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Titre : Mise en œuvre d’une Approche Multi-Échelles fondée sur le Champ de Phase pour caracté-
riser la Microstructure des Matériaux Irradiés : Application à l’Alliage AgCu
Mots-clefs : multi-échelles, champ de phase, microstructure, alliage argent-cuivre, irradiation,
mélange ionique
Résumé : Anticiper l’évolution de la microstructure d’un matériau en condition d’usage est d’une
importance cruciale pour l’industrie. Cette maîtrise du vieillissement nécessite une compréhension
claire des mécanismes sous-jacents, qui agissent sur une large gamme d’échelles spatiales et tempo-
relles. Dans cette optique, ce travail de thèse a choisi d’appliquer la méthode de champ de phase qui,
en raison du saut d’échelle qu’elle réalise naturellement, est un outil intensivement employé dans le
domaine des matériaux, pour prédire l’évolution en temps long de la microstructure. L’enjeu de l’étude
a été d’étendre cette méthode à un système porté loin de l’équilibre thermodynamique, en particulier
en présence d’irradiation. Nous avons ainsi adopté le formalisme du mélange ionique, introduit par
Gras-Marti pour décrire le mélange balistique au sein d’une cascade de déplacements. Par l’utilisation
conjointe d’un schéma numérique et d’une approche analytique, il nous a été possible d’établir le
diagramme de phase générique d’un matériau irradié. Nous avons ensuite étudié le vieillissement
de l’alliage binaire test AgCu sous irradiation, par l’utilisation conjointe de la méthode du champ de
phase et d’approches atomistiques, dans une démarche multi-échelles. En fixant les paramètres de
contrôle que sont le flux d’irradiation et la température, il nous a ainsi été possible de prédire la taille,
la concentration ainsi que la distribution spatiale des nodules de cuivre produits sous irradiation dans
cet alliage. La connaissance de ces informations a permis de simuler un diagramme de diffraction en
incidence rasante, directement comparable aux diagrammes expérimentaux.
Title : A multiscale study based on phase field to predict the microstructure of irradiated materials :
application to silver-copper alloy
Keywords : multi-scale, phase field, microstructure, silver-copper alloy, irradiation, ion mixing
Abstract : It is of dramatic matter for industry to be able to predict the evolution of material
microstructure under working conditions. This requires a clear understanding of the underlying
mechanisms, which act on numerous space and time scales. Because it intrinsically performs a
scale jump, we chose to use a phase field approach, which is widely used amidst the condensed
matter community to study the aging of materials. The first challenge of this work was to extend this
formalism beyond its thermodynamic scope and embrace the case of far from equilibrium systems
when subjected to irradiation. For that purpose, we adopted the model of ion mixing, developed by
Gras Marti to account for ballistic exchanges within a displacements cascade. Based on a numerical
scheme and an analytical method, we were able to describe the generic microstructure signature for
materials under irradiation. We then applied this formalism to the particular case of the immiscible
binary alloy AgCu. With the joined use of the phase field approach and atomistic methods, we managed
to predict how the temperature and the irradiation flux tailor the main microstructure features such as
the size, the concentration and the distribution of copper precipitates. This eventually allowed us to
simulate a diffraction pattern in grazing incidence, which is directly comparable to experimental ones.
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Chapitre 1
Introduction
Les propriétés physiques des matériaux sont intrinsèquement liées à leur microstructure. À titre
d’exemple, la présence de dopant dans la zircone yttriée est indispensable à son utilisation comme
sonde à oxygène, et l’existence d’impuretés dans le silicium modifie sa structure de bande, et inci-
demment ses performances dans la microélectronique. Dans l’aérospatiale enfin, les alliages légers
à base d’aluminium sont durcis par la formation de précipités Al2Cu, qui s’opposent au glissement
des dislocations. Or, anticiper l’évolution de la microstructure complexe d’un matériau en condition
d’usage, c’est-à-dire soumis à de fortes contraintes mécaniques ou thermiques, est d’une importance
cruciale pour l’industrie. Une telle maîtrise du « vieillissement » repose sur une compréhension claire
des mécanismes physiques responsables de l’évolution de la microstructure sur plusieurs échelles
d’espace et de temps. En effet, la connaissance de la répartition des atomes au sein du matériau permet
de déterminer la force thermodynamique, dont l’action à l’échelle micronique est responsable de la
croissance des grains. L’échelle de temps s’étale quant à elle du temps de saut d’une lacune (environ
10−13 secondes), au temps caractéristique de la croissance d’un grain par diffusion (de l’ordre de
10−6 secondes). Modéliser le comportement d’un matériau, et prédire l’évolution de ses propriétés
microstructurelles, nécessite donc de comprendre l’imbrication de ces différentes échelles de temps
et d’espace, et en particulier d’estimer dans quelle mesure une échelle est déterminée par l’échelle
inférieure. Cette problématique est encore plus cruciale pour les matériaux soumis à des irradiations
neutroniques dans un réacteur nucléaire. En effet, l’évolution de la microstructure y est alors condi-
tionnée par deux mécanismes distincts, introduits par l’irradiation. Tout d’abord, lorsqu’un matériau
est soumis à un faisceau de particules incidentes (neutrons, protons ou ions lourds), certains atomes
sont éjectés de leur site par ces particules, et mettent à leur tour en mouvement d’autres atomes du
cristal : il se crée alors une cascade de déplacements [1], à l’issue de laquelle un forte proportion
d’atomes, originellement dans leur position initiale, se retrouvent sur d’autre sites cristallins. Ce pro-
cessus dit de mélange balistique est par essence stochastique, car les collisions projectile-atome ont
elles-mêmes un caractère aléatoire. Ces déplacements atomiques ont lieu à l’échelle fondamentale
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comme ils s’étalent sur quelques angströms, et existent sur quelques picosecondes. À un niveau su-
périeur, l’existence de collisions va induire une surconcentration en défauts ponctuels, principaux
vecteurs de diffusion dans les métaux [2, 3]. Celle-ci va être responsable d’une augmentation des
coefficients de diffusion thermique, et entraîner une accélération de la diffusion [4, 5] à l’échelle de la
cascade de déplacements, soit la centaine de nanomètres, et sur l’échelle de temps de la diffusion soit
10−6 secondes. Par ailleurs, les cascades de déplacements sont loin d’être uniformes : elles présentent
des domaines fortement désordonnés, appelés sous-cascades de déplacements [6], introduisant une
échelle spatiale et temporelle supplémentaire pour l’irradiation. Il en résulte de brusques variations
des concentrations atomiques sur différentes échelles, bien plus petites que les variations spatiales
des champs de déformation et de température. La microstructure résultante est alors le fruit de méca-
nismes s’échelonnant sur deux ordres de grandeur spatiale, et six ordres de grandeur temporelle. Une
difficulté supplémentaire introduite par l’irradiation, est qu’elle porte le matériau très loin de son état
d’équilibre, et situe ainsi l’étude de sa dynamique hors du cadre de la réponse linéaire, fréquemment
utilisée pour les traitements thermo-mécaniques habituels [7]. Le but de ce travail de thèse est donc
de réaliser une modélisation multi-échelles [8], à la fois dans l’espace et dans le temps, pour simuler
le vieillissement des microstructures sous irradiation. En revanche, nous n’aborderons pas dans ce
travail l’impact de cette microstructure sur les propriétés d’usage. Une telle analyse exige de resserrer
notre définition de la microstructure. Dans ce travail, elle désignera l’existence de différentes phases
cristallines ou d’agrégats, ainsi que la donnée de leur taille et de leur distribution spatiale.
L’étude des milieux condensés, et notamment les solides sous irradiation, s’en remet fréquemment
à la simulation numérique, pour son caractère prédictif et pour son coût généralement plus faible
d’utilisation. Il existe trois grandes classes de simulations numériques permettant d’appréhender in
silico le comportement des solides sous irradiation. La première technique est fondée sur l’intégration
des équations du mouvement des particules composant le solide sous irradiation. Ces simulations,
dites de dynamique moléculaire (DM), donnent accès à la dynamique réelle du système [9]. Cependant,
l’intégration numérique des équations impose des pas de temps de l’ordre de 10−15 s, limitant la durée
totale de simulation de l’ensemble des trajectoires à 10−10 secondes. De plus, cette méthode n’est
en mesure de gérer que les trajectoires de quelques millions d’atomes, correspondant à des échelles
spatiales de l’ordre de la dizaine de nanomètres. Si de telles échelles de temps et d’espace sont
suffisantes pour obtenir des informations sur certaines propriétés dynamiques telles les coefficients
de diffusion, pour lesquels le temps de relaxation est bien inférieur à 10−10 s, elles ne le sont pas
pour décrire la microstructure, dont le temps de formation est au moins celui de la diffusion, et
l’échelle spatiale celle du grain. La seconde approche repose sur les techniques Monte Carlo (MC),
au sein desquelles les réalisations d’une chaîne de Markov se substituent à la dynamique réelle
du système [10]. Le parcours de cette chaîne nécessite un algorithme chargé de sélectionner les
configurations physiques. Le plus connu d’entre eux est l’algorithme de Metropolis [11], dont la
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matrice de transition est déterminée par le bilan détaillé, ce qui garantit la convergence vers une
configuration d’équilibre. Cette approche souffre néanmoins de certaines limitations. En premier lieu,
la convergence vers l’état d’équilibre peut s’avérer très lente. À titre d’exemple, il faut formellement un
nombre N ∼ ξ2 de tirages pour permettre à un atome au centre d’un agrégat de taille ξ, d’en atteindre
le bord, sans que cela n’induise de changement de la microstructure. Par ailleurs, pour un système
soumis à des irradiations, le bilan détaillé n’est a priori pas satisfait, ce qui invalide cette approche.
Malgré ces deux limitations, des approches dites de Monte Carlo Cinétique (KMC) ont été développées
pour décrire la microstructure sous irradiation [12]. Mais celles-ci imposent de définir des règles ad
hoc difficilement justifiables, pour générer des nouvelles configurations, ce qui rend leur utilisation
ardue pour des alliages. Enfin, les techniques Monte Carlo dans leur ensemble sont soumises à des
limitations d’échelles comparables à celles de la dynamique moléculaire, comme elles ne sont elles
aussi applicables que sur des boites de simulation d’une dizaine de nanomètres 1. Ces deux types
d’approches numériques (DM et MC) ne sont ainsi pas adaptées à l’échelle spatiale et temporelle de la
microstructure sous irradiation.
La troisième technique, dite de champ de phase, se fonde sur l’observation selon laquelle certaines
propriétés macroscopiques du système composé d’un grand nombre de particules ne dépendent pas
des détails à l’échelle atomique [13]. Cette idée est intensivement utilisée en physique statistique, et
présuppose l’existence d’une certaine universalité [14]. Le formalisme de Landau [15] représente une
forme très aboutie de cette idée. Son utilisation connaît depuis quelques années un renouveau pour dé-
crire des microstructures complexes associées à la solidification [16], ou l’évolution des microstructures
des matériaux métalliques [17, 18, 19, 20]. Selon une telle approche, il n’est pas nécessaire de connaître
la position de tous les atomes sur de faibles échelles de temps associées aux vibrations atomiques (de
l’ordre de 10−12 secondes). Au contraire, le système étudié peut se décrire par la connaissance de son
unique densité, sur des échelles de temps longs (supérieure à la microseconde), et d’espace de l’ordre
de quelques nanomètres. Ceci permet de réaliser un saut d’échelle spatiale important, et d’atteindre
un gain de six ordres de grandeur sur les simulations de dynamiques moléculaire, en nous plaçant par
construction sur l’échelle idoine de temps, celle de la diffusion. De plus, le caractère discret de l’échelle
atomique est remplacé par une fonction continue, ce qui permet de diminuer fortement le nombre de
degrés de liberté du système. En contrepartie, une telle approche ne peut décrire certains objets, tels
les dislocations dans les solides cristallins. Si cette approche est devenue habituelle pour l’étude du
vieillissement de matériaux multiphasés hors irradiation, l’introduction des effets d’irradiation dans
ce formalisme est un champ d’étude nouveau et complexe. En effet, les cascades de déplacements
sont habituellement étudiées à l’échelle atomique. Cependant, il est possible de décrire les effets
d’irradiation par l’intermédiaire de la densité atomique. Cette approche, proposée pour la première
fois par Sigmund et Gras-Marti [21, 22] sous le nom de « mélange ionique », s’appuie sur l’idée que la
1. Elles ne possèdent par construction pas d’échelle de temps.
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microstructure n’est pas sensible à l’impact isolé de chaque cascade, mais plutôt à l’impact cumulé
d’un grand nombre de cascades de déplacements. Il est alors possible de remplacer la description
spatialement hétérogène, et temporellement aléatoire d’une cascade, par une cascade moyenne. Ainsi,
l’impact balistique de l’irradiation se résume à deux paramètres mésoscopiques, le déplacement
moyen et la fréquence moyenne de déplacements dans la cascade [23, 24, 25]. Ce travail de thèse a
pour but d’appliquer cette méthode de champ de phase pour décrire l’évolution de la microstructure
sous irradiation. L’enjeu principal de l’étude de thèse a donc consisté à modifier une équation de
champ de phase en lui ajoutant un terme traduisant l’impact de l’irradiation.
Afin de tester la véracité d’une telle approche pour prédire l’évolution de la microstructure des
matériaux hors et sous irradiation, nous avons focalisé notre étude sur le composé AgCu, très étudié
depuis de nombreuses années [26, 27]. Au sein de cet alliage métallique, il se produit hors irradiation
un phénomène de démixtion, durant lequel les précipités riches en cuivre (resp. argent) se créent
pour un domaine défini de composition. Le mécanisme associé à cette démixtion a déjà été formalisé
par Cahn [28, 29] dans le cadre d’une approche de type champ de phase, intensivement utilisée
en métallurgie sous le nom d’équation de Cahn-Hilliard [30, 31, 32]. Hors irradiation, les groupes
d’espace des précipités et de la matrice sont identiques, et la formation de précipités est induite
par une transformation isostructurale décrite par un scalaire. Ainsi, sous irradiation, il est possible
de modéliser l’évolution de la microstructure par la seule connaissance de ce scalaire. Sur le plan
expérimental, les atomes de cuivre et d’argent possèdent des numéros atomiques très différents, ce
qui rend aisée leur observation par diffraction. Enfin, ce matériau s’oxyde très peu et se révèle très
facile à produire.
Dans le chapitre qui suit l’introduction, nous présentons notre modèle de champ de phase. Nous
nous sommes attachés à souligner le saut d’échelle spatiale inhérent à la notion de paramètre d’ordre.
Les effets d’irradiation sont ensuite introduits dans ce formalisme par l’application du modèle de
mélange ionique pour les cascades de déplacements. Par analogie avec l’approche de Cook [33], nous
ajoutons de surcroît un bruit additif traduisant le caractère aléatoire des effets d’irradiation dans le
cadre d’une équation de type Langevin. Ce chapitre expose en détails les hypothèses fortes associées
au traitement des effets d’irradiation, ainsi que leurs limitations.
Le chapitre suivant présente les propriétés de cette équation non linéaire. En particulier, nous
démontrons qu’elle possède une fonctionnelle de Lyapunov, dont les minima correspondent à l’état
stationnaire induit par l’irradiation. Celle-ci permet de développer un schéma numérique déterministe
dans l’espace de Fourier, dont les propriétés de stabilité et de consistance, détaillées dans ce chapitre,
s’articulent autour de l’existence d’une telle fonctionnelle. Nous développons ensuite un second
schéma numérique original pour résoudre l’équation de Langevin. Celui-ci nous permet de constater
que les solutions de cette équation vérifient sous irradiation le théorème de fluctuation-dissipation,
violé hors irradiation. Enfin, nous élaborons une méthode analytique inspirée des travaux de Bray
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[34] pour résoudre cette équation. Cette approche, validée par les simulations numériques, permet
d’établir un « pseudo-diagramme de phase » adimensionnel pour la signature de la microstructure des
alliages AB isostructuraux.
Le chapitre 4 est dédié à la détermination des coefficients phénoménologiques utilisés par l’équa-
tion étudiée au chapitre précédent, dans le cas particulier de l’alliage AgCu. Il réalise ainsi le saut
de l’échelle atomique à l’échelle mésoscopique du champ de phase. Le diagramme de phase expéri-
mental permet à ce titre de calibrer les coefficients de Landau, et ainsi d’extraire une forme explicite
de l’énergie libre homogène. L’analyse de l’évolution de ces coefficients avec la température montre
clairement que l’apparition de précipités s’inscrit dans le cadre du formalisme de Landau pour les
transitions de phase. Ensuite, des simulations atomistiques utilisant un potentiel interatomique propre
à l’alliage AgCu, fournissent le coefficient de raideur conditionnant le profil d’interface dans le modèle
de Landau-Lifshitz. Enfin, des simulations BCA permettent de calculer les paramètres d’irradiation en
fonction du flux et de la température d’irradiation. Finalement, l’impact de l’irradiation sur la mobilité
est estimé par le biais d’une approche de type cinétique chimique. À basse température, la mobilité
obtenue sous irradiation s’avère très différente de la mobilité thermique.
Le dernier chapitre permet de simuler pour un cas réel la microstructure induite par différentes
valeurs du couple flux-température, seuls paramètres accessibles à l’expérimentateur, une fois fixée
l’énergie de l’ion incident. Les simulations numériques fournissent en effet la distribution de tailles
des précipités, leur enrichissement, ainsi que leur corrélation spatiale, permettant in fine de simuler
le diagramme de diffraction attendu dans une expérience de diffraction aux rayons X en incidence
rasante (GISAXS) [35], directement accessible par l’expérience pour valider l’approche présentée dans
ce document. Malheureusement, il ne nous a pas été possible de réaliser des telles expériences faute
de temps.
Nous concluons ce travail en résumant les résultats obtenus, et les limitations associées à cette
approche. Cette analyse nous permet de dégager les perspectives qui nous semblent opportunes pour
mieux comprendre la stabilité des matériaux sous irradiation.
b c
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Chapitre 2
L’approche en champ de phase et les effets
d’irradiation
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Ce chapitre commence par introduire la notion de paramètre d’ordre, utilisée pour décrire le
potentiel thermodynamique. Cette grandeur, intrinsèquement liée au concept de symétrie du cristal,
s’interprète dans le formalisme de Landau comme l’enveloppe de la densité atomique, résultant d’une
moyenne spatiale et temporelle. En réalisant une telle moyenne spatiale, nous nous affranchissons de
l’échelle atomique, et atteignons un gain de deux ordres de grandeur. La moyenne temporelle rend
quant à elle possible l’étude de l’évolution du système sur des échelles de temps bien supérieures
à celles des vibrations du réseau cristallin, et permet un gain de six ordres de grandeur temporelle
par rapport aux simulations de dynamique moléculaire, rendant l’approche champ de phase très
séduisante pour décrire l’évolution à l’échelle de la microstructure. Par sa description en gros-grain
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du système, l’utilisation du paramètre d’ordre entraîne néanmoins une perte de l’information rela-
tive aux fluctuations du potentiel thermodynamique à l’échelle atomique. Il est alors nécessaire de
réintroduire artificiellement ces fluctuations dans les équations via un terme de bruit gaussien. En
suivant l’approche de Cook, nous ajoutons ainsi dans la deuxième partie un bruit thermique additif à
l’équation de Cahn-Hilliard. Nous présentons ensuite dans ce chapitre un moyen pour décrire les effets
de mélange ionique induits par les collisions atomiques sur de telles échelles d’espace et de temps. Ce
travail constitue l’apport original de notre étude à l’approche en champ de phase. Nous discutons en
particulier les conditions de validité de la description d’une cascade de déplacements dans le cadre du
champ de phase. Finalement, nous écrivons notre équation centrale sous forme adimensionnée, qui
servira de point de départ à l’étude du chapitre 3. Le modèle ainsi mis en place s’inscrit dans le cadre
général d’une approche multi-échelles pour l’étude de la microstructure des matériaux.
2.1 L’approche de champ de phase : un saut d’échelles
2.1.1 Définition d’un paramètre d’ordre
En se fondant sur les travaux de Pierre Curie portant sur la symétrie des phases, Landau a introduit
la notion de paramètre d’ordre pour décrire les transitions de phase, ce qui a constitué la première
approche d’un saut d’échelle. Plutôt que de décrire un système à partir de la connaissance des trajec-
toires des atomes dans l’espace des phases comme cela est l’usage dans les approches atomistiques,
Landau a privilégié l’approche thermodynamique, où l’état d’équilibre est décrit par la donnée d’un
potentiel thermodynamique dépendant du paramètre d’ordre.
xu xn−1(t ) xn (t ) xn+1(t )
`=Na0
a0
ρ(x, t )
FIGURE 2.1 – Représentation schématique en dimension 1 d’un cristal, selon le vecteur unitaire u. Les
atomes sont disposés en xn(t )= na0+u(t ) (tel que |u(t )|¿ 1 et < xn(t )>=na0). La densité de présence
des atomes ρ(x, t ) est modélisée par un peigne de Dirac à une température T = 0 K. `=N a0 est la taille
d’une cellule mésoscopique.
Afin de mieux décrire la notion de paramètre d’ordre, nous considérons l’exemple élémentaire
d’un cristal parfait unidimensionnel, constitué de sites atomiques espacés périodiquement d’une
distance caractéristique a0, et définissons une cellule « mésoscopique », de taille `≡ N a0, comme
l’illustre la figure 2.1. La densité atomique ρ(x, t ) est alors le nombre d’atomes par unité de longueur :
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ρ(x, t )=< 1
`
N∑
n=1
δ[x−xn(t )]>, (2.1.1)
telle que< ρ(x, t )>=N /`= ρ0. En vertu du principe d’ergodicité, il est possible d’identifier la moyenne
sur les configurations < · >, à la moyenne temporelle < · >t sur les positions xn(t ), sur une durée t très
grande par rapport à la période de vibration τ des atomes (τ' 10−13 secondes). Ceux-ci sont alors fixés
à leur position moyenne < xn(t)>=na0. Par construction du cristal, la densité ρ(x, t) est invariante
par toute translation de vecteur t = a0u. Il est donc possible de la décomposer en série de Fourier
selon les modes k = 2pi/a0 du réseau réciproque :
ρ(x, t )=∑
k
ρˆ(k, t )e ikx + c.c.. (2.1.2)
En utilisant l’expression 2.1.1 de ρ(x, t ), le ke terme de la série s’écrit alors :
ρˆ(k, t )= 1
`
∫ `/2
−`/2
ρ(x, t )e−ikx dx = 1
`
<
N∑
n=1
e−ikxn (t ) > . (2.1.3)
En traitant ensuite séparément le mode k = 0 correspondant à ρ0, nous obtenons l’expression suivante
de ρ(x, t ) :
ρ(x, t )= ρ0+ρ0
∑
k 6=0
[
< 1
N
N∑
n=1
e−ikxn (t ) >
]
e ikx + c.c., (2.1.4)
que nous réécrivons formellement :
ρ(x, t )= ρ0+ρ0
∑
k 6=0
ηN (k, t ) fk (x), avec ηN (k, t )=<
1
N
N∑
n=1
e−ikxn (t ) >, fk (x)= e ikx . (2.1.5)
ρ résulte donc de la contribution d’une grandeur à variations spatiales rapides fk (x), associées à
l’échelle atomique, et d’une grandeur ηN (k, t) à variations spatiales lentes, définie sur la cellule de
taille `=N a0. ηN (k, t ) s’interprète ainsi comme l’enveloppe des positions atomiques, et correspond
dans ce cas simple à la notion de paramètre d’ordre. Sa définition repose sur une moyenne spatiale
permettant d’opérer un saut d’échelle, et de diminuer le nombre de degrés de liberté du système. De
plus, par la moyenne temporelle < · >, elle permet de laisser de côté les fluctuations rapides du réseau
cristallin, et de ne garder que l’évolution lente du système, d’où le saut d’échelle temporelle. Pour
des échelles d’espace importantes, (`/a0)3 ∼N 3, et des échelles de temps très grandes par rapport au
temps de vibration τ, il est alors possible de passer de la description fondamentale de la matière au
formalisme de la thermodynamique, avec l’introduction du potentiel thermodynamique de l’étude.
Dans l’ensemble (N,V,T), ce potentiel est l’énergie libre F , qui s’écrit à une température T fixée :
F (N ,V ,T )= F (T,ρ)= FT (ρ)= F (ηN (k, t )), (2.1.6)
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comme l’échelle atomique a été négligée. Ce potentiel s’annule par ailleurs en des points particuliers k∗
du réseau réciproque, fixes pour une transition de phase donnée, correspondant aux minima de F . En
vertu du critère de Lifshitz [36] excluant la présence de termes linéaires dans le développement limité de
F autour de k∗, l’approximation k = k∗ est valable au plus bas ordre, et ηN (k, t )= ηN (k∗, t ) ne dépend
plus que de t , pour un nombre d’atomes N donné dans la cellule mésoscopique : ηN (k∗, t)≡ ηN (t).
Ainsi, le paramètre d’ordre ηN (t) ne varie spatialement que sur des échelles supérieures à N a0, et
des échelles de temps de l’ordre de la diffusion atomique (∼ 10−6 secondes). Dans ces conditions, le
potentiel thermodynamique F ne dépend plus que du paramètre d’ordre ηN (t )≡ η(t ).
La décomposition 2.1.5 de ρ sur la base de fonctions spatiales
(
fk (x)
)
, s’interprète dans le forma-
lisme de Landau [15], comme sa décomposition selon les représentations irréductibles e i kx du groupe
de translation du cristal en dimension 1 [37]. Dans un cadre plus général, et en dimension quelconque,
un cristal à l’équilibre dans sa phase de plus haute symétrie, est caractérisé par son invariance selon
un ensemble de symétries formant le groupe d’espace du cristal, parmi les 230 groupes d’espace
caractérisant les solides. Ce groupe comprend des symétries ponctuelles comme les inversions ou les
rotations, des translations selon un vecteur du réseau de Bravais, et le cas échéant des translations
hélicoïdales. Dans le cadre de la théorie des représentations irréductible de groupe [38], la densité
ρ(x , t ) est invariante par le groupe d’espace de la phase de plus haute symétrie, et se décompose selon
les représentations irréductibles Γp du groupe d’espace de la phase de plus haute symétrie [36, 39] :
ρ(x , t )= ρ0+ρ0
∑
p
{
jp∑
j=1
η
(p)
j (k, t ) f
(p)
j (x)
}
, (2.1.7)
où la p-ième représentation irréductible Γp est de dimension jp , et de base
(
f (p)j (x)
)
j=1, jp
. Cette
écriture permet de rendre compte de la perte des symétries propres à une unique représentation
irréductible Γp , lors d’une transition de phase vers une phase de plus basse symétrie. Lors d’une
telle transition, le p-ième paramètre d’ordre η(p) =
(
η
(p)
j
)
devient non nul, et δρ = ρ−ρ0 n’est plus
invariante par le sous ensemble p de symétries. La connaissance de δρ ainsi obtenue en fonction de
l’unique paramètre d’ordre η(p) de dimension jp , renoté η, permet de définir F (η(t )).
Comme dans l’exemple en dimension 1, η est en réalité défini sur une cellule mésoscopique de
taille caractéristique `=N a0, ce qui nous incite à l’indéxer par N : η=ηN . Rien dans le formalisme
développé jusque là n’impose la valeur de N . L’introduction d’impuretés ou d’interfaces, sources
d’inhomogénéité dans le système de plus basse symétrie, génère des variations spatiales du paramètre
d’ordre ηN , sur des échelles très grandes par rapport à la maille a0. Sur de telles échelles spatiales, il est
possible de définir la variation spatiale du paramètre d’ordreηN , d’une cellule de taille `=N a0 à l’autre,
en introduisant la variable d’espace x , dont les variations n’ont de sens que sur des distances |δx | > `.
ηN (t ) peut ainsi être renoté η(x , t ). Visuellement, cela revient à définir un maillage mésoscopique de la
matière, dont la finesse est fixée par le choix de la taille ` des cellules. ηN (t ) est alors défini sur chaque
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cellule, puis s’interprète comme une fonction continue η(x , t ) à l’échelle de la microstructure. Cette
définition d’une variable continue ne doit cependant pas faire oublier que l’approche est incapable
de rendre compte de toute fluctuation d’extension spatiale inférieure à `, dont le choix détermine la
sensibilité maximale du paramètre d’ordre. Cette insensibilité de l’approche à de telles fluctuations se
traduit aussi par la décorrélation de η(x , t ) d’une cellule à l’autre, vis à vis de ces fluctuations, ce qui
nous invite, pour choisir `, à calculer la fonction de corrélation spatiale G(x) du système. Si ce calcul
peut s’effectuer dans le cas général d’un paramètre d’ordre η de dimension quelconque, nous nous
focalisons sur le cas où le paramètre d’ordre est un scalaire noté η. Ce choix est dicté par le matériau
modèle de l’étude : l’alliage AgCu. Celui-ci a en effet la particularité de subir une transition de phase
isostructurale, c’est-à-dire sans perte de symétrie : le groupe d’espace (Fm3¯m) de l’alliage désordonné
(haute température) est conservé dans la phase basse température. Ceci impose au paramètre d’ordre
de l’étude d’être scalaire, associé à la représentation totalement symétrique Γ1. Dans ce cas, la fonction
de covariance spatiale G(x) s’écrit simplement :
G(x)=
∫
Rd
< η(y)η(x + y)> dy . (2.1.8)
G(x) est en général une fonction décroissante avec |x |, et il est possible d’introduire la longueur de
corrélation de la manière suivante :
ξ=
∫ +∞
0
G(r )dr. (2.1.9)
Pour une distance |y − x | supérieure à ξ, il est possible de considérer que η(y) et η(x) évoluent de
manière indépendante. Une estimation de ξ fondée sur cette définition pour le cas unidimensionnel
sera présentée en détail dans la paragraphe 2.1.3. En choisissant `= ξ, soit N = ξ/a0, nous réalisons
une partition de l’espace sur laquelle il est possible de décrire l’évolution de η par la connaissance de
F (η) seule.
2.1.2 Dérivation de l’énergie libre de Landau-Ginzburg
Pour un volume Ω très grand par rapport à ξd , il est possible de définir l’énergie libre système
introduite en 2.1.6 par la somme de toutes les contributions locales :
F (η)=
∫
Ω
f (η(x))dΩ, (2.1.10)
où f est la densité volumique d’énergie libre. Cette densité d’énergie libre se scinde en deux termes. Le
premier est le terme homogène fh , introduit originellement par Landau.
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Dérivation de l’énergie libre homogène fh
Dans l’approche de Landau, fh est définie près de la transition de phase, par son développement de
Taylor pour de petites variations de η. De plus, fh(η) doit être invariante par l’ensemble des symétries
de la phase de plus haute symétrie. Cette contrainte doit donc être respectée de manière indépendante
par chaque terme du développement de Taylor. Or, les polynômes homogènes intervenant dans ce
développement ont ceci de particulier qu’ils génèrent un espace invariant par les symétries en question
[39], dont la réduction peut faire apparaître un espace de dimension 1, portant la représentation
totalement symétrique Γ1. La forme polynomiale de fh répond donc à la nécessité d’invariance par
symétries de l’énergie libre. La forme admissible de fh s’écrit :
fh(η)= a0+
a2(T )
2
η2+ a3(T )
3
η3+ a4(T )
4
η4+·· · , (2.1.11)
où le monôme de degrés 1 est absent, sans quoi la valeur d’équilibre de η dans la phase haute tem-
pérature serait non nulle. Pour un paramètre d’ordre scalaire, les deux seules transformations de
groupe sont l’identité et l’inversion. Tous les monômes de degrés pair sont donc invariants, et sont
acceptables dans l’expression de fh . Concernant le terme cubique, dans le cadre d’une transformation
isostructurale, la condition de Landau Γ1 ⊂ Γ3 est évidemment vérifiée, et ce monôme est lui aussi
compatible avec l’invariance de fh .
Une fois la forme admissible 2.1.11 de fh déterminée, le choix des coefficients ai , et en particulier
le degrés de fh , repose sur le diagramme de phase du système considéré. En cela, l’approche de Landau
est aussi phénoménologique. Plus précisément, fh doit être écrite sous la forme 2.1.11 la plus simple
et la plus compacte qui garantisse néanmoins le bon nombre et la bonne nature (stabilité) des points
critiques, ainsi que la transition d’un domaine du diagramme de phase à l’autre, associée à l’existence
de singularités pour fh au niveau des limites de phase. La première contrainte porte sur le facteur
a2. Pour garantir la transition de phase à une température Tc , celui-ci doit s’annuler et changer de
signe en T = Tc . Ainsi, dans le formalisme de Landau, a2 est habituellement écrit au plus bas ordre
a2(T ) = A(T −Tc ) avec A > 0. Ensuite, le diagramme de phase du système AgCu présenté dans le
chapitre 4 est asymétrique, ce qui nécessite la présence du terme cubique 1, soit a3 6= 0. Enfin, pour
garantir l’existence de deux minima pour fh associée à la présence de deux phases distinctes à basse
température (Ag et Cu), il convient de choisir a4 > 0, a23 < 4a4|a2|, et les monômes de degrés supérieur
nuls. fh prend alors la forme suivante :

fh(η)=
a2(T )
2
η2+ a3(T )
3
η3+ a4(T )
4
η4
a2 = A(T −Tc ) (A > 0), a3 6= 0, a4 > 0.
(2.1.12)
Il est important de noter que la présence du terme cubique impose la discontinuité du paramètre
1. C’est le plus petit monôme de degrés impair en dehors du degrès 1.
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d’ordre, associée à l’existence d’une chaleur latente à la transition de phase, ce qui classe la transition
dans la catégorie des transitions de phase du premier ordre [40]. Pour de telles transitions, le potentiel
le plus habituel est un potentiel 2 :4 :6, dépourvu de monôme de degrés impaire. Néanmoins, un tel
potentiel s’accompagne d’un état métastable à trois phases sur une certaine gamme de températures,
qui n’existe pas dans le système AgCu. Il ne rend de plus pas compte de l’asymétrie du diagramme.
L’expression 2.1.12 du potentiel soulève cependant un problème de taille, car elle ne garantit pas en
l’état la même profondeur de puits dans la phase basse température, ce qui rend métastable l’équilibre
associé à un des deux domaines. Il est donc nécessaire d’imposer une contrainte supplémentaire de la
forme f (η+)= f (η−), où η± sont les deux valeurs d’équilibre associée à une température T < Tc [41] :
f ′h(η−)= f ′h(η+) & f ′′h (η±)> 0. (2.1.13)
Cette contrainte constitue une faiblesse de notre approche, comme elle nécessite de recalculer les
coefficients ai , et donc concrètement d’adapter le modèle à chaque température. En contrepartie, elle
a l’avantage de décrire correctement la nature des équilibres sur toute la gamme de températures, et
pas seulement près de Tc . Nous représentons figure 2.2 le profil de la densité d’énergie libre en phases
ordonnée et désordonnée.
η
fh(η)
T < TcT > Tc
FIGURE 2.2 – Densité d’énergie libre homogène de Landau fh (potentiel 2 :3 :4), dans le cadre d’une
transition de phase du premier ordre. T > Tc (—) : fh est convexe, l’unique minimum correspond à
l’équilibre thermodynamique de la phase haute température. T < Tc (—) : la courbe présente deux
minima correspondant à l’instabilité de l’équilibre homogène.
In fine, le potentiel fh représenté figure 2.2 garantit l’existence d’un unique équilibre stable pour
T > Tc en η = 0 associé à la solution solide dans le cas de l’alliage AgCu, et de deux minima pour
T < Tc , traduisant la coexistence à l’équilibre basse température, de deux phases stables (une phase
enrichie en argent, l’autre en cuivre). Si la présence de deux puits dans l’énergie libre fh peut sembler
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incompatible avec les règles de la thermodynamique (potentiel convexe), il faut bien garder à l’esprit
que l’énergie libre de Landau est toujours définie avec une coupure ξ dans l’espace. Elle ne contient
donc pas toute l’information sur l’énergie libre du système, ce qui l’autorise à être localement concave.
Si F (η) rend compte de l’existence de deux phases à basse température par l’intermédiaire de fh(η),
elle ne fournit à ce stade aucune description de la zone d’hétérogénéité spatiale qui existe à l’interface
entre ces deux phases.
Prise en compte des inhomogénéités : ajout du terme de Ginzburg
Pour pallier cette insuffisance, il est nécessaire d’ajouter à la densité d’énergie libre homogène fh ,
des termes d’inhomogénéité spatiale. Ces inhomogénéités induisent des fluctuations de la densité
sur des échelles spatiales bien supérieures à la dimension d’une maille cristalline a0, et sont donc
associées à un vecteur d’onde très petit par rapport au vecteur de la zone de Brillouin. Elles peuvent
par conséquent être décrites par des variations de η uniquement, et n’être prises en compte que par
l’adjonction de termes de dérivées spatiales de η dans l’énergie libre. Au plus bas ordre, la densité
globale d’énergie libre f (η) s’écrit [19, 29] alors :
f (η,∇η, . . . )= fh(η)+κ(1)(T ) ·∇η+
1
2
K (2)(T )∇η∇ηT + 1
2
K (3)(T )∇2η+ . . . , (2.1.14)
où κ(1) est un vecteur, et K (2)(T ) et K (3)(T ) sont des matrices carrées de taille 3×3. Le vecteur κ(1)
fait intervenir la dérivée première de fh , nulle à l’équilibre, et le terme linéaire est donc absent du
développement. L’invariance par rotation autour d’un axe au sein du cristal, ainsi que le caractère
isotrope de la diffusion, réduisent K (2)(T ) à une forme diagonale κ2(T )I, où I est l’identité. Il en va de
même pour K (3)(T ) = κ3(T )I. Le théorème de la divergence réduit quant à lui κ3(T )∇2η à un terme
de bord. Celui-ci disparaît formellement comme le flux est nul aux bords de manière à garantir la
conservation globale de la quantité de matière du système :∫
Ω
∇2ηdΩ=
∫
∂Ω
∇η ·ndσ= 0.
Nous obtenons donc la forme intégrale suivante pour F :
F (η)=
∫
Ω
[
fh(η)+
κ(T )
2
|∇η|2
]
dΩ, (2.1.15)
où κ2 a été renommé κ> 0. Le terme κ|∇η|2/2 est à présent le seul terme décrivant l’inhomogénéité du
système sur des échelles plus grandes que ξ. Cette approche, où l’inhomogénéité du système est décrite
au plus bas ordre, est celle de Ginzburg [15]. La positivité de κ est une question de stabilité du système
face aux perturbations spatiales. Une analyse linéaire dans le domaine de Fourier révèle en effet que la
présence de ce terme, avec κ> 0, est indispensable pour stopper l’amplification des fluctuations sous
la spinodale. Du point de vue macroscopique, le terme κ|∇η|2/2 traduit alors un surplus d’énergie
36
2.1 L’approche de champ de phase : un saut d’échelles
aux interfaces. Ce surplus pénalise la présence d’interfaces comme l’équilibre thermodynamique
est associé à un minimum du potentiel. Le système va donc avoir tendance à limiter la présence
d’interfaces en augmentant au maximum le ratio entre le volume et la surface des phases spatiales. Le
coefficient κ devant ce terme contrôle l’épaisseur et la raideur des interfaces [29].
2.1.3 Le saut d’échelle spatiale : longueur de corrélation et épaisseur des interfaces
Introduction de la fonction de corrélation G et calcul de la longueur de corrélation ξ(T )
La connaissance de l’énergie libre totale du système décrite en 2.1.15 nous permet de calculer
la longueur de corrélation ξ(T ). En utilisant la transformée de Fourier en espaceF , la fonction de
covariance s’écrit :
G(x)≡<
∫
R
η(y)η(x+ y)dy >=F−1{< |ηˆ(k)|2 > }, (2.1.16)
où< · > est la moyenne sur l’ensemble des configurations accessibles au paramètre d’ordre η(x) autour
d’une valeur d’équilibre, et ηˆ(k) sa transformée de Fourier. À l’équilibre thermodynamique, il est
possible de calculer la densité de probabilité d’obtenir une fluctuation δη de η, autour de sa position
d’équilibre donnée par ∇ηF = 0 :
w(δη)∝ e
−∆F (δη)
kB T , (2.1.17)
où ∆F (δη) désigne l’écart de l’énergie libre à sa valeur d’équilibre, dû aux fluctuations de paramètre
d’ordre. En approximant au plus bas ordre ∆F (δη), c’est-à-dire en ne conservant que les termes carrés
en δη, il vient :
∆F (δη)'
∫
Ω
[
a2(T )
2
(δη)2(x)+ κ(T )
2
|∇δη|2(x)
]
dx. (2.1.18)
En vertu du théorème de Parseval, nous pouvons identifier cette norme à la norme de la transformée
de Fourier :
∆F (δη)= a2(T )
2|Ω|
∑
k
|δˆη(k)|2
(
1+
[
κ(T )
a2(T )
]
k2
)
. (2.1.19)
Ainsi, pour chaque valeur de k, il est possible de calculer la densité de probabilité associée à δˆη(k) par
w(δˆη)(k)= exp
(
−a2
[
1+ k2a2(T )
]
|δˆη(k)|2
)
, et donc< |δˆη2(k)| >. L’application du théorème de fluctuation-
dissipation permet alors d’écrire pour chaque mode k :
< |δˆη2(k)| >= 2kB T
a2(T )
(
1+
[
κ(T )
a2(T )
]
k2
)
|Ω|
. (2.1.20)
En injectant cette expression dans la définition 2.1.16 de G(x), nous obtenons la forme suivante de la
fonction de covariance :
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G(x)= 8pikB Ta2(T )
κ2x|Ω| e
−|x|/ξ(T ) et ξ(T )≡
∫ +∞
0
G(x)dx =
√
κ(T )
−a2(T )
, (2.1.21)
où ξ(T ) est la longueur de corrélation. Il est ainsi possible de relier κ et ξ :
κ(T )= |a2(T )|ξ(T )2. (2.1.22)
Pour une taille de cellule ξ(T ), η(x) n’est pas lié à sa valeur dans les cellules voisines. En admettant que
κ est indépendant de la température (voir chapitre 4), et en utilisant la dépendance de a2(T ) vis-à-vis
de T , nous obtenons :
ξ(T )∼ (Tc −T )−1/2. (2.1.23)
L’évolution de ξ(T ) est représentée figure 3.6. La divergence de ξ(T ) à Tc souligne le fait que l’approche
de Landau est fausse au voisinage de Tc [42], comme la longueur de corrélation devient infinie, et les
fluctuations de η(x) ne sont plus négligeables. En réalité, nous ne serons jamais concernés par la diver-
gence de ξ(T ) car les températures adaptées aux mesures de diffraction se situent systématiquement
dans la gamme de températures où l’approche est valide.
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FIGURE 2.3 – Longueur de corrélation ξ(T ) ∼ (Tc −T )−1/2 en fonction de la température T . Lorsque
T → Tc , ξ(T )→∞ : le système devient fortement corrélé et l’approche de Landau-Ginzburg n’est plus
valide.
De manière concrète, la décomposition de ce problème en cellules de taille caractéristique ξ,
permet de réaliser un gain sur l’échelle spatiale de l’ordre de (ξ/a0)3 (en 3d). Par exemple, pour a0 ∼ 4Å
et ξ= 8Å, (ξ/a0)3 = 8. Ce saut d’échelle, associé à la diminution de nombre de degrés de libertés du
système par l’introduction d’un champ continu, permet de décrire la microstructure sur une échelle
de l’ordre de la centaine de nanomètres.
Introduction du facteur de structure S(k)
Nous introduisons ici le facteur de structure S(k) qui s’avérera souvent plus pratique que la fonction
de covariance G(x) pour étudier l’échelle spatiale du problème. S(k) se définit comme la transformée
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de Fourier de G(u)=<
∫
Rd
η(x)η(x +u)dx > :
S(k)≡
∫
Rd
G(u)e ik ·udu =<
∫
Rd
∫
Rd
η(x)η(x +u)dxe ik ·udu >
=<
∫
Rd
η(x)
[∫
Rd
η(x +u)e ik ·udu
]
dx >=<
∫
Rd
η(x)
[∫
Rd
η(z)e ik ·zdz
]
e−ik ·xdx >
=< ηˆ(k)
∫
Rd
η(x)e−ik ·xdx >=< ηˆ(k)ηˆ(−k)> .
(2.1.24)
En utilisant la propriété selon laquelle, comme η(x) est une variable réelle, ηˆ∗(k)= ηˆ(−k), S(k) prend
la forme suivante :
S(k)=< ηˆ(k)ηˆ(−k)>=< |ηˆ(k)|2 > . (2.1.25)
Épaisseur des parois d’interface
Dans le paragraphe 2.1.1, nous avons identifié la taille des cellules mésoscopiques à la longueur
de corrélation ξ. En ce sens, ξ délimite l’échelle atomique de l’échelle de la microstructure. Cette
remarque nous indique d’ailleurs que son choix n’est pas libre, mais plutôt imposé par le système
étudié, comme elle doit être suffisamment grande pour garantir la décorrélation du paramètre d’ordre
d’une cellule à l’autre, mais suffisamment petite pour que le champ soit sensible à la microstructure,
et particulièrement aux interfaces entre domaines. Ainsi, ξ se définit à la fois de manière montante,
c’est-à-dire depuis l’échelle atomique, comme la taille des cellules de gros-grain, mais aussi de manière
descendante, comme l’unité de distance fondamentale de la microstructure, liée à l’épaisseur des pa-
rois d’interphase. Nous explicitons ici ce lien qui nous guidera en particulier dans le prochain chapitre,
pour mailler correctement l’espace dans le cadre de l’approche de champ de phase numérique.
En imposant à η d’être constant à l’infini, les solutions stationnaires de l’équation de Cahn-Hilliard
sont données par la résolution de ∇2 [∇ηF (η,∇η)]= 0. En dimension 1, une telle équation s’écrit :
d2
dx2
[
a2η+a3η2+a4η3−|a2|ξ2 d
2η
dx2
]
= 0. (2.1.26)
En effectuant le changement de variable suivant :

ψ(x)= η(x)+ a3
3a4
y =
√
a4
2|a2|ξ2
x,
(2.1.27)
il est possible de se ramener à l’équation :
ψ′′(y)+2α2ψ(y)−2ψ3(y)= 0, α=
√√√√ a23
3a24
− a2
a4
, (2.1.28)
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où nous avons supposé la quantité
a23
3a24
− a2a4 positive. Nous vérifierons dans le chapitre 4 que a2 est
toujours négatif, et donc que α est toujours définie. Cette équation sur ψ se ramène à une équation
différentielle elliptique de Jacobi [43, 44] : u′′+ω2(1+p2)u−2u3 = 0 dont les solutions sont les sinus
elliptiques de Jacobi notés sn(ωx, p), où p est un paramètre contrôlant le profil de la courbe. Ainsi, une
paroi 1D peut se décrire par une fonction du type :
η(p)(x)= A(p)sn
[ x
∆(p)
, p
]
− a3
3a4
, p ∈]0,1], (2.1.29)
où l’amplitude A(p) et la demie épaisseur ∆(p) sont respectivement définies par :
A(p) =α
√
2p2
1+p2 , ∆
(p) = 1√
1+ a
2
3
3a4|a2|
√
1+p2ξ, p ∈]0,1]. (2.1.30)
La figure 2.4 présente la fonction sn(x, p) en fonction de x/∆(1), pour différentes valeur de p. Dans le
cas où p → 0, nous retrouvons un profil de type sinus caractérisant une interface dite « à ségrégation
faible » en métallurgie (profil mou), tandis que p = 1 correspond à un profil en tangente hyperbolique,
associée à une interface « à ségrégation forte » (profil raide [45]).
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FIGURE 2.4 – Profil d’interface en sinus elliptique de Jacobi sn(·, p), pour trois valeurs du paramètre
p. — : p ' 0 (profil proche du sinus). — : p = 0.7 (profil intermédiaire entre le sinus et la tangente
hyperbolique). — : p = 1 (profil en tangente hyperbolique). e est l’épaisseur de l’interface associée à
p = 1.
Le paramètre p vérifie en toute rigueur une équation d’évolution et dépend donc du temps
[46]. Néanmoins, pour des temps longs, p tend vers 1, et sn(·, p) s’approche de la fonction tangente
hyperbolique. L’épaisseur e = 2∆(1) de l’interface s’écrit alors dans ce cas :
40
2.1 L’approche de champ de phase : un saut d’échelles
e = 1√
1+ a
2
3
3a4|a2|
2
p
2ξ, (2.1.31)
qui permet de retrouver l’expression habituelle de l’épaisseur pour un potentiel symétrique (a3 = 0) :
e
ξ
= 2
p
2' 3. (2.1.32)
Ainsi, 3 points de maillage permettent de définir correctement une interface. Ce critère sera utilisé
dans le choix d’un pas d’espace pour l’approche de champ de phase numérique. La connaissance de
l’épaisseur e des parois, obtenue par des mesures de microscopie électronique par exemple, permet
de calculer la distance de corrélation ξ, et donc de fixer la taille des cellules mésoscopiques. En
séparant l’échelle atomique de l’échelle de la microstructure, la longueur ξ= ` permet ainsi a contrario
de lier ces deux échelles, et plus particulièrement de nourrir l’approche en champ de phase, avec
certaines données pertinentes de l’échelle atomique. Cette idée articulera les approches numériques
développées dans les deux prochains chapitres : les méthodes numériques atomistiques (MD et MCM)
permettrons en effet de calculer ξ, qui fixera à son tour le pas d’espace de l’approche de champ de
phase numérique (différence finies), dans une démarche multi-échelles.
2.1.4 Formulation du champ de phase et mécanismes de diffusion
Présentation de la dynamique du système
Il est possible de franchir un pas supplémentaire dans la description de la microstructure à l’échelle
mésoscopique via l’évolution de η(x , t ). Le moteur de l’évolution de la microstructure étant la diffusion,
η(x , t ) peut se décrire sur une échelle de temps de l’ordre de 10−6 secondes par une équation de diffu-
sion. Hohenberg et Halperin ont scindé les équations de champ de phase en classes d’universalité pour
la dynamique, appelées modèles A, B (et C) [14]. Ces modèles présentent la propriété commune de
réduire la dynamique du système à la minimisation du potentiel thermodynamique par un mécanisme
de diffusion. Selon cette classification, le modèle A traduit la relaxation du système vers un état d’équi-
libre [13], sans assurer la conservation du paramètre d’ordre. Une telle dynamique de grossissement
sort donc du cadre de notre étude, et trouve une application dans le domaine du ferromagnétisme où
le moment magnétique total n’est pas conservé [47], et dans le domaine de la métallurgie où elle prend
la forme de l’équation de Allen-Cahn [48] pour le déplacement des parois d’antiphase par exemple.
Notre étude se place, elle, dans le cadre d’une dynamique à paramètre d’ordre conservé (modèle B).
En effet, dans le cas d’une transition de phase ordre-désordre, le paramètre d’ordre peut s’interpréter
comme un champ de concentration, dont les variations sont proportionnelles à J (x , t), le flux de
matière généré par la différence de potentiel chimique µ˜(x , t) = ∇ηF (η,∇η) entre les espèces dans
chaque phase du milieu. En écrivant le flux dans le référentiel fixe du laboratoire, il vient :
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J (x , t )=−M(η)∇µ˜(x , t )=−M(η)∇(∇ηF (η,∇η)) . (2.1.33)
où le coefficient de proportionnalité entre le flux et la force chimique dépend en toute généralité du
paramètre d’ordre η [49, 50, 51]. L’équation de conservation de la masse permet d’obtenir :
∂η
∂t
+∇· J = 0, (2.1.34)
et il vient la dynamique de vieillissement suivante :
∂η
∂t
(x , t )=∇· (M(η)∇[∇ηF (η,∇η)]) . (2.1.35)
Dans la pratique, la mobilité M(η) est souvent prise constante, égale à une valeur moyenne M¯ . Cette
approximation repose sur un certain nombre d’hypothèses que nous détaillons dans le paragraphe
suivant. Suivant cette approximation, et en utilisant encore une fois la forme 2.1.15 de l’énergie libre,
l’équation 2.1.35 se réécrit :
∂η
∂t
(x , t )= M¯∇2 [ f ′h(η)− [|a2|ξ2(T )]∇2η] . (2.1.36)
C’est l’équation de Cahn-Hilliard [32]. Elle fait apparaître clairement l’échelle de temps du problème
via la mobilité moyenne M¯ . Cette dynamique, au même titre que la dynamique à paramètre d’ordre
non conservé, admet une fonctionnelle de Lyapunov globaleL (t ), définie par l’énergie libre F (η,∇η) :
L (t )= F (η,∇η)(t ), (2.1.37)
comme l’exige la nécessité de consistance thermodynamique de l’approche en champ de phase. Celle-
ci présente en effet les trois propriétés d’une fonctionnelle de Lyapunov globale. Tout d’abord, elle est
minorée [52], ensuite, elle est décroissante le long des trajectoires :
dL
dt
(t )= M¯
∫
Ω
∇ηF (η,∇η)∇2
[∇ηF (η,∇η)]dΩ=−M¯ ∫
Ω
|∇[∇ηF (η,∇η)] |2dΩ≤ 0, (2.1.38)
et enfin,L (t ) tend vers l’infini lorsque η tend vers l’infini au sens de la norme utilisée, ce qui garantit le
caractère global de la stabilité (voir annexe A.1). L’existence d’une telle fonctionL (t ) est inhérente à na
nature dissipative de la dynamique. Associée au caractère borné des solutions, cette propriété garantit
la convergence inconditionnelle des solutions vers l’ensemble des états d’équilibres du système
[53, 54].
Mécanisme de diffusion et étude de la mobilité
Dans le modèle B, l’échelle de temps est reliée à la mobilité des espèces diffusant dans le milieu.
Une question apparaît clairement : la mobilité est elle fonction du paramètre d’ordre ? Dans le cas
42
2.1 L’approche de champ de phase : un saut d’échelles
d’une transition de phase de type ordre-désordre pour un alliage AB, le paramètre d’ordre est relié au
champ de fractions atomiques de la manière suivante :
η(x , t )= cA(x , t )− cc , cA,B =
NA,B
Ntot
, cc = c(T=Tc )A , (2.1.39)
où NA,B est le nombre d’atomes A (resp. B) du système. Pour un tel choix, la quantité de matière totale
est effectivement conservée : cA+cB = 1. Le potentiel chimique de chaque espèce dans l’ensemble
canonique à la température fixée T est donné à l’équilibre thermodynamique par [55] :
µA(x , t )= ∇cA F
∣∣
T,V , µB (x , t )= ∇cB F
∣∣
T,V . (2.1.40)
Or, dans le formalisme d’Onsager [56], il est possible, en première approximation, de relier les flux
de matière aux forces thermodynamiques qui, dans l’ensemble canonique, se réduisent au gradient
de potentiel chimique. En effet, pour chaque espèce, la différence de potentiel chimique entraîne la
naissance d’une force de rappel qui tend à concentrer chaque espèce de potentiel chimique différent
dans des zones séparées. Dans ce cadre, les flux de matière sont proportionnels aux forces chimiques,
c’est-à-dire aux variations de potentiel chimique. Dans l’approximation de Darken [57] qui considère
que les atomes d’espèces différentes présentent la même interaction que les atomes d’une même
espèce, et à l’aide de la formule de Gibbs-Duheim associée à la conservation de la quantité de matière
du système imposée par le flux nul au bord, nous obtenons les flux en fonction de la différence des
forces ∇µ˜ :

JA =−
cB cAD∗A
kB T
∇µ˜
JB =
cB cAD∗B
kB T
∇µ˜,
(2.1.41)
où µ˜=µA−µB . Nous constatons que la différence entre les coefficients de diffusion des espèces A et B
est à l’origine d’un mouvement d’ensemble de matière, qui provoque une migration des interfaces
entre domaines de prédominance des espèces : JB + JA 6= 0. En se plaçant dans le référentiel fixe du
laboratoire, le flux du paramètre d’ordre η s’écrit J ′ = J ′A = JA− cA(JA+ JB ) :
J ′ =−cAcB
kB T
(cAD
∗
B + cB D∗A)∇µ˜≡−
cAcB
kB T
D˜(T )∇µ˜≡M(cA ,cB )∇µ˜, (2.1.42)
où nous avons introduit le coefficient de diffusion chimique D˜(T )= cAD∗B+cB D∗A 2. η est défini à partir
de cA par η= cA− cc , ce qui fait apparaître la dépendance en η de la mobilité :
M(η)= 1−
[
2(η+ cc )−1
]2
8kB T
[(
1− [2(η+ cc )−1])D∗B + (1+ [2(η+ cc )−1])D∗A] . (2.1.43)
2. ou coefficient d’interpénétration
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En se rappelant finalement que le potentiel est défini par la différentielle de l’énergie libre, µ˜ =
∇ηF (η,∇η), il vient la forme adéquate du flux de matière par processus chimique :
J ′ =−M(η)∇[∇ηF (η)] . (2.1.44)
Comme nous le voyons dans les expressions 2.1.42 et 2.1.43, la mobilité est naturellement scindée en
deux facteurs. Le premier facteur est le coefficient de diffusion chimique D˜ . Lorsque les coefficients de
diffusion des traceurs A∗ et B∗ sont proches, D˜ 'D∗, où D∗ peut s’interpréter comme le coefficient
de diffusion isotopique moyen de A et B dans l’alliage AB, et D˜ devient indépendant de η. La validité
d’une telle approximation est discutée dans le chapitre 4 dédié au système AgCu. Le second facteur
cAcB annule la mobilité pour cA = 0 ou cB = 0, c’est-à-dire au cœur des domaines de prédominance de
chaque espèce, ce qui confine la diffusion aux seules zones de fortes variations de η. Cet annulation de
la diffusion loin des interfaces, liée à l’approximation 2.1.42, nécessite la réintroduction de fluctuations
thermiques dans le système (voir paragraphe 2.1.5).
Ainsi, en toute rigueur, la mobilité dépend du paramètre d’ordre. Cette dépendance est cependant
difficile à évaluer. En effet, la mesure du coefficient de diffusion chimique s’effectue toujours en dehors
de la lacune de miscibilité (figure 2.5), mais en dessous des limites de solubilité, ce qui correspond à
une plage de variations de η très faible. Pour contourner ce problème, il est possible de remplacer M
par sa valeur moyenne M¯ , d’où l’approximation introduite en 2.3.7 :
M(η)' M¯ ≡ c¯(1− c¯)
kB T
D∗. (2.1.45)
Cette simplification désormais clairement identifiée, pourra elle aussi être justifiée numériquement
pour le système AgCu dans le chapitre 4 (paragraphe 4.4.1). M¯ permet alors de définir l’échelle de
temps du processus de diffusion.
Stabilité linéaire du système près de l’équilibre
L’étude de l’équation linéarisée fournit des indications précieuses sur la stabilité du système.
Lorsque celui-ci est proche de l’état homogène, l’équation de Cahn-Hilliard 2.3.7 devient analogue à
l’équation de la chaleur :
∂η
∂t
' D¯∇2η, D¯ = M¯ f ′′h (c¯). (2.1.46)
Nous voyons donc qu’il existe deux comportements du système selon le signe de la densité d’énergie
libre homogène f ′′h (c¯) à une température donnée.
¬ Lorsque f ′′h (c¯)≥ 0, le coefficient de diffusion D¯ est positif. L’équation 2.1.46 est alors effective-
ment analogue à l’équation de la chaleur, et les fluctuations infinitésimales sont amorties. Le
système homogène est stable linéairement.
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­ Lorsque f ′′h (c¯)< 0, le coefficient de diffusion D¯ est strictement négatif : les fluctuations sont am-
plifiées quelle que soit leur amplitude, et des domaines séparés par des interfaces apparaissent.
Les fluctuations présentent cependant un coût énergétique lié au terme interfacial de Ginzburg,
qui finit par bloquer leur amplification.
Nous constatons donc que pour une température T donnée, f ′′h (c¯)= 0 délimite les deux compor-
tements du système. Lorsque T varie, nous obtenons un nouveau lieu de points appelé « courbe
spinodale », définie comme le lieu d’annulation de la dérivée seconde de fh dans le plan (η,T ) :
f ′′h (η)= 0. (2.1.47)
η
Te
m
p
ér
at
u
re
T
bi
no
da
le
sp
in
od
al
e
f
′′
h
= 0
instabilité du mélange
lacune de miscibilité
Tc
T
0
FIGURE 2.5 – Diagramme de phase dans le plan (η,T ) pour un alliage binaire AB de type AgCu. — :
courbe binodale séparant les phases homogène et hétérogène. — : courbe spinodale ( f ′′h = 0) séparant la
zone d’instabilité et la zone métastable de nucléation-croissance. Les courbes sont confondues au point
critique (0,Tc ).
Celle-ci est présentée dans le diagramme de phase du matériau figure 2.5. Le diagramme de phase
associé à l’évolution d’un composé AB fait apparaître trois zones [32], en accord avec la classification
de Gibbs [58] pour la stabilité des systèmes thermodynamiques. La zone au dessus de la binodale
correspond à la phase désordonnée, où la densité d’énergie libre homogène est convexe et le système
homogène. Sous la binodale apparaissent deux zones séparées par la courbe spinodale. La zone
située sous la courbe spinodale correspond à l’instabilité absolue du système à toute fluctuation
infinitésimale de composition. Ceci est dû à la concavité de la densité d’énergie libre dans un voisinage
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de la composition homogène. À température fixée en dessous de la température critique Tc , des
domaines où η varie peu autour d’une des valeurs d’équilibre apparaissent dans la lacune de miscibilité.
Ces domaines se forment spontanément à l’intérieur de la spinodale, car toute fluctuation y est
amplifiée. Dans le domaine situé entre les courbes binodale et spinodales, le système est métastable :
les fluctuations doivent présenter une amplitude supérieure à une valeur seuil pour créer des domaines.
Ceux-ci apparaissent alors par nucléation-germination.
2.1.5 Les fluctuations thermiques
L’approximation de la mobilité M par sa valeur moyenne M¯ autorise la diffusion des espèces sur
tout le volume, et non plus seulement au niveau des interfaces [59], comme l’imposait l’approximation
2.1.43. Pour justifier ce phénomène, il est nécessaire de réintroduire ad hoc les fluctuations de η,
via l’adjonction d’une variable aléatoire supposée gaussienne θth(x , t ) [33, 60]. Le paramètre d’ordre
η(x , t ) devient alors lui-même une variable aléatoire, solution d’une équation aux dérivées partielles
stochastique. Pour déterminer l’évolution de η(x , t ), il est donc nécessaire de connaître θth(x , t ), qui se
définit par la donnée de sa moyenne et de sa variance uniquement (la variable aléatoire est supposée
gaussienne). Bien évidemment, sa moyenne < θth(x , t )> est nulle au sens probabiliste. Cependant, sa
fonction de corrélation doit satisfaire le théorème de fluctuation-dissipation [61]. En suivant l’analyse
de Cook, il est possible d’écrire l’équation de Cahn-Hilliad-Cook :

∂η
∂t
(x , t )= M¯∇2 [∇ηF (η,∇η)] (x , t )+θth(x , t )
< θth(x , t )>= 0
< θth(x , t )θth(x ′, t ′)>= 2M¯(kB T )δ(t − t ′)∇2δ(x −x ′).
(2.1.48)
Il convient de noter que l’adjonction d’un bruit thermique ne change pas le comportement qualitatif
du système dans la zone spinodale [62], car la démixtion s’opère quelle que soit l’amplitude initiale des
fluctuations de composition par rapport à l’état homogène. En revanche, dans la zone de germination,
la séparation de phase ne s’opère que si le système présente des fluctuations d’amplitude suffisamment
importantes, et le bruit est nécessaire pour initier la décomposition. Dans ce cas, le bruit thermique
doit dépendre de η et donc être multiplicatif et non additif comme dans notre étude.
2.2 L’effet de l’irradiation : le modèle de mélange ionique
À la dynamique de retour à l’équilibre du modèle B, nous souhaitons ajouter les effets de l’irra-
diation. Dans cette optique, il convient de définir et de modéliser l’enchaînement de déplacements
d’atomes induits par le ralentissement de particules incidentes dans la matière. Un tel ralentissement
entraîne en effet la mise en mouvement par collisions des atomes du milieu, qui engendre à son tour
une succession de collisions dans la matrice, appelée cascade de déplacements [63]. Une cascade
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de déplacements peut être initiée par le bombardement du matériau avec différentes particules :
neutrons, ions et électrons. La majorité des simulations expérimentales est réalisée avec des ions,
car ils évitent d’activer le matériau et permettent de surcroît d’atteindre rapidement un haut niveau
de dommage [64]. C’est pourquoi dans notre étude, nous parlerons majoritairement d’irradiation
aux ions. La physique d’un tel phénomène se décrit dans le cadre des collisions binaires à haute
énergie, c’est-à-dire une énergie initiale E supérieure à 10 keV, et par des collisions multiples à plus
basse énergie. Ce phénomène, observé sur des échelles de temps de l’ordre de la picoseconde, a pour
premier effet de désordonner le milieu, c’est ce que l’on appelle le mélange balistique. Un autre effet
de l’irradiation sur lequel nous reviendrons ultérieurement, est la création de défauts ponctuels qui
favorisent la diffusion dans le cristal.
2.2.1 L’approche macroscopique pour les effets balistiques de l’irradiation
Prises séparément, les cascades de déplacements présentent une structure spatiale très hétérogène.
En effet, comme nous l’illustrons figure 2.6, les collisions se localisent dans des zones précises appelées
sous-cascades [65], dont l’existence introduit une échelle spatiale différente de celle de la cascade.
Néanmoins, il n’est pas très pertinent de décrire les cascades de déplacements en sous-cascades
sur des échelles de temps supérieures à 10−9 s. En effet, pour des flux d’irradiation et des temps
d’irradiation suffisamment importants, ces zones hautement perturbées, réparties aléatoirement dans
une cascade de déplacements, finissent par se recouvrir. Cette analyse est le fondement du modèle
de « mélange ionique » introduit pour la première fois par Sigmund et Gras-Marti [21, 22, 66]. Cette
hypothèse de recouvrement permet de modéliser les effets balistiques de l’irradiation par une cascade
moyenne homogène sur tout le domaine spatial, qui se traduit uniquement par l’ajout d’un terme
source dans les équations de champ de phase.
La justification pratique de cette simplification se trouve dans l’étude de cas typiques d’irradiation
aux neutrons et aux ions. Considérons tout d’abord le cas d’un neutron. Lorsque celui-ci pénètre dans
un matériau, sa section efficace de capture σcapt est de l’ordre de quelques barns (soit 10−24 cm2),
son libre parcours moyen est donc de l’ordre de `=Σ−1 = (NAσcapt)−1 ∼ 10 cm. Ainsi, le neutron va
produire des cascades de déplacements espacées de 10 cm en moyenne, sur une échelle de temps de
l’ordre de (ΦSΣ−1`)−1. Pour un flux de neutronsΦ de 1011 cm−2s−1, typique des réacteurs nucléaires,
il se produit donc une cascade toutes les 10−10 secondes. L’échelle de temps pour la formation de
cascades est dès lors de 5 ordres de grandeur inférieure à celle des mécanismes de diffusion, et il est
légitime de considérer la production de cascades comme un terme source dans l’équation de champ
de phase. La taille des cascades est quant à elle liée à l’énergie transmise par le neutron au premier
atome du matériau mis en mouvement (ou PKA pour Primary Knock Atom), lors de l’initiation de
la cascade. En effet, lors d’une collision, le neutron de masse mn va causer l’éjection d’un atome de
47
CHAPITRE 2 : L’approche en champ de phase et les effets d’irradiation
Lcasc
rsous-casc
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FIGURE 2.6 – Schéma d’une cascade de déplacements. L’ion incident (point rouge) génère la cascade.
Les sous-cascades (boules bleues) sont le siège de nombreux petits déplacements décrits par une loi de
probabilité de déplacements p(r ) (—), et sont reliées entre elles par de longs déplacements. Le volume de
la cascade est environ L3casc. rsous-casc est la taille moyenne de la sous-cascade.
masse M du cristal, en lui fournissant une fraction 4mnM/(mn+M)2En de son énergie cinétique En 3.
La figure 2.7 présente à ce titre la distribution énergétique typique des neutrons au sein de quelques
réacteurs.
Cette distribution présente deux bosses au voisinage de 0.1 eV et 1 MeV. En négligeant les réactions
de capture et d’émission de particules chargées, seuls les neutrons de 1 MeV sont susceptibles de
transférer une énergie suffisante aux atomes de la cible pour initier une cascade. La distribution
cumulée d’énergie obtenue avec le code DART, qu’un neutron d’énergie En = 1 MeV va céder à des
atomes de Cu et Ag dans un alliage AgCu est présentée figure 2.8. L’énergie transmise est au maximum
de l’ordre de 50 keV pour le cuivre et l’argent. Une telle énergie du PKA va induire une cascade
dont la profondeur sera de l’ordre de la centaine de nanomètres, échelle typique d’application de la
méthode de champ de phase. De manière analogue, dans le cas d’ions produits dans un accélérateur
3. Pour une collision élastique associée à un potentiel de sphères dures (neutrons rapides).
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FIGURE 2.7 – Spectres énergétiques des neutrons dans certains réacteurs nucléaires de fission (données
AIEA CRP dpa 2015).
de particules, il est aussi possible d’estimer le nombre de cascades produites par unité de temps par
ΦSNALcascσa ∼ 1011, soit une cascade toutes les 10−11 secondes dans une épaisseur Lcasc = 100 nm,
associée à une énergie des PKA de l’ordre de 50 keV pour des ions Ar de 800 keV (figure 2.8). L’ajout
d’un terme source dans l’équation de champ de phase est donc aussi acceptable pour une irradiation
aux ions.
La seconde hypothèse de cette étude, est la modélisation des cascades de déplacements par une
cascade homogène. Cette hypothèse repose sur le recouvrement statistique de la cascade par les
sous-cascades. Un critère pour un tel recouvrement, est le franchissement du seuil de percolation par
la fraction volumique de la cascade recouverte par les sous-cascades. En supposant l’alliage réduit
à un solide monoatomique, il est possible de montrer [65] qu’un PKA d’énergie EPKA va produire
EPKA/Esous-casc sous-cascades de taille moyenne rsous-casc. Dans l’alliage AgCu, des simulations par
collision binaire conduisent par ailleurs à rsous-casc ∼ Lcasc/10 et EPKA/Esous-casc ∼ 103. En supposant
la distribution de ces sous-cascades aléatoire, nous obtenons la fraction volumique recouverte de
la cascade de taille Lcasc. Celle-ci vaut 10EPKA/Esous-casc (rsous-casc/Lcasc)∼ 0.6> 0.2, où 0.2 est le seuil
de percolation en dimension 3. Cette analyse qualitative justifie donc la description de mélange
ionique par un terme indépendant de la position des sous-cascades et homogène dans une cascade de
déplacements.
Il est donc acceptable, d’après cette analyse, de décrire le mélange ionique sous irradiation dans le
volume L3casc par la donnée du nombre moyen de sous-cascades Nsous-casc, et d’une probabilité p(r ) de
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FIGURE 2.8 – Comparaison entre le spectre cumulé de PKA (Primary Knock on Atoms) dans AgCu produit
par un spectre énergétique de neutrons de type REP (—), et par une irradiation aux ions Ar 800 keV sur
AgCu (—).
déplacer un atome d’une distance r lors d’une collision, définie comme la moyenne des probabilités
de déplacements au sein du très grand nombre de sous-cascades générées [6]. Ainsi, en chaque point
x de la cascade, l’impact de l’irradiation se traduit par la donnée de la fréquence de déplacements Γ
dans la sous-cascade, et de la probabilité p(r ). p(r ) permet donc de décrire l’étalement spatial de la
cascade. La fréquence de déplacement Γ est reliée à l’énergie déposée par l’ion incident FD (z), qui
dépend en toute généralité de la profondeur z par rapport à la surface irradiée dans la cascade. En effet,
la section efficace du matériau dépend de l’énergie de l’ion incident qui diminue au fur et à mesure
que celui-ci progresse dans le matériau. Néanmoins, les études numériques que nous avons réalisées
pour des énergies incidentes de l’ordre du MeV (voir chapitre 4), suggèrent que sur les distances de
l’ordre de 100 nm, les variations de Γ sont suffisamment faibles pour être négligées. Γ caractérise alors
la cascade dans son ensemble : c’est la fréquence moyenne de déplacements dans la cascade. Elle
se définit comme la fraction atomique de déplacements par unité de temps, produits sur le volume
moyen des cascades de déplacement générées par un flux incidentΦ :
Γ=ΦScasc Nd
Ncasc
, (2.2.1)
où Scasc ∼ L2casc, Nd est le nombre d’atomes mis en mouvement dans la cascade, et Ncasc le nombre
d’atomes naturellement présents dans un volume de cristal égal au volume de la cascade. En introdui-
sant la fraction de production de défauts dans la cascade f , traduisant l’efficacité de l’irradiation, nous
obtenons l’expression suivante pour la fréquence de déplacements :
Γ=σdΦ, σd = f Nd Vmaille
NmailleLcasc
. (2.2.2)
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Le facteur d’efficacité f peut être estimé par des simulations de dynamique moléculaire. Une foisΦ
fixé, Γ sera, elle, déterminée par nos soins, à l’aide de simulations de collisions binaires dans le chapitre
4.
pR(r )
r
R
∝ e−r /R
FIGURE 2.9 – Représentation schématique de la densité de déplacements p(r ) dans une sous cascade (his-
togramme bleu —) obtenue sur un grand nombre de cascades, et approximation par une exponentielle
pR (—) de portée R.
La figure 2.9 présente une illustration d’une densité de probabilité de déplacements p(r ) extraite
de simulations numériques (histogramme bleu). Elle peut se décrire par une fonction exponentielle de
portée R, que nous noterons pR (r ) par la suite. Cette décroissance exponentielle peut s’expliquer par
l’idée que la transformée de Fourier pˆR (k) de pR (x) n’est autre que sa fonction caractéristique :
pˆR (k)= E
[
e ik ·x
]
, (2.2.3)
où E [·] désigne l’espérance. L’approche en champ de phase limite l’étude aux modes |k | < 1/ξ, ce qui
impose k · x < 1 pour les plus petits déplacements. De cette manière, pˆR (k) peut s’approcher par le
développement limité de E
[
exp(ik · x)] autour de 0. Comme pR est une fonction réelle, sa transformée
de Fourier est symétrique et les termes de dérivées impaires s’annulent en 0. En utilisant que pˆR (0)= 1,
le développement limité de pˆR (k) nous permet d’écrire :
pˆR (k)∼ 1−
∑
i , j
R2i j ki k j , R
2
i j =
1
2
∫
Ω
xi x j pR (|x |)dx , (2.2.4)
qui, pour R2i j ki k j < 1, et en supposant la cascade isotrope (R2i j =R2), permet de modéliser pˆR (k) par
une fonction de Cauchy :
pˆR (k)∼ 1
(1+R2|k |2) , (2.2.5)
indépendamment de la forme exacte de pR , qui ne revêt que peu d’importance à l’échelle méso-
scopique. Une telle loi de déplacements semble incompatible avec le modèle de vol de Levy très
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fréquemment utilisé [67]. Ce modèle est en effet associé à une distribution de déplacements à queue
lourde, capable de rendre compte des longs déplacements, absents du modèle exponentiel. Cette
apparente contradiction se résout en utilisant l’idée selon laquelle pR (r ) décrit les petits déplacement
au sein d’une sous-cascade, tandis que le vol de Levy rend aussi compte des longs déplacements
à l’origine de la formation d’une autre sous-cascade en un point différent de la cascade [65]. Cette
expression simple a l’avantage de permettre une étude analytique du problème de la stabilité des
matériaux sous irradiation, comme celle que nous menons dans le troisième chapitre. pR est alors
approchée par :
pR (r )' Γ(d/2)
2pid/2Rd
exp
(−r
R
)
, (2.2.6)
où d est la dimension de l’espace, et R est le déplacement moyen d’un atome dans la sous-cascade (de
l’ordre de quelques angströms). L’expression de pR (r ) ne dépend que de r /R et vérifie donc une loi
d’échelle [67]. Un bilan de matière permet alors de relier la variation locale de fraction atomique c(x),
aux déplacements balistiques sur un petit temps δt [23, 68] :
c(x , t +δt )− c(x , t )= δtΓ
∫
z
[
c(x − z , t )pR (|z |)− c(x , t )pR (|z |)
]
dz , (2.2.7)
où c(x − z)pR (|z |) est la fraction atomique de matière issue de x − z , qui arrive en x , tandis que
c(x)pR (|z |) est la fraction atomique qui en sort sur la durée δt . Il vient donc la variation de concentra-
tion locale sur des échelles de temps de l’ordre de la diffusion, très supérieure à la durée de vie d’une
cascade de déplacement (10−9 s), mais très petites à l’échelle de la microstructure :
∂c(x , t )
∂t
= Γ
∫
z
[
c(x − z , t )pR (|z |)− c(x , t )pR (|z |)
]
dz . (2.2.8)
En utilisant le fait que pR est une densité de probabilité, nous obtenons :
∫
z
c(x , t )pR (|z |)dz = c(x , t )
∫
z
pR (|z |)dz = c(x , t ), (2.2.9)
tandis que le terme de matière entrante s’écrit comme un produit de convolution noté « ∗ ». Nous avons
déjà introduit la définition η= cA−cc du paramètre d’ordre dans le cas d’une transition ordre-désordre,
qui permet d’écrire :
∂η(x , t )
∂t
balistique
= Γ(pR ∗η−η)(x , t ). (2.2.10)
L’approche de mélange ionique permet donc d’introduire les effets balistiques dans la description de
la microstructure par l’ajout du terme source 2.2.10 dans l’équation. Ce terme possède ses propres
échelles de longueur R, et de temps Γ−1. Notons que si nous avons interprété le concept de mélange
balistique en terme de concentration atomique, immédiatement compatible avec le formalisme de
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Landau dans le cadre d’une transition ordre-désordre, il semble possible d’en étendre la définition à
des paramètres d’ordre différents, bien qu’une telle conjecture ne soit pas étudiée ici.
2.2.2 Fluctuations associées au mélange ionique
Le processus de mélange balistique est décrit par une approche déterministe dans laquelle le
caractère aléatoire des déplacements atomiques est gommé. Or, l’irradiation conduit aussi à des
fluctuations dans les déplacements atomiques, et donc de η(x , t) autour de sa valeur moyenne. Par
analogie avec l’approche de Cook pour les fluctuations thermiques, nous réintroduisons la composante
aléatoire des effets d’irradiation en ajoignant à l’équation un bruit θirr(x , t ) de manière ad hoc :
∂η(x , t )
∂t
irr
= Γ(pR ∗η−η)(x , t )+θirr(x , t ). (2.2.11)
θirr est une variable aléatoire supposée gaussienne, de moyenne nulle, car l’effet moyen de l’irradiation
est déjà pris en compte dans le terme de mélange Γ(pR ∗ η−η). Il est en revanche nécessaire de
déterminer sa variance. Les effets d’irradiation conduisent à désordonner le matériau par des collisions
nombreuses, induisant des déplacements atomiques de courte portée. Cette modification de l’ordre à
courte portée va imposer au facteur de structure S(k , t )=< ηˆ(k , t )ηˆ∗(k , t )> de l’alliage AB, de tendre
vers le terme de Laue défini par :
< f 2 >−< f >2=Ntot( fA− fB)2c¯(1− c¯), (2.2.12)
où Ntot est le nombre total d’atomes du cristal, fA,B les facteurs de diffusion atomique des constituants
A et B, et c¯ la fraction atomique moyenne de A dans AB. Cette relation est le pendant du théorème de
fluctuation-dissipation utilisé par Cook pour calibrer l’amplitude du bruit thermique. L’hypothèse de
décorrélation temporelle du bruit d’irradiation permet alors d’obtenir la fonction d’autocorrélation de
θˆirr(k , t ) (sa variance) dans le domaine de Fourier :
< θˆirr(k , t )(θˆirr)∗(k , t ′)>= 2c¯(1− c¯)Γ(pˆR (|k |)−1)δ(t − t ′). (2.2.13)
Cette fonction d’autocorrélation dépend de la transformée de Fourier pˆR (|k |) de pR (r ), pour laquelle
nous avons adopté en 2.2.5 une forme approchée par une fonction de Cauchy associée à une expo-
nentielle décroissante pour pR (r ). Cependant, la figure 2.10 montre que l’expression de pˆR (|k |) en
dimensions 2 et 3 est très différente d’une fonction de Cauchy, propre à l’étude en dimension 1. Il n’en
reste pas moins que lorsque |k |R est petit, pˆR (|k |) peut s’approcher par une fonction de Cauchy en
dimensions 2 et 3 comme le prouve l’encart de la figure. Nous explicitons les calculs réalisés à partir de
cette approximation en dimension 2 :
pˆR (k)= 1
1+ 32 |k |2R2
. (2.2.14)
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Cette expression s’obtient analytiquement en introduisant les coordonnées polaires x = r cos(θ),
y = r sin(θ), kx = k cos(φ), ky = k sin(φ) et r =Ru :
pˆR (k,φ)=
∫ +∞
0
e−uuJ0(kRu)du, (2.2.15)
où J0 est la fonction de Bessel d’ordre 0, puis en utilisant l’hypothèse de petits déplacements |k |Ru ¿ 1,
qui permet d’approcher J0 par son développement limité autour de 0, soit J0(kRu)∼ 1−
(
kRu
2
)2
:
pˆR (k)' 1− 3
2
k2R2 ' 1
1+ 32 k2R2
. (2.2.16)
Le caractère licite de cette approximation provient du fait que |k |¿ 1/ξ et donc |k |Ru ¿R/ξ¿ 1 dans
l’approche en champ de phase. Lors de notre étude analytique, nous approcherons donc pˆR (|k |) par la
fonction de Cauchy 2.2.14. Dans l’espace réel, nous obtenons :
< θirr(x , t )θirr(x ′, t ′)>= 2c¯(1− c¯)Γ
[
Γ(d/2)e−|x−x
′|/R
2pid/2Rd
−δ(x −x ′)
]
δ(t − t ′). (2.2.17)
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FIGURE 2.10 – Fonction pˆR (|k |) en dimension 1 (—), 2 (—) et 3 (—), pour |k |R variant de 0 à 5. Pour
|k |R ¿ 1 (encart), pˆR (|k |) peut être représentée par une fonction de Cauchy. αd = 1 en dimension 1, et
3/2 en dimensions 2 et 3.
Ce bruit blanc temporel est corrélé spatialement, ce qui rend difficile l’écriture d’un schéma
numérique dans l’espace réel. Le terme R est de l’ordre de quelques angströms, et l’exponentielle
s’écrase très vite. Dans l’espace de Fourier, cela revient à écrire la fonction sous la forme :
< θˆirr(k , t )(θˆirr)∗(k , t ′)>=−3c¯(1− c¯)ΓR2|k |2δ(t − t ′). (2.2.18)
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Pour |k |R ¿ 1, c’est-à-dire une microstructure décrite sur une échelle spatiale supérieure à ξ, l’effet
de l’irradiation sur le paramètre d’ordre prend alors la forme d’une loi de Fick, avec un coefficient
de diffusion athermique ΓR2, en accord avec le formalisme de Martin [23]. L’approche développée
ici englobe donc l’analyse de Martin, mais reste plus générale, car elle permet l’étude de toutes les
microstructures associées à |k | < 1/ξ et non plus seulement |k |→ 0. Le programme informatique que
nous avons développé, et qui fait l’objet du troisième chapitre, calcule directement la transformée
de Fourier de pR (r ), sans l’approcher par une fonction de Cauchy, et permet donc de décrire la
microstructure pour toute valeur de |k |, et non plus seulement pour les grandes échelles spatiales
(|k |→ 0). Il nous sera donc possible de décrire numériquement au moins la formation de précipités
dont la taille caractéristique sera de l’ordre de ξ.
2.3 L’équation de Cahn-Hilliard-Cook avec prise en compte du mélange
ionique
2.3.1 Hypothèses utilisées pour l’équation
Au cœur de l’étude réside l’hypothèse selon laquelle les différents mécanismes décrits dans le
premier chapitre agissent en parallèle, et s’intègrent au formalisme de Landau sous la forme d’une
équation en champ de phase. Nous supposons en effet que la microstructure d’un matériau peut se
décrire en combinant l’équation de Cahn-Hilliard-Cook avec l’approche de Gras-Marti. L’équation
gouvernant la microstructure sous irradiation fait alors intervenir la somme de tous les effets décrits
individuellement dans les paragraphes précédents :
∂η(x , t )
∂t
= ∂η(x , t )
∂t
thermique
+ ∂η(x , t )
∂t
balistique
+θth(x , t )+θirr(x , t ). (2.3.1)
Il n’existe à notre connaissance aucune preuve rigoureuse, ni aucun développement théorique attestant
de la validité de cette hypothèse. Il convient cependant de cibler les points délicats du modèle, et d’en
fournir une première justification. En laissant dans un premier temps de coté le rôle des deux termes
de bruit, nous avons déjà montré que les mécanismes de diffusion thermique et de mélange balistique
opérant à des échelles de temps différentes, il était possible de modéliser le mélange par un terme
source à l’échelle de la diffusion, et a fortiori à celle de la l’évolution de la microstructure.
Ensuite, les deux termes de bruit sont eux aussi traités en parallèle, comme leurs variances ont été
déterminées individuellement, à partir des effets chimiques et de mélange balistique. Cela revient à
considérer que ces deux bruits sont décorrélés, c’est-à-dire que < θthθirr >= 0. La variance du bruit
total θtot(x , t )≡ [θth+θirr](x , t ) est alors la somme des variances de chaque bruit :
< θtot(x , t )θtot(x ′, t ′)>=σδ(t − t ′)∇2δ(x −x ′), σ= 2kB T M¯
(
1+3c¯(1− c¯) ΓR
2
2kB T M¯
)
. (2.3.2)
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L’argument fondé sur l’écart entre les échelles temporelles n’est pas pertinent pour justifier la décorré-
lation des bruits, comme la dérivation de θirr repose sur un traitement diffusif des effets d’irradiation,
inspiré du formalisme de Martin [68]. En réalité, ces deux bruits sont en toute rigueur effectivement
corrélés. Cependant, leurs intensités ne sont le plus souvent pas équivalentes, et seul un bruit parmi
les deux joue un rôle notable à une température donnée. Nous constaterons de fait dans le chapitre
4, que le bruit d’irradiation est largement dominant à basse température (T < 350 K), mais devient
négligeable face aux fluctuations thermiques dès les températures intermédiaires (T > 500 K). Enfin,
la gamme de température où les bruits sont équivalents sera associée à une faible amplitude des
fluctuations. Négliger la corrélation de ces deux bruits aura donc peu d’impact sur la microstructure.
Le point le plus délicat du modèle concerne la possibilité d’intégrer un terme hors équilibre à un
potentiel thermodynamique. Nous supposons en effet que le mélange balistique peut être ajouté au
formalisme de Landau, alors que celui-ci n’est en toute rigueur valable qu’à proximité de l’équilibre
thermodynamique. Cette hypothèse est difficilement justifiable a priori, car rien n’indique qu’il soit
possible de décrire le comportement d’un matériau maintenu loin de l’équilibre thermodynamique
via les effets d’irradiation, par une énergie libre de type Landau. Pour une irradiation faible, l’hypo-
thèse semble cependant acceptable, le mélange balistique étant perçu par le système comme une
perturbation qui l’écarte faiblement de l’équilibre. Le doute ne subsiste donc que sur la validité du
modèle pour une forte intensité d’irradiation. D’un point de vue qualitatif, l’existence d’une énergie
libre traduit une préférence du système (associée à un gradient de potentiel chimique dans le cas de
l’alliage AgCu) pour certaines configurations d’équilibre, tandis que le mélange balistique joue un rôle
purement « mécanique ». Ainsi, sans remettre en cause le caractère instantané du mélange balistique
à l’échelle de la diffusion, il est légitime de considérer qu’entre l’initiation de deux cascades, le système
tente d’évoluer selon la préférence de F par diffusion. Cet argument est en outre compatible avec
l’existence d’une fonctionnelle de Lyapunov mimant le rôle d’un potentiel sous irradiation, qui sera
mise en évidence dans le premier paragraphe du chapitre suivant. La dynamique procède alors de
la minimisation de cette fonctionnelle, ce qui octroie au système une propriété évoquant la notion
de consistance thermodynamique [13]. Notre modèle pour décrire la microstructure sous irradiation
semble ainsi compatible avec une équation de champ de phase et le formalisme de Landau.
Avant d’étudier les propriétés de l’équation, il convient de noter que les effets d’irradiation
conduisent non seulement à créer du mélange ionique modélisé par pR , mais aussi à augmenter
le nombre de défauts ponctuels. Or, ces défauts ponctuels sont les principaux vecteurs de la diffusion
dans les métaux, et leur recréation induit une augmentation de M¯ sous irradiation (voir 2.1.45). La
dépendance de M¯ vis-à-vis de la quantité de défauts ponctuels est très complexe, car elle fait intervenir
la microstructure, qui régule les concentrations en défauts par un effet rétroactif. L’augmentation de la
diffusion sous irradiation sera prise en compte dans le chapitre 4. En revanche, nous laissons de côté
l’effet rétroactif de la microstructure. Ce point constitue une importante limitation de notre étude.
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Dans le cadre de ces hypothèses, l’équation de cahn-Hilliard-Cook modifiée, utilisée dans notre
étude, s’écrit sur le domaineΩ= [0,L]d :
∂η
∂t
= M¯(T )∇2 [∇ηF (η,∇η)]+Γ(Φ)(pR ∗η−η)+θtot(T,Φ). (2.3.3)
Cette équation fait intervenir deux échelles de temps, via les paramètres M¯ et Γ, associées respective-
ment aux mécanismes de diffusion et de mélange balistique, et deux échelles d’espace, ξ et R , associées
à l’approche en champ de phase et à l’extension spatiale du mélange ionique dans les sous-cascades.
2.3.2 Adimensionnalisation
En utilisant l’expression 2.1.15 de la densité d’énergie libre fh , les deux valeurs d’équilibre η±
définies par f ′h(η−)= f ′h(η+), f ′′h (η±)> 0 s’écrivent [41] :
η± =− a3
3a4
±
√
1
3
(
a3
a4
)2
− a2
a4
. (2.3.4)
En introduisant les deux grandeurs adimensionnelles suivantes :
α= η+−η−
2
, λ= η++η−
η+−η−
, (2.3.5)
où λ est le coefficient réduit d’asymétrie, il est possible de définir les variables réduites de l’études, φ,
t ′, x ′, ², W et L′, ainsi que les grandeurs d’échelle t0, l0, ξ et σ0 :

φ= η
α
, t ′ = t
t0
, x ′ = x
l0
, ²= σ
σ0
, W = t0Γ, L′ = L
l0
, R ′ = R
l0
t0 = |a2|ξ
2
M¯ a24α
4Vat
, ξ=
√
κ
|a2|
, l0 =
√
|a2|
a4
ξ
α
, σ0 =
l 20α
2
t0
.
(2.3.6)
Nous obtenons alors l’équation 2.3.3 sous forme adimensionnelle sur le domaine réduit, toujours noté
Ω= [0,L′]d :

∂φ
∂t
(x , t )=∇2 [ f ′λ(φ)−∇2φ] (x , t )+W (pR ∗φ−φ)+θ(x , t ), ∀x ∈Ω
∇φ(x , t ) ·n = 0, ∇3φ(x , t ) ·n = 0, ∀x ∈ ∂Ω
< θ(x , t )>= 0
< θ(x1, t1)θ(x2, t2)>= ²δ(t1− t2)∇2δ(x1−x2),
(2.3.7)
où nous avons omis les « ’ » sur les variables courantes (x , t et R). Nous remarquons que l’échelle de
temps t0 est proportionnelle à M¯−1. De plus, W est le rapport entre Γ et M¯ et quantifie la différence
entre les deux échelles de temps du problème associées aux processus de diffusion et de mélange
athermique agissant en parallèle. L’échelle spatiale est quant à elle proportionnelle à ξ. R/ξ décrit la
portée des déplacements dus au mélange ionique par rapport à celle de le la diffusion. Enfin, le facteur
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λ traduit l’effet de la différence de taille entre les atomes d’argent et de cuivre, à l’origine de l’asymétrie
du diagramme de phase. La forme adimensionnelle de l’énergie libre homogène est notée fλ :
fλ(φ)≡
3λ2−1
2
φ2−λφ3+ φ
4
4
, (2.3.8)
soit f ′
λ
(φ)= (3λ2−1)φ−3λφ2+φ3. Nous allons, dans le chapitre suivant, étudier les propriétés de cette
équation adimensionnelle.
b c
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Chapitre 3
Étude de l’équation adimensionnelle
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L’approche en champ de phase mise en place dans le premier chapitre, par l’introduction d’une
variable continue pour décrire l’état du système, et d’une équation aux dérivées partielles pour dicter
son évolution, est propice à une résolution via une approche numérique, de type différences finies
ici. Pour une telle méthode, les propriétés du schéma développé reposent sur celles de l’équation
différentielle continue. Il est donc utile de comprendre le comportement des solutions continues,
avant de présenter le développement du schéma déterministe, puis du schéma stochastique pour
l’introduction des fluctuations.
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3.1 Le schéma numérique déterministe
3.1.1 L’équation déterministe
L’équation déterministe décrivant l’évolution du paramètre d’ordre réduit φ s’écrit en dimension d
sous la forme suivante :

∂φ
∂t
=∇2 [(3λ2−1)φ−3λφ2+φ3−∇2φ]+W (pR ∗φ−φ)
∇φ(x , t ) ·n = 0, ∇3φ(x , t ) ·n = 0, ∀x ∈ ∂Ω
φ(x ,0)=φ0(x), x ∈Ω,
(3.1.1)
où nous avons fait apparaître la condition initiale φ0, et les conditions de flux nul au bord garantissant
la conservation des espèces. Hors irradiation, le système tend à minimiser son énergie libre F , qui joue
le rôle de fonctionnelle de Lyapunov. Afin de définir son équivalent sous irradiation, nous introduisons
la fonction g définie comme le noyau de l’irradiation :
∇2g (x −x ′)=−[δ(|x −x ′|)−pR (|x −x ′|)] , (3.1.2)
ce qui permet au terme d’irradiation de s’écrire à son tour sous la forme : W (pR ∗φ−φ)=W∇2(g ∗φ).
En intégrant formellement par rapport à φ, nous faisons apparaître une nouvelle fonctionnelle W (φ)
associée à l’irradiation :
W (φ)= W
2
(g ∗φ,φ)= W
2
Ï
Ω×Ω
φ(x)g (x −x ′)φ(x ′)dxdx ′. (3.1.3)
où « (·, ·) » désigne le produit scalaire dans L2(Ω). La propriété fondamentale de ce terme est sa
positivité. En effet, pˆR (k) est une fonction caractéristique, d’où gˆ (k)> 0. Cette propriété se visualise
en utilisant l’approximation 2.2.16 de pˆR (k) qui, par le passage en Fourier de l’équation 3.1.2, permet
d’obtenir que gˆ (k)= R21+αd |k |2R2 > 0. Cette condition est vérifiée indépendamment de l’approximation
2.2.16, et nous avons toujours :
W (φ)= W
2
(g ∗φ,φ)= W
2
(gˆ φˆ, φˆ)= W
2
∥∥∥√gˆ φˆ∥∥∥2
2
≥ 0, (3.1.4)
où φˆ est la transformée de Fourier de φ. En introduisant la fonctionnelle L (φ) définie comme la
somme de l’énergie libre F (φ), et de cette fonctionnelle de mélange W (φ) :
L (φ)≡ F (φ)+W (φ)=
∫
Ω
(
fλ(φ)+
1
2
|∇Φ(x , t )|2
)
dx +W
2
Ï
Ω×Ω
φ(x)g (x −x ′)φ(x ′)dxdx ′, (3.1.5)
il est possible de réécrire l’équation 3.1.1 sous la forme variationnelle compacte :
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∂φ
∂t
=∇2 (∇φL (φ)) . (3.1.6)
L’évolution du système consiste alors en la minimisation deL (φ), qui joue le rôle de fonctionnelle de
Lyapunov pour les solutions. En effet,L (φ) est minorée et décroissante le long des trajectoires :
dL
dt
(t )=−
∫
Ω
|∇[∇φL (φ)] |2dx ≤−C ∥∥∇φL (φ)∥∥2h ≤ 0, (C > 0), (3.1.7)
où la norme ‖·‖h est définie par :
∥∥φ∥∥2h ≡ ∫
Ω
[
φ2+|∇φ|2]dx . (3.1.8)
Par conséquent, si une solution φ converge, elle convergera vers un état d’équilibre du système défini
par :
∇2 (∇φL (φ))=∇2 ( f ′λ(φ)−∇2φ+W g ∗φ)= 0. (3.1.9)
De plus, le caractère borné des solutions au sens de la norme ‖·‖h quelle que soit la condition initiale
φ0, garantit l’existence de solutions stationnaires. Ainsi, pour toute condition initiale φ0, la solution
φ converge pour la norme ‖·‖h , vers un ensemble bornéA contenant tous les équilibres du système
[53, 54], comme nous le montrons en annexe A.1.
Ce résultat est fondamental, d’une part parce qu’il démontre que ce modèle est capable de
rendre compte de la naissance de nouveaux états stationnaires sous irradiation associés à la micro-
structuration du matériau, et d’autre part, parce que l’existence d’une fonctionnelle de Lyapunov
garantit la stabilité des solutions numériques [69, 70]. Enfin, le caractère global de la fonctionnelle de
Lyapunov nous assure que certaines grandeurs associées à l’état final, comme le facteur de structure,
ne dépendent pas des conditions initiales. À ce titre, les simulations réalisées par la suite auront pour
condition initiale une concentration aléatoire associée à une solution homogène de concentration
moyenne c¯ fixée, soit en terme de paramètre d’ordre réduit :
1
|Ω|
∫
Ω
φ= φ¯≡ c¯− cc
α
. (3.1.10)
3.1.2 Établissement du schéma numérique
L’équation 3.1.1 est une équation aux dérivées partielles fortement non linéaire. Pour cette raison,
nous n’avons accès à aucune solution analytique simple, et l’évolution des solutions exactes φ(x , t),
qui portent toute l’information sur la microstructure, est complexe à déterminer. Nous avons donc
développé un schéma numérique pour intégrer une telle équation, dont les propriétés de stabilité
reposent sur l’existence d’une fonctionnelle de Lyapunov. Nous décrivons le schéma déterministe dans
un premier temps, puis son équivalent stochastique. Les calculs sont détaillés en annexe A.
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Nous avons montré dans la partie précédente que sous irradiation,L (φ) est une fonctionnelle de
Lyapunov. Elle est de classe C 2 sur l’ensemble des solutions, et vérifie de plus les propriétés suivantes :
 (∇
2
φL (ψ)φ,φ)≥−1 ∀φ,ψ solutions
L (φ)→+∞⇔ ∥∥φ∥∥h →∞, (3.1.11)
ce qui inscrit l’équation d’évolution des solutions dans le cadre des systèmes différentiels à gradient
[71]. Ceux-ci autorisent l’existence de plusieurs minima pourL tout en utilisant les propriétés numé-
riques des systèmes oùL est convexe.
φ
f (φ)
décomposition
des gradients
fλ(φ)
φ
f (φ)
fc (φ)
fe (φ)
FIGURE 3.1 – Illustration de la méthode de décomposition des gradients. — : fonctionnelle d’énergie libre
fλ décomposée en une fonction strictement convexe fc (—) associée au flot contractant, et une fonction
strictement concave fe (—) associée au flot expansif.
Pour cela, il suffit de remarquer qu’en décomposant la densité d’énergie libre fλ (voir 2.3.8) en
une fonction strictement convexe fc , et une fonction strictement concave fe , comme nous l’illustrons
figure 3.1, l’énergieL se découpe en une partie strictement convexeLc associée à un flot contractant
−∇φLc (φ), et une partie strictement concave −Le associée à un flot expansif ∇φLe (φ) [72] :
∂φ
∂t
=−∇2 [−∇φL (φ)]=−∇2
 −∇φLc (φ)︸ ︷︷ ︸
flot contractant
+∇φLe (φ)︸ ︷︷ ︸
flot expansif
 . (3.1.12)
Cette décomposition permet de conserver numériquement la contractivité du flot −∇φLc (φ) par un
traitement implicite [71]. En suivant l’approche de Eyre [73], nous proposons donc le schéma temporel
à pas constant ∆t suivant :

φn+1−φn
∆t
=−∇2 [−∇φLc (φn+1)+∇φLe (φn)]
φ0 =φ0,
(3.1.13)
où la solution numérique φn est une approximation de la solution exacte φ(·,n∆t ). Le flot contractant
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−∇φLc (φ) est traité de manière implicite, et le flot expansif∇φLe (φ) est lui traité de manière explicite 1.
Cette méthode permet aux solutions numériques d’hériter de la même propriété de Lyapunov que les
solutions exactes, ce qui garantit la stabilité inconditionnelle du schéma. Néanmoins, cette propriété
n’est vérifiée que pour les fonctionnellesLe telles que :
(∇2φLe (ψ)φ,φ)≥
1
2
, ∀φ,ψ solutions. (3.1.14)
Cette contrainte assure que les termes traités en implicite compensent la déstabilisation du schéma
générée par les termes traités de manière explicite. Un tel choix garantit alors que les solutions
discrétisées en temps φn convergent vers l’ensemble des états d’équilibre du système.
Le choix concret du découpage des gradients est dicté par des arguments d’efficacité du schéma
numérique, tel le coût en calculs machine. Eyre a ainsi suggéré [73] de ne traiter que des termes
linéaires de manière implicite.Lc (φ) ne contient donc que des termes quadratiques de fλ, ainsi que
les deux termes convexes |∇φ|2/2 et W (φ).Lc (φ) etLe (φ) s’écrivent explicitement :
Lc (φ)=
∫
Ω
[ |∇φ|2
2
+ Ac
2
φ2
]
dx +W
2
Ï
Ω×Ω
φ(x)g (x −x ′)φ(x ′)dxdx ′
Le (φ)=
∫
Ω
[
Ac
2
φ2− fλ(φ)
]
dx ,
(3.1.15)
où nous avons introduit la constante de découpage Ac . Pour un pas d’espace donné, nous montrons
en annexe A.2 que l’erreur de troncature ²∆tn augmente linéairement avec Ac , qui doit donc être choisie
aussi petite que possible, tout en garantissant la contrainte de convexité deLe et l’hypothèse 3.1.14.
La valeur optimale de Ac est donnée par :
Ac = 5
2
. (3.1.16)
Elle permet en effet de garantir la condition 3.1.14 tout en minimisant l’erreur de consistance. Dans
ces conditions, le schéma numérique est consistant d’ordre 1 en temps.
La discrétisation spatiale est ensuite effectuée selon une approche spectrale, permettant de trans-
former une équation aux dérivées partielles en équation différentielle ordinaire. Dans cette approche,
l’espace engendré par la base des cosinus réalise une approximation de l’espace des solutions φn du
schéma en temps [74]. Étant donnée une condition initiale φ0, la solution spectrale φnN s’écrit sous
forme de série de Fourier :
φnN (x)=
∑
`≤d
N∑
i`=1
φˆni`
∏
m≤d
cos(ki`xm). (3.1.17)
La précision de l’approche est définie par l’ordre de troncature N de la série de Fourier. N est donc
intimement lié au pas ∆x de discrétisation spatiale du domaineΩ :
1. Un traitement implicite ne garantirait en effet aucune propriété supplémentaire de stabilité, et se révélerait plus
coûteux en temps de calcul
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N =
⌊
L′
∆x
⌋
, (3.1.18)
où b·c désigne la fonction partie entière. Afin de décrire correctement les interfaces associées à la
microstructure, ∆x ne doit pas excéder la longueur de corrélation réduite ξ′ = ξ/l0. Ce critère permet a
priori de fixer ∆x (et donc N ) dans les simulations.
L’intérêt d’une telle approche est d’échanger la complexité et le coût mémoire de la discrétisation
des dérivées inhérente à la méthode des différences finies, contre des calculs de transformée de Fourier
qui jouissent d’excellentes performances de calcul dans la plupart des langages informatiques, tout
en conservant la propriété de stabilité inconditionnelle au sens de Lyapunov du schéma temporel de
Eyre 3.1.13. En se débarrassant des dérivées spatiales, l’approche spectrale se départit aussi de l’erreur
de troncature associée, mais elle génère et propage en contrepartie une erreur, en approximant les
solutions par leur série de Fourier tronquée. L’erreur est aussi d’ordre 1. Le schéma complet est donc
d’ordre 1 en temps et en espace :
e∆tN ≤ c(λ,W,R)(∆t +∆x), (3.1.19)
où nous avons noté e∆tN l’erreur totale de convergence. Nous obtenons alors pour chaque mode k de(
φˆnk
)
, le schéma temporel suivant :
φˆn+1k =
1
1−∆tρ(k)
(
φˆnk +∆t
{
ak
[
φˆnk
]−ρ(k)φˆnk}) , (3.1.20)
où ak
[
φˆnk
] = −|k |2 ((3λ2−1)φˆnk −3λ[φˆnk ]∗2+ [φˆnk ]∗3+|k |2φˆnk )−W (1− pˆR (k))φˆnk et ρ(k) ≡ −Ac |k |2 −
|k |4 −W (1− pˆR (k)). Finalement, la connaissance de (φˆnk ) permet d’obtenir la solution discrétisée
dans l’espace réel
(
φnN
)
. Il convient de remarquer que l’approche spectrale transforme les termes non
linéaires de f ′
λ
en produits de convolution, incompatibles avec un traitement implicite. Le choix
d’un découpage linéaire n’est pas seulement dicté par l’efficacité, il est en réalité indispensable
pour appliquer le schéma 3.1.14 dans le domaine spectral. Nous résumons les différentes étapes
de discrétisation figure 3.2 :
φ(x , t ) φn(x) φnN (x)
(
φˆnk
)
φnN (x)
Schéma
en temps
Approche
spectrale
Coef.
Fourier
Fourier
inverse
FIGURE 3.2 – Étapes de la discrétisation complète des équations.
3.1.3 Étude numérique de la stabilité et de la précision du schéma
Dans une première étape, il convient de vérifier numériquement les propriétés fondamentales de
stabilité et de précision du schéma, établies dans les paragraphes précédents :
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¶ La stabilité inconditionnelle au sens de Lyapunov qui a motivé la méthode de découpage des
gradients en permettant théoriquement d’utiliser de grands pas de temps : cette propriété
impose àL (φnN ) d’être une suite décroissante.
· La consistance d’ordre 1 en temps et en espace fixant la précision du schéma. Pour cela, il est
nécessaire d’étudier la dépendance en ∆x et ∆t de l’erreur de convergence ²∆tN . En l’absence de
solution exacte, nous comparons la solution numérique à une solution numérique de référence :
²∆tN '
√∑
k
[
φn (ref)k −φnk
]2
, (3.1.21)
obtenue avec des pas de temps et d’espace aussi petits que possibles. À ce titre, l’étude de l’ordre en
temps se fait avec un pas d’espace ∆x = 0.5, et un pas de temps de référence ∆t (ref) = 10−4. L’étude de
l’ordre en espace est elle réalisée avec un pas de temps ∆t fixé à 0.05, et un pas d’espace de référence
∆x(ref) = 0.1 correspondant à N = 1000. Ce choix de N est déterminé par la taille mémoire maximale
que nous avions à disposition (matrices de taille 1000×1000).
Les simulations sont effectuées à partir d’une solution homogène (phase haute température),
obtenue en imposant comme condition initiale une répartition aléatoire du paramètre d’ordre, selon
une loi uniforme de moyenne φ¯. Les deux propriétés du schéma doivent être valables quelles que
soient les paramètres λ, W et R. Deux jeux de donnés seront étudiés pour vérifier ce point :
1 (λ,R,W ) = (0,0) : potentiel 2 :4,
hors irradiation.
2 (λ,R,W ) = (0.2,3,0.2) : poten-
tiel 2 :3 :4, irradiation d’intensité
moyenne.
TABLE 3.1 – Présentation des deux cas tests pour le schéma numérique. Cas 1 : (λ,R,W )= (0, (0),0) et cas
2 : (λ,R,W )= (0.2,3,0.2).
Le premier cas correspond à un calcul classique de Cahn-Hilliard hors irradiation muni d’un
potentiel symétrique, que l’on retrouve fréquemment dans la littérature [69, 70]. Le second cas est
associé à un diagramme de phase asymétrique, et à la présence marquée d’irradiation. Dans ce second
cas, λ = 0.2 est fixé à une valeur typique de certains alliages à basse température, comme AgCu et
les paramètres d’irradiation s’approchent de cas réels d’irradiation sur ce même alliage. La valeur
moyenne φ¯ de φ n’a pas d’impact sur la stabilité du schéma ; elle est fixée à 0 dans ce chapitre.
Enfin, toutes les simulations ont été réalisées en 2D, sur un domaine de dimension réduite L′ = 100,
correspondant à une boîte de quelques dizaines de nanomètres dans l’espace réel. Ce choix de taille
est motivé par la nécessité d’une grande statistique pour tester le schéma. Dans le chapitre 5, la boîte
sera étendue à L′ = 500, correspondant à 100 nm environ.
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Stabilité du schéma
La convergence des solutions numériques repose sur la stabilité au sens de Lyapunov. Nous
vérifions la décroissance de la fonctionnelle le long des solutions numériques pour de grands pas de
temps (∆t = 1, ∆t = 5 et ∆t = 10), dans les deux cas tests figures 3.3(a) et 3.3(b), et pour un temps final
t f = 4000.
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(a) Cas 1 : (λ,R,W )= (0,0,0)
0 500 4000
−750
−375
0
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(φ
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(b) Cas 2 : (λ,R,W )= (0.2,3,0.2)
FIGURE 3.3 – Évolution de la fonctionnelle de Lyapunov discrèteL (φnN ) pour ∆t = 1 (—), ∆t = 5 (—) et
∆t = 10 (—). Les calculs sont effectués pour t f = 4000, avec ∆x = 0.5 et φ¯= 0.
La figure met de plus clairement en évidence que la fonctionnelle de Lyapunov décroît très rapi-
dement dans un premier temps, puis se stabilise, en particulier dans le cas irradié, où la transition
est brutale. Hors irradiation, cette modification de la cinétique est en réalité associée au phénomène
de grossissement. Dans tous les cas, elle signale que le système a atteint un état quasi-stationnaire,
associé à la croissance lente des domaines, et elle constituera donc le critère de temps long dans l’étude
des solutions. Nous reviendrons sur ce critère lors du développement du schéma stochastique.
Précision du schéma
Nous étudions l’erreur de convergence ²∆tN de manière à vérifier que le schéma développé est
d’ordre 1 en temps et en espace. Le pas d’espace est a priori fixé par la connaissance de ξ : ∆x ' ξ/l0.
En réalité, l’utilisation pratique d’un tel critère est impossible. En effet, la connaissance exacte de ξ
(ou plutôt ξ/l0 en coordonnées réduites) nécessite la résolution de l’équation d’évolution. Il existe
néanmoins une alternative opérationnelle pour définir la valeur maximale acceptable de ∆x, qui
consiste à vérifier sur des temps longs, pour lesquels la microstructure est formée, que les interfaces
sont décrites par trois points au moins. De nombreux tests ont permis de montrer que dans le cas traité,
cette condition était remplie pour N ≥ 100 correspondant à∆x ≤ 1. La figure 3.4 présente l’évolution de
l’erreur de convergence ²∆tN en fonction du pas d’espace∆x (figure 3.4(a)), et du pas de temps∆t (figure
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3.4(b)). L’ordre en temps et en espace est bien 1, et ce hors irradiation (cas 1 ) comme sous irradiation
(cas 2 ). Le tableau 3.2 fournit les ordres de convergence obtenus par un ajustement linéaire.
Cas test (λ,R,W ) 1 (0, (0),0) 2 (0.2,3,0.2)
ordre en espace 0.9931 ±0.001 0.9978 ±0.001
ordre en temps 0.8542 ±0.02 1.0147 ±0.02
TABLE 3.2 – Ordres de convergence en temps et en espace du schéma déterministe (associés à la figure
3.4), par ajustement (ρ ∼ 0.999) des courbes ²∆tN en fonction de ∆t et ∆x, pour les 2 cas tests de (λ,R,W )
avec φ¯= 0. L’ordre en temps est déterminé pour ∆t < 0.05.
10−1 100
100
101
∆x
²∆
t
N
(a) Ordre en espace
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FIGURE 3.4 – Ordre de convergence en espace (gauche) et en temps (droite), issu de l’étude de ²∆tN . Ordre
en temps : ∆x = 0.5, temps final t = 100 et même condition initiale homogène associée à une densité
de probabilité uniforme, telle que φ¯= 0. Solution de référence : ∆t = 10−4. Ordre en espace : ∆t = 0.05,
temps final t = 100 et même condition initiale. Solution de référence : ∆x = 0.1. — : (0,0,0). — :
(0.2,3,0.2). Le schéma développé est d’ordre 1 en temps et en espace.
L’amplitude de l’erreur de convergence seule est insuffisante pour juger de la pertinence d’un
choix de pas de temps. Il est aussi instructif d’observer sa nature et sa localisation spatiale. Dans cette
optique, la figure 3.5 compare la solution de référence à une solution obtenue avec un choix de pas
de temps et d’espace garantissant une erreur de l’ordre de 1% (∆x = 0.5 et ∆t = 0.5), ainsi que l’erreur
quadratique associée. Il apparait clairement que la principale source d’erreur (en rose figures 3.5(e)
et 3.5(f)) est le retard de la solution de pas de temps plus grand sur la solution de référence. Dans
le cas 1 , cela se traduit par un délai sur la fusion de deux domaines, et dans la cas 2 par un retard
dans la croissance de certains domaines. Cette contribution à l’erreur est peu génante comme elle
tend à se résorber avec le temps, et n’affecte pas les états stationnaires. La seconde source d’erreur est
elle localisée au niveau des interfaces entre domaines. Cette erreur résiduelle est plus durable mais
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d’amplitude négligeable comparée à la première. Par conséquent, l’analyse de l’amplitude de l’erreur
de convergence et de sa nature montrent que le choix∆x = 5.10−1 et∆t = 5.10−2 est un bon compromis
entre temps de calcul et précision des résultats. Sauf mention du contraire, nous utiliserons ces valeurs
par la suite.
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FIGURE 3.5 – Solution numérique obtenue avec, ∆t = 0.0001 (solution de référence en haut) et ∆t = 0.05
(au milieu), et écart quadratique entre ces deux solutions (en bas). Calculs effectués dans le cas 1
(λ,R,W ) = (0,0,0) (colonne de gauche) à l’instant t = 100, et le cas 2 (λ,R,W ) = (0.2,3,0.2) (colonne
de droite) à l’instant t = 500 pour ∆x = 0.5, à partir d’une condition initiale homogène telle que φ¯= 0.
L’erreur est notamment localisée aux interfaces et au niveau des domaines en retard sur leur formation.
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3.1.4 Simulation de la microstructure
Une fois les propriétés du schéma définies et les pas de temps et d’espace fixés, il est possible
d’étudier numériquement la microstructure du matériau, au travers de la fonction de corrélation
spatiale et de sa transformée de Fourier. Cette courte étude est l’occasion de retrouver des propriétés
classiques de la microstructure hors irradiation, de tester leur validité sous irradiation, et d’établir des
résultats de référence pour l’étude de l’impact des fluctuations sur la microstructure du paragraphe
suivant.
Fonction de corrélation spatiale
La figure 3.6 présente ainsi la fonction de corrélation spatiale G(|x |, t ) à l’instant t , calculée dans
les deux cas d’étude, et à différents temps, avec le schéma numérique présenté. Il apparaît que ces
fonctions sont loin d’être des exponentielles décroissantes comme nous l’avions supposé dans le
chapitre 2 (paragraphe 2.1.3), mais présentent un caractère oscillant. Cette différence provient de
l’existence de termes non linéaires dans l’énergie libre, que nous avions ignorés dans les hypothèses
de calcul de ξ en 2.1.21. Ceux-ci conduisent en effet à un couplage entre les modes φˆk , à l’origine des
oscillations de G(|x |, t ) définie ici sous forme normalisée :
G(|x |, t )≡
<
∫
R
φ(u, t )φ(x +u, t )du >−<
∫
R
φ(x , t )dx >2
max
x
{
<
∫
R
φ(u, t )φ(x +u, t )du >−<
∫
R
φ(x , t )dx >2
} , (3.1.22)
et rendent l’estimation de ξ/l0 basée sur l’intégrale de G(|x |, t) difficile. En revanche, la fonction de
corrélation fournit une estimation de la taille moyenne< d > des domaines de prédominance observés
figure 3.5, par l’intermédiaire de son premier zéro. Selon la figure 3.6, nous obtenons dans le cas 1 :
< d >= 7.2 (t = 400) et < d >= 9.9 (t = 1000), et dans le cas 2 : < d >= 3.5 à t = 400 et t = 1000.
Facteur de structure
Plutôt que d’étudier ces fonctions, il est parfois plus judicieux d’utiliser leur transformée de Fourier,
qui n’est autre que le facteur de structure S(|k |, t ), déjà définie dans le chapitre 2 (voir 2.1.24) :
S(|k |, t )≡< |φˆ(k , t )|2 >' 1
Ntir
Ntir∑ |φˆnk |2, (3.1.23)
où< · > représente la moyenne sur l’ensemble des configurations initiales. Le facteur de structure décrit
la distribution des échelles spatiales représentées au sein de la microstructure. Il s’interprète aussi
comme une intensité de diffraction et constitue ainsi un indicateur expérimental de la microstructure,
permettant de faire le lien entre simulations et mesures (voir chapitre 5).
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FIGURE 3.6 – Fonction de corrélation G(|x |, t ) dans les cas 1 (λ,R,W )= (0,0,0) (à gauche) et 2 (λ,R,W )=
(0.2,3,0.2) (à droite), aux instants t = 200 (—), t = 400 (—) et t = 1000 (—). Simulations réalisées avec
∆x = 0.5 et ∆t = 0.05 et des conditions initiales aléatoires homogènes telles que φ¯= 0. Moyenne sur 50
tirs.
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FIGURE 3.7 – Facteur de structure S(|k |, t ) (associés aux fonctions de corrélation de la figure 3.6), dans
les cas 1 (λ,R,W )= (0,0,0) (à gauche) et 2 (λ,R,W )= (0.2,3,0.2) (à droite), aux instants t = 200 (—),
t = 400 (—) et t = 1000 (—). Les fonctions sont de plus en plus piquées, et le maximum km diminue avec
le temps. Simulations réalisées avec∆x = 0.5 et∆t = 0.05 et des conditions initiales aléatoires homogènes
telles que φ¯= 0. Moyenne sur 50 tirs.
La figure 3.7 présente les facteurs de structure associés aux fonctions de corrélation de la figure
3.6. Ceux-ci sont piqués autour d’un maximum km très marqué, qui donne une définition de l’échelle
spatiale caractéristique de la microstructure à un instant donné (< d >∼pi/km). Hors irradiation (cas
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1 ), km tend vers 0 avec le temps, et S(|k |, t ) devient de plus en plus piquée. En revanche, dans le second
cas d’étude (cas 2 ), associée à une irradiation non nulle, si S(|k |, t) se pique à nouveau autour de
son maximum, celui-ci atteint cette fois une valeur limite notée k∞, et n’évolue plus. Hors irradiation,
l’évolution temporelle de S(|k |, t ) décrit le phénomène connu de décomposition spinodale. Aux temps
longs, le système composé de phases riches en espèce A dans une matrice B tend à se séparer en deux
zones distinctes contenant du A pur et du B pur. La taille moyenne de ces phases correspond ainsi à
l’échelle caractéristique de la microstructure, et son évolution peut être décrite par km .
En dehors de l’évolution de son maximum km(t), la forme du facteur de structure aux temps
longs (figure 3.8) met en évidence deux propriétés asymptotiques présentes hors irradiation, qui ne se
retrouvent pas dans certains cas d’irradiation. Hors irradiation, les deux « extrémités » de la courbe
suivent en effet chacune une loi puissance :

S(|k |, t ) ∼
|k |→0
|k |4
S(|k |, t ) ∼
|k |→∞
|k |−(d+1).
(3.1.24)
La première relation a été établie de manière empirique au travers de simulations [75], et concerne
les petites longueurs d’onde associées aux grandes échelles spatiales dans la microstructure. La
seconde relation, appelée loi de Porod [76] pour les interfaces raides, attrait aux grandes longueurs
d’onde, propres aux variations rapides de paramètre d’ordre. En dimension 2, l’exposant de la loi
de Porod est 3, à condition de supposer les interfaces entre domaines infiniment raides (fonction
échelon). Nous présentons tableau 3.3 les pentes du facteur de structure lorsque |k | → 0 et |k | →
∞, pour 3 triplets (λ,R,W ) : le cas 1 (λ,R,W ) = (0,0,0), le cas 2 (λ,R,W ) = (0.2,3,0.2), et un cas
intermédiaire d’irradiation « faible » : (λ,R,W ) = (0.1,1,0.1). Il convient de noter que ces choix ne
sont pas anodins. En particulier, le triplet ajouté correspond à un phénomène de démixtion, malgré la
présence d’irradiation, tandis que le cas 2 correspond, lui, à la formation de nodules (voir paragraphe
3.3).
Hors irradiation (cas 1, figure 3.8(a)), la pente associées aux petites longueurs d’onde est de 3.8±0.1
en échelle logarithmique. Dans le cas d’une faible irradiation (figure 3.8(c)), la forme de la courbe est
légèrement dégradée, mais cette pente demeure proche de 4. Plus important, la loi de Porod est vérifiée
dans ces deux cas : la courbe suit une loi puissance (ρ ∼ 0.99), sur une grande plage de longueurs
d’onde, comme le met en exergue la présence d’un plateau pour |k |3S(|k |, t) en encart des figures
3.8(a) et 3.8(c). L’exposant de la loi puissance est −2.92±0.01 hors irradiation, et −2.74±0.07 sous
irradiation faible. Les paramètres des ajustements par une loi puissance sont résumés tableau 3.3.
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FIGURE 3.8 – Lois asymptotiques pour le facteur de structure S(|k |, t) représenté en échelle log-log.
Gauche : cas 1, (λ,R,W )= (0,0,0). Droite : (λ,R,W )= (0.1,1,0.1). La loi de Porod pour k > 1 (- - -) et la
pente empirique pour k ¿ 1 (- - -) sont vérifiées hors irradiation et sous irradiation faible. En encart des
deux figures : |k |3S(|k |, t ). En bas : cas 2, (λ,R,W )= (0.2,3,0.2), représentation de |k |3S(|k |, t )= f (|k |2).
Simulations réalisées avec ∆x = 0.5 et ∆t = 0.05 et des conditions initiales aléatoires homogènes telles
que φ¯= 0. Moyenne sur 50 tirs.
courbe loi (|k |→∞) paramètres d’ajustement
(a) (λ,R,W )= (0,0,0) |k |α α=−2.92±0.03 (ρ = 0.9993)
(b) (λ,R,W )= (0.1,1,0.1) |k |α α=−2.74±0.07 (ρ = 0.9910)
TABLE 3.3 – Étude de la loi de Porod pour le facteur de structure hors et sous irradiation (correspondant
à la figure 3.8), dans les cas (λ,R,W ) = (0,0,0), et (λ,R,W ) = (0.1,1,0.1). Simulations réalisées avec
∆x = 0.5 et ∆t = 0.05 et des conditions initiales aléatoires homogènes telles que φ¯= 0. Moyenne sur 50
tirs.
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Dans le cas 2 au contraire, la loi de Porod n’est plus vérifiée. Dans l’éventualité que l’irradiation
n’entraîne une porosité des interfaces de domaines, potentiellement à l’origine du non respect de
la loi de Porod, nous avons testé une dépendance de la forme exp(−σ2|k |2)/|k |3 pour les grandes
longueurs d’ondes du facteur de structure figure 3.8(c), sans succès. Ainsi, ni l’adoucissement des
parois, gommé par le traitement d’interface infiniment raide utilisé ici, ni une possible rugosité des
parois, n’expliquent cette infraction à la loi de Porod. Une telle disparition des grandes longueurs
d’ondes associées aux fluctuations spatiales de courte portée dans le cas 2, reste incomprise à ce stade
de l’étude.
Une seconde caractéristique connue pour le facteur de structure hors irradiation, est l’observation
pour des temps longs d’une courbe universelle associée à l’existence d’une loi d’échelle [77]. Celle-ci se
traduit figure 3.9(a) par l’existence d’une seule courbe régulière, sur laquelle se superposent toutes les
courbes obtenues à n’importe quel temps suffisamment grand, moyennant une simple homothétie :
kdm(t )
S(|k |, t )
‖S(., t )‖1
= F (|k |/km). (3.1.25)
Il suffit donc de connaître le facteur de structure à un temps donné et la loi d’évolution de km(t),
pour prévoir la forme du facteur de structure à n’importe quel autre temps long. Il est intéressant
de constater que si la forme de cette courbe universelle est différente sous irradiation (cas 2 figure
3.9(b)), celle-ci existe toujours, et le système est toujours invariant par une loi d’échelle.
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FIGURE 3.9 – Loi universelle vérifiée par le facteur de structure k2m(t)S(|k |, t)/‖S(., t )‖1 = F (|k |/km)
dans les cas 1 (λ,R,W )= (0,0,0) et 2 (λ,R,W )= (0,0,0) pour différents temps suffisamment longs pour
atteindre l’état quasi-stationnaire : t = 600 (◦), t = 800 (), t = 900 (×), et t = 1000 (4). Simulations
réalisées avec ∆x = 0.5 et ∆t = 0.05 et des conditions initiales aléatoires homogènes telles que φ¯ = 0.
Moyenne sur 50 tirs.
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3.2 Le schéma numérique probabiliste
L’existence d’une fonctionnelle de Lyapunov (voir 3.1.5) a permis le développement d’un schéma
numérique déterministe dans le cadre des systèmes à gradient, pour simuler l’évolution du paramètre
d’ordre. Pour décrire correctement la physique d’évolution des précipités sous irradiation, il est indis-
pensable de réintroduire le bruit additif défini en 2.3.2, qui regroupe les impacts du bruit thermique et
du bruit d’irradiation.
3.2.1 L’équation différentielle stochastique
Pour intégrer ce bruit au schéma déterministe 3.1.20 de manière à garantir la convergence, il est
nécessaire d’adopter le formalisme des équations différentielles stochastiques [78]. Dans cette optique,
l’approche spectrale permet de lever la corrélation spatiale entre les différentes composantes du bruit,
due à la présence en espace réel d’un laplacien dans sa variance 2.3.2. Une telle corrélation n’est en
effet pas compatible avec la bonne formulation des équations différentielles stochastiques [78]. En
introduisant la transformée de Fourier θˆk (t ) de θ(x , t ), la variable aléatoire en espace de Fourier (φˆk (t ))
devient solution pour chaque mode k , de l’équation différentielle stochastique suivante :
dφˆk (t )
dt
= ak
[
φˆk (t )
]+ θˆk (t )
< θˆk (t )>= 0
< θˆk (t )θˆk ′(t ′)>=−²|k |2δ(t − t ′)δ(k −k ′),
(3.2.1)
où nous avons réutilisé la notation ak
[
φˆk (t )
]=−|k |2 ((3λ2−1)φˆk (t )−3λφˆk (t )∗2+ φˆk (t )∗3+|k |2φˆk (t ))−
W (1− pˆR (k))φˆk (t ) introduite en 3.1.20. De plus, le bruit θ(x , t ) étant supposé gaussien, sa transformée
de Fourier θˆk (t ) est elle aussi gaussienne. À partir du bruit blanc ζˆk (t ) (de moyenne nulle et de variance
1), associé au processus de Wiener Wk (t ) par la relation suivante :
Wk (t )≡
∫ t
0
ζˆk (s)ds, (3.2.2)
θˆk (t ) peut s’écrire :
θˆk (t )=
p
²|k |ζˆk (t ). (3.2.3)
Le système d’équations 3.2.1 devient ainsi un système de N équations stochastiques indépendantes
écrites sous forme d’Itô [79] :
dφˆk (t )= ak
[
φˆk (t )
]
dt +p²|k |dWk (t ) (3.2.4)
La résolution de cette équation stochastique par un schéma d’Euler stochastique semble naturelle.
Néanmoins, elle conduit à un ordre de convergence en temps de 1/2 [78]. Un tel schéma souffre de
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plus d’une instabilité pour des amplitudes du bruit
p
² élevées [45, 62, 80]. Cette instabilité le rend
inadapté à notre étude, car la composante d’irradiation du bruit peut être d’amplitude beaucoup
plus importante à basse température que la composante diffusive pour laquelle ces schémas ont
originellement été pensés (voir paragraphe 4.4.3 du chapitre 4). Pour pallier cette limitation, nous
avons introduit le changement de variable de Lamperti [81], qui réutilise le découpage 3.1.15 de
ak
[
φˆk (t )
]
en un terme contractant ρ(k)φˆk (t) où ρ(k) ≡ −Ac |k |2− |k |4−W (1− pˆR (k)), et un terme
expansif ak
[
φˆk (t )
]−ρ(k)φˆk (t ), de manière à définir la variable suivante :
yˆk (t )= φˆk (t )exp
[−ρ(k)t] . (3.2.5)
Le schéma est alors obtenu en utilisant un schéma d’Euler pour l’équation d’évolution de cette variable
intermédiaire :
φˆn+1k =
(
φˆnk +∆t
{
ak
[
φˆnk
]−ρ(k)φˆnk}+p²|k |
√
1−e−2ρ(k)∆t
2ρ(k)∆t
ζˆnk
)
eρ(k)∆t , (3.2.6)
où
p
∆t ζˆnk = (W n+1k −W nk ) est une matrice de processus gaussiens discrets indépendants des réali-
sations précédentes [79]. Le facteur eρ(k)∆t < 1 joue ici un rôle de stabilisation équivalent à celui du
terme implicite du schéma déterministe 3.1.20. Le schéma stochastique pour l’équation de Cahn-
Hilliard-Cook modifiée est donc obtenu directement à partir du schéma déterministe moyennant
l’ajout du terme aléatoire
p
²|k |√(1−exp[−2ρ(k)∆t ]/(2ρ(k)∆t )ζˆnk dans la partie explicite du schéma,
et l’écriture sous forme d’exponentielle du facteur d’amplification associé au terme contractant.
3.2.2 Impact du bruit sur la microstructure
Ordre et stabilité du schéma stochastique
Ce schéma est bien d’ordre 1 en temps, comme le montre l’évolution de l’erreur de convergence
forte < e∆tN > en fonction de ∆t , représentée figure 3.10. La figure souligne aussi la meilleure précision
générale du schéma par rapport au schéma d’Euler [78] en présence d’un bruit non nul. Enfin, le
schéma d’Euler est systématiquement divergent pour ∆t > 10−4, tandis que le schéma développé ne
l’est qu’au dessus de ∆t = 10−2. Cependant, même pour ce schéma, l’erreur moyenne pour un pas de
temps fixé reste plus importante dans le cas stochastique (²> 0) que dans le cas déterministe (²= 0).
En particulier, pour garantir la même précision que le schéma déterministe pour le pas de temps
adopté (∆t = 0.05), il est nécessaire de choisir ∆t = 10−3. Toutes les simulations tenant compte du
bruit seront donc réalisées avec le pas de temps ∆t = 10−3, et le même pas d’espace que le schéma
déterministe (∆x = 0.5).
Comme nous le montrons figure 3.11, ce schéma vérifie ensuite numériquement une propriété de
stabilité comparable à la la propriété de Lyapunov du schéma déterministe, permettant de s’assurer
que les solutions numériques convergent vers les états stationnaires réels.
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FIGURE 3.10 – Ordre de convergence forte en temps pour le schéma stochastique développé (marques
vides), et le schéma d’Euler stochastique (marques pleines), issu de l’étude de l’erreur de convergence
< ²∆tN >, pour ² = 0 (cercles), ² = 0.1 (carrés) et ² = 0.5 (triangles). Calculs effectués avec ∆x = 0.5, à
t = 100 et pour la même condition initiale homogène telle que φ¯= 0. Solution de référence : ∆t = 10−5.
Le schéma développé est d’ordre 1, et plus précis et plus stable que le schéma d’Euler.
Si la fonctionnelleL ², toujours définie selon la formule 3.1.5 comme dans le cas déterministe
mais pour une solution stochastique (² 6= 0), n’est plus strictement décroissante, la moyenne des
fonctionnelles <L ² > l’est, à condition d’effectuer un nombre important de tirs (250 tirs pour la figure
3.11(a)), de manière à gommer l’impact des fluctuations sur la monotonie. Il apparaît de plus que
les courbes associées à la fonctionnelle de Lyapunov de chaque configuration demeurent proches de
la courbe moyennée, ce qui rend pertinente l’utilisation de cette moyenne pour décrire le système
bruité, au sens où l’information portée par la moyenne est proche de celle de la solution issue d’une
condition initiale donnée. Cette proximité à la moyenne est liée d’une part à la convergence du système
stochastique vers le système déterministe lorsque l’amplitude du bruit tend vers 0, et d’autre part à la
convergence forte des solutions stochastiques numériques. La proximité du comportement de <L ² >
en présence de bruit avec celui deL dans le cas déterministe, nous permet d’utiliser le comportement
asymptotique de<L ² > comme critère de temps longs associé à un état quasi stationnaire, de manière
analogue au cas déterministe. Il convient de faire une remarque quant à la présence d’un pallier pour
<L ² > dans le cas ² = 0 entre t = 100 et t = 200 environ. Celui-ci correspond à l’atteinte de l’état
quasi-stationnaire propre à l’attracteur global contenant tous les états d’équilibre du système pour
t ' 100, puis au passage brutal d’un état d’équilibre à un autre par disparition d’un domaine spatial à
t ' 200.
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FIGURE 3.11 – À gauche : fonctionnelles de Lyapunov stochastiques L ²(φnN ) associées à différentes
solutions et moyenne < L ²(φnN ) > sur Ntir = 250 tirs (—), pour ² = 1. À droite : fonctionnelles de
Lyapunov stochastiques moyennes normalisées < L ²(φnN ) > /max
{| <L ²(φnN )> |}, pour ² = 0 (—),
²= 0.1 (—) et ²= 0.5 (—). Simulations réalisées avec ∆x = 0.5 et ∆t = 0.001, dans le cas 2 : (λ,R,W )=
(0.2,3,0.2). φ¯= 0 dans les deux cas.
Impact du bruit sur les solutions
En plus d’affecter la cinétique de la microstructure, le bruit impacte la nature des états station-
naires, comme le suggère la solution numérique
(
φnk
)
représentée figure 3.12 (cas 2 ). En effet, la
microstructure se traduit qualitativement au niveau de la solution
(
φnk
)
, par l’existence de motifs pour
les domaines de prédominance d’une espèce par rapport à l’autre. Dans le cas d’étude 2 , en l’absence
de bruit (figure 3.12(a)), ces domaines sont des « nodules », c’est-à-dire des disques (ou plutôt des
sphères) de rayon variable, aux contours nets. La microstructure est clairement identifiable. Quand
l’intensité du bruit augmente, les contours deviennent plus flous, jusqu’à ce que la microstructure soit
fortement dégradée comme c’est le cas pour ²= 0.5 (figure 3.12(c)).
La coupe transversale des solutions dans les cas ² = 0 (figure 3.12(a)) et ² = 0.5 (figure 3.12(b)),
présentée figure 3.13, montre que le floutage de la microstructure coïncide avec une diminution de
la valeur du paramètre d’ordre au cœur des domaines, et une augmentation de l’épaisseur moyenne
des parois d’interphase [62]. Ceci s’explique par le phénomène de diffusion volumique qui tend à
homogénéiser le système. Ces deux observations restent valables hors irradiation (cas 1 ).
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FIGURE 3.12 – Solutions
(
φnk
)
pour des intensités du bruit croissantes. De gauche à droite : ²= 0, ²= 0.2
et ² = 0.5. Simulations réalisées avec ∆x = 0.5 et ∆t = 0.001 pour un temps final t = 1000. Solutions
issues de la même condition initiale homogène telle que φ¯= 0.
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FIGURE 3.13 – Diminution de l’amplitude des solutions due au bruit : coupe des solutions
(
φnk
)
(associées
à la figure 3.12) pour ²= 0 (—) et ²= 0.5 (—). Simulations réalisées avec ∆x = 0.5 et ∆t = 0.001 pour un
temps final t = 1000, pour la même condition initiale homogène telle que φ¯= 0.
Effet du bruit sur le facteur de structure et la taille des domaines
Le facteur de structure constitue l’information principale dont nous disposons pour décrire quan-
titativement la microstructure à un instant donné. Son étude en présence de bruit confirme les
observations précédentes. La figure 3.14 présente la loi universelle vérifiée par le facteur de structure
en temps long dans le cas 2 pour ²= 0.5.
Il apparaît cependant que si l’existence d’une loi d’échelle n’est pas remise en cause par le bruit, la
nature de la loi est elle sensiblement différente selon l’intensité du bruit, comme la forme de la courbe
varie avec ² figure 3.15. Plus le bruit est intense, plus la courbe est écrasée : le facteur de structure
est de moins en moins piqué, et son maximum est de moins en moins élevé. Un tel effet du bruit
s’interprète par la multiplication des échelles spatiales présentes dans le système, et la disparition
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FIGURE 3.14 – Loi universelle vérifiée par le facteur de structure (k²m)
2(t )S(|k |, t )/‖S(., t )‖1 = F (|k |/k²m)
pour ² = 0.5, à deux temps différents sous irradiation (cas 2). Simulations réalisées avec ∆x = 0.5 et
∆t = 0.001. Résultats moyennés sur 50 tirs (conditions initiales homogènes telle que φ¯= 0).
de la microstructure, en accord avec les observations de la figure 3.12. Cet effet est particulièrement
marqué sous irradiation (figure 3.15(b)), moins hors irradiation (figure 3.15(a)).
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FIGURE 3.15 – Lois universelles vérifiées par le facteur de structure (k²m)
2(t )S(|k |, t )/‖S(., t )‖1 = F (|k |/k²m)
pour ²= 0 (—), ²= 0.1 (—), ²= 0.5 (—) et ²= 1 (—). À gauche : cas 1 (λ,R,W )= (0,0,0), à droite : cas 2
(λ,R,W )= (0.2,3,0.2). Simulations réalisées avec ∆x = 0.5 et ∆t = 0.001. Moyenne sur 50 tirs (conditions
initiales homogènes telles que φ¯= 0).
Hors irradiation, le grossissement des domaines jusqu’à l’échelle macroscopique se traduit par
limt→∞km(t)≡ k∞ = 0, et ce indépendamment du bruit. En revanche, dans le cas 2 , la séparation
du système est bloquée dans un état d’échelle spatiale caractéristique k∞ 6= 0. Nous avons donc
tracé figure 3.16 les valeurs limites k∞(²) en fonction de ², dans le cas 2 . Si k∞(²) varie peu avec ²
pour ² ≤ 0.2, ce paramètre connaît une très forte croissance lorsque ² est modulé de 0.2 à 1, puis
s’approche lentement d’une valeur asymptotique de l’ordre de 50 % supérieure à la valeur obtenue
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pour ²= 0. Ainsi, pour de fortes valeurs de ² associées en particulier à des températures élevées ou
à une irradiation intense à basse température, la taille moyenne des domaines de prédominance
des espèces est fortement dépendante de l’amplitude des fluctuations. Plus les fluctuations sont
importantes, plus les précipités sont petits en moyenne. Ceci s’interprète par l’idée que les précipités
sont désagrégés en de multiples agrégats, en accord avec l’observation de la figure 3.12.
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FIGURE 3.16 – Évolution de k²∞ pour ² variant de 0 à 1.5, sous irradiation. Simulations réalisées avec
∆x = 0.5 et ∆t = 0.001 pour un temps final t = 5000. Moyenne sur 50 tirs. La condition initiale aléatoire
est homogène telle que φ¯= 0.
3.2.3 Étude du vieillissement
Hors irradiation, lors du processus de démixtion, le système n’atteint jamais un état d’équilibre,
contrairement au système irradié qui se fige dans un état stationnaire. Cette différence s’interprète
en terme de vieillissement. Lors de la décomposition spinodale de l’alliage AB, il existe deux temps
caractéristiques, l’un associé à la mise à l’équilibre des atomes composant les agrégats de A dans la
matrice de B par exemple, et l’autre au grossissement de ces agrégats. Hors irradiation, le premier temps
caractéristique contrôlé par la mobilité est de l’ordre de 10−6 secondes pour le système AgCu. Une fois
ce temps atteint, les atomes A sont à l’équilibre dans leur agrégat, mais les parois d’interphase entre
domaines continuent de se déplacer, tandis que le système évolue très lentement vers la séparation
totale. C’est ce que nous avons déjà évoqué sous le nom de grossissement. Il est donc nécessaire pour
étudier l’évolution d’un tel système de considérer non seulement le temps écoulé depuis le début de
l’évolution du matériau (par exemple la trempe de l’alliage sous forme de solution solide) noté t , mais
aussi de garder en mémoire le temps intermédiaire tw , entre la trempe et le début de l’observation
du matériau, c’est-à-dire « l’âge » du matériau. Pour quantifier ce vieillissement, nous définissons la
fonction de corrélation à deux temps :
G(t , tw )=<φ(x , t )φ(x , tw )>−<φ(x , t )><φ(x , tw )>, (3.2.7)
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calculée à l’équilibre, c’est-à-dire sans perturbation extérieure se couplant avec φ. Cette fonction
permet de mesurer la dépendance de l’état du système vis à vis des conditions initiales. En soumettant
le système à une perturbation engendrée par un champ extérieur h(x , t), à partir du temps tw (soit
h = 0 pour t < tw ), il est possible de définir la susceptibilité χ(t , tw ), et la fonction réponse R(t , tw ) du
système par :
χ(t , tw )= δ<φh(x , t )>
δh(x , tw )
& R(t , tw )=
∫ t
tw
χ(t , s)ds, t ≥ tw , (3.2.8)
où φh désigne la valeur de φ obtenue en présence de la perturbation extérieure h. L’introduction de ce
couplage se traduit par l’ajout du terme −
∫
Ω
h(x , t)φh(x , t)dx dans l’expression de l’énergie libre F .
Pour respecter la causalité, χ(t , tw )= 0 pour t < tw . En définissant le temps τ de mise à l’équilibre des
atomes dans les agrégats, et teq le temps de mise à l’équilibre du système (teq =∞ pour la démixtion), il
est évident que τ¿ tw < t ¿ teq. Pour un système à l’équilibre,χ(t , tw )=χ(t−tw ,0)≡χ(t−tw ) comme
celui-ci n’évolue plus. De la même manière, G(x , t , tw )=G(x , t − tw ) et donc G(t , tw )=G(t − tw ). La
rupture de cette invariance par translation temporelle fournit une première preuve du vieillissement.
La figure 3.17(a) montre à ce titre que les courbes de G(t , tw )= f (t − tw ) pour différents âges tw ne
se superposent pas : le système hors irradiation (cas 1 ) vieillit. Les courbes présentent néanmoins
des formes proches, et la seule différence qui les distingue est le temps nécessaire pour s’écarter du
comportement d’équilibre. Il est donc naturel de scinder G(t , tw ) en une partie stationnaire associée
aux fluctuations intra-domaines, et une partie de vieillissement liée à la croissance des domaines :
G(t , tw )=Gstat(t − tw )+Gvieil(t , tw )=Gstat(t − tw )+Gvieil
(
f (tw )
f (t )
)
, (3.2.9)
pour t , tw À τ. Gvieil(t , tw ) suit vérifie loi d’échelle de la forme Gvieil(t , tw )= F ( f (tw )/ f (t )), où la fonc-
tion f est en général inconnue, mais liée à km dans notre cas. Le vieillissement résulte du mouvement
des parois d’interphase, par opposition aux fluctuations d’équilibre au cœur des domaines, qui elles
n’entraînent pas de mouvement d’ensemble de matière, et n’impactent pas la microstructure. Le
théorème de fluctuation-dissipation (FDT) permet de relier près de l’équilibre la susceptibilité à la
fonction de corrélation temporelle G(t , tw ) de la manière suivante :
χ(t , tw )=− 1
kB T
dG(t , tw )
d(t , tw )
pour t ≥ tw , 0 sinon. (3.2.10)
Il est cependant plus aisé de travailler avec la fonction réponse qu’avec la susceptibilité, ce qui nous
incite à réécrire le théorème de fluctuation-dissipation sous forme intégrée :
R(t , tw )= 1
kB T
[G(t , t )−G(t , tw )] . (3.2.11)
Tout écart à cette relation traduit le fait que le système a besoin de temps pour perdre la mémoire de
sa configuration à l’instant tw . Ainsi, deux mesures faites sur la même durée t − tw , mais pour des tw
différents, fournissent des résultats différents.
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FIGURE 3.17 – À gauche : fonction de corrélation à deux temps G(t , tw ) pour différents âges tw hors
irradiation. — : tw = 500, — : tw = 800, — : tw = 1200, — : tw = 2000, et — : tw = 3000. En encart : loi
d’échelle pour G(t , t)−G(t , tw )= f (t/tw ). À droite : fonction réponse R(t , tw ) en fonction de G(t , t)−
G(t , tw ) hors irradiation (cas 1, —) et sous irradiation soutenue (cas 2, —). Sous irradiation, le théorème
de fluctuation-dissipation est rétabli et R(t , tw )= 2/²[G(t , t )−G(t , tw )], avec ²= 0.2 (- - -). Simulations
réalisées avec ∆x = 0.5 et ∆t = 0.001, h0 = 10−2, des conditions initiales aléatoires homogènes telles que
φ¯= 0, et un temps final t = 5000. Moyenne sur 20 tirs.
En introduisant un champ h qui se couple à φ, il est alors possible de calculer la susceptibilité du
système δ<φh (x ,t )>δh(x ,tw ) pour h faible. Il convient de noter que <φh(x , t )> correspond à la moyenne de φh
modifié par la perturbation h(x , t ). En supposant que le temps d’observation reste faible par rapport à
tw , il est possible d’exprimer R(t , tw ) à partir de la variable centrée Ah =φh−<φh > [82] :
R(t , tw )' 1|Ω|
∫
Ω
h(x)Ah(x , t )dx . (3.2.12)
En effet, en partant de la définition 3.2.8 de R(t , tw ), nous avons :
R(t + tw , tw )=
∫ t+tw
tw
< δAh(s+ tw , tw )>
δh(s)
h(s)ds
=
∫ t+tw
tw
< δ[Ah(s+ tw , tw )h(s)]
δh(s)
> ds−
∫ t+tw
tw
< δAh(s+ tw , tw )> ds.
(3.2.13)
Le second terme s’annule, comme < Ah(t )>= 0, ce qui donne :
R(t + tw , tw )=
∫ h(t+tw )
h(tw )
< Ah(s+ tw , tw )h(s)> dh =< Ah(t + tw , tw )h(tw )> . (3.2.14)
Pour h(tw ) indépendant du temps, et aléatoirement distribué en espace, de moyenne nulle et de
variance h20, nous obtenons bien :
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R(t , tw )' 1
h20|Ω|
∫
Ω
h(x)φh(x , t + tw )dx . (3.2.15)
Dans la suite de notre travail, h(x) est définie comme une variable aléatoire gaussienne en espace, telle
que h20 = 10−2 (et < h >= 0). La violation du théorème de fluctuation-dissipation 3.2.10 associée à cet
écart au comportement d’équilibre hors irradiation (cas 1 ), est mise en évidence par la figure 3.17(b)
représentant l’évolution de R(t , tw ) en fonction de G(t , t )−G(t , tw ). Pour des valeurs de G(t , tw )¿ 1,
le théorème est vérifié, car le système n’a pas amorcé son vieillissement (t − tw ¿ tw ), et le régime
est encore celui d’équilibre comme le prouve la susceptibilité proportionnelle à G(t , tw ), de pente
2/²= 1/(kB T ), ²= 0.2. En revanche, pour des temps grands (t−tw À tw ), la relation de proportionnalité
est rompue, et le théorème n’est plus vérifié. Dans le cas du système irradié (cas 2 ), la relation de
proportionnalité n’est jamais brisée et le théorème de fluctuation-dissipation s’applique, ce qui montre
que le régime stationnaire est un état d’équilibre. En effet, comme k∞ n’évolue plus, Gvieil s’annule,
et donc G =Gstat qui est à l’équilibre pour les temps longs, assurant la restauration du théorème de
fluctuation-dissipation.
3.3 L’approche autocohérente
Nous nous intéressons à la microstructure du système en temps long. Ceci nous invite à mener, en
parallèle de l’approche en champ de phase numérique, une approche analytique mettant à profit ce
cadre asymptotique pour effectuer certaines approximations. L’intérêt d’une approche analytique est
d’une part de valider l’approche numérique, et d’autre part de permettre, dans le cadre d’application
limité par ses hypothèses, d’obtenir sans effort des informations sur la microstructure. Les calculs sont
détaillés en annexe B.
3.3.1 Calcul du facteur de structure
La non linéarité de l’équation rend difficile la recherche de solutions analytiques. En se basant sur
l’approche des fonctions de corrélation développée par Bray [83], et utilisée par Glotzer pour étudier
l’évolution des polymères [84], il est possible, à partir de l’équation non linéaire, d’établir une équation
différentielle linéaire portant sur le facteur de structure. Dans cette étude, nous négligeons l’impact
des fluctuations.
Principe et hypothèses de l’approche
La fonction de corrélation s’écrit G(x ,x ′, t)≡<φ(x , t)φ(x ′, t)>−<φ(x , t)>2, où < · > désigne la
moyenne sur l’ensemble des configurations initiales φ(x ,0), et où <φ(x , t )>≡ φ¯ est la valeur moyenne
du paramètre d’ordre, associée à une concentration moyenne c¯, conservée au cours du temps par la
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condition de flux nul aux bords à la valeur suivante : φ¯= (c¯−cc )/α. En utilisant un critère d’ergodicité
entre la moyenne statistique et la moyenne spatiale :
<φ(x , t )φ(x ′, t )>' 1|Ω|
∫
Ω
φ(x , t )φ(x ′, t )dx ′, (3.3.1)
il est possible de supposer l’invariance par translation de G(x ,x ′, t ), c’est-à-dire que G(x ,x ′, t )=G(x −
x ′, t)=G(u, t). Dans le chapitre 4, nous verrons qu’il est possible de négliger les différentes sources
d’anisotropie du problème : l’anisotropie de κ pour les interfaces, l’anisotropie des effets mécaniques,
et enfin l’anisotropie de la diffusion associée à la mobilité. La fonction de covariance G(u, t ) ne dépend
donc que du module |u| de u : G(u, t)=G(|u|, t). Le terme <φ2(x , t)>=G(x ,x , t)+ φ¯2 devient alors
clairement indépendant de l’espace : <φ2(x , t )>=G(0, t )+ φ¯2. Or, G(0, t ) s’interprète aussi comme la
norme du facteur de structure. En effet, en utilisant la définition 2.1.24, G(u, t ) est aussi la transformée
de Fourier inverse du facteur de structure soit :
G(u, t )≡ 1
(2pi)d
∫
Rd
S(k , t )e−ik ·udk⇒G(0, t )= 1
(2pi)d
∫
Rd
S(k , t )dk . (3.3.2)
En utilisant l’hypothèse selon laquelle pour des temps suffisamment longs, φ(x , t)2 évolue très peu
autour de < φ2(x , t) > 2, il est possible de réaliser l’approximation constante suivante : φ2(x , t) '<
φ2(x , t )>=G(0, t )+ φ¯2 qui se traduit dans l’équation du problème par :
φ
2(x , t )'<φ2(x , t )>=G(0, t )+ φ¯2
φ3(x , t )=φ2(x , t )φ(x , t )'<φ2(x , t )>φ(x , t )= (G(0, t )+ φ¯2)φ(x , t ).
(3.3.3)
La valeur de <φ2(x , t )> est alors imposée par l’intégrale 3.3.2 de S(k , t ). Ce processus autocohérent
fixe la valeur <φ2(x , t )> au « meilleur paramètre de linéarisation » de l’équation qui se réécrit en effet
avec 3.3.3 sous forme de l’équation linéaire suivante :
∂φ
∂t
=∇2 ([3λ2+G(0, t )−1+ φ¯2]φ−∇2φ)+W (pR ∗φ−φ). (3.3.4)
Le terme indépendant de l’espace −3λG(0, t ), issu de l’approximation de −3λφ2, a disparu à cause du
laplacien. Cette équation linéarisée ne peut être résolue en l’état, car la quantité G(0, t ) est inconnue.
En revanche, elle permet d’obtenir une équation sur le facteur de structure S(k , t )≡< φˆ(k , t )φˆ∗(k , t )>,
en passant l’équation 3.3.4 dans le domaine de Fourier :

∂t S(k , t )=
(
−2k2[k2+3λ2−1+G(0, t )+ φ¯2]− 2W R
2k2
1+R2k2
)
S(k , t )
G(0, t )= 1
(2pi)d
∫
k∈Rd
S(k , t )dk
S(k,0) connu.
(3.3.5)
2. Cette hypothèse utilise implicitement les propriétés de symétrie spatiale existant entre paires d’états finaux.
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Nous avons utilisé la forme de Cauchy 2.2.5 (approchée en dimensions 2 et 3) de pˆR . Dans cette
équation, comme dans tout le chapitre 3, nous utilisons la valeur réduite de R : R ≡pαd R (αd = 1 en
dimension 1, et 3/2 en dimensions 2 et 3). En mettant à profit la symétrie sphérique de S(k , t )= S(k, t ),
où k = |k |, il est possible d’écrire formellement la fonction S(k, t ) :

S(k, t )= S(k,0)e−gW,R,λ,φ¯(k,t )
gW,R,λ,φ¯(k, t )= 2k4t +2k2
(∫ t
0
(G(0,u)− [1−3λ2− φ¯2])du
)
+ 2W R
2k2t
1+R2k2 .
(3.3.6)
Résolution de l’équation autocohérente
Les simulations effectuées dans le paragraphe 3.1.4 ont montré que S(k, t ) était très piquée autour
d’une valeur maximale km de k, ce qui nous suggère d’effectuer le développement de Taylor de
gW,R,λ,φ¯(k, t ) en fonction de k, autour de km :
gW,R,λ,φ¯(k, t )= 2t
4∑
j=0
b j
j !
(k−km) j . (3.3.7)
Pour déterminer l’ordre nécessaire dans le développement de Taylor, nous traçons gW,R,λ,φ¯(k/km , t )
figure 3.18, ainsi que son développement de Taylor autour de 1, tronqué successivement à l’ordre 2,
3 et 4. Les expressions analytiques de gW,R,λ,φ¯ et de son développement de Taylor sont fournies en
annexe B.1.26. L’erreur relative entre la courbe exacte et le développement de Taylor à l’ordre 4 est
inférieure à 4% sur une plage raisonnable de k.
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FIGURE 3.18 – À gauche : développements de Taylor de g (—), en fonction de k/km autour de 1 : ordre 2
(· · ·), ordre 3 (· · ·) et ordre 4 (- - -). Les courbes sont tracées pour R = 1, W = 0.5 et t = 0.5. À droite : erreur
relative du développement limité d’ordre 4.
Nous utilisons donc l’ordre 4, ce qui impose la forme suivante de S(k, t ) :
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S(k, t )= S(k,0)exp(−2t [b0+b2(k−km)2+b3(k−km)3+b4(k−km)4]) . (3.3.8)
En explicitant les coefficients b0, b2, b3 et b4 (annexe B.1.26), le facteur de structure normalisé s(k, t )≡
S(k,t )
‖S(k ,t )‖1 admet l’expression suivante :
kdm s(k, t )=
[
S(k,0)
S(km ,0)
]
Γ(d/2)
pi(d+1)/2
√
2tk4m
(
1− W R
4
(1+θ)3
)
×exp
[
−2tk4m
{
1+W R4 10θ−5θ
2−1
(1+θ)5
}([
k
km
]2
−1
)2]
×exp
[
−2tk4mW R4
(
8θ(3θ−5)
(1+θ)5
)(
k
km
−1
)3]
×exp
[
−2tk4mW R4
(
16θ(θ−3)
(1+θ)5
)(
k
km
−1
)2]
,
(3.3.9)
où nous avons noté θ = k2mR2 et où, pour une condition initiale homogène, S(k,0)= S(km ,0). De cette
manière, l’approche autocohérente fournit une expression analytique du facteur de structure, permet-
tant de reconstruire la distribution moyenne des tailles des domaines autour de km , à n’importe quel
temps t suffisamment long. Nous montrons par ailleurs en annexe (voir B.2), qu’un développement
limité au plus bas ordre autour de k/km = 1, appliqué au terme en puissance dans 3.3.9, fournit une
approximation satisfaisante de kdm s(k, t ) en temps long. Si l’asymétrie du potentiel est prise en compte
dans l’équation autocohérente 3.3.5 comme l’atteste la présence de λ, elle est ici complètement ab-
sente du facteur de structure. Il en va de même pour φ¯. Ensuite, cette écriture montre clairement que
la fonction kdm s(k, t ) est une fonction de k/km , et vérifie une loi d’échelle :
kdm s(k, t )= F (k/km ,θ). (3.3.10)
Afin de valider une telle approche, nous avons tracé l’évolution de kdm s(k, t ) pour différentes valeurs
de θ figure 3.19. Les facteurs de structure obtenus pour différents temps et θ à partir des simulations
numériques se superposent, en accord avec la formule 3.3.10. Cette remarque justifie la validité de
notre approche analytique.
Le pseudo-diagramme de phase
L’approximation autocohérente vérifiée par les simulations numériques dans le paragraphe pré-
cédent permet de calculer S(k, t ), mais se révèle incapable de remonter à φ(x , t ). Une telle approche
ne peut donc pas rendre compte des limites de solubilité dans les précipités hors et sous irradiation,
car cette information est portée par φ. Cependant, S(k, t) décrit les échelles spatiales du problème,
et permet donc de définir la microstructure induite par l’irradiation. En effet, une solution solide
d’argent et de cuivre se caractérise par un facteur de structure proche d’un Dirac en k À 1. L’exis-
tence de précipités de taille définie génère en revanche un facteur de structure centré autour d’une
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FIGURE 3.19 – Comparaison de k2m(t )s(|k |, t )= F (k/km), calculé à partir de nos simulations numériques
et comparé à l’approche analytique (—), à différents temps finaux t > 100 et différents W tels que
tW R4 = 1000 : (R,W, t)= (2.5,0.2,128) ( ◦), (R,W, t)= (2,0.3,208) () et (R,W, t)= (1.5,0.5,395) (4).
Calculs effectués avec ∆x = 0.5, ∆t = 0.05 sur 50 tirs (conditions initiales homogènes telles que φ¯= 0).
valeur km non nulle. La distinction entre un phénomène de démixtion ou de création de nodules
de taille finie s’opère dans l’approche autocohérente, en étudiant l’évolution de km en fonction du
temps. Lorsque km(t ) tend vers 0, le système subit une démixtion associée à la séparation des espèces
en deux phases d’extension macroscopique. Lorsqu’au contraire, km devient indépendant de t aux
temps longs, nous obtenons des nodules d’extension finie. Nous nous sommes fondés sur cette idée
pour établir un pseudo-diagramme de phase, reliant les paramètres d’irradiation réduits W et R, aux
trois comportements possibles du système. L’existence d’une limite en temps long impose la relation
suivante :
e−2tb0 = k
1−d
m
S(km ,0)
Γ(d/2)2d−1pi
d−1
2
√
2tb2PW,R (km), (3.3.11)
où PW,R (km) désigne l’approximation de S(t ) à o
(1
t
)
près (voir l’annexe B.1.26) :

b0 =−k4m +
W R4k4m
(1+k2mR2)2
PW,R (km)= 1−3λ2− φ¯2−2k2m −
W R2
(1+k2mR2)2
.
(3.3.12)
Tout d’abord, l’existence d’une solution km à l’équation 3.3.11 impose d’une part à PW,R d’être toujours
positif, comme le terme de gauche est une exponentielle, et d’autre part à b0 d’être nul en temps
long. En effet, lorsque la limite de b0 est non nulle, en vertu de 3.3.12, la limite k∞ de km est elle aussi
différente de 0, et une simple étude d’équivalents montre qu’il est impossible d’obtenir une croissance
ou une décroissance exponentielle dans le terme de droite de 3.3.11, comme c’est le cas dans le terme
de gauche, lorsque k∞ > 0. Ces deux conditions s’écrivent alors en fonction de k∞ ≥ 0 :
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
−k4∞
(
W R4
(1+k2∞R2)2
−1
)
= 0
1−3λ2− φ¯2−2k2∞−
W R2
(1+k2∞R2)2
≥ 0.
(3.3.13)
Lorsque ces deux conditions sont vérifiées, il existe une échelle spatiale k∞ en temps long. Deux cas
de figure se présentent alors. Soit k∞ > 0, soit k∞ = 0.
¬ Le cas k∞ > 0 traduit l’existence d’une taille caractéristique finie des domaines, associée à la
création de nodules. La nullité de b0 dans 3.3.13 se réécrit alors W R4 = (1+k2∞R2)2 ≥ 1, soit
W ≥ 1/R4. De plus, comme dans ce cas W R4 = (1+k2∞R2)2, la seconde condition de 3.3.13 se
réécrit W ≤ ([1+ (1−3λ2− φ¯2)R2]/[2R2])2. Il y a donc finalement création de nodules, pour les
valeurs de W et R vérifiant :
1
R4
≤W ≤
(
1+ (1−3λ2− φ¯2)R2
2R2
)2
. (3.3.14)
Ces deux inégalités ne peuvent être vérifiées simultanément que pour des valeurs de R su-
périeures à une valeur critique Rc , correspondant à l’intersection des courbes W = 1/R4, et
W = ([1+ (1−3λ2− φ¯2)R2]/[2R2])2. Ceci fait apparaître le point critique (Wc ,Rc ) de cette phase,
avec Rc = 1/
√
1−3λ2− φ¯2, et Wc = 1/R4c .
­ Le cas k∞ = 0 correspond, lui, à des domaines dont la taille ne cesse de croître, associé au phéno-
mène de démixtion. Dans ce cas, la première condition de 3.3.13 est vérifiée de manière triviale.
La seconde condition se réécrit quant à elle simplement W ≤ (1−3λ2− φ¯2)/R2. Cependant,
lorsque R >Rc , nous venons de montrer qu’il y avait création de nodules, dès lors que W ≥ 1/R4.
La démixtion ne peut ainsi s’opérer dans ce cas, que pour W ≤ 1/R4. Or, pour R ≥ Rc , cette
condition est plus restrictive que le premier critère de démixtion W ≤ (1− 3λ2− φ¯2)/R2. De
manière simple, les valeurs de W et R associées à la démixtion vérifient ainsi :

W ≤ 1−3λ
2− φ¯2
R2
, R ≤Rc
W ≤ 1
R4
, R >Rc .
(3.3.15)
® Les valeurs de W et R qui ne satisfont ni 3.3.14, ni 3.3.15, sont simplement celles qui ne vérifient
pas le critère 3.3.13 d’existence de solution k∞ à l’équation autocohérente 3.3.12. Dans ce cas,
PW,R (km) est identiquement nul, et S(k, t ) est aussi réduit à zéro. Il se forme alors une solution
solide, au sein de laquelle il n’existe pas d’échelle spatiale définie pour la microstructure. Cela se
traduit par ailleurs numériquement par la nullité des solutions φ dans ce domaine, associée à
l’absence d’agrégats à l’échelle de la microstructure, en accord avec l’approche de Landau qui
exige un paramètre d’ordre nul dans la phase haute température.
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Nous présentons sur la figure 3.20 le diagramme de phase correspondant au système AgCu pour
λ = 0.25 3. Sur le même diagramme, nous avons fait apparaître les limites entre phases obtenues
numériquement (cercles rouges). Les simulations ont été effectuées avec les pas de temps et d’espace
définis dans le chapitre 3 en l’absence de bruit (∆t = 0.05 et ∆x = 0.5). Le diagramme obtenu par
la méthode autocohérente (courbe bleue), et le diagramme obtenu par les simulations numériques
(triangles rouges) sont quasiment confondus, ce qui permet de valider l’approche analytique.
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FIGURE 3.20 – Pseudo-diagramme de phase sous irradiation obtenu par une approche autocohérente (—)
et validé par les simulations numériques (◦), pour λ= 0.25 et φ¯= 0 (concentration critique). Simulations
numériques effectuées avec ∆t = 0.05, ∆x = 0.5, t f = 105, moyenne sur 50 tirs. (Wc = 0.66,Rc = 1.11) :
point limite de la phase de création de nodules. Zone bleue : démixtion, zone noire : création de nodules
et zone rouge : formation d’une solution solide. En encart, évolution de la transition ordre-désordre avec
λ.
Avant d’étudier chaque domaine en détail, il convient de faire plusieurs remarques quant aux
paramètres W , R et λ. Tout d’abord, l’étude confirme qu’il est possible d’obtenir par l’intermédiaire
du mélange balistique un état entièrement désordonné semblable à la phase haute température du
matériau. Si la portée moyenne R des déplacements conditionne le flux minimum Φ nécessaire à
l’obtention de la solution solide, il est virtuellement toujours possible d’atteindre cet état, ce qui
3. Ce choix n’est pas innocent : il correspond au cas AgCu à basse température
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suggère que c’est l’intensité des fluctuations à courte portée induites par les échanges balistiques,
traitées comme un terme de diffusion au sein du bruit total dans la chapitre 2, qui jouent un rôle majeur
dans la formation d’une solution solide. Au contraire, la phase de création de nodules ne peut exister
qu’au dessus d’une portée minimale des déplacements dans les cascades. Celui-ci semble donc être
dû à une rupture de croissance des domaines détruits par l’irradiation plutôt que comme une nouvelle
phase. Une telle rupture a déjà souvent été observée dans les systèmes hors équilibre [83, 84, 85]. Enfin,
comme nous le mettons en évidence en traçant le pseudo-diagramme de phase pour λ= 0, λ= 0.1
et λ= 0.25 en encart de la figure 3.20, le facteur d’asymétrie λ abaisse la limite de formation d’une
solution solide, et réduit en particulier la zone de formation de nodules. En revanche, λ n’intervient
pas dans la transition démixtion-création de nodules. Les mêmes remarques s’appliquent à φ¯.
Évolution de km(t ) et de k∞ avec W et R
L’approche autocohérente permet de relier k∞ aux paramètres λW et R. Dans le domaine de dé-
mixtion, k∞ = 0. Dans le cas de la création de nodules, le critère b0 = 0 (voir 3.3.13) fournit l’expression
suivante de l’échelle d’espace :
k2∞ =
p
W − 1
R2
. (3.3.16)
Un point notable est l’absence de λ dans cette l’expression, ce qui n’est guère surprenant compte
tenu de l’absence de ce paramètre d’asymétrie dans l’expression de gW,R,λ,φ¯(k, t). Nous vérifions
numériquement cette relation pour λ= 0, λ= 0.1 et λ= 0.25 figure 3.21. Il apparaît que quelle que
soit la valeur de λ, les valeurs numériques de k2∞ sont proches de la droite d’équation y = x comme
attendu par l’approche autocohérente. Le tableau 3.4 confirme cette observation en présentant les
ajustements linéaires des valeurs numériques de k2∞ sur la droite y = x, pour chaque valeur de λ testée.
λ A B ρ
λ= 0 −0.01±0.006 1.01±0.03 0.983
λ= 0.1 −0.05±0.01 1.33±0.09 0.985
λ= 0.25 0.04±0.01 0.96±0.07 0.95
TABLE 3.4 – Pentes A et ordonnées à l’origine B des ajustements de k2∞ par une fonction linéaires
y = Ax+B (associées à la figure 3.21), obtenus numériquement (φ¯= 0, avec∆t = 0.05,∆x = 0.5, un temps
final t = 10000 et moyennés sur 50 tirs). La loi k2∞ =
p
W −1/R2 obtenue par l’approche autocohérente
est valide.
La formule 3.3.16 est importante dans la mesure où elle permet d’établir un lien direct entre les
deux paramètres réduits d’irradiation, et la taille caractéristique des agrégats. En particulier, pour une
valeur de R fixée comme c’est le cas pour un type d’irradiation donné, il est possible de contrôler la
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FIGURE 3.21 – Échelle spatiale en temps long k2∞ dans le domaine de création de nodules. Comparaison
entre la loi obtenue dans l’approche autocohérente : k2∞ =
p
W −1/R2 (—), et les simulations numériques
pour λ= 0 (◦), λ= 0.1 () et λ= 0.25 (4). Simulations effectuées pour φ¯= 0, avec ∆t = 0.05, ∆x = 0.5,
un temps final t = 10000, moyenne sur 50 tirs.
taille des agrégats par l’intermédiaire de W . Le comportement du système pour une faible intensité
d’irradiation (W → 0) s’approche de la maturation d’Ostwald, au sens où il aboutit à la séparation
complète des espèces, phénomène associé à des domaines macroscopiques en temps long, déjà
évoqué lors de l’établissement du diagramme. L’approche autocohérente fournit aussi la cinétique de
grossissement en temps long. En effet, la relation 3.3.11 appliquée au domaine de démixtion fournit la
relation suivante :
exp
[
2tk4m
]∼ Apt , (3.3.17)
qui, par passage au logarithme, permet d’obtenir l’équivalent recherchée pour km(t ) :
km(t )∼
(
ln(t )
4t
)1/4
∝ t−z , avec z = 1
4
. (3.3.18)
Une telle loi a déjà été observée par de nombreuses simulations numériques de décomposition spino-
dale. Nous la vérifions numériquement figure 3.22 pour λ= 0.25. La correspondance est quasiment
parfaite.
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FIGURE 3.22 – Cinétique de grossissement obtenue par l’approche autocohérente : km(t )∼ (ln(t )/(4t ))1/4
(—) et comparaison avec des simulations numériques (◦), pour λ= 0.25, hors irradiation. Simulations
numériques effectuées pour φ¯ = 0, avec ∆t = 0.05, ∆x = 0.5, pour t f = 5000, moyenne sur 50 tirs.
Corrélation entre les courbes numérique et analytique : ρ = 0.9986.
3.3.2 Limite de solubilité pour les précipités
La connaissance du facteur de structure ne permet pas de définir de manière univoque φ(x , t).
Il n’est donc a priori pas possible de déterminer les limites de solubilité du système en n’importe
quel point du pseudo-diagramme de phase par l’approche autocohérente. Celle-ci oriente cependant
l’étude numérique réalisée ci-dessous.
Étude numérique des limites de solubilité
Avant de se focaliser sur chaque domaine du pseudo-diagramme de phase, nous fournissons les
limites de solubilité générales, issues de simulations numériques. La figure 3.23 présente φα−λ et
φβ−λ pour une valeur fixée de R, choisie de manière à garantir la traversée du domaine de création
de nodules (R = 2 ici), W variant de 0 à 0.4, correspondant à une valeur suffisante pour former une
solution solide. Dans ce cas, les trois domaines (démixtion, création de nodules et formation d’une
solution solide) se différencient clairement. Dans la zone de démixtion (W < 0.063 pour R = 2), les
courbes de φα−λ et φβ−λ sont bien symétriques, tandis que la symétrie est brisée dans le domaine
de création de nodules. Nous revenons sur ce point dans le paragraphe consacré à ce domaine. Il est
intéressant de noter que les limites de solubilité sont continues, même à la transition de domaine.
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FIGURE 3.23 – Limites de solubilité φα et φβ en fonction de W , obtenues par simulations numériques
dans les trois domaines du pseudo-diagramme de phase, pour R = 2, λ = 0 et φ¯ = 0.2. Simulations
effectuées avec ∆t = 0.05, ∆x = 0.5, un temps final t = 10000.
Domaine de démixtion
Dans le domaine de démixtion, les déplacements atomiques induits par la contribution balistique
de l’irradiation sont trop petits pour geler la croissance des domaines. Il y a donc formation de
phases d’extension macroscopique en temps long. Cette observation nous suggère de réécrire le terme
balistique W (pˆR (k)−1) pour k → 0, et donc pour kR ¿ 1 :
W (pˆR (k)−1)'−|k |2W R2 =⇒ ∂tφ(x , t )'W R2∇2φ, (3.3.19)
où nous avons à nouveau utilisé le rayon réduit R ≡p3/2R . Nous pouvons alors reformuler l’équation
3.1.1 sous forme purement diffusive :
∂φ
∂t
=∇2 [(3λ2−1+W R2)φ−3λφ2+φ3−∇2φ] . (3.3.20)
En travaillant avec ψ=φ−λ, les états stationnaires de cette équation sont donnés par les solutions de
l’équation elliptique de Jacobi, déjà présentée dans le chapitre 2 :
∇2ψ+2α′2ψ−2ψ3−= 0, α′ =
√
1−W R2. (3.3.21)
Dans le domaine de démixtion, W < 1/R2 et α′ est donc toujours bien défini. En reprenant le raisonne-
ment développé dans le paragraphe 2.1.3 du chapitre 1, les solutions de 3.3.20 s’écrivent :
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φ(p)(x)=λ+
√
1−W R2
√
2p2
1+p2 sn
[
x√
1+p2l0
, p
]
, p ∈]0,1]. (3.3.22)
Enfin, nous verrons dans le chapitre 4, que le paramètre de forme p optimal dans cette étude est
très proche de 1. Par conséquent,
√
2p2
1+p2 sn
[
xp
1+p2l0
, p
]
évolue entre 1 et −1. Les limites de solubilité,
définies par le maximum et le minimum de φ, sont donc données par :
précipité : λ+
√
1−W R2 ≡φdemα
matrice : λ−
√
1−W R2 ≡φdemβ .
(3.3.23)
Cette relation est validée en traçant figure 3.24(a) la valeur maximale de φ(x , t) pour un temps suffi-
samment long, et deux valeurs de λ (λ= 0 et λ= 0.25), en faisant varier le couple (W,R) du domaine
de démixtion au domaine de création de nodules. Il apparaît clairement que l’amplitude des solutions
numériques suit exactement la loi attendue, sur l’intégralité du domaine de démixtion. En effet, l’évo-
lution de (φα−λ)2 = (φβ−λ)2 avec 1−W R2 suit bien une loi linéaire y = Ax+B , avec A = 0.99±0.01,
B = 0.03±0.01 (ρ = 0.9985).
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FIGURE 3.24 – Comparaison de (φα−λ)2 = f (1−W R2), dans le domaine de démixtion, calculée par
l’approche perturbative 3.3.23 (—), et obtenue par simulations numériques (λ= 0 : ◦, λ= 0.25 : 4) avec
φ¯= 0. À gauche : (W,R) près de limite démixtion-création de nodules. À droite : (W,R) près de limite
démixtion-solution solide. Simulations effectuées avec ∆t = 0.05, ∆x = 0.5, un temps final t = 10000 et
moyennées sur 50 tirs. L’ajustement des données numériques par une fonction affine y = Ax+B fournit
A = 0.99±0.01, B = 0.03±0.01 (ρ = 0.9985) à gauche, et A = 0.98±0.01, B = 0.03±0.01 (ρ = 0.9989) à
droite.
En parallèle, toujours pour λ= 0 et λ= 0.25, nous avons tracé φ(x , t ) pour d’autres couples (W,R)
choisis de manière à visualiser la transition entre domaine de démixtion et solution solide figure 3.24(b).
Dans ce cas A = 0.98±0.01, B = 0.03±0.01 (ρ = 0.9989). La transition démixtion → solution solide
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n’est pas de même nature selon que λ= 0 ou λ 6= 0. En effet, pour λ= 0, le paramètre d’ordre réduit
φ passe continûment du domaine de démixtion à la solution solide comme l’amplitude
p
1−W R2
n’est autre qu’une distance à la limite de phases. En revanche, pour λ 6= 0, la transition se produit à
W = (1−3λ2)/R2 soit
p
1−W R2 =p3λ 6= 0, pour une amplitude
p
1−W R2+λ= (1+p3)λ non nulle
de φ en accord avec une transition du premier ordre. Il convient de noter que φ¯ n’intervient pas dans
les limites de solubilité au sein du domaine de démixtion. De ce point de vue, l’équation d’évolution
du système est proche de la décomposition spinodale.
Domaine de création de nodules
Dans le domaine de création de nodules, l’approche diffusive appliquée au domaine de démixtion
n’est évidemment plus valide. En effet, l’hypothèse centrale de cette approche, à savoir k → 0, traduisait
l’idée selon laquelle les domaines ne cessaient de croître. Or, le domaine de création de nodules est
caractérisé par la croissance interrompue des domaines autour de la longueur caractéristique pi/k∞,
due à la présence de grands déplacements dans la cascade. Il n’est donc plus possible d’utiliser
l’expression 3.3.19 pour le terme balistique, ni de décrire le profil de concentration par une fonction
sinus de Jacobi.
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FIGURE 3.25 – Fonction φˆ(|k |, t →∞) (temps longs) dans le domaine de création de nodules : solution
numérique dans le domaine de Fourier, pour λ= 0, R = 2, W = 0.15 et φ¯= 0.2. Simulation effectuée pour
∆t = 0.05, ∆x = 0.5 et un temps final t = 10000. Les harmoniques 2k∞, 3k∞ et 4k∞ sont représentées.
De plus, si dans le domaine de création de nodules, le caractère piqué de la fonction s(k, t ) autour de
k∞ (voir 3.3.10) pouvait laisser supposer queφ se réduisait au seul mode k∞, soitφ(x)'λ+A cos(k∞x),
l’observation de φˆ(k , t ) en temps long contredit cette hypothèse. À titre d’exemple, nous présentons
φˆ(k , t →∞) figure 3.25, en fonction de |k |, pour λ = 0, R = 2, W = 0.15 et φ¯ = 0.2. Cette fonction se
caractérise bien par le mode k∞ ' 0.6, mais aussi par ses harmoniques proches. Ainsi, l’amplitude
de la première harmonique φˆ(2k∞) est de l’ordre de 30 % de l’amplitude associée à k∞, et ne peut
donc être négligée. Cette observation ne remet cependant pas en cause la validité de l’approche
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autocohérente appliquée au facteur de structure, comme le passage au carré dans l’expression 3.3.2 de
S(k) « écrase » les harmoniques de k∞. Par exemple, S(k = 2k∞)' 0.1×S(k∞) et peut être considérée
comme négligeable. En revanche, elle prouve que φ(x , t ) est plus complexe qu’une fonction cosinus.
Il ne nous a ainsi pas été possible d’obtenir une formule analytique satisfaisante pour les limites de
solubilité dans le domaine de création de nodules.
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FIGURE 3.26 – Limites de solubilitéφα−λ etφβ−λ, pour différentes valeurs de λ et φ¯ dans le domaine de
création de nodules (R = 2), obtenues par simulations numériques. — : λ−φ¯= 0.25, — : λ−φ¯= 0 et — :
λ− φ¯=−0.25. Simulations effectuées avec ∆t = 0.05, ∆x = 0.5, un temps final t = 10000 et moyennées
sur 10 tirs.
En se reposant sur les simulations numériques, il est néanmoins possible de faire une observation
quant aux limites de solubilité dans ce domaine. Nous y avons remarqué en particulier une asymétrie
entre φα−λ et φβ−λ, figure 3.23, dès que λ ou φ¯ sont non nuls. Il s’avère que ces deux paramètres
jouent des rôles antisymétriques. Ceci suggère que le véritable paramètre présidant à l’asymétrie des
limites de solubilité est plutôt leur différence λ− φ¯. Cette hypothèse est confirmée par la figure 3.26
présentant les limites de solubilité pour différentes valeurs de λ et φ¯, telles que λ− φ¯= 0.25 (courbe
bleue), λ− φ¯ = −0.25 (courbe verte) et λ− φ¯ = 0 (courbe rouge), comme les courbes associées aux
mêmes valeurs de λ− φ¯ se superposent parfaitement. Ainsi, le signe de λ− φ¯ définit l’asymétrie des
limites. Lorsque λ− φ¯> 0, la partie plus courbée correspond à la limite de solubilité φα > 0 (courbe du
haut). Lorsque λ− φ¯< 0 c’est le contraire. Enfin, pour λ− φ¯= 0, les limites sont symétriques.
3.4 Étude de la microstructure
L’approche autocohérente décrite dans la partie précédente a fourni un pseudo-diagramme de
phase du système sous irradiation, permettant de prévoir la création ou non de nodules selon les
valeurs de R et W . Elle ne peut néanmoins pas se substituer à l’approche numérique, d’une part car
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le bruit n’est pas pris en compte dans l’approche, d’autre part car le facteur de structure ne fournit
qu’une information globale, recouvrant la donnée de la répartition de taille des agrégats et celle de
leur répartition spatiale, mais ne permettant pas d’extraire l’une ou l’autre de ces propriétés. Seule la
simulation sur une large échelle spatiale permet de décrire « en moyenne » la microstructure induite
par l’irradiation dans les différents régimes. Cela justifie l’approche en champ de phase numérique. Ce
paragraphe consiste à analyser les microstructures simulées, en vue d’une comparaison directe avec
l’expérience (image de microscopie électronique à transmission ou diffraction).
3.4.1 Étude de la distribution des tailles d’agrégats en l’absence de bruit
Afin de décrire les microstructures produites, nous avons réalisé de nombreuses simulations
numériques dans différents régimes, puis quantifié la microstructure. Celle-ci est ensuite analysée par
un logiciel de traitement d’image (IMAGEJ), qui évalue les tailles et répartitions des agrégats. En raison
de la taille limitée de la boite de simulation, le nombre d’agrégats visibles sur une image est trop faible
pour établir une statistique satisfaisante. C’est pourquoi, en vertu du principe d’ergodicité reliant la
moyenne spatiale à la moyenne sur les configurations initiales indépendantes, l’analyse est répétée
sur un grand nombre d’images. Les simulations sont toujours réalisées avec ∆t = 0.05, ∆x = 0.5, sur
un domaine de dimension réduite L′ = 100. Pour les valeurs de W et R correspondant au domaine de
création de nodules, le temps final garantissant l’état stationnaire est t = 5000, et λ= 0.25. Une telle
valeur pour le coefficient d’asymétrie, en plus de correspondre à AgCu pour des températures basses,
est associée à des agrégats en forme de boule (ou ellipsoïdes), pour lesquelles il est facile de définir
une taille caractéristique d . Le nombre d’images utilisées pour chaque cas d’étude est 160.
Les distributions de tailles d’agrégat
En préliminaire, nous comparons l’allure générale de la distribution P (d) des tailles des agrégats à
un instant t , à la distribution de Lifshitz-Slyozov-Wagner, f LSW(u = d/< d >), pour le phénomène de
maturation d’Ostwald [86] :
f LSW(u)= 4
9
u2
(
3
3+u
) 7
3
(
1.5
1.5−u
) 11
3
exp
[
− 1.5
1.5−u
]
. (3.4.1)
Cette distribution n’est théoriquement valable que pour une faible concentration d’une des espèces.
Nous avons cependant observé numériquement que la loi de croissance était parfaitement vérifiée
hors irradiation lors de l’étape de grossissement. Nous avons comparé la formule 3.4.1 (courbe bleue) à
la distribution numérique (courbe rouge) obtenue hors irradiation et sous irradiation faible (domaine
de démixtion, (R,W )= (0.5,0.5)) figure 3.27(a), puis dans le domaine de création de nodules (R = 4.85,
W = 0.17) figure 3.27(b). Les distributions présentées sont bien monomodales. Dans le domaine de
démixtion, les simulations présentent un étalement plus large que celui de la distribution d’Ostwald. En
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revanche, comme nous l’avions déjà observé sur le facteur de structure, dans le domaine de création de
nodules, la forme de la distribution est beaucoup plus piquée que la distribution LSW : les agrégats ont
des tailles très proches de la taille moyenne, contrairement au cas hors irradiation où de nombreuses
tailles différentes de nodules sont observées. Dans ce cas, la distribution est asymétrique. Il n’existe
actuellement aucune justification de cette distribution.
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FIGURE 3.27 – Comparaison entre la distribution des tailles normalisées d’agrégats obtenues numéri-
quement (—) dans les domaines de démixtion (à gauche) et de création de nodules (à droite), avec la
distribution d’Ostwald (—). Simulations effectuées avec λ= 0.25, φ¯= 0, ∆t = 0.05, ∆x = 0.5, un temps
final t = 5000 pour le création de nodules et t = 20000 pour la démixtion. La distribution est calculée à
partir de l’étude de 160 images de microstructure associées chacunes à un tir statistique.
Une fois l’état stationnaire atteint pour un choix de paramètres correspondant au domaine de
création de nodules, nous avons constaté dans le paragraphe précédent que la microstructure variait
avec W et R . En particulier, la taille caractéristique < d > des nodules est une fonction de la distance à
la limite de solubilité sous irradiation. Nous avons ainsi choisi d’étudier 6 microstructures, associées à
6 couples (R,W ) éloignés les uns des autres dans le diagramme de phase (voir figure 3.29(a)) : certains
sont proches de la limite avec la zone de démixtion, d’autres de la limite de solution solide. Les 6
distributions obtenues sont présentées figure 3.28, dans l’ordre décroissant des valeurs de k∞ associées
au couple (R,W ). De manière générale, toutes les distributions sont monomodales. Leur maximum
se situe aux alentours de la valeur moyenne < d > de taille des domaines. Comme pi/k∞, cette taille
augmente d’une figure à l’autre, c’est-à-dire en parcourant le domaine de création de nodules de la
limite de solubilité à la limite de la zone de démixtion. De plus, la distribution tend à s’étaler.
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FIGURE 3.28 – Distribution P (d) des tailles d’agrégats d (histogrammes rouges) dans le domaine de créa-
tion de nodules pour différents couples (R,W ). Pour chaque distribution, un exemple de microstructure
est présenté. Simulations effectuées avec λ= 0.25, φ¯= 0, ∆t = 0.05, ∆x = 0.5, un temps final t = 5000, sur
un échantillon de 160 images de microstructure.
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Ces deux observations se traduisent au niveau de la microstructure par des agrégats (boules noires)
de plus en plus gros, mais aussi de tailles de plus en plus variées : la figure 3.28(f) présente par exemple
3 tailles distinctes de boules. Enfin, dans tous les cas, la distribution est dissymétrique par rapport à
son maximum, et ne ressemble pas à une gaussienne. Nous avons classiquement réalisé un ajustement
de chaque distribution par une loi log-normale figure 3.29(b). À l’exception des distributions (e) et (f)
pour lesquelles le manque de statistique dégrade la qualité de l’ajustement (ρ ∼ 0.89), la corrélation
est excellente et nous retrouvons la répartition empirique habituelle de distributions de tailles de
précipités ou de grains dans les matériaux. Nous résumons cette étude figure 3.29(a) et tableau 3.5.
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FIGURE 3.29 – À gauche : localisation dans le pseudo-diagramme de phase des 6 couples (R,W ) étudiés
au dessus (λ= 0.25, φ¯= 0), indexés par ordre croissant de taille de précipités. Le code couleur est défini
par les lignes de niveau W R2 =cst : des valeurs les plus éloignées de la solution solide (bleu) aux plus
proches (rouge). À droite : ajustements par des distributions log-normales des différentes distributions
de taille de précipités numériques.
microstructure (a) (b) (c) (d) (e) (f)
< d > 5.7 6.4 7.3 8.4 10.3 11.4
TABLE 3.5 – Diamètre moyen< d > des nodules de chaque microstructure étudiée, obtenu par ajustement
par une distribution log-normale. L’incertitude sur la moyenne est de 0.01. Dans l’ordre, les coefficients
de corrélation ρ sont : 0.986, 0.988, 0.984, 0.987, 0.880 et 0.885.
3.4.2 Lien entre la taille< d > des nodules et la distance entre voisins 2pi/k∞
Pour estimer la taille caractéristique des domaines dans cette étude, nous avons introduit le
maximum du facteur de structure k∞ = km(t →∞), et la longueur caractéristique pi/k∞. Dans ce para-
graphe, l’étude par traitement d’image des précipités nous a permis de « mesurer » directement la taille
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moyenne < d > des nodules, à partir de leur surface, par le schéma numérique. Si < d > est clairement
la meilleure estimation de la taille des domaines à notre disposition, l’approche autocohérente a fourni
de son côté une expression analytique de k∞. C’est pourquoi nous avons jusqu’ici fait le choix de
favoriser pi/k∞ pour estimer le diamètre des précipités. Néanmoins, pi/k∞ ne mesure pas le diamètre
des nodules, mais la demie-distance entre deux centres de nodules sphériques. En effet, elle résulte
d’un traitement symétrique des précipités et de la matrice, c’est-à-dire des nodules noirs et du fond
blanc comme l’illustre la figure 3.30, schématisant en dimension 1 deux situations distinctes, mais
associées à la même valeur de pi/k∞.
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FIGURE 3.30 – Schéma illustrant l’écart potentiel entre la taille< d > du nodule de gauche, et l’estimation
pi/k∞ de cette longueur lorsque λ < 0, en dimension 1. À gauche : λ = 0 et < d >= pi/k∞. À droite :
λ= 0.25 et pi/k∞ >< d >.
Pour des précipités sphériques, il est possible de relier < d > à la distance entre voisins 2pi/k∞,
en réintroduisant l’asymétrie du diagramme de phase, et la concentration relative des deux espèces.
La fraction volumique d’une espèce par rapport à l’autre s’écrit en fonction des limites de solubilité
cα,β : fV = cβ−c¯cβ−cα =
φβ−φ¯
φβ−φα . Elle est reliée en dimension 3, à la densité ρp =
1
4/3pi(pi/k∞)3
de précipités par
l’intermédiaire du volume moyen Vp = 4/3pi(< d > /2)3 d’un précipité sphérique : ρpVp = fV . In fine,
le diamètre moyen < d > des précipités est relié à k∞ par la relation suivante :
< d >= 2pi
k∞
(
φβ− φ¯
φβ−φα
)1/d
, (3.4.2)
où d est ici la dimension spatiale (à ne pas confondre avec la taille des nodules !). En dimension 1,< d >
varie autour de pi/k∞ en fonction de λ et φ¯ en suivant la logique de la figure 3.30. En dimensions 2 et 3,
la présence de la racine limite fortement cet écart dû à λ, et< d >= A×2pi/k∞, avec A = 0.55±0.025 en
dimension 2 comme le montre le tableau 3.6, et A = 0.65±0.025 en dimension 3. La figure 3.32 valide
cette observation en dimension 2. Notons que les deux points qui s’écartent de cette loi correspondent
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aux cas (e) et (f), pour lesquels la dispersion de taille de nodules et la statistique insuffisante dégradent
la qualité de l’ajustement par une loi log-normale (ρ < 0.9). L’écart entre les pentes A selon la dimension
(A = 0.5 en dimension 1, 0.55 en dimension 2 et 0.65 en dimension 3) est d’origine géométrique : il est
possible de disposer un plus grand nombre de disques de taille < d >, dont les centres sont espacés de
2pi/k∞, dans un carré de coté L, que de segments de même longueur < d > et de même espacement
des milieux, sur un intervalle de longueur L2.
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FIGURE 3.31 – ◦ : comparaison entre la taille moyenne des nodules < d > obtenue par analyse d’images
de microstructure dans les cas étudiés figure 3.29 (ordonnée), et la longueur caractéristique 2pi/k∞
associée à la distance entre centre de nodules voisins, obtenue par les mêmes simulations (abscisse). — :
relation 3.4.2 en dimension 2 (A = 0.55±0.025). Le calcul de cette pente, obtenue par la formule 3.4.2
donne pour les simulations une valeur proche de 0.55 (voir tableau 3.6).
microstructure (a) (b) (c) (d) (e) (f)[
(φβ− φ¯)/(φβ−φα)
]1/2
0.53 0.54 0.53 0.57 0.55 0.55
TABLE 3.6 – Coefficient de proportionnalité reliant la distance entre premiers voisins 2pi/k∞ au diamètre
moyen des nodules < d >. La relation 3.4.2 est vérifiée.
Dans le chapitre 5, les simulations de mesures GISAXS seront réalisées en dimension 3, et il sera
nécessaire d’appliquer le formule 3.4.2 avec d = 3, c’est-à-dire, < d >' 0.65×2pi/k∞.
3.4.3 Étude de la fonction de corrélation de paire des précipités
Afin de caractériser la microstructure, la distribution des tailles fournit une première information.
Il est aussi utile de déterminer la manière dont les nodules se placent les uns par rapport aux autres.
Pour décrire un tel agencement des précipités, nous avons calculé la fonction de distribution des
centres des précipités g (x). Dans notre étude, les nodules présentent une symétrie sphérique comme
nous avons négligé l’anisotropie liée notamment aux effets inélastiques. La fonction de distribution
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est donc une fonction radiale qui s’écrit :
g (r )= 1
(ρid)2
< 1|Ω|
∑
i 6= j
δ
(
r +Rnodi −R j nod
)
>, (3.4.3)
où Rnodi est la position du centre du i
e nodule, ρid la distribution aléatoire des centres des nodules
donnée par ρid = Nnod|Ω| , Nnod désignant le nombre total de nodules dans le volumeΩ. g (r ) décrit donc
le nombre de premiers voisins répartis sur des sphères concentriques. Lorsque r →∞, g (r )→ 1.
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FIGURE 3.32 – À gauche : distribution radiale normalisée g (r ) des nodules pour les couples (e) (—),
(c) (—), et (d) (—) de la figure 3.28, en fonction de r × (k∞/2pi), où 2pi/k∞ est la distance au premier
voisin. À droite : comparaison de la fonction g (r ) (—) obtenue par les simulations, avec la fonction
de Percus-Yevick (—) notée g PY(φ, 2pirk∞ ) où φ =
2(cβ−cc )
cβ−cα . Simulations effectuées avec λ = 0.25, φ¯ = 0,
∆t = 0.05, ∆x = 0.5, un temps final t = 5000, sur un échantillon de 160 images de microstructures.
Le calcul numérique de g (r ) est très sensible à la taille des boites de simulations. Pour limiter cet
effet de bord, nous avons utilisé la correction introduite par Bell [87]. Nous avons ainsi été en mesure
de calculer les distributions radiales normalisées de nodules, dans les différents cas de la figure 3.28,
en fonction de r ×(k∞/2pi) (voir figure 3.32(a)), où 2pi/k∞ est une bonne estimation de la distance d’un
nodule à la sphère de ses premiers voisins. La répartition des nodules n’est jamais aléatoire dans le
système, mais s’apparente plutôt à celle des particules dans un fluide. En effet, comme nous avons
négligé les interactions élastiques entre précipités, ce qui sera justifié pour le système AgCu dans le
chapitre suivant, la fonction g (r ) traduit l’empilement de sphères sans interaction dans un volume
Ω. De plus, les différentes courbes de la figure 3.32(a) se superposent. Ce caractère universel justifie
l’utilisation d’une fonction de type Perkus-Yevick, caractérisant la distribution des molécules dans un
liquide sans interactions, pour décrire la distribution de nodules dans le système (voir figure 3.32(b)).
La fonction de Perkus-Yevick sera utilisée dans le chapitre 5, pour établir le diagramme de diffraction
de AgCu.
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Nous voyons donc qu’il est possible de définir, à partir des simulations en champ de phase, la
distribution de la taille des précipités, ainsi que la fonction de distribution radiale. Ces informations
seront utilisées pour calculer un diagramme de diffraction aux petits angles. Pour réaliser de telles
expériences, il est nécessaire de déterminer les différents coefficients du modèle associés à l’alliage
AgCu. C’est l’objectif du chapitre suivant.
b c
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Étude du système Argent-Cuivre
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Dans le chapitre 2, nous avons réalisé un saut du niveau atomique au niveau mésoscopique. Les
échelles spatiale et temporelle y ont été déterminées lors de l’adimensionnement des équations, ce
qui a permis d’étudier le comportement générique d’un matériau 1. Pour appliquer ces résultats à un
système particulier, il est nécessaire de parcourir le chemin en sens inverse, soit redimensionner les
équations, et déterminer les coefficients mésoscopiques contenant l’information extraite de l’échelle
atomique. Or, l’approche mésoscopique est incapable de fournir par elle-même les valeurs des diffé-
rents paramètres phénoménologiques. En effet, dans ce type d’approche opérant plusieurs niveaux
au dessus de l’Angström, les lois sous-jacentes de la physique, héritées de l’échelle atomique, déter-
minent la forme des équations sans en fixer les paramètres. Leur ajustement est nécessairement basé
sur des données extérieures à la méthode, qu’elles soient expérimentales ou numériques (approche
atomistique).
1. En réalité, par le choix d’un paramètre d’ordre scalaire, l’étude a déjà anticipé l’application à une transition isostructu-
rale.
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Il s’agit avant tout de choisir le matériau d’application de la méthode. Nous avons opté pour
l’alliage AgCu, et ce pour plusieurs raisons. En premier lieu, ce matériau dispose d’une bibliographie
exhaustive, qui compile un grand nombre de données expérimentales ; données thermodynamiques
tout d’abord, permettant d’établir son diagramme de phase hors irradiation, mesures des propriétés de
diffusion ensuite, telles les coefficients de diffusion isotopiques, fournissant une connaissance précise
des mécanismes de diffusion dans ce composé. Ensuite, la différence entre le nombre d’électrons du
cuivre et de l’argent est importante, ce qui se traduit par un contraste (ZAg−ZCu)2 de l’ordre de 300,
permettant l’utilisation de diffraction aux rayons X pour étudier l’évolution de la microstructure. Du
point de vue de Landau, le groupe d’espace des composés AgCu est Fm3¯m. Il n’évolue pas en fonction
de la concentration et reste inchangé à la transition de phase, qui est donc isostructurale. Le paramètre
d’ordre est donc un scalaire. Enfin, un tel matériau présente une lacune de miscibilité et subit une
décomposition spinodale.
4.1 Détermination des paramètres thermodynamiques dans l’approche
de Landau-Ginzburg
Dans l’approche de Landau-Ginzburg, l’expression de la densité d’énergie libre 2.1.12 est la forme
polynomiale la plus simple qui permette de rendre compte d’un diagramme de phase hors irradiation
asymétrique comme celui schématisé figure 4.1 pour une transition de phase du premier ordre. Pour
ce type de transition de phase, d’après la classification d’Ehrenfest [88], le paramètre d’ordre est
discontinu à la transition (encart de la figure), associé à une chaleur latente non nulle.
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FIGURE 4.1 – Schéma du diagramme de phase associé à une transition de phase du premier ordre. — :
courbe binodale. - - - : courbe spinodale. Le diagramme est asymétrique, en accord avec la forme 2 :3 :4
de l’énergie libre homogène. Le paramètre d’ordre η est discontinu à la transition.
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4.1.1 Ajustement des coefficients de l’énergie libre homogène de Landau sur le diagramme
de phase de AgCu
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FIGURE 4.2 – Diagramme de phase expérimental pour l’alliage AgCu dans le plan (cAg,T ). Le diagramme
est asymétrique en accord avec une transition de phase du premier ordre. — : courbe binodale fixant les
limites de solubilité. — : spinodale délimitant la zone métastable de la zone instable. L’ajustement des
coefficients de Landau fournit la courbe binodale de Landau (◦) et la courbe spinodale (◦). cc = 0.39 et
Tc ∼ 1385 K.
La figure 4.2 présente le diagramme de phase expérimental du composé AgCu [27, 26], dont il
est possible d’extraire les limites de solubilité de l’argent et du cuivre dans l’alliage. Le passage de la
solution solide à l’alliage, qui se traduit graphiquement par le franchissement de la courbe binodale,
se fait par replacement d’atomes Ag dans le cuivre, sans changement de groupe d’espace. Une telle
transformation d’un état désordonné vers un état d’ordre plus élevé, composé de zones riches en Ag
dans une matrice riche en Cu, est isostructurale. Dans le formalisme de Landau, le paramètre d’ordre
est alors un scalaire défini comme cAg− cc (voir le paragraphe2.1.4), où cc est la fraction atomique
en argent associée à la solution solide : cc = 0.39 d’après le diagramme expérimental. Comme nous
l’avons expliqué dans le paragraphe 2.1.2, η est un scalaire et la condition de Landau est vérifiée. Le
terme cubique introduit dans l’expression générale 2.1.12 de fh est ainsi présent (voir le paragraphe
2.1.2 du chapitre 2) et le diagramme est asymétrique. De plus, le diagramme de phase de AgCu ne
faisant apparaître au plus que deux phases distinctes (Ag et Cu), l’énergie libre se décrit bien par un
terme d’ordre 4 au plus. La forme canonique de cette transition correspond donc bien à l’expression
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2.1.12 :
fh(η)= a0+
a2(T )
2
η2+ a3(T )
3
η3+ a4(T )
4
η4, (4.1.1)
où a0 = fh(0) est la valeur de fh à la température critique Tc . La transition de phase associée à cette
énergie est d’ordre 1, comme attendu d’un phénomène de démixtion, mais devient du second ordre
au point de Landau (cc ,Tc )= (0.39,1385), défini graphiquement comme le point de contact entre la
binodale et la spinodale, car a2(T ) et a3(T ) s’y annulent simultanément. Elle est de ce point de vue
analogue à la transition de phase liquide-gaz [89]. La forme 2 :3 :4 de l’énergie libre rend impossible
l’existence d’un point tricritique, contrairement à la description avec un potentiel 2 :4 :6. Cette analyse
est en accord avec le diagramme de phase expérimental présenté.
La détermination des coefficients de Landau repose sur la description de l’équilibre de l’alliage
dans l’ensemble grand-canonique (µ,V ,T ) associé au potentiel thermodynamique Ω(µ,V ,T ). En
considérant que les atomes occupent le volume atomique Vat, il est possible d’établir une équivalence
entre le volume constant V et le nombre de sites atomiques Nsite, en négligeant les effets élastiques
(réseau rigide). Dans cet ensemble (µ, Nsite,T ) appelé pseudo-grand-canonique, le potentielΩ pour
AgCu s’écrit :
Ω(µ, Nsite,T,cAg)= F (Nsite,T,cAg)−µNsitecAg. (4.1.2)
cAg =< NAg > /Nsite est la fraction atomique en argent. En introduisant ici la densité volumique
d’énergie libre fh(T,cAg), il est ensuite possible de réécrireΩ sous la forme :
Ω(µ, Nsite,T,cAg)=VatNsite
[
fh(T,cAg)−µcAg
]≡VatNsiteω(µ,T,cAg), (4.1.3)
où ω est la densité volumique du potentiel grand-canonique, et Vat ' 3.3 Å3 est le volume atomique
moyen. L’existence de deux minima pour ω(µ,T,cAg) en dessous de la température critique Tc nous
conduit à choisir la forme la plus simple pour ω, réécrit en fonction du paramètre d’ordre η :
ω(µ,T,η)=ω0(T )+ D(T )
4
(η−η+)2(η−η−)2 = fh(T,cAg)−µcAg, (4.1.4)
où ω0(T ) correspond à la concentration critique cc en argent, et η± désignent les deux minima du
potentiel pour T < Tc . Ceux-ci ont la même profondeur (ω(µ,T,η+)=ω(µ,T,η−)), sans quoi l’ensemble
des solutions convergeraient en temps infini vers un minimum global unique, ce qui est incompatible
avec la persistance de deux phases en temps long. En ajustant pour chaque température T < Tc la
forme 4.1.4 sur le diagramme de phase expérimental présenté figure 4.3, il a été possible de calculer a0,
a2(T ), a3(T ) et a4(T ). Les évolutions obtenues de ces coefficients sont présentées figure 4.3. Comme
la théorie de Landau l’exige, a4(T ) est bien strictement positif sur toute la gamme de température.
Afin d’évaluer la température critique, nous avons ensuite tracé l’évolution du paramètre a2(T ) avec
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la température. Pour des températures suffisamment proches de Tc , a2(T ) vérifie une relation de
proportionnalité :
a2(T )' A(T −Tc ), A > 0, (4.1.5)
où, pour 700< T < Tc , la valeur de A est de 4.8×10−5 (±0.05) eV.K−1.Å−3. Cela nous permet aussi de
vérifier que le coefficient a3(T ) s’annule en T = Tc , garantissant une transition du second ordre au
point critique. Enfin, le rapport a2(T )/a3(T ) n’est pas constant comme l’exige la théorie de Landau. Il
est important de noter que a2 < 0 quelle que soit la température T < Tc , ce qui justifie l’approche en
sinus elliptique de Jacobi développée au paragraphe 2.1.3 pour les interfaces.
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FIGURE 4.3 – À gauche : coefficients de Landau a2 (—), a3 (—) et a4 (—) en fonction de la température.
a2(T ) et a3(T ) ne sont pas proportionnels. À droite : a2(T ) ' A(T −Tc ) pour T > 700 K, avec A =
4.8×10−5 (±0.05) eV.K−1.Å−3 (coef. corrélation ρ = 0.997, droite —) et Tc = 1385 K (±5). Résultats issus
de l’ajustement de l’énergie libre de Landau sur le diagramme expérimental de la figure 4.2.
4.1.2 Détermination de l’épaisseur des interfaces
Après le potentiel homogène fh , il est nécessaire de calculer le coefficient de raideur κ associé
à la pénalisation des interfaces pour le système AgCu inhomogène. Il existe différentes méthodes
pour extraire κ. A priori, la méthode la plus fiable consiste à mesurer directement l’épaisseur des
interfaces par observation microscopique, puis d’en déduire κ. Cette approche se révèle en fait très
délicate, car, à basse température, ces interfaces sont extrêmement fines (de l’ordre d’un ou deux plans
atomiques). Par sa capacité à déterminer le profil des parois d’interface, la simulation numérique
permet de s’affranchir des obstacles dressés par les mesures expérimentales. Nous avons donc opté
pour cette approche. Pour calculer un tel profil, nous avons simulé l’interdiffusion d’un bloc de cuivre
sur un bloc d’argent à différentes températures. L’étude se divise en deux étapes.
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Le bloc de cuivre est d’abord élaboré en épitaxie sur le bloc d’argent, selon la direction (001), pour
un nombre total de 11700 atomes. Le nombre de rangées atomiques des deux espèces est choisi selon le
rapport 9/8 (aAg0 /a
Cu
0 ' 1.139' 9/8), de manière à faire correspondre au mieux les dimensions des deux
blocs, prérequis indispensable à l’utilisation de conditions aux bords périodiques. Afin de minimiser
les déformations et les contraintes orthogonales dues à l’interface entre les blocs et à la différence de
paramètre de maille entre l’argent (aAg0 ' 4.1 Å) et le cuivre (aCu0 ' 3.6 Å), une simulation de dynamique
moléculaire utilisant un potentiel d’interaction U (x) développé pour le système argent-cuivre par
Briki et al. [90], et l’algorithme de Verlet [9, 91], ont permis d’ajuster les positions atomiques (voir la
figure 4.4). Le système ainsi relaxé est utilisé comme condition initiale de la simulation Monte Carlo
présentée maintenant.
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FIGURE 4.4 – Positions atomiques avant (gauche) et après (droite) relaxation d’un bloc Ag pur (atomes =
sphères bleues) sur un bloc Cu pur (atomes = sphères rouges) en épitaxie dans la direction cristallogra-
phique (100). Avant relaxation, les atomes sont répartis en fonction des différents paramètres de maille.
La relaxation obtenue par simulation en dynamique moléculaire modifie les positions de manière à
minimiser U et supprime la contrainte orthogonale.
L’interdiffusion des deux blocs est ensuite simulée par une méthode Monte Carlo Metropolis dans
l’ensemble pseudo-grand-canonique. Chaque pas Monte Carlo se décompose en trois propositions de
modification du système : changement d’espèce de certains atomes, relaxation thermique et enfin
relaxation élastique. La donnée de ces trois changements constitue un maillon d’une chaîne de Markov
(voir la figure 4.5), qui converge vers l’état d’équilibre recherché en 2×107 pas environ.
La différence de potentiel chimique ∆µ entre les constituants est fixée à 0.44 eV par la méthode de
Widom. À l’issue de la simulation, nous obtenons le nouveau profil de concentration en fonction de la
température. Un tel profil est présenté dans le cas où la température est fixée à 900 K figure 4.5 (cercles
rouges ◦). Pour faire le lien avec l’approche de Landau, nous ajustons sur le profil d’argent résultant
des simulations, les solutions de l’équation d’équilibre :
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FIGURE 4.5 – Schéma des trois propositions de déplacement d’un pas composite Monte Carlo Metropolis
permettant de passer de l’étape k à l’étape k+1 de la chaîne de Markov.
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Dans le paragraphe 2.1.3, nous avons déterminé la famille de solutions d’une telle équation associée
au profil d’interface à l’équilibre. Celles-ci sont indexées par le paramètre de forme p :
cAg(x)− cc =
√
2p2
1+p2α
(
λ− sn
[
x√
1+p2l0
, p
])
, (4.1.7)
où les constantes d’échelle α, l0 et λ ont été définies dans le second chapitre (voir 2.3.6). Comme les
coefficients a2, a3 et a4 sont connus par l’approche précédente, l’ajustement sur les résultats Monte
Carlo se fait seulement sur le coefficient de raideur κ, qui, une fois déterminé, permet de fixer l’échelle
spatiale l0 (ou de manière équivalente ξ). Nous représentons figure 4.6 les ajustements d’interfaces
avec les simulations Monte Carlo associées, pour T = 600 K, T = 700 K, T = 800 K et T = 900 K.
Dans tous les cas, l’ajustement 4.1.7 décrit fidèlement le profil obtenu par la méthode Monte Carlo
(ρ ∼ 0.9995). Celui-ci fournit la valeur de la constante de forme : p ' 0.989. p est donc très proche de 1,
en accord avec le caractère abrupte des interfaces Monte Carlo. C’est pourquoi le sinus de Jacobi est à
peu de choses près une fonction tangente. De plus, les profils obtenus pour les 4 températures sont
extrêmement proches les uns des autres, d’où notre choix d’une valeur constante du coefficient de
raideur κ :
κ= 0.15 (±0.02) eV.Å−1. (4.1.8)
L’incertitude sur κ provient du faible nombre de points Monte Carlo au niveau de l’interface, ce qui
rend l’ajustement relativement peu sensible à ce paramètre. Ce profil général est différent du profil
de simulation obtenu par Rogers et al. [62]. Cette différence s’explique par l’absence de relaxation
élastique au sein de leurs simulations, ou par un choix erroné de systèmes initiaux ne correspondant
pas à des situations d’équilibre, car les contraintes dues aux écarts entre les paramètres de maille du
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cuivre et de l’argent n’étaient pas relaxées. L’utilisation de la simulation de dynamique moléculaire a
permis de résoudre ce problème.
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FIGURE 4.6 – Ajustements (ρ ∼ 0.9995, σ= 0.001) du profil interfacique pour la concentration en argent,
par un sinus elliptique de Jacobi de constante de forme optimale p = 0.989 (—) sur les simulations Monte
Carlo Metropolis (◦), pour T = 600 K (en haut à gauche), T = 700 K (en haut à droite), T = 800 K (en bas
à gauche) et T = 900 K (en bas à droite).
La connaissance de κ permet ensuite de déterminer ξ (et l0). Il apparaît que sur cette plage de
température, cette grandeur fixant l’échelle spatiale est croissante, mais reste relativement proche de
2-3 Å, ce qui correspond à une interface d’épaisseur e ' 3ξ∼ 6−10 Å. L’ordre de grandeur des interfaces
est donc bien le nanomètre (soit environ 2 plans atomiques), ce qui est cohérent avec les simulations
précédentes [92]. Nous verrons dans le paragraphe consacré aux échelles spatiales et temporelles pour
le système AgCu, que ξ devient beaucoup plus importante à haute température. Les valeurs de ξ et l0
sont présentées tableau 4.1.
Il peut paraître étrange d’obtenir une valeur de ξ (∼ 2 Å) inférieure au paramètre de maille (a0 ∼ 4
Å), car cela ne permet évidemment pas un saut d’échelle satisfaisant. Néanmoins, il faut bien garder à
l’esprit la condition sine qua non sur ξ, qui est de décrire finement la microstructure, c’est-à-dire de
garantir une sensibilité de l’approche aux interfaces. De plus, même si dans les conditions d’études
l’approche en champ de phase ne permet pas de saut d’échelle, le point crucial de la méthode est
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T (K) ξ (Å) l0 (Å) ρ (corr.)
600 1.88 (±0.01) 1.71 (±0.01) 0.9996
700 2.06 (±0.01) 1.85 (±0.01) 0.9997
750 2.16 (±0.01) 1.92 (±0.01) 0.9997
800 2.28 (±0.01) 2.00 (±0.01) 0.9998
850 2.41 (±0.01) 2.09 (±0.01) 0.9994
900 2.56 (±0.01) 2.18 (±0.01) 0.9998
TABLE 4.1 – Échelle spatiale de la diffusion l0, longueur de corrélation ξ, et constante de raideur des
interfaces κ obtenues par l’ajustement d’une fonction sinus elliptique de Jacobi (p = 0.989) sur les
résultats Monte Carlo.
d’introduire une description continue du système, de manière à réduire le nombre de degrés de liberté.
L’ajustement des simulations Monte Carlo fournit aussi les concentrations d’équilibre dans les
agrégats d’argent et de cuivre, c’est-à-dire les limites de solubilité de l’alliage. Celles-ci sont en accord
avec les valeurs du diagramme de phase expérimental du système AgCu comme le montre le tableau
4.2.
T (K) c±Ag (exp.) c
±
Ag (MC)
600 ∼ 0/∼ 1 0.004/0.97 (±0.01)
700 ∼ 0/0.98 0.004/0.96 (±0.01)
750 ∼ 0/0.98 0.004/0.96 (±0.01)
800 0.007/0.96 0.004/0.95 (±0.01)
850 0.007/0.96 0.004/0.95 (±0.01)
900 0.015/0.93 0.009/0.94 (±0.01)
70 75 80
0.9
0.94
0.95
0.96
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TABLE 4.2 – Fractions atomiques d’équilibre c±Ag (hors interfaces), et valeurs associées du paramètre α.
Comparaison entre les valeurs du diagramme de phase expérimental et les simulations Monte Carlo. À
droite, zoom sur les concentrations d’équilibre utilisées dans le tableau. — : T = 600 K, — : T = 700 K,
— : T = 800 K et — : T = 900 K.
Il convient de noter que l’étude a été réalisée dans la direction cristallographique (100) uniquement.
Il nous est donc impossible d’estimer l’anisotropie de ces constantes d’interface selon les directions
cristallines. Pour être tout à fait exhaustif, il serait en effet nécessaire de prospecter les directions (110)
et (111). Par analogie avec les études précédentes [92], il semble que cette anisotropie puisse être
négligée dans la suite de l’étude.
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4.2 Détermination des paramètres d’irradiation Γ et R
Une fois les paramètres thermodynamiques du système AgCu déterminés, il convient de mener
une étude hors équilibre pour calculer les paramètres d’irradiation. Afin d’estimer l’impact de l’irra-
diation sur la microstructure de AgCu, il semblerait logique d’adapter ici l’algorithme de dynamique
moléculaire développé pour la détermination de κ. Malheureusement, les énergies en jeu dans les
irradiations aux ions (de l’ordre du MeV dans cette étude) génèrent des cascades de grande étendue
spatiale, ce qui nécessiterait une taille de boite de simulation beaucoup plus importante que celle
requise dans l’étude de la relaxation du matériau, associée à des temps de calculs disproportionnés
dans le cadre de cette étude. Nous avons donc opté pour une approche de type BCA (Binary Col-
lision Approximation [93, 94]), des travaux précédents [95] ayant montré que de telles simulations
semblaient correspondre aux simulations de dynamique moléculaire pour des projectiles de faibles
énergies cinétiques, (quelques dizaines de keV).
4.2.1 Présentation de la méthode
Nous avons choisi le programme BCA MARLOWE [96, 97, 98, 99, 100, 101], dont l’intérêt premier
est de pouvoir simuler les termes Γ et R sur une grande plage d’énergies du projectile (supérieure au
MeV), pour des temps de calculs acceptables, tout en tenant compte de la structure cristalline du
matériau (contrairement à SRIM par exemple). L’introduction de la structure cristalline permet en effet
de modéliser des phénomènes tels les séquences de collisions linéaires (Linear Collision Sequences) et
la canalisation (ou channeling) [102], absents dans les matériaux amorphes.
Pour simuler des cascades générées par des ions de grande énergie (quelques MeV), nous avons
explicitement pris en compte les pertes d’énergie inélastique (subroutine développée par C. Ortiz
(CIEMAT). Enfin, nous avons développé une routine informatique pour obtenir explicitement Γ et la
forme de pR (r ) à partir de nos simulations. Les simulations sont réalisées sur l’alliage AgCu massif
désordonné Ag50Cu50 de paramètre cristallin et de masse volumique fournies tableau 4.3 avec tous les
autres paramètres utilisés dans les simulations. Le calibrage complet de MARLOWE est présenté en
annexe C.2.
L’alliage est modélisé par un polycristal semi-infini de surface orthogonale à la direction des ions
incidents. Pour mimer le polycristal, le programme effectue à chaque tir statistique une rotation
aléatoire de la structure cristalline. Les angles utilisés pour désaxer le réseau sont choisis de manière
à ce que les cristallites ainsi simulées contiennent une centaine de sites et s’étendent sur 3 ou 4 nm.
La loi de déplacement pR et le nombre d’atomes déplacés résultent de moyennes sur un nombre
maximum de tirs statistiques. Cette nécessité d’une bonne statistique est en effet la pierre angulaire de
l’hypothèse de mélange ionique introduite dans le chapitre 2 (voir le paragraphe 2.2), selon laquelle
tout point de la cascade est lui même le siège d’une sous-cascade. Les ions utilisés, leur énergie et le
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a0 (Å) ρ (g cm−3) Rcap (×a0) H fV (eV) H rV (eV) Ecut (eV) pcut (×a0) Ed (eV)
3.844 10.02 ∼ 2–2.5 1.16/1.26 0.12/0.13 1.0 0.42 25/25
TABLE 4.3 – Données physiques et paramètres utilisés dans MARLOWE pour AgCu. Rcap : rayon de
recapture des paires de Frenkel, H fV (et H
r
V ) : enthalpie de formation d’une lacune utilisée comme
énergie de cohésion des atomes du réseau (resp. au sein d’une séquence de collisions linéaire), Ecut :
énergie de coupure en deçà de laquelle les calculs s’arrêtent, et pcut un paramètre d’impact de coupure au
delà duquel les atomes voisins ne sont pas pris en compte dans le calcul de la collision. Ed est l’énergie
de déplacement de SRIM, nécessaire à la formation d’une paire de Frenkel stable.
nombre de tirs statistiques sont présentés tableau 4.4.
ion incident He Ne Ar Kr
énergie (keV) 62 270 500 1000
Ntir 10000 500 200 50
TABLE 4.4 – Types d’ions, énergies incidentes et nombre de tirs statistiques Ntir utilisés pour nos simula-
tions.
4.2.2 Simulation par MARLOWE de l’irradiation de AgCu par différents ions
À l’issue des calculs, nous avons obtenu la loi de déplacements atomiques pR . Celle-ci est pré-
sentée figure 4.7 dans les cas de Ar (500 keV) et Kr (1 MeV) dans Ag50Cu50. La figure confirme que la
loi de déplacement atomique pR présente une décroissance exponentielle, au moins sur les petits
déplacements (< 20 Å) associés aux mouvements atomiques dans les sous-cascades. Un tel résultat
est cohérent avec la description des sous-cascades au sein du mélange ionique. Il convient de faire
une remarque sur le pic de très petits déplacements (< 2 Å). Celui-ci correspond aux atomes déplacés
d’une distance inférieure au rayon de recombinaison, et sont donc laissés de côté car ils n’ont pas
de réalité physique. Les autres pics sont quant à eux dus aux différentes couches cristallines, car
les déplacements d’un voisin à l’autre le long d’une rangée atomique sous forme de séquences de
remplacements (chaque atome éjecte son voisin pour prendre sa place) sont peu coûteux en énergie.
La fréquence de déplacements atomiques pour un flux incident donné est quant à elle calculée à
partir du nombre d’atomes déplacés par cascade Nd , ainsi que de la profondeur moyenne Lcasc des cas-
cades (voir le paragraphe 2.2.1 du chapitre 2 sur le modèle de mélange ionique). Pour chaque cascade,
cette profondeur est obtenue en laissant de côté certains événements rares, qui tendent à surestimer
Lcasc, et donc à sous-estimer Γ. Nous présentons aussi la section efficace de déplacement σd , car cette
quantité est indépendante deΦ, et elle est donc propre à la cascade : σd ≡ [Nd Vmaille]/[NmailleLcasc].
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FIGURE 4.7 – Irradiation induite par des ions Ar (500 keV) (en haut) et Kr (1 MeV) (en bas). Probabilité
(ordonnée) pour un atome Ag (—) et Cu (—) dans Ag50Cu50 (polycristal) de se déplacer d’une distance
r (abscisse) depuis sa position initiale (point de collision), obtenue avec le programme MARLOWE,
ajustements exponentiels associés (—), valables sur la plage de profondeur comprise entre 2 et 20 Å
(ρ ∼ 0.97). R = 2.91 Å ± 0.005 pour Ar et R = 3.04 Å ± 0.005 pour Kr. Moyennes sur 500 et 100 tirs
respectivement.
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En parallèle du nombre d’atomes déplacés Nd par cascades, il est aussi possible d’extraire le
nombre de paires de Frenkel NV générées, sans prise en compte de la destruction d’une fraction
des défauts ponctuels par recombinaison thermique lacunes-interstitiels notamment. NV et la sec-
tion efficace de création de paires de Frenkel, σV ≡ [NV Vmaille]/[NmailleLcasc] seront utilisés dans la
détermination de la mobilité sous irradiation.
Globalement, les résultats présentés dans le tableau 4.5 sont en accord avec les résultats de dyna-
mique moléculaire de la littérature [95], malgré l’importante simplification de l’approximation par
collisions binaires. Il apparaît ensuite clairement que les ions He ont un comportement très diffé-
rent des autres ions testés, en raison de leur faible masse. Nous observons que pour une profondeur
équivalente de cascade de déplacements, le nombre particulièrement faible d’atomes mis en mou-
vement a pour conséquence une fréquence de déplacements atomiques quasi nulle : la cascade de
déplacements semble diluée, comme le suggère la faible décroissance de la loi exponentielle dans
ce cas. L’impact sur la microstructure sera donc faible. En dehors des ions Hélium, les fonctions pR
extraites des simulations pour les trois autres ions sont relativement proches, avec des valeurs de
R de l’ordre de 3 Å. C’est néanmoins l’ion le plus lourd, à savoir l’ion Krypton, qui présente la plus
grande section efficace de déplacements [103], à l’origine de la valeur la plus élevée de Γ (2.5 s−1 pour
Φ = 1.21×1013 ion.cm−2.s−1). Une telle fréquence de déplacements s’avère très proche d’une des
rares valeurs disponibles dans la littérature [104] pour les ions Krypton de même énergie incidente :
Γexp = 2.8 s−1.
Ion Lcasc (Å) R (Å) Nd (1/ion) σ
d (Å2) Γ (s−1) NV (1/ion) σV (Å2)
He 62 keV 1705 1.68 ± 0.05 300 2.50 0.0018 50 4.16×10−1
Ne 270 keV 1142 2.78 ± 0.05 55700 6.93×102 0.48 2840 3.53×101
Ar 500 keV 1225 2.91 ± 0.05 135 000 1.56×103 1.1 7920 9.18×101
Kr 1 MeV 1221 3.04 ± 0.05 301 000 3.50×103 2.5 19500 2.27×102
TABLE 4.5 – Taille moyenne des cascades Lcasc, déplacement moyen dans les sous-cascades R, nombre de
déplacements Nd , nombre de paires de Frenkel NV , section efficace de déplacements σ
d et de création
de lacunes σV , et fréquence de déplacements Γ pour différents ions et un fluxΦ= 1.21×1013 cm−2.s−1.
Résultats obtenus avec MARLOWE (moyenne sur 10000 tirs pour He, 1000 pour Ne, 500 pour Ar et 100
pour Kr).
4.3 Couplage du paramètre d’ordre avec le champ élastique
L’étude de la formation de précipités et leur évolution peut se décrire par la théorie de germination
(modèle Lifshitz-Slyozov-Wagner). Dans ce cadre, l’interface est très fine et statique. Il est ensuite
1. Résultats extraits de [95]
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possible d’introduire le mécanisme de diffusion. La résolution de l’équation d’évolution des interfaces
se révèle cependant ardue, car chaque précipité interagit avec les autres, ce qui met en jeu une énergie
d’interaction élastique entre précipités dont l’estimation est complexe. L’approche du champ de
phase contourne cette difficulté, en étudiant l’évolution des ondes de concentration (ou du paramètre
d’ordre). Le calcul du champ de concentration permet en effet d’introduire naturellement les interfaces,
qui ne sont plus fines, mais diffuses, d’épaisseur quelques ξ. Dans cette approche, seule la connaissance
de l’énergie élastique entre atomes dilués doit être connue. Pour des précipités cohérents, ce calcul a
été réalisé par Khatchaturyan.
Le paramètre de maille du cuivre est de 0.36 nm contre 0.41 nm pour l’argent. L’existence de
domaines spatiaux riches en argent dans une matrice de cuivre va donc induire un champ de déforma-
tion de l’ordre de ζ= (aAg0 −aCu0 )/aCu0 ∼ 13 %, susceptible de générer un couplage entre le champ de
déformation ζ et le champ de composition défini par le paramètre d’ordre η. La description au plus bas
ordre du couplage est du type ηζ, comme η ∈ Γ1 selon le formalisme de Landau. La densité d’énergie
libre totale de Landau peut donc s’écrire :
ftot(η,ζ)= fh(η)+δηζ+Eel(²), (4.3.1)
où δ est un paramètre phénoménologique, et Eel(²) représente l’excès d’énergie élastique due à la
présence d’un champ de déformation total. Dans l’hypothèse de l’élasticité linéaire, et en supposant
que les constantes d’élasticité ci j kl n’évoluent pas avec la concentration en argent, nous pouvons
écrire l’énergie de déformation élastique comme :
Eel(²)=
∫
Ω
1
2
ci j kl²
2
kl (x , t )dΩ, (4.3.2)
où les constantes d’élasticité ci j kl sont fournies tableau 4.6 :
c11 c12 c44
Ag 168 121 75
Cu 124 94 46
TABLE 4.6 – Constantes élastiques utilisées pour Ag et Cu. Les constantes élastiques de l’alliage AgCu sont
obtenues par une moyenne des constantes de Ag et Cu (en GPa et en notation de Voigt).
Pour l’alliage AgCu, les constantes élastiques sont obtenues par une moyenne arithmétique des
constantes élastiques de Ag et Cu présentées. Une telle approche pour le calcul des ci j (en notation
de Voigt) peut se justifier initialement, mais devient caduque dès que des précipités de cuivre se
forment. Il est possible d’estimer les ci j pour la microstructure, en calculant cVoigt =∑i ci ci j et cReuss =
[
∑
i ci c
−1
i j ]
−1. Pour différentes concentrations variant de 30 % à 70 %, nous avons calculé cVoigt et
cReuss. Leur variation est de l’ordre de 2 % sur cette gamme de concentration. Ce point justifie que la
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microstructure n’impacte pas les constantes élastiques, ce qui valide notre hypothèse de moyenne
arithmétique pour le calcul des ci j . La minimisation de la densité d’énergie libre conduit à :
∂ ftot
∂²
= 0⇔ ci j kl²kl (x , t )=−δη(x , t )⇔ ci j kl
∂uk
∂xl
(x , t )=−δη(x , t ), (4.3.3)
où uk est la composante k du champ de déplacement u associé au vecteur x . L’écriture de l’équilibre
mécanique conduit à :
∇·σ= 0⇒ ci j kl
∂2uk
∂xl∂x j
(x , t )=−δ ∂η
∂x j
. (4.3.4)
Cette équation est analogue à l’équation de Khatchaturyan [105] décrivant l’évolution d’un champ
de déplacement induit par un atome de taille différente, et formant une solution solide dans une
structure cubique. L’insertion de tels atomes conduit à imposer un tenseur de déformation du type ²◦i j =
(da/(adc))η. Des études de mélange ionique sur AgCu ont permis d’obtenir une mesure expérimentale
de da/(adc) [106]. Par identification, nous obtenons donc : δ= c−1i j kl (da/(adc))δkl . Par conséquent,
l’énergie libre totale peut se réécrire :
ftot(η)= fh(η)+E(²el(η)), ²eli j = ²i j −²◦i j , (4.3.5)
où le tenseur ²◦i j est l’état de référence associé à une absence de contrainte. Il est dû à l’incohérence
des paramètres de maille de l’argent et du cuivre. Imposer aux constantes élastiques ci j kl de ne pas
dépendre de la concentration et donc du paramètre d’ordre n’est pas une contrainte forte. En effet, il
est possible de résoudre l’équation 4.3.4 de manière itérative [107].
La seconde hypothèse forte dans cette étude est de supposer que les précipités hétérogènes formés
le sont de manière cohérente. La différence relative de paramètre de maille entre un atome de cuivre et
un atome d’argent étant de l’ordre de 13 %, une telle approche est discutable. En effet, des dislocations
créées à l’interface cuivre/argent pour compenser un tel désaccord conduisent à une interface semi-
cohérente. L’apparition de telles dislocations impose en fait un rayon critique de l’ordre d’une dizaine
de nanomètres, jamais atteint sous irradiation comme nous le verrons dans le chapitre 5. Une telle
analyse qualitative nous impose donc de supposer que le précipité riche en argent reste cohérent avec
la matrice. L’application de l’analyse de Khatchaturyan pour l’étude des précipités cohérents dans une
matrice [105] permet alors d’écrire l’énergie élastique comme :
Eel = E◦el+∆Eel, tel que E◦el =
1
2
V (Ξ(n)−<Ξ(n)>) c¯(1− c¯), (4.3.6)
où E◦el est indépendante du paramètre d’ordre et :
Ξ(n)= da
adc
(c11+2c12)2
c11
(
ni c
−1
11kk (∆)nk
)= da
adc
(c11+2c12)2
c11
Ψ(n). (4.3.7)
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Les coefficients ci j sont les constantes élastiques d’un cristal de réseau cubique face centré et ni =
ki /‖k‖ avec k un vecteur du réseau réciproque, et ∆ le terme d’anisotropie (∆= c11−c12−2c44) pour
un réseau cubique. Enfin,
<Ψ(n)>= 1
4pi
Ï
Ψ(n)sin(φ)dφdθ, r = (cos(θ)sin(φ),sin(θ)sin(φ),cos(φ)) (4.3.8)
correspond à la moyenne sur la sphère unité deΨ(n). Il est aussi possible de calculer sous l’hypothèse
des précipités cohérents le changement d’énergie élastique dû aux interactions entre solutés. Ce terme
s’écrit :
<∆Eel >=−
∫
1
2
(
da
adc
)2 (c11+2c12)2
c11
∑
k
[Ψ(n)−<Ψ(n)>]< |∆ηˆ(k)|2 > dV , (4.3.9)
où < · > est la moyenne sur les différentes configurations. En négligeant les termes de ∆ηˆ(k) associés à
l’ordre à courte portée, et donc en ne conservant que les composantes ∆ηˆ(k) telles que |k |→ 0, puis en
réalisant une approche de type champ moyen sur ces composants [105], il vient :
< |∆ηˆ(k , t )|2 > =︸︷︷︸
champ moyen
| <∆ηˆ(k , t )>2 | = |ηˆ(k)|2, (4.3.10)
où ∆η est le terme de Landau associé à ηˆ(k , t). L’introduction des effets élastiques conduit donc à
modifier la densité d’énergie libre de Landau d’un terme proportionnel à |ηˆ(k , t)|2, ce qui revient à
multiplier le terme a2 par l’amplitude associée Ξ(k) définie par :
[
1− 1
2
Ω
A(T −Tc )
(
da
adc
)2 (c11+2c12)2
c11
(Ψ(n)−<Ψ(n)>)
]
. (4.3.11)
L’existence de ce facteur conduit à introduire une seconde source d’anisotropie dans le calcul de ηˆ(k , t ),
et donc de l’évolution de la microstructure. Afin d’en quantifier l’importance dans le composant AgCu,
nous avons calculé le courbe d’isovaleurs de Ξ(n)−<Ξ>=Ξ(θ,φ)−<Ξ> présentées figure 4.8.
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FIGURE 4.8 – Surface d’isovaleurs de l’énergie élastique <∆Eel >, calculée en fonction de θ et φ pour une
concentration moyenne de 0.5 en argent. À gauche : T = 300 K, à droite T = 800 K.
Il apparaît que les directions (111) sont les plus molles. La courbe d’isovaleurs de l’énergie
<∆Eel(φ,θ)> à 300 K (figure 4.8(a)) présente des variations inférieures à 5 %. Lorsque la température
augmente, l’anisotropie augmente aussi pour devenir importante près de la température critique. Ce-
pendant, sur la plage de température sur laquelle les expériences sont réalisées (température comprise
en 300 K et 800 K), cette anisotropie peut être considérée comme négligeable, en vertu de quoi elle ne
sera pas prise en compte dans la suite de l’étude.
4.4 Calcul de la mobilité de AgCu
Le dernier paramètre du modèle est la mobilité atomique qui détermine l’échelle de temps. Hors
irradiation, la diffusion thermique est l’unique mécanisme alimentant le flux de matière le long des
lignes du champ de gradient de potentiel chimique, et elle détermine complètement la cinétique du
système. Notons que le composé AgCu étant de réseau cubique face centré, la mobilité se réduit à un
scalaire et n’est pas cause d’anisotropie. Hors irradiation, de nombreuses mesures expérimentales des
coefficients de diffusion isotopique [108] permettent de calculer la mobilité moyenne. Sous irradiation,
cette mobilité est fortement affectée par la surconcentration en défauts ponctuels induite au sein des
cascades de déplacements. Pour estimer cette augmentation de la mobilité sous irradiation, nous
faisons appel à un modèle très simple, où la mobilité est fonction des concentrations en paires de
Frenkel obtenues à partir des simulations BCA (tableau 4.4).
Ce modèle simple repose sur la séparation des effets d’irradiation. Les collisions atomiques respon-
sables de déplacements des atomes d’argent et de cuivre sont décrites par le terme source Γ(pR−δ)∗η.
La génération de défauts ponctuels (lacunes, interstitiels) et complexes (cavités, dislocations etc.)
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produits dans la cascade de déplacements n’est pas incluse dans une telle description, mais elle est
traitée de manière indépendante. Ces défauts sont responsables d’une augmentation de la diffusion
des atomes d’argent et de cuivre, et participent ainsi à l’augmentation de la mobilité. L’existence de
défauts étendus conduit quant à elle à favoriser la destruction des défauts ponctuels et à modifier la
microstructure. Afin de poursuivre l’analyse de la microstructure sous irradiation, nous réalisons une
hypothèse forte dite de « cinétique chimique » [4], qui consiste à supposer que les défauts ponctuels
diffusent sur une échelle de temps plus rapide que le temps de diffusion des atomes d’argent et de
cuivre (mais plus lente que celle des déplacements balistiques). De plus, nous supposons que les
défauts étendus produits dans une cascade de déplacements n’évoluent pas sur ces deux échelles de
temps. Une telle hypothèse permet de découpler les équations d’évolution des défauts ponctuels et de
la microstructure.
4.4.1 La mobilité hors irradiation
Selon l’approche suivie dans le chapitre 2 (voir 2.1.43), la mobilité s’écrit pour AgCu :
M th = c¯(1− c¯)
kB T
[
cAgD
∗
Cu→AgCu+ (1− cAg)D∗Ag→AgCu
]
≡ c¯(1− c¯)
kB T
D˜ , (4.4.1)
où c¯ est la fraction atomique moyenne en argent, D˜ est le coefficient d’interdiffusion chimique, et
D∗Ag→AgCu et D
∗
Cu→AgCu sont les coefficients de diffusion isotopiques de l’argent (resp. le cuivre) dans
l’alliage AgCu. Cette expression de la mobilité fait apparaître une dépendance vis-à-vis de la concen-
tration en argent, dont la prise en compte dans notre approche en complexifie considérablement
la résolution. Dans l’optique de contourner cette difficulté, nous introduisons ici une simplification
consistant à remplacer dans 4.4.1 les coefficients de diffusion isotopique dans l’alliage par les coeffi-
cients de diffusion d’une espèce dans elle même : D∗Ag→Ag et D
∗
Cu→Cu. Une telle simplification se justifie
a priori par l’idée qu’en dehors des interfaces entre précipités, les concentrations en espèces sont fixées
par les limites de solubilité où l’alliage y est faiblement concentré en une des deux espèces. Concernant
la diffusion des atomes d’argent par exemple, cela revient à considérer que D∗Ag→AgCu 'D∗Ag→Ag. Pour
tester cette simplification, nous comparons D∗Ag→AgCu pour des concentrations faibles en cuivre à
D∗Ag→Ag figure 4.9(a). L’ensemble de ces coefficients suit une loi d’Arrhenius : D
∗ =D0 exp[−Ea/(kB T )],
dont les coefficients, d’origine expérimentale, sont extraits de la littérature [27, 108, 109] et présentés
dans le tableau 4.7 :
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D0 (cm2.s−1) Ea (eV)
Cu∗→ Cu 0.468 2.04
Ag∗→ Ag 0.62 1.96
Ag∗→ Ag98.32Cu1.68 0.07 1.76
Ag∗→ Ag91.85Cu8.15 0.04 1.66
TABLE 4.7 – Loi d’Arrhenius pour les coefficients de diffusion isotopiques. D0 est un facteur pré-
exponentiel et Ea une énergie d’activation de la diffusion. Données expérimentales issues de la littérature
[27, 108, 109].
Les droites sont proches à haute température (T > 900 K). De plus, l’écart à basse température
entre ces deux coefficients revêt peu d’importance, étant donné que la contribution de l’irradiation à
la diffusion sera de plusieurs ordres de grandeur supérieure à la mobilité par diffusion thermique, ce
qui aura pour effet de rendre le système irradié peu sensible à cet écart. Comme nous ne disposons
d’aucunes données expérimentales sur D∗Cu→AgCu, nous admettons que le constat reste le même pour
le cuivre : D∗Cu→AgCu ∼D∗Cu→Cu.
Ensuite, notre étude doit être capable de décrire la diffusion sous irradiation. Ainsi, plutôt que
d’utiliser les coefficients expérimentaux D∗Ag→Ag et D
∗
Cu→Cu définis tableau 4.7, qui sont des coefficients
d’équilibre non valables sous irradiation, nous utilisons une définition plus générale, fondée sur l’idée
que les défauts ponctuels sont les principaux vecteurs de diffusion dans les métaux [55]. Les coefficients
de diffusion des espèces dans elles-mêmes sont ainsi directement reliées aux coefficients de diffusion
des défauts ponctuels et à la fraction atomique en défauts :
DV ,I (T )=DV ,I0 exp
[
−
H mV ,I
kB T
]
exp
[
SmV ,I
kB
]
, ceqV ,I (T )= exp
−H fV ,I
kB T
exp
S fV ,I
kB
 , (4.4.2)
où H mV ,I et S
m
V ,I sont respectivement les enthalpies et entropies de migration des lacunes (V) et des
interstitiels (I) dans Ag pur et Cu pur, et ceqV ,I (T ) les concentrations en lacunes et interstitiels à l’équilibre
thermodynamique (hors irradiation) définies par les enthalpies H fV ,I et entropies S
f
V ,I de formation de
défauts ponctuels. Ces enthalpies et entropies de migration et de formation de défauts sont disponibles
dans la littérature pour l’argent et le cuivre [110, 111, 112, 113, 114, 115, 116]. Nous présentons les
valeurs retenues pour notre étude tableau 4.10.
La formule 4.4.2 exprime l’idée selon laquelle une lacune et un interstitiel ne se formeront que
s’ils reçoivent une énergie supérieure à leur enthalpie de formation, suite à quoi la diffusion des
défauts sera activée pour une énergie supérieure à leur enthalpie de migration. Or, le tableau 4.10
montre clairement que les enthalpies de formation sont 3 fois plus importantes pour les interstitiels
que pour les lacunes (H fV ∼ 1 eV contre H
f
I ∼ 3 eV), dans le cuivre comme dans l’argent. Un métal à
l’équilibre présentera donc une concentration en lacunes de trois ordres de grandeur supérieure à
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FIGURE 4.9 – À gauche : comparaison entre les coefficients de diffusion expérimentaux de Ag dans AgCu
faiblement concentré en Cu (1.68 % de Cu — et 8.15 % de Cu —) et dans Ag pur (—) calculés avec les
données du tableau 4.10. Au milieu : comparaison de ceqV DV pour l’argent (—) et le cuivre (—). À droite :
comparaison des mobilités hors irradiation calculées avec les énergies et entropies de formation et de
migration de Ag (—) et de Cu (—).
celle en interstitiels. Ajouté au fait que D I0 ¿DV0 , la contribution des interstitiels à l’équilibre, pour
des température inférieures à 1000 K, sera toujours faible, d’où un mécanisme de diffusion lacunaire
prédominant à basse température. Enfin, la figure 4.9(b) confirme la proximité de ceqV DV pour le cuivre
et l’argent, due à la grande proximité des énergies de migration et de formation de lacunes et cuivre et
d’argent. Cela nous fournit l’expression suivante pour la mobilité hors irradiation :
M th(T )' c¯(1− c¯)
kB T
DV0 exp
[
SmV +S
f
V
kB
]
exp
[
−H
m
V +H
f
V
kB T
]
. (4.4.3)
où les entropies et enthalpies utilisées sont soit celles du cuivre, soit celles de l’argent, soit des valeurs
moyennes. La figure 4.9(b) compare M th(T ) selon qu’elle soit calculée avec les enthalpies et entropies
du cuivre ou de l’argent. La grande proximité des deux courbes confirme notre analyse.
4.4.2 La mobilité sous irradiation
En se fondant sur l’idée évoquée en introduction, selon laquelle les défauts ponctuels produits sous
irradiation diffusent sur une échelle de temps inférieure au temps de diffusion des atomes d’argent
et de cuivre, il est possible de calculer la surconcentration en défauts ponctuels δc irrI = c irrI − c
eq
I (T )'
c irrI et δc
irr
V = c irrV − c
eq
V (T ) induite par l’irradiation, par une approche de cinétique chimique. Cette
approche considère que ces défauts évoluent seuls dans le volume de la cascade de déplacement, et
n’interagissent qu’entre eux et avec la microstructure déja formée. Sous irradiation, la concentration
en interstitiels devient non négligeable, car ceux-ci sont formés de manière athermique. Ils doivent
1. Extrapolée de la valeur du cuivre
2. formules approchées [117, 93]
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Ag dans Ag Cu dans Cu
H fV (eV) 1.16 1.26
H fI (eV) 3.04 3.27
S fV /kB 0.90 1.04
S fI /kB 15
1 15
H mV (eV) 0.77 0.74
H mI (eV) 0.09 0.09
SmV /kB 3.9 1.75
SmI /kB 0.76 0.58
DV0 (cm
2.s−1) 22 0.32
D I0 (cm
2.s−1) 0.0012 0.0012
TABLE 4.8 – Enthalpies et entropies de formation et de migration de lacunes et d’interstitiels dans l’argent
et le cuivre. Données numériques et expérimentales issues de la littérature [110, 111, 112, 113, 114, 115,
116].
donc être pris en compte. Il est donc avant tout nécessaire de vérifier l’hypothèse selon laquelle les
coefficients de diffusion du cuivre et de l’argent sont comparables. Celle-ci a en effet été validée à
l’équilibre, c’est-à-dire pour des fractions atomiques en défauts ponctuels fixées par les énergies de
formations, ce qui n’est plus le cas ici. La figure 4.10 valide ce point sous irradiation, quelles que soient
les concentrations en défauts, comme D I et DV du cuivre et de l’argent sont extrêmement proches.
Une telle proximité s’explique simplement par des enthalpies de migrations équivalentes pour le
cuivre (0.74 eV) et l’argent (0.77 eV). La figure met aussi en évidence la bien plus grande efficacité de la
diffusion par voie interstitielle que par voie lacunaire, due à une barrière à la migration presque 10 fois
plus basse pour les interstitiels de cuivre et d’argent (H mI ∼ 0.1 eV) que pour les lacunes (H mV ∼ 0.8 eV).
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FIGURE 4.10 – Coefficients de diffusion des défauts ponctuels de Ag (V : — et I : - - -) et Cu (V : — et I : -
- -), calculés avec les données du tableau 4.7
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Comme pour l’étude hors irradiation, les coefficients D I et DV utilisés ici sont ceux du cuivre mais
l’étude reste évidemment valable avec ceux de l’argent. La mobilité sous irradiation s’écrit alors :
M =M th(T )+ c¯(1− c¯)
kB T
[
δc irrV DV +δc irrI D I
]
. (4.4.4)
En vertu de l’hypothèse de cinétique chimique pour les défauts ponctuels produits sous irradiation,
δc irrI et δc
irr
V vérifient les deux équation bilans suivantes [4] :
dδc irrI
dt
=σVΦ− 4piRcap
Vat
D Iδc
irr
I δc
irr
V −k2D Iδc irrI
dδc irrV
dt
=σVΦ− 4piRcap
Vat
D Iδc
irr
I δc
irr
V −k2DV δc irrV .
(4.4.5)
Ces deux équations rendent compte de la production de lacunes par l’irradiation via le terme σVΦ
où σV ∝ NFrenkel/Lcasc, Lcasc étant la taille moyenne des cascades et NFrenkel le nombre de paires
de Frenkel crées par cascades (simulations MARLOWE), de la recombinaison mutuelle d’un taux
4piRcap/VatD I 2 des lacunes et des interstitiels produits, où Rcap est la distance entre une lacune et
un interstitiel en dessous de laquelle ceux-ci s’annulent, et enfin de l’élimination des lacunes et des
interstitiels sur les défauts étendus, comme les parois d’interphases entre précipités. La résolution de
cette équation couplée permet d’obtenir l’état stationnaire caractérisé par δc∗I et δc
∗
V :
δc∗I =
√
σVΦVat
4piRcapD I
√
DV
D I
δc∗V =
√
σVΦVat
4piRcapD I
√
D I
DV
.
(4.4.6)
Il est intéressant de remarquer que l’introduction de puits sous forme de défauts étendus, conduit à
désymétriser les concentrations de lacunes et d’interstitiels. En effet, comme H mI ¿H mV , les interstitiels
sont beaucoup plus mobiles que les lacunes comme nous l’avons montré figure 4.10. Une plus forte
proportion d’interstitiels que de lacunes est donc détruite au niveau des défauts étendus, et donc
δc∗I ¿ δc∗V . En injectant les expression de δc∗I et δc∗V dans l’expression 4.4.4, il vient l’expression de la
mobilité sous irradiation :
M(T,Φ)=M th(T )+ 2c¯(1− c¯)
kB T
√
DV0 exp
[
SmV
2kB
]√
σV Vat
4piRcap
exp
[
− H
m
V
2kB T
]
Φ1/2. (4.4.7)
La figure 4.11(b) présente l’évolution de M th(T ) et M(T,Φ) en fonction de la température, pour diffé-
rents fluxΦ variant de 1010 cm−2s−1 à 1014 cm−2s−1. Comme prévu, aux basses températures (T < 900
K), la surconcentration en lacunes et en interstitiels produits de manière athermique par l’irradiation
conduit à une forte augmentation de la mobilité par rapport à sa valeur d’équilibre. En revanche, pour
2. Cette expression du taux de recombinaison repose sur l’observation de la figure 4.10 selon laquelle DV ¿D I
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des températures plus élevées, la diffusion est si rapide que la mobilité sous irradiation est analogue à
celle hors irradiation, ce qui met en évidence les limites de notre séparation des échelles de temps
pour le calcul des défauts ponctuels sous irradiation.
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FIGURE 4.11 – À gauche : représentation par isovaleurs de la mobilité en fonction du flux d’ions Kr (1
MeV) et de la température dans AgCu. À droite : la même mobilité en fonction de la température pour
différents flux :Φ= 0 (—),Φ= 1010 (—),Φ= 1011 (—),Φ= 1012 (—), etΦ= 1013 (—) cm−2.s−1.
4.4.3 Les échelles spatiales et temporelles
La détermination de la mobilité sous irradiation M(Φ,T ), ainsi que la connaissance de tous les
coefficients phénoménologiques permettent de calculer les différentes échelles de longueur (R, ξ et
l0), de temps (t0), et d’intensité d’irradiation (Γ), caractérisant le composé AgCu. Il est ensuite possible
de déterminer les unités réduites (α, λ, ² et W ) en fonction des paramètres physiques que sont la
température T et le fluxΦ, puis d’appliquer l’intégralité du formalisme et des résultats du chapitre 3
pour étudier le comportement sous irradiation de AgCu. Ce travail est l’objet du prochain chapitre au
sein duquel il précède les simulations GISAXS.
Il existe deux échelles d’espace pour les déplacements atomiques dans le système AgCu irradié
(tableau 4.9 et figure 4.12). Celles-ci sont indépendantes du flux d’irradiation. La première est l’échelle
associée à la diffusion l0 hors irradiation (ou de manière équivalente ξ), de l’ordre de 1-2 Å à basse
température, puis qui explose à haute température. La seconde est donnée par la taille moyenne
des sous-cascades R ∼ 3.1 Å pour les ions Krypton, associée aux déplacements générés par la phase
balistique de la cascade d’irradiation, qui est indépendante du flux, mais aussi de la température.
Il est clair que R et l0 sont du même ordre de grandeur, du moins jusqu’à 1200 K, température au
dessus de laquelle ξ diverge, et le modèle de champ de phase n’est plus valable. Ainsi, les mécanismes
balistiques et diffusifs agissent sur des échelles spatiales comparables. La portée équivalente de ces
deux mécanismes rend possible la concurrence entre leurs effets. Le rapport R/l0 est de l’ordre de 2 à
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T (K) ξ (Å) l0 (Å) R (Å) α |λ|
300 1.50 1.36 3.1 4.99×10−1 2.40×10−1
800 2.28 2.10 3.1 4.76×10−1 2.21×10−1
1200 4.43 4.27 3.1 3.26×10−1 1.55×10−1
TABLE 4.9 – Échelles spatiales pour le système AgCu. l0 et ξ : échelle spatiale de la diffusion hors
irradiation, et R : échelle d’espace associée au mélange balistique (aux ions Krypton 1 MeV). Sont aussi
présentées les deux grandeurs α et λ.
basse température, puis devient inférieur à 1 à haute température où les effets thermiques dominent
les effets balistiques. Nous présentons figure 4.12 les grandeurs d’équilibreα et λ.α diminue fortement
à haute température, en accord avec les limites de solubilité hors irradiation. L’asymétrie λ∼ 0.2 est
quand à elle presque constante.
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FIGURE 4.12 – À gauche : échelles spatiales l0 (courbe rouge —) et ξ (courbe bleue —). À droite :
paramètres adimensionnels α (courbe bleue —) et λ (courbe rouge —), en fonction de la température T
pour AgCu.
Les deux échelles de temps sont t0, associée à la diffusion, et Γ−1, associée au mélange balistique.
Comme les autres propriétés du mélange balistique, Γ est indépendante de la température, car les
effets balistiques agissent sur des temps très inférieurs à ceux de la diffusion. Le comportement de t0
se déduit quant à lui directement de celui de la mobilité hors irradiation et sous irradiation (voir la
discussion du paragraphe 4.4.2, la figure 4.13 et le tableau 4.10).
Enfin, les grandeurs réduites associées à l’intensité d’irradiation W , et à la variance des fluctua-
tions thermique et d’irradiation ², sont présentées figure 4.14 et tableau 4.11. Leur connaissance
est de première importance, car elle est indispensable à l’utilisation du modèle de champ de phase
et elle évalue l’impact relatif des différents mécanismes à l’œuvre. L’intensité réduite d’irradiation
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FIGURE 4.13 – À gauche : mobilité sous irradiation M(T,Φ) en fonction de la température pour différents
flux :Φ= 0 (—),Φ= 1010 (—),Φ= 1011 (—),Φ= 1012 (—), etΦ= 1013 (—) cm−2.s−1 d’ions Kr (1 MeV),
et comparaison avec la mobilité hors irradiation M th (—). À droite : échelle de temps t0 définie par la
mobilité sous irradiation, pour les mêmes flux.
(a) Hors irradiation
T (K) M¯ (cm2.s−1.eV−1) t0 (s)
300 1.97×10−33 9.01×1016
800 1.95×10−13 5.23×10−3
1200 1.82×10−9 8.68×10−6
(b) Φ∼ 1011 cm−2.s−1
M¯ (cm2.s−1.eV−1) Γ−1 (s) t0 (s)
1.94×10−16 4.0×101 6.70×10−1
8.27×10−13 4.0×101 1.13×10−3
1.82×10−9 4.0×101 8.68×10−6
TABLE 4.10 – Échelles caractéristiques en temps pour le système AgCu hors et sous irradiation (Φ∼ 1011
cm−2.s−1). t0 est l’échelle associée à la diffusion et Γ−1 au mélange balistique.
W ∝ Γ/M(T,Φ) permet de mettre en concurrence les deux effets opposés de l’irradiation, à savoir la
tendance à homogénéiser le système, quantifiée par Γ, et la tendance à favoriser la séparation des
espèces associée à l’augmentation de la mobilité sous irradiation M(T,Φ).
La figure 4.14(a) montre que W augmente avec le flux, mais décroît avec la température. Un
tel impact de la température est lié à la forte augmentation de la mobilité due à la récréation de
défauts par effet thermique, à tel point que W devient quasi nulle au dessus de 900 K. Concernant la
variance réduite des fluctuations ², la figure 4.14(b) fait clairement apparaître les deux contributions
aux fluctuations que sont le bruit d’irradiation et le bruit thermique. Le premier est responsable de la
forte augmentation de ² à basse température pour un fluxΦ élevé, tandis que le second est responsable
de l’explosion de ² au dessus de 900 K, si bien qu’à haute température, le système est complètement
bruité.
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FIGURE 4.14 – Intensité réduite d’irradiation W (en haut), variance réduite du bruit ² (au milieu) et
rayon d’irradiation réduit R/l0(T ) (en bas), pour AgCu soumis aux flux :Φ= 1010 (—),Φ= 1011 (—),
Φ= 1012 (—), etΦ= 1013 (—) cm−2.s−1 d’ions Kr 1 MeV.
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T (K) W ² R/l0
300 1.74×10−2 2.35×10−1 2.79
800 2.33×10−5 5.22×10−1 1.80
1200 1.79×10−7 5.11 0.89
TABLE 4.11 – Variance réduite ² du bruit, intensité réduite W d’irradiation et taille moyenne réduite
R/l0 des sous-cascades, en fonction de la température pour le système AgCu soumis à une irradiation
aux ions Krypton (1 MeV) de fluxΦ∼ 1011 (cm−2.s−1).
b c
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Chapitre 5
De la simulation à l’expérience
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La connaissance des coefficients phénoménologiques de Landau, ainsi que l’estimation de la
mobilité, permettent de faire le lien entre les microstructures simulées dans l’espace adimensionné
dépendant de 3 paramètres réduits « de contrôle » (λ,R,W ), et la microstructure réelle du matériau,
déterminée par les paramètres physiques ajustables, que sont la température et le flux d’irradiation.
Ce dernier chapitre combine les résultats fournis par l’approche en champ de phase présentés au
chapitre 3 et le saut d’échelle réalisé dans le chapitre 4, pour déterminer les flux et températures
permettant d’obtenir des nodules dans l’alliage AgCu, et de prévoir les propriétés (taille des nodules,
concentration etc.) de la microstructure ainsi formée. L’objectif final est ici la mise en place d’une
simulation expérimentale de mesures de diffraction de type GISAXS sur le matériau AgCu irradié.
5.1 La microstructure de l’alliage AgCu
La connaissance des différents facteurs d’échelle en fonction du flux et de la température permet de
décrire le pseudo-diagramme de phase sous irradiation en fonction des paramètres contrôlables lors
d’une expérience : le flux et la température. Nous nous sommes focalisés sur l’impact de l’irradiation
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d’un alliage AgCu par des ions Krypton de 1 MeV. Un tel choix est motivé par la nécessité de réaliser des
cascades de déplacements de grande taille (> 100 nm), de manière à garantir une quantité de matière
suffisante pour diffracter, et une concentration de défauts et d’atomes mus presque uniforme, comme
l’illustre la figure 5.1(a). De plus, les simulations MARLOWE réalisées sur 50 tirs nous ont permis de
vérifier que Γ variait peu sur la profondeur de la cascade (∼ 150−200 nm, voir figure 5.1(b)), et par
suite d’estimer R et Γ. Selon notre analyse, Γ=σdΦ avec σd = 35 nm2, et R = 3.1 Å (voir tableau 4.5).
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FIGURE 5.1 – À gauche : fraction atomique des ions incidents Kr (énergie incidente 1 MeV) (×109 —),
des paires de Frenkel générées (×105 —) et des atomes déplacés (×104 —) au sein du matériau AgCu
sous forme polycristal (simulations MARLOWE réalisées sur 50 tirs). À droite : Évolution de la fréquence
de déplacements Γ avec la profondeur (—) et valeur moyenne (—), obtenues à partir de simulations
MARLOWE pour un fluxΦ= 1013 cm−2s−1.
5.1.1 Pseudo-diagramme de phase sous irradiation dans le plan (Φ,T )
Une fois défini le cadre de l’irradiation aux ions Krypton (1 MeV) sur AgCu, le passage du pseudo-
diagramme de phase en unités réduites (voir la figure 3.20 du chapitre 3), au diagramme réel dans le
plan (T,Φ), par le biais des échelles de temps et d’espace (voir le paragraphe 4.4.3 du chapitre 4) devient
effectif. Celui-ci est présenté figure 5.2. Il convient de noter que les limites de phase du diagramme
sont particulièrement sensibles au terme de mobilité M , et donc à la microstructure produite sous
irradiation (puits et défauts étendus). L’absence du terme de puits dû aux nodules aurait ainsi conduit
à la nécessité de flux de 4 ordres de grandeur supérieur pour observer la zone de création de nodules.
Les différentes expériences réalisées par Wei et al. [118] semblent cependant valider notre approche.
Selon ces auteurs, l’irradiation d’un multicouches 8 nm Cu/ 12 nm Ag par un fluxΦ= 2.5×1013 cm−2s−1
d’ions Kr (1 MeV), conduit à la formation de nodules à 298 K, 348 K, 398 K et 423 K (carrés noirs), et à un
phénomène de démixtion à 473 K (carré bleu). Leur analyse par DRX sur ces couches minces semblent
134
5.1 La microstructure de l’alliage AgCu
250 300 320 350 400 450 500
101
102
103
104
T (K)
Φ
×1
0−
10
(c
m
−2
.s
−1
)
démixtion/nodules (théorique)
nodules/solution solide (théorique)
mesures expérimentales
simulation GISAXS
création de nodules
solution solide
démixtion
FIGURE 5.2 – Zone de formation d’une solution solide (zone rouge), zone de création de nodules (zone
grise) et zone de démixtion (zone bleue), dans le plan (Φ,T ) pour une irradiation aux ions Krypton de 1
MeV sur AgCu de concentration moyenne c¯ = cc = 0.39. — : limite démixtion/création de nodules. — :
limite création de nodules/solution solide. Les carrés correspondent aux observations par diffraction
réalisées par Wei et al. : démixtion (), nodules (). ◦ : valeur choisie pour une simulation GISAXS
(paragraphe suivant).
corroborer notre diagramme de phase. Cependant, ils n’ont pu mesurer une taille caractéristique de
nodules (seuil de résolution TEM). Pour déterminer ce diamètre des précipités et confirmer notre
modélisation, nous avons choisi d’irradier un échantillon par un fluxΦ∼ 5×1012 cm−2s−1 d’ions Kr
(1 MeV), à la températures T = 320 K (cercle bleu sur le diagramme), de manière à se placer dans le
domaine de création de nodules (même pour c¯ = 0.6> cc ), et de réaliser une expérience de type GISAXS.
Celle-ci doit permettre de confirmer s’il y a création de nodules, et dans ce cas, d’étudier la composition
des nodules (TEM-EELS) ainsi que leur distribution de tailles (GISAXS). Pour cette température et ce
flux, nous présentons tableau 5.3 la fréquence Γ et la longueur moyenne des déplacements dans les
sous-cascade R, ainsi que le diamètre moyen < d > des nodules de cuivre formés, accompagnés des
limites de solubilité cα,β prévues par notre modèle.
5.1.2 Calcul de la fluence nécessaire pour atteindre l’état stationnaire
Pour mettre en place une expérience d’irradiation aux ions Kryptons (1 MeV), il est indispensable
de connaître le temps nécessaire pour atteindre les états stationnaires du système, qui se caractérisent
par l’arrêt de la croissance des nodules. Or, l’évolution du système procède de la minimisation de
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la fonctionnelle de LyapunovL (t). Dans le domaine de création de nodules, l’état stationnaire est
donc atteint lorsque L (t) devient constante. La figure 5.3 présente à ce titre l’évolution de cette
fonctionnelle en fonction du temps, à la températures T = 320 K, pour un fluxΦ= 5×1012 cm−2s−1
d’ions Krypton. Dans ces conditions, l’état stationnaire est atteint en 15 min. Il convient de noter que le
temps final est conditionné par la température suivant deux processus d’effets opposés. Tout d’abord, la
mobilité, et incidemment les échanges atomiques, tendent à augmenter avec la température, d’où une
diminution de la constante d’échelle temporelle t0. Ensuite, pour un flux donné, plus la température
est élevée, plus le système est placé près de la limite de phases entre les domaines de démixtion et de
création de nodules, ce qui se traduit par un impact réduit des effets balistiques, associé à une cuvette
plus profonde pour l’énergie effectiveL , et un temps d’évolution plus important pour atteindre le
minimum. Ceci se traduit par un nombre nécessaire d’itérations beaucoup plus élevé pour atteindre
l’état stationnaire. À 320 K, la fluence minimale correspondant à ce temps d’irradiation est donnée par
Φt = 4.3×1015 cm−2. Il convient de noter que le temps nécessaire pour atteindre l’état stationnaire
dépend fortement de la condition initiale aléatoire, même lorsque tous les paramètres (température
et irradiation) sont fixés. À ce titre, la fluence fournie, ainsi que l’ensemble des résultats du tableau
5.1, font référence au tir statistique à l’origine du plus long temps de convergence observé lors de nos
simulations.
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FIGURE 5.3 – Fonctionnelle de Lyapunov normalisée L (t)/max |L | (—) à T = 320 K, en fonction
du temps réel, pour le système AgCu de concentration moyenne c¯ = 0.6 en argent, soumis à un flux
Φ= 5×1012 cm−2s−1 d’ions Kr (1 MeV), et temps nécessaire pour atteindre l’état stationnaire (pour un
exemple de condition initiale aléatoire) dans le domaine de création de nodules.
5.1.3 Limites de solubilité de AgCu sous irradiation
Il est ensuite possible, par la connaissance des limites de solubilité adimensionnellesφα,β(W,R,λ, φ¯),
obtenues numériquement dans le paragraphe 3.3.2, de définir pour différents flux l’évolution des
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∆t Nombre itérations temps réduit échelle t0 (s) temps réel (s) fluence (cm−2)
0.05 340000 17000 0.0509 865 4.3×1015
TABLE 5.1 – Pas de temps numérique ∆t , nombre de pas, temps réduit, échelle de temps t0, et temps réel
associé t (en secondes) et fluence nécessaire pour atteindre l’état stationnaire quelle que soit la condition
initiale aléatoire, pourΦ= 5×1012 cm−2s−1 d’ions Kr (1 MeV), à T = 320 K.
limites de solubilité réelles cα,β en fonction de la température. Celles-ci sont représentées figure 5.4,
et comparées avec les limites à l’équilibre (cercles bleus). En accord avec le pseudo-diagramme de
phase de la figure 5.2, pour des flux suffisamment soutenus, il est possible de former une solution
solide à basse température, contrairement au cas hors irradiation. Ensuite, pour des flux plus soutenus
encore, (Φ > 1014 cm−2s−1), les deux limites de solubilité cα et cβ se rejoignent en un point (c ′c ,T ′c ),
où la transition de phase devient du second ordre. Il se forme ainsi un point comparable au point de
Landau (cc ,Tc ), où le système passe cette fois continûment du domaine de création de nodules, à la
formation d’une solution solide, lorsque la température du matériau de concentration moyenne c¯ = c ′c
est abaissée sous T ′c .
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FIGURE 5.4 – Diagramme de phase de l’alliage AgCu dans le plan (Φ,T ) hors irradiation (◦) et pour
différents flux d’irradiation aux ions Kr (1MeV) :Φ= 1.21×1013 cm−2s−1 (—),Φ= 2.42×1013 cm−2s−1
(—) etΦ= 1.21×1014 cm−2s−1 (—).
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5.2 Analyse de la microstructure par diffraction
La simulation de la microstructure par la méthode de champ de phase a permis de définir un
volume de simulation de l’ordre de la centaine de nanomètres au cube. Sur ce volume, différentes
microstructures ont été observées, suivant l’intensité, la nature du projectile, et la température d’irra-
diation. Une question reste toutefois en suspens : de telles microstructures existent t-elles réellement ?
Cette question est loin d’être académique, car si tel est le cas, la méthode de champ de phase décrivant
les effets d’irradiation s’en trouve partiellement validée. Cet enjeu justifie l’approche par diffraction
présentée dans cette partie, qui peut plus généralement légitimer cette approche empirique de la
microstructure induite par l’irradiation des matériaux.
5.2.1 Principe de la méthode
La figure 5.2 montre qu’en fixant la température 320 K, il est possible de simuler la microstructure
induite dans la zone de formation de nodules pour le flux Φ = 5×1012 cm−2s−1 d’ions Kr (1 MeV).
Dans ces conditions d’irradiation, le diamètre moyen des nodules vaut 1.8 nm. Or, la diffraction est
capable de sonder la matière sur des longueurs allant de quelques centaines de nanomètres à quelques
microns. Elle permet donc de se placer à l’échelle d’étude du champ de phase, et de répondre à la
nécessité de statistique importante de cette approche. Elle apparaît ainsi comme un outil adéquate
pour mesurer cette microstructure. Dans cette optique, la simple application de la loi de Bragg montre
que les inhomogénéités de la microstructure impliquent des angles de diffraction de quelques degrés.
La diffraction aux petits angles, improprement appelée diffusion dans le langage courant, est très
utilisée dans la matière molle [119]. L’application de cette technique en métallurgie impose des
épaisseurs d’échantillon inférieures au millimètre, et des rayonnements de très faible longueur d’onde
pour limiter l’absorption de l’échantillon. Un compromis délicat doit donc être fait entre épaisseur
de l’échantillon (nombre de centres diffuseurs) et absorption du signal. Cette technique peut ainsi
difficilement s’appliquer à l’étude des matériaux irradiés par des faisceaux d’ions, dont la profondeur
de pénétration simulant une irradiation au sein d’un réacteur nucléaire est de plusieurs centaines de
nanomètres. Pour un échantillon millimétrique, le signal transmis provenant de la zone irradiée est
de l’ordre de 9 fois la zone irradiée. La technique GISAXS (pour Grazing Incidence Small Angle X-Ray
Scattering) permet de s’affranchir de cette limitation, car le signal n’est plus transmis mais réfléchi.
Il n’est donc plus nécessaire d’imposer un rayonnement de faible longueur d’onde pour collecter ce
signal. De plus, l’utilisation d’un faisceau incident parallèle permet de contrôler l’angle d’incidence du
signal, et donc la profondeur sondée. La figure 5.5 compare les deux montages utilisés pour collecter le
signal diffracté.
En introduisant le vecteur de transfert de diffusion q ≡ kscat−kinc, il est possible d’estimer l’inten-
sité du faisceau diffracté dans le cadre de l’approximation de l’onde distordue, valable loin de l’angle
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FIGURE 5.5 – Montages SAXS (gauche) et GISAXS (droite). Le faisceau incident d’intensité I0 diffracte
dans le matériau. Le signal diffracté est collecté par un détecteur 2D.
critique par :
I (qx , qz )∝ (< Z >p −< Z >m)2
∫ z
0
∫ +∞
0
|F (qx , qz )|2S (qx )P (d)|T (αi )|2|T (α f )|2dde−η/Λ(αiα f )dη.
(5.2.1)
Dans cette formule,S (qx ) est le facteur de structure associé aux nodules dans le plan (qx , qy ), défini
comme la transformée de Fourier de la distribution radiales des nodules g (r ), P (d) est la distribu-
tion de tailles des précipités, F (qx , qz ) est le facteur de forme d’une sphère décrivant les nodules,
et qz est la composante selon z (figure 5.9(b)) du vecteur q , corrigée de la réfraction dans le solide.
Enfin, T (αi ) et T (α f ) sont les facteurs de transmission de Fresnel de l’onde entrante et sortante, et
Λ−1(αi ,α f )= z−11/e (αi )+ z−11/e (α f ) les profondeurs de pénétration d’une onde avec un angle incident
αi (respectivement α f pour l’onde sortante). Le calcul de I (qx , qz ) nécessite donc de connaître le
matériau moyen, qualifié de vierge, permettant les calculs des fonctions de T (αi ), T (α f ) etΛ(αi ,α f ),
où l’angle d’incidence doit être judicieusement choisi. Le calcul des limites de solubilité du matériau
irradié que nous étudions permet ensuite de définir le facteur de contraste (< Z >p −< Z >m)2. Enfin,
la simulation de la microstructure fournit le facteur de forme, la distribution de tailles, et la distribution
radiale des précipités.
5.2.2 Détermination de l’intensité du faisceau diffracté
Avant de tenir compte de la microstructure, les lois de l’optique classique permettent de calculer la
profondeur de pénétrationΛ(α), et le facteur de transmission de Fresnel T (α) pour le composé AgCu
de fraction atomique moyenne c¯ = 0.6. Pour ce matériau, la figure 5.6 présente l’évolution de T (α) et
Λ(α), obtenue à l’aide des données du tableau 5.2, en supposant négligeable la rugosité de la couche.
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×106 δ β
Ag 29.37 2.65
Cu 24.26 0.54
TABLE 5.2 – Variation de la partie réelle δ et imaginaire β de l’indice optique n, pour la longueur d’onde
de CuKα1 (λ= 1.5405 Å) pour Ag et Cu.
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FIGURE 5.6 – Coefficient de Fresnel T (α) (à gauche) et profondeur de pénétrationΛ(α) (à droite) obtenus
pour AgCu en utilisant les données du tableau 5.2. αc = 0.39◦. PourΛ(αi )= 90 nm, αi = 1.4◦ 6= 1−2αc .
Une foisΛ(α) et T (α) connus, le choix de l’angle d’incidence αi du faisceau entrant doit satisfaire
plusieurs critères. Tout d’abord, pour pouvoir appliquer la méthode DBWA (pour Distorded Born Wave
Approximation), αi doit être différent de 1−2αc , où αc est l’angle critique maximisant le coefficient de
Fresnel T (α). La figure 5.6(a) fournit αc ' 0.4 ◦. αi doit aussi induire une profondeur de pénétration
Λ(α) suffisamment grande pour maximiser le nombre de centres diffuseurs, et suffisamment faible
pour limiter la zone d’ombre : c’est la notion d’incidence rasante. En parallèle,Λ(αi ) doit correspondre
à une zone relativement homogène de la cascade de déplacements, et être inférieure au pic d’implan-
tation ionique. À ce titre, la figure 5.1 qui présente la profondeur de pénétration des ions Kr, ainsi
que la distribution des paires de Frenkel au sein de l’alliage homogène AgCu, suggère de choisir une
profondeur de l’ordre de 70 à 100 nm. La valeur αi = 1.4 ◦ associée àΛ' 90 nm (αi 6= 1−2αc ) convient.
Les échantillons à notre disposition sont composés de 60 % d’argent et 40 % de cuivre. Dans ce
cas, les précipités générés sous irradiation sont principalement formés de cuivre, et se visualisent par
des nodules blanc au sein des microstructures simulées en champ de phase numérique. Pour une
telle concentration moyenne, le facteur de contraste (< Z >p − < Z >m)2 quantifie la différence de
pouvoir de diffraction entre les précipités de cuivre (Z Cu = 29) et la matrice d’argent (Z Ag = 47). Pour
des précipités purs comme c’est le cas du le matériau vierge, il s’agit simplement de la différence de Z
au carré entre le cuivre et l’argent (324 eV2). Sous irradiation, les précipités sont enrichis d’une fraction
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atomique cα > 0 en argent, la concentration d’argent dans la matrice étant elle fixée à cβ < 1, et le
facteur de contraste s’écrit :
(< Z >p −< Z >m)2 = ([cαZ Ag+ (1− cα)Z Cu]− [cβZ Ag+ (1− cβ)Z Cu]))2 . (5.2.2)
Les limites de solubilité cα,β sont issues des simulations en champ de phase numérique. Elles sont
présentées tableau 5.3 pour le matériau vierge et le matériau irradié à T = 320 K, aux côtés des valeurs
associées du facteur de contraste, ainsi que de certaines grandeurs caractéristiques de l’irradiation
et de la microstructure résultante. En parallèle des limites de solubilité, les simulations en champ
de phase numérique fournissent la microstructure du matériau irradié à la température choisie, sur
une boite de simulation de 80 nm × 80 nm. Nous présentons une parcelle de 20 nm × 20 nm de cette
microstructure figure 5.7
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FIGURE 5.7 – Microstructure (zoom) du matériau AgCu irradié aux ions Kr (1 MeV) de flux Φ = 5×
1012 cm−2s−1 à T = 320 K. Simulations réalisées avec 1000 pas d’espace de largeur réduite ∆x = 0.5
correspondant à une boite de simulation de 80 nm × 80 nm environ, ∆t = 0.05 et des conditions initiales
aléatoires homogènes de concentration c¯ = 0.6 en Argent, à t = 20000 garantissant l’état stationnaire.
Comme dans le chapitre 3, l’étude moyenne, pour cette température, d’un grand nombre d’images
de microstructures, permet de calculer la distribution P (d) des tailles de nodules de cuivre (figure
5.8(a)), et d’en extraire le diamètre moyen < d > (voir tableau 5.3). Elle permet de surcroît d’estimer la
distribution radiale g (r ) de leurs centres (figure 5.8(b)).
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FIGURE 5.8 – Distribution P (d) des tailles de précipités (en haut à gauche) et ajustement par une
distribution log-normale (—, ρ = 0.988), distribution radiale g (r ) (normalisée par 2pi/k∞) des centres
des précipités de cuivre (en bas à gauche) et microstructure (à droite), au sein du matériau AgCu irradié
aux ions Kr (1 MeV) de flux Φ= 5×1012 cm−2s−1 à T = 320 K, utilisées pour les simulations GISAXS.
Simulations réalisées avec 1000 pas d’espace de largeur réduite ∆x = 0.5 correspondant à une boite de
simulation de 80 nm × 80 nm environ, ∆t = 0.05 et des conditions initiales aléatoires homogènes de
concentration c¯ = 0.6 en Argent, à t = 20000. Les boules blanches dans l’image de la microstructure sont
les précipités de cuivre dans la matrice d’argent (en noir).
AgCu cα–cβ fV (%) cont. < d > (nm) σ (nm) 2pik∞ (nm) Γ (s−1) R (nm)
vierge (300 K) 0–1 40 324 22 ±1 ∅ ∅ 0 ∅
irradié (320 K) 0.055–0.93 37.7 250 1.82 ±0.01 0.40 2.76 1.05 0.31
TABLE 5.3 – Limites de solubilité cα,β, diamètre moyen < d > et écart type de l’ajustement par une loi
log-normale (ρ = 0.988) des nodules sphériques de cuivre, distance 2pi/k∞ à leur premier voisin, fraction
volumique fV et facteur de contraste (< Z >p −< Z >m)2 associé, pour le matériau AgCu (c¯ = 0.6) vierge
à température ambiante, et fréquence et distance moyenne de déplacements pour le matériau irradié
aux ions Kr (1 MeV) de fluxΦ= 5×1012 cm−2s−1 à T = 320 K.
Une fois g (r ) déterminée, il est possible de calculer sa transformée de Fourier S . Celle-ci se
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révèle très oscillante. Pour pallier cette difficulté, nous avons utilisé un ajustement par la fonction de
Perkus-Yevick introduite dans le paragraphe 3.4.3 du chapitre 3, dont la transformée de Fourier notée
S PY est présentée figure 5.9(a). La figure 5.9 présente aussi le facteur de forme F (q < d >), défini par
la transformée de Fourier de sphères de rayon < d > /2. Il est alors finalement possible de calculer
l’intensité GISAXS pour la matrice AgCu de concentration moyenne c¯ = 0.6, dans les 3 cas d’étude.
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FIGURE 5.9 – À gauche : facteur de structureS PY(x) obtenu par transformée de Fourier d’une fonction
de Perkus-Yevick (ajustement de la distribution radiale des centres des précipités de cuivre), et facteur de
forme F (x) associé à un précipité sphérique, utilisés pour réaliser les simulations GISAXS.
5.2.3 Simulations GISAXS associées à deux microstructures
Le calcul du facteur de forme F (q < d >), du facteur de structureS PY, et des diagrammes GISAXS
ont été effectués avec le logiciel FitGISAXS, développé par David Babonneau de l’université de Poitier
[35]. La figure 5.10 (image du haut) présente l’intensité 5.2.2 pour l’alliage AgCu vierge 1. Placés
à température ambiante, les échantillons ont déjà partiellement démixé. La taille des précipités
sphériques de cuivre est ainsi de 22 nm. Le maximum d’intensité est atteint le long de la courbe
paramétrée par q =
√
q2y +q2z = 0.28 nm−1. En suivant la même procédure, nous avons simulé les deux
courbes GISAXS obtenue après irradiation (T = 320 K). Celle-ci est présentée figure 5.10 (en bas). À
T = 320 K, la taille des nodules étant de 1.8 nm, l’intensité maximale est atteinte pour q = 2 nm−1.
Enfin, l’absence de nodules va induire un diagramme GISAXS dont l’intensité sera répartie de manière
uniforme.
1. Collaboration avec le centre de recherche de Los Alamos
143
CHAPITRE 5 : De la simulation à l’expérience
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
q
z
(n
m
−1
)
-2.0 -1.0 0.0 1.0 2.0
qy (nm−1)
0.0
0.4
0.8
1.2
In
ten
sité
(u
.a.)
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
q
z
(n
m
−1
)
-2.0 -1.0 0.0 1.0 2.0
qy (nm−1)
0.0
1.0
2.0
3.0 In
ten
sité×
10
6
(u
.a.)
(a) Matériau vierge
(b) Matériau irradié
FIGURE 5.10 – Intensité GISAXS pour une matrice Ag60Cu40. En haut : matériau vierge à température
ambiante (nodules de 22 nm), en bas : matériau irradié aux ions Krypton 1 MeV,Φ= 5×1012 cm−2s−1,
à une température T = 320 K (nodules de 1.8 nm).
En conclusion, l’expérience GISAXS, par sa capacité à distinguer les domaines de démixtion, de
création de nodules et de solution solide, semble capable de valider l’approche en champ de phase.
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5.2 Analyse de la microstructure par diffraction
Cependant, la mise en place d’une telle expérience s’avère délicate, en raison de la grande sensibilité
du diagramme GISAXS à la rugosité de surface. Cette limitation ne nous a pas encore permis de réaliser
l’expérience sur des échantillons AgCu élaborés à Los Alamos.
b c
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Chapitre 6
Conclusion
Ce travail de thèse a choisi d’étudier la microstructure des matériaux irradiés, selon une approche
de type champ de phase [13, 14]. Dans ce cadre, l’échelle atomique, très utilisée pour décrire les
défauts produits dans une cascade de déplacements par exemple, a été laissée de côté, au profit d’une
grandeur mésoscopique qu’est la densité atomique. L’avantage d’une telle approche réside dans sa
capacité à rendre compte de la microstructure hors irradiation, sur des échelles de temps et d’espace
très supérieures à celles des simulations atomistiques comme la dynamique moléculaire [28, 29, 30,
31, 32]. L’application de la méthode Landau [15] permet en effet un gain de six ordres de grandeur
sur l’échelle temporelle. Le prix à payer pour un tel gain d’échelle, est l’incapacité de l’approche
à décrire la formation de défauts en dessous d’une certaine longueur caractéristique de l’ordre du
nanomètre, ce qui la rend inefficace par exemple pour prédire la formation de dislocations. De plus,
cette approche de champ de phase reste phénoménologique, et nécessite l’utilisation en amont d’une
méthode atomistique chargée de la nourrir avec les informations pertinentes de l’échelle fondamentale,
notamment pour le calcul des coefficients de Landau. Cette synergie entre méthodes de champ de
phase et approches atomistiques a rendu possible l’élaboration d’une véritable méthodologie capable
de rendre compte du diagramme de phase d’un matériau hors irradiation.
Dans l’optique d’étendre ce formalisme de champ de phase aux solides sous irradiation, nous
avons adopté le modèle de mélange ionique [21, 22], développé par Sigmund et Gras-Marti afin de
décrire l’impact des effets d’irradiation sur la microstructure à l’échelle de plusieurs nanomètres. Face
à la complexité des dommages d’irradiation qui se produisent de manière très hétérogène sur quelques
nanomètres, et sur une large gamme d’échelles temporelles, ce modèle suppose qu’il est possible
de rendre compte du mélange induit par des sauts d’atomes dans les cascades de déplacements,
par une variation « mésoscopique » du paramètre d’ordre sur quelques nanomètres. La durée de vie
d’une cascade étant de quelques picosecondes, il est alors naturel de considérer ce terme de mélange
ionique comme un terme source, à rajouter à l’équation de champ de phase. Cette approche comporte
néanmoins deux limitations, qui sont la non prise en compte du caractère aléatoire de la formation et
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du développement des cascades de déplacements, et l’incapacité à rendre compte de leur caractère
fortement hétérogène dans l’espace [65, 67]. La première limitation a été surmontée dans notre étude
par la réintroduction d’un terme aléatoire pour décrire le caractère stochastique de la formation d’une
cascade de déplacements. La seconde limitation constitue encore une question ouverte. Nous avons
choisi dans ce travail de thèse, de considérer que pour un flux important et un temps d’irradiation
long, le recouvrement des sous-cascades rendait la cascade homogène sur son volume, conduisant à
un terme d’irradiation homogène spatialement. Cette hypothèse a été validée numériquement lors de
l’irradiation de l’alliage AgCu.
En vertu de l’écart d’échelles temporelles entre les mécanismes de mélange ionique et de diffusion,
nous avons fait l’hypothèse selon laquelle les deux dynamiques associées agissaient en parallèle. Ceci
nous a permis d’écrire une équation de type Langevin, apte à décrire l’évolution de la microstructure
sur des échelles de temps supérieures à la microseconde, soit six ordres de grandeur de plus que les
mécanismes de création de cascade de déplacements, et sur des échelles d’espace allant de quelques
nanomètres au micron, soit à nouveau plusieurs ordres de grandeur de plus que les simulations
atomistiques. Les bases d’un véritable saut d’échelle ont ainsi été posées. Cette équation présentant un
caractère fortement non linéaire, nous avons développé un schéma numérique original pour calculer
l’évolution d’un paramètre d’ordre décrivant la microstructure, dans le cadre des transformations
isostructurales que sont les décompositions spinodales. Une attention particulière a été accordée
à l’étude des propriétés de stabilité et de précision des schémas développés. Un premier résultat
significatif que nous avons obtenu par le biais de cette approche numérique, a été de constater
que le théorème de fluctuation-dissipation, violé hors irradiation dans le cadre du vieillissement
du matériau, était rétabli pour une irradiation suffisante. Le second résultat important fourni par
cette étude générique, a été le développement d’une méthode de résolution analytique inspirée des
travaux de Bray [34, 84], qui a abouti à l’établissement d’un diagramme de phase décrivant la signature
microstructurelle d’un alliage binaire irradié.
Afin de valider cette approche sur un cas précis de matériau, nous avons simulé la microstruc-
ture induite par l’irradiation dans le composé AgCu, qui jouit hors irradiation d’une bibliographie
exhaustive. Le choix de cet alliage se justifie par plusieurs propriétés. Les mécanismes de diffusion
y sont tout d’abord clairement identifiés hors irradiation [26, 27]. De plus, toujours hors irradiation,
ce matériau présente une lacune de miscibilité associée à la décomposition spinodale. Les phases
limites Ag et Cu étant de type Fm3¯m comme la phase désordonnée, le paramètre d’ordre est donc
un scalaire. De plus, la grande différence de numéro atomique entre le cuivre et l’argent permet de
sonder sa microstructure à l’échelle nanométrique par diffraction aux rayons X. Enfin, ce matériau ne
s’oxyde pas, et peut être élaboré pour n’importe quelle composition moyenne en argent et en cuivre.
Dans ce chapitre, nous avons réalisé explicitement le saut d’échelle en paramétrant par le biais des
simulations atomistiques la fonctionnelle d’énergie libre à l’équilibre thermodynamique, ainsi que
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les termes de mélange ionique. Bien que la mobilité hors irradiation soit bien connue dans AgCu
sur le plan expérimental, son estimation sous irradiation s’est révélée complexe. En effet, la mobilité
exacerbée par l’existence de lacunes et d’interstitiels générés par la cascade de déplacements, exige
une connaissance fine de la microstructure, car la présence de puits de défauts comme les dislocations
ou les joints de grain, a un impact important sur la diffusion des espèces, et par conséquent sur la
microstructure sous irradiation. Nous avons ainsi supposé que la mobilité sous irradiation résultait
d’un équilibre très rapide des lacunes et des interstitiels produits, par recombinaison et annihilation
aux interfaces des précipités de cuivre [4, 5]. Ce choix arbitraire a constitué une des principales limita-
tions de notre analyse, car rien n’indique que les puits de défauts se limitent aux seuls interfaces de
précipités. Sous ces hypothèses, nous avons été en mesure de tracer le pseudo-diagramme de phase
dans le plan température-flux à partir du diagramme générique établi précédemment, puis de prédire
numériquement [35], par la connaissance de la microstructure, le diagramme de diffraction GISAXS
expérimentalement mesurable, pour un flux, une température, une fluence, et un projectile de masse
et d’énergie définies. Ce travail a constitué le dernier chapitre du manuscrit. Faute de temps, il ne nous
a pas été possible de réaliser l’expérience simulée pour confirmer ou infirmer l’approche développée
dans cette thèse.
La principale perspective de ce travail est donc de réaliser expérimentalement une irradiation de ce
composé et de comparer la microstructure obtenue par diffraction à celle simulée. Cette comparaison
constituera une première confirmation ou infirmation de notre approche en champ de phase. La
mesure d’un diagramme de diffraction similaire à celui calculé justifiera la description introduite par
Martin et al. du vieillissement d’un solide sous irradiation, par un équilibre entre la restauration des
dommages par la thermodynamique classique et la production de dommages par des collisions à
l’échelle atomique [23]. La seconde perspective plus générale de ce travail consiste à mieux comprendre
le saut d’échelle entre simulation atomistiques et l’approche de champ de phase, où le caractère
atomique est gommé par l’existence d’une longueur de corrélation en dessous de laquelle l’approche
en champ de phase n’est plus applicable. L’approche de type champ de phase cristallin semble être
une piste exploitable pour décrire les défauts à l’échelle atomique (existence de dislocations), sans
avoir recours à une modélisation atomistique. Si une telle approche est applicable, il sera alors possible
de prédire la microstructure à l’échelle atomique et de calculer une mobilité sans hypothèses ad hoc.
Dans ce cadre, l’approche en champ de phase bénéficiera d’un caractère prédictif.
Pour le cas particulier du composé AgCu, la large différence de paramètre de maille entre Ag et
Cu génère un champ de déformation (misfit) de l’ordre de 13 %. Cette valeur conduit à la formation
d’interface semi-cohérente [120], à l’origine de dislocations. Cet effet a été totalement négligé dans
notre étude. En supposant que les tensions de surface entre Ag et Cu soient égales 3.06×10−10 et
3.8× 10−10 N respectivement, il est possible de déterminer le rayon critique dans la théorie LSW.
Ce rayon R∗ vaut approximativement 3 nm. Cette valeur est analogue à la taille caractéristique des
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précipités calculés dans ce travail en négligeant les effets élastiques. Cette simple analyse suggère que
l’énergie élastique 4/3piR3G²2 reste bien plus faible que l’énergie d’interface 4piR2γ (γ∼ 500 mJ.m−2).
Pour R ∼R∗, cette énergie d’interface est faible, ce qui conduit à un précipité cohérent, justifiant ainsi
notre hypothèse de travail.
b c
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Annexe A
Propriétés du schéma numérique
A.1 Convergence des solutions de l’équation déterministe vers un attrac-
teur global
Nous partons de l’équation du problème en coordonnées réduites :

∂φ
∂t
=∇2 [ f ′λ(φ)−∇2φ]+W (pR ∗φ−φ)
∇φ(x , t ) ·n = 0, ∇3φ(x , t ) ·n = 0, ∀x ∈ ∂Ω
φ(x ,0)=φ0(x), x ∈Ω,
(A.1.1)
où ∇2 est le Laplacien en espace,Ω un domaine fermé et borné (un cube dans notre étude), W une
constante et pR une fonction de L2(Ω). Sans le terme d’irradiation W (pR ∗φ−φ), cette équation se
ramène à l’équation de Cahn-Hilliard, pour laquelle ont déjà été démontrées l’existence et l’unicité
d’une solution forte φ ∈ L2 (]0,T [, H 40 (Ω))∩H 1 (]0,T [,L20(Ω)), pour tout T > 0 et pour toute condition
initiale φ0 dans L20(Ω) [121]. Nous avons ici introduit les espaces L
2
0(Ω) =
{
φ ∈ L2(Ω)/∫Ωφ= 0} et
H 40 (Ω) =
{
φ ∈H 4(Ω)∩L20(Ω)/∇φ(x , t ) ·n = 0,∇3φ(x , t ) ·n = 0
}
. Nous supposons que cette propriété
d’existence et d’unicité des solutions est vérifiée pour l’équation A.1.1.
Nous désirons montrer ici que pour toute condition initiale φ0 ∈ L20(Ω), la solution φ issue de φ0
converge vers un ensembleA , appelé « attracteur global », contenant tous les équilibres du systèmes
[122]. Un tel ensemble est représenté en bleu figure A.1.
Song a prouvé dans [53] la convergence des solutions de l’équation de Cahn-Hilliard versA , au
sens de toutes les normes H k (Ω). Nous suivons sa méthode pour étendre partiellement ce résultat à
l’équation A.1.1. Plus précisément, nous souhaitons prouver le théorème suivant :
Théorème : Pour toute condition initiale φ0(x) ∈ L20(Ω), la solution φ, issue de φ0, converge en ‖·‖h ,
vers un attracteur globalA , où ‖·‖h est la norme sur l’espace H :
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F (φ)= cst
φ0(x)
φ(x , t )
A
Hors irradiation
L (φ)= cst
φ0(x)
φ(x , t )
A ′
?
Sous irradiation
FIGURE A.1 – Représentation schématique de la convergence des solutions vers un attracteur globalA .
H =
{
u ∈H 1(Ω)/∇u ·n = 0,
∫
Ω
u =µ
}
, (A.1.2)
Preuve : L’équation A.1.1 peut se réécrire sous la forme conservative suivante :

∂φ
∂t
=−∇2 [−∇φL (φ)]
L (φ)≡ F (φ)+W (φ), W (φ)= W
2
(g ∗φ,φ), F (φ)=
∫
Ω
(
fλ(φ)+
|∇φ|2
2
)
dx
∇2g (x −x ′)=−[δ(|x −x ′|)−pR (|x −x ′|)] ,
(A.1.3)
où ∇φ est l’opérateur différentielle de Fréchet. La convergence repose sur deux propriétés : l’existence
d’une fonctionnelle de Lyapunov pour le système, et le caractère borné en norme ‖·‖h des solutions.
Nous avons déjà évoqué que la fonctionnelle L (φ) était une fonctionnelle de Lyapunov pour le
système :
dL (φ)
dt
(t )=
(
∇φL (φ), ∂φ
∂t
)
= (∇φL (φ),∇2(∇φL (φ))
=−(∇(∇φL (φ)),∇(∇φL (φ))=−
∥∥(∇(∇φL (φ))∥∥22
≤−C ∥∥∇φL (φ)∥∥2h ,
(A.1.4)
où nous avons utilisé l’équivalence de normes sur L20 et H . Ajouté au fait queL (φ)→∞ si et seulement
si
∥∥φ∥∥2 →∞, L est bien une fonctionnelle de Lyapunov. Soit alors une condition initiale φ0 issue
d’un borné U ⊂H (nous exigeons à ce stade un degrés de régularité supérieur, puis nous étendrons le
résultat à φ ∈ L20(Ω)). L’intégration de A.1.4 permet d’écrire :
L (φ)=−
∫ t
0
∥∥∇φL (φ)∥∥2h dt +L (φ0). (A.1.5)
Il est alors nécessaire de faire appel à la forme exacte deL (φ) fournie par A.1.3 : en notant de manière
générique fλ(x)=
∑4
k=1
ak
k x
k , avec a1 = 0, a2 = 3λ2−1, a3 =−λ et a4 = 1,L (φ) se réécrit :
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L (φ)=
∫
Ω
[
4∑
k=1
ak
k
φk + |∇φ|
2
2
]
dx +W
2
(g ∗φ,φ)≥
∫
Ω
[
3∑
k=1
ak
k
φk + a4
4
φ4+ |∇φ|
2
2
]
dx , (A.1.6)
où nous avons utilisé la positivité de W (φ) :
W (φ)= W
2
(g ∗φ,φ)= W
2
(gˆ φˆ, φˆ)= W
2
∥∥∥√gˆ φˆ∥∥∥2
2
≥ 0. (A.1.7)
En suivant alors les calculs de [53], il est possible de montrer qu’il existe deux constantes positives C1
et C2 telles que :
L (φ)≥C1
∫
Ω
[
a4φ
4+|∇φ|2]dx −C2. (A.1.8)
En utilisant l’expression A.1.5 deL (φ), nous obtenons :
C1
∫
Ω
[
a4φ
4+|∇φ|2]dx −C2 ≤−∫ t
0
∥∥∇φL (φ)∥∥2h dt +L (φ0)⇐⇒ ∥∥φ∥∥h ≤C (φ0), (A.1.9)
où la constante C (φ0)=C (L (φ0)) rend ce caractère borné dépendant de la condition initiale : pour
une condition initiale φ0 dans un borné U de H , la solution issue de φ0 est bornée. Ainsi, pour φ0 ∈U
donnée, l’ensemble
{
u/‖u‖h ≤C (φ0)
}
est fermé et borné dans H . Comme l’injection de H dans L2 est
compacte, cet ensemble est lui-même un compacte. Il existe donc une limite en norme ‖·‖2 pour φ.
Par la propriété de Lyapunov A.1.4, cette limite est unique et c’est un point d’équilibre deL .
Il est possible d’obtenir plus de régularité dans la convergence. Pour cela nous introduisons le
semi-groupe S(t )= e tL associé à l’opérateur à domaine L : φ ∈H 40 (Ω)−→−∇4φ, tel que toute solution
φ ∈H 40 (Ω) issue de φ0 ∈ L20(Ω), s’écrit par la méthode de la variation de la constante à l’instant t :
φ= e tLφ0+
∫ t
0
e t−τ[−
p
−L]( fλ(φ)+W g ∗φ)dτ. (A.1.10)
Ceci nous permet d’estimer la norme
∥∥φ∥∥h , équivalente à ∥∥L1/4φ∥∥2, pour toute condition initiale φ0
de U :
∥∥φ∥∥h = ∥∥∥∥e tLφ0+∫ t
0
e(t−τ)L[−
p
−L]( fλ(φ)+W g ∗φ)dτ∥∥∥∥
h
≤C
[∥∥φ0∥∥h +∫ t
0
(∥∥(−L)1/2+1/4e(t−τ)L( fλ(φ))+W (−L)1/4e(t−τ)L(−L)1/2(g ∗φ)∥∥2)dτ]
≤C ′′
[∥∥φ0∥∥2+∫ t
0
(∥∥(−L)3/4e(t−τ)L∥∥∥∥ fλ(φ)∥∥2+W ∥∥(−L)1/4e(t−τ)L∥∥∥∥(pR −δ)∗φ∥∥2)dτ] ,
(A.1.11)
où nous avons utilisé successivement le fait que la norme d’opérateur
∥∥e tL∥∥ est inférieure à 1, comme
L est un opérateur strictement négatif sur H 40 (Ω), puis la commutation de l’exponentielle d’opérateur
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avec l’opérateur. De plus, pour tout t > 0, S(t ) vérifie aussi la propriété suivante : (−L)αS(t ) est borné
et ‖(−L)αS(t )‖ ≤C t−αe−δt , avec δ et C des constantes strictement positives, 1 que nous utilisons avec
α= 3/4 etα= 1/4, et t−τ> 0. Enfin, de manière évidente, comme pR est une fonction exponentielle dé-
croissante,
∥∥(pR −δ)∗φ∥∥2 = ∥∥(pˆR −1)φˆ∥∥2 ≤C ∥∥φ∥∥2. De plus, par continuité de f ′λ, ∥∥ fλ(φ)∥∥2 ≤C ′∥∥φ∥∥2.
In fine, en utilisant A.1.9, nous obtenons :
∥∥φ∥∥h ≤C ′(φ0)[1+C ∫ t
0
t−3/4e−δt dτ+C ′
∫ t
0
t−1/4e−δ
′t dτ
]
≤C ′′(φ0).
(A.1.12)
Finalement, en utilisant la propriété deL (φ) selon laquelleL (φ0)→+∞ si et seulement si
∥∥φ0∥∥h →∞,
pour toute condition initiale φ0 de U ,L (φ0) est bornée par une constante C , indépendante de φ0.
Ainsi, l’inégalité A.1.9 se réécrit avec C indépendante de φ. En conclusion, toute solution φ, issue de
φ0 ∈ L20(Ω), converge en norme H vers l’attracteurA , et celui-ci est donc global. De plus, en vertu du
nombre fini d’équilibres deL ,A est un ensemble borné.
Ce résultat est indispensable pour développer le schéma, dans la mesure où il garantit la conver-
gence des solutions continues, et justifie le schéma temporel par décomposition des gradients dont la
convergence des solutions discrétisées procède de la minimisation deL jusqu’à l’attracteur.
A.2 Schéma semi-implicite en temps : stabilité et constante de découpage
des gradients
L’équation rentre dans le cadre des systèmes à gradient. Pour toutes fonctions φ et ψ dans H 40 :
∂φ
∂t
=−∇2 [−∇φL (φ)]
L (φ)→+∞⇔ ∥∥φ∥∥h →∞
(HφL (ψ)φ,φ)≥λ, λ ∈R.
(A.2.1)
où nous avons noté HφL (ψ)φ la Hessienne deL , prise en ψ et appliquée à φ. Celle-ci s’écrit ici :
HφL (ψ) :φ−→ f ′′λ (ψ)×φ−∇2φ+W ′(φ), (A.2.2)
où W ′(φ) =W g ∗φ, par définition A.1.3 de W (φ). Or, d’après A.1.7, W (φ) est une quantité positive.
Ainsi, comme
∫
Ω
[
φ(−∇2)φ]dx ≥ 0, et min f ′′
λ
(φ)=−1, nous obtenons bien la troisième propriété des
systèmes à gradient, avec λ=−1 :
(HφL (ψ)φ,φ)=
∫
Ω
[
f ′′λ (ψ)φ
2+φ(−∇2)φ]dx +2W (φ)≥−1. (A.2.3)
1. Ce résultats traduit simplement la domination de l’exponentiel d’opérateur sur tout polynôme de l’opérateur
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Nous suivons la même démarche que Eyre [73] pour les systèmes à gradient en dimension finie, et
nous étendons la méthode à notre système (dimension infinie). Nous ne revenons pas ici sur l’idée
sous-jacente de la méthode, mais nous nous limitons à démontrer sa validité point par point.
Preuve du théorème général sur la gradient stabilité du schéma
Nous démontrons dans cette étape le théorème suivant : soitLc etLe deux fonctionnelles telles
queL =Lc −Le , vérifiant les 2 propriétés suivantes :
1 Le etLc sont des fonctions strictement convexes de C 2(H ,R).
2 (HφLe (ψ)φ,φ)≥ −λ2 où λ est la constante introduite dans A.2.1 (= 1 dans notre étude).
Alors le schéma semi implicite suivant :

φn+1−φn
∆t
=−∇2 [−∇φLc (φn+1)+∇φLe (φn)]
φ0 =φ0,
(A.2.4)
définissant la suite de solutions semi-discrétisées (φn)n∈N de fonctions de H 40 (Ω), est inconditionnelle-
ment gradient-stable, c’est-à-dire que pour tout pas de temps ∆t , il existe une fonctionnelleF qui
vérifie les deux propriétés suivantes :
1 F (φ)→+∞⇔ ∥∥φ∥∥h →∞.
2 F (φn+1)≤F (φn) ∀n ≥ 0.
En prenantF ≡L , la première propriété est évidente. La démonstration repose sur trois lemmes
préliminaires.
Lemme 1 :L (φ)−L (ψ)≤ (∇φL (φ),φ−ψ)+ |λ|2
∥∥φ−ψ∥∥22, ∀φ,ψ ∈H 2(Ω).
Preuve : Elle repose sur le développement exacte de Taylor-Lagrange deL ∈C 2(H 2(Ω),R) autour
de φ. ∀h ∈H 2(Ω) :
L (φ+h)=L (φ)+ (∇φL (φ),h)+ 1
2
(HφL (ξ)h,h), (A.2.5)
avec ξ=φ+θh, θ ∈]0,1[. En posant h =ψ−φ, il vient :
L (φ)−L (ψ)= (∇φL (φ),φ−ψ)− 1
2
(HφL (ξ)(φ−ψ),φ−ψ). (A.2.6)
Or, selon la définition A.2.1 des systèmes à gradient,λ≤ (HφL (u)v, v) avecλ< 0, soit |λ| ≥ −(HφL (u)v, v)
pour toutes fonctions u, v ∈H 2(Ω), d’où le lemme 1.
Lemme 2 : Il existe λ′ > 0 tel que (∇φLe (φ)−∇φLe (ψ),φ−ψ)≥λ′
∥∥φ−ψ∥∥22.
Preuve : D’après le théorème des valeurs intermédiaires, il existe une fonction θ ∈H 2(Ω) telle que
∇φLe (φ)−∇φLe (ψ)=HφLe (θ)(φ−ψ), et donc telle que (∇φLe (φ)−∇φLe (ψ),φ−ψ)= (HφLe (θ)(φ−
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ψ),φ−ψ). Or, d’après les hypothèses du théorème, (HφLe (ψ)φ,φ)≥ −λ2 . Ainsi, le spectre de HφLe (θ)
est inclus dans ]|λ|/2,+∞[, indépendamment du choix de θ. Il existe donc λemin > 0 telle que :
0<λemin
∥∥φ−ψ∥∥22 ≤ (HφLe (θ)(φ−ψ),φ−ψ), (A.2.7)
et donc, en utilisant que (∇φLe (φ)−∇φLe (ψ),φ−ψ)= (HφLe (θ)(φ−ψ),φ−ψ), nous obtenons que
λemin
∥∥φ−ψ∥∥22 ≤ (∇φLe (φ)−∇φLe (ψ),φ−ψ), d’où le lemme avec λ′ =λemin.
Lemme 3 : λ′ ≥ |λ|/2.
Preuve : D’après le lemme précédent, λ′ =λemin, qui est la borne inférieure la plus fine du spectre
de HφLe (θ), et donc la valeure supérieure des minorants de (HφLe (ψ)φ,φ), dont fait partie |λ|/2, d’où
le lemme.
Il est maintenant possible de prouver le théorème en s’appuyant sur les 3 lemmes précédents. Tout
d’abord, l’application du lemme 1 à φ=φn+1 et ψ=φn ∈H 40 permet d’écrire queL (φn+1)−L (φn)≤
(∇φL (φn+1),φn+1−φn)+ |λ|2
∥∥φn+1−φn∥∥22. En décomposantL enLc −Le , il vient :
L (φn+1)−L (φn)≤ (∇φLc (φn+1)−∇φLe (φn+1),φn+1−φn)+ |λ|
2
∥∥φn+1−φn∥∥22 . (A.2.8)
En introduisant ensuite le schéma A.2.4, écrit contre
[−∇2]−1 (φn+1−φn), où [−∇2]−1 est l’inverse de
l’opérateur Laplacien pris sur le domaine H 20 (Ω) :
(
1
∆t
(φn+1−φn),[−∇2]−1 (φn+1−φn))+ (−∇2 [∇φLc (φn+1)−∇φLe (φn)] ,[−∇2]−1 (φn+1−φn))= 0.
(A.2.9)
Par la double utilisation de la formule de Green, où les termes de bord disparaissent en raison des
conditions de Neumann homogènes aux bords, il vient :
(
−∇2 [∇φLc (φn+1)−∇φLe (φn)] ,[−∇2]−1 (φn+1−φn))= (∇φLc (φn+1)−∇φLe (φn),−∇2 [−∇2]−1 (φn+1−φn))
= (∇φLc (φn+1)−∇φLe (φn),φn+1−φn) .
(A.2.10)
Ensuite, l’opérateur
[−∇2]−1 est défini positif sur H 20 (Ω), et nous notons λinv > 0 la valeur inférieure de
son spectre. Il est possible d’écrire, par définition de λinv :
(
φn+1−φn ,[−∇2]−1 (φn+1−φn))≥λinv∥∥φn+1−φn∥∥22
⇐⇒ − 1
∆t
(
φn+1−φn ,[−∇2]−1 (φn+1−φn))≤− 1
∆t
λinv
∥∥φn+1−φn∥∥22 . (A.2.11)
En injectant A.2.9, A.2.10 et A.2.11 dans A.2.8, nous obtenons finalement :
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L (φn+1)−L (φn)≤
( |λ|
2
− λ
inv
∆t
)∥∥φn+1−φn∥∥22+ (∇φLc (φn+1)−∇φLe (φn+1),φn+1−φn)
− (∇φLc (φn+1)−∇φLe (φn),φn+1−φn)
⇐⇒ L (φn+1)−L (φn)≤
( |λ|
2
− λ
inv
∆t
)∥∥φn+1−φn∥∥22− (∇φLe (φn+1)−∇φLe (φn),φn+1−φn) .
(A.2.12)
Enfin, le lemme 2 nous assure du fait que (∇φLe (φn+1)−∇φLe (φn),φn+1−φn)≥λ′
∥∥φn+1−φn∥∥22, soit
−(∇φLe (φn+1)−∇φLe (φn),φn+1−φn)≤−λ′
∥∥φn+1−φn∥∥22. Au total, nous obtenons que :
L (φn+1)−L (φn)≤−
(
−|λ|
2
+ λ
inv
∆t
+λ′
)∥∥φn+1−φn∥∥22 , (A.2.13)
qui, en utilisant le lemme 3, permet d’obtenir le théorème :
L (φn+1)−L (φn)≤−C ∥∥φn+1−φn∥∥22 ≤ 0, (A.2.14)
avec C =− |λ|2 + λ
inv
∆t +λ′ > 0.
Étude l’erreur de consistance pour un découpage linéaire des gradients
Nous rappelons le principe du découpage linéaire. Celui-ci est donné par :

Lc (φ)= 1
2
∥∥∇φ∥∥22+ Ac2 ∥∥φ∥∥22+W (φ)
Le (φ)=Lc (φ)−L (φ).
(A.2.15)
où Ac est une constante. Il convient de déterminer les valeurs de Ac vérifiant le théorème A.2.4. Tout
d’abord,Lc est strictement convexe de manière évidente. Ensuite,Le (φ)=
∫
Ω
[
Ac
2 φ
2− fλ(φ)
]
dx . Par
conséquent, HφLe (φ) :ψ−→− f ′′λ (φ)ψ+ Acψ. Pour vérifier en même temps la stricte convexité deLe
et l’inégalité (HφLe (ψ)φ,φ)≥ −λ2 , il est nécessaire et suffisant de garantir que − f ′′λ (φ)+ Ac ≥ |λ|2 sur
l’intervalle I , tel que φ(x , t) ∈ I pour tout x deΩ, et tout temps t ≥ 0. Ainsi, la constante Ac doit être
choisie de telle manière que :
Ac ≥ |λ|
2
+max
I
f ′′λ . (A.2.16)
Il est maintenant possible de calculer l’erreur de consistance du schéma, pour justifier d’une part
qu’un tel schéma est d’ordre 1, et d’autre part que l’erreur de consistance augmente linéairement avec
Ac , et donc que
|λ|
2 +maxI f
′′
λ est la valeur optimale de Ac au sens de l’erreur locale. Nous introduisons
ainsi l’erreur de consistance ²n∆t , et nous effectuons un développement de Taylor des solutions exactes
φ de l’équation continue, autour de t n+1/2 = (n+1/2)∆t :
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
φ(x , t n+1)=φ(x , t n+1/2+∆t/2)=φ(x , t n+1/2)+ ∆t
2
∂φ
∂t
(x , t n+1/2)+ ∆t
2
8
∂2φ
∂t 2
(x , t n+1/2)+O(∆t 3)
φ(x , t n)=φ(x , t n+1/2−∆t/2)=φ(x , t n+1/2)− ∆t
2
∂φ
∂t
(x , t n+1/2)+ ∆t
2
8
∂2φ
∂t 2
(x , t n+1/2)+O(∆t 3).
(A.2.17)
De manière évidente :

∇φLc
(
φ(x , t n+1)
)=∇φLc (φ(x , t n+1/2)+ ∆t
2
∂φ
∂t
(x , t n+1/2)+ ∆t
2
8
∂2φ
∂t 2
(x , t n+1/2)+O(∆t 3)
)
∇φLe
(
φ(x , t n)
)=∇φLe (φ(x , t n+1/2)− ∆t
2
∂φ
∂t
(x , t n+1/2)+ ∆t
2
8
∂2φ
∂t 2
(x , t n+1/2)+O(∆t 3)
)
.
(A.2.18)
Ces deux quantités admettent chacune un développement de Taylor autour de φ(x , t n+1/2). En posant
h+ = ∆t2
∂φ
∂t (x , t
n+1/2)+ ∆t 28
∂2φ
∂t 2 (x , t
n+1/2)+O(∆t 3) et h− =−∆t2
∂φ
∂t (x , t
n+1/2)+ ∆t 28
∂2φ
∂t 2 (x , t
n+1/2)+O(∆t 3),
il vient par composition des dérivées :
∇φLc
(
φ(x , t n+1/2+h+))=∇φLc (φ(x , t n+1/2))+HφLc (φ(x , t n+1/2))h++O(h+)
∇φLe
(
φ(x , t n+1/2+h−))=∇φLe (φ(x , t n+1/2))+HφLe (φ(x , t n+1/2))h−+O(h−), (A.2.19)
où O(h±)=O(∆t 3). Enfin, un dernier calcul préliminaire nous apprend que :
∇φLe
(
φ(x , t n)
)−∇φLc (φ(x , t n+1))=∇φLe (φ(x , t n+1/2+h−))−∇φLc (φ(x , t n+1/2+h+))
− [HφLc (φ(x , t n+1/2))+HφLe (φ(x , t n+1/2))] ∂φ
∂t
(x , t n+1/2)
+ [HφLe (φ(x , t n+1/2))−HφLc (φ(x , t n+1/2))] ∂2φ
∂t 2
(x , t n+1/2)+O(∆t 3).
(A.2.20)
Nous pouvons (enfin !) calculer l’erreur locale de troncature ²n∆t :
²n∆t =φ(x , t n+1)−φ(x , t n)−∆t∇2
[∇φLc (φ(x , t n+1))−∇φLe (φ(x , t n))]
= ∆t
2
2
∇2 [HφLc (φ(x , t n+1/2))+HφLe (φ(x , t n+1/2))] ∂φ
∂t
(x , t n+1/2)+O(∆t 4)
= ∆t
2
2
∇2 [HφLc (φ(x , t n+1/2))+HφLe (φ(x , t n+1/2))]∇2 [∇φL (φ(x , t n+1/2))]+O(∆t 4)
=O(∆t 2).
(A.2.21)
L’erreur de troncature est bien d’ordre 2. Ainsi, l’erreur globale de consistance est d’ordre 1, et le
schéma développé est bien d’ordre 1 en temps. Enfin, pour le découpage linéaire des gradients,
HφLc (φ)ψ= Acψ−∇
2ψ+W ′(ψ)
HφLe (φ)ψ= (− f ′′λ (φ)+ Ac)ψ,
(A.2.22)
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et donc HφLc (φ)ψ+HφLe (φ)ψ= 2Acψ−∇2ψ− f ′′λ (φ)ψ+W ′(ψ). Comme 2Acψ− f ′′λ (φ)≥ 0, ²n∆t aug-
mente bien linéairement avec Ac .
Choix du découpage du gradient
Nous retrouvons maintenant la valeur de Ac avec l’expression de fλ de notre étude. Nous avons
montré que la valeur optimale au sens de l’erreur de troncature de Ac était donnée par :
Ac = |λ|
2
+max
I
f ′′λ , (A.2.23)
où I est le plus petit intervalle tel que φ(x , t ) ∈ I pour tout x deΩ tout t ≥ 0. Ici, la fonctionnelle fλ et
ses dérivées successives prennent la forme suivante :
fλ(φ)=
3λ2−1
2
φ2−λφ3+φ
4
4
, f ′λ(φ)= (3λ2−1)φ−3λφ2+φ3, f ′′λ (φ)= (3λ2−1)−6λφ+3φ2. (A.2.24)
Dans notre étude, I = [−1+λ,1+λ]. Le maximum de f ′′
λ
sur I est donc atteint nécessairement à ses
bornes, ou en son extremum −1, atteint en λ. Les calculs fournissent f ′′
λ
(1+λ)= f ′′
λ
(−1+λ)= 2. La
valeur optimale de Ac est donc bien 5/2.
A.3 Approche spectrale et conservation de la gradient stabilité
L’approche spectrale consiste à projeter l’équation 3.1.6 sur l’espace SN engendré par la base des
vecteurs propres du Laplacien avec conditions homogènes au bord d’un domaine carré [74] :
SN =Vect
{
(x`)`≤d →
d∏
`=1
cos
(
ki`x`
)
, ki` = i`
pi
L
, i` ≤N
}
, (A.3.1)
où d ≤ 3 est la dimension d’étude, et N correspond à l’ordre de troncature de la série de Fourier, puis à
résoudre la projection sur SN de l’équation 3.1.6 :
∂φN
∂t
=∇2PN
[
f ′λ(φN )
]−∇4φN +PN [W (pR ∗φ−φ)]
φ0N = PN [u0].
(A.3.2)
Dans cette équation, nous avons noté PN le projecteur sur SN , et introduit la solution φN de cette
équation :
φN (x , t )=
∑
`≤d
N∑
i`=1
φˆi`(t )
∏
m≤d
cos(ki`xm). (A.3.3)
La décomposition sur la base des cosinus est due aux conditions de dérivées d’ordre impair nulles au
bord.
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L est une fonctionelle de Lyapunov pour les solutions de l’équation projetée
Le premier point à vérifier est que L reste une fonctionnelle de Lyapunov pour les solutions
continues de l’équation projetée A.3.2, soit en particulier
dL (φN )
dt
(t )≤ 0 :
dL (φN )
dt
(t )=
(
∇φL (φN ), ∂φN
∂t
)
= (−∇2φN + f ′λ(φN )+W ′(φN ),−∇4φN +∇2PN
[
f ′λ(φN )+W ′(φN )
]
).
(A.3.4)
Nous introduisons alors l’opérateur dérivation D =
p
−∇2. Cet opérateur commute avec le projecteur
PN . Ceci nous permet de réécrire A.3.4 sous la forme suivante :
dL (φN )
dt
(t )= (−D2φN + f ′λ(φN )+W ′(φN ),−D4φN +D2PN
[
f ′λ(φN )+W ′(φN )
]
)
=−(D (−D2φN + f ′λ(φN )+W ′(φN )) ,D (−D2φN +PN [ f ′λ(φN )+W ′(φN )])), (A.3.5)
où nous avons utilisé la formule de Green. Ensuite, nous utilisons les deux propriétés suivantes des
projecteurs : φN ∈ SN , et donc PN [φN ]=φN , et (u,φ)= (pN [u],φ) pour toute fonction φ de SN . Ceci
nous permet d’écrire :
dL (φN )
dt
(t )=−(PN
[
D
(−D2φN + f ′λ(φN )+W ′(φN ))] ,PN [D (−D2φN + f ′λ(φN )+W ′(φN ))])
=−∥∥PN [D (−D2φN + f ′λ(φN )+W ′(φN ))]∥∥22 =−∥∥D (−D2φN + f ′λ(φN )+W ′(φN ))∥∥22
≤−C ∥∥(−D2φN + f ′λ(φN )+W ′(φN ))∥∥2h , C > 0
(A.3.6)
où nous avons finalement utilisé le théorème de Plancherel pour l’équivalence des normes surΩ. Ceci
montre queL est aussi une fonctionnelle de Lyapunov (les autres propriétés sont évidentes) le long
des solutions de l’équation projetée.
Discrétisation totale : validité de la preuve de décomposition des gradients appliquée à l’équation
projetée sur SN
Il est important de noter qu’il aurait été possible, et même plus rapide, d’inverser les étapes de
projection sur SN et de discrétisation en temps, mais le discours aurait perdu en intelligibilité. À
défaut de refaire l’intégralité de la preuve, nous mettons en évidence les points clefs de la preuve de
décomposition du gradient et nous soulignons les points sensibles de son application à l’approche
spectrale. Nous introduisons la suite des solutions spectrales discrétisées en temps
(
φnN
)
, telles que
φnN ∈ SN pour tout n ≥ 0. Celles-ci sont définies par le schéma spectral suivant :
φn+1N −φnN
∆t
=−∇2 (PN [−∇φLc (φn+1N )+∇φLe (φnN )])
φ0N = PN
[
φ0
]
,
(A.3.7)
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Il s’agit de montrer que la propriété de Lyapunov discrète est conservée pour la suite de solutions de ce
schéma :L (φn+1N )<L (φnN ). De manière évidente, les lemmes 1, 2 et 3 sont toujours valables, car ils
ne font appel qu’à des propriétés mécaniques deL ,Le etLc . De même, les étapes A.2.8, A.2.9, A.2.10
et A.2.11 du théorème sont inchangées. Nous repartons de l’étape suivante :
L (φn+1N )−L (φnN )≤
(∇φLc (φn+1N )−∇φLe (φn+1N ),φn+1N −φnN )
− (PN [∇φLc (φn+1N )]−PN [∇φLe (φn+1N )] ,φn+1N −φnN )
+ |λ|
2
∥∥φn+1N −φnN∥∥22− (φn+1N −φnN ,[−∇2]−1 (φn+1N −φnN )) .
(A.3.8)
En utilisant la propriété du projecteur selon laquelle (u,ψ)= (PN [u],ψ), ∀ψ ∈ SN , nous obtenons que
(∇φLc (φn+1N )−∇φLe (φn+1N ),φn+1N −φnN )− (PN [∇φLc (φn+1N )]−PN [∇φLe (φn+1N )] ,φn+1N −φnN )
= (∇φLc (φn+1N )−∇φLe (φn+1N ),φn+1N −φnN )− (∇φLc (φn+1N )−∇φLe (φn+1N ),φn+1N −φnN )
= (∇φLc (φn+1N )−∇φLe (φnN ),φn+1N −φnN ) .
(A.3.9)
Le résultat est alors immédiat.
Erreur de consistance de l’approche spectrale
L’erreur de consistance engendrée par l’approche spectrale consiste seulement en l’erreur de
troncature de la série des cosinus dans A.3.3. En effet, une discrétisation de type différences finies
en espace approxime les opérateurs de dérivée, ce qui entraîne une erreur de consistance. Ici, les
opérateurs de dérivée spatiale sont exacts, mais la série de Fourier qui converge normalement vers
la solution, est tronquée à l’ordre N , ce qui génère une erreur. Nous notons eN (t) l’erreur spectrale
définie comme l’écart en norme entre la solution exacte et la solution de A.3.2 :
eN (t )=
∥∥φ(t )−φN (t )∥∥2 ≤ ∥∥φ(t )−PN [φ](t )∥∥2+∥∥φN (t )−PN [φ](t )∥∥2 , (A.3.10)
où apparaît l’erreur générée par la projection de la solution exacte φ sur l’espace SN . Or, cette erreur
de convergence de la série dépend de la régularité des solutions de l’équation, et vérifie au minimum :
∥∥φ−PN [φ]∥∥2 ≤ cN−1∥∥φ∥∥h =O(∆x). (A.3.11)
Ceci permet de montrer, comme cela est fait dans [74] que l’erreur spectrale de convergence vérifie
elle aussi :
eN (t )=O(∆x). (A.3.12)
Ceci indique que le schéma est d’ordre 1 en espace.
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Annexe B
Approche autocohérente
B.1 Établissement de l’équation autocohérente
Nous démarrons les calculs au niveau de l’approximation linéaire de l’équation adimensionnée,
présentée dans le paragraphe 3.3. Celle-ci fournit l’équation suivante :
∂φ
∂t
=∇2 ([3λ2+S(t )−1+ φ¯2]φ−∇2φ)+W (pR ∗φ−φ). (B.1.1)
Établissement de l’équation différentielle linéarisée pour le facteur de structure :
L’expression 1d de la transformée de Fourier de pR (le facteur αd = 3/2 en dimensions 2 et 3 est
intégré à R) :
pˆR (k)= 1
1+k2R2 (B.1.2)
permet, par passage en espace de Fourier, d’obtenir l’équation différentielle B.1.1 dans le domaine de
Fourier pour φˆ :
∂φˆ
∂t
=−k2 ([3λ2+S(t )−1+ φ¯2]φˆ+k2φˆ)− W R2k2
1+k2R2 φˆ. (B.1.3)
Il convient de noter que l’étude autocohérente, de par son utilisation de la transformée de Fourier
continue sur Rd , transforme un problème sur un domaine fini Ω avec conditions de Neumann ho-
mogène aux bords, en équation sur Rd , quitte à prolonger les solutions φ sur Rd par des fonctions de
L2(Rd ). En multipliant formellement cette équation par φˆ∗, puis en appliquant l’opérateur linéaire de
moyenne sur les configurations initiales, < · >, nous obtenons une équation sur le facteur de structure
S(k , t )=< φˆ(k , t )φˆ(k , t )∗ > :
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φˆ∗
∂φˆ
∂t
=
(
−k2[3λ2+S(t )−1+ φ¯2+k2]− W R
2k2
1+k2R2
)
φˆφˆ∗
⇐⇒ 1
2
∂φˆφˆ∗
∂t
=
(
−2k2[3λ2+S(t )−1+ φ¯2+k2]− 2W R
2k2
1+k2R2
)
φˆφˆ∗
=⇒ 1
2
∂< φˆφˆ∗ >
∂t
=
(
−k2[3λ2+S(t )−1+ φ¯2+k2]− W R
2k2
1+k2R2
)
< φˆφˆ∗ >
⇐⇒ ∂S(k , t )
∂t
=
(
−2k2[3λ2+S(t )−1+ φ¯2+k2]− 2W R
2k2
1+k2R2
)
S(k , t ).
(B.1.4)
En utilisant l’idée que < φ(x , t)φ(x ′, t) > est la transformée de Fourier inverse de S(k , t), et que
(2pi)d S(t )= ‖S(k , t )‖1, nous obtenons :
G(u, t )≡ 1
(2pi)d
∫
Rd
S(k , t )e−ik ·udk + φ¯2 ⇒G(0, t )= 1
(2pi)d
∫
Rd
S(k , t )dk ≡ S(t ), (B.1.5)
ce qui nous fournit l’équation autocohérente suivante en dimension d = 1,2,3 :

∂t S(k , t )=
(
−2k2(k2−1+S(t )+3λ2+ φ¯2)− 2W R
2k2
1+k2R2
)
S(k , t )
S(t )= 1
(2pi)d
∫
k∈Rd
S(k , t )dk .
(B.1.6)
La solution de B.1.6 s’écrit de manière formelle :

S(k, t )= S(k,0)e−gW,R,λ,φ¯(k,t )
gW,R,λ,φ¯(k, t )= 2k4t +2k2Qλ,φ¯(t )+
2W R2k2t
1+k2R2 , où Qλ,φ¯(t )≡
∫ t
0
(S(u)− [1−3λ2− φ¯2])du,
(B.1.7)
où λ et φ¯ n’interviennent dans les équations qu’au travers de la quantité Qλ,φ¯(t). Il est clair que la
quantité Qλ,φ¯(t) admet formellement de 2 expressions : la première relie Qλ,φ¯(t) à gW,R,λ,φ¯(k, t), et
la seconde relie Qλ,φ¯(t) à S(t). L’idée de la méthode est d’obtenir les deux expressions de Qλ,φ¯(t) en
fonction de km , dont l’égalisation permettra de calculer km .
Première expression de Qλ,φ¯(t ) : km minimise gW,R,λ,φ¯(k, t )
La longueur d’onde caractéristique km du système se définit comme le minimum de la fonction
radiale S(k, t ), et donc de gW,R,λ,φ¯(k, t ), par rapport à k :
∂S(k, t )
∂k
∣∣∣∣
k=km
= 0 =⇒
∂gW,R,λ,φ¯(k, t )
∂k
∣∣∣∣∣
k=km
= 0. (B.1.8)
Or, la dérivée partielle de gW,R,λ,φ¯(k, t ) par rapport à k s’écrit ainsi :
174
B.1 Établissement de l’équation autocohérente
∂gW,R,λ,φ¯(k, t )
∂k
= 8k3t +4kQλ,φ¯(t )+
2W R2t
(1+k2R2)2
(
2k(1+k2R2)−2k3R2)
= 8k3t +4kQλ,φ¯(t )+
4W R2kt
(1+k2R2)2 .
(B.1.9)
L’annulation de cette dérivée en k = km fournit une seconde expression de Qλ,φ¯(t ), qui vient s’ajouter
à sa définition B.1.7 :
Qλ,φ¯(t )=−2k2m t −
W R2t
(1+k2mR2)2
. (B.1.10)
Ceci constitue la première expression de Qλ,φ¯. Il est important de noter que cette expression de Qλ,φ¯
ne fait plus apparaître de dépendance en λ ni en φ¯. Celle dépendance est devenue implicite, par
l’intermédiaire de km .
Deuxième expression Qλ,φ¯(t ) : utilisation de la méthode du col pour calculer S(t )
En injectant l’expression B.1.10 de Qλ,φ¯(t ) dans la définition B.1.7 de gW,R,λ,φ¯(k, t ), nous obtenons
une nouvelle expression reliant gW,R,λ,φ¯(k, t ) à km(t ) :
gW,R,λ,φ¯(k, t )= 2t
(
k4−2k2k2m +
W R2k2
1+k2R2 −
W R2k2
(1+k2mR2)2
)
. (B.1.11)
À partir de là, la méthode consiste à approcher gW,R,λ,φ¯(k, t) par son développement de Taylor en k
autour de km . L’idée repose ici sur l’observation selon laquelle S(k, t) est proche d’une gaussienne
piquée autour de km . Nous écrivons donc gW,R,λ,φ¯(k, t ) comme une somme de (k−km)α :
gW,R,λ,φ¯(k, t )= 2t
(
4∑
j=0
b j (k−km) j +o
(
(k−km)4
))
, (B.1.12)
où le choix de s’arrêter à l’ordre 4 du développement de Taylor est dicté par l’étude de l’erreur relative
du développement par rapport à l’expression exacte de gW,R,λ,φ¯(k, t ) présenté dans le corps du texte
(figure 3.18). Il s’agit ensuite de déterminer chaque coefficient b j du développement de Taylor. Celui-ci
s’écrit à n’importe quel temps t :
gW,R,λ,φ¯(k, t )= gW,R,λ,φ¯(km , t )+ (k−km)
∂gW,R,λ,φ¯(k, t )
∂k
∣∣∣∣∣
km
+ 1
2
(k−km)2
∂2gW,R,λ,φ¯(k, t )
∂k2
∣∣∣∣∣
km
+ 1
6
(k−km)3
∂3gW,R,λ,φ¯(k, t )
∂k3
∣∣∣∣∣
km
+ 1
24
(k−km)4
∂4gW,R,λ,φ¯(k, t )
∂k4
∣∣∣∣∣
km
+o ((k−km)4) .
(B.1.13)
Par définition de km , et b1 étant proportionnel à la dérivée de gW,R,λ,φ¯ en km , nous avons b1 = 0. Par
identification, nous obtenons les coefficients restants b j pour j = 0,2,3,4 présentés dans l’ordre :
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
b0 =
gW,R,λ,φ¯(km , t )
2t
, b2 = 1
4t
∂2gW,R,λ,φ¯(k, t )
∂k2
∣∣∣∣∣
km
b3 = 1
12t
∂3gW,R,λ,φ¯(k, t )
∂k3
∣∣∣∣∣
km
, b4 = 1
48t
∂4gW,R,λ,φ¯(k, t )
∂k4
∣∣∣∣∣
km
.
(B.1.14)
Il s’agit donc simplement de calculer les dérivées successives de gW,R,λ,φ¯(k, t) en k = km , à partir la
formule B.1.11 et d’en déduire les expressions des b j :

b0 =−k4m +
W k4mR
4
(1+k2mR2)2
b1 = 0
b2 = 4k2m −
4k2mW R
4
(1+k2mR2)3
b3 = 4km +
4W kmR4(k2mR
2−1)
(1+k2mR2)4
b4 = 1−W R4
1+5k4mR4−10k2mR2
(1+k2mR2)5
.
(B.1.15)
Avant toute chose, il convient pour la suite de noter que b0 ≥ 0, implique b2 ≥ 0. En effet, b0 ≥ 0 si
et seulement si W R4 ≥ (1+k2mR2)2 et b2 ≥ 0 si et seulement si W R4 ≤ (1+k2mR2)3. Ainsi, ces deux
conditions sont validées simultanément si et seulement si (1+k2mR2)3 ≥ (1+k2mR2)2 soit k2mR2 ≡ θ ≥ 0,
ce qui est toujours le cas. Ainsi, en temps fini, b2 > 0, condition indispensable à l’application de
la méthode du col développée ci-dessous. De cette manière, nous obtenons l’expression B.1.12 de
gW,R,λ,φ¯(k, t). Bien évidemment, à ce stade, gW,R,λ,φ¯(k, t) dépend de km , lui même défini à partir de
Qλ,φ¯, dont l’expression repose elle-même sur S(t), inconnu pour l’instant. Il est donc nécessaire de
calculer S(t ) d’une autre manière pour résoudre l’équation autocohérente B.1.6. Pour cela, nous allons
utiliser la méthode du col. (2pi)d S(t ) est en effet défini par l’intégrale sur Rd de S(k , t ) (formule B.1.6) :
S(t )= 1
(2pi)d
∫
k∈Rd
S(k , t )dk = 1
(2pi)d
∫
k∈R+
Σ(k)S(k, t )dk, Σ(k)= 2pi
d/2kd−1
Γ(d/2)
, (B.1.16)
où Σ(k) est la surface d’une sphère en dimension d . En utilisant la forme B.1.13 de gW,R,λ,φ¯(k, t ) pour
S(k, t ) :
S(k, t )= S(k,0)e−2tb0 e−2tb2(k−km )2 e−2tb3(k−km )3 e−2tb4(k−km )4 , (B.1.17)
S(t ) peut s’écrire :
S(t )= 1
2d−1Γ(d/2)pid/2
e−2tb0 I (t ), (B.1.18)
où l’intégrale I (t ) vérifie les conditions d’application de la méthode du col :
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I (t )=
∫
k∈R+
S(k,0)kd−1e−2t(b2(k−km )
2+b3(k−km )3+b4(k−km )4)dk
=
∫
k∈R+
f (k)e−λg (k)dk,
(B.1.19)
avec :

f (k)= kd−1S(k,0)
g (k)= b2(k−km)2+b3(k−km)3+b4(k−km)4
λ= 2t .
(B.1.20)
En utilisant alors que g ′′(km)= 2b2 > 0, et que les termes b3 et b4 s’annulent pour k = km , le théorème
de la phase stationnaire appliqué autour du point stationnaire km permet d’écrire :
I (t )=
√
2pi
λg ′′(km)
f (km)e
−λg (km )+O
(
1
λ
)
=
√
2pi
4tb2
kd−1m S(km ,0)+O
(
1
t
)
,
(B.1.21)
où nous avons utilisé g (km)= 0. Nous obtenons in fine l’expression approchée de S(t ) en temps long :
S(t )= e
−2tb0 kd−1m S(km ,0)
Γ(d/2)2d−1pi
d−1
2
√
2tb2
. (B.1.22)
Il ne reste alors plus qu’à dériver l’égalité B.1.7 reliant Qλ,φ¯ à S(t ) défini par B.1.22 :
Q˙λ,φ¯(t )= S(t )− (1−3λ2− φ¯2)=
e−2tb0 kd−1m
Γ(d/2)2pi
d−1
2
√
2tb2
− (1−3λ2− φ¯2), (B.1.23)
d’une part, et d’autre part l’égalité B.1.10 :
Q˙λ,φ¯(t )=−2k2m −4km ˙km t −
W R2
(1+k2mR2)2
−W tR2−4km
˙kmR2
(1+k2mR2)3
, (B.1.24)
qui fournit l’expression alternative suivante pour S(t ) :
S(t )= 1−3λ2− φ¯2−2k2m −4km ˙km t −
W R2
(1+k2mR2)2
−W tR2−4km
˙kmR2
(1+k2mR2)3
, (B.1.25)
Il est clair que le maximum km(t ) du facteur de structure est une fonction bornée du temps associée à
l’existence d’une distance caractéristique minimale pour décrire la microstructure. En utilisant de plus
l’observation selon laquelle km est une fonction monotone, il est clair que tkm(t) ˙km(t)∝ t ˙[k2m(t )]
s’annule en temps long, sans quoi par intégration, km(t) croîtrait au moins en
p
ln(t ). Nous avons
donc que k˙mkm(t )= o(1/t ). Ceci nous invite à introduire l’approximation PW,R (km) de S(t ), telle que
S(t )= PW,R (km)+o
(1
t
)
, ce qui permet de réécrire B.1.22 ainsi :
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e−2tb0 = k
1−d
m
S(km ,0)
Γ(d/2)2d−1pi
d−1
2
√
2tb2PW,R (km),

b0 =−k4m +
W R4k4m
(1+k2mR2)2
PW,R (km)= 1−3λ2− φ¯2−2k2m −
W R2
(1+k2mR2)2
.
(B.1.26)
B.2 Facteur de structure normalisé et loi d’échelle
Écriture du facteur de structure normalisé
La norme L1 de S(k , t ) est donnée par (2pi)d S(t ), ce qui fournit la normalisation suivante de S(k, t ) :
s(k, t )≡ S(k, t )
(2pi)d S(t )
'
[
S(k,0)
S(km ,0)
]
k1−dm Γ(d/2)2d−1pi
d−1
2
√
2tb2PW,R (km)e−2t(b2(k−km )
2+b3(k−km )3+b4(k−km )4)
(2pi)d PW,R (km)
=
[
S(k,0)
S(km ,0)
]
Γ(d/2)
pi(d+1)/2
k1−dm
√
2tk2m
(
1− W R
4
(1+k2mR2)3
)
e−2t(b2(k−km )
2+b3(k−km )3+b4(k−km )4)
=
[
S(k,0)
S(km ,0)
]
Γ(d/2)
pi(d+1)/2
k−dm
√
2tk4m
(
1− W R
4
(1+k2mR2)3
)
e−2t(b2(k−km )
2+b3(k−km )3+b4(k−km )4),
(B.2.1)
et dans le cas plus particulier où S(k,0) = S(km ,0) (mélange initial homogène), nous obtenons la
relation suivante :
kdm s(k, t )=
Γ(d/2)
pi(d+1)/2
√
2tk4m
(
1− W R
4
(1+k2mR2)3
)
e−2t(b2(k−km )
2+b3(k−km )3+b4(k−km )4). (B.2.2)
Loi d’échelle
Pour faire apparaître l’expression 3.3.9 du facteur de structure normalisé, il est nécessaire d’extraire
le terme dominant de l’exponentielle, passant des coefficients b j aux coefficients c j et α de la manière
suivante :
b2(k−km)2+b3(k−km)3+b4(k−km)4 =α(k2−k2m)2+c0+c1(k−km)+c2(k−km)2+c3(k−km)3, (B.2.3)
qui, en développant les membres de gauche et de droite :
b2(k−km)2+b3(k−km)3+b4(k−km)4 = b2k2−2b2kkm +b2k2m +b3k3−3b3k2km +3b3kk2m −b3k3m
+b4k4−4b4k3km +6b4k2k2m −4b4kk3m +b4k4m ,
(B.2.4)
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permet d’identifier les coefficients :
α= b4, c3 = b3−4b4km , c2 = b2−4b4k2m , c1 = 0, c0 = 0. (B.2.5)
Enfin, en introduisant le paramètre θ = k2mR2 en accord avec le corps du texte, et en utilisant les
expressions des coefficients b j dans B.2.5, nous obtenons les expressions complètes de α, c2 et c3 :
α= b4, c3 = 4kmW R4 2θ(3θ−5)
(1+θ)5 , c2 = 4k
2
mW R
4 4θ(θ−3)
(1+θ)5 , (B.2.6)
puis l’expression souhaitée de kdm s(k, t ) :
kdm s(k, t )=
Γ(d/2)
pi(d+1)/2
√
2tk4m
(
1− W R
4
(1+θ)3
)
×exp
[
−2tk4m
([
k
km
]2
−1
)2]
×exp
[
−2tk4mW R4
(
10θ−5θ2−1
(1+θ)5
)([
k
km
]2
−1
)2]
×exp
[
−2tk4mW R4
(
8θ(3θ−5)
(1+θ)5
)(
k
km
−1
)3]
×exp
[
−2tk4mW R4
(
16θ(θ−3)
(1+θ)5
)(
k
km
−1
)2]
.
(B.2.7)
L’écriture de kdm s(k, t ) est complexe et fait intervenir plusieurs termes. Dans le domaine de démixtion,
θ = k2mR2 tend vers 0 en temps longs, et ainsi :
kdm s(k, t )∼
Γ(d/2)
pi(d+1)/2
√
2tk4m
(
1−W R4)×exp[−2tk4m ([ kkm
]2
−1
)2]
. (B.2.8)
Dans le domaine de création de nodules, W R4 = (1+θ)2 (cf. 3.3.16). L’approximation B.2.8 n’est alors
évidemment plus valable, et il est nécessaire de comparer l’importance relative des différents termes
en exponentielle dans B.2.7 :

[
1+
(
10θ−5θ2−1
(1+θ)3
)]([
k
km
]2
−1
)2
≡ f1(θ,k/km)(
8θ(3θ−5)
(1+θ)3
)(
k
km
−1
)3
≡ f2(θ,k/km)(
16θ(θ−3)
(1+θ)3
)(
k
km
−1
)2
≡ f3(θ,k/km).
(B.2.9)
Nous avons d’abord tracé la somme f (θ,k/km) de ces fonctions figure B.1 pour différentes valeurs
de k/km , de manière à vérifier son signe. Il apparaît que f (θ,k/km)< 0 pour k/km ≤ 0.4. Cette valeur
correspond à la limite de l’approximation quartique utilisée dans le développement de gW,R,λ,φ¯(k, t )
(voir la figure 3.18 du chapitre 3).
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FIGURE B.1 – f (θ,k/km) dans le domaines de création de nodules en fonction de θ et k/km (gauche)
et coupe pour différentes valeurs de k/km (droite). Pour k/km = 0.1 (—), f (θ,k/km)< 0 (pour θ ≥ 0.5).
Pour k/km = 0.4 (—) et k/km = 1.5 (—), f (θ)≥ 0 comme attendu.
Nous traçons ensuite l’évolution des trois fonctions f1, f2 et f3 en fonction de θ, pour une valeur
fixe de k/km figure B.2. Il apparaît qu’aucune de ces fonctions n’est négligeable par rapport aux autres,
et elles contribuent toutes au calcul de kdm s(k, t ) pour les temps longs.
0 0.5 1 1.5 2
−0.2
0
0.2
θ = k2mR2
f(
θ
,k
/k
m
=
0.
8)
f1
f2
f3
FIGURE B.2 – f1(θ,k/km) (—), f2(θ,k/km) (—) et f3(θ,k/km) (—) dans le domaine de création de nodules
en fonction de θ, pour k/km = 0.8.
Cette idée est vérifiée figure B.3(a) où nous avons tracé exp[−2tk4m f (θ,k/km)] pour km = 0.5
(—), pour t = 100 et θ = 0.25, dans le cas de la création de nodules, et nous l’avons comparée à
exp[−2tk4m f1(θ,k/km)] (—), et à exp[−2tk4m( f1+ f2)(θ,k/km)] (—). Il apparaît indispensable de conser-
ver tous les termes de f (θ,k/km). Dans le domaine de démixtion en revanche (W R4 = 0.5, figure
B.3(b)), les trois courbes se superposent et l’approximation de f par f1 est licite. Dans tous les cas, un
développement limité au plus bas ordre de f (θ,k/km) selon k/km , autour de 1, soit :
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f (θ,k/km)'
[
4θ
1+θ
](
k
km
−1
)2
, (B.2.10)
fournit une approximation satisfaisante du facteur de structure (— figure B.3).
0.6 0.8 1 1.2 1.4
0
0.5
1
k/km
S
(k
/k
m
,t
=
10
0)
f1
f1 + f2
f = f1 + f2 + f3
dev. limité de f
(a) Domaine de création de nodules
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FIGURE B.3 – exp
[−2tk4m f (θ,k/km)], pour km = 0.5 (—) dans les domaines de création de nodules
(gauche) et de démixtion (droite), pour t = 100 et k/km ≥ 0.4, et comparaison avec exp
[−t f1(θ,k/km)]
(◦) et exp[−2tk4m( f1+ f2)(θ,k/km)] (—). Dans le cas du domaine de création de nodules (gauche), le
développement limité au plus bas ordre de f selon k/km autour de 1 (—) fournit une approximation
satisfaisante du facteur de structure.
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MARLOWE est un programme complexe à utiliser car les résultats obtenus sont très sensibles aux
paramètres utilisés. Il est donc indispensable de présenter le paramètrage que nous avons utilisé.
C.1 Pouvoir d’arrêt inélastique
Les trajectoires des particules et les collisions sont essentiellement contrôlées par le potentiel
interatomique de paire et le pouvoir d’arrêt inélastique. Nous avons utilisé classiquement le potentiel
de Coulomb écranté de Molière [100, 101]. Contrairement à la dynamique moléculaire, ce potentiel est
purement répulsif et un terme exponentiel d’écrantage limite sa portée à la zone de collision seule,
pour mimer une collision solide entre le projectile et la cible. L’absence de composante attractive a pour
conséquence l’impossibilité de rendre compte de la recombinaison de paires de Frenkel comme en
dynamique moléculaire [123]. Néanmoins, cette limitation est contournée artificiellement dans notre
étude par la suppression des paires de Frenkel trop proches à l’issue de la simulation. Le pouvoir d’arrêt
inélastique détermine quant à lui l’intensité du freinage subi par le projectile lors des collisions. Nous
avons utilisé le potentiel inélastique de SRIM prenant en compte la correction de Bethe [124] pour les
sauts électroniques entre niveaux comme nous le montrons figure C.1. En effet, le pic d’implantation
des ions et donc le pouvoir d’arrêt inélastique y ont été calculés avec une grande précision.
C.2 Choix des paramètres de collisions binaires
Nous définissons dans le tableau C.1 les paramètres fixant les collisions binaires dans MARLOWE.
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FIGURE C.1 – À gauche : représentation schématique d’un potentiel interatomique de paires du type
Lennard-Jones (—) : V (r )= 4E0
[( r0
r
)12− ( r0r )6]. Le potentiel est répulsif à courte distance (r < r0). Dans
ce domaine, le potentiel peut se décrire par un potentiel de type Thomas Fermi (—) V (r )= Z1 Z2
r 2
e2Φ
(
r
r0
)
purement répulsif, utilisé en BCA. À droite : représentation schématique du pouvoir d’arrêt électronique
de Firsov (· · · , Se ∼
p
E) et d’un pouvoir d’arrêt inélastique plus réaliste prenant en compte les effets de
Bethe (Se ∼ lnEE ) au dessus de 100 keV (—).
Le paramètre d’impact maximum de collision pcut : Il fixe le nombre de voisins de la cible du pro-
jectile qui jouent un rôle lors la collision, même s’ils ne sont pas percutés par le projectile. A priori,
l’approximation binaire impose un paramètre d’impact suffisamment faible pour garantir le caractère
isolé des collisions. Dans un réseau cubique face centré, cela correspond à pcut < 0.35× paramètre de
maille (cela correspond à la plus petite distance entre deux sites de la maille cfc). Cependant, il a été
constaté [125] qu’une valeur aussi faible de pcut conduisait à des séquence de collisions linéaires et des
canalisations irréalistes. Ainsi, il est nécessaire de choisir des valeurs plus élevées de pcut, permettant
de prendre en compte l’effet des rangées voisines d’atomes, parallèles à la rangée où a lieu la séquence
de collisions linéaires. Ces rangées voisines, même si elles ne sont pas percutées par les atomes en
mouvement vont en effet les freiner, mais aussi les freiner par frottement électronique. En particulier,
dans le réseau cubique face centré, trois directions cristallographiques sont particulièrement propices
aux séquences de collisions linéaires et à la canalisation : les directions <011>, <001> et <111>, qui
exigent de fixer pcut respectivement à 0.62, 0.5 et 0.42 (× paramètre de maille), pour être le siège de
séquences de collision correctement simulées. En contrepartie, cela augmente les collisions multiples
que MARLOWE traite à l’aide d’un algorithme de gestion des collisions quasi-simultanées qui a ten-
dance à surestimer le nombre de déplacements dans une séquence de remplacements [101]. Pour
arbitrer entre le besoin de limiter au maximum les collisions multiples, tout en modélisant correc-
tement les séquences de collision, MARLOWE permet de choisir deux valeurs distinctes de pcut. La
première valeur, pcut, correspond à la valeur utilisée avant le début d’une séquence de remplacement,
et la seconde, notée prcut, prend le relais dès que la séquence initiée est détectée. Nous avons donc
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paramètre définition unité
SRIM
Ed Énergie seuil de déplacement eV
MARLOWE
H fV Énergie de liaison (binding) eV
H rV Énergie de liaison pour les remplacements eV
Ecut Énergie de coupure eV
pcut Paramètre d’impact maximum de collision paramètre de maille
prcut Paramètre d’impact maximum de remplacement paramètre de maille
Rcap Rayon de recombinaison des paires de Frenkel paramètre de maille
TABLE C.1 – Paramètres gérant les collisions et la formation de paires de Frenkel dans MARLOWE.
toujours choisi la valeur minimale du paramètre d’impact apte à garantir le respect des séquences
de collisions linéaires des trois directions principales du réseau cristallin, c’est-à-dire 0.62 en cfc, et
0.71 en cc pour prcut, et une valeur plus faible (0.62/0.71, 0.5 voire 0.42 pour des énergies plus élevées)
pour pcut. Ceci nous permet de limiter au maximum les erreurs de calculs inhérentes à des valeurs
trop faibles ou trop élevées de pcut (dégradation de la loi de probabilité de déplacements et sous ou
sur-estimation du nombre total de déplacements avant recombinaison). Notons que pcut est aussi lié à
la section efficace des atomes en collision, qui est souvent plus élevée pour des énergies plus faibles,
d’où notre tendance à augmenter pcut à basse énergie, et à le diminuer pour des énergies plus élevées.
Les énergies de liaison : Comme nous l’avons évoqué, MARLOWE tend à surestimer la représenta-
tion des séquences de remplacement dans la cascade, même lorsque pcut et prcut sont judicieusement
fixés. C’est à l’origine pour remédier à ce défaut du code que les énergies de binding on été introduites
dans MARLOWE [101]. Comme nous l’avons suggéré, le choix le plus physique pour ces énergies
est l’enthalpie de formation de paire de Frenkel. Elle correspond à l’énergie nécessaire pour extraire
un atome de son site, sans garantir la stabilité de la paire de Frenkel créée. Elles sont calculées et
disponibles pour les métaux purs dans la littérature. Dans le cas d’un alliage, aux énergies de liaison
propres à chaque espèce, il faut rajouter l’enthalpie de formation de l’alliage désordonné, obtenue via
des mesures physiques [126] ou des méthodes d’estimation analytique (MAEAM potentials [127, 128]).
Dans tous les cas, cette énergie est surestimée pour les séquences de remplacements. En effet, lors
d’une séquence de remplacements, l’atome éjecté ne laisse pas le site vacant, mais occupé par le
projectile. La barrière d’énergie à franchir est donc plus faible. Robinson a suggéré [100] de prendre
une énergie de binding pour les séquences de collisions linéaires, notée H rV de l’ordre d’un dixième de
H fV . Le choix définitif de cette valeur est révélé par l’étude des séquences de collisions linéaires à très
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faible énergie (voir la figure C.2 et l’étude menée dans [129]).
Le rayon de capture : L’étape finale de recombinaison de MARLOWE est paramétrée par le rayon de
capture Rcap. Celui-ci est propre à l’approche BCA de type MARLOWE. Il n’a pas d’existence physique,
et les seuls valeurs à notre disposition sont le fruit de fit de MARLOWE avec des résultats de dynamique
moléculaire [130, 131]. Ces valeurs sont désormais établies, validées et fixées dans la suite de notre
étude pour un cristal donné.
L’énergie de coupure : L’énergie de coupure Ecut doit, à notre avis, être fixée en dernier. En effet,
la variété des choix rencontrés dans la littérature ([132, 133, 134]) suggère qu’elle est un paramètre
purement numérique, donc difficilement interprétable physiquement. En réalité, le choix de cette
énergie de coupure revient à fixer une limite en dessous de laquelle le modèle est incapable de décrire
le mouvement des projectiles (elle est alors située entre 1 et 20 eV), ou alors l’énergie à partir de laquelle
une autre méthode de simulation plus adaptée aux énergies plus faibles prend le relais (méthode de
simulation hybride BCA-DM [135, 136]), auquel cas elle peut être fixée à 1 keV voire plus. Dans notre
cas, il s’agit de déterminer l’énergie de coupure minimale utilisable pour laisser de côté le moins de
déplacements possible, qui garantisse de surcroît la non dégradation des résultats. Or, une grandeur
est particulièrement sensible au mauvais réglage de Ecut, c’est le paramètre R de la loi exponentielle de
probabilité de déplacements atomiques dans la cascade. Physiquement, il est sensé être indépendant
de l’énergie incidente Epka. Or, pour Ecut trop faible, R exhibe souvent une dépendance avec Epka.
Nous avons donc choisi Ecut la plus faible possible qui limite l’augmentation parasite de R avec
Epka. Il est à noter que d’autres phénomènes indésirables surviennent lorsque Ecut est trop faible,
comme des pénétrations maximales qui divergent, et des profils de probabilité de déplacement erronés
(profondeurs de déplacements sur-représentées par rapport à SRIM). De manière générale, Ecut se
situe dans nos simulations entre 1 et 2 eV (c’est-à-dire de l’ordre de H fV ), sauf pour les ions très légers
comme He, auquel cas elle doit être choisie plus élevée.
Les séquences de collisions linéaires : La détermination des paramètres caractérisant les séquences
de collision linéaires dans MARLOWE a un impact important sur le nombre de déplacements générés.
Il est donc indispensable de vérifier que celles-ci sont correctement estimées dans la simulation
MARLOWE. Les différentes études paramétriques réalisées en faisant varier les paramètres H fV , H
r
V ,
Ecut, pcut et prcut ont mis en évidence la sensibilité particulière de ces séquences à H
r
V , l’énergie de
liaison utilisée dans les séquences de remplacements et les focusons (c’est-à-dire les séquences de
collisions linéaires où un atome percuté entre à son tour en collision avec son voisin, mais revient
à sa position initiale, et ainsi de suite). La figure C.2 présente le nombre de déplacements d’atomes
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dans une séquence de collisions linéaire (dans la direction <011>, pour le cuivre) pour différentes
valeurs de H rV , les paramètres H
f
V , Ecut, pcut et p
r
cut étant fixés ainsi : HV = 1.10 eV, Ecut = 0.05 eV
(cette valeur très faible n’est utilisable que pour des calculs à très faibles énergies comme ici où elle est
choisie suffisamment près de 0 pour ne pas tronquer les séquences de déplacements), pcut = 0.5a0 et
prcut = 0.62a0, et la distance caractéristique du potentiel interatomique ayant été réduite conformément
à [129]. L’énergie incidente est très faible : EPKA = 25 eV. En choisissant H rV = 0.1 eV, c’est-à-dire
environ un dixième de H fV , nous avons réalisé une comparaison entre MARLOWE et des résultats de
dynamique moléculaire [129] pour le nombre de déplacements par séquence de collision linéaires
dans les trois directions suivantes (du Cu) : la diagonale des faces du cube de maille <011>, les arêtes
du cube <001> et les diagonales du cube <111>. Les résultats sont présentés tableau C.2. La direction
cristallographique la plus propice aux séquences de collision linéaire est <011> car les atomes, dans
la description cfc, sont adjacents le long de cette diagonale. Or, pour une énergie initiale de 25 eV,
la séquence de remplacements (et focusons) générée présente 34 remplacements, soit un résultat
identique aux calculs de [129].
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FIGURE C.2 – Étude de l’influence du paramètre H rV sur le nombre de déplacements au sein d’une
séquence de collision linéaire à très faible énergie incidente (EPKA = 25 eV) dans la direction cristallogra-
phique <011>.
Direction cristallographique EPKA (eV) Nombre de remplacements ou focusons
Dynamique moléculaire1 MARLOWE
<0 1 1> 25 34 34
<0 0 1> 40 6 4
<1 1 1> 150 5 2
TABLE C.2 – Calibrage de l’énergie de liaison MARLOWE sur les séquences de remplacements H rV (eV) :
comparaison entre dynamique moléculaire et MARLOWE dans les 3 directions privilégiées d’un réseau
cfc.
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C.3 Validation des paramètres : comparaison de MARLOWE avec la dyna-
mique moléculaire
Pour valider le paramétrage utilisé, nous nous focalisons sur le matériau Cu monocristal, car il
fait partie des matériaux les plus utilisés pour les simulations de dynamique moléculaire. Il est de
plus de réseau cubique face centré comme AgCu, et présente des propriétés proches de l’alliage. Nous
résumons ainsi dans le tableau C.3 l’intégralité des paramètres MARLOWE utilisés le cuivre. Précisons
que nous avons ajouté les effets thermiques (loi de Debye [137, 138]) car, bien que souvent ignorés
[133, 132], ils sont susceptibles de perturber certaines séquences de déplacements, notamment les
séquences de remplacements [125].
données cristallines Cu
réseau cfc
paramètre de maille a0 (Å) 3.615
masse volumique ρ (g/cm3) 8.948
H fV (eV) 1.16
H rV (eV) 0.1
Ecut (eV) 2.0
pcut (×a0) 0.5 (0.421)
prcut (×a0) 0.62
Rcap (×a0) 2.2
T (K) 300
TABLE C.3 – Propriétés physiques du cuivre et paramètres gérant les collisions et la formation de paires
de Frenkel dans les simulations BCA réalisées avec MARLOWE sur Cu.
De manière plus générale, toutes les simulations effectuées (SRIM et MARLOWE), ainsi que les
simulations de dynamique moléculaire que nous citons, ont été réalisées en soumettant le cristal cible
à un flux d’ions orthogonal à la surface du cristal, sans divergence, avec cependant dans le cas de
MARLOWE une répartition aléatoire de la position initiale, pour éviter de sur- ou sous-représenter
certaines configurations spatiales associées à la structure cristalline (séquences de collisions linéaires).
Pour valider les choix de paramètres effectués, nous comparons nos résultats BCA (MARLOWE)
avec des résultats de dynamique moléculaire [99, 139, 140] sur le cuivre. Nous comparons en particulier
le nombre de lacunes NV (figure C.3(a)), le nombre de déplacements Nd (figure C.3(b)), ainsi que
l’étalement de la distribution de déplacements R (figure C.3(c)), pour une gamme d’énergies allant de
0.5 keV à 20 keV.
1. Résultats extraits de [129]
1. valeur utilisée pour EPKA > 5 keV
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FIGURE C.3 – Nombres de lacunes NV , de déplacements Nd et rayon d’irradiation R pour Cu : compa-
raison entre des résultats de dynamique moléculaire1 (—), de notre étude MARLOWE (moyenne sur 2000
tirs, —), de SRIM (moyenne sur 2000 tirs, —) et du modèle NRT2 pour NV (—).
Concernant le nombre de lacunes de MARLOWE, nous avons ajouté les résultats de SRIM, ainsi
que l’estimation du modèle NRT [142]. Le nombre de lacunes obtenus par MARLOWE est très proche
des prévisions du modèle NRT : non seulement il présente la même dépendance linéaire vis-à-vis
de l’énergie d’irradiation, mais le nombre même de lacunes obtenu est très proche. Le nombre de
lacune obtenu par SRIM (matériau amorphe) suit lui aussi une loi linéaire, bien qu’il soit fortement
surestimé. Cet écart est imputable au réglage interne de SRIM (pour une énergie seuil de déplacement
donnée), qui mime par défaut un rayon de recombinaison de 1 paramètre de maille, quel que soit
le matériau. En ce qui concerne les résultats de dynamique moléculaire, les résultats de dynamique
moléculaire [139] sont proches de ceux de MARLOWE, notamment pour des énergies moyennes (entre
1 et 10 keV). Concernant les déplacements atomiques (figure C.3(b)), comme nous l’avons évoqué,
SRIM ne fournit pas de résultats (la loi NRT non plus, car elle évalue le nombre de lacunes seulement),
nous ne présentons qu’une comparaison entre MARLOWE et la dynamique moléculaire. Une fois
encore, MARLOWE et la dynamique moléculaire fournissent des résultats assez proches sur toute la
gamme d’énergie incidente. Enfin, concernant les mesures de R pour le cuivre (figure C.3(c)), la valeur
moyenne obtenue avec MARLOWE est de 1.85 Å, quand celle de dynamique moléculaire est de 1.68 Å,
soit un écart inférieur à 10 %. Cet écart reste par ailleurs modéré sur l’intégralité de la gamme d’énergie
incidente, et ce même pour de très faibles énergies, domaine pourtant peu propice à la BCA.
Finalement, les résultats de MARLOWE sont proches de la dynamique moléculaire. Ceci valide
le paramétrage de MARLOWE et plus généralement cette approche BCA qui fournit des résultats
comparables à ceux de la dynamique moléculaire dans le cas simple de deux cristaux purs. Nous avons
constaté en parallèle que MARLOWE fournissait de meilleurs résultats que SRIM vis-à-vis du nombre
1. Résultats extraits de [139] pour Cu
2. Estimation du nombre de lacunes créées, à partir de l’énergie incidente et de l’énergie seuil de déplacement [141].
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de lacunes générées. Une des raisons principales est la gestion par MARLOWE de la structure cristalline
du matériau, absente dans SRIM. Nous proposons dans le paragraphe qui suit une étude de l’impact
de la prise en compte ou non de la structure cristalline sur la cascade de déplacement.
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ABSTRACT 
In the past fifty years, experimental works based on TEM or grazing incidence X ray diffraction 
have clearly shown that alloys and ceramics exhibit a nano pattering under irradiation [1,2,3]. 
Many works were devoted to study the nano patterning induced by ion beam mixing in solids 
[17,18,19]. Understanding the nano patterning will provide scientific bases to tailor materials 
with well-defined microstructures at the nanometric scale. The slowing down of impinging 
particles in solids leads to a complex distribution of subcascades. Each subcascade will give rise 
to an athermal diffusion of atoms in the medium. In this work, we focused on this point. Based 
on the well-known Cahn Hilliard Cook (CHC) equation, we analytically calculate the structure 
factor describing the nano patterning within the mean field approximation. It has shown that this 
analytical structure factor mimics the structure factor extracted from direct numerical simulations 
of the time dependent CHC equation. It appears that this structure factor exhibits a universal 
feature under irradiation. 
INTRODUCTION 
It is now well established that materials under irradiation exhibit unusual patterns [1,2,3,4]. Ion 
solid interaction is of significant interest to both academic and industrial researchers [1]. Ion 
implantation revolutionized the microelectronic industry offering a control over the number and 
depth of doping atoms in semiconductor materials [1]. Nowadays, the development of high 
current and high voltage implanters allows to tailor new compounds with new properties at the 
nanometric scale [5,6]. These unusual properties result from a steady state pattern formation 
induced by the slowing down of impinging particles under irradiation. From its ability to modify 
the local order over few nanometers, ion beam mixing appears to be a promising tool. However, 
elementary mechanisms responsible for this patterning are far to be clearly understood. 
Understanding the various mechanisms giving rise to both equilibrium and non equilibrium 
pattern formation in complex systems is a problem of long standing interest [7].  
 
Two main reasons explain this lack of understanding. The slowing down of incident particles 
(ions, neutrons) leading to the creation of highly damaged area, termed thermal spikes or 
subcascades, is a stochastic process difficult to handle [8,9]. On the other hand, it remains 
difficult to handle the effect of a thermal spike on the microstructure of materials. From the 
seminal work of Martin and Bellon [10,11], it seems now well established that the effect of a 
thermal spike on the microstructure can be simulated by an athermal particle exchange. Such a 
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description can also be derived from the seminal work of Sigmund on the slowing down of 
particles in matter [12]. 
 
In this paper, we will focus on the second point and we will discuss the competition between two 
mechanisms: on one hand, an athermal displacement of atoms induced by a subcascade and on 
the other hand, the usual thermal driven mechanism trying to bring the solid to the thermo 
dynamical equilibrium. The steady state microstructure results from the balance between these 
two mechanisms. The first mechanism leads to destroy the long range order whereas the second 
tends to restore the long range order. 
 
In the first part of the paper, we describe the effect of an athermal diffusion of atoms in a 
subcascade within the Landau framework of the Time Dependent Ginzburg Landau (TDGL) 
equation, extensively used to study the evolution of materials upon irradiation. The main interest 
of this work is to show critical parameters describing the subcascades able to generate a steady 
state nano patterning. Within this framework, we calculate the structure factor using a mean field 
approximation. In the second part of this work, we perform direct numerical simulations to 
compute this structure factor. The comparison between two structure factors allows assessing the 
different assumptions. In the last part of the text, we discuss the shape of the structure factor 
versus the irradiation parameters W and R. 
MODELLING A SUBCASVADE WITHIN THE TDGL EQUATION FRAMEWORK 
 
Even if at the microscopic level, the evolution of a material under irradiation can be described by 
an Ising model with a Glauber like spin flip kinetic, it remains possible to describe at a coarse 
grained level the microstructure of a material in terms of order parameters. Such a description 
was used to explain for instance the appearance of tetragonal zirconia nano crystals as well as the 
fragmentation of spinels under irradiation [2,4,12]. Such description also allows pointing out the 
amorphisation processes in glasses [13]. The TDGL was extensively used to describe the 
mechanism for phase separation in binary alloys. Cahn and Hilliard first introduced the 
conservative order parameter η(r,t)=cA(r,t)-cB(r,t) to describe the spinodal decomposition of 
alloys. The evolution of the conservative order parameter η(r,t) is given by Equation 1: 
???
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?∇=
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δη
δFM
t
t ²),(? r     (Eq.1) 
where M is the mobility derived from Onsager equation. In the following, we assume that M 
only depends on the average value of the concentration [21,22]. For an CuAg alloy, this mobility 
is independent of η(r,t) and is equal to 487 s-1 out of irradiation at T=769 K. Moreover, only the 
free energy F depends on η(r,t) and can be written as: 
 
dVttftF ²),(
2
)),((()),(( rrr ημηη ∇+= ?    (Eq.2) 
 
where f is the local coarse grained bulk free energy density. The term ²),( trη∇  has been added 
in the free energy to represent the energetic cost associated with interfaces.  In order to describe 
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fronts, walls and labyrinthine patterns, the strength of the surface tension is given by the positive 
constant μ. We assume that f has a double well structure below a critical temperature Tc. All our 
analysis will be performed for temperatures below Tc. Under this assumption the simplest form 
of f is given by: 
 
4
4
²
2
)()),(( ηβηαη +−= TcTtf r   (Eq.3) 
 
The parameters α and β are positive constants. For a binary alloy, these coefficients can be 
identified by a comparison with the explicit form of the free energy F. For a CuAg alloy [23], the 
free energy of this alloy can be written as a regular solid solution out of irradiation. Its ordering 
energy and its unit cell parameter of the cubic structure are respectively equal to 0.0553 eV and 
0.3 nanometer. For a temperature of 769K, coefficients α, β and μ are respectively equal to 1, 
0.11 eV/nm3 and 0.06 eV/nm5. However, it is more appropriate to think of them as free 
parameters [2] without any reference to an underlying microscopic model.  
 
The effect of thermal fluctuations can be incorporated in the Cahn Hilliard equation including a 
noise term θ(r,t). The resultant model is the well-known Cahn Hilliard Cook model [14]. As the 
noise at the equilibrium satisfies the fluctuation dissipation relation, we have < ),( trθ > = 0 and 
<θ(r,t) θ(r’,t’)> = 2MkTδ(r-r’)δ(t-t’), where M is the mobility (1.2 10-12 cm2s-1 at T=769 K for 
CuAg out of irradiation). The bracket <.> denotes the average over the Gaussian noise ensemble. 
The presence of this noise insures that the system equilibrates to the correct Boltzmann 
distribution at equilibrium. 
 
Such a model is also referred as the so called B model in the classification of Hohenberg and 
Halperin in the context of dynamical critical phenomena. The CHC model mimics the time 
evolution of A-rich and B-rich domains separated by interfaces. Before we proceed, it is relevant 
to discuss the applicability of the CHC model to real binary alloys at equilibrium. Lattice 
parameters mismatch in alloys and generate large strain fields. Such strain fields can be easily 
absorbed modifying the phenomenological coefficients of the bulk free energy density. This is 
one of success of this equation in material science as first pointed out by Katchaturyan. 
 
Under irradiation, it is possible to add to the CHC equation an athermal diffusion of atoms due to 
a subcascade formation [11]. In a subcascade, atoms are set in motion during the thermal spike. 
During the thermal spike, complex defects like voids and dislocations are formed. However these 
defects do not evolve on the same time scale than the patterning does. These defects assumed to 
be shrunk are not taken into account to describe the evolution of the microstructure. On the other 
hand, point defects (vacancies and interstitials of the same species) move rapidly in the solid. It 
is well-known that these point defects enhance the atomic movement or diffusion at least in 
alloys and metals. We assume that these point defects only increase the value of the mobility M. 
For a subcascade of size L (about 10 nanometers), the thermal spike leads to a relocation of A 
and B atoms according to a simple diffusion equation [7,8]: 
 
)*( ηηη RpWt
−−=
∂
∂    (Eq.4) 
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where W describes the frequency of atom exchange and is a function of the atomic density of the 
material ρ (100 nm-3), the mixing efficiency of the subcascade ? equal to 1 in the following and 
the flux of impinging particles φ (10-4 nm2s-1) [11].  The number of relocations occurring in a 
subcascade of size L reduces to ?ρ/2 (5 104 atoms). The frequency associated with the occurrence 
of a subcascade at the same position in the solid reduces to φL2 (10-2 s-1). The “intensity” of the 
relocation W in a subcascade is then equal to 500 s-1. 
 
The function pR(r) is the probability for atoms belonging to the subcascade to be ejected at a 
distance r from its initial position. Molecular dynamic simulations [15] performed on alloys have 
shown that this function can be roughly mimicked with an exponential decay exp(-r/R). R 
defines the spreading of this exchange occurring at the atomic scale (about 0.5 nanometers). The 
precise form of pR(r) seems not to play an important role to describe the patterns (see section II). 
When the parameters R or W tend to zero, the athermal driving term given by Eq.3 plays no role 
in the evolution of the microstructure. When R tends to infinity, the TDGL equation is similar to 
the usual equation describing the melting of a copolymer block and characterizes a chemical 
reversible equation mixing the two compounds [16]. Such an equation (R tends to infinity and W 
non null) is extensively used to discuss the phase separation in chemically reactive binary 
mixture. In this case, W is identified with the reaction constant of the reversible equation.  
 
Combining the CHC equation with Eq. 4 leads to the TDLG equation allows studying the 
microstructure of binary alloys under irradiation. Whereas this equation is not based from first 
principles, this equation was applied to understand experimental results within a unified 
framework [2]. Such an equation can be considered as a toy model describing the patterning of 
materials observed under irradiation [17,18]. The characteristic value of W (500 s-1) is of the 
same order of magnitude than the mobility M (487 nm2 s-1) for the CuAg alloy at 769 K. Under 
irradiation, a balance between the ordering of the alloy driven by the thermodynamic and the 
disordering induced by the athermal mixing inside the subcascade occurs. This balance may 
induce a patterning at the nanometric scale, i.e. the characteristic size of a subcascade, in this 
alloy. 
 
The evolution of this alloy under irradiation is simply given by the TDGL equation. In this study, 
the initial configuration is given by the random high temperature microstructure quenched below 
Tc. To visualize this microstructure, The A-rich domains are marked black and B-rich domains 
are not marked. During the evolution of the alloys under irradiation, the average value of the 
order parameter ? dVtV ),(1 rη  is maintained null. Different parameter α, β, μ, M, W and R can 
be absorbed into the new definition of space and time by introducing rescaled variables for T<Tc 
following a well-known procedure[19,20]. 
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θ’ is a reduced noise with null mean value and a variance ε equal to 
μ
α TTckT −Δ− 2 -. 
The micro structural evolution of the CuAg is then governed by the following equation: 
),()*()²²( 3 trpW
t R
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∂  (Eq.6) 
In this equation and in the following, the prime associated with reduced variables was dropped. 
The values of the order parameters and its second and quadric derivatives are null at the 
boundaries of the domain described by a subcascade exhibiting a cubic shape.   
 
In previous attempts to catch the main feature of the patterns at low temperature created under 
irradiation, some authors [17] studied the stability of this equation at high temperature (T above 
Tc) where the conservative order parameter is null. This implies that the η3 term is null. It 
appears then possible to apply the Bloch Floquet theorem to study the stability of different 
microstructures under irradiation [17]. However, such an analysis is unable to catch the features 
of the microstructure below Tc since the η3 term is no more null and becomes the leading term in 
Eq. 6. 
 
To overcome this difficulty, we use another approach to characterize the microstructure of 
systems under irradiation. This approach is based on a mean field approximation of the CHC 
equation [20].  The main interest of this approach is to determine the structure factor S(k,t) under 
irradiation. This function captures all the features of the microstructure. Within the mean field 
approximation, the effect of the noise on the microstructure has been neglected (ε=0). Following 
the formalism pointed out by previous authors [20], it is possible to calculate S(k,t) under 
irradiation for long times: 
  
))(),(/()(),( 43 WRgttkkFtktkS mm ⋅=     (Eq.7) 
 
Eq. 5 clearly displays that the term S(k,t) km(t)3 exhibits a Gaussian like shape and is a universal 
function of k/km and WR4. Depending on the values of R and W, the wave vector km(t) defining 
the patterning exhibits three distinct behaviors. The figure 1 summarizes these conditions:  
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Figure 1: According to the reduced values of R and W, three distinct domains can be drawn. 
These domains are associated to a phase separation (low W values whatever R values are), a 
random solid solution (W is important and R above 1), and a steady state. This steady state is 
defined by a given value of km that only depends on W and R. As displayed on the graph, a 
critical point (Wc,Rc) equal to  (1,1) appears. 
 
From Eq. 7, it appears that the structure factor exhibits a Gaussian like shape peaked around a 
wave vector km(t). Depending on different values of W and R displayed on figure 1, three distinct 
domains can occur under irradiation in a subcascade.  For R and W values such that WR4<1, the 
athermal motion of atoms occurring inside the volume of the subcascade is enable to avoid the 
demixion of the system. A phase separation occurs and the wave vector of the modulation km(t) 
is a power law of t (km(t) ∼ t-1/3). Increasing the value of W, two distinct domains appear. For 
large R values (WR4>1), km(t) reaches a defined values function on W and R and independent of 
t. In this domain, a steady state is reached inducing a nano patterning inside the subcascade. For 
large W and R values, the athermal mixing of atoms resulting from chaotic collisions of atoms 
inside the subcascade disorder the alloy leading to the creation of a random solid solution. The 
boundaries layers of three domains intercept at a tri-critical point (Rc,Wc) as displayed on Figure 
1. Boundaries of different domains calculated with our mean field approximation have an 
asymptotic expansion (R tends to infinity) in agreement to expressions obtained by previous 
authors studying chemical reactions [20]. The previous expressions of boundaries derived from 
the analysis of the stability [17] of Eq.4 do not satisfy these criteria. Even if the shape of the 
boundaries associated with three domains and the critical point are different than previous results 
[17], figure 1 exhibits qualitatively the same features than the one previously calculated [17]. 
The main interest of our work is to calculate the structure factor. 
 
DIRECT NUMERICAL SIMULATIONS OF THE TDGL EQUATION  
 
In order to assess the validity of the mean field approximation used to calculate S(k,t), we 
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directly compute the structure factor. Whereas the Kinetic Monte Carlo technique is extensively 
used to study the patterning induced by a subcascade [19], we solved Eq. 4 using a semi implicit 
finite difference scheme. Since the effect of a subcascade on the atomic concentration is a 
convolution product (Eq.3), we solve the equation in the Fourier space [25]. Applying an inverse 
Fourier transform to the Fourier components of the order parameter η(r,t), it is possible to 
determine the patterns induced under irradiation in the real space. 
 
We perform different simulations for different ε values (0.5, 0.01, 0.1, 0) and different R and W 
values. Results of simulations clearly showed that the thickness of the interfaces depends on ε. 
Larger ε is, broader the interfaces are. However, these results display that the long time 
characteristic size of domains does not evolve with ε. This result is in agreement with previous 
studies [24]. This point assesses the validity of the analysis within the mean field approximation 
framework.  Figure 2 displays the evolution of the microstructure in the real space for W=0.1 and 
R=2. 
 
    
Fig 2a : (y,z) cut of 
the initial distribution 
of A and B atoms in a 
random AB alloy 
 
Fig2b : evolution of 
the microstructure in 
the (y,z) cut for a 
reduced time of 100 
(Δy=Δz=0.4) 
Fig2c : evolution of 
the microstructure in 
the (y,z) cut for a 
reduced time of 500 
(Δy=Δz=0.4) 
Fig2d : evolution of 
the microstructure in 
the (y,z) cut for a 
reduced time of 1000 
(Δy=Δz=0.4) 
 
From the direct observation of the microstructure driven by irradiation, it appears clearly that a 
steady state is achieved (see figure 2c and 2d) for these values of W and R. In order to describe 
the microstructure more quantitatively, Figure 3 displays the evolution of the radial correlation 
function associated with these four patterns. 
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Figure 3. Evolution of the radial correlation function describing the evolution of η(x,y,z,t) in a 
subcascade under irradiation (W=0.1, R=2). At t=0, this function is a Dirac (dashed line) 
associated with the quenched random pattern. The radial correlation function exhibits a liquid 
like behavior (open dots). Increasing the time, oscillations associated with characteristic lengths 
appear around the reduced distance r=1and r=2 (open triangles and stars). For long times, this 
function no more evolves insuring the existence of a steady state for these values of R and W. 
  
As the asymptotic expansion of boundaries displayed on Figure 1 are similar to those derived 
previously [20], it seems that the mean field approximation can be safely applied to capture the 
features of Eq. 4.  However, to assess this point directly, the variation of km as a function of R is 
plotted on figure 4 for a given value of W for a long simulation time, when the steady state is 
achieved. To be sure the steady state is achieved; two distinct simulations using as initial 
configuration a random and a perfectly ordered state were performed. We check that the 
structure factors associated with two final states are similar; assessing the steady state is reached. 
Within our mean field approximation, it is possible to calculate km(t) as a function of W and R. 
Figure 4 displays the evolution of km(t) versus R for given values of W and t (black dots). As 
expected these points fall on the same line (full line) derived from the mean field approximation 
for WR4 above 1. As predicted by our mean field approximation, this law vanishes for WR4 
below 1. 
 
 
Figure 4: Variations of km2 (dots) versus 1/R2 for W = 0.1. All simulations (black dots) were 
performed once the steady state is reached (the reduced time is kept to 2000 for all simulations). 
For WR4 above 1, dots fall on the line derived from the mean field approximation. For WR4 
below 1, km(t) do not evolve with R as expected by our approximation. 
 
To assess the validity of the universal feature of S(k,t)km3  in Eq.5, the structure factors associated 
with different values of W, R  and t were calculated. Figure 5 displays the evolution of two 
structure factors S(k,t)km3  as a function of k/km for a defined value of tg(WR4). Results extracted 
from simulations fall on the same universal Gaussian like curve (not plotted). 
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Figure 5: Plot of the normalized structure function as a function of k/km for different values of W, 
R and time extracted from numerical simulations. For a given value of tg(WR4), these two curves 
exhibit the same behavior as a function of k/km assessing the universal feature of S(k,t). 
 
The analysis of direct simulations of Eq.4 seems then to be accurately described within a mean 
field approximation framework as firstly pointed out by previous authors who have studied the 
structural evolution of diblocks copolymers out of irradiation [20]. 
DISCUSSION AND CONCLUSION 
Since about fifty years, experimental works based on TEM or grazing incidence X ray diffraction 
have clearly shown that alloys and ceramics exhibit a nano pattering under irradiation [1,2,3]. 
Many works were devoted to study the nano patterning induced by ion beam mixing in solids 
[17,18,19]. Understanding the nano patterning will help to tailor materials with well-defined 
microstructures at the nanometric scale. The slowing down of impinging particles in solids leads 
to a complex distribution of subcascades. Moreover, each subcascade will give rise to an 
athermal diffusion of atoms inside the subcascade. In this work, we focused our attention on this 
last point. Based on the well-known Cahn Hilliard Cook equation, we analytically calculate the 
structure factor describing the nano patterning induced by irradiation inside a subcascade within 
the mean field approximation framework. We show that this analytical structure factor mimics 
the structure factor extracted from direct numerical simulations assessing the accuracy of our 
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approximation. From this analysis, it appears that this structure factor exhibits a universal feature 
under irradiation. 
 
Since this work points out modifications of the microstructure of materials inside a subcascade, 
the following part of our work will be to study if and how different subcascades can modify this 
structure factor at a larger scale length. On the other hand, investigations are in progress to 
measure this structure factor from diffraction experiments. 
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Predicting the pattern formation in a system maintained far from equilibrium is a complex task. For a given
dynamics governed by the evolution of a conservative order parameter, recent investigations have demonstrated
that the knowledge of the long time expression of the order parameter is sufficient to predict the existence of
disrupted coarsening, i.e., the pinning of the inhomogeneities wavelength to a well defined value. However,
there exists some dynamics for which the asymptotic form of the order parameter remains unknown. The
Cahn-Hilliard-like equation used to describe the stability of solids under irradiation belongs to this class of
equations. In this paper, we present an alternative to predict the patterning induced by this equation. Based on a
simple ansatz, we calculated the form factor and proved that a disrupted coarsening takes place in such dynamics.
This disrupted coarsening results from the bifurcation of the implicit equation linking the characteristic length
of the dynamics (k∞m )−1 to a control parameter describing the irradiation. This analysis is supported by direct
simulations. From this paper, it clearly appears that the bifurcation of k∞m is a criterion for disrupted coarsening.
DOI: 10.1103/PhysRevE.88.032116 PACS number(s): 64.60.De, 05.70.Fh, 05.70.Ln
I. INTRODUCTION
When a system initially at equilibrium is subject to
an external perturbation, small spatial inhomogeneities in
the order parameter can lead to nanometric domains. This
patterning results from the balance between a short range order
interaction and a long range order perturbation. For example,
magnetic systems, dipolar fluids [1], block copolymers [2–4],
and chemical reactions exhibit striped lamellar domains [5].
This phenomenon, ubiquitous in physics and chemistry, has
been extensively studied. The modeling of this patterning
is mainly based on the Cahn-Hilliard equation [6–8]. For
unperturbated systems, the patterning associated with this
equation is now clearly understood [9–11].
For systems submitted to long range interactions, the
external force may disrupt the Ostwald ripening and then
forbids the formation of large domains as pointed out by
some authors in one dimension [12] (d = 1). In these cases,
the characteristic size of such domains no more evolves with
time and remains pinned to a well defined value leading to the
appearance of a disrupted coarsening. The dynamics associ-
ated with this disrupted coarsening is not clearly understood.
Based on the knowledge of the stationary states, Politi and
Mishbah [12] give a useful criterion to discuss this interrupted
coarsening. A central problem in nonequilibrium pattern
formation associated with the Cahn-Hilliard-like dynamics is
to identify criteria predicting the appearance of this disrupted
coarsening when stationary states remain unknown.
In this paper, we address this problem studying the
behavior of alloys under irradiation. Under irradiation, random
displacements of atoms over a few angstroms regardless
of their chemical identity lead to a solid solution in well
defined areas called displacement cascades [13]. This random
displacement of atoms acts as an external force able to counter-
*david.simeone@cea.fr
balance the attractive interactions between atoms. A balance
between this long range interaction over a few nanometers
and the thermodynamic short range interaction due to the
minimization of the free energy between nearest neighbors
leads to a complex dynamics modeled within the Cahn-Hilliard
equation framework [14]. This competition leads to the appear-
ance of a specific modulation of the concentration wave and
disrupted coarsening. Unfortunately, no analytical expression
for the stationary states of Cahn-Hilliard-like equations exists
for this system. In this paper, calculations, valid whatever the
space dimension d is, are supported by numerical simulations
performed only in two dimensions (d = 2).
II. FORMULATION OF THE PROBLEM
A. Modeling of the atomic jumps
To describe the irradiation effects in a solid, the probability
density function pR(x) associated with the ejection of atoms
at a given distance x has been introduced [14]. The term pR(x)
results from an average of atomic collisions between atoms set
in motion by impinging atoms over the displacement cascade.
From a coarse graining procedure [15,16], the effect of highly
nonuniform collision events reduces to a probability to eject
atoms at a distance x from its initial position. Obviously,
pR(x) is radial and then symmetric. From Monte Carlo and
molecular dynamic simulations performed on numerous solids
with different incident particles [16,17], it appears that pR(x)
exhibits a cut-off radius roughly equal to 2 nm. This value does
not strongly depend on the nature and the energy of the incident
particle nor the target atoms [17]. In a first approximation,
pR(x) can thus be represented by a simple exponential decay
associated with the cut-off R. By analogy with the kinetic
theory of gases, R can then be understood as the mean free
path of ejected atoms. On the other hand, the strength of the
atomic mixing is defined by γ , the ratio between the number
of atoms ejected and the number of atoms in the volume of the
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cascade per time unit [15]. The term γ is related to the flux
of incident particle ψ and can be easily calculated from the
slowing down of particles in matter [15,16].
The effect of this atomic mixing due to irradiation induces
a long range perturbation in the displacement cascade. This
perturbation can be written as [15–19]
γ [η(x,t) − (pR ∗ η)(x,t)], (1)
where ∗ denotes the convolution product and η(x,t) is
the conservative scalar order parameter [20]. For a binary
mixture AB, η reduces to the difference between the atomic
concentrations cA − cB . It is thus possible to describe the
behavior of solids under irradiation adding this term in the
usual Cahn-Hilliard equation [14]. Assuming the mobility
of defects does not depend on η(x,t) [21], the nonlinearities
associated with this dynamics are only due to the nonlinearity
of F , the standard Cahn-Hilliard free energy functional. Even
if the mobility M does not depend on the conservative order
parameter η(x,t), its evolution as a function of the atomic
mixing is far from being understood. This last point precludes a
direct comparison between the time evolution of the calculated
and measured patterning. Despite this point, it remains possible
to predict the asymptotic behavior of the coarsening induced
by irradiation.
B. The modified Cahn-Hilliard equation
For a free energy density f with a double well structure
below the critical temperature [20,22], f (η) reduces to
αη2 + βη4. The phenomenological coefficient α = a(T − Tc)
is negative below the critical temperature and positive above;
the coefficients a and β are always positive. Moreover, the
energetic cost of interfaces is taken into account by the
term μ|∇η|2. In this expression, μ is always positive. Sub-
stituting dimensionless variables x′ = x
√
−α
μ
, R′ = R
√
−α
μ
,
t ′ = t(Mα2
μ
), φ = η(−β
α
), and W ′ = γ ( μ
Mα2
), the modified
Cahn-Hilliard type equation can be written in a dimensionless
form [23]:
∂φ
∂t
= ∇2(−φ + φ3 − ∇2φ) − W (φ − pR ∗ φ). (2)
In this equation, the primes were dropped for simplicity.
Only two independent parameters, W and R, parametrize this
equation. R is associated with the second moment of pR(x)
and W is related to the strength of the irradiation γ .
When W = 0 or R → 0, this equation reduces to the usual
Cahn-Hilliard equation [23]. When R → ∞, this equation has
been proposed to describe phase separation in both symmetric
diblock copolymers and chemically reactive binary mixtures
[24].
To handle the dynamics of patterning, thermal fluctua-
tions as well as fluctuations induced by irradiation must be
introduced in Eq. (2) [25]. As clearly pointed out by some
authors [10,23], the noise induced by fluctuations has no effect
on the long time patterning. In the following, we only discuss
the dynamics of the nonstochastic modified Cahn-Hilliard
equation given by Eq (2).
III. CALCULATION OF THE FORM FACTOR
The symmetry of pR(x) insures the existence of a Lya-
pounov functional and the uniqueness of φ(x,t). However, no
expression for the stationary solution of Eq. (2) exists [26].
A. A mean field approximation
To overcome this difficulty, we assume that the pair
correlation function 〈φ(x,t)φ(y,t)〉 is invariant by translation
(〈.〉 denotes the ensemble average over the initial configu-
rations). From this assumption, 〈φ(x,t)2〉 = 〈φ(0,t)2〉 = S(t).
Moreover, we assume that φ(x,t)3 ≈ 〈φ(x,t)2〉φ(x,t). Our
ansatz leads to a “linearization” of Eq. (2) as first applied
by previous authors on the study of the diblock copolymer
segregation [2,23]. It is straightforward to determine the
equation followed by the form factor S(k,t), the Fourier
transform of 〈φ(x,t)φ(y,t)〉:
∂S(k,t)
∂t
=
(
−2k2[k2 − 1 + S(t)] − 2WR
2k2
1 + R2k2
)
S(k,t),
(3)
where k is the reduced wave factor of modulus k. AspR(x) is an
exponential function, its Fourier transform reduces to 11+R2k2 .
The term 2WR2k21+R2k2 is thus the Fourier transform of Eq (1). The
total integrated scattering intensity S(t) must be determined
self-consistently:
S(t) =
∫
S(k,t) dk(2π )d , (4)
where d is the spatial dimension of the system (d = 2 in this
paper).
From our ansatz, the function S(k,t) is thus formally given
by
S(k,t) = S(k,0) exp[−2t g(k,t,R,W )], (5)
where S(k,0) is the initial form factor and
g(k,t,R,W ) = k
2
t
∫ t
0
(S(u) − 1)du + k4 + WR
2k2
1 + R2k2 .
It clearly appears that g(k,t,R,W ) only depends on the
modulus of k, k. This implies that S(k,t) exhibits a spherical
symmetry. On the other hand, g(k,t,R,W ) exhibits a minimum
for k = km(t). The wave vector modulus km(t) is obviously
associated with the maximum of the function S(k,t). The
existence of a maximum for S(k,t), assessed by numerical
simulations, is not surprising for a Cahn-Hilliard-like equation.
The linear part of Eq. (2) acts as a filter to select a characteristic
wave vector [23]. However, the nonlinear term of Eq. (2) can
no more be neglected below the critical temperature. This
point implies that km(t) for large times is different from the
one derived for small times associated with the linear part
of Eq. (2).
Expanding g(k,t,R,W ) to the fourth order in the neigh-
borhood of km(t) and applying the steepest descent method to
calculate S(t) for large t values, it is easy to show that
km(t)dS(k,t) ∝ exp
[
− 2t k4m(t)b4(km(t))
((
k
km(t)
)2
− 1
)2]
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FIG. 1. Comparison between S(k,t) derived from our ansatz (full
line) and extracted from numerical simulations of Eq. (2) (black
squares and open circles). Computations were performed in two
dimensions (d = 2) using a finite difference scheme in the Fourier
space with a 512 × 512 grid size for large times [the reduced
times were equal to 2000 (black squares) and 5000 (open circles);
for each time, simulations were averaged over 100 random initial
configurations].
exhibits a scaling behavior as a function of the reduced variable
k
km(t) , where b4(km(t)) is the fourth order coefficient of the
expansion of g(k,t,R,W ) as a function of the variable k.
Figure 1 displays the comparison between S(k,t) calculated
and extracted from numerical calculations. The fair agreement
between these two calculations assesses the validity of our
ansatz. Moreover, this figure highlights the scaling law
followed by S(k,t).
B. Patterning of stationary states
Applying the steepest descent method [27], it is possible to
derive the asymptotic behavior of km(t). As S(k,t) exhibits a
maximum for large times, the asymptotic value k∞m of km(t) for
large times allows defining the characteristic length L = 1/k∞m
of the atoms modulations due to irradiation in the real space,
i.e., the microstructure induced by irradiation in the material.
The knowledge of k∞m thus allows characterizing the patterning
of stationary states. The simple application of the steepest
descent method allows one to calculate S(t):
S(t) = B km(t)−1+d exp[−2t g(km(t),t,R,W )],
g(km(t),t,R,W ) = 2k4m(t)
[
−1 + WR
4
[1 + R2km(t)2]2
]
, (6)
where B = 
( d2 )
S(km(t),0)2
3
2 −dπ1−
d
2
is a normalization factor and 
 is
the gamma function. On the other hand, S(t) is linked to R,
W , t , and km(t) via the first derivative of g(k,t,R,W ):
S(t) = 1 + d
dt
(∫ t
0
(S(u) − 1)du
)
= 1 − d
dt
(
−2tkm(t)2 − WR
2t
[1 + R2km(t)2]2
)
. (7)
FIG. 2. Variation of (k∞m )2 extracted from numerical simulations
(black squares: W = 0.1, open triangles: W = 0.4) for large times
(t > 100 000) as a function of R−2. The evolution of (k∞m )2 exhibits a
linear variation as expected (full lines), for WR4 > 1. For WR4 < 1,
(k∞m )2 is null. The inset displays the evolution of k∞m with WR4.
Satisfying Eqs. (6) and (7) leads to an implicit equation
for km(t). Moreover, if a nonnull stationary state exists,
from Eq. (6), the two conditions limt→∞ g(km(t),t,R,W ) = 0
and limt→∞ S(t) > 0 must be verified. Using Eq. (7), these
conditions imply W < (R2+12R2 )2. Two distinct cases can then be
distinguished:
(a) for WR4 < 1, Eq. (6) is only satisfied for km(t) ≈ t− 13 ,
as expected for the usual Cahn-Hilliard equation out of
irradiation;
(b) for WR4 > 1, two different values of km(t) are solu-
tions of the implicit equation. When time goes to infinity, either
km(t) tends to zero or to a nonnull value
k∞m =
√√
WR4 − 1
R2
. (8)
It can be noticed that for R → ∞, our expression of k∞m
is equal to the one derived for the patterning of diblock
copolymers’ formation [24]. Figure 2 displays the evolution
of (k∞m )2 derived from numerical simulations as a function of
R−2 for different values of W .
IV. DISRUPTED COARSENING
A. Stability analysis
The different kinks observed on Figure 2 assess that two
distinct regimes take place as a function of WR4 which can
be understood as a control parameter. For WR4 > 1, it must
be noticed that a long time [t  (WR4 − 1)−1] is needed to
reach the stationary state described by the wave vector k∞m
when WR4 tends to one.
A simple linear stability analysis of Eq. (5) around k∞m
for WR4 > 1 and WR4 < 1 clearly shows that only k∞m = 0
leads to a stable solution of S(k,t) for WR4 < 1 (full line
in the inset on Fig. 2). For WR4 < 1, the atomic mixing
induced by irradiation is not sufficient to counterbalance
the ordering of the solid below the critical temperature. An
Ostwald ripening takes place and the characteristic length of
the problem reduces to km(t)−1 ∝ t 13 for d = 2, as expected for
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a classical Cahn-Hilliard equation. ForWR4 = 1, a bifurcation
occurs as clearly shown in the inset on Fig. 2. For WR4 > 1,
the solution associated with k∞m = 0 becomes unstable (dotted
line) and only the form factor S(k,t) associated with k∞m
obtained from Eq. (8) is stable (full line). This nonnull value
of k∞m for WR4 > 1 implies that the coarsening is disrupted. A
new patterning resulting from the balance between the atomic
mixing and the ordering energy takes place. This patterning
is defined by a constant characteristic length (
√
WR4−1
R2
)− 12 . As
R tends to infinity, k∞m = W
1
4 , as calculated for a diblock
copolymer’s separation [24].
This analysis clearly demonstrates that the bifurcation of
km(t) implies disruption of the ripening. This bifurcation
appears as an alternative criterion to predict a disrupted
coarsening in dynamics for which no asymptotic expression
for the order parameter exists.
B. Derivation of a phase diagram
From the knowledge of the asymptotic behavior of km(t),
it is possible to draw a “phase diagram” versus the two
parameters R and W as shown on Fig. 3. The phase diagram
derived from the analysis of km(t) is qualitatively similar to the
one obtained from a classical minimization of the Lyapounov
energy [14]. This point then assesses our ansatz. Above the
line W = (R2+12R2 )2, the atomic mixing induced by irradiation
cannot be counterbalanced by the ordering energy and a solid
solution is created. The form factor S(k,t) then reduces to a
Dirac distribution. We thus obtain a solid solution and φ(x,t)
obviously does not depend on x. A second line can be drawn
on the phase diagram defining the bifurcation of k∞m (dotted
line WR4 = 1). Below this line, the atomic mixing cannot
counterbalance the chemical ordering and S(k,t) tends to zero
according to an inverse power law as expected from the usual
Cahn-Hilliard equation. A phase separation is thus observed.
Between these two lines, the coarsening is disrupted. The form
factor is peaked to a nonnull value of km(t) = k∞m inducing
FIG. 3. Schematic phase diagram describing different patterns
for large times (t > 1000). Above the full line, S(k,t) (black squares:
W = 0.4, R = 3, inset 1) is a Dirac function. Below the full line,
S(k,t) exhibits a Gaussian-like shape with a nonnull maximum (black
triangles: W = 0.4, R = 1.6, inset 2). Below the dashed line, S(k,t)
tends to zero (open circles: W = 0.4, R = 1, inset 3).
TABLE I. Values of the mobility, WR4, and the wave vector
k∞m in CuCo irrradiated by 1 MeV Kr ions with an incident flux of
1010 cm−2s−1 at different temperatures.
T (K) M(cm2s−1eV−1) WR4 k∞m (nm−1)
1000 7.1410−11 250 2
500 7.810−14 2.34105 11
patterning at the nanometric scale. Figure 3 summarizes these
different cases. From this analysis, it clearly appears that the
wave vector associated with the disruptive patterning k∞m is
proportional to (ψ) 14 M(T )− 14 . The value of the wave vector
is only a function of the flux of incident particles ψ and the
temperature of irradiation via the mobility. This dependence of
k∞m with the flux and the temperature can be clearly understood.
This is the effect of the competition between the ejection of
atoms (the ψ term) and the healing of these ejected atoms via
a diffusion process.
C. Application
From this analysis, it is possible to estimate typical values
of k∞m at different temperatures in immiscible binary alloys
submitted to irradiation. From the Bragg-Williams model, a,
β, and the critical temperature Tc can be easily computed for
the CuCo alloy [20]. These values are equal to 1.710−4eV K−1,
1.33 eV and 1928 K, respectively. On the other hand, μ is
equal to 0.443 eV A2, derived from the Krivoglaz-Clapp-Moss
formalism [28]. From Monte Carlo simulations of the chemical
diffusion of species in this alloy, the mobility M(T ) out of
irradiation can also be determined [29]. Submitted to a 1 MeV
krypton irradiation and a fluxψ of 1010 cm−2s−1, displacement
cascades are created in this alloy over a characteristic length of
tens of nanometers and γ reduces to 500 s−1 [16]. Moreover,
the value of the cut-off radius R is equal to 2 nm. Assuming
the mobility M(T ) does not evolve under irradiation, it is
possible to estimate the value of the wave vector associated
with the patterning for large times at different temperatures.
Table I summarizes the evolution of the mobility (assumed to
be the mobility in the nonirradiated alloy), WR4, and k∞m at
two distinct temperatures. For these two temperatures, WR4 is
always greater than 1 and a disrupted patterning would occur.
For both temperatures, patternings of a few nanometers appear
for such fluxes. From the values of k∞m derived from this paper,
it appears that only small angle scattering experiments are
able to detect the patterning induced by irradiation in CuCo.
In fact, from the value of k∞m at 1000 K, it is possible to
determine the Bragg angle associated with the patterning in
an x-ray diffraction experiment. For CuKα radiation (λ =
0.154 nm) and k∞m of 2 nm−1, the Bragg angle associated with
the diffraction is 2θB = k
∞
m λ
2π ≈ 3◦.
V. CONCLUSIONS
In this paper, we present an alternative to predict the
disruption of the coarsening for a complex Cahn-Hilliard-like
dynamics, for which no analytical solution of the stationary
order parameter exists. We clearly demonstrate by a direct
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comparison with numerical simulations that a simple ansatz
allows one to overcome this problem. Applying this ansatz, we
show that the patterning induced by Eq. (2) is characterized
by a well defined wave vector km(t). Despite the irradiation,
S(k,t) also exhibits a scaling behavior as it is the case out
of irradiation as displayed on Fig. 1. Thanks to this ansatz, it
clearly appears that km(t) satisfies an implicit equation as a
function of the parameters W and R. This equation exhibits
a bifurcation as a function of the control parameter WR4.
Above the critical value WR4 = 1, the asymptotic expression
of km(t) for large times is nonnull. This nonnull value of k∞m
implies a disrupted coarsening of the patterning in agreement
with numerical simulations. The main interest of this paper in
comparison with previous works [23,24] is that the disrupted
patterning clearly depends on the bifurcation of km(t) in the two
dimensional control parameters space as pointed on Eq. (3).
This result confirms and generalizes previous investigations
on the disrupted patterning in one dimension.
A puzzling question is whether for more complex dynamics
with a translation symmetry coarsening with or without frozen
periodicity are the only possible scenarios. This question
appears to be a perspective for this work. Another perspective
will be to consider if there is any simple link between simple
symmetries and frozen coarsening. The last perspective is
to extend our analysis to nonlocal equations as they arise,
for example, in solidification or viscous fingering or to more
complex dynamics as the Kuramoto-Shivashinki [30] one in
which the mobility becomes a function of the order parameter.
[1] A. Stegner and J. E. Wesfreid, Phys. Rev. E 60, R3487 (1999).
[2] S. C. Glotzer, D. Stauffer, and N. Jan, Phys. Rev. Lett. 72, 4109
(1994).
[3] Y. Oono and M. Bahiana, Phys. Rev. Lett. 61, 1109 (1988).
[4] L. Q. Chen and A. G. Khachaturyan, Phys. Rev. Lett. 70, 1477
(1993).
[5] M. Cross and P. Hohenberg, Rev. Mod. Phys. 65, 851 (1993).
[6] J. Cahn and J. Hilliard, J. Chem. Phys. 28, 258 (1958).
[7] J. Langer, in Solids far from Equilibrium (Cambridge University
Press, Cambridge, 1992).
[8] P. Hohenberg and B. Halperin, Rev. Mod. Phys. 49, 435 (1977).
[9] T. Izumitani and T. Hashimoto, J. Chem. Phys. 83, 3694 (1985).
[10] T. M. Rogers and R. C. Desai, Phys. Rev. B 39, 11956 (1989).
[11] S. Villain-Guillot and C. Josserand, Phys. Rev. E 66, 036308
(2002).
[12] P. Politi and C. Misbah, Phys. Rev. Lett. 92, 090601 (2004).
[13] R. Averback and T. de la Rubbia, Solid State Phys. 51, 281
(1997).
[14] R. A. Enrique and P. Bellon, Phys. Rev. Lett. 84, 2885 (2000).
[15] P. Sigmund and A. G. Marti, Nucl. Instrum. Methods Phys.,
Sect. B 168, 399 (1980).
[16] D. Simeone and L. Luneville, Phys. Rev. E 81, 021115 (2010).
[17] R. Enrique, K. Nordlund, R. Averback, and P. Bellon, J. Appl.
Phys. 93, 2917 (2003).
[18] G. Martin, Phys. Rev. B 30, 1424 (1984).
[19] D. Simeone, L. Luneville, and J. Both, Europhys. Lett. 83, 56002
(2008).
[20] J. Toledano and P. Toledano, The Landau Theory of Phase
Transition (World Scientific, Singapore, 1987).
[21] J. F. Gouyet, Phys. Rev. E 51, 1695 (1995).
[22] P. Toledano and V. Dmitriev, Reconstructive Phase Transitions
(World Scientific, Singapore, 1996).
[23] A. Bray, Adv. Phys. 43, 357 (1994).
[24] S. C. Glotzer and A. Coniglio, Phys. Rev. E 50, 4241 (1994).
[25] H. Cook, Acta Metall. 18, 287 (1970).
[26] D. Zwillinger, Handbook of Differential Equations (Academic
Press, San Diego, 1989).
[27] A. Alastuey, M. Magro, and P. Pujol, Physics and Mathematical
Tools (EDP Science, Les Ulis, 2008).
[28] M. Krivoglaz, Diffuse Scattering of X Rays and Neutrons by Real
Crystals (Springer, Berlin, 1969).
[29] R. A. Enrique and P. Bellon, Phys. Rev. B 60, 14649 (1999).
[30] Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence
(Springer, Berlin, 1984).
032116-5
Mater. Res. Soc. Symp. Proc. Vol. 1743 © 2015 Materials Research Society
DOI: 10.1557/opl.2015.
 
 
Phase-Field Modelling of radiation induced microstructures 
 
L. Luneville1, G. Demange2, V. Pontikis3, D. Simeone2 
 
1DEN/DANS/DMN/SRMA/LA2M/LRC-CARMEN, CEA Saclay, 91191 Gif-sur-Yvette, France 
2DEN/DANS/DM2S/SERMA/LLPR/LRC-CARMEN, CEA Saclay, 91191 Gif-sur-Yvette, France 
3DSM/IRAMIS/LSI, CEA Saclay, 91191 Gif-sur-Yvette, France 
 
ABSTRACT 
 
This work shows that realistic irradiation-induced phase separation and the resulting 
microstructures can be obtained via an adapted Phase Field (PF) modelling combined with 
atomistic Monte Carlo simulations in the pseudo-grand canonical ensemble. The last allow for 
calculating the equilibrium phase diagram of the silver-copper alloy, chosen as a model of binary 
systems with large miscibility gap and, for extracting the parameters of the excess free-energy PF 
functional. Relying on this methodology, the equilibrium phase diagram of the alloy is predicted 
in excellent agreement with its experimental counterpart whereas, under irradiation, the predicted 
microstructures are functions of the irradiation parameters. Different irradiation conditions trigger 
the formation of various microstructures consistently presented as a non-equilibrium “phase 
diagram” aiming at facilitating the comparison with experimental observations. 
 
INTRODUCTION 
 
Microstructures in irradiated alloys are made of phases with spatial distribution in patterns 
and composition both differing from those observed in alloys at equilibrium [1-4]. Taking 
advantage of the large metastability of microstructures, radiation is now being used for tailoring 
materials with desired, new properties [1] such as the electronic properties of semiconductors 
doped by ion implantation for applications in microelectronics [5,6]. This is a main reason 
motivating the development of microstructural modeling capable of realistic prediction of 
microstructures for driving experimental preparation thus optimizing resources and shortening 
the time to applications. 
In this context, the strong requirement is that space and time scales of experimental and 
modeling studies of microstructures are comparable, which discriminates existing modelling 
techniques and points to phase field (PF) methods as the most appropriate for they naturally 
integrate mesoscopic time and space scales as required in microstructural modeling [7].  
The present work focuses on PF description of a decomposing binary alloy under irradiation 
in view to study damage-related microstructures and their characteristics as functions of the 
irradiation parameters, energy range, flux and fluence. By numerically solving the evolution 
equation in discrete space and time reduced coordinates, the resulting microstructural information 
should be represented in real space and time units in view of the direct comparison with 
experiments.  To this end, we have fitted the parameters of the PF excess free energy functional 
to the calculated equilibrium phase diagram of a silver (Ag) copper (Cu) alloy modeled using 
pseudo-Grand Canonical Monte Carlo (GCMC) atomistic simulations [8] and a 
phenomenological cohesion model [9]. Besides providing the values of PF parameters for the 
bulk alloy, this phase diagram is in perfect agreement with its experimental counterpart [10]. 
360
Moreover, GCMC simulations of an (100) semi-coherent interface between Ag and Cu have been 
used for determining the values of interfacial excess energy and width, crucially needed by PF 
modeling of phase separation under irradiation. 
In the following, section II presents the details of the PF calculations; the procedure 
employed for PF parameters determination from atomistic simulations and thereby obtained 
values, whereas section III is devoted to the presentation of the results. Finally, section IV is 
devoted to few brief concluding remarks. 
 
THE PHASE FIELD APPROXIMATION 
 
The Landau Ginzburg approach 
Irradiation experiments performed on bulk and multi-layered AgCu alloys have shown that 
rich in Cu or Ag nano-precipitates form while the crystalline symmetry, i.e. the space group, is 
conserved [11]. In this context, the discrete probability density of Cu atoms in the alloy lattice 
can be replaced by a mesoscopically smooth conservative field, η(r,t)=cA(r,t)-c0, where, cAg(r,t), is 
the concentration of Ag and, c0, is the Ag concentration at the critical temperature. This coarse 
graining derives from a spatial average of species concentration at the atomic scale and finds 
justification in that short-range details at the atomic scale are irrelevant when dealing with 
mesostructures with characteristic length much larger than the distance between first neighbours 
[7]. The free energy of such a system is then written as a Landau-Ginzburg functional of the order 
parameter field, η(r,t), applying only at the long wavelength limit:  
drttftF h ²),(2)),((()),(( rrr η
μηη ∇+=              (1-a) 
where, fh, is the local coarse-grained bulk free-energy density associated with the homogeneous 
phase and the additive term, ²),( trη∇ , accounts for the energetics and the “stiffness”, μ, of 
interfaces forming during demixing [7]. It is customary expanding this free-energy density into a 
polynomial expression [6]: 
432
432)( η
βηγηαη ++=hf              (1-b) 
It is also worth noting that the term η3, satisfies the Lifshitz criterion and accounts for lattice 
relaxations [7], not included in Bragg-Williams models customarily employed to fit experimental 
phase diagrams. The evolution of a system with free energy described by Eqs. 1 is obtained by 
solving the evolution equation: 


 ∇∇=
∂
∂
δη
δFM
t
t .),(η r                  (2) 
with M(η) defining the mobility of species in relation with diffusive mass-transport in the alloy. 
This model is referred to as the B-model of dynamical critical phenomena within the 
classification by Hohenberg and Halperin [6] or Cahn Hilliard generalized diffusion equation. 
Moreover, in AgCu, considered as an archetype of demixing alloys with large lattice misfit value, 
the resulting elastic strain fields are easily accounted for by appropriately chosen coefficients of 
the bulk free energy density, fh(η(r,t)), thus explaining the successful application of this model in 
metallurgy, according [7]. By essence, interfaces in this model are compositionally “diffuse” i.e. 
these are characterized by a temperature dependent characteristic width ξ associated with the 
interface width, providing a definition of a characteristic  length below which the model is not 
valid anymore. This width ξ is related to the stiffness of the Ginzburg term  via μ=α ξ2. 
 
Space discretization of Eq. 2 over volume elements with linear dimensions comparable to the 
characteristic length ξ will prevent demixtion to occur, a result that can be used for empirically 
determining ξ, for any given set of parameters. 
Simulations of the microstructure in the AgCu alloy require that the elastic energy due to the 
large misfit between constituents (≈ 13%) be properly accounted for. This energy is represented 
by the additional term in Eq. 1b which complies with Katchaturyan’s description adapted to the 
case of coherent non-interacting precipitates [7]. This simplification is obviously non consistent 
with the large misfit of AgCu alloys but should be viewed as a first order approximation to the 
real system. 
  
PF-modeling of irradiation  
The Cahn-Hilliard equation used for describing a binary alloy evolving toward equilibrium 
can be extended to account for the effects of irradiation. To this end, it is reasonable admitting 
that displacement is athermal for species within subcascades assumed of size L (L≈10 nm)[12], 
and that the relocation of Ag and Cu atoms driven  by the thermal spike, can be represented by 
the following diffusion equation [13,14]: 
)*(),(η ηη Rpt
t
−Γ−=
∂
∂ r                (3) 
In this equation, Γ represents the frequency of exchanges between species and pR(r), is the 
probability for an atom in a subcascade to be ejected at distance, r, from its initial position 
whereas the asterisk marks a convolution product. R is associated with the mean free path of the 
ejected atoms. knocked in a displacement cascade [14]. 
 
The determination of this probability function can be extracted from MD or BCA simulation 
of the slowing down of particles in solids [14]. These show that the first moment of, pR(r), 
vanishes since the relocation probability in a subcascade describes Brownian motion whereas 
Molecular Dynamics simulations of irradiated alloys have shown this probability is fairly 
assimilated to an exponential decay, exp(-r/R) [15,16].  
For studying demixion in AgCu under irradiation, it is also consistent assuming that the 
long-time evolution of the alloy is controlled by the balance between the atomic scale chemical 
disorder, triggered by incident particles and thermal mass transport, thus leading to the following 
balance equation [12,17]: 
)*(.),(η ηηδη
δ
Rp
FM
t
t
−Γ−

 ∇∇=
∂
∂ r                       (4) 
In AgCu, experimental diffusivity values for the two species are similar [18] and the 
mobility, M, controlled by the stationary point defect concentration values is taken proportional 
to the square root of the irradiation flux [13]. Finally, concentration fluctuations at equilibrium or 
stemming from irradiation events are not included in the model above since previous work has 
shown that such fluctuations may only affect the roughness of interfaces without changing the 
shape or the growth kinetics of precipitates [9].  
Determination of the parameters of the free energy functional 
Parameters entering the free energy functional can be extracted by fitting the PF prediction 
of the phase diagram to experimental values of the composition versus the temperature. This 
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