Introduction
In order for photovoltaics to compete with traditional sources of grid-connected power, the cost per Watt must come down. Crystalline silicon ͑c-Si͒ solar cells dominate the market ͓1͔ but are expensive with a cost between $3.50 and $4.00 per Watt. An alternative is hydrogenated amorphous silicon ͑a-Si:H͒ solar cells. This technology was first developed in 1974 at RCA Laboratories by Carlson and Wronski ͓2͔ and today large panels can be produced by Plasma Enhanced Chemical Vapor Deposition ͑PECVD͒ at a cost of $2.00-$2.50 per Watt, well below that of c-Si. Nonetheless, this is still too high to take a significant piece of the power generation market.
Hydrogenated amorphous silicon offers several advantages over c-Si technology. The composition can be varied by alloying with germanium or carbon to produce multi-junction cells ͑layers with different bandgaps to absorb different parts of the solar spectrum͒. Because the material itself has a number of defects, it is less sensitive to the presence of impurities. Those defects, however, mean that a-Si:H solar cells are less efficient ͑5-8% efficiency͒ than those made from c-Si and thus require larger areas to produce the same power. The efficiency of a-Si solar cells also decreases by 10-30% over time due to light-induced degradation, also referred to as the Staebler-Wronski effect. Many models for this phenomena have been proposed ͓3͔.
Carlson and Wronski's a-Si solar cell had a p-i-n structure ͑Fig. 1͒. The p-i-n structure is used today to make amorphous silicon solar panels for a wide variety of commercial applications. It consists of a glass substrate, a transparent tin oxide (SnO 2 ) front contact, a thin p-type ͑boron doped͒ a-Si:H layer, a thicker intrinsic ͑undoped͒ a-Si:H layer where most of the light absorption takes place, a thin n-type ͑phosphorus doped͒ a-Si:H layer, and a zinc oxide ͑ZnO͒ rear contact. The typical manufacturing process for a-Si:H ͓4͔ begins with a large glass plate precoated with tin oxide. Several plates are hung in a carrier and pass through a series of deposition chambers as the multiple layers of a-Si:H are deposited. A complete solar cell module is manufactured by depositing appropriately doped layers in the correct order to create a p-i-n diode. At the present time, the modules are tested only after they are complete, not during or between process steps. Therefore, if a module fails to meet the specifications, there is no clear way of knowing which layer may have been improperly deposited. Modules made subsequent to the faulty module may contain the same flaws. In the early stages of ramping up production in a new facility, more than 40% of the manufactured modules may fail to meet the factory specifications ͓5͔. The FED sensor has been developed as a means of measuring the properties of each layer as it is deposited in hopes of improving this percentage.
The Femtosecond Energy Diffusion ͑FED͒ sensor is based on the pump-probe technique ͑Fig. 2͒. In this method, a high intensity pulsed laser is focused on a sample. The term ''femtosecond'' refers to the fact that each laser pulse lasts only 200 femtoseconds ͑fs͒ or 200ϫ10 Ϫ15 seconds. These intense ''pump'' pulses generate electron-hole pairs and excite electrons across the bandgap into the conduction band where they are able to move. ''Energy diffusion'' occurs as the electrons ''fall'' back to the bottom of the conduction band and ultimately recombine with holes. This causes heating of the sample.
The entire process is monitored using a second laser beam focused on the same spot. These lower intensity laser pulses act as a probe or detector. As the probe pulses are delayed with respect to the pump pulses, the changes in transmission through the sample ͑⌬T͒ of the probe pulses give information about the decay of the excited state and hence the material properties. Because the changes in transmission are related in part to the heating of the sample, the measurements are refered to as Transient Thermo Transmission ͑TTT͒ measuresurements.
The Ti-sapphire laser that forms the basis of the FED sensor can be tuned over a wavelength range between 870 nm and 730 nm. This corresponds to a photon energy between approximately 1.4 eV and 1.7 eV and when this is considered in light of the band structure of amorphous silicon, it makes this work particularly unique. The details of the experimental arrangement can be found in previously published work ͓6,7͔. Figure 3 is a schematic of the band structure of a-Si. It shows the density of available states as a function of energy. The conduction and valence bands are primarily parabolic in shape with the bandgap ͑Ϸ1.7 eV͒ defined between the verticies of the parabolas. The bottom of the conduction band ͑and the top of the valence band͒ has a density of states that decreases roughly exponentially. This is called the exponential band tail or Urbach edge. Photon energies between 1.4 eV and 1.7 eV cause electrons to jump from the valence band tail to the conduction band tail. By pumping and probing in the band tail region, properties of particu-lar importance to the operation of photovoltaic cells can be measured including the bandgap, doping level, alloying level, optical absorption, and a simplified density of states.
Results of Tests on Single Layer Samples
The potential of the FED sensor has been shown in a number of recent experiments. Samples with thicknesses ranging from 500 nm to 2000 nm, with varying hydrogenation, annealing, lightsoaking ͓8͔ and doping levels ͓7͔ have been tested, along with alloys including carbon and germanium ͓6,9͔. The films were grown by plasma enhanced chemical vapor deposition over tin oxide on glass. Since changes in reflectivity for these samples are orders of magnitude smaller than changes in transmission ͓9͔, it is assumed that the strong change in transmission response is due entirely to absorption mechanisms within the films.
By probing with a photon energy range of 1.4 -1.7 eV, much can be learned about recombination rates and absorption mechanisms that rely on the exponential band tail states. Typical 6 picosecond ͑ps͒ TTT data acquired from a 500 nm intrinsic a-Si:H sample have an initial nominal value followed by a sharp negative spike in the transmission signal, as seen in Fig. 4 . The negative spike is due to free-carrier absorption and the difference in probe absorption before and after the pump pulse results from increased interband absorption due to a temperature induced reduction in the bandgap ͓6͔. This negative spike is followed by a rapid decay. Excited electrons relaxing within the exponential band tails and deep traps produce this rapid decay, reaching a residual value after a few picoseconds ͓7͔. Because the absorptivity increases after exposure to the pump laser pulse, the process is often called photo-induced absorption.
The magnitude of the residual value at 5 ps is plotted as a function of photon energy in Fig. 5 . Five ps is chosen because the residual value reaches a near constant value by this time. Maximizing the experimental time scale to 1500 ps reveals only a very slight decrease in this residual value. The probe absorption continues to slowly diminish as recombination occurs and the excited area returns to thermal equilibrium. As the figure shows, when the data for the a-Si:H sample is normalized to the peak value, the relative magnitude of the residual value ͑as a percentage of the peak͒ increases as the light energy is increased from 1.426 to 1.700 eV ͑870 nm to 730 nm͒ reaching its maximum value of one at approximately 1.7 eV.
Alloying the silicon with germanium and carbon produces results similar to those shown in Figs. 4 and 5, shifted due to changes in the bandgap of the material. Tests of samples with varying levels of alloying have proven the ability of the sensor to Transactions of the ASME distinguish between them ͓6͔. By correlating the bandgap to the level of alloying, the sensor can determine the amount of germanium or carbon present in the sample. Doping with phosphorus and boron to produce n-type ͑a-Si:P:H͒ and p-type ͑a-Si:B:H͒ layers adds large numbers of defect states to the material and has a pronounced effect on the shape of the scan as seen in Fig. 5 . The figure also shows results of a theoretical model ͓7͔. The model is seen to provide a good fit to the experimental results for not only intrinsic amorphous silicon, but for n-type and p-type a-Si:H as well. The spike is attributed to absorption of the probe pulse by free-carriers generated by the pump pulse combined with the interband absorption. The difference in absorptivity before and after the pump pulse is calculated by a model that includes two components. One component gives an increase in absorptivity due to the temperature dependent reduction in the bandgap as the sample is heated by the pump pulse. This causes an increase in the absorptivity because the probe pulse, at a given wavelength, is able to excite more carriers across the reduced bandgap. The second component causes a decrease in the absorptivity due to trapping of the free-carriers generated by the pump pulse, preventing those carriers from being available to absorb the probe pulse and thus reducing the absorption. In the n-type sample, the trapping dominates and the sample undergoes photo-induced bleaching where the transmissivity increases ͑ab-sorptivity decreases͒ after exposure to the pump laser beam. For a more detailed description of the model refer to McLeskey and Norris ͓6͔. Figure 6 is a visual representation of the density of states for the three samples as determined by the theoretical model. The vertical axes represent the relative energies of the states and the horizontal axes represent the magnitude of the density of states in terms of absorptivity ͑cm Ϫ1 ͒. Although the literature contains a large variety of density of states models for phosphorus doped a-Si:H ͓10-14͔, the simplified density of states produced by the model is closest to that found in Anderson and Paul ͓14͔.
While pump-probe studies on single layer samples of a-Si:H have been performed since 1979 ͓15͔, very few have been performed on a-Si:H multi-layer structures ͓16 -18͔. There do not appear to be any previous cases where the technique was used with the intention of measuring the material properties of the various layers during the build-up process. The following section describes such a set of experiments on the layers of an a-Si:H p-i-n junction. The goal is to measure the properties of each individual layer after it has been deposited on a multi-layer structure. It is hoped that the sensor could then be used to improve the throughput of a manufacturing plant and the efficiency of the resulting photovoltaic cells.
Results of Tests on p-i-n Junctions
Using the knowledge gained by studying single layer samples ͓6,7͔, additional studies were performed to show the feasibility of using the FED sensor to measure the properties of individual layers in a multi-layer a-Si:H photovoltaic cell. Three samples comprising the typical build-up of a single junction a-Si:H solar cell were produced and scanned with the FED sensor. The samples tested were: an a-SiC:B:H p-type layer, a p-i multi-layer sample where an a-Si:H intrinsic layer has been added to the a-SiC:B:H p-layer, and a complete p-i-n junction where an a-Si:P:H n-type layer has been added to the other two layers. By scanning the samples following the deposition of each new layer, the properties of each new layer can be determined using the model. The data provided by the model can then be used in available microelectronic and photonic device simulation programs such as AMPS-1D ͓19͔ to predict the operating characteristics of complete solar cells and other devices based on the measured properties of the individual layers.
Transient transmission studies were performed on three samples prepared by BP Solar. The samples mimic the build up of a solar cell during the manufacturing process. Each sample was applied by Plasma Enhanced Chemical Vapor Deposition ͑PECVD͒ on a specular tin oxide (SnO 2 ) over glass substrate. A thin ͑10 nm thick͒ p-type layer was first applied to each substrate at approximately 5 angstroms/s. The layer was applied using gas flow rate ratios of 60:12:21 of silane (SiH 4 ), methane (CH 4 ) and a trimethylboride/silane mix (TMB/SiH 4 ) to produce a-SiC:B:H. Carbon is often added to the front p-layer of a p-i-n junction yielding a-SiC:B:H instead of just a-Si:B:H. This combination produces a p-layer with a bandgap of approximately 1.9 eV ͓20͔.
For the second sample, an intrinsic layer was deposited over a p-layer identical to that described above, just as would be done during the manufacturing of a device. This p-i sample had an i-layer approximately 300 nm thick. It was deposited at approximately 1 angstrom/s using a gas flow mixture ratio of 60:600 silane(SiH 4 ):hydrogen(H 2 ). This resulted in a sample with a hydrogen content of about 10%. The resulting sample had a bandgap of approximately 1.7 eV ͓20͔.
A p-i-n sample was made by depositing an n-layer over the p-i layers of the second sample. The n-layer in this third sample was approximately 30 nm thick. The gas flow rate ratio used was 46:8:540 silane(SiH 4 ):phosphine/silane(PH 3 /SiH 4 ) mix:hydrogen(H 2 ), resulting in a sample with a composition that was approximately 3 atomic percent phosphorus. The sample had a bandgap of about 1.7 eV ͓20͔.
The experimental residual values for the three samples are summarized in Fig. 7 . As can be seen from the figure, the residual value for the p-layer ͑ࡗ͒ is relatively flat over the range of photon energies studied. Although carbon has been added, the general shape of the curve corresponds with the results of scans on p-type samples shown in Fig. 5 . The scans of the p-i sample ͑͒ result in a curve that is extremely close to that found previously for the 500 nm a-Si:H sample ͑Fig. 5͒. This is logical since the sample con- sists of only 10 nm of a-SiC:B:H and 300 nm of a-Si:H. Finally, the curve for the p-i-n sample ͑᭡͒ includes a section that dips below the x-axis indicating photo-induced bleaching. This is not unexpected because the n-layer is heavily doped with phosphorus and the n-type samples shown in Fig. 5 showed photo-induced bleaching as well. Most interesting is the fact that it is possible to distinguish between the samples as subsequent layers are added.
Analysis and Discussion of Results
Two computer models have been utilized to analyze the experimental results. The first model ͑the ''absorption integration'' or ''absorption'' model͒ is described in a previous publication ͓7͔ and is used to fit the experimental data of a single layer by calculating the difference in absorptivity before and after the pump pulse ͑the residual value͒. As before, the net change in absorptivity is found by combining the results of two calculations. The first calculation finds an increase in absorptivity due to the temperature dependent reduction in the bandgap. The second calculation finds a decrease in the absorptivity due to trapping of the free-carriers generated by the pump pulse.
The second model ͑the ''multi-layer'' model͒ uses experimental data along with results generated by the absorption model to help find the properties of individual layers within a multi-layer system. After the absorption model has been applied to a single layer ͑a p-layer in this case͒, a second layer ͑generally an intrinsic layer͒ is deposited on top of that first layer. The multi-layer model can use the absorption model data of the first layer and the experimental FED data from the two-layer system to find the residual value curve for the second layer. This curve is then fit using the absorption model to find the properties ͑bandgap, density of states, etc.͒ of the second layer. The process is then repeated for any additional layers.
The multi-layer model is built on many of the same concepts as the absorption model. It works as follows: as in the basic absorption model, both the pump and probe pulses are modeled as Gaussians with a FWHM of 200 fs. The heights of the pulses are based on the incident power and wavelength of the pump and probe beams. The total number of absorbed photons N total for each beam at each time step is calculated by summing the photons absorbed in each layer. For a full junction, the laser reaches the n-layer first, followed by the i-layer, and finally the p-layer, so the equation ͓21͔ used in the basic model is adapted to work for each layer in order. For the n-layer, the equation looks similar to that used in the basic model ͓7͔:
where G 0 is the number of incident photons, ␣ n is the absorptivity of the n-layer material, and x n is the n-layer thickness. For the i-layer, the equation needs to be modified to account for the fact that some of the incident photons may have been absorbed in the n-layer. The revised absorption equation becomes:
where ␣ i is the absorptivity of the i-layer material and x i is the i-layer thickness. For the p-layer, the equation again needs to be adapted. This results in:
where ␣ p is the absorptivity of the p-layer material and x p is the p-layer thickness. The total number of absorbed photons, N total , is the sum of the number absorbed in each layer:
The output of the multi-layer model is N total for the probe beam normalized by the maximum value.
With the multi-layer, just as with the single layer samples described previously, as the probe pulse is delayed, it overlaps the pump pulse ͑defined as tϭ0). Again, the absorption of the probe increases rapidly and there is a negative spike in the transmission. The spike occurs when the increased absorption due to the free carriers generated by the pump pulse is added to the initial interband absorption input from the absorption model. As in the standard model, the free carrier absorption for each layer is described by the following equation ͓22͔:
where is the light wavelength, q is the charge of a carrier, c is the speed of light, n* is the index of refraction, 0 is the permittivity of free space, N e and N p are the numbers of electrons and holes, m n and m p are their effective masses, and n and p are their mobilities. The numbers of carriers, N n and N p , are calculated by assuming the pump is generating carriers through interband transitions into the conduction bandtail. The free carrier absorption is added to the initial absorption value and used to calculate the maximum number of absorbed photons for each layer. These individual layer values are summed to give the maximum absorption value for the sample. Following the spike due to free carrier absorption, the transient transmission curve returns to some residual value as described previously. The residual values calculated by the absorption model for each layer are input into the multi-layer model as percentages. For each layer, this percentage is multiplied by the maximum absorption value for the layer ͑the spike͒ to determine the residual absorption value for the layer. The numbers of absorbed probe photons for each layer are summed to give a total residual value.
The two models, the absorption model described previously ͓7͔ and the multi-layer model outlined above, were used in conjunction with scans made on the three samples in order to show how the FED sensor can be used during the fabrication of a-Si:H solar cells to monitor the properties of each layer. The first step was to use the absorption model to fit the experimental results for the p-layer sample described above. The experimental data and the results from the model are shown in Fig. 8 and show that the model provides a reasonably good fit to the data.
The value of the bandgap for the p-layer is reported to be 1.9 eV ͓20͔. When the absorption model is fit to the experimental data using the appropriate layer thickness, it provides a value of 1.95 eV, a close approximation to the actual value. This means that the FED sensor can monitor the amount of carbon that has been added to the sample. In addition, the model correctly predicts that there are acceptor states approximately 0.28 eV ͑1.95 eV-1.67 eV͒ away from the bandtail edge. The model does not ''know'' that these states are closer to the valence band edge, but the shape of the curve is indicative of p-type samples rather than n-type samples. In addition, the basic composition of the sample would Transactions of the ASME be known fabrication. The density of states for the p-layer is shown in Fig. 9 . As expected, it is essentially the same as that shown in Fig. 6 for the a-Si:B:H sample with the appropriate changes to account for the added carbon ͑larger bandgap͒ and reduced boron doping ͑smaller donor states͒. After the absorption model has been applied to the p-layer sample, the multi-layer model can use the absorption model data of the p-layer and the experimental p-i sample data to find the i-layer properties. Figure 10 uses four curves to show how the i-layer data was determined. The four curves in Fig. 10 are the absorption model of the p-layer sample described above, the experimental data for the p-i sample, the result of the multi-layer model fitted to the p-i sample data, and the absorption model curve required for the i-layer in order to achieve this fit. After the p-layer model data is entered, the i-layer absorptivities and the residual values are estimated and entered in the multi-layer model. The absorption model is then used to fit these estimated values. The process is repeated iteratively until the output from the absorption model provides i-layer absorptivities and residual values that give the proper p-i curve when entered into the multi-layer model. This means that characteristics of the i-layer have been measured.
The properties found for the i-layer are extremely close in value to those found for the single layer intrinsic sample tested previously ͓6͔ with a bandgap of 1.76 eV ͑compared to 1.77 eV measured previously for the a-Si:H sample͒. The reported value of the bandgap for the i-layer is ''about 1.7 eV'' ͓20͔. As shown in Fig.  9 , the density of states is unchanged from that for the single layer a-Si:H sample ͑Fig. 6͒.
In the process described above, the multi-layer model was used with the absorption model data of the p-layer and the experimental p-i sample data to find the i-layer properties. In the same way, the multi-layer model can be used with the absorption model data of the p-and i-layers and the experimental p-i-n sample data to find the n-layer properties. The p-layer and i-layer model data are entered into the multi-layer model. The n-layer absorptivities and the residual values are then estimated. The absorption model is then used to fit these estimated values. The process is repeated iteratively until the output from the absorption model provides n-layer absorptivities and residual values that give the proper p-i-n curve when entered into the multi-layer model. This means that characteristics of the n-layer have been measured. Figure 11 shows the absorption model curves for each layer as well as the p-i-n experimental data and the multi-layer model applied to the p-i-n sample.
Once again, the model provides values in close agreement with the expected values. The measured value of the bandgap of 1.7 eV is in agreement with the reported value ͓20͔. The donor energy is 0.3 eV ͑1.7 eV-1.4 eV͒ below the bandtail energy as expected for phosphorus doping. Figure 9 includes the density of states for the 30 nm thick n-layer in the p-i-n multilayer sample. As expected, the results are similar to those for the 500 nm thick n-type sample presented in Fig. 6 . The notable difference is the broader Guassian defect state for the 30 nm thick layer due to the presence of heavy phosphorus doping of the n-layer ͑3 atomic % phosphorus as compared to 2 atomic % phosphorus in the 500 nm thick sample͒.
The FED Sensor as a Characterization Tool
The information provided by the output of the FED sensor, the absorption model and the multi-layer model include both the bandgap and the density of states. This fundamental information can be used to determine the quality of the individual layers as well as the amount of doping and alloying allowing the sensor to be used to monitor conditions of various layers during device fabrication. This can be done by either comparing each scan to ones stored in a database or by using a computer model to determine the properties of each layer and the expected characteristics of the completed solar cell.
Library of Scans.
A simple method of using the FED sensor to determine the quality of the individual layers is to build a database or library. This can be done in the following way. Over time, as cells are fabricated and scanned, a library of scans can be built and correlated to the final measured output of the completed cell. Scans of layers can then be compared to those in the library to determine when the properties of an individual cell layer are is out of tolerance. The process used to make this ''faulty'' layer can then be analyzed and adjusted as needed.
Solar Cell Properties Using AMPS-1D. The process described in the previous section will work well if a ''good'' cell has been made with which to compare. Another method is to use first principles to predict the characteristics of the fabricated solar cell. AMPS-1D ͑Analysis of Microelectronic and Photonic Structures͒ is a computer program developed at Penn State University that can simulate one-dimensional photonic device structures including a-Si:H solar cells ͓19͔. In fact, one of the sample files included with the AMPS-1D program is for an a-Si:H p-i-n junction solar cell and provides an excellent way to corroborate the results of the FED sensor and the accompanying models.
AMPS-1D can be operated in two modes: a lifetime picture mode where recombination and generation rates are entered directly and a density of states picture mode where AMPS calculates the needed information based on the user defined density of states. The density of states mode is a perfect complement to the output of the FED sensor and the models presented here which can provide a significant percentage of the important parameters required by the AMPS program. When used in conjunction with the output of the FED sensor, the absorption model, and the multi-layer model described above, AMPS-1D can be used to predict the operating characteristics of an a-Si:H p-i-n junction solar cell including efficiency, fill factor, open circuit voltage, and short circuit current. Figure 12 shows the results of running the AMPS-1D program using the data obtained from the models. The figure gives both the dark and light current-voltage curves for the p-i-n sample file and the results obtained experimentally using the FED sensor. As can be seen, the area under the sample file Light IV curve is greater, indicating a greater expected power output from the cell described by the sample file. This may indicate that the junction tested by the FED sensor is not fully optimized. Three sets of data are provided: the sample file, the junction tested with the FED sensor, and a typical range of values for the junction tested ͓23͔. The table shows that the results provided using the data from the FED sensor yield results that are in line with expected values. While additional experiments are needed to calibrate the sensor, the sensor output should allow optimization of the various layers during device fabrication.
Summary
When used in conjunction with the appropriate computer models, the FED sensor is capable of providing information about the various layers of a p-i-n junction a-Si:H solar cell in multilayer devices. Novel pump-probe experiments have been performed on the junction as each layer was added allowing the sensor to be used to determine the bandgap and the density of states of the material in each layer ͑and by inference, the amount of alloying and doping in the layers͒. Experiments have been performed on a p-layer sample, a p-i multi-layer sample, and a complete p-i-n junction sample.
In addition to the absorption model described previously, a multi-layer model has been developed to allow distinction between the various layers. This model uses input from the absorption model for each layer and experimental data to predict the pump-probe results for the entire junction.
AMPS-1D is a program for simulating the operation of microelectronic and photonic devices. The bandgap and density of states results obtained with the FED sensor and the associated models can be used by AMPS-1D to predict the output characteristics of the completed solar cell. It has been shown that the results obtained using the output of the FED sensor are consistent with those expected for an a-Si:H p-i-n junction solar cell.
Further studies are underway to independently verify the property measurements made using the FED sensor. The independent property measurements will be used as input into the theoretical model and will help determine the capability limits and accuracy of the sensor. Further pump-probe studies will be performed over a wider operational range in order to improve our understanding of the materials, to verify the parameters used in the model, and to help verify the theoretical model itself. Finally, the physical model will be improved to better represent the physics of these materials and will be incorporated into an automated computer model.
