Abstract: Let ϕ : R n × [0, ∞) → [0, ∞) satisfy that ϕ(x, ·), for any given x ∈ R n , is an Orlicz function and ϕ(· , t) is a Muckenhoupt A ∞ weight uniformly in t ∈ (0, ∞). The Musielak-Orlicz Hardy space H ϕ (R n ) generalizes both of the weighted Hardy space and the Orlicz Hardy space and hence has a wide generality. In this paper, the authors first prove the completeness of both of the Musielak-Orlicz space L ϕ (R n ) and the weak Musielak-Orlicz space W L ϕ (R n ). Then the authors obtain two boundedness criterions of operators on Musielak-Orlicz spaces. As applications, the authors establish the boundedness of parametric Marcinkiewicz integral µ
Introduction
Suppose that S n−1 is the unit sphere in the n-dimensional Euclidean space R n (n ≥ 2).
Let Ω be a homogeneous function of degree zero on R n which is locally integrable and satisfies the cancellation condition
where dσ is the Lebesgue measure and x ′ := x/|x| for any x = 0. For a function f on R n , the parametric Marcinkiewicz integral µ ρ Ω is defined by setting, for any x ∈ R n and ρ ∈ (0, ∞), When ρ := 1, we shall denote µ 1 Ω simply by µ Ω , which is reduced to the classic Marcinkiewicz integral. In 1938, Marcinkiewicz [25] first defined the operator µ Ω for n = 1 and Ω(t) := sign t. The Marcinkiewicz integral of higher dimensions was studied by Stein [28] in 1958. He showed that, if Ω ∈ Lip α (S n−1 ) with α ∈ (0, 1], then µ Ω is bounded on L p (R n ) with p ∈ (1, 2] and bounded from L 1 (R n ) to weak L 1 (R n ). On the other hand, in 1960, Hörmander [10] proved that, if Ω ∈ Lip α (S n−1 ) with α ∈ (0, 1], then µ ρ Ω is bounded on L p (R n ) provided that p ∈ (1, ∞) and ρ ∈ (0, ∞). Notice that all the results mentioned above hold true depending on some smoothness condition of Ω. However, in 2009, Jiang et al. [26] obtained the following celebrated result that µ ρ Ω is bounded on L p ω (R n ) without any smoothness condition of Ω, where ω ∈ A p and A p denotes the Muckenhoupt weight class.
Theorem A. Let ρ ∈ (0, ∞), q ∈ (1, ∞), q ′ := q/(q − 1) and Ω ∈ L q (S n−1 ) satisfying (1.1). If ω q ′ ∈ A p with p ∈ (1, ∞), then there exists a positive constant C independent of f such that µ
It is now well known that Hardy space H p (R n ) is a good substitute of the Lebesgue space L p (R n ) with p ∈ (0, 1] in the study for the boundedness of operators and hence, in 2007, Lin et al. [23] proved that the µ Ω is bounded from weighted Hardy space to weighted Lebesgue space under weaker smoothness condition assumed on Ω, which is called L q -Dini type condition of order α with q ∈ [1, ∞] and α ∈ (0, 1] (see Section 4 below for its definition). In 2016, Wang [31] discussed the boundedness of µ ρ Ω from weighted Hardy space to weighted Lebesgue space or to weighted weak Lebesgue space if Ω ∈ Lip α (S n−1 ) with α ∈ (0, 1]. More conclusions of Marcinkiewicz integral are referred to [1, 7, 24] .
On the other hand, recently, Ky [16] studied a new Hardy space called Musielak-Orlicz Hardy space H ϕ (R n ), which generalizes both of the weighted Hardy space (cf. [29] ) and the Orlicz Hardy space (cf. [12, 13] ), and hence has a wide generality. Apart from interesting theoretical considerations, the motivation to study H ϕ (R n ) comes from applications to elasticity, fluid dynamics, image processing, nonlinear PDEs and the calculus of variation (cf. [4, 5] ). More Musielak-Orlicz-type spaces are referred to [20, 11, 21, 3, 18, 19, 6, 32] .
In light of Lin [23] , Wang [31] and Ky [16] , it is a natural and interesting problem to ask whether parametric Marcinkiewicz integral µ ρ Ω is bounded from H ϕ (R n ) to L ϕ (R n ) (resp. W L ϕ (R n )) under weaker smoothness condition (resp. some Lipschitz condition) assumed on Ω. In this paper we shall answer this problem affirmatively.
Precisely, this paper is organized as follows.
In Section 2, we recall some notions concerning Muckenhoupt weights, growth functions, Musielak-Orlicz space L ϕ (R n ) and weak Musielak-Orlicz space W L ϕ (R n ). Then we establish the completeness of L ϕ (R n ) and W L ϕ (R n ) (see Theorems 2.6 and 2.9 below). Section 3 is devoted to establishing two boundedness criterions of operators from H ϕ (R n ) to L ϕ (R n ) or from H ϕ (R n ) to W L ϕ (R n ) (see Theorems 3.11 and 3.14 below). In the process of the proofs of Theorem 3.11 and Theorem 3.14, the Aoki-Rolewicz theorem (see Lemma 3.9 below) and the weak type superposition principle (see Lemma 3.12 below) play indispensable roles, respectively.
In Section 4, we obtain the boundedness of µ ρ Ω from H ϕ (R n ) to L ϕ (R n ) (resp. W L ϕ (R n )) under weaker smoothness condition (resp. some Lipschitz condition) assumed on Ω (see Theorem 4.1, Theorem 4.2, Corollary 4.3, Theorem 4.4 and Theorem 4.5 below). In the process of the proof of Theorem 4.1, it is worth pointing out that, since the space variant x and the time variant t appeared in ϕ(x, t) are inseparable, we can not directly use the method of Lin [23] . This difficulty is overcame via establishing a more subtle pointwise estimate for µ ρ Ω (b) (see Lemma 4.8 below for more details), where b is a multiple of an atom.
Finally, we make some conventions on notation. Let Z + := {1, 2, . . .} and N := {0} ∪ Z + . For any β := (β 1 , . . . , β n ) ∈ N n , let |β| := β 1 + · · · + β n . Throughout this paper the letter C will denote a positive constant that may vary from line to line but will remain independent of the main variables. The symbol P Q stands for the inequality P ≤ CQ. If P Q P , we then write P ∼ Q. For any sets E, F ⊂ R n , we use E ∁ to denote the set R n \ E, |E| its n-dimensional Lebesgue measure, χ E its characteristic function and E + F the algebraic sum {x + y : x ∈ E, y ∈ F }. For any s ∈ R, ⌊s⌋ denotes the unique integer such that s − 1 < ⌊s⌋ ≤ s. If there are no special instructions, any space X (R n ) is denoted simply by X . For instance, L 2 (R n ) is simply denoted by L 2 . For any index q ∈ [1, ∞], q ′ denotes the conjugate index of q, namely, 1/q + 1/q ′ = 1. For any set E of R n , t ∈ [0, ∞) and measurable function ϕ, let ϕ(E, t) := E ϕ(x, t) dx and {|f | > t} := {x ∈ R n : |f (x)| > t}. As usual we use B r to denote the ball {x ∈ R n : |x| < r} with r ∈ (0, ∞). Recall that a nonnegative function ϕ on R n ×[0, ∞) is called a Musielak-Orlicz function if, for any x ∈ R n , ϕ(x, ·) is an Orlicz function on [0, ∞) and, for any t ∈ [0, ∞), ϕ(· , t) is measurable on R n . Here a function φ : [0, ∞) → [0, ∞) is called an Orlicz function, if it is nondecreasing, φ(0) = 0, φ(t) > 0 for any t ∈ (0, ∞), and lim t→∞ φ(t) = ∞.
Given a Musielak-Orlicz function ϕ on R n × [0, ∞), ϕ is said to be of uniformly lower (resp. upper) type p with p ∈ (−∞, ∞), if there exists a positive constant C := C ϕ such that, for any x ∈ R n , t ∈ [0, ∞) and s ∈ (0, 1] (resp. s ∈ [1, ∞)),
The critical uniformly lower type index and the critical uniformly upper type index of ϕ are, respectively, defined by i(ϕ) := sup{p ∈ (−∞, ∞) : ϕ is of uniformly lower type p}, (2.1) and I(ϕ) := inf{p ∈ (−∞, ∞) : ϕ is of uniformly upper type p}. (2.2) Observe that i(ϕ) or I(ϕ) may not be attainable, namely, ϕ may not be of uniformly lower type i(ϕ) or of uniformly upper type I(ϕ) (see [20, p. 415 ] for more details).
is said to satisfy the uniform Muckenhoupt condition A q , denoted by ϕ ∈ A q , if there exists a positive constant C such that, for any ball B ⊂ R n and t ∈ (0, ∞), when
and, when q ∈ (1, ∞),
is said to satisfy the uniformly reverse Hölder condition RH q , denoted by ϕ ∈ RH q , if there exists a positive constant C such that, for any ball B ⊂ R n and t ∈ (0, ∞), when q ∈ (1, ∞),
and, when q = ∞,
Observe that, if q(ϕ) ∈ (1, ∞), then ϕ / ∈ A q(ϕ) , and there exists ϕ / ∈ A 1 such that q(ϕ) = 1 (cf. [14] ). (ii) ϕ ∈ A ∞ ; (iii) ϕ is of uniformly lower type p for some p ∈ (0, 1] and of uniformly upper type 1.
Suppose that ϕ is a Musielak-Orlicz function. Recall that the Musielak-Orlicz space L ϕ is defined to be the set of all measurable functions f such that, for some λ ∈ (0, ∞),
equipped with the Luxembourg-Nakano (quasi-)norm
Similarly, the weak Musielak-Orlicz space W L ϕ is defined to be the set of all measurable functions f such that, for some λ ∈ (0, ∞),
Remark 2.3. Let ω be a classic Muckenhoupt weight and φ an Orlicz function.
, and particularly, when ω ≡ 1, the corresponding unweighted spaces are also obtained.
Throughout the paper, we always assume that ϕ is a growth function. In order to obtain the completeness of L ϕ , we need the following several lemmas, which are some properties of growth functions. 
The following lemma comes from [16, Lemma 4.1] , and also can be found in [32] . 
Proof. In order to prove the completeness of L ϕ , it suffices to prove that, for any sequence
By the uniformly lower type p property of ϕ and Lemma 2.4(i), we see that, for any j ∈ Z + ,
which, together with Lemma 2.4(ii), implies that
By the uniformly lower type p and the uniformly upper type 1 properties of ϕ, and (2.5), we know that, for any σ ∈ (0, ∞),
Hence, there exists some f such that k j=1 f j converges to f as k → ∞ in measure. From this and using Riesz's theorem, we deduce that there exists a subsequence k i j=1 f j → f as i → ∞ almost everywhere. By this, Lemma 2.5 and (2.4), we obtain that
On the other hand, noticing that { k j=1 f j } k∈Z + is a Cauchy sequence in L ϕ , then it is easy to see that lim k→∞ k j=1 f j − f L ϕ = 0 and f ∈ L ϕ . This finishes the proof of Theorem 2.6.
In order to obtain the completeness of W L ϕ , we need the following several lemmas, which are some properties of growth functions. 
Proof. We only prove (ii) of Lemma 2.7 since (i) of Lemma 2.7 was proved in [22, Lemma 3.3(ii)]. By the uniformly lower type p and the uniformly upper type 1 properties of ϕ, we conclude that, for any x ∈ R n , s ∈ (0, ∞) and t ∈ (0, ∞),
Thus, from (2.6) and Lemma 2.7(i), we deduce that
On the other hand, by (2.7) and Lemma 2.7(i), we obtain that
From the above two inequalities, it follows that
which implies that (ii) of Lemma 2.7 holds true. This finishes the proof of Lemma 2.7. 
(ii), we know that, for any chosen positive number ε, however small, there exists a positive integer K such that, whenever
By the uniformly lower type p and the uniformly upper type 1 properties of ϕ, and (2.8), we know that, for any σ ∈ (0, ∞),
Hence, there exists some f such that f k → f as k → ∞ in measure, which, together with Riesz's theorem, implies that some subsequence
For the K mentioned above, take J ∈ Z + such that, for any j ∈ [J, ∞) ∩ Z + , the positive integer k j ≥ K. By (2.9) and Lemma 2.8, we know that, there exists a positive integer J such that, whenever j ∈ [J, ∞) ∩ Z + , then
that is to say,
Applying Lemma 2.7(ii) again, we conclude that
On the other hand, noticing that
This finishes the proof of Theorem 2.9.
Two boundedness criterions of operators
In this section, we first recall the notion concerning the Musielak-Orlicz Hardy space H ϕ via the non-tangential grand maximal function, and then establish two boundedness criterions of operators from
In what follows, we denote by S the set of all Schwartz functions and by S ′ its dual space (namely, the set of all tempered distributions). For any m ∈ N, let S m be the set of all ψ ∈ S such that ψ Sm ≤ 1, where
Then, for any m ∈ N and f ∈ S ′ , the non-tangential grand maximal function f * m of f is defined by setting, for all x ∈ R n ,
where, for any t ∈ (0, ∞),
we denote f * m simply by f * , where q(ϕ) and i(ϕ) are as in (2.3) and (2.1), respectively. The Musielak-Orlicz Hardy space H ϕ is defined as the set of all f ∈ S ′ such that f * ∈ L ϕ endowed with the (quasi-)norm
Remark 3.2. Let ω be a classic Muckenhoupt weight and φ an Orlicz function.
, then H ϕ is reduced to weighted Hardy space H p ω , and particularly, when ω ≡ 1, the corresponding unweighted space is also obtained.
(ii) If ϕ(x, t) := ω(x)φ(t) for all (x, t) ∈ R n × [0, ∞), then H ϕ is reduced to weighted Orlicz Hardy space H φ ω , and particularly, when ω ≡ 1, the corresponding unweighted space is also obtained. 
where q(ϕ) and m(ϕ) are as in (2.3) and (3.2), respectively.
(ii) For an admissible triplet (ϕ, q, s), a measurable function a is called a (ϕ, q, s)-atom if there exists some ball B ⊂ R n such that the following conditions are satisfied:
(c) R n a(x)x α dx = 0 for any α ∈ N n with |α| ≤ s.
(iii) For an admissible triplet (ϕ, q, s), the Musielak-Orlicz atomic Hardy space H ϕ, q, s at is defined as the set of all f ∈ S ′ which can be represented as a linear combination of (ϕ, q, s)-atoms, that is, f = j b j in S ′ , where b j for each j is a multiple of some (ϕ, q, s)-atom supported in some ball x j + B r j , with the property
For any given sequence of multiples of (ϕ, q, s)-atoms, {b j } j , let
and then the (quasi-)norm of f ∈ S ′ is defined by
where the infimum is taken over all admissible decompositions of f as above.
We refer the readers to [16] and [32] for more details on the real-variable theory of Musielak-Orlicz Hardy spaces. 
Proof. By Definition 3.4(ii), we obtain that
Moreover, by Definition 3.4(iii), we know that
From the above two inequalities and
). This finishes the proof of Lemma 3.5.
The following two lemmas come from [16, Lemma 4.3(i), Theorem 3.1], respectively, and also can be found in [32] . Lemma 3.6. Let ϕ be a growth function as in Definition 2.2. For a given positive constant C, there exists a positive constant C such that, for any λ ∈ (0, ∞), 
Recall that a quasi-Banach space B is a linear space endowed with a quasi-norm · B which is nonnegative, non-degenerate (i.e., f B = 0 if and only if f = 0), homogeneous, and obeys the quasi-triangle inequality, i.e., there exists a constant K no less than 1 such that, for any f, g ∈ B, f + g B ≤ K ( f B + g B ). 
Proof. By Lemma 3.9, we obtain that, for any k
where γ is a harmless constant as in Lemma 3.9. Similarly, we have f
, which, together with the above inequality, implies that
This finishes the proof of Lemma 3.10.
The following theorem gives a boundedness criterion of operators from H ϕ to L ϕ . 
Proof. We first assume that f ∈ H ϕ ∩ L 2 . By the well known Calderón reproducing formula (see also [17, Theorem 2.14]), we know that there exists a sequence of multiples of (ϕ, q, s)-atoms {b j } j∈Z + associated with balls {x j + B r j } j∈Z + such that
From the assumption that the linear or positive sublinear operator T is bounded on L 2 , Lemma 3.5 and (3.4), it follows that
which implies that
By this, Lemma 2.5 and (3.3) with taking λ = Λ q ({b j } j ), we obtain
which, together with Lemma 3.6, further implies that
Taking infimum for all admissible decompositions of f as above and using Lemma 3.7, we obtain that, for
Next, suppose f ∈ H ϕ . By Lemma 3.8, we know that there exists a sequence of
Therefore, {f j } j∈Z + is a Cauchy sequence in H ϕ . From this, Lemma 3.5 and (3.6), we deduce that, for any j, k ∈ Z + ,
Thus, by this, we know that {T (f j )} j∈Z + is a Cauchy sequence in L ϕ . Applying Theorem 2.6, we conclude that there exists some g ∈ L ϕ such that
Consequently, define T (f ) := g. Below, we claim that T (f ) is well defined. Indeed, for any other sequence {f
which is wished. From this, Lemma 3.10 and (3.6), it follows that, for any f ∈ H ϕ ,
This finishes the proof of Theorem 3.11.
To show the boundedness criterion of operators from H ϕ to W L ϕ , we need the following superposition principle of weak type estimates. as in (2.2) . Assume that {f j } j∈Z+ is a sequence of measurable functions such that, for some λ ∈ (0, ∞),
Then there exists a positive constant C, depending only on ϕ, such that, for any η ∈ (0, ∞),
By an argument similar to that used in the proof of [16, Lemma 4 .3], we easily obtain the following lemma, the details being omitted. 
The following theorem gives a boundedness criterion of operators from H ϕ to W L ϕ . 
then T extends uniquely to a bounded operator from H ϕ to W L ϕ .
Proof. Since the proof of Theorem 3.14 is similar to that of Theorem 3.11, we use the same notation as in the proof of Theorem 3.11. Here we just give out the necessary modifications.
By (3.5), Lemma 3.12 and (3.7) with taking λ = Λ q ({b j } j ), we obtain that, for any α ∈ (0, ∞),
which, together with Lemma 3.13, implies that
Therefore, {f j } j∈Z + is a Cauchy sequence in H ϕ . From this, Lemma 3.5 and (3.8), we deduce that, for any j, k ∈ Z + ,
Thus, by this, we know that {T (f j )} j∈Z + is a Cauchy sequence in W L ϕ . Applying Theorem 2.9, we conclude that there exists some g ∈ W L ϕ such that
by Lemma 3.5 and (3.8), we have
which is wished. From this, Lemma 3.10 and (3.8), it follows that, for any f ∈ H ϕ ,
This finishes the proof of Theorem 3.14.
Boundedness of parametric Marcinkiewicz integrals
In this section, we first recall the notion concerning the L q -Dini type condition of order α with q ∈ [1, ∞] and α ∈ (0, 1], and then obtain the boundedness of µ
Here and hereafter, we always assume that Ω is homogeneous of degree zero and satisfies (1.1).
Recall that, for any q ∈ [1, ∞) and α ∈ (0, 1], a function Ω ∈ L q (S n−1 ) is said to satisfy the L q -Dini type condition of order α (when α = 0, it is called the L q -Dini condition), if
where ω q (δ) is the integral modulus of continuity of order q of Ω defined by setting, for any δ ∈ (0, 1],
and γ denotes a rotation on S n−1 with γ := sup y ′ ∈S n−1 |γy ′ − y ′ |. For any α, β ∈ (0, 1] with β < α, it is easy to see that if Ω satisfies the L q -Dini type condition of order α, then it also satisfies the L q -Dini type condition of order β. We thus denote by Din 
, then there exists a positive constant C independent of f such that 
, then there exists a positive constant C independent of f such that
Theorem 4.4. Let ρ ∈ (0, ∞) and ϕ be a growth function as in Definition 2.2 with p := 1 therein. For a given positive constant C, suppose Ω ∈ L q (S n−1 ) with q ∈ (1, ∞) such that, for any y = 0, h ∈ R n and t ∈ [0, ∞),
If ϕ q ′ ∈ A 1 , then there exists a positive constant C independent of f such that ) and Ω ∈ Lip α (S n−1 ), however, in our case, ρ ∈ (0, ∞) and Ω satisfies some weaker smoothness conditions, i.e., Ω ∈ Din To show main results, let us begin with some lemmas. Since ϕ satisfies the uniform Muckenhoupt condition, the proofs of (i), (ii) and (iii) of the following Lemma 4.7 are identity to that of [9, Exercises 9.1.3, Theorem 9.2.5 and Corollary 9.2.6], respectively, the details being omitted. 
Proof. The key of the proof is to find a subtle segmentation. From supp b ⊂ B r , we deduced that, for any y ∈ B r and x ∈ B 2R \ B R with R ∈ [2r, ∞),
Therefore, for any x ∈ B 2R \ B R with R ∈ [2r, ∞), write
For I 1 , from t ∈ (0, R − r] and (4.1), it follows that {y ∈ R n : |x − y| ≤ t} = ∅ and hence I 1 = 0.
For I 2 , by the spherical coordinates transform and Ω ∈ L 1 (S n−1 ) (see (1.1)), we obtain
For I 3 , by (4.1), the spherical coordinates transform and Ω ∈ L 1 (S n−1 ) (see (1.1)), we have
Combining the estimates of I 1 , I 2 and I 3 , we obtain the desired inequality. This finishes the proof of Lemma 4.8. ∈ [1, ∞) . Then there exists a positive constant C such that, for any ball B ⊂ R n , λ ∈ (1, ∞) and t ∈ (0, ∞), ϕ(λB, t) ≤ Cλ nq ϕ(B, t).
Since ϕ satisfies the uniform Muckenhoupt condition, the proof of Lemma 4.10 is identity to that of [30, Corollary 6 .2], the details being omitted. 
Proof. Noticing that |x| ≥ R and |y| < R/2, we have |x − y| ∼ |x|. From this and the mean value theorem, it follows that
We then write
R≤|x|<2R
For I 1 , by the spherical coordinates transform and Ω ∈ L q (S n−1 ), we know that, for any y ∈ B R/2 ,
For I 2 , from the spherical coordinates transform and Fubini's theorem, it follows that, for any y ∈ B R/2 ,
where α := y/r. Proceeding as in the proof of [15, Lemma 5] , I 2 is bounded by a positive constant times
Combining the estimates of I 1 and I 2 , we obtain the desired inequality. This finishes the proof of Lemma 4.11. 
(ii) If q ∈ (1, ∞) and, for any (x, t) ∈ R n × [0, ∞), ϕ(x, t) ≥ 0, then there exists a positive constant C independent of b such that, for any R ∈ [2r, ∞) and t ∈ [0, ∞),
Proof. We only prove for case (ii), since the proof of case (i) is analogous to that of case (ii) and is left to the readers. For any R ∈ [2r, ∞) and t ∈ [0, ∞), write
ϕ(x, t) dx =: I 1 + I 2 .
For I 1 , noticing that y ∈ B r and x ∈ B 2R \ B R with R ∈ [2r, ∞), we know that |x − y| ∼ |x| ∼ |x| + r (4.2) and R/2 < |x − y| < 5R/2. (4.3) From (4.2) and the mean value theorem, it follows that, for any y ∈ B r and x ∈ B 2R \ B R with R ∈ [2r, ∞), 1 |x − y| 2ρ − 1 (|x| + r) 2ρ r |x − y| 2ρ+1 . By Minkowski's inequality for integrals, the above inequality and Fubini's theorem, we obtain that, for any R ∈ [2r, ∞) and t ∈ [0, ∞),
Br
|Ω(x − y)| |x − y| n+1/2 ϕ(x, t) dx dy.
On the other hand, from Hölder's inequality, (4.3), the spherical coordinates transform and Ω ∈ L q (S n−1 ), we deduced that, for any y ∈ B r , R ∈ [2r, ∞) and t ∈ [0, ∞),
Substituting the above inequality into I 1 and using the assumption that β = min{α, 1/2}, we know that, for any R ∈ [2r, ∞) and t ∈ [0, ∞),
For I 2 , noticing that for t > |x| + r, it is easy to see that B r ⊂ {y ∈ R n : |x − y| ≤ t}. From this, vanishing moments of b, Minkowski's inequality for integrals and Fubini's theorem, it follows that, for any R ∈ [2r, ∞) and t ∈ [0, ∞),
On the other hand, from Hölder's inequality and Lemma 4.11 (since Ω satisfies the L q -Dini type condition of order α, it also satisfies the L q -Dini condition), we deduced that, for any y ∈ B r , R ∈ [2r, ∞) and t ∈ [0, ∞),
Substituting the above inequality into I 2 and using the assumptions that Ω satisfies the L qDini type condition of order α, and β = min{α, 1/2}, we know that, for any R ∈ [2r, ∞) and t ∈ [0, ∞),
Combining the estimates of I 1 and I 2 , we obtain the desired inequality. This finishes the proof of Lemma 4.12.
The following Lemma 4.13 shows that µ Ω maps all multiple of an atoms into uniformly bounded elements of L ϕ . Lemma 4.13. Let ρ ∈ (0, ∞), α ∈ (0, 1], β := min{α, 1/2} and p ∈ (n/(n + β), 1). Suppose that Ω ∈ L q (S n−1 ) ∩ Din 
Proof. We need only consider the case q ∈ (1, ∞), since the case q = ∞ can be derived from the case q = 2. Indeed, when q = ∞, a routine computation gives rise to 2 > 1/p. If Lemma 4.13 holds true for
, we know that Lemma 4.13 holds true for q = ∞. We are now turning to the proof of Lemma 4.13 under case q ∈ (1, ∞). Without loss of generality, we may assume b is a multiple of a (ϕ, ∞, s)-atom associated with a ball B r for some r ∈ (0, ∞). , we see that there exists some
On the other hand, notice that q ′ < 1/(1 − p), then, by Lemma 4.7(i), we know ϕ q ′ ∈ A d , which is wished.
The next thing to do in the proof is to find a subtle segmentation. For any j ∈ Z + , let E j := B 2 j+1 r \ B 2 j r . By Lemma 4.8, we know that, for any x ∈ E j ,
which, together with
implies that there exists some J ∈ Z + independent of b such that, for any j ∈ [J + 1,
Therefore, for any λ ∈ (0, ∞), write
Another step in the proof is to estimate I 1 and I 2 , respectively. For I 1 , by the uniformly upper type 1 property of ϕ, Theorem A with Ω ∈ L q (S n−1 ) and ϕ q ′ ∈ A d , and Lemma 4.9 with ϕ ∈ A d (which is guaranteed by Lemma 4.7(i) with (4.4)), we know that, for any λ ∈ (0, ∞),
which is wished. For I 2 , from the uniformly lower type p properties of ϕ with
1 (see (4.5) and (4.6)) and Hölder's inequality, we deduce that, for any λ ∈ (0, ∞),
. By Lemma 4.10, we have ϕ ∈ RH 1/(1−p) . Thus, from Lemma 4.9 with ϕ 1/(1−p) ∈ A d , and ϕ ∈ RH 1/(1−p) , it follows that, for any λ ∈ (0, ∞), 
Substituting the above two inequalities into I 2 , we know that, for any λ ∈ (0, ∞),
where the last inequality is due to
Finally, combining the estimates of I 1 and I 2 , we obtain the desired inequality. This finishes the proof of Lemma 4.13. On the other hand, we claim that, in either s ∈ (0, 1] or s ∈ [1, ∞), there exists a positive constant C independent of s such that, for any x ∈ R n and t ∈ [0, ∞), ϕ(x, st) ≥ Csϕ(x, t). For I 1 , from Lemma 4.7(ii) with ϕ ∈ A 2 (since ϕ ∈ A 1 ), it follows that ϕ q ′ ∈ A 2 for some q ′ ∈ (1, ∞). By the uniformly upper type 1 property of ϕ, Theorem A with Ω ∈ L q (S n−1 ) (since Ω ∈ Lip α (S n−1 )) and ϕ q ′ ∈ A 2 , and Lemma 4.9 with ϕ ∈ A 2 , we know that, for any λ ∈ (0, ∞), 
+ µ
which is wished. For I 2 , from (4.9), Lemma 4.9 with ϕ ∈ A 1 , and the uniformly lower type n n+β property of ϕ, we deduce that, for any λ ∈ (0, ∞),
Combining the estimates of I 1 and I 2 , we obtain the desired inequality. This finishes the proof of Lemma 4.14.
Proof of Theorem 4.5 . From Theorem A with ω ≡ 1, it follows that µ ρ Ω is bounded on L 2 . By this, Lemma 4.13 and the fact that µ ρ Ω is a positive sublinear operator, applying
