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Resumo
Um grupo G e´ chamado um grupo Engel se para todos x e g em G a identidade
[x, g, . . . , g] = 1 vale em G, onde g e´ repetido no comutador um nu´mero suficiente
de vezes que depende de x e g. E´ bem conhecido que qualquer grupo localmente
nilpotente e´ um grupo Engel. Mas, a rec´ıproca na˜o vale em geral. No entanto,
em [26] J. S. Wilson e E. I. Zelmanov provaram que todo grupo profinito Engel e´
localmente nilpotente.
Dados um elemento g em G e um inteiro positivo n, seja En(g) o subgrupo
gerado por todos os comutadores [x, g, . . . , g] onde, x varia em G e g e´ repetido
n vezes. Esta dissertac¸a˜o esta´ baseada no artigo Almost Engel finite and profinite
groups [13] de E. I. Khukhro e P. Shumyatsky. Mostramos que se G e´ um grupo
profinito tal que, para todo g em G existe um inteiro positivo n = n(g) com a
propriedade que En(g) e´ finito, enta˜o G possui um subgrupo normal finito N tal
que G/N e´ localmente nilpotente. Um resultado da mesma natureza e de tipo
quantitativo e´ provado para um grupo finito G, deduzindo informac¸o˜es sobre a
ordem do subgrupo residual nilpotente  1(G) de G.
Palavras-chave: grupos profinitos, subgrupo de Fitting, condic¸o˜es de tipo-Engel,
comutadores.
Abstract
A group G is called an Engel group if for every x and g in G the equation
[x, g, . . . , g] = 1 holds in G, where g is repeated in the commutator su ciently
many times depending on x and g. It is well known that any locally nilpotent
group is an Engel group, but the converse does not hold in general. However,
in [26] J. S. Wilson and E. I. Zelmanov proved that any Engel profinite group is
locally nilpotent.
Given an element g in G and a positive integer n, let En(g) be the subgroup
generated by all commutators [x, g, . . . , g] over x in G, where g is repeated n times.
This master’s dissertation is based on the article Almost Engel finite and profinite
groups [13] of E. I. Khukhro e P. Shumyatsky. It is shown that if G is a profinite
group such that, for every g in G there is a positive integer n = n(g) such that
En(g) is finite, then G has a finite normal subgroup N such that G/N is locally
nilpotent. A similar result of quantitative nature holds for a finite group G, and it
gives information about the order of the nilpotent residual subgroup  1(G) of G.
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Seja G um grupo qualquer, dizemos que G e´ localmente nilpotente se todo
subgrupo finitamente gerado de G e´ nilpotente. Querendo relaxar a hipo´tese de
ser localmente nilpotente, podemos considerar grupos Engel. Um grupo G e´ dito
Engel se para todos x e g em G a identidade [x, g, . . . , g] = 1 vale em G, onde g e´
repetido no comutador um nu´mero suficiente de vezes que depende de x e g. E´ fa´cil
ver que qualquer grupo localmente nilpotente e´ Engel, mas a implicac¸a˜o oposta
na˜o vale em geral (veja o Cap´ıtulo 2 para exemplos disto). Em contraposic¸a˜o com
esta observac¸a˜o negativa J. S. Wilson e E. I. Zelmanov provaram em [26] que todo
grupo profinito Engel e´ sempre localmente nilpotente, de fato provando que os dois
conceitos sa˜o equivalentes para um grupo profinito.
Na literatura sa˜o muitos os resultados sobre grupos Engel ou sobre grupos
satisfazendo condic¸o˜es de tipo-Engel, pois de fato sa˜o estas propriedades muito re-
lacionadas com os mais bem estudados conceitos de nilpoteˆncia e nilpoteˆncia local.
Entre os resultados cla´ssicos sobre grupos de Engel cabe mencionar o Teorema de
Baer [7, Satz III.6.15] que diz que em um grupo finito G qualquer elemento Engel,
ou seja, qualquer elemento g em G tal que para todo x em G existe n = n(x, g) tal
que a identidade [x, g, . . . , g| {z }
n
] = 1 vale, precisa pertencer ao subgrupo de Fitting de
G que e´ o u´nico maior subgrupo nilpotente normal de G.
Em busca de generalizac¸o˜es do cla´ssico Teorema de Baer, E. I. Khukhro e
P. Shumyatsky introduziram em [14] uma famı´lia de subgrupos que ajudam no
estudo de condic¸o˜es de tipo-Engel. Mais especificamente, dado um elemento g em
um grupo G e para todo inteiro positivo n e´ poss´ıvel definir o subgrupo En(g), que
xi
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e´ o subgrupo gerado por todos os comutadores da forma [x, g, . . . , g], onde x varia
em G e g e´ fixado e repetido n vezes no comutador.
Existe uma versa˜o quantitativa do conceito de elemento Engel em um grupo,
ou seja, o de elemento n-Engel: um elemento g em G e´ dito n-Engel se g respeita
a identidade [x, g, . . . , g| {z }
n
] = 1 para todo x em G com o mesmo inteiro positivo n.
Com isso, vemos que os subgrupos En(g), definidos em [14], da˜o uma forma de
“medir” qua˜o longe de ser n-Engel um elemento g esta´. Digamos que os subgrupos
sa˜o uma forma de expressar o “desvio” de um elemento g de ser n-Engel.
Mais tarde no artigo Almost Engel Finite and Profinite Groups [13], que e´ a
refereˆncia principal desta dissertac¸a˜o, E. I. Khukhro e P. Shumyatsky provaram
outros resultados em termos dos subgrupos En(g) descritos acima. O principal
destes resultados e´ o seguinte sobre grupos profinitos.
Teorema A. Suponha que G e´ um grupo profinito tal que, para cada g 2 G, existe
um inteiro positivo n = n(g) tal que En(g) e´ finito. Enta˜o G possui um subgrupo
normal finito N tal que G/N e´ localmente nilpotente.
Na demonstrac¸a˜o do Teorema A a teoria dos grupos pronilpotentes (ana´logos
profinitos dos grupos nilpotentes finitos) e´ relevante, assim como o resultado
de Wilson e Zelmanov enunciado anteriormente. A ideia principal da prova do
Teorema A e´ mostrar que o subgrupo residual pronilpotente  1(G) de G e´ finito
e satisfaz as propriedades pedidas no enunciado. Veremos que isto e´ obtido com
um argumento indutivo sobre a ordem de G/F (G), onde F (G) e´ o maior subgrupo
normal pronilpotente de G.
Nas hipo´teses do Teorema A e´ dada uma condic¸a˜o de finitude para os subgrupos
En(g). Quando consideramos grupos finitos e´ natural definir, para todo g em G,
tambe´m o subgrupo E(g) definido como sendo a intersec¸a˜o de todos os En(g),
de forma a “condensar” em um u´nico subgrupo todas as informac¸o˜es contidas
nos En(g) para g fixado. Uma vez definidos estes novos subgrupos e´ natural
pensar que exista uma hipo´tese e consequente resultado ana´logos aos do Teorema
A para grupos finitos. Mais precisamente, em [13] tambe´m foi provado o seguinte
resultado.
Teorema B. Suponha que G e´ um grupo finito e existe um inteiro positivo m tal
que |E(g)|  m para todo g 2 G. Enta˜o a ordem do subgrupo residual nilpotente
 1(G) e´ limitada em termos de m.
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O Teorema B pode ser pensando como uma generalizac¸a˜o do Teorema de Zorn
[7, Satz III.6.3], que afirma que um grupo finito Engel e´ sempre nilpotente.
E´ importante destacar que o Teorema B e´ usado na demonstrac¸a˜o do Teorema
A e ale´m disso, uma consequeˆncia dele e´ poder limitar em termos de m o ı´ndice
do subgrupo de Fitting em G.
Desde que as ordens dos subgrupos En(g) possuam uma limitac¸a˜o uniforme,
ou seja, independente da escolha do elemento g, o Teorema B tem uma imediata
consequeˆncia para grupos profinitos, como enunciado a seguir.
Corola´rio C. Suponha que G e´ um grupo profinito e existe um inteiro positivo
m tal que para cada g 2 G existe n = n(g) tal que |En(g)|  m. Enta˜o G possui
um subgrupo normal finito N de ordem limitada em termos de m tal que G/N e´
localmente nilpotente.
Observemos como a hipo´tese mais restritiva no Corola´rio C sobre a limitac¸a˜o
das ordens dos En(g) implica uma conclusa˜o mais forte.
Terminamos observando que esta dissertac¸a˜o esta´ dividida em cinco cap´ıtulos.
No primeiro cap´ıtulo, relembramos alguns resultados da teoria de grupos que sa˜o
funcionais ao longo deste trabalho. No Cap´ıtulo 2, apresentamos todos os conceitos
relativos a grupos Engel e condic¸o˜es de tipo-Engel, inclusive as propriedades dos
subgrupos En(g) e E(g) mencionados antes. No Cap´ıtulo 3, vamos discutir uma
se´rie de resultados, sobre grupos finitos, preparato´rios para a apresentac¸a˜o da prova
do Teorema B. Os detalhes da demonstrac¸a˜o do Teorema B tambe´m sa˜o discutidos
neste cap´ıtulo. O Cap´ıtulo 4 esta´ dedicado a um estudo mais detalhado dos grupos
profinitos, com particular eˆnfase para a classe dos grupos pronilpotentes. Por
fim, no Cap´ıtulo 5, daremos espac¸o a resultados te´cnicos sobre grupos profinitos
relacionados com as hipo´teses do Teorema A e apresentaremos as demonstrac¸o˜es do
Teorema A e do Corola´rio C.
1
Preliminares
Neste cap´ıtulo, temos por objetivo relembrar definic¸o˜es e resultados sobre teoria
de grupos que sera˜o essenciais para esta dissertac¸a˜o. Assumiremos conhecidos
alguns teoremas, dentre eles, o Teorema de Lagrange, os Teoremas de Sylow, os
teoremas de isomorfismos e o teorema de correspondeˆncia. As refereˆncias principais
utilizadas neste cap´ıtulo sa˜o os livros de E. I. Khukhro [11], I.M. Isaacs [15] e [16],
D. J. S. Robinson [21] e de J. S. Rose [22].
1.1. Comutadores
Nesta sec¸a˜o vamos definir o conceito de comutadores, objeto fundamental em
nosso estudo e ressaltar suas principais propriedades que sera˜o utilizadas ao longo
deste trabalho.
Seja G um grupo. Dados x e y em G, o comutador de x e y e´ o elemento de G
definido por [x, y] = x 1y 1xy. Podemos definir de maneira recursiva comutadores
da seguinte forma: por convenc¸a˜o [x1] = x1 e [x1, . . . , xn] = [[x1, . . . , xn 1], xn],
para todos x1, . . . , xn 2 G e n > 2. Sejam x e y elementos de G. O conjugado de
x por y e´ o elemento xy = y 1xy. Assim, podemos escrever [x, y] = x 1xy.
A proposic¸a˜o a seguir reu´ne as principais propriedades de comutadores e sera˜o
bastante usadas ao longo desta dissertac¸a˜o.
Proposic¸a˜o 1.1.1. Sejam G um grupo e x, y e z elementos de G. As seguintes
identidades de comutadores valem:
(i) xy = x[x, y];
(ii) [x, y] = [y, x] 1;
(iii) [xy, z] = [x, z]y[y, z];
(iv) [x, yz] = [x, z][x, y]z;
(v) [x, y 1, z]y[y, z 1, x]z[z, x 1, y]x = 1 (Identidade de Hall-Witt);
1
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(vi) [x, z]y = [x, z][x, z, y];
(vii) para qualquer homomorfismo ' de G, temos '([x, y]) = ['(x),'(y)];
(viii) para n > 1 e x1, . . . , xn, y 2 G temos
[x1 · · · xn, y] = [x1, y]x2···xn · · · [xn 1, y]xn [xn, y],
[y, x1 · · · xn] = [y, xn][y, xn 1]x1 · · · [y, x1]xn 1···x1 .
Sejam H e K dois subgrupos de um grupo G. O subgrupo comutador de H e
K e´ definido como o subgrupo gerado por todos os comutadores [h, k] onde h 2 H
e k 2 K. Denotamos este subgrupo por [H,K]. Assim, temos
[H,K] = h[h, k] | h 2 H, k 2 Ki.
Por outro lado, se H1, . . . , Hn sa˜o subgrupos de G, definimos o subgrupo co-
mutador de H1, . . . , Hn por
[H1, . . . , Hn] = [[H1, . . . , Hn 1], Hn],
para todo n > 2.
Um caso particular de subgrupo comutador e´ quando consideramos
H = K = G, isto e´, G0 = [G,G] = h[x, y] | x, y 2 Gi, este subgrupo e´ chamado de
subgrupo derivado de G.
O centro de um grupo G e´ o subgrupo definido por
Z(G) = {x 2 G | [x, g] = 1 para todo g 2 G}.
A pro´xima proposic¸a˜o reu´ne va´rias propriedades a respeito de subgrupo co-
mutador. As demonstrac¸o˜es podem ser obtidas combinando as definic¸o˜es com as
propriedades de comutadores listadas na Proposic¸a˜o 1.1.1.
Proposic¸a˜o 1.1.2. Sejam H e K dois subgrupos de um grupo G. Enta˜o as se-
guintes afirmac¸o˜es valem:
(i) [H,K] = [K,H];
(ii) para qualquer homomorfismo ' de G, temos '([H,K]) = ['(H),'(K)];
(iiii) se N e´ um subgrupo normal de G, enta˜o
[HN/N,KN/N ] = [H,K]N/N ;
(iv) se H,K e L sa˜o subgrupos normais de G, enta˜o [HK,L] = [H,L][K,L];
(v) se K  G e K  H  G, enta˜o
[H,G]  K se, e somente se, H/K  Z(G/K).
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Fazendo induc¸a˜o sobre n e usando a Proposic¸a˜o 1.1.2 item (iv), obtemos o
seguinte corola´rio.
Corola´rio 1.1.3. Sejam H1, . . . , Hn e K subgrupos normais de um grupo G. Enta˜o
[H1 · · ·Hn, K] = [H1, K] · · · [Hn, K].
Seja X um subconjunto na˜o vazio de um grupo G. O centralizador de X em
G e´ o subgrupo CG(X) = {g 2 G | xg = gx, 8 x 2 X}. Agora, seja g um elemento
de G, o conjugado de X por g e´ o conjunto dado por Xg = {xg | x 2 X}. O fecho
normal de X em G e´ a intersec¸a˜o de todos os subgrupos normais de G que conte´m
X. Denotamos este subgrupo por hXGi. Claramente, hXGi e´ um subgrupo normal
de G e pode-se mostrar que hXGi = hXg | g 2 Gi. O normalizador de X em G
e´ o subgrupo definido por NG(X) = {g 2 G | Xg = X}. Se X  G, enta˜o temos
que NG(X) e´ o maior subgrupo de G no qual X e´ normal.
Vejamos agora um lema que nos fornece uma caracterizac¸a˜o de como se com-
portam os subgrupos comutadores dos subgrupos, no qual um esta´ contido no
centralizador ou no normalizador do outro.
Lema 1.1.4. Sejam H e K subgrupos de um grupo G. Enta˜o,
(i) K  CG(H) se, e somente se, [K,H] = 1.
(ii) K  NG(H) se, e somente se, [H,K]  H.
Demonstrac¸a˜o. Mostraremos o item (i). De fato, se K  CG(H), enta˜o
para todo k 2 K temos que k 2 CG(H), assim [k, h] = 1 para todos k 2 K e
h 2 H. Logo, [K,H] = 1. Por outro lado, como [K,H] = 1, tem-se que [k, h] = 1
para todos k 2 K e h 2 H. Assim, para todo k 2 K, segue que [k, h] = 1 para
todo h 2 H. Logo, K  CG(H).
Agora, vamos mostrar o item (ii). Se K  NG(H), enta˜o dados k 2 K e
h 2 H, temos pela hipo´tese que [h, k] = h 1hk 2 H. Logo, [H,K]  H. Por
outro lado, suponhamos que [H,K]  H. Pela Proposic¸a˜o 1.1.1 item (i), temos
que hk = h[h, k]. Assim, segue da hipo´tese que para todo h 2 H e todo k 2 K,
temos que hk 2 H. Portanto, K  NG(H). ⇤
O lema a seguir sera´ muito usado ao longo deste trabalho, sua demonstrac¸a˜o
pode ser encontrada em [11, Lemma 1.9].
Lema 1.1.5. Seja G um grupo. Para qualquer subgrupo H de G, temos que CG(H)
e´ normal em NG(H) e NG(H)/CG(H) e´ isomorfo a um subgrupo de Aut(H).
O pro´ximo resultado nos garante em que condic¸a˜o o centralizador de um sub-
grupo e´ normal.
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Lema 1.1.6. Se H e´ um subgrupo normal (ou caracter´ıstico) de G, enta˜o ambos
NG(H) e CG(H) sa˜o subgrupos normais (ou caracter´ıstico) de G.
Provaremos agora um lema muito u´til para deduzir relac¸o˜es entre subgrupos
comutadores.
Lema 1.1.7 (dos Treˆs Subgrupos). Sejam H,K e L subgrupos de um grupo
G e N um subgrupo normal de G. Se [[H,K], L]  N e [[K,L], H]  N , enta˜o
[[L,H], K]  N .
Demonstrac¸a˜o. Como N e´ um subgrupo normal de G, podemos considerar
o grupo quociente G/N e assumir que N = 1. Assim, [[H,K], L] = [[K,L], H] = 1.
Agora, usando isto e a Identidade de Hall-Witt, Proposic¸a˜o 1.1.1 item (v), temos
para todos h 2 H, k 2 K e l 2 L que [l, h 1, k]h = 1, isto segue que [l, h 1, k] = 1.
Da´ı, substituindo h 1 por h, obtemos [l, h, k] = 1 para todos h 2 H, k 2 K e
l 2 L. Enta˜o, [l, h] 2 CG(K) para todos h 2 H e l 2 L. Disto segue que
[L,H]  CG(K). Logo, pelo Lema 1.1.4 item (i), conclu´ımos que [[L,H], K] = 1.
Portanto, [[L,H], K]  N . ⇤
Segue do lema dos treˆs subgrupos o seguinte corola´rio.
Corola´rio 1.1.8. Seja G um grupo. Se H,K e L sa˜o subgrupos normais de G.
Enta˜o,
[[L,H], K]  [[H,K], L] · [[K,L], H].
Demonstrac¸a˜o. Como subgrupos comutadores de subgrupos normais sa˜o
normais, segue que N = [[H,K], L] · [[K,L], H] e´ normal em G. Agora, como
[[H,K], L]  N e [[K,L], H]  N , temos pelo Lema 1.1.7 que [[L,H], K]  N . ⇤
1.2. Grupos Nilpotentes e Solu´veis
Nesta sec¸a˜o definiremos o conceito de grupo nilpotente e enunciaremos as pro-
priedades mais relevantes acerca dos grupos finitos nilpotentes. Tambe´m definire-
mos grupos solu´veis, o subgrupo de Fitting e o subgrupo de Fitting generalizado
de um grupo finito e veremos algumas propriedades relacionadas a estes conceitos.
Uma se´rie normal de um grupo G e´ uma sequeˆncia de subgrupos
1 = N0  N1  · · ·  Nr = G,
com Ni  G para todo 0  i  r.
Uma se´rie central de G e´ uma se´rie normal tal que
Ni/Ni 1  Z(G/Ni 1), 8 1  i  r.
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Definic¸a˜o 1.2.1. Dado G um grupo, dizemos que G e´ nilpotente se G possui uma
se´rie central.
Vamos agora construir uma se´rie central, que sera´ u´til para verificarmos se um
dado grupo G e´ nilpotente.
Seja G um grupo. Definamos os subgrupos Zn(G) recursivamente da seguinte




1 = Z0(G)  Z1(G) = Z(G)  · · ·
e esta sequeˆncia ascendente de subgrupos e´ chamada se´rie central ascendente de
G. Observe que pela definic¸a˜o dos Zi(G), os mesmos sa˜o caracter´ısticos em G.
Note que, dado um grupo G, sempre podemos construir a se´rie central as-
cendente de G, mas na˜o necessariamente a se´rie alcanc¸a o grupo G. Pode-se
mostrar que quando isto acontecer, ou seja, quando existir um inteiro r > 1 tal
que Zr(G) = G, o grupo G sera´ nilpotente. Assim, G e´ nilpotente se, e somente
se, existe um inteiro r > 1 tal que Zr(G) = G.
Um grupo G e´ chamado de perfeito se G = G0. O lema a seguir e´ um fato
ba´sico sobre grupos perfeitos.
Lema 1.2.2 (de Gru¨n). Seja G um grupo perfeito, enta˜o G/Z(G) possui centro
trivial.
Demonstrac¸a˜o. De fato, consideremos Z(G) e Z2(G) os dois primeiros ter-
mos da se´rie central ascendente de G. Sabemos por definic¸a˜o que Z2(G) e´ o u´nico
subgrupo normal de G tal que
Z2(G)/Z(G) = Z(G/Z(G)). (1.2.1)
Vamos mostrar que Z(G) = Z2(G) e o resultado segue. Por um lado, como
vale (1.2.1), temos pela Proposic¸a˜o 1.1.2 item (v) que [Z2(G), G]  Z(G). Obser-
vemos que pelo Lema 1.1.4 item (i) tem-se [Z(G), G] = 1. Agora, considerando os
subgrupos [Z2(G), G,G] e [G,Z2(G), G], temos o seguinte
[Z2(G), G,G] = [[Z2(G), G], G]  [Z(G), G] = 1.
[G,Z2(G), G] = [[G,Z2(G)], G]  [Z(G), G] = 1.
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Enta˜o, aplicando o Lema 1.1.7, obtemos que [G,G,Z2(G)] = 1. Como G e´
perfeito, segue que [Z2(G), G] = 1. Logo, usando o Lema 1.1.4 item (i), tem-se
que Z2(G)  Z(G). Portanto, Z2(G) = Z(G), como desejado. ⇤
O resultado seguinte, devido a I. Schur, nos da´ informac¸o˜es sobre o subgrupo
derivado a partir do ı´ndice do centro de um grupo.
Teorema 1.2.3 (de Schur). [20, Theorem 4.12] Se G e´ um grupo cujo centro
possui ı´ndice finito n, enta˜o G0 e´ finito e (G0)n = 1.
Notamos que tambe´m vale uma versa˜o quantitativa do resultado anterior, afir-
mando que se [G : Z(G)] = n, enta˜o a ordem de G0 e´ limitada em termos de n
(veja [20, pa´g. 102]).
A pro´xima proposic¸a˜o nos fornece uma caracterizac¸a˜o dos subgrupos Zi(G),
dando-nos uma caracterizac¸a˜o alternativa dos elementos de Zi(G), que explica
melhor como estes elementos se portam com respeito ao fazer comutadores com
outros elementos em G. O resultado pode ser mostrado com um argumento indu-
tivo sobre n.
Proposic¸a˜o 1.2.4. Seja G um grupo. Para todo n > 1, temos que o n-e´simo
termo da se´rie central ascendente de G e´ dado por
Zn(G) = {x 2 G | [x, g1, . . . , gn] = 1, 8 g1, . . . , gn 2 G}.
E´ poss´ıvel mostrar que quando G e´ um grupo nilpotente, a se´rie central ascen-
dente e´ a se´rie de comprimento menor poss´ıvel entre todas as se´ries centrais de G.
Assim, podemos definir o conceito de classe de nilpoteˆncia de um grupo.
Seja G um grupo nilpotente. O menor natural r tal que Zr(G) = G e´ chamado
de classe de nilpoteˆncia de G.
Agora, vamos definir mais uma se´rie central que nos permite identificar se um
dado grupo e´ nilpotente.
Dado um grupo G, definamos os subgrupos  i(G) recursivamente da seguinte
forma:  1(G) = G e  i+1(G) = [ i(G), G], para i > 1. Assim, temos
G =  1(G) >  2(G) > · · ·
e esta sequeˆncia descendente de subgrupos e´ chamada se´rie central descendente de
G. Note que os subgrupos  i(G) sa˜o caracter´ısticos em G.
Pode-se mostrar que um grupo G e´ nilpotente se, e somente se, existe um
inteiro c tal que  c+1(G) = 1. E que as se´ries ascendente e descendente de um
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grupo nilpotente possuem o mesmo comprimento. Assim, o menor inteiro c tal
que  c+1(G) = 1, coincide com a classe de nilpoteˆncia de G.
O lema a seguir nos da´ uma caracterizac¸a˜o para os termos da se´rie central
descendente de um grupo quociente G/N , onde N  G.
Lema 1.2.5. Seja N um subgrupo normal de um grupo G. Enta˜o, temos que
 i(G/N) =  i(G)N/N , para todo i   1.
Notamos que a prova deste resultado consiste em um argumento indutivo sobre
i que usa o item (iii) da Proposic¸a˜o 1.1.2.





onde o subgrupo  i(G) e´ o i-e´simo termo da se´rie central descendente de G.
Se G e´ um grupo finito, enta˜o o subgrupo residual nilpotente de G e´ dado por
 1(G) =  n(G) para algum n suficientemente grande. Desta maneira, segue pelo
Lema 1.2.5 que
 1(G/N) =  1(G)N/N, (1.2.2)
para qualquer subgrupo normal N de G.
Lema 1.2.6. Sejam G um grupo finito e N um subgrupo normal de G. Se G/N
e´ nilpotente, enta˜o  1(G)  N .
Demonstrac¸a˜o. De fato, desde que G/N e´ um grupo nilpotente, segue que
existe um inteiro c tal que  c+1(G/N) = 1. Agora, pelo Lema 1.2.5, tem-se
 c+1(G/N) =  c+1(G)N/N = 1.
Logo, obtemos que  c+1(G)  N . Portanto,  1(G)  N . ⇤
Consequentemente, aplicando o Lema 1.2.6, conclu´ımos que
Lema 1.2.7. Se G e´ nilpotente, enta˜o  1(G) = 1.
Verifica-se facilmente que subgrupo de um grupo nilpotente e´ nilpotente e quo-
ciente de nilpotente e´ nilpotente.
SejaG um grupo eH um subgrupo deG. Lembramos queH e´ dito um subgrupo
maximal de G se H e´ pro´prio e sempre que existir K  G tal que H  K  G,
enta˜o ou H = K ou K = G. Vamos denota-lo por H max G.
O pro´ximo resultado nos da´ uma caracterizac¸a˜o para os grupos finitos nilpo-
tentes. A demonstrac¸a˜o pode ser vista em [15, Theorem 1.26].
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Teorema 1.2.8. Seja G um grupo finito. Sa˜o equivalentes as seguintes afirmac¸o˜es.
(i) G e´ nilpotente.
(ii) H < NG(H), para todo subgrupo pro´prio H < G.
(iii) Todo subgrupo maximal de G e´ normal.
(iv) Todo p-subgrupo de Sylow de G e´ normal.
(v) G e´ o produto direto de seus subgrupos de Sylow.
O teorema a seguir nos diz que o produto de dois subgrupos normais nilpotentes
e´ um subgrupo nilpotente e nos fornece informac¸o˜es sobre a classe de nilpoteˆncia
do produto em termos das classes de nilpoteˆncia dos dois fatores. A demonstrac¸a˜o
pode ser encontrada em [21, 5.2.8]
Teorema 1.2.9 (de Fitting). Sejam G um grupo, H e K subgrupos normais de
G. Se H e K sa˜o nilpotentes de classes de nilpoteˆncia c e d respectivamente, enta˜o
HK e´ nilpotente de classe de nilpoteˆncia no ma´ximo c+ d.
O resultado anterior nos motiva a definir um subgrupo muito relevante na
teoria de grupos nilpotentes.
Definic¸a˜o 1.2.10. Seja G um grupo, definimos o subgrupo de Fitting de G por
F (G) = hN | N ⇥G e N nilpotentei.
Note que se G e´ finito, enta˜o F (G) e´ nilpotente e e´ o u´nico maior subgrupo
normal nilpotente de G. E claramente F (G) e´ um subgrupo caracter´ıstico de G.
Se considerarmos a intersec¸a˜o de todos os subgrupos maximais em G obtemos
um importante subgrupo caracter´ıstico.





Se G na˜o possui subgrupos maximais, enta˜o  (G) = G.
Seja G um grupo. Um elemento g 2 G e´ dito um na˜o-gerador de G se sempre
que G = hX, gi, enta˜o G = hXi, onde X e´ um subconjunto de G. Pode-se mostrar
a seguinte caracterizac¸a˜o para o subgrupo de Frattini de um dado grupo G.
 (G) = {g 2 G | g e´ um na˜o-gerador de G}.
Seja p um primo. Lembremos que um grupo G e´ dito ser um p-grupo se para
todo g em G a ordem de g e´ uma poteˆncia de p. Se G e´ um grupo finito, enta˜o G
e´ um p-grupo se, e somente se, |G| = pn para algum n 2 N.
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O pro´ximo resultado descreve em detalhe o subgrupo de Frattini de um
p-grupo finito P e, como consequeˆncia, da´ uma propriedade interessante sobre
a cardinalidade dos conjuntos de geradores de P . Os detalhes da demonstrac¸a˜o
podem ser encontrados em [21, 5.3.2].
Teorema 1.2.12 (da Base de Burnside). Seja G um p-grupo finito. Enta˜o,
valem as seguintes afirmac¸o˜es.
(i)  (G) = G0Gp;
(ii) Se [G :  (G)] = pd, enta˜o dado X um subconjunto de geradores de G existe Y
subconjunto de X tal que G = hY i e |Y | = d.
Vamos lembrar a definic¸a˜o de outra classe importante de grupos.
Definic¸a˜o 1.2.13. Um grupo G e´ dito solu´vel se possui uma se´rie normal
1 = G0  G1  · · ·  Gr = G,
tal que cada quociente Gi/Gi 1 e´ abeliano para cada 1  i  r.
Assim como fizemos em grupos nilpotentes, vamos tambe´m aqui definir algumas
se´ries que nos ajudam a mostrar se um dado grupo G e´ solu´vel.
Dado um grupo G, definamos os subgrupos G(i) recursivamente da seguinte
forma: G(0) = G,G(1) = G0 = [G,G] e G(i+1) = [G(i), G(i)] para i > 1. Assim,
temos
G = G(0) > G(1) > · · ·
e esta sequeˆncia descendente de subgrupos e´ chamada se´rie derivada de G. Note
que os subgrupos G(i) sa˜o caracter´ısticos em G.
Pode-se mostrar que um grupo G e´ solu´vel se, e somente se, existe um inteiro
m > 1 tal que G(m) = 1. Ale´m disso, subgrupos, quocientes e extenso˜es de solu´veis
sa˜o tambe´m solu´veis. Em particular, como produto de subgrupos normais solu´veis
e´ um subgrupo normal solu´vel, para um grupo finito G podemos definir o radical
solu´vel de G, que sera´ denotado por R(G), como o u´nico maior subgrupo normal
solu´vel de G. Obviamente por definic¸a˜o R(G) e´ tambe´m caracter´ıstico em G.
Seja G um grupo solu´vel. Sendo a se´rie derivada de G a de comprimento menor
entre as se´ries normais descendentes de G com fatores abelianos que alcanc¸am 1,
podemos definir o menor inteiro m tal que G(m) = 1 como o comprimento derivado
de G.
Dizemos que um grupo G e´metabeliano se G e´ solu´vel de comprimento derivado
menor ou igual a 2. Assim, G e´ metabeliano se possui um subgrupo normal
abeliano cujo quociente e´ abeliano.
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Sabemos que todo grupo nilpotente e´ solu´vel, mas a rec´ıproca na˜o vale em
geral. O pro´ximo teorema nos da´ um interessante crite´rio de solubilidade. Os
detalhes da demonstrac¸a˜o podem ser vistos em [7, Satz III.5.1].
Teorema 1.2.14 (de Schmidt). Se todo subgrupo pro´prio de G e´ nilpotente,
enta˜o G e´ solu´vel.
Do Teorema de Schmidt obtemos uma observac¸a˜o que sera´ u´til ao longo do
nosso estudo.
Lema 1.2.15. Seja G um grupo finito. Se G e´ na˜o nilpotente, enta˜o G conte´m
um subgrupo solu´vel na˜o nilpotente.
Demonstrac¸a˜o. A prova sera´ feita por induc¸a˜o sobre a ordem de G. Se
|G| = 1, enta˜o o resultado e´ o´bvio. Suponhamos que |G| > 1 e que o resultado
seja va´lido para qualquer grupo de ordem estritamente menor que a ordem de G.
Se G e´ solu´vel e na˜o nilpotente, enta˜o o resultado segue considerando o pro´prio
G. Agora, suponhamos que G seja na˜o solu´vel. Como, por hipo´tese, G e´ na˜o
nilpotente segue pelo Teorema 1.2.14 que existe um subgrupo pro´prio H de G
que na˜o e´ nilpotente. Assim, aplicando a hipo´tese de induc¸a˜o a H, temos que H
conte´m um subgrupo solu´vel na˜o nilpotente e o resultado segue. ⇤
Dado G um grupo, um subgrupo S de G e´ dito subnormal se existem subgrupos
{Hi} de G tais que
S = H0 ⇥H1 ⇥ · · ·⇥Hr 1 ⇥Hr = G,
com r <1 e Hi ⇥Hi+1 para todo i > 0.
Falaremos agora de mais uma se´rie relevante no estudo de grupos solu´veis.
Seja G um grupo finito. Definamos os subgrupos Fn(G) recursivamente da
seguinte forma: F0(G) = 1 e para cada i > 1, Fi(G) e´ o u´nico subgrupo normal
em G tal que
Fi(G)/Fi 1(G) = F (G/Fi 1(G)).
Assim, temos
1 = F0(G)  F1(G) = F (G)  F2(G)  · · ·
Esta sequeˆncia ascendente de subgrupos e´ chamada se´rie de Fitting de G. Note
que para qualquer grupo solu´vel finito G, existe a se´rie de Fitting e a se´rie alcanc¸a
todo o grupo G. De fato, pode-se mostrar que G e´ solu´vel se, e somente se, existe
um inteiro n > 1 tal que Fn(G) = G. Em geral, para um grupo finito na˜o solu´vel
a se´rie de Fitting se estabiliza no radical solu´vel R(G).
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Dado G um grupo solu´vel finito, mostra-se que a se´rie de Fitting de G e´ a se´rie
de comprimento menor poss´ıvel entre as se´ries subnormais ascendentes de G com
fatores nilpotentes. Assim, podemos definir o conceito de altura de Fitting de G
como o menor inteiro n tal que Fn(G) = G e o denotamos por h(G).
Vejamos um lema sobre a altura de Fitting que sera´ usado posteriormente.
Lema 1.2.16. Seja G um grupo solu´vel finito na˜o trivial. Enta˜o,
h(G) = h(G/F (G)) + 1.
Demonstrac¸a˜o. Seja G = G/F (G) e suponhamos que h(G) = n. Assim,
temos que a se´rie de Fitting para G e´ dada por
1 = F0(G)  F1(G)  · · ·  Fn(G) = G.
Para cada 0  i  n, seja Fi(G) a imagem inversa de Fi(G) em G. Assim,
temos a seguinte se´rie para G
F (G) = F0(G)  F1(G)  · · ·  Fn(G) = G. (1.2.3)
Como





segue pelo terceiro teorema do isomorfismo que
Fi+1(G)/Fi(G) = F (G/Fi(G)) 8 0  i  n  1.
e como F (G) e´ nilpotente, temos que a se´rie (1.2.3) torna-se
1  F (G)  F1(G)  · · ·  Fn(G) = G,
que e´ uma se´rie de Fitting para G de comprimento n+ 1. Claramente, temos que
h(G) = n+ 1, pois caso contra´rio poder´ıamos construir uma se´rie de Fitting para
G de altura menor do que n que e´ um absurdo, e assim o resultado segue. ⇤
Notamos que o subgrupo de Fitting desenvolve um papel muito importante
no estudo da estrutura de um grupo finito solu´vel. Em particular, e´ importante
lembrar que se G e´ um grupo solu´vel finito, enta˜o Z(F (G)) = CG(F (G))  F (G).
Enta˜o, isto significa que podemos “representar” G mo´dulo Z(F (G)) como um
subgrupo de Aut(F (G)) e isso ajuda no estudo da estrutura de G (para mais
detalhes sobre isto veja [1, Sections 4 and 31]).
Em geral, se G e´ um grupo finito na˜o solu´vel, o subgrupo de Fitting na˜o possui
a propriedade de ser auto-centralizante, portanto e´ preciso definir outro subgrupo
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caracter´ıstico de G que desenvolve um papel semelhante, o subgrupo de Fitting
generalizado. Antes disso, vejamos algumas definic¸o˜es.
Um grupo finito G e´ dito ser quase simples se G/Z(G) e´ simples e G = G0. Um
subgrupo quase simples subnormal de G e´ chamado uma componente de G. Deno-
temos por Comp(G) o conjunto de todas as componentes de G e E(G) o subgrupo
gerado por Comp(G), isto e´, E(G) = hComp(G)i. Note que E(G) e´ o produto das
componentes de G e tambe´m e´ caracter´ıstico em G. Na literatura E(G) e´ as vezes
chamado “layer” de G. Um grupo G pode na˜o possuir componentes, por exemplo,
isto ocorre quando o mesmo e´ solu´vel, enta˜o E(G) = 1.
Veremos no pro´ximo resultado que as componentes de um grupo finito comu-
tam. A demonstrac¸a˜o deste fato pode ser encontrada em [15, Theorem 9.4].
Proposic¸a˜o 1.2.17. Sejam G um grupo finito e H e K componentes distintas de
G. Enta˜o, [H,K] = 1.
Desta maneira segue da Proposic¸a˜o 1.2.17 que as componentes de um grupo
finito normalizam-se e cada componente e´ normal em E(G).
Agora, estamos prontos para definir o subgrupo de Fitting generalizado de um
grupo finito G.
Definic¸a˜o 1.2.18. Seja G um grupo finito, o subgrupo de Fitting generalizado de
G e´ definido por
F ⇤(G) = F (G)E(G).
Veremos em seguida, que o subgrupo de Fitting generalizado tambe´m possui
a propriedade de ser auto-centralizante. A demonstrac¸a˜o deste teorema pode ser
vista em [15, Theorem 9.8 e Corollary 9.9].
Teorema 1.2.19. Para qualquer grupo finito G, tem-se:
(i) CG(F ⇤(G)) ✓ F ⇤(G);
(ii) F (G)  F ⇤(G) e a igualdade vale se, e so´ se, CG(F (G))  F (G).
Assim, vemos que o fato de F ⇤(G) ser auto-centralizante da´ uma “repre-
sentac¸a˜o” do grupo G mo´dulo Z(F ⇤(G)) como um subgrupo de Aut(F ⇤(G)) e
isso ajuda no estudo do grupo G (para mais detalhes sobre isto veja [1, Sections 4
and 31]).
Seja G um grupo. O expoente de G, que denotamos por exp(G), e´ o menor
inteiro positivo m tal que gm = 1 para todo g 2 G. Enta˜o, para cada grupo finito
G, temos por Lagrange, que exp(G) divide |G|, tambe´m para cada grupo G que
possui expoente tem-se que a ordem de cada elemento divide exp(G).
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Um fato conhecido relativo a altura de Fitting de um grupo solu´vel e´ o seguinte:
Teorema 1.2.20. Seja G um grupo solu´vel finito de expoente n. Enta˜o h(G) e´
limitada em termos de n.
Este resultado e´ considerado um corola´rio do trabalho de P. Hall e G. Higman
em [5].
Finalizamos esta sec¸a˜o lembrando um resultado central da teoria de Hall sobre
grupos solu´veis.
Sejam ⇡ um conjunto na˜o vazio de primos e ⇡0 o seu complementar, isto e´,
⇡0 = P\⇡, onde P e´ o conjunto de todos os primos. Dizemos que m 2 N e´ um
⇡-nu´mero se dado qualquer primo p que dividem temos que p 2 ⇡. Um elemento de
um grupo e´ chamado um ⇡-elemento se sua ordem e´ um ⇡-nu´mero. Analagomente
define-se ⇡0-nu´mero e ⇡0-elemento.
Definic¸a˜o 1.2.21. Sejam G um grupo finito e ⇡ um conjunto na˜o vazio de primos.
(i) Um subgrupo H de G e´ dito um ⇡-subgrupo de G se |H| e´ um ⇡-nu´mero.
(ii) Um subgrupo H de G e´ dito um ⇡-subgrupo de Hall de G se |H| e´ um
⇡-nu´mero e [G : H] e´ um ⇡0-nu´mero.
O pro´ximo teorema, devido a P. Hall, pode ser visto como uma generalizac¸a˜o
da teoria Sylow para grupos solu´veis, onde ao inve´s de considerarmos subgrupos de
Sylow consideramos ⇡-subgrupos de Hall. A demonstrac¸a˜o deste resultado pode
ser encontrada em [2, Theorem 2.1].
Teorema 1.2.22 (P. Hall). Seja G um grupo solu´vel finito. Enta˜o, as seguintes
afirmac¸o˜es valem:
(i) para todo ⇡ conjunto de primos, existe um ⇡-subgrupo de Hall de G;
(ii) seja ⇡ um conjunto de primos fixado. Enta˜o, todos os ⇡-subgrupos de Hall de
G sa˜o conjugados;
(iii) se H e´ um ⇡-subgrupo de G, para algum conjunto de primos ⇡, enta˜o existe
um ⇡-subgrupo de Hall K de G tal que H  K.
1.3. Ac¸a˜o de Grupos
Nesta sec¸a˜o falaremos de ac¸o˜es de grupos, em especial de ac¸a˜o coprima e res-
saltaremos suas principais propriedades.
Sejam G um grupo e ⌦ um conjunto na˜o vazio. Dizemos que G age sobre o
conjunto ⌦ quando para cada par (g, x) 2 G⇥⌦ existe um u´nico elemento xg 2 ⌦
satisfazendo as seguintes condic¸o˜es:
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(i) x1 = x 8 x 2 ⌦;
(ii) xgh = (xg)h 8 g, h 2 G e 8 x 2 ⌦.
Se um grupo G age sobre ⌦, dizemos que ⌦ e´ um G-espac¸o. Para cada g em G
definimos uma aplicac¸a˜o ⇢g : ⌦  ! ⌦ dada por ⇢g(x) = xg. Mostra-se que ⇢g e´ um
elemento do grupo Sym(⌦) de permutac¸o˜es de ⌦. Enta˜o, temos que a aplicac¸a˜o
⇢ : G  ! Sym(⌦) que leva g em ⇢g, e´ bem definida e e´ um homomorfismo. Assim,
Ker⇢ = CG(⌦) e´ o nu´cleo da ac¸a˜o de G sobre ⌦. Se Ker⇢ = 1, dizemos que a
ac¸a˜o e´ fiel ou que G age fielmente sobre ⌦. Neste caso, podemos pensar em G
como isomorfo a um grupo de permutac¸a˜o de ⌦.
Seja G um grupo e ⌦ um G-espac¸o. Para cada x 2 ⌦, a o´rbita de x, que
denotamos por O(x), e´ o subconjunto de ⌦ dado por
O(x) = {xg | g 2 G}.
E o estabilizador de x, que denotamos por Gx, e´ o subgrupo de G definido por
Gx = {g 2 G | xg = x}.
O resultado a seguir relaciona a o´rbita de um elemento em ⌦ com o seu esta-
bilizador. A prova deste resultado pode ser encontrada em [16, Theorem 4.9].
Teorema 1.3.1 (O´rbita-Estabilizador). Seja ⌦ um G-espac¸o e x 2 ⌦. Enta˜o,
|O(x)| = [G : Gx]. Se ale´m disso, G e´ finito temos que |O(x)| divide |G|.
Vamos agora considerar a ac¸a˜o de um grupo H sobre outro grupo N . Este
conceito sera´ muito usado no decorrer desta dissertac¸a˜o.
Sejam H e N grupos, dizemos que H age por automorfismos sobre N se
H age sobre N , como conjunto, e ale´m disso para cada h 2 H a aplicac¸a˜o
'h : N  ! N dada por n 7 ! 'h(n) := nh e´ um automorfismo de N , ou seja,
'h(xy) = 'h(x)'h(y) para todos x e y elementos de N . Assim, H age por automor-
fismos sobre N se N e´ um H-espac¸o e existe um homomorfismo  : H  ! Aut(N).
Observe que cada homomorfismo  : H  ! Aut(N) define uma ac¸a˜o por auto-
morfismos de H sobre N . Reciprocamente, uma ac¸a˜o por automorfismos de H
sobre N determina um homomorfismo de H em Aut(N).
Dado um grupo H que age por automorfismos sobre N , dizemos que a ac¸a˜o e´
coprima se (|H|, |N |) = 1.
Suponhamos que um grupo H age por automorfismos sobre um grupo N .
Enta˜o, existe um homomorfismo ' : H  ! Aut(N) definido por h 7 ! 'h. Assim,
podemos sempre construir um grupo, unicamente determinado por H,N e o ho-
momorfismo ', que e´ o produto semidireto de H e N , que denotamos por N oH.
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Notemos que o grupo G = N oH possui um subgrupo N0 normal isomorfo a N e
um subgrupo H0 isomorfo a H, tais que G = N0H0 e N0 \H0 = 1. Ale´m disso, a
ac¸a˜o por conjugac¸a˜o de h0 2 H0 sobre n0 2 N0 se identifica com a ac¸a˜o por auto-
morfismos de h 2 H sobre n 2 N , ou seja, temos que nh00 =  0('h(n)) =  0(hn),
onde  0 : N  ! N0 e´ o isomorfismo que identifica N com N0.
De modo particular, o grupo de automorfismos de um grupo G sera´ considerado
como um subgrupo do produto semidireto GoAut(G). Em geral, sempre que um
grupo A age por automorfismos em um grupo G, consideraremos A como um
subgrupo do produto semidireto Go A.
Dados G um grupo e ' 2 A que age por automorfismos sobre G, definimos o
subgrupo dos pontos fixos de ' em G por
CG(') = {g 2 G | g' = g}.
Em particular, podemos ver o subgrupo comutador [G,'] da seguinte maneira
[G,'] = hg 1g' | g 2 Gi. Mais geralmente, temos que [G,A] pode ser visto como
[G,A] = h[G,'] | ' 2 Ai.
Sejam G um grupo e ' 2 A. Dizemos que um subgrupo H de G e´ '-invariante
se ' 2 NGoA(H), ou de modo equivalente se [H,']  H. Observe que se H
e´ um subgrupo A-invariante de G o A, enta˜o CG(H) e´ A-invariante tambe´m.
Em particular, se G e´ um grupo e ' 2 Aut(G), enta˜o, CG('n) e´ um subgrupo
'-invariante. Pois, note que CG('n) = CG(h'ni) e claramente h'ni e´ um subgrupo
'-invariante.
Sejam G um grupo, ' 2 Aut(G) e N um subgrupo normal e '-invariante de G.
Enta˜o, podemos considerar a aplicac¸a˜o ' do grupo quociente G/N , induzida por ',
definida por (Ng)' = Ng'. Como N e´ '-invariante, temos que ' esta´ bem definida
e claramente e´ um automorfismo de G/N , chamado de automorfismo induzido de
G/N . Observemos que a ordem de ' divide a ordem de '. E´ importante observar
que em geral temos CG(')N/N  CG/N('), mas nem sempre temos a igualdade,
ou seja poder´ıamos ter que a imagem inversa de um ponto fixo de ' pode na˜o ser
um ponto fixo de '. Vejamos agora um resultado muito u´til que diz que isto nunca
acontece se considerarmos uma ac¸a˜o coprima. A prova deste resultado pode ser
vista em [11, Lemma 2.11].
Lema 1.3.2. Sejam ' um automorfismo de ordem n de um grupo finito G e N
um subgrupo normal '-invariante de G tal que (|N |, |'|) = 1. Enta˜o
CG/N(') = CG(')N/N.
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Faremos um abuso de notac¸a˜o indicando ' por apenas '.
O teorema a seguir, conhecido como Teorema de Maschke, sera´ usado no
pro´ximo resultado. A sua demonstrac¸a˜o pode ser encontrada em [21, 8.1.2 pa´g
216].
Teorema 1.3.3 (de Maschke). Sejam G um grupo finito, F um corpo cuja
caracter´ıstica na˜o divide a ordem de G e V um FG-mo´dulo. Se U e´ um FG-
submo´dulo de V , enta˜o existe um FG-submo´dulo W de V tal que V = U  W .
Notamos que usando o Teorema de Maschke e´ poss´ıvel provar o seguinte resul-
tado.
Teorema 1.3.4. Seja G um grupo finito que age por automorfismos sobre um
grupo abeliano U tal que (|G|, |U |) = 1. Enta˜o cada somando direto G-invariante
de U possui um complemento direto G-invariante, isto e´, se U = V   T , com V
um subgrupo G-invariante, enta˜o existe um subgrupo G-invariante W de U tal que
U = V  W .
Reunimos no enunciado a seguir, alguns resultados relativos a ac¸a˜o coprima
que sera˜o bastante utilizados ao longo desta dissertac¸a˜o.
Corola´rio 1.3.5. Seja G um grupo finito e ' um automorfismo de G tal que
(|G|, |'|) = 1. Enta˜o, as seguintes afirmac¸o˜es valem:
(i) G = CG(')[G,'];
(ii) [G,'] = [[G,'],'];
(iii) se G e´ abeliano, enta˜o (usando notac¸a˜o aditiva) temos que
G = CG(')  [G,'].
Demonstrac¸a˜o. Vamos mostrar o item (i). Por hipo´tese, temos que ' age
por automorfismos sobre G e esta ac¸a˜o e´ coprima. Agora, note que g' = g[g,']
para qualquer g 2 G. Vejamos que ' age trivialmente sobre G/[G,']. De
fato, fazendo N = [G,'], observe que N e´ um subgrupo normal '-invariante
de G. Assim, podemos considerar o automorfismo induzido de ' em G/N . Da´ı,
usando que g' = g[g,'], temos (gN)' = g'N = g[g,']N = gN , para qual-
quer g 2 G. Logo, ' age trivialmente sobre G/[G,'], como quer´ıamos. Isto
implica que CG/N(') = G/N . Enta˜o, aplicando o Lema 1.3.2, obtemos que
G/N = CG(')N/N . Portanto, conclu´ımos que G = CG(')[G,'], como desejado.
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Vejamos o item (ii). De fato, aplicando o item (i) deste corola´rio e usando
propriedade de comutadores, obtemos
[G,'] = [CG(')[G,'],'] = h[↵,'] | ↵ 2 CG(')[G,']i
= h[a,']b[b,'] | a 2 CG('), b 2 [G,']i
Como [CG('),'] = 1, segue que
[G,'] = h[b,'] | b 2 [G,']i = [[G,'],'],
como desejado.
Por fim, vejamos o item (iii). Vamos usar a notac¸a˜o aditiva. Sabendo que
CG(') e´ '-invariante e que G e´ um grupo abeliano, segue pelo Teorema 1.3.4 que
existe um subgrupo U '-invariante de G tal que G = CG(')   U . Assim, por U
ser um complemento direto '-invariante de CG('), temos que CU(') = 0. Agora,
aplicando o item (i) deste corola´rio, em U , obtemos que U = [U,']. Enta˜o, temos
[G,'] = [CG(')  U,'] = [CG('),']  [U,'] = U.
Logo, conclu´ımos que G = CG(')  U = CG(')  [G,'], como desejado. ⇤
Conclu´ımos esta sec¸a˜o dedicada a ac¸a˜o coprima com um resultado muito u´til
relativo a automorfismos coprimos e quociente de um grupo G pelo subgrupo de
Frattini  (G).
Teorema 1.3.6. Sejam G um grupo finito e ↵ um automorfismo de G tal que a
ordem de ↵ e´ coprima com | (G)|. Se g↵ (G) = g (G) para todo g 2 G, ou seja,
↵ age como o automorfismo ideˆntico em G/ (G), enta˜o ↵ = 1.
A prova deste resultado pode ser encontrada em [7, Satz III.3.18].
2
Condic¸o˜es de Tipo-Engel
Neste cap´ıtulo definiremos os conceitos de grupo localmente nilpotente e grupo
Engel. Veremos algumas propriedades relacionadas com condic¸o˜es de Engel e
tambe´m vamos definir duas importantes famı´lias de subgrupos que sera˜o funda-
mentais nesta dissertac¸a˜o.
Vamos primeiramente definir o conceito de grupo localmente nilpotente.
Definic¸a˜o 2.0.7. Um grupo G e´ dito localmente nilpotente se todo subgrupo
finitamente gerado de G e´ nilpotente.
Pode-se mostrar que subgrupos e quocientes de um grupo localmente nilpo-
tente sa˜o localmente nilpotente. Claramente todo grupo nilpotente e´ localmente
nilpotente. Mas existem grupos localmente nilpotentes que na˜o precisam ser nilpo-
tentes como, por exemplo, o grupo diedral generalizado, isto e´, AoC2, onde A e´ o
grupo abeliano Z21 , ou seja, o 2-grupo de Pru¨fer, C2 e´ um grupo c´ıclico de ordem
2 e o gerador de C2 age sobre A levando qualquer elemento em seu inverso. Note
que G = Z21 oC2 na˜o e´ nilpotente, ja´ que a classe de nilpoteˆncia dele coincidiria
com o comprimento da se´rie de Frattini de Z21 , ou seja, a se´rie descendente de
Z21 definida a cada passo considerando o subgrupo de Frattini do termo anterior.
Mas, claramente esta se´rie na˜o existe para Z21 uma vez que  (Z21) = Z21 . Por
outro lado, observe que G e´ localmente nilpotente. De fato, temos que Z21 e C2
sa˜o abelianos e qualquer subgrupo pro´prio de Z21 e´ finito. Ale´m disso se K e´ um
subgrupo de G tal que K * Z21 , enta˜o K possui um elemento g 62 Z21 . Portanto,
temos que g e´ um elemento de ordem 2 e podemos pensar G como Z21 o hgi.
Assim, K = (Z21 \ K) o hgi, logo K e´ isomorfo ao grupo diedral generalizado
constru´ıdo a partir de Z21 \K e portanto e´ nilpotente.
18
2. CONDIC¸O˜ES DE TIPO-ENGEL 19
A seguir vamos dar a definic¸a˜o de elemento Engel em um grupoG que generaliza
o conceito de localmente nilpotente.
Definic¸a˜o 2.0.8. Seja G um grupo. Um elemento g em G e´ chamado elemento
Engel (a` esquerda) se para todo x em G existe um inteiro positivo n = n(x, g),
que depende possivelmente de x e g, tal que
[x, g, . . . , g| {z }
n
] = 1.
De modo ana´logo podemos definir elemento Engel a` direita. Nesta dissertac¸a˜o
vamos considerar elementos Engel a` esquerda em um grupo G e os chamaremos
apenas de elementos Engel.
Vejamos agora uma versa˜o quantitativa do conceito de elemento Engel que e´ a
definic¸a˜o de elemento n-Engel.
Definic¸a˜o 2.0.9. Seja G um grupo. Um elemento g em G e´ chamado elemento
n-Engel (a` esquerda) se para todo x em G existe um inteiro positivo n = n(g), o
mesmo inteiro para todo x 2 G, tal que
[x, g, . . . , g| {z }
n
] = 1.
Novamente, de modo ana´logo podemos definir elemento n-Engel a` direita.
Nesta dissertac¸a˜o consideraremos elementos n-Engel a` esquerda e os chamaremos
apenas de elementos n-Engel.
A seguir vamos definir grupos onde todos os elementos sa˜o Engel e n-Engel.
Definic¸a˜o 2.0.10. Seja G um grupo.
(i) Dizemos que G e´ um grupo Engel, se todos os elementos de G sa˜o Engel.
(ii) G e´ dito um grupo n-Engel se todos os seus elementos sa˜o n-Engel para
um mesmo inteiro n.
E´ fa´cil ver que grupos n-Engel implicam em grupos Engel.
A pro´xima proposic¸a˜o nos mostra que um grupo localmente nilpotente precisa
ser Engel.
Proposic¸a˜o 2.0.11. Se G e´ um grupo localmente nilpotente, enta˜o G e´ um grupo
Engel.
Demonstrac¸a˜o. Dados x e g elementos de G, consideremos N = hx, gi o
subgrupo gerado por esses elementos. Como G e´ localmente nilpotente segue que
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N e´ nilpotente. Desta maneira, existe um inteiro n = n(x, g), tal que  n+1(N) = 1.
Em particular, temos que
[x, g, . . . , g| {z }
n
] = 1. (2.0.1)
Note que podemos repetir este argumento e obter (2.0.1) para qualquer par x
e g de elementos de G. Portanto, conclu´ımos que G e´ um grupo Engel. ⇤
Observemos que existem grupos Engel que na˜o precisam ser localmente nil-
potentes, como exemplo, podemos considerar os grupos descritos por Golod (veja
[8, 18.3.2 Example]): para cada d > 2 existe um grupo Gd que e´ d-gerado e na˜o
nilpotente tal que todos os seus subgrupos (d  1)-gerados sa˜o nilpotentes. Nota-
mos ale´m disso, que cada um desses grupos e´ um p-grupo infinito e residualmente
finito (para a definic¸a˜o de grupo residualmente finito veja Cap. 4, Sec¸a˜o 5).
Em contraposic¸a˜o com isto veremos que para grupos profinitos, que sera˜o in-
troduzidos no Cap´ıtulo 4, vale um resultado importante que da´ equivaleˆncia entre
as duas propriedades de ser localmente nilpotente e de ser grupo Engel.
O teorema a seguir, devido a Zorn, caracteriza grupos finitos que sa˜o Engel. A
demonstrac¸a˜o deste resultado pode ser encontrada em [21, 12.3.4].
Teorema 2.0.12 (de Zorn). Um grupo finito Engel e´ nilpotente.
Veremos que um dos resultados principais de [13], analisados nesta dissertac¸a˜o,
pode ser considerado uma generalizac¸a˜o do Teorema de Zorn.
O pro´ximo resultado, devido a Baer, nos da´ uma importante informac¸a˜o sobre
os elementos Engel de um grupo finito. Os detalhes da prova podem ser vistos em
[7, Satz III.6.15].
Teorema 2.0.13 (de Baer). Seja G um grupo finito. Se x e´ um elemento Engel
de G, enta˜o x pertence ao subgrupo de Fitting de G.
Em [14] E. I. Khukhro e P. Shumyatsky introduziram a seguinte famı´lia de
subgrupos para obter generalizac¸o˜es do Teorema de Baer.
Definic¸a˜o 2.0.14. Sejam G um grupo e g um elemento de G. Para um inteiro
positivo n definimos o subgrupo En(g) de G por
En(g) = h[x, g, . . . , g| {z }
n
] | x 2 Gi,
ou seja, o subgrupo gerado por todos os comutadores da forma [x, g, . . . , g| {z }
n
], onde
x varia em G e o g fixado e´ repetido n vezes.
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Obviamente, pelo Teorema de Baer, se g 2 G e´ tal que En(g) = 1, enta˜o g
pertence ao subgrupo de Fitting de G.
Notemos que o subgrupo En(g) na˜o e´ um subgrupo subnormal de G. O in-
teressante e´ que estes subgrupos sa˜o u´teis para “medir” quanto um determinado
elemento g esteja longe de ser n-Engel no grupo.
Para o caso particular de um grupo finito, os mesmos autores tambe´m intro-
duziram a seguinte definic¸a˜o.
Definic¸a˜o 2.0.15. Sejam G um grupo finito e g um elemento de G, definimos o





Vejamos a seguir alguns fatos relacionados a esses subgrupos e que sera˜o am-
plamente utilizados ao longo desta dissertac¸a˜o.
Antes disso, lembremos que uma sec¸a˜o de um grupo G e´ um grupo quociente
M/N tal queM e N sa˜o subgrupos arbitra´rios de G com a propriedade que N⇥M .
Uma sec¸a˜o de G e´ dita normal se ambos os subgrupos M e N sa˜o normais em G.
Proposic¸a˜o 2.0.16. Sejam G um grupo e g um elemento de G. As seguintes
afirmac¸o˜es valem:
(i) seja N um subgrupo normal de G. Enta˜o, En(g) = En(g), onde as barras re-
presentam as imagens no quociente G/N ;
(ii) sejam H  G e g 2 H. Enta˜o para todo inteiro positivo n, temos que o
subgrupo En(g) constru´ıdo com respeito a H esta´ contido no subgrupo En(g) cons-
tru´ıdo com respeito a G;
(iii) seja G um grupo finito e suponha que exista um inteiro positivo m tal que
|E(g)|  m para todo g em G. Enta˜o, temos que esta condic¸a˜o e´ herdada por
qualquer sec¸a˜o de G;
(iv) seja G um grupo e suponha que para todo g em G exista um inteiro positivo
n = n(g) tal que En(g) e´ finito. Enta˜o, temos que esta condic¸a˜o e´ tambe´m va´lida
para qualquer sec¸a˜o de G.
Demonstrac¸a˜o. Vamos mostrar o item (i). Consideremos o epimorfismo
canoˆnico de G em G/N . Vejamos que En(g) = En(g). De fato, seja u 2 En(g),
enta˜o u = aN para algum a 2 En(g). Da´ı, temos que
a = [x1, g, . . . , g| {z }
n
]"1 · · · [xm, g, . . . , g| {z }
n
]"m ,
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com xi 2 G e "i = {±1}. Enta˜o, substituindo tem-se
u = [x1, g, . . . , g| {z }
n
]"1N · · · [xm, g, . . . , g| {z }
n
]"mN,
e portanto, segue que u 2 En(g). Por outro lado, seja u 2 En(g), enta˜o temos que
u = [x1, g, . . . , g| {z }
n
]"1 · · · [xm, g, . . . , g| {z }
n
]"m
= ([x1, g, . . . , g| {z }
n
]"1 · · · [xm, g, . . . , g| {z }
n
]"m)N
onde cada xi 2 G e "i = {±1}. Assim, fazendo
a = [x1, g, . . . , g| {z }
n
]"1 · · · [xm, g, . . . , g| {z }
n
]"m ,
obtemos que a 2 En(g). Logo, u = aN e assim u 2 En(g). Portanto, segue que
En(g) = En(g), como quer´ıamos.
Para cada inteiro n, denotemos por En,H(g) = h[x, g, . . . , g| {z }
n
] | x 2 Hi o subgrupo
constru´ıdo para H e En,G(g) = h[u, g, . . . , g| {z }
n
] | u 2 Gi o subgrupo constru´ıdo para
G. Dado a = [x, g, . . . , g| {z }
n
] um qualquer gerador de En,H(g), como x 2 H e´ um
elemento de G, obviamente a e´ tambe´m um gerador de En,G(g). E isto implica
que En,H(g)  En,G(g), provando o item (ii).
Mostraremos o item (iii). Seja M = M/N , onde N ⇥ M  G, uma qual-
quer sec¸a˜o de G e denotemos por EM(g) =
T1
n=1En,M(g). Vamos mostrar que
|EM(g)|  m para todo g 2M . De fato, por hipo´tese temos que |E(g)|  m para
todo g 2 G. ComoM  G, segue em particular, que |E(g)|  m para todo g 2M .
Por outro lado, para todo g 2 M temos, pelo item (ii) desta proposic¸a˜o, que





Logo, obtemos que EM(g)  E(g), onde EM(g) =
T1
n=1En,M(g). Portanto, segue
que |EM(g)|  |E(g)|  m, para todo g 2 M . Agora, vejamos que |EM(g)|  m
para todo g 2 M . Consideremos o epimorfismo canoˆnico de M em M . Note pri-
meiramente que para todo g 2 M temos EM(g) = EM(g). Com efeito, usando o
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Observe que a terceira igualdade vale, pela definic¸a˜o dos subgrupos En(g) e pelo
fato do grupo ser finito.







Assim, por Lagrange segue que |EM(g)| divide |EM(g)|. O que implica em
|EM(g)|  |EM(g)|. Enta˜o, tem-se |EM(g)|  m, para todo g 2 M , como
quer´ıamos.
Seja agora H  G, enta˜o pelo item (ii) desta proposic¸a˜o, temos que En,H(g)
e´ finito para todo g 2 H. Vejamos que En(g) e´ finito para todo g 2 H/K onde
H e K sa˜o subgrupos quaisquer de G e K ⇥ H. Com efeito, consideremos o
epimorfismo canoˆnico de H em H/K. Pelo item (ii) desta proposic¸a˜o, tem-se
En,H(g) = En,H(g). Desta maneira, usando o segundo teorema do isomorfismo
obtemos
En,H(g) = En,H(g)K/K ⇠= En,H(g)/(K \ En,H(g)).
Assim, uma vez que En,H(g) e´ finito, segue que En,H(g) e´ finito e portanto
tem-se que En,H(g) e´ finito, para todo g 2 H/K. Isto prova o item (iv) e conclui
a prova. ⇤
3
Grupos Finitos Quase Engel
Neste cap´ıtulo vamos demonstrar o Teorema B, o resultado principal, do artigo
de E. I. Khukhro e P. Shumyatsky [13], relacionado a grupos finitos. Para isto, na
primeira sec¸a˜o apresentamos alguns resultados preparato´rios que nos servira˜o de
base para a demonstrac¸a˜o do mesmo e na segunda sec¸a˜o veremos os detalhes da
prova do Teorema B.
3.1. Resultados Preparato´rios
O lema a seguir nos fornece informac¸o˜es sobre o residual nilpotente de um
grupo finito com altura de Fitting igual a 2.
Lema 3.1.1. [12, Lemma 10] Se G e´ um grupo finito com altura de Fitting




[Fq, Gq0 ], (3.1.1)
onde Fq e´ o q-subgrupo de Sylow de F (G) e Gq0 e´ um q0-subgrupo de Hall de G.
Demonstrac¸a˜o. Como G possui altura de Fitting 2, temos que G e´ solu´vel.
Logo, segue que os subgrupos comutadores [Fq, Gq0 ] na˜o dependem da escolha do
q0-subgrupo de Hall, pois pelo Teorema 1.2.22 item (ii), temos que os q0-subgrupos
de Hall de G sa˜o conjugados. Assim, o produto em (3.1.1) esta´ bem definido.
Note que [Fq, Gq0 ] e´ normal em G para todo primo q e disto segue que
Q
q[Fq, Gq0 ]
tambe´m e´ normal em G.
Sejam q um primo qualquer e Gq um q-subgrupo de Sylow de G. Observemos
que G = Gq0Gq. Pois, como Gq0 e´ um q0-subgrupo de Hall de G temos que o
ı´ndice [G : Gq0 ] e´ uma poteˆncia de q e sendo Gq um q-subgrupo de Sylow de G,
segue que ([G : Gq0 ], [G : Gq]) = 1. Assim, como G e´ finito, conclu´ımos que
24
3.1. RESULTADOS PREPARATO´RIOS 25
G = Gq0Gq. Agora, consideremos o epimorfismo canoˆnico de G em G/[Fq, Gq0 ].
Vejamos que o grupo G/[Fq, Gq0 ] age sobre Fq como a imagem de Gq no quociente.
Com efeito, uma vez que estamos considerando o quociente G/[Fq, Gq0 ], podemos
assumir que [Fq, Gq0 ] = 1. Desta maneira, segue que Gq0 age trivialmente sobre Fq.
Assim, usando o fato que G = Gq0Gq temos o que queremos. Disto resulta que o
grupo G/
Q




Por outro lado, como a ac¸a˜o de Gq0 sobre Fq e´ coprima, segue do Corola´rio
1.3.5 item (ii), que [Fq, Gq0 ] = [[Fq, Gq0 ], Gq0 ]. Agora, usando esta observac¸a˜o e
argumentando por induc¸a˜o sobre i > 1, e´ fa´cil mostrar que [Fq, Gq0 ]   i(G).
Consequentemente, temos [Fq, Gq0 ]   1(G), para todo q. Isto implica queQ
q[Fq, Gq0 ]   1(G). Portanto, conclu´ımos que a igualdade em (3.1.1) vale, como
quer´ıamos. ⇤
Vejamos agora como se relaciona o subgrupo E(g) com alguns particulares
subgrupos comutadores.
Lema 3.1.2. Se P e´ um p-subgrupo finito de um grupo G e g e´ um p0-elemento
de G que normaliza P , enta˜o [P, g]  E(g).
Demonstrac¸a˜o. O Teorema 1.2.12 implica que V = [P, g]/ ([P, g]) e´ um
p-grupo abeliano elementar finito. Observe que hgi age sobre V e esta ac¸a˜o e´
coprima. Agora, vejamos que V = [V, g]. Com efeito, claramente tem-se que
[V, g]  V . Por um lado, seja v 2 V , enta˜o v = uN com u 2 [P, g]. Como a
ac¸a˜o e´ coprima, tem-se pelo Corola´rio 1.3.5 item (ii) que [P, g] = [P, g, g] e isto
implica que V = [V, g]. Por outro lado, como V e´ abeliano segue pelo Corola´rio
1.3.5 item (iii) que V = CV (g)   [V, g], mas sabendo que V = [V, g] conclu´ımos
que CV (g) = 1.
Agora, vamos verificar que V = {[v, g] | v 2 V }. Com efeito, claramente
{[v, g] | v 2 V }  V . Por outro lado, seja v 2 V = [V, g], enta˜o
v = [v1, g]
"1 · · · [vn, g]"n ,
onde vi 2 V e "i = {±1}. Uma vez que V e´ abeliano e usando as propriedades de
comutadores listadas na Proposic¸a˜o 1.1.1 podemos escrever v = [w, g] para algum
w 2 V , logo tem-se v 2 [V, g]. Portanto, V = {[v, g] | v 2 V }, como desejado.
Disto segue, usando va´rias vezes a mesma observac¸a˜o que
V = {[v, g, . . . , g| {z }
n
] | v 2 V },
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para qualquer n. Desta maneira, conclu´ımos que V  En(g) para todo n, e em
particular que V  E(g). Da´ı, para todo v 2 V , temos que v = x ([P, g]) com
x 2 [P, g], mas v e´ tambe´m um elemento de E(g). Isto implica x 2 E(g) ([P, g]).
Portanto, conclu´ımos que [P, g]  E(g) ([P, g]). E consequentemente, lembrando
que  ([P, g]) consiste de todos os na˜o geradores de [P, g], obtemos [P, g]  E(g),
como quer´ıamos. ⇤
Antes de apresentarmos o pro´ximo lema, precisamos introduzir um conceito
que sera´ utilizado ao longo desta dissertac¸a˜o.
Dados a e b paraˆmetros. Dizemos que um nu´mero k e´ (a, b)-limitado se k e´
limitado superiormente por uma func¸a˜o que depende apenas de a e b.
Lema 3.1.3. Sejam V um q-grupo abeliano elementar e U um q0-grupo de auto-
morfismos de V . Se |[V, u]|  m para cada u 2 U , enta˜o |[V, U ]| e´ m-limitada, e
portanto |U | e´ tambe´m m-limitada.
Demonstrac¸a˜o. Suponhamos primeiramente que U seja abeliano. Consi-
deremos V como um FqU -mo´dulo, pois V e´ um q-grupo abeliano elementar e
U age por automorfismos sobre V . Observe que a ac¸a˜o de U sobre V e´ co-
prima. Escolhamos u1 2 U tal que [V, u1] 6= 0. Uma vez que V e´ um grupo
abeliano, segue pelo Corola´rio 1.3.5 item (iii), que V = [V, u1]   CV (u1), onde
[V, u1] e CV (u1) sa˜o hu1i-invariantes. Agora, como que U e´ abeliano obtemos
que [V, u1] e CV (u1) sa˜o U -invariantes. Notamos que se CU([V, u1]) = 1, enta˜o
sendo NU([V, u1]) = U e usando o Lema 1.1.5, deduzimos que U e´ isomorfo a
um subgrupo de Aut([V, u1]). Desde que |[V, u1]|  m segue que |Aut([V, u1])| e´
m-limitada. Portanto, |U | tambe´m e´ m-limitada e consequentemente temos que
[V, U ] possui ordem m-limitada, uma vez que, por hipo´tese, |[V, u]|  m para
cada u 2 U e temos uma quantidade de fatores |U | que e´ m-limitada. Caso
contra´rio, existe u2 2 CU([V, u1]) com u2 6= 1. Enta˜o, podemos aplicar nova-
mente o mesmo racioc´ınio e temos que V = [V, u1]   [V, u2]   CV (hu1, u2i). Por
um lado lembremos que V = [V, u1]   CV (u1). Por outro lado, note que CV (u1)
e´ hu2i-invariante. Assim, podemos considerar que hu2i age por automorfismos
sobre CV (u1) e esta ac¸a˜o e´ coprima. Assim, tem-se pelo Corola´rio 1.3.5 item
(iii) que CV (u1) = [CV (u1), u2]   CCV (u1)(u2), onde [CV (u1), u2] e CCV (u1)(u2) sa˜o
hu2i-invariantes. Desta maneira obtemos
V = [V, u1]  [CV (u1), u2]  CCV (u1)(u2).
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Agora, observemos que [CV (u1), u2] = [V, u2]. De fato, como u2 2 CU([V, u1]),
temos que [V, u1]  CV (u2). Enta˜o, disto segue que
[V, u2] = [[V, u1], u2]  [CV (u1), u2] = [CV (u1), u2].
Enta˜o, usando as definic¸o˜es podemos concluir que CCV (u1)(u2) = CV (hu1, u2i).
Portanto, tem-se
V = [V, u1]  [V, u2]  CV (hu1, u2i).
De novo se CU([V, u1]   [V, u2]) = 1, enta˜o da mesma forma como fizemos
anteriormente, conclu´ımos que |U | e´ m-limitada e assim, |[V, U ]| tambe´m e´ m-
limitada. Caso contra´rio, existe u3 2 CU([V, u1]  [V, u2]) com u3 6= 1. E de modo
semelhante ao que fizemos anteriormente, temos
V = [V, u1]  [V, u2]  [V, u3]  CV (hu1, u2, u3i).
E assim, por diante. Se CU([V, u1]   · · ·   [V, uk]) = 1 depois de um nu´mero
k de passos, para algum inteiro k m-limitado, tem-se |Aut([V, u1]  · · ·  [V, uk])|
e´ m-limitada e usando o Lema 1.1.5 vamos concluir novamente que |U | tambe´m
e´ m-limitada. Caso contra´rio, se tive´ssemos um nu´mero de passos na˜o limitado
em termos de m enta˜o considerando o elemento w = u1u2 · · · uk ter´ıamos que
[[V, ui], w] = [V, ui] 6= 0. Disto segue que [V,w] = [V, u1]  · · ·  [V, uk] teria ordem
maior que m, uma vez que k na˜o e´ m-limitado, mas isto e´ um absurdo, pois por
hipo´tese, |[V, u]|  m para todo u 2 U . Portanto o resultado vale no caso em que
U e´ abeliano.
Vamos considerar o caso geral. Como cada elemento u 2 U age fielmente
sobre [V, u], temos que o expoente de U e´ m-limitado. Se P e´ um p-subgrupo
de U , consideremos M um subgrupo normal abeliano maximal de P . Por M
ser abeliano temos pelo caso abeliano que |[V,M ]| e´ m-limitada, enta˜o obtemos
que |Aut([V,M ])| tambe´m e´ m-limitada. Agora, desde que M age fielmente sobre
[V,M ], do Lema 1.1.5 segue queM e´ isomorfo a um subgrupo de Aut([V,M ]). Da´ı,
resulta que |M | e´ m-limitada. Por como M foi definido, temos que CP (M) =M e
como NP (M) = P , novamente pelo Lema 1.1.5 temos que P/M e´ isomorfo a um
subgrupo de Aut(M). Disto resulta que |P/M | e´ m-limitada e sabendo que |M |
e´ m-limitada, obtemos que |P | tambe´m e´ m-limitada. Por outro lado, como |U |
possui somente uma quantidade m-limitada de divisores primos, obtemos que |U |
e´ m-limitada. Assim, como [V, U ] =
P
u2U [V, u] e sabendo que, por hipo´tese, cada
|[V, u]|  m para todo u 2 U e que |U | e´ m-limitada, conclu´ımos que |[V, U ]| e´
tambe´m m-limitada. Desta maneira, o resultado segue. ⇤
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O pro´ximo resultado sera´ uma informac¸a˜o muito relevante ao longo da demons-
trac¸a˜o do Teorema B (veja Teorema 3.2.1).
Lema 3.1.4. Se G e´ um grupo finito tal que |E(g)|  m para todo g 2 G, enta˜o
G/F (G) possui expoente m-limitado.
Demonstrac¸a˜o. Observemos primeiramente que para cada g em G, o sub-
grupo E(gk) e´ g-invariante para qualquer inteiro positivo k. Para isto, vejamos que
(E(gk))g  E(gk). De fato, sejam k um qualquer inteiro positivo e ag 2 (E(gk))g,
com a 2 E(gk). Assim, a 2 En(gk) para todo n > 1. Da´ı, temos para todo n > 1
a = [x1, g
k, . . . , gk| {z }
n
]"1 · · · [xl, gk, . . . , gk| {z }
n
]"l ,
com xi 2 G e "i = {±1}. Enta˜o, conjugando a por g obtemos
ag = [y1, g
k, . . . , gk| {z }
n
]"1 · · · [yl, gk, . . . , gk| {z }
n
]"l ,
onde yi 2 G e "i = {±1}. Logo, ag 2 En(gk) para todo n > 1. Portanto,
ag 2 E(gk) e afirmac¸a˜o segue. Consideremos o conjunto U de todos os grupos de
ordem no ma´ximo m. Observemos que U e´ na˜o vazio, pois por hipo´tese, E(g) esta´
em U , para todo g 2 G. Denotamos k = max{exp(Aut(H)) | H 2 U}. Note que
se H 2 U enta˜o |H|  m, portanto |Aut(H)| e´ m-limitada e logo exp(Aut(H)) e´
m-limitado. Consequentemente, k e´ tambe´m m-limitado. Enta˜o como E(gk) 2 U ,
temos que exp(Aut(E(gk)))  k e isso implica que gk age trivialmente sobre E(gk).
Assim, conclu´ımos que [E(gk), gk] = 1. Em particular, temos que gk e´ um elemento
Engel de G. Pois, por G ser finito, temos que existe um inteiro n suficientemente
grande tal que E(gk) = En(gk). Agora, considerando um gerador qualquer de
E(gk), isto e´, um elemento da forma [x, gk · · · gk| {z }
n
], com x um elemento qualquer de
G e lembrando que [E(gk), gk] = 1 obtemos
[[x, gk · · · gk| {z }
n
], gk] = [x, gk · · · gk| {z }
n+1
] = 1.
Desta maneira, conclu´ımos que gk e´ um elemento Engel de G. Portanto, do
Teorema 2.0.13 segue que gk 2 F (G). Uma vez que g foi tomado arbitrariamente,
obtemos para todo g em G que gk 2 F (G), para o mesmo k, que lembramos ser um
inteiro m-limitado. Da´ı tem-se que a ordem de qualquer elemento de G/F (G) e´
m-limitada. Consequentemente, temos que o exp(G/F (G)) tambe´m e´ m-limitado,
como desejado. ⇤
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Conclu´ımos esta sec¸a˜o observando que um fato bem conhecido, consequeˆncia
da classificac¸a˜o dos grupos finitos simples (veja [3]), e´ o seguinte:
Teorema 3.1.5. Seja n um inteiro positivo. Enta˜o, existe so´ um nu´mero finito
de grupos simples com expoente n.
3.2. Resultado Principal Para Grupos Finitos
A partir dos resultados obtidos na sec¸a˜o anterior, estamos em condic¸o˜es de
demonstrar o teorema principal deste cap´ıtulo.
Teorema 3.2.1. Suponha que G seja um grupo finito e existe um inteiro positivo
m tal que |E(g)|  m para todo g 2 G. Enta˜o a ordem do subgrupo residual
nilpotente  1(G) e´ limitada em termos de m.
Vamos provar o resultado acima mostrando que | 1(G)| e´ m-limitada e para
isto, sendo o argumento bastante te´cnico, dividiremos a prova em dois casos: pri-
meiro veremos que o resultado vale quando G e´ solu´vel e logo consideremos o caso
geral.
Afirmac¸a˜o 1. O Teorema 3.2.1 vale com a hipo´tese ulterior que G seja um grupo
solu´vel.
Demonstrac¸a˜o. Por hipo´tese G e´ um grupo finito tal que |E(g)|  m para
todo g 2 G, enta˜o temos pelo Lema 3.1.4 que G/F (G) possui expoentem-limitado.
Como G e´ solu´vel finito, pelo Teorema 1.2.20, segue que a altura de Fitting de
G/F (G) e´ m-limitada. Uma vez que F (G) e´ nilpotente, tem-se que h(F (G)) = 1
e sabendo que h(G/F (G)) e´ m-limitada, conclu´ımos pelo Lema 1.2.16, que h(G)
e´ m-limitada.
Assim, podemos argumentar por induc¸a˜o sobre h(G). Desta maneira, se
h(G) = 1, enta˜o F (G) = G. Logo, G e´ nilpotente, aplicando o Lema 1.2.7 tem-se
que  1(G) = 1 e o resultado e´ o´bvio. Suponhamos agora que h(G) > 2 e conside-
remos o segundo subgrupo de Fitting F2(G). Observe que h(F2(G)) = 2. Assim,
aplicando o Lema 3.1.1 em F2(G) e notando que F (F2(G)) = F (G), obtemos que
 1(F2(G)) =
Q
q[Fq, Hq0 ], onde Fq e´ um q-subgrupo de Sylow de F (G), Hq0 e´ um
q0-subgrupo de Hall de F2(G), e o produto e´ feito sobre os primos q divisores de
|F (G)|. Dado um primo q, consideremos Hq0 = Hq0/CHq0 (Fq) e V = Fq/ (Fq).
Note que Hq0 e´ um q0-grupo e V e´ um q-grupo abeliano elementar. Assim, pelo
Lema 1.1.5, Hq0 e´ isomorfo a um subgrupo de Aut(Fq). Enta˜o, temos que Hq0 age
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por automorfismos sobre Fq e pelo fato desta ac¸a˜o ser coprima, segue do Teorema
1.3.6 que Hq0 age fielmente sobre V .
Vamos mostrar a seguir que a ordem de  1(F2(G)) e´ m-limitada. Para isto,
vejamos primeiramente que, para cada x 2 Hq0 , temos que |[V, x]|  m. Pois,
como x 2 Hq0 e este por sua vez e´ uma sec¸a˜o de G, tem-se pela Proposic¸a˜o 2.0.16
item (iii) que |E(x)|  m para todo x 2 Hq0 . Agora, como V e´ um q-grupo
finito e x 2 Hq0 e´ um q0-elemento, enta˜o pelo Lema 3.1.2 segue que [V, x]  E(x).
Portanto, |[V, x]|  m para cada x 2 Hq0 . Assim, aplicando o Lema 3.1.3, obtemos
que a ordem de Hq0 e´ m-limitada. Observe que |[Fq, Hq0 ]| = |[Fq, Hq0 ]|. Agora
mostraremos que |[Fq, Hq0 ]| = |[Fq, Hq0 ]| e´ m-limitada. Com efeito, por um lado,
como |Hq0 | e´ m-limitada, temos que [Fq, Hq0 ] e´ o produto de uma quantidade
m-limitada de subgrupos da forma [Fq, h], com h 2 Hq0 . Por outro lado, usando o
Lema 3.1.2, agora com Fq e h 2 Hq0 , tem-se que [Fq, h]  E(h) para cada h 2 Hq0 .
Logo, |[Fq, h]|  m para todo h 2 Hq0 . Por isso, conclu´ımos que |[Fq, Hq0 ]| e´
m-limitada.
Desde que |[Fq, Hq0 ]| e´ m-limitada para qualquer primo q, obtemos que os
primos q, para os quais [Fq, Hq0 ] 6= 1, sa˜o menores do que ou iguais a m. As-
sim, como |[Fq, Hq0 ]| e´ m-limitada para cada primo q e os primos q para os quais




Agora, consideremos G = G/ 1(F2(G)), sendo uma sec¸a˜o de G, segue da
Proposic¸a˜o 2.0.16 item (iii) que |E(g)|  m para todo g 2 G. E observe que
h(G) < h(G). Assim, aplicando a hipo´tese de induc¸a˜o em G, obtemos que a








Combinando este fato com o fato que | 1(F2(G))| e´ m-limitada, conclu´ımos que
| 1(G)| e´ m-limitada, como quer´ıamos. ⇤
Agora, vejamos os detalhes da demonstrac¸a˜o do caso geral do Teorema 3.2.1.
Veremos como o caso solu´vel mostrado antes desenvolvera´ um papel importante
dentro da prova do caso geral.
Afirmac¸a˜o 2. O Teorema 3.2.1 vale com G um grupo qualquer.
Demonstrac¸a˜o. Primeiro mostraremos que
G/R(G) possui ordemm-limitada,
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onde R(G) e´ o radical solu´vel de G.
Seja E o subgrupo de Fitting generalizado de G/R(G). Segue do Teorema
1.2.19 item (i) que E conte´m seu centralizador. Agora, pela Definic¸a˜o 1.2.18 temos
que E = FG1 · · ·Gk onde F e´ o subgrupo de Fitting de G/R(G) e G1, . . . , Gk sa˜o
as componentes de G/R(G), isto e´, sa˜o subgrupos subnormais quase simples. Para
o nosso objetivo e´ suficiente mostrar que E possui ordem m-limitada. De fato, se
E possui ordem m-limitada, temos que Aut(E) tambe´m possui ordem m-limitada.
Por outro lado, note que NG/R(G)(E) = G/R(G) e desde que CG/R(G)(E) esta´
contido em E pelo Lema 1.1.5 temos que G/R(G)/CG/R(G)(E) e´ isomorfo a um
subgrupo de Aut(E). Disto segue que G/R(G)/CG/R(G)(E) tambe´m possui ordem
m-limitada. Assim, como E e [G/R(G) : CG/R(G)(E)] possuem ordem m-limitada,
conclu´ımos que o ı´ndice [G/R(G) : E] tambe´m possui ordem m-limitada. Isto
implica que G/R(G) tambe´m possui ordem m-limitada, como queremos.
Como estamos considerando o quociente pelo radical solu´vel, temos que F = 1.
E assim, usando [15, Lemma 9.5], tem-se E = S1⇥ · · ·⇥Sk e´ um produto direto de
grupos Si finitos simples na˜o abelianos. Pelo Lema 3.1.4, temos que exp(G/F (G))





Agora, desde que E e´ o produto direto dos Si e cada Si e´ isomorfo a um
subgrupo de E, segue que cada Si possui expoente m-limitado. Portanto, pelo
Teorema 3.1.5 temos que cada Si possui ordem m-limitada. Resta mostrarmos
que o nu´mero k de fatores e´ tambe´m m-limitado. Com efeito, desde que cada Si e´
um grupo finito simples na˜o abeliano, segue do Lema 1.2.15, que cada Si conte´m
um subgrupo solu´vel na˜o nilpotente, que denotaremos por Ri. Desta maneira,
como cada Ri e´ na˜o nilpotente, temos que  1(Ri) 6= 1. Assim, consideremos
T = R1 ⇥ · · · ⇥ Rk, tem-se que T e´ solu´vel. Agora, desde que T e´ um subgrupo
de G/R(G), que e´ uma sec¸a˜o de G, segue que |E(t)|  m para todo t 2 T .
Em particular, aplicando a Afirmac¸a˜o 1 obtemos que | 1(T )| e´ m-limitada. Ob-
serve que a ordem de  1(Ri) e´ m-limitada para todo i, ja´ que a ordem de Si e´
m-limitada. Desta forma, sabendo que | 1(T )| = | 1(R1)| · · · | 1(Rk)|, pois tem-
se  1(T ) ⇠=  1(R1) ⇥ · · · ⇥  1(Rk), conclu´ımos que o nu´mero de fatores, isto e´
k, e´ tambe´m m-limitado. Logo, segue que E possui ordem m-limitada e portanto,
|G/R(G)| e´ tambe´m m-limitada, como desejado.
Por outro lado, como R(G) e´ solu´vel e satisfaz a hipo´tese do teorema, segue pela
Afirmac¸a˜o 1 que | 1(R(G))| e´m-limitada. Enta˜o, podemos considerar o quociente
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G/ 1(R(G)) e assim assumir que R(G) = F (G) e´ nilpotente, pois  1(R(G)) = 1.
Portanto, segue que |G/F (G)| e´ m-limitada. Assim, podemos usar induc¸a˜o sobre
|G/F (G)| = k para mostrarmos que
a ordem de  1(G) e´ (m, k)-limitada e portantom-limitada.
Notamos que a base desta induc¸a˜o inclue o caso trivial, isto e´, se |G/F (G)| = 1,
ou seja G = F (G) e´ nilpotente. Portanto,  1(G) = 1 e o resultado e´ o´bvio. Mas,
a maior parte da base da induc¸a˜o esta´ concentrada em considerar o caso quando
G/F (G) e´ um grupo simples. Observe que quando G/F (G) e´ simples de ordem
prima, enta˜o G/F (G) e´ solu´vel e portanto o resultado segue da Afirmac¸a˜o 1, o
caso solu´vel, provado antes.
Antes de dedicarmos a considerar o caso em que G/F (G) e´ um grupo simples
na˜o-abeliano, que e´ a maior parte da prova, vejamos os detalhes do argumento
indutivo, supondo ter provado o caso base.
Suponhamos agora que G/F (G) possua um subgrupo normal pro´prio na˜o tri-
vial N/F (G), com F (G) < N G. Notemos que F (N) = F (G). Com efeito, como
F (G) e´ normal emN e nilpotente, segue pela definic¸a˜o de F (N) que F (G)  F (N).
Por outro lado, uma vez que F (N) e´ caracter´ıstico em N , que por sua vez e´ normal
em G, temos que F (N) e´ normal em G e nilpotente, assim pela definic¸a˜o de F (G)
obtemos que F (N)  F (G). Portanto, F (N) = F (G), como desejado. Agora,
como N   G, a hipo´tese do teorema tambe´m vale para N e ale´m disso, sabendo
que F (N) < N  G, temos que N/F (N) G/F (G) e |N/F (N)| < |G/F (G)| = k.
Desta forma, aplicando a hipo´tese de induc¸a˜o em N , obtemos que | 1(N)| e´
limitada em termos de m e da ordem |N/F (N)| que e´ k-limitada e portanto
m-limitada. Por outro lado, observe que N/ 1(N)   G/ 1(N). Da´ı, obtemos
que N/ 1(N)  F (G/ 1(N)), uma vez que N/ 1(N) e´ nilpotente e normal em
G/ 1(N). Desta forma, |N/ 1(N)|  |F (G/ 1(N))| e pelo terceiro teorema do
isomorfismo, segue que      G/ 1(N)F (G/ 1(N))
      |G/N |.
Como F (G) < N   G, resulta que |G/N | < |G/F (G)| = k, e conclu´ımos
que
     G/ 1(N)F (G/ 1(N))
     < k. Desde que G/ 1(N) e´ uma sec¸a˜o de G, tem-se pela
Proposic¸a˜o 2.0.16 item (iii) que a hipo´tese do teorema tambe´m e´ va´lida para a
mesma e aplicando a hipo´tese de induc¸a˜o obtemos que | 1 (G/ 1(N))| tambe´m
e´ limitada em termos de m e |G/N | < k, ou seja, e´ m-limitada. Usando (1.2.2)






Disto segue que | 1(G)/ 1(N)| e´ m-limitada. Lembrando, como vimos antes,
que | 1(N)| e´ m-limitada, conclu´ımos que | 1(G)| e´ m-limitada, como desejado
e o resultado segue.
Daqui em diante, vamos assumir que
G/R(G) e´ um grupo simples na˜o abeliano de ordemm-limitada.
Seja g 2 G um elemento qualquer. Notemos que o subgrupo F (G)hgi e´ solu´vel
e sendo F (G)hgi  G, segue que |E(x)|  m para todo x 2 F (G)hgi. Da´ı, pela
Afirmac¸a˜o 1, temos que | 1(F (G)hgi)| e´ m-limitada. Desde que  1(F (G)hgi) e´
normal em F (G), seu fecho normal h 1(F (G)hgi)Gi em G e´ um produto de no
ma´ximo |G/F (G)| conjugados, com cada um normal em F (G). De fato, uma vez
que  1(F (G)hgi) e´ normal em F (G), temos que F (G)  NG( 1(F (G)hgi))  G.
Logo, segue que o ı´ndice [G : NG( 1(F (G)hgi))] divide [G : F (G)] que e´ m-
limitado como vimos antes. Portanto, h 1(F (G)hgi)Gi possui ordem m-limitada.




h 1(F (G)htii)Gi. Notemos que K e´ um subgrupo normal de G, pois
para cada i 2 {1, . . . , k} temos que h 1(F (G)htii)Gi e´ normal em G. Por outro
lado, K possui ordem m-limitada, pois |h 1(F (G)htii)Gi| e´ m-limitada para cada
i 2 {1, . . . , k} e ja´ vimos que k, que e´ a quantidade de fatores, e´ m-limitado.
Portanto, para o nosso objetivo principal, e´ suficiente mostrar que | 1(G/K)| e´





Desta forma, se mostrarmos que | 1(G/K)| e´ m-limitada e com o fato que |K|
e´ m-limitada, obtemos que a ordem de  1(G) e´ m-limitada, como desejado. Logo,
sem perda de generalidade, vamos assumir que K = 1. Primeiramente observemos
que, para qualquer g 2 G, temos
[F (G), g, . . . , g] = 1, (3.2.1)
onde g e´ repetido um nu´mero suficiente de vezes. De fato, comoW e´ um transversal
de F (G) em G, temos que G = F (G)W . Desta maneira, seja g 2 G, enta˜o
g 2 F (G)ti para algum ti 2 W . Como K = 1, temos que  1(F (G)htii) = 1, ou
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seja que F (G)htii e´ nilpotente. Lembrando que g 2 F (G)htii, a identidade em
(3.2.1) segue.
Agora, vamos mostrar que
[F (G), G, . . . , G] = 1, (3.2.2)
onde G e´ repetido um nu´mero suficiente de vezes. Com efeito, desde que F (G) e´
nilpotente finito, temos que F (G) e´ isomorfo ao produto direto de seus subgrupos
de Sylow. Enta˜o, usando propriedade de comutadores, para mostrar que (3.2.2)
vale e´ suficiente mostrarmos que [Fq, G, . . . , G] = 1 para todo q-subgrupo de Sylow
Fq de F (G). De fato, para qualquer h q0-elemento de G, podemos considerar que h
age por automorfismos sobre Fq e esta ac¸a˜o e´ coprima. Enta˜o, segue pelo Corola´rio
1.3.5 item (ii) que [Fq, h] = [Fq, h, h]. Por um lado, usando esta propriedade,
observamos que
[Fq, h] = [Fq, h, h] = [Fq, h, . . . , h].
Por outro lado, como Fq  F (G), usando (3.2.1) e a observac¸a˜o anterior tem-se
que
[Fq, h]  [F (G), h, . . . , h] = 1.
Portanto [Fq, h] = 1. Agora, seja H o subgrupo de G gerado por todos
os q0-elementos. Enta˜o, segue que [Fq, H] = 1. Note que G = FqH. Pois,
desde que H seja normal em G e considerando o epimorfismo canoˆnico de G em
G/F (G), tem-se que F (G)H/F (G) ⇥ G/F (G). Por G/F (G) ser simples, resulta
que F (G)H/F (G) = G/F (G) e assim temos que G = F (G)H. Pela definic¸a˜o de
H e das propriedades de F (G), segue que G = FqH. Combinando os fatos que
G = FqH e [Fq, H] = 1, obtemos que
[Fq, G, . . . , G] = [Fq, FqH, . . . , FqH] = [Fq, Fq, . . . , Fq].
Logo, como Fq e´ nilpotente, enta˜o tem-se
[Fq, G, . . . , G] = [Fq, Fq, . . . , Fq] = 1,
onde Fq e´ repetido um nu´mero suficiente de vezes no comutador. Portanto,
[Fq, G, . . . , G] = 1 para todo q-subgrupo de Sylow Fq de F (G). Em particular,
a identidade (3.2.2) vale, como quer´ıamos.
Finalmente agora, estamos em condic¸o˜es de mostrar que  1(G) possui ordem
m-limitada. Para simplificarmos a notac¸a˜o, fac¸amos D =  1(G). Vamos mostrar
primeiro queD = [D,D]. De fato, comoG/F (G) e´ um grupo simples na˜o-abeliano,
temos que D e´ na˜o solu´vel. Pois, caso contra´rio ter´ıamos que [D,D] < D e isto
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levaria uma contradic¸a˜o sendo G/F (G) simples. Como D e´ na˜o solu´vel, temos
que [D,D]  D. Assim, considerando o epimorfismo canoˆnico de G em G/F (G),
resulta que [D,D]F (G)/F (G)⇥G/F (G). E por G/F (G) ser simples na˜o-abeliano,
segue que [D,D]F (G)/F (G) = G/F (G). Portanto, conclu´ımos que
G = F (G)[D,D]. (3.2.3)
Agora, aplicando comutac¸a˜o com G em ambos os lados da igualdade em (3.2.3),
obtemos para todo i > 1 que
 i(G) = [G, . . . , G] = [F (G)[D,D], G, . . . , G]  [F (G), G, . . . , G][D,D].
Assim, usando (3.2.2), temos que  i(G)  [D,D] para um i suficientemente
grande. Logo, D =
T1
i=1  i(G)   i(G)  [D,D]. Portanto, conclu´ımos que
D = [D,D].
Consideremos o comutador [F (G)\D,D, . . . , D], ondeD e´ repetido um nu´mero
suficiente de vezes no comutador como G em (3.2.2). Como F (G) \D  F (G) e
usando a identidade (3.2.2), conclu´ımos que
[F (G) \D,D, . . . , D]  [F (G), G, . . . , G] = 1.
Logo,
[F (G) \D,D, . . . , D] = 1. (3.2.4)
Consequentemente temos que F (G) \ D  Zn(D) para n suficientemente
grande, onde Zn(D) e´ o n-e´simo termo da se´rie central ascendente de D. De
fato, por (3.2.4) tem-se que [x, d1, . . . , dn] = 1 para todo x 2 F (G) \ D e para
quaisquer d1, . . . , dn 2 D. Logo, pela Proposic¸a˜o 1.2.4, obtemos que x 2 Zn(D).
Agora, como D e´ um grupo perfeito, temos pelo Lema 1.2.2 que Z (D/Z(D)) = 1,
ou seja Z(D) = Z2(D). Disto segue com um argumento indutivo, que
Z(D) = Zi(D) 8 i > 1. (3.2.5)
Por outro lado, sabendo que F (G)\D  Zn(D) para n suficientemente grande
e usando (3.2.5), obtemos que F (G) \ D  Z(D). E desta maneira, conclu´ımos













onde na u´ltima igualdade usamos (3.2.3).
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Assim, como |G/F (G)| e´ m-limitada, resulta que |D/(F (G) \D)| tambe´m e´
m-limitada. Por outro lado, como F (G)\D  Z(D)  D, obtemos que [D : Z(D)]
e´ m-limitada e pelo Teorema 1.2.3, segue que D0 = D possui ordem limitada em
termos da ordem de |G/F (G)| que e´ m-limitada. Portanto, D =  1(G) pos-
sui ordem m-limitada, como quer´ıamos. Isso completa o argumento no caso que
G/F (G) e´ simples na˜o-abeliano. Assim, terminamos a prova da Afirmac¸a˜o 2 e isso
completa tambe´m a demonstrac¸a˜o do Teorema 3.2.1. ⇤
Conclu´ımos este cap´ıtulo fazendo algumas considerac¸o˜es sobre o resultado do
Teorema 3.2.1. Primeiro notemos que o Teorema 3.2.1 pode ser visto como uma
generalizac¸a˜o do conhecido teorema de Zorn (veja Teorema 2.0.12) que diz que
um grupo finito Engel precisa ser nilpotente. Agora uma considerac¸a˜o te´cnica:
do enunciado do Teorema 3.2.1 segue imediatamente que o ı´ndice do subgrupo de
Fitting de G precisa ser m-limitado, pois e´ suficiente observar que pelo fato da
ordem de  1(G) ser m-limitada deduzimos que o ı´ndice de CG( 1(G)) em G e´
m-limitado e assim, chegamos a limitar em termos de m o ı´ndice de F (G) em G.
Mas, note que essa informac¸a˜o sobre o ı´ndice de F (G) em G e´ de fato um passo
fundamental da mesma prova do Teorema 3.2.1. No Cap´ıtulo 4, veremos tambe´m
como a partir do Teorema 3.2.1 e´ poss´ıvel deduzir um resultado ana´logo de tipo




Neste cap´ıtulo vamos apresentar definic¸o˜es e os principais resultados de espac¸os
topolo´gicos que sera˜o utilizados ao longo do trabalho, depois veremos o conceito
de grupos topolo´gicos e ressaltaremos suas propriedades mais relevantes. Em se-
guida, veremos a definic¸a˜o de limite inverso e daremos algumas caracterizac¸o˜es
de grupos profinitos. Logo em seguida, definiremos completamentos de grupos
abstratos e constru´ıremos alguns exemplos. Depois, falaremos da teoria de Sylow
em grupos profinitos, veremos que muitos dos resultados conhecidos de teoria de
grupos podem ser estendidos a grupos profinitos. E por fim, caracterizaremos os
grupos pronilpotentes. As principais refereˆncias utilizadas neste cap´ıtulo sa˜o os
livros de J. S. Wilson [25] e L. Ribes e P. Zalesskii [19]. Este cap´ıtulo tem um
cara´ter preliminar referente ao Cap´ıtulo 4.
4.1. Espac¸os Topolo´gicos
Vamos comec¸ar esta sec¸a˜o introduzindo o conceito de topologia e tambe´m de
espac¸o topolo´gico.
Uma topologia num conjunto X e´ uma colec¸a˜o ⌧ de subconjuntos de X, cha-
mados conjuntos abertos, satisfazendo as seguintes condic¸o˜es:
(i) o conjunto vazio ? e X sa˜o conjuntos abertos;
(ii) a intersec¸a˜o de quaisquer dois conjuntos abertos e´ um conjunto aberto;
(iii) a unia˜o de qualquer colec¸a˜o de conjuntos abertos e´ um conjunto aberto.
Um espac¸o topolo´gico e´ um par (X, ⌧) onde X e´ um conjunto na˜o vazio e
⌧ e´ uma topologia em X; frequentemente diremos apenas espac¸o topolo´gico X
mencionando ⌧ somente quando for necessa´rio.
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Podemos considerar qualquer conjunto X como um espac¸o topolo´gico, basta
definirmos uma topologia na qual cada subconjunto de X e´ um aberto; chamamos
esta topologia de topologia discreta em X. Enta˜o, X e´ dito um espac¸o discreto.
A seguir vamos lembrar algumas definic¸o˜es e conceitos ba´sicos relacionados a
espac¸os topolo´gicos.
Seja Y um subconjunto de um espac¸o topolo´gico X, a colec¸a˜o de todos os
subconjuntos da forma Y \ U , com U aberto em X, e´ uma topologia em Y ; esta
e´ chamada a topologia subespac¸o e com respeito a esta topologia Y e´ dito um
subespac¸o de X.
Dado X um espac¸o topolo´gico, um subconjunto Y de X e´ dito fechado se seu
complementar X\Y e´ aberto. Seja Y um subconjunto de X, o fecho de Y , o qual
denotaremos por Y , e´ a intersec¸a˜o de todos os conjuntos fechados contendo Y .
Enta˜o, Y e´ um conjunto fechado. Dizemos que Y e´ denso em X se Y = X.
Uma vizinhanc¸a aberta de um elemento x de X e´ um conjunto aberto que
conte´m x. Uma base para a topologia em X e´ uma colec¸a˜o {U  |   2 ⇤} de con-
juntos abertos tal que todo conjunto aberto e´ uma unia˜o de alguns dos conjuntos
U .
Um espac¸o topolo´gico X e´ chamado compacto se, dada qualquer famı´lia de
subconjuntos abertos {U↵ | ↵ 2 A} tal que X =
S
↵2A U↵, existe uma subfamı´lia
finita {U↵1 , . . . , U↵n} tal que X =
Sn
i=1 U↵i . Podemos definir compacidade de
outra maneira, ou seja, X e´ dito compacto se sempre que {C↵ | ↵ 2 A} e´ uma
famı´lia de subconjuntos fechados com a propriedade de que cada intersec¸a˜o de uma
quantidade finita de conjuntos C↵ e´ na˜o vazia, segue que a intercec¸a˜o de todos os
conjuntos C↵ e´ na˜o vazia. As duas definic¸o˜es sa˜o equivalentes.
Um espac¸o X e´ dito localmente compacto se cada elemento x em X possui uma
vizinhanc¸a compacta. Notemos que todo espac¸o compacto e´ localmente compacto,
pois o espac¸o em si e´ uma vizinhanc¸a compacta de qualquer um de seus elementos.
Um espac¸o X e´ chamado Hausdor↵ se para quaisquer elementos distintos x
e y em X existem vizinhanc¸as abertas U e V de x e y respectivamente tal que
U \ V = ?. Observemos que se X e´ Hausdor↵, enta˜o {x} e´ fechado para cada
x 2 X, pois para cada y 2 X com x 6= y existe uma vizinhanc¸a aberta U de y
disjunta com {x}, enta˜o X\{x} e´ aberto.
Dizemos que um espac¸o X e´ conexo se na˜o podemos escreveˆ-lo como uma unia˜o
disjunta de dois abertos na˜o vazios. Por outro lado, X e´ dito totalmente desconexo
se todo subespac¸o conexo possui no ma´ximo um elemento.
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Os conceitos de espac¸os totalmente desconexo, Hausdor↵ e compacto sa˜o muito
relevantes no nosso estudo, pois veremos que os grupos profinitos, objetos centrais
na dissertac¸a˜o, sa˜o sempre espac¸os com essas caracter´ısticas.
Sejam X e Y espac¸os topolo´gicos. Dizemos que uma aplicac¸a˜o f : X  ! Y e´
cont´ınua se para cada conjunto aberto U de Y a imagem inversa f 1(U) e´ aberta
em X. E´ fa´cil ver que composic¸a˜o de func¸o˜es cont´ınuas e´ cont´ınua. Uma aplicac¸a˜o
f entre espac¸os topolo´gicos e´ dita um homeomorfismo se f e´ cont´ınua e bijetora
com inversa f 1 tambe´m cont´ınua.
A seguir reunimos, em uma proposic¸a˜o, alguns resultados a respeito de aplicac¸o˜es
cont´ınuas, espac¸os compactos, totalmente desconexos e Hausdor↵ que sera˜o bas-
tante utilizados no decorrer deste cap´ıtulo.
Proposic¸a˜o 4.1.1. Sejam X e Y espac¸os topolo´gicos e f, g : X  ! Y aplicac¸o˜es
entre esses espac¸os. As seguintes afirmac¸o˜es valem:
(i) cada subconjunto fechado de um espac¸o compacto e´ compacto;
(ii) cada subconjunto compacto de um espac¸o Hausdor↵ e´ fechado;
(iiii) se f e´ cont´ınua e X e´ compacto, enta˜o f(X) e´ compacto;
(iv) se f e´ cont´ınua e bijetora e se X e´ compacto e Y e´ Hausdor↵, enta˜o f e´ um
homeomorfismo;
(v) se f e g sa˜o func¸o˜es cont´ınuas e Y e´ um espac¸o Hausdor↵, enta˜o o conjunto
{x 2 X | f(x) = g(x)} e´ fechado em X;
(vi) seja X um espac¸o compacto e Hausdor↵. Se X e´ tambe´m totalmente desco-
nexo, enta˜o cada conjunto aberto e´ uma unia˜o de conjuntos que sa˜o simultanea-
mente fechados e abertos.
Demonstrac¸a˜o. Observe que os itens (i), (ii), (iii), (iv) e (vi) sa˜o simples
exerc´ıcios, consequeˆncias das definic¸o˜es. Assim, vamos demonstrar somente o item
(v).
Denotemos por N = {x 2 X | f(x) 6= g(x)} e vamos mostrar que N e´ aberto.
Seja y 2 N , enta˜o f(y) 6= g(y) e por Y ser Hausdor↵ existem U e V conjuntos
abertos de Y contendo f(y) e g(y) respectivamente que sa˜o disjuntos.
Como f e g sa˜o func¸o˜es cont´ınuas, temos que f 1(U) e g 1(V ) sa˜o abertos em
X, logo f 1(U)\g 1(V ) e´ uma vizinhanc¸a aberta de y e esta´ contida em N . Deste
modo, N e´ uma unia˜o de conjuntos abertos da forma f 1(U) \ g 1(V ), logo N e´
aberto e o resultado segue. ⇤
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O lema a seguir e´ muito u´til quando queremos verificar se um subconjunto de
um espac¸o topolo´gico e´ denso. A prova deste resultado pode ser encontrada em
[17, Proposition 3.1.15].
Lema 4.1.2. Seja Y um subconjunto de um espac¸o topolo´gico X. Dizemos que Y
e´ denso em X se, e somente, se cada subconjunto aberto na˜o vazio de X intersecta
Y na˜o trivialmente, isto e´, se U e´ um aberto na˜o vazio de X, enta˜o Y \ U 6= ?.
Seja ⇢ uma relac¸a˜o de equivaleˆncia em um espac¸o topolo´gico X e denotamos
por X/⇢ o conjunto quociente e q para a aplicac¸a˜o quociente de X para X/⇢ que
associa a cada elemento de X a sua classe de equivaleˆncia. A topologia quociente
em X/⇢ e´ a topologia cujos conjuntos abertos sa˜o os subconjuntos V de X/⇢ tais
que q 1(V ) e´ um aberto em X. Note que esta definic¸a˜o de topologia quociente
garante que, se X/⇢ e´ considerado com a topologia quociente, enta˜o a aplicac¸a˜o
q : X  ! X/⇢ e´ cont´ınua.
Vamos agora lembrar a noc¸a˜o de produto Cartesiano para assim poder apre-
sentar o conceito de produto de espac¸os topolo´gicos e ver algumas propriedades
relacionadas.
Um produto Cartesiano (ou simplesmente produto) de uma famı´lia de conjuntos
{X  |   2 ⇤} e´ o conjunto C = Cr(X  |   2 ⇤) cujos elementos sa˜o as aplicac¸o˜es
x de ⇤ em
S
 X  tal que x( ) 2 X  para cada  . Portanto, um elemento de C,
pode ser pensando como um vetor da forma (x ) que corresponde a func¸a˜o que
leva   para x .
Para cada   2 ⇤, existe uma aplicac¸a˜o ⇡  : C  ! X  definida por (x ) 7 ! x 
chamada projec¸a˜o.
Agora suponhamos que cada X  seja um espac¸o topolo´gico. Dado C o produto
dos X , podemos tornar C um espac¸o topolo´gico definindo uma topologia cujos
conjuntos abertos sa˜o todas as unio˜es de conjuntos da forma
⇡ 1 1 (U1) \ · · · \ ⇡ 1 n (Un),
com n finito, cada  i em ⇤ e Ui um aberto em X i . Esta topologia e´ chamada
topologia produto. Note que como consequeˆncia desta definic¸a˜o cada aplicac¸a˜o
projec¸a˜o ⇡  : C  ! X  pode ser mostrada ser cont´ınua.
Seja f : Z  ! C uma aplicac¸a˜o, onde Z e´ um outro espac¸o topolo´gico. Observe
que f e´ cont´ınua se, e somente se, cada aplicac¸a˜o ⇡ f e´ cont´ınua.
Finalizamos esta sec¸a˜o, com um teorema que relaciona algumas propriedades
topolo´gicas de uma dada famı´lia de espac¸os toplo´gicos com o seu produto.
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Teorema 4.1.3. Sejam {X  |   2 ⇤} uma famı´lia de espac¸os topolo´gicos e C seu
produto Cartesiano. As seguintes afirmac¸o˜es valem:
(i) se cada X  e´ Hausdor↵, enta˜o C e´ Hausdor↵;
(ii) se cada X  e´ totalmente desconexo, enta˜o C e´ totalmente desconexo;
(iii) se cada X  e´ compacto, enta˜o C e´ compacto (Teorema de Tychono↵).
A demonstrac¸a˜o deste fato pode ser vista em [25, Theorem 0.2.1]. Mas e´
va´lido ressaltar que o item (iii) na˜o e´ elementar, uma vez que em sua prova usa-se
o axioma da escolha.
4.2. Grupos Topolo´gicos
Nesta sec¸a˜o vamos introduzir o conceito de grupo topolo´gico, ou seja, um
conjunto na˜o apenas com uma estrutura de espac¸o topolo´gico, mas tambe´m com
a estrutura de grupo. Veremos como a coexisteˆncia dessas duas estruturas em
um u´nico conjunto X sera´ fundamental para relaciona-las e obter consequeˆncias
no estudo das propriedades de X. Nosso interesse principal, no estudo de grupos
topolo´gicos, esta´ baseado no fato que todo grupo profinito, como veremos, e´ em
particular um grupo topolo´gico.
Definic¸a˜o 4.2.1. Um grupo topolo´gico e´ um conjunto G que e´ ao mesmo tempo
um grupo e um espac¸o topolo´gico, para o qual a aplicac¸a˜o
G⇥G  ! G
(x, y) 7 ! xy 1
e´ cont´ınua. Claramente G⇥G esta´ munido com a topologia produto.
Sejam G um grupo, g um elemento de G e U e V subconjuntos de G. De-
finimos os seguintes subconjuntos Ug = {ug | u 2 U}, gU = {gu | u 2 U},
U 1 = {u 1 | u 2 U} e UV = {uv | u 2 U, v 2 V }. Denotaremos por 1 o elemento
neutro de um grupo.
As duas proposic¸o˜es seguintes reu´nem os fatos mais relevantes acerca de grupos
topolo´gicos.
Proposic¸a˜o 4.2.2. Seja G um grupo topolo´gico. As seguintes afirmac¸o˜es valem:
(i) a aplicac¸a˜o de G⇥G em G definida por (x, y) 7 ! xy e´ cont´ınua e a aplicac¸a˜o
de G em G definida por x 7 ! x 1 e´ um homeomorfismo. E para cada g 2 G as
aplicac¸o˜es de G em G dadas por x 7 ! xg e x 7 ! gx sa˜o homeomorfismos;
(ii) se H e´ um subgrupo aberto (res. fechado) de G, enta˜o toda classe lateral Hg
ou gH de H em G e´ aberta (res. fechada);
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(iii) todo subgrupo aberto de G e´ fechado e todo subgrupo fechado de ı´ndice finito e´
aberto. Ale´m disso, se G e´ compacto, enta˜o todo subgrupo aberto de G tem ı´ndice
finito;
(iv) se H e´ um subgrupo contendo um subconjunto aberto na˜o vazio U de G, enta˜o
H e´ aberto em G.
Demonstrac¸a˜o. Notemos que o item (i) e´ consequeˆncia das definic¸o˜es de
grupo topolo´gico e de aplicac¸a˜o cont´ınua.
Agora mostraremos (ii). Seja H um subgrupo aberto (res. fechado) de G,
para cada g 2 G definamos a aplicac¸a˜o f : G  ! G dada por x 7 ! xg. Pelo
item (i), f e´ um homeomorfismo e por H ser aberto (res. fechado) temos que
f(H) = {hg | h 2 H} = Hg e´ aberto (res. fechado), pois homeomorfismo leva
aberto (res. fechado) em aberto (res. fechado). De um modo ana´logo, podemos
provar que o conjunto gH e´ aberto (res. fechado).
Vamos provar (iii). Seja H um subgrupo de G. Observemos que podemos
escrever G \H da seguinte forma G \H = [(Hg | g 62 H). Se H e´ aberto, enta˜o
por (ii) Hg e´ aberto, logo G \H e´ aberto e portanto, H e´ fechado.
Se H e´ um subgrupo fechado de ı´ndice finito, temos que o nu´mero de classes
laterais de H em G e´ finito, logo G \ H e´ uma unia˜o de uma quantidade finita
de classes laterais. Por H ser fechado, pelo item (ii) Hg e´ fechado, assim G \ H
e´ fechado, uma vez que o mesmo e´ a unia˜o de um nu´mero finito de conjuntos
fechados, consequentemente obtemos que H e´ aberto.
Seja agora H um subgrupo aberto de G. Sabemos que podemos escrever G da
seguinte forma G =
S
g2GHg, onde cada Hg e´ aberto. Desde que G e´ compacto,
existem gi 2 G com i 2 {1, . . . , n} tal que G =
Sn
i=1Hgi. Assim, segue que o
ı´ndice de H em G e´ finito.
Vamos mostrar (iv). Para cada h 2 H, consideremos a aplicac¸a˜o f : G  ! G
definida por x 7 ! xh. Pelo item (i) temos que f e´ um homeomorfismo. Como U
e´ aberto, enta˜o f(U) = {uh | u 2 U} = Uh e´ aberto. Vejamos que H pode ser
escrito como H =
S
h2H Uh. Com efeito, por U esta´ contido em H, que e´ subgrupo
de G, obtemos claramente que
S
h2H Uh ✓ H. Por outro lado, dado h elemento
qualquer de H, como U e´ na˜o vazio, existe u1 em U , logo u
 1
1 2 H e assim tomando
h1 = u
 1
1 h 2 H temos que h = u1h1 2 Uh1. Segue que H ✓
S
h2H Uh. Assim, H
e´ uma unia˜o de abertos, portanto ele e´ aberto, como desejado. ⇤
Proposic¸a˜o 4.2.3. Seja G um grupo topolo´gico. Enta˜o temos que:
(i) se G e´ compacto e Hausdor↵ e se C e D sa˜o subconjuntos fechados, enta˜o o
subconjunto CD e´ fechado;
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(ii) se H e´ um subgrupo de G e K e´ um subgrupo normal de G, enta˜o H e´ um
grupo topolo´gico com respeito a topologia subespac¸o e G/K e´ um grupo topolo´gico
com respeito a topologia quociente. Ale´m disso, a aplicac¸a˜o quociente q de G em
G/K leva subconjunto aberto em subconjunto aberto;
(iii) o grupo G e´ Hausdor↵ se, e somente se, {1} e´ fechado em G. Se K e´ um
subgrupo normal de G, enta˜o G/K e´ Hausdor↵ se, e somente se, K e´ fechado em
G. Se G e´ totalmente desconexo, enta˜o G e´ Hausdor↵;
(iv) suponha que G e´ compacto e seja {X  |   2 ⇤} uma famı´lia de subconjuntos
fechados com a propriedade que para todos  1, 2 2 ⇤ existe um elemento µ 2 ⇤






Demonstrac¸a˜o. A prova do item (i) segue diretamente da Proposic¸a˜o 4.1.1
item (i). Os itens (ii) e (iii) podem ser facilmente provados usando o item (i) e
propriedades de topologia quociente e de subespac¸o. Assim, vamos mostrar apenas
o item (iv).
Agora, mostraremos o item (iv). Para simplificarmos a notac¸a˜o, vamos omitir
o ı´ndice   2 ⇤. Claramente temos que (TX )Y ✓ TX Y . Por outro lado,
seja g 2 TX Y , suponhamos que g 62 (TX )Y . Enta˜o, gY  1 \ (TX ) = ?.
Como Y e´ fechado e G e´ compacto, segue que Y e´ compacto. Consideremos o
homeomorfismo f : G  ! G dado por x 7 ! x 1, tem-se que f(Y ) = Y  1 e´
fechado, logo gY  1 e´ fechado. Desta maneira, por G ser compacto e gY  1 e os
conjuntos X  serem fechados com interserc¸a˜o vazia, segue que existe um conjunto
finito { 1, . . . , n} 2 ⇤ tal que
gY  1 \X 1 \ · · · \X n = ?. (4.2.1)
Por outro lado, por hipo´tese, temos que para todos  1, 2 2 ⇤ existe um
elemento µ1 2 ⇤ tal que Xµ1 ✓ X 1 \X 2 . Enta˜o, aplicando n  1 vezes o mesmo
argumento, garantimos a existeˆncia de um µ 2 ⇤ tal que
Xµ ✓ X 1 \ · · · \X n . (4.2.2)
Agora, combinando (4.2.1) e (4.2.2), obtemos que gY  1 \ Xµ = ?. O que
implica em g 62 XµY . O que e´ um absurdo, pois por hipo´tese g 2
T
X Y . Portanto,
g 2 (TX )Y e o resultado segue. ⇤
O lema a seguir sera´ u´til em alguns casos e sua demonstrac¸a˜o pode ser encon-
trada em [25, Lemma 0.3.2].
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Lema 4.2.4. Seja G um grupo topolo´gico compacto. Se C e´ um subconjunto que
e´ ao mesmo tempo fechado e aberto e conte´m 1, enta˜o C conte´m um subgrupo
normal aberto.
A combinac¸a˜o do Lema 4.2.4 e das Proposic¸o˜es 4.1.1 e 4.2.3 nos fornecem a
pro´xima proposic¸a˜o que caracteriza subgrupos abertos e fechados em um grupo
topolo´gico com determinadas propriedades. Os detalhes da demonstrac¸a˜o podem
ser encontrados em [25, Proposition 0.3.3]. Denotemos por N    G um subgrupo
normal aberto N em G.
Proposic¸a˜o 4.2.5. Seja G um grupo topolo´gico, totalmente desconexo e compacto.
As seguintes afirmac¸o˜es valem:
(i) cada conjunto aberto em G e´ uma unia˜o de classes laterais de subgrupos normais
abertos;
(ii) um subconjunto de G e´ aberto e fechado se, e somente se, e´ uma unia˜o de um
nu´mero finito de classes laterais de subgrupos normais abertos;
(iii) se X e´ um subconjunto de G, enta˜o seu fecho X satisfaz
X =
\
{NX | N    G}.
Em particular, para cada subconjunto fechado C, temos
C =
\
{NC | N    G},
e a intersec¸a˜o dos subgrupos normais abertos de G e´ trivial.
O lema a seguir nos diz que podemos tornar o produto Cartesiano de grupos to-
polo´gicos em um grupo topolo´gico. A demonstrac¸a˜o deste fato, segue da definic¸a˜o
de topologia produto.
Lema 4.2.6. Sejam {G  |   2 ⇤} uma famı´lia de grupos topolo´gicos e o produto
Cartesiano dos G , isto e´, C = Cr(G  |   2 ⇤). Defina em C a operac¸a˜o,
componente a componente, ou seja, (x )(y ) = (x y ) para todos (x ), (y ) 2 C.
Enta˜o C torna-se um grupo topolo´gico com respeito a esta operac¸a˜o e a topologia
produto.
Conclu´ımos esta sec¸a˜o observando que, em um grupo topolo´gico Hausdor↵, o
centralizador de qualquer subconjunto e o normalizador de todo subgrupo fechado
sa˜o fechados.
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Lema 4.2.7. Seja G um grupo topolo´gico Hausdor↵. Enta˜o:
(i) o centralizador de todo subconjunto S de G, isto e´,
CG(S) = {g 2 G | gs = sg 8s 2 S}
e´ fechado;
(ii) o normalizador de todo subgrupo fechado H de G, isto e´,
NG(H) = {g 2 G | g 1hg 2 H e ghg 1 2 H, 8 h 2 H}
e´ fechado.
Demonstrac¸a˜o. Vamos mostrar o item (i). Fixamos s 2 S e consideremos
as seguintes aplicac¸o˜es: rs : G  ! G dada por g 7 ! gs e ls : G  ! G definida
por g 7 ! sg. Observe que rs e ls sa˜o cont´ınuas. Agora por G ser Hausdor↵, segue
pela Proposic¸a˜o 4.1.1 item (v) que o conjunto
CG(s) = {g 2 G | gs = sg} = {g 2 G | rs(g) = ls(g)}
e´ fechado em G. Assim, como CG(S) =
T
s2GCG(s), conclu´ımos que CG(S) e´
fechado, como quer´ıamos.
Com um argumento semelhante mostra-se o item (ii). ⇤
4.3. Limites Inversos
Nesta sec¸a˜o, apresentamos todas as ferramentas necessa´rias para poder defi-
nir o conceito de grupo profinito, mais especificamente, discutiremos as noc¸o˜es de
sistema inverso e limite inverso. Ale´m disso, daremos alguns exemplos e enuncia-
remos va´rias propriedades. O conceito de limite inverso e´ central na definic¸a˜o de
grupos profinitos, pois veremos que um grupo profinito sera´ um limite inverso de
uma determinada classe de grupos.
Seja I um conjunto parcialmente ordenado com respeito a uma relac¸a˜o de
ordem “ 6 ”. Dizemos que I e´ dirigido se para todos i1, i2 2 I existe um elemento
j 2 I tal que i1 6 j e i2 6 j.
Definic¸a˜o 4.3.1. Um sistema inverso de espac¸os topolo´gicos, indexado por um
conjunto dirigido I, consiste de uma famı´lia {Xi | i 2 I} de espac¸os topolo´gicos e
uma famı´lia {'ij : Xj  ! Xi | i, j 2 I, i 6 j} de aplicac¸o˜es cont´ınuas satisfazendo
as seguintes propriedades:
(i) 'ii e´ a aplicac¸a˜o identidade de Xi para cada i 2 I;
4.3. LIMITES INVERSOS 46
(ii) o diagrama abaixo comuta, isto e´, 'ij'jk = 'ik,
Xk





sempre que i 6 j 6 k.
Denotaremos um sistema inverso por (Xi,'ij) quando for claro sobre qual
conjunto dirigido I o mesmo esta´ sendo considerado.
Observe que conjuntos para os quais na˜o especificamos uma determinada to-
pologia sera˜o sempre considerados como espac¸os topolo´gicos munidos da topologia
discreta.
Se cada Xi considerado na Definic¸a˜o 4.3.1 for um grupo topolo´gico e cada 'ij
for um homomorfismo cont´ınuo, enta˜o o par (Xi,'ij) e´ dito um sistema inverso de
grupos topolo´gicos. Analogamente, e´ poss´ıvel definir um sistema inverso de ane´is
topolo´gicos.
Vejamos alguns exemplos representativos de sistemas inversos que sera˜o usados
posteriormente.
Exemplo 4.3.2. Sejam I = N, um conjunto dirigido com a relac¸a˜o de ordem
usual, {Xi | i 2 N} uma famı´lia de conjuntos finitos, onde Xi = {1, . . . , i}, para
cada i 2 I e considere 'i,i+1 : Xi+1  ! Xi a aplicac¸a˜o definida por: 'i,i+1(x) = x
se x < i + 1 e 'i,i+1(x) = i se x = i + 1. Definamos 'ii = IdXi para cada i e
'ij = 'i,i+1 · · ·'j 1,j para j > i. Enta˜o, temos que o par (Xi,'ij) e´ um sistema
inverso de conjuntos finitos. Em particular, podemos representar graficamente as
va´rias aplicac¸o˜es de Xi+1 em Xi em sequeˆncia da seguinte forma:
1 1 1 1 1 1
2 2 2 2 2
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Exemplo 4.3.3. Sejam I = N, um conjunto dirigido com a relac¸a˜o de ordem
usual, p um nu´mero primo e para cada i 2 I definamos Gi = Z/piZ. Para j > i,
consideremos a seguinte aplicac¸a˜o
'ij : Gj  ! Gi
n+ pjZ 7 ! n+ piZ
para cada n 2 Z. Enta˜o, (Gi,'ij) e´ um sistema inverso de ane´is topolo´gicos, pois,
sabemos que cada Gi e´ anel topolo´gico e claramente cada 'ij e´ um homomorfismo
cont´ınuo de ane´is. Agora observemos tambe´m que 'ii = IdGi para todo i 2 I e se
i 6 j 6 k tem-se 'ij'jk = 'ik. Com efeito, seja n+ pkZ 2 Gk, enta˜o
('ij'jk)(n+ p
kZ) = 'ij('jk(n+ pkZ)) = 'ij(n+ pjZ) = n+ piZ = 'ik(n+ pkZ).
Observe que o Exemplo 4.3.3 e´ tambe´m um exemplo de sistema inverso de
grupos topolo´gicos.
Vamos agora generalizar a ideia do exemplo anterior para um grupoG qualquer.
Exemplo 4.3.4. Sejam G um grupo e I uma famı´lia de subgrupos normais de
G com a propriedade que para todos U1, U2 2 I existe um subgrupo V 2 I tal
que V 6 U1 \ U2. Podemos considerar I como sendo um conjunto dirigido com
respeito a ordem “ 60 ” definida por
U 60 V se, e somente se, V 6 U.
Para U 60 V considere a aplicac¸a˜o definida por:
qUV : G/V  ! G/U
V g 7 ! Ug
para todo g 2 G. Enta˜o, (GU , qUV ) e´ um sistema inverso de grupos.
De fato, observe que G/U e´ um grupo topolo´gico para todo U 2 I e claramente
as aplicac¸o˜es qUV sa˜o homomorfismos cont´ınuos, tais que se U = V , obtemos
qUU = IdG/U e se U 60 V 60 W , tem-se pela definic¸a˜o de ordem que W 6 V 6 U
e portanto conclu´ımos qUV qVW = qUW , pois dado Wg 2 G/W , temos que
(qUV qVW )(Wg) = qUV (qVW (Wg)) = qUV (V g) = Ug = qUW (Wg).
Dados (Xi,'ij) um sistema inverso de espac¸os topolo´gicos sobre um conjunto
dirigido I e Y um espac¸o topolo´gico, dizemos que uma famı´lia de aplicac¸o˜es
cont´ınuas { i : Y  ! Xi | i 2 I} e´ compat´ıvel se temos 'ij j =  i, sempre
4.3. LIMITES INVERSOS 48









Finalmente estamos em condic¸o˜es de definir o conceito de limite inverso de um
sistema inverso de espac¸os topolo´gicos.
Definic¸a˜o 4.3.5. Um limite inverso de um sistema inverso (Xi,'ij) de espac¸os
topolo´gicos, e´ um espac¸o topolo´gico X juntamente com uma famı´lia compat´ıvel
{'i : X  ! Xi} de aplicac¸o˜es cont´ınuas satisfazendo a seguinte propriedade
universal: sempre que { i : Y  ! Xi} e´ uma famı´lia compat´ıvel de aplicac¸o˜es
cont´ınuas de um espac¸o Y , existe uma u´nica aplicac¸a˜o cont´ınua  : Y  ! X tal










Denotamos um limite inverso de um sistema inverso (Xi,'ij) por (X,'i). Note
que ana´logas definic¸o˜es podem ser enunciadas para o limite inverso de um sistema
inverso de grupos topolo´gicos e ane´is topolo´gicos.
O pro´ximo resultado nos mostra que o limite inverso de um sistema inverso
(Xi,'ij) de espac¸os topolo´gicos existe e e´ u´nico em um determinado sentido.
Proposic¸a˜o 4.3.6. Seja (Xi,'ij) um sistema inverso de espac¸os topolo´gicos (de
grupos topolo´gicos res.), indexado por I. Enta˜o as seguintes afirmac¸o˜es valem:
(i) se (X(1),'(1)i ) e (X
(2),'(2)i ) sa˜o limites inversos do sistema inverso (Xi,'ij),
enta˜o existe um homeomorfismo (isomorfismo topolo´gico res.)   : X(1)  ! X(2)
tal que '(2)i   = '
(1)
i para cada i 2 I;
(ii) seja C = Cr(Xi | i 2 I) e para cada i 2 I considere ⇡i a aplicac¸a˜o projec¸a˜o de
C para Xi. Defina o seguinte conjunto
X = {c 2 C | 'ij⇡j(c) = ⇡i(c) para todos i, j com j > i}
e 'i = ⇡i|X para cada i 2 I. Enta˜o (X,'i) e´ um limite inverso de (Xi,'ij);
(iii) se (Xi,'ij) e´ um sistema inverso de grupos topolo´gicos e homomorfismos
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cont´ınuos, enta˜o X e´ um grupo topolo´gico e as aplicac¸o˜es 'i sa˜o homomorfismos
cont´ınuos.
Demonstrac¸a˜o. Vamos mostrar o item (i). De fato, primeiramente apli-
cando a propriedade universal de (X(1),'(1)i ) a famı´lia ('
(2)
i ) de func¸o˜es com-
pat´ıveis, temos que existe uma u´nica aplicac¸a˜o cont´ınua (homomorfismo cont´ınuo
res.)  : X(2)  ! X(1) tal que para cada i 2 I tem-se '(1)i  = '(2)i . Analoga-
mente, aplicando a propriedade universal de (X(2),'(2)i ) a famı´lia ('
(1)
i ) de func¸o˜es
compat´ıveis, obtemos que existe uma u´nica aplicac¸a˜o cont´ınua (homomorfismo
cont´ınuo res.)   : X(1)  ! X(2) tal que para cada i 2 I tem-se '(2)i   = '(1)i .
Novamente, aplicando a propriedade universal de (X(1),'(1)i ) a famı´lia ('
(1)
i ) de
func¸o˜es compat´ıveis, existe uma u´nica aplicac¸a˜o cont´ınua   : X(1)  ! X(1) tal que
para cada i 2 I tem-se
'(1)i   = '
(1)
i . (4.3.1)
Note que    e IdX(1) satisfazem (4.3.1). Logo, segue da unicidade de   que
   = IdX(1) . De modo ana´logo, tem-se que   = IdX(2) . Portanto, conclu´ımos
que   e´ um homeomorfismo (isomorfismo topolo´gico res.).
Agora, mostraremos o item (ii). Sejam Y um espac¸o topolo´gico e uma famı´lia
compat´ıvel { i : Y  ! Xi} de aplicac¸o˜es cont´ınuas. Vamos mostrar que existe
uma u´nica aplicac¸a˜o cont´ınua  : Y  ! X tal que 'i =  i para cada i 2 I.
Com efeito, consideremos a aplicac¸a˜o  : Y  ! C que leva cada y no vetor
( i(y)). Enta˜o, ⇡i =  i para cada i 2 I, pois seja y 2 Y temos
(⇡i )(y) = ⇡i( (y)) = ⇡i(( i(y))) =  i(y).
Assim, obtemos que  e´ cont´ınua. Se j > i, tem-se
⇡i =  i = 'ij j = 'ij⇡j ,
pois como { i : Y  ! Xi} e´ uma famı´lia compat´ıvel temos 'ij j =  i. Da´ı,
conclu´ımos que 'ij⇡j =  i.
Disto segue que  leva Y em X. Assim, definamos  : Y  ! X por
 (y) =  (y) para cada y 2 Y . Enta˜o,  e´ cont´ınua, pois  o e´, e claramente
temos que 'i =  i, para cada i 2 I. Por outro lado, seja  0 : Y  ! X uma
aplicac¸a˜o satisfazendo 'i 0 =  i para cada i 2 I e y 2 Y . Assim, usando isto e
que 'i =  i para cada i 2 I, obtemos que a componente de  0(y) em Xi e´  i(y)
para cada i 2 I, portanto segue que as aplicac¸o˜es  0 e  sa˜o iguais. Desta maneira,
4.3. LIMITES INVERSOS 50
 e´ a u´nica aplicac¸a˜o, com a propriedade desejada. Logo, temos que (X,'i) e´ um
limite inverso de (Xi,'ij).
O item (iii) segue do item (ii). ⇤
Pelo resultado anterior, como o limite inverso e´ u´nico a menos de homeomor-
fismos (isomorfismos), falaremos do limite inverso de um sistema inverso (Xi,'ij)
e vamos denota-lo por lim  (Xi,'ij) ou por lim  
i2I
Xi ou simplesmente por lim  Xi. Em
alguns casos, e´ mais u´til considerar o particular limite inverso, constru´ıdo no item
(ii) da proposic¸a˜o anterior e ele sera´ denotado por s lim  Xi.
Vamos voltar ao Exemplo 4.3.2 e determinar usando a Proposic¸a˜o 4.3.6 o limite
inverso do sistema inverso (Xi,'ij).
Sejam C = Cr(Xi | i 2 I), ⇡i : C  ! Xi a aplicac¸a˜o projec¸a˜o, como na
Proposic¸a˜o 4.3.6 definamos o conjunto X,
X = {c 2 C | 'ij⇡j(c) = ⇡i(c) para todos i, j com j > i}.
Vamos ver quem sa˜o os elementos de X. Seja c 2 C, enta˜o obtemos que
c = (x1, x2, x3, . . .) com xi 2 Xi. Suponhamos que c 2 X, logo c satisfaz
'12⇡2(c) = · · · = '1j⇡j(c), j > 1.
Por outro lado, note que
'12⇡2(c) = ⇡1(c) = '11⇡1(c).
Portanto,
⇡1(c) = '12⇡2(c) = · · · = '1j⇡j(c), j > 1. (4.3.2)
De modo ana´logo, conclu´ımos para todo i > 1 que
⇡i(c) = 'i2⇡2(c) = · · · = 'ij⇡j(c), j > 1. (4.3.3)
Agora, note que se c 2 C satisfaz (4.3.2), enta˜o segue que ⇡1(c) = 1, desta
forma temos
1 = '12⇡2(c) = · · · = '1j⇡j(c), j > 1. (4.3.4)
Assim, por exemplo, o elemento c = (1, 1, 1, . . .) 2 X. Pois, satisfaz (4.3.4) e
todas as demais condic¸o˜es. Em contrapartida o elemento d = (1, 2, 1, 1, . . .) 62 X.
Pois, na˜o satisfaz (4.3.3) para i = 2, uma vez que '23⇡3(d) = 1 e ⇡2(d) = 2.
Na˜o e´ dif´ıcil ver que os elementos de X sa˜o da seguinte forma:
(1, 1, . . .), (1, 2, 2, . . .), (1, 2, 3, 3, . . .), . . . etc.
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Por outro lado, consideremos o desenho do Exemplo 4.3.2, olhando o mesmo,
imagine partir de 1 em baixo a esquerda e seguir “em sentido invertido das setas”,
conforme mostra a figura a seguir, fazendo todos os poss´ıveis caminhos, obtemos
todos os elementos do limite inverso de (Xi,'ij) que sa˜o essas n-uplas infinitas.
?
(1, 1, . . .)
(1, 2, 2, . . .)
(1, 2, 3, 3, . . .)
(1, 2, 3, 4, 4, . . .)
(1, 2, 3, 4, 5, 5, . . .)
(1, 2, 3, 4, 5, 6, 6, . . .)
1 1 1 1 1 1
2 2 2 2 2




O seguinte resultado descreve a relac¸a˜o entre as principais propriedades to-
polo´gicas e o conceito de limite inverso. A prova deste resultado pode ser encon-
trada em [25, Proposition 1.1.5].
Proposic¸a˜o 4.3.7. Seja (Xi,'ij) um sistema inverso, indexado por I e denota-
mos por X = lim  Xi. As seguintes afirmac¸o˜es sa˜o verdadeiras:
(i) se cada Xi e´ Hausdor↵, enta˜o X e´ Hausdor↵;
(ii) se cada Xi e´ totalmente desconexo, enta˜o X e´ totalmente desconexo;
(iii) se cada Xi e´ Hausdor↵, enta˜o s lim  Xi e´ fechado no produto cartesiano
C = Cr(Xi | i 2 I);
(iv) se cada Xi e´ compacto e Hausdor↵, enta˜o X e´ compacto e Hausdor↵;
(v) se cada Xi e´ um espac¸o Hausdor↵ compacto na˜o vazio, enta˜o X e´ na˜o vazio.
Finalizamos esta sec¸a˜o com uma proposic¸a˜o que nos mostra, entre outras coi-
sas, como podemos verificar que um dado subconjunto do limite inverso de um
sistema inverso e´ denso. A demonstrac¸a˜o da mesma pode ser encontrada em [25,
Proposition 1.1.6].
Proposic¸a˜o 4.3.8. Seja (X,'i) um limite inverso de um sistema inverso (Xi,'ij)
de espac¸os compactos, Hausdor↵ e na˜o vazios, indexado por I. As seguintes
afirmac¸o˜es valem:




'ij(Xj) para cada i 2 I;
(ii) os conjuntos ' 1i (U), com i 2 I e U aberto em Xi, formam uma base para a
topologia em X;
(iii) se Y e´ um subconjunto de X satisfazendo 'i(Y ) = Xi para cada i 2 I, enta˜o
Y e´ denso em X;
(iv) se ✓ e´ uma aplicac¸a˜o de um espac¸o Y em X, enta˜o ✓ e´ cont´ınua se, e somente
se, cada aplicac¸a˜o 'i✓ e´ cont´ınua.
4.4. Caracterizac¸a˜o de Grupos Profinitos
Nesta sec¸a˜o iremos finalmente definir grupos profinitos em termos de limite
inverso e tambe´m obter caracterizac¸o˜es dos mesmos, que sera˜o usadas ao longo
desta dissertac¸a˜o.
Seja G um grupo topolo´gico, escreveremos H 6 G para denotar que H e´ um
subgrupo fechado de G e N   G para indicar que N e´ um subgrupo aberto de G.
Dizemos que uma famı´lia I de subgrupos normais de um grupo arbitra´rio G
e´ uma base filtrada se para todos K1, K2 2 I existe um subgrupo K3 2 I tal que
K3 ✓ K1 \K2.
Os pro´ximos dois resultados sa˜o te´cnicos e sera˜o utilizados na caracterizac¸a˜o
de grupos profinitos. A demonstrac¸a˜o dos mesmos pode ser encontrada em [25,
Proposition 1.2.1] e [25, Proposition 1.2.2] respectivamente.
Proposic¸a˜o 4.4.1. Sejam (G,'i) um limite inverso de um sistema inverso (Gi)
de grupos topolo´gicos compactos e de Hausdor↵, e L  G. Enta˜o, ker'i 6 L para
algum i. Assim, G/L e´ isomorfo, como grupo topolo´gico, a um grupo quociente de
um subgrupo de algum Gi. Se ale´m disso, cada aplicac¸a˜o 'i e´ sobrejetiva, enta˜o
G/L e´ isomorfo a um grupo quociente de algum Gi.
Proposic¸a˜o 4.4.2. Sejam G um grupo topolo´gico e I uma base filtrada de sub-
grupos normais fechados. Para todos K,L 2 I definamos K 60 L se, e somente
se, L 6 K. Enta˜o, I e´ dirigido com respeito a ordem 60 e os homomorfismos
sobrejetivos qKL : G/L  ! G/K, definidos para K 60 L, tornam os grupos quo-
cientes G/K um sistema inverso. Denotemos por ( bG,'k) = lim  G/K. Existe um




(ii) a imagem ✓(G) e´ um subgrupo denso de bG;
(iii) a aplicac¸a˜o composta 'k✓ e´ a aplicac¸a˜o quociente de G em G/K para cada
K 2 I;
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(iv) se G e´ compacto, enta˜o ✓ e´ sobrejetora;
(v) se G e´ compacto e
T
K2I K = 1, enta˜o ✓ e´ um isomorfismo de grupos to-
polo´gicos, ou seja, um isomorfismo de grupos e um homeomorfismo.
Uma classe C de grupos finitos e´ uma famı´lia de grupos finitos fechada por
imagens isomo´rficas, isto e´, se F1 2 C e F1 ⇠= F2, enta˜o F2 2 C.
Dizemos que uma classe C de grupos finitos e´ fechada: para subgrupos, se cada
subgrupo de um C-grupo e´ um C-grupo; para quocientes, se cada grupo quociente
de um C-grupo e´ um C-grupo e para produto direto finito de seus elementos, se
F1, F2 2 C, enta˜o F1 ⇥ F2 2 C.
Dada uma classe C de grupos finitos, dizemos que um grupo F e´ um C-grupo se
F 2 C. Chamamos G um grupo pro-C se G e´ um limite inverso de C-grupos, assim
por exemplo, um limite inverso de p-grupos finitos e´ chamado um grupo pro-p.
Observe que um C-grupo e´ sempre um grupo pro-C , pois basta considerarmos um
sistema inverso com respeito a um conjunto dirigido com somente um elemento.
O teorema a seguir nos mostra algumas caracterizac¸o˜es de grupos pro-C.
Teorema 4.4.3. Sejam C uma classe de grupos finitos que e´ fechada para sub-
grupos e produtos diretos e G um grupo topolo´gico. As seguintes afirmac¸o˜es sa˜o
equivalentes.
(i) G e´ um grupo pro-C.
(ii) G e´ isomorfo, como grupo topolo´gico, a um subgrupo fechado de um produto
cartesiano de C-grupos.
(iii) G e´ compacto e
T{N | N    G,G/N 2 C} = 1.
(iv) G e´ compacto e totalmente desconexo, e para cada L  G existe um subgrupo
N    G com N 6 L e G/N 2 C.
Se ale´m disso, C e´ fechada para quocientes, enta˜o o item (iv) pode ser substitu´ıdo
por
(iv)0 G e´ compacto e totalmente desconexo, e G/L 2 C para cada L   G.
Demonstrac¸a˜o. Como cada Gi e´ finito e estamos considerando a topologia
discreta, temos que cada Gi e´ Hausdor↵, compacto e totalmente desconexo. Agora,
por hipo´tese, como G e´ um grupo pro-C , temos que G = lim  i2I Gi, onde cada Gi
e´ um C-grupo. Por G ser um grupo topolo´gico, temos que cada Gi e´ tambe´m um
grupo topolo´gico. Uma vez que cada Gi e´ Hausdor↵, segue pela Proposic¸a˜o 4.3.7
item (iii) que s lim  Gi e´ fechado no produto cartesiano de Cr(Gi | i 2 I). Agora
como G ⇠= s lim  Gi, isto mostra que (i) implica (ii).
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Vamos provar que (ii) implica (iii). Por hipo´tese, G e´ isomorfo a um subgrupo
fechado bG de C = Cr(Gi | i 2 I) onde cada Gi e´ um C-grupo. Desta maneira,
para cada i 2 I denotamos por Ki o nu´cleo da aplicac¸a˜o projec¸a˜o de C em Gi.
Segue que Ki    C para cada i 2 I, uma vez que a projec¸a˜o e´ cont´ınua. Assim,
como cada Gi e´ compacto, temos pelo Teorema 4.1.3 item (iii) que C e´ compacto.
Deste modo, bG e´ compacto, pela Proposic¸a˜o 4.1.1 item (i). Logo, obtemos que G
e´ compacto. Agora, para cada i 2 I, escrevemos Ni = Ki \ bG. Como Ki    C,
temos que Ni    bG. Do fato que Ti2I Ki = 1, segue que Ti2I Ni = 1. Ale´m disso,
pelos teoremas de isomorfismo tem-sebG/Ni ⇠= bGKi/Ki 6 C/Ki ⇠= Gi.
e portanto bG/Ni 2 C para cada i 2 I e o resultado segue.
Provaremos que (iii) implica (i). Com efeito, escrevemos I = {N    G | G/N 2 C}.
Sejam N1, N2 2 I e consideremos a aplicac¸a˜o f de G ao C-grupo G/N1 ⇥ G/N2
definida por g 7 ! (N1g,N2g). Vejamos que f e´ cont´ınua. Com efeito, dado
U aberto de G/N1 ⇥ G/N2, temos que f 1(U) ✓ G e´ aberto, pois G pode ser
pensado com a topologia discreta. E´ fa´cil ver que f e´ um homomorfismo com
nu´cleo ker(f) = N1 \N2. Assim N1 \N2    G e
G/(N1 \N2) ⇠= Im(f) 6 G/N1 ⇥G/N2.
Como G/N1 ⇥ G/N2 e´ um C-grupo e C e´ fechada para subgrupos, obtemos que
G/(N1 \ N2) 2 C, logo segue N1 \ N2 2 I. Observe que I e´ uma base filtrada,
enta˜o aplicando a Proposic¸a˜o 4.4.2 conclu´ımos que G ⇠= lim  N2I G/N . Logo, G e´
um grupo pro-C, como quer´ıamos.
Por outro lado, segue pela Proposic¸a˜o 4.3.7, que G e´ compacto e totalmente
desconexo, e para cada L    G, usando a Proposic¸a˜o 4.4.1, temos que existe
N = ker⇡i    G para algum i 2 I, com N 6 L e G/N ⇠= Im⇡i = Gi, assim
G/N 2 C, isso mostra que (i) implica (iv).
A afirmac¸a˜o que (iv) implica (iii) segue da Proposic¸a˜o 4.2.5 item (iii).
Por fim, suponhamos que C seja fechada para quocientes. Assim, pela Pro-
posic¸a˜o 4.4.1 temos que, para cada L  G, existe N  G com N 6 L e G/N 2 C e,
como G/L ⇠= (G/N)/(L/N), podemos concluir que G/L 2 C, como desejado. ⇤
Desta forma considerando C como sendo a classe de todos os grupos finitos,
temos imediatamente do teorema anterior uma caracterizac¸a˜o para os grupos pro-
finitos.
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Corola´rio 4.4.4. Seja G um grupo topolo´gico. As seguintes afirmac¸a˜o sa˜o equi-
valentes.
(i) G e´ profinito.
(ii) G e´ isomorfo, como grupo topolo´gico, a um subgrupo fechado de um produto
Cartesiano de grupos finitos.
(iii) G e´ compacto e
T{N | N    G} = 1.
(iv) G e´ compacto e totalmente desconexo.
O pro´ximo teorema descreve como um grupo profinito, seus subgrupos e grupos
quocientes podem ser pensados explicitamente como limites inversos.
Teorema 4.4.5. As seguintes afirmac¸o˜es sa˜o verdadeiras:
(i) seja G um grupo profinito. Se I e´ uma base filtrada de subgrupos normais
fechados de G tal que
T{N | N 2 I} = 1, enta˜o




H ⇠= lim  
N2I
H/(H \N),
para cada subgrupo fechado H de G e
G/K ⇠= lim  
N2I
G/NK,
para cada subgrupo normal fechado K de G.
(ii) se C e´ uma classe de grupos finitos que e´ fechada para subgrupos e produtos di-
retos, enta˜o subgrupos fechados, produtos Cartesianos e limites inversos de grupos
pro-C sa˜o grupos pro-C. Se ale´m disso, C e´ fechada para quocientes, enta˜o grupos
quocientes de grupos pro-C por subgrupos normais fechados sa˜o grupos pro-C.
Demonstrac¸a˜o. Vamos mostrar o item (i). Vejamos primeiramente que
G ⇠= lim  N2I G/N. De fato, como G e´ profinito, segue que G e´ um grupo to-
polo´gico, e por hipo´tese, I e´ uma base filtrada de subgrupos normais fechados de
G. Enta˜o, aplicando a Proposic¸a˜o 4.4.2 a G, obtemos que bG = lim  N2I G/N e um
homomorfismo cont´ınuo ✓ : G  ! bG. Novamente, pela hipo´tese, TN2I N = 1 e
sabendo que G e´ compacto pelo Corola´rio 4.4.4, segue pela Proposic¸a˜o 4.4.2 item
(v), que G ⇠= bG = lim  N2I G/N .
Por outro lado, mostraremos que H ⇠= lim  N2I H/(H \ N), para H subgrupo
fechado. Com efeito, por G ser um grupo topolo´gico, temos que H tambe´m e´ um
grupo topolo´gico. Assim, consideremos o conjunto S = {H \ N | N 2 I}. Note
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que S e´ uma base filtrada de subgrupos normais fechados de H, enta˜o aplicando a
Proposic¸a˜o 4.4.2 a H, obtemos que bH = lim  N2I H/(H \ N) e um homomorfismo
cont´ınuo ✓ : H  ! bH. Por outro lado, uma vez que TN2I N = 1, obtemosT
N2I(H \ N) = 1 e sabendo que H e´ compacto pelo Corola´rio 4.4.4, segue pela
Proposic¸a˜o 4.4.2 item (v), que H ⇠= bH = lim  N2I H/(H \N).
Por fim, consideremos a famı´lia J = {NK | N 2 I}, temos que J e´ uma base
filtrada de subgrupos normais fechados de G contendo K. Usando a Proposic¸a˜o
4.2.3 item (iv) obtemos\
{M |M 2 J} =
\
{NK | N 2 I} =
⇣\
{N | N 2 I}
⌘
K = K.
Agora consideremos ' o epimorfismo canoˆnico de G em G/K. Da´ı, podemos
trabalhar no quociente G/K e assumir queK = 1. Como G e´ um grupo topolo´gico,
temos pela Proposic¸a˜o 4.2.3 item (ii) que G/K e´ tambe´m um grupo topolo´gico. Por
outro lado, consideremos o conjunto '(J) = {NK/K | N 2 I}, temos que '(J)
e´ uma base filtrada de subgrupos normais fechados de G/K. Assim, aplicando a
Proposic¸a˜o 4.4.2 a G/K e o terceiro teorema do isomorfismo, temos que









N2I NK = K, segue que
T
N2I NK/K = K. Logo, nova-
mente pela Proposic¸a˜o 4.2.3 item (iv), obtemos que







e a afirmac¸a˜o segue.
Na˜o vamos dar os detalhes da prova do item (ii), que podem ser encontrados
em [25, Theorem 1.2.5], somente observamos que o item (ii) e´ consequeˆncia do
item (i) e de propriedades topolo´gicas vistas antes. ⇤
O teorema a seguir de natureza topolo´gica e´ uma ferramenta muito u´til para
trabalhar no contexto de grupos profinitos. Os detalhes da demonstrac¸a˜o podem
ser encontrados em [9, Theorem 35].
Teorema 4.4.6 (de Categoria de Baire). Se G e´ um espac¸o Hausdor↵ local-




Ai, enta˜o pelo menos um subconjunto Ai conte´m um conjunto aberto
na˜o vazio.
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Obviamente podemos dar uma reformulac¸a˜o imediata do resultado anterior
para um grupo profinito G: se um grupo profinito e´ tal que G =
S
i2NAi, onde Ai
sa˜o conjuntos fechados, enta˜o pelo menos um Ai conte´m um conjunto aberto na˜o
vazio.
O resultado a seguir e´ uma consequeˆncia direta do Teorema 4.4.6 e nos fornece
uma u´til observac¸a˜o.
Lema 4.4.7. Sejam G um grupo profinito e {Ai | i 2 N} uma famı´lia enumera´vel
de conjuntos fechados tal que G =
[
i2N
Ai. Enta˜o, existem um inteiro n, um ele-
mento g em G e um subgrupo aberto H de G tal que gH ✓ An.
Demonstrac¸a˜o. Como G e´ profinito, temos que G e´ Hausdor↵ e pelo Co-




segue, do Teorema 4.4.6, que existe um inteiro n tal que An conte´m um conjunto
aberto na˜o vazio U . Enta˜o, existe g 2 U e por U ser aberto, tem-se que g 1U e´
aberto. Agora, pela Proposic¸a˜o 4.1.1 item (vi) temos que g 1U =
S
Si, onde cada
Si e´ simultaneamente aberto e fechado. Como 1 2 g 1U , existe um inteiro m tal
que 1 2 Sm. Desta forma, usando o Lema 4.2.4, obtemos que existe H    G tal
que H ✓ Sm. Logo, H ✓ g 1U . Em particular, temos que gH ✓ U ✓ An e o
resultado segue. ⇤
Conclu´ımos esta sec¸a˜o definindo os conceitos de transversais de subgrupos aber-
tos e fechados de um grupo profinito.
Sejam G um grupo profinito e H um subgrupo fechado de G. Um transversal
a` direita de H em G e´ um conjunto fechado contendo um u´nico elemento de cada
classe lateral Hg de H em G. De modo ana´logo define-se o conceito de transversal
a` esquerda. Desta maneira, dizemos que S e´ um transversal a` direita se, e somente
se, S e´ fechado, G pode ser escrito da forma G = HS e sempre que s1, s2 2 S tais
que Hs1 = Hs2, enta˜o s1 = s2. Vamos considerar apenas transversais a` direita e
chamaremos a estes de transversais.
Sabemos que, em um grupo profinito G, os subconjuntos finitos de G sa˜o
fechados, pois como G e´ Hausdor↵, temos que para cada x 2 G o conjunto {x}




{xi} com xi 2 G, o que mostra que A e´ fechado. Desta forma, e´ claro que
para subgrupos abertos de G temos a existeˆncia de transversais.
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Uma pergunta relevante seria se para subgrupos fechados de G sempre existem
transversais. A resposta e´ afirmativa. Mas antes de garantirmos tal existeˆncia,
precisamos definir uma versa˜o relativa da noc¸a˜o de um transversal. Isto e´, uma
definic¸a˜o de transversal que depende de um outro subgrupo dado.
Sejam M e H subgrupos fechados de um grupo profinito G tais que M 6 H.
Um transversal para H mod M em G e´ um subconjunto fechado S que e´ uma
unia˜o de classes laterais da forma Mg e que satisfaz as seguintes condic¸o˜es:
(i) G = HS;
(ii) se s1, s2 2 S com Hs1 = Hs2, enta˜o s1s 12 2M .
Os dois pro´ximos resultados nos permitem garantir a existeˆncia de transversais
para um qualquer subgrupo fechado. A demonstrac¸a˜o do primeiro pode ser vista
em [25, Lemma 1.3.1].
Lema 4.4.8. Sejam M e H subgrupos fechados de G tais que M 6 H e S um
transversal para H mod M . Considere N    G e cM = M \ N e suponha que
{g1, . . . , gr} seja um transversal para MN em G. Defina Si = Ngi \ S para i 6 r
e bS = S1 [ · · · [ Sr. Enta˜o, bS e´ um transversal para H mod cM .
Finalizamos esta sec¸a˜o com uma proposic¸a˜o que nos garante que sempre exis-
tem transversais para subgrupos fechados.
Proposic¸a˜o 4.4.9. Se H e´ um subgrupo fechado de G, enta˜o existe um transversal
S para H tal que 1 2 S.
Demonstrac¸a˜o. Usaremos o Lema de Zorn (veja [9, 25 Theorem, pa´g.33]).
Mas para isto, vamos primeiramente construir o conjunto parcialmente ordenado.
Consideremos I o conjunto dos pares (M,S) com M  H e S um transversal para
H mod M . Notemos que I 6= ?, pois claramente (H,G) 2 I. Agora, definamos a
seguinte ordem em I, (M1, S1)  (M2, S2) se, e somente se, M1 > M2 e S1 ◆ S2.
Seja C uma cadeia em I e defina
M0 =
\
{M | (M,S) 2 C}, S0 =
\
{S | (M,S) 2 C}.
Vejamos que (M0, S0) 2 I. De fato, como cada S e´ fechado, tem-se que S0
e´ fechado. E S0 e´ uma unia˜o de classes laterais de M0. Pois, se s 2 S0, segue
pela definic¸a˜o de M0 e S0 que M0s ✓ MS ✓ S, para todo (M,S) 2 C de modo
que M0s ✓
T





(HS) = G. Agora, se s1, s2 2 S0 e Hs1 = Hs2, enta˜o segue
pela hipo´tese que s1s
 1
2 2 M para todo (M,S) 2 C. Assim, s1s 12 2 \M = M0.
Enta˜o, conclu´ımos que (M0, S0) 2 I. Note que (M0, S0) e´ um limite superior para
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a cadeia C. Portanto, pelo Lema de Zorn, I possui elemento maximal e denotamos
tal elemento por (M,S 0). Se M 6= 1, enta˜o existe um subgrupo N    G tal quecM = N \M 6=M , assim usando o Lema 4.4.8, podemos construir bS e teremos que
(cM, bS) > (M,S 0), o que e´ um absurdo, pois (M,S 0) e´ o elemento maximal. Enta˜o,
tem-se que M = 1 e assim, segue que S 0 e´ um transversal para H. Por outro lado,
seja S 0 \H = {h}, o conjunto S = h 1S 0 e´ tambe´m um transversal para H em G
e temos que 1 2 S, como desejado. ⇤
4.5. Completamentos de Grupos
Nesta sec¸a˜o vamos querer construir grupos profinitos a partir de grupos abstra-
tos. Para isto precisaremos introduzir o conceito de completamento de um grupo,
ressaltaremos suas principais propriedades e constru´ıremos exemplos de dois tipos
de completamento de um grupo abstrato.
Consideremos G um grupo abstrato e I uma base filtrada na˜o vazia de sub-
grupos normais de ı´ndice finito. Podemos tornar G um grupo topolo´gico, basta
definirmos quem sa˜o os abertos da topologia, isto e´, dizemos que um subconjunto
de G e´ aberto se, e somente se, e´ uma unia˜o de classes laterais Kg com K um
qualquer subgrupo em I. Com esta definic¸a˜o de topologia, G torna-se um grupo
topolo´gico. Observamos que se K1, K2 2 I, enta˜o a intersec¸a˜o K1g1 \K2g2, com
g1, g2 2 G ou e´ vazia ou e´ uma classe lateral do subgrupo K1 \K2.
O completamento de G com respeito a` I e´ um par ( bG, j), onde bG e´ um grupo
profinito e j e´ um homomorfismo cont´ınuo de G em bG que satisfaz a seguinte
propriedade: sempre que ✓ : G  ! H e´ um homomorfismo cont´ınuo, com H sendo
um grupo finito, existe um u´nico homomorfismo cont´ınuo b✓ : bG  ! H tal que









O pro´ximo resultado nos mostra um exemplo de como construir um comple-
tamento de um grupo abstrato G, sua demonstrac¸a˜o pode ser encontrada em [25,
Proposition 1.4.1]. Lembramos que I denota uma base filtrada na˜o vazia de sub-
grupos normais de ı´ndice finito em G.
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Proposic¸a˜o 4.5.1. Sejam bG = s lim  I G/K e j a aplicac¸a˜o de G em bG definida
por g 7 ! (Kg). Enta˜o, o par ( bG, j) possui as propriedades do completamento de
G com respeito a I.
Nosso objetivo agora e´ mostrar que o completamento de G com respeito a I e´
unicamente determinado, mas para isto precisamos dar uma formulac¸a˜o diferente
do conceito de completamento, em termos de uma propriedade universal. A pro-
posic¸a˜o a seguir nos mostra como fazemos isto. Os detalhes da demonstrac¸a˜o da
mesma podem ser encontrados em [25, Proposition 1.4.2].
Proposic¸a˜o 4.5.2. Sejam G e I como acima e suponha que bG e´ um grupo profinito
e j : G  ! bG um homomorfismo cont´ınuo. Enta˜o, as seguintes afirmac¸o˜es sa˜o
equivalentes.
(i) O par ( bG, j) possui a propriedade que define um completamento de G com
respeito a I.






onde H e´ um grupo profinito e ✓ e´ um homomorfismo cont´ınuo, existe um u´nico







O pro´ximo resultado nos garante que o completamento de G com respeito a I
e´ u´nico a menos de isomorfismo.
Proposic¸a˜o 4.5.3. Se (cG1, j1) e (cG2, j2) sa˜o completamentos de G com respeito
a I, enta˜o existe um isomorfismo ↵ : cG1  ! cG2 satisfazendo ↵j1 = j2.
Demonstrac¸a˜o. Considerando o completamento (cG1, j1) e o homomorfismo
cont´ınuo j2 : G  ! cG2 temos, pela Proposic¸a˜o 4.5.2, que existe um u´nico homo-
morfismo cont´ınuo ↵ : cG1  ! cG2 tal que ↵j1 = j2. De modo ana´logo, considerando
(cG2, j2) como completamento de G e o homomorfismo cont´ınuo j1 : G  ! cG1, ob-
temos a existeˆncia do homomorfismo cont´ınuo   : cG2  ! cG1 tal que  j2 = j1.
Assim, fazendo algumas substituic¸o˜es tem-se que j1 = (IdcG1)j1 = ( ↵)j1. Agora
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considerando o completamento (cG1, j1) e o homomorfismo cont´ınuo j1 : G  ! cG1,
temos que existe um u´nico homomorfismo cont´ınuo   satisfazendo  j1 = j1. Enta˜o,
segue que  ↵ = IdcG1 . Analogamente, considerando o completamento (cG2, j2) ob-
temos ↵  = IdcG2 . Portanto, segue que ↵ e´ um isomorfismo, como quer´ıamos. ⇤
A proposic¸a˜o a seguir e´ uma consequeˆncia imediata de resultados desta sec¸a˜o
e da Proposic¸a˜o 4.4.1.
Proposic¸a˜o 4.5.4. Seja ( bG, j) o completamento de G com respeito a I. Enta˜o,
as seguintes afirmac¸o˜es valem:




Demonstrac¸a˜o. Vamos provar o item (i). Usando as Proposic¸o˜es 4.5.1 e
4.5.3 e considerando bG = s lim  G/K e a aplicac¸a˜o j definida por g 7 ! (Kg), o
resultado segue da Proposic¸a˜o 4.4.1.
Agora, mostraremos o item (ii). Veja que um elemento g pertencente ao kerj,
se e somente se, j(g) = (K) para cada K em I, ou seja, se Kg = K. Segue que
g 2 K para todo K 2 I e portanto kerj = TK2I K. ⇤
A seguir vamos abrir um pareˆntesis para lembrar o conceito de grupo residual-
mente finito e algumas propriedades ba´sicas relevantes para o nosso estudo.
Um grupo abstrato G e´ dito residualmente finito se, para cada g 6= 1 em G,
existe um subgrupo Ng  G tal que g 62 Ng e G/Ng e´ finito.
A seguir veremos uma caracterizac¸a˜o bastante u´til de grupo residualmente
finito.
Proposic¸a˜o 4.5.5. Um grupo G e´ residualmente finito se, e somente se, a in-
tersec¸a˜o de todos os subgrupos normais de G de ı´ndices finitos e´ trivial.
Demonstrac¸a˜o. Suponhamos que G seja residualmente finito. Considere-
mos I o conjunto de todos os subgrupos normais de ı´ndice finito em G e seja
H =
T
N2I N . Suponhamos que H 6= 1, enta˜o existe g 2 H com g 6= 1. Assim,
existe um subgrupo Ng   G tal que g 62 Ng e G/Ng e´ finito. Note que Ng 2 I.
Disto segue que g 2 H  Ng. Logo, g 2 Ng, mas isto e´ um absurdo, pois por
hipo´tese g 62 Ng. Portanto, conclu´ımos que H = 1. Reciprocamente, suponhamos
que H = 1 e seja g 2 G com g 6= 1, da´ı temos que g 62 H. Enta˜o, existe Ng   G
com [G : Ng] finito tal que g 62 Ng, caso contra´rio, g estaria em H. Como g foi
tomado arbitrariamente, conclu´ımos que G e´ residualmente finito e o resultado
segue. ⇤
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O pro´ximo lema mostra que grupos profinitos sa˜o sempre residualmente finitos.
Lema 4.5.6. Se G e´ um grupo profinito, enta˜o G e´ residualmente finito.
Demonstrac¸a˜o. Seja I o conjunto de todos os subgrupos normais abertos
de G. Como G e´ um grupo profinito, temos pelo Corola´rio 4.4.4 que
T
N2I N = 1.
Note que, para cada N 2 I, o ı´ndice [G : N ] e´ finito, pela Proposic¸a˜o 4.2.2 item
(iii). Assim, da Proposic¸a˜o 4.5.5 segue que G e´ residualmente finito. ⇤
O resultado a seguir, consequeˆncia do Lema 4.5.6, e´ uma u´til observac¸a˜o relativa
a subconjuntos finitos de um grupo profinito.
Lema 4.5.7. Seja G um grupo profinito. Se H e´ um subconjunto finito de G,
enta˜o existe um subgrupo normal aberto N de G tal que H \N = 1.
Demonstrac¸a˜o. Como G e´ um grupo profinito, temos pelo Lema 4.5.6 que
G e´ residualmente finito. Suponhamos que |H| = n, ja´ que H e´ finito. Se H = 1,
enta˜o na˜o ha´ nada a demonstrar. Suponhamos que H 6= 1. Assim, por G ser
residualmente finito, segue que para cada hi 2 H com hi 6= 1, existe um subgrupo
normal Nhi tal que hi 62 Nhi e G/Nhi e´ finito. Em particular, podemos assumir que
Nhi seja aberto em G. Desta maneira, considerando N =
Tn
i=1Nhi , temos que N
e´ um subgrupo normal aberto tal que N \H = 1. Pois, se N \H 6= 1, existiria um
hi 2 N \H com hi 6= 1. Assim, ter´ıamos que hi 2 Nhi , o que e´ um contradic¸a˜o.
E o resultado segue. ⇤
Vejamos agora dois exemplos relevantes de completamento de um dado grupo
abstrato G, sa˜o eles o completamento pro-p e o completamento profinito. Seja p
um primo, o completamento pro-p de G e´ o completamento com respeito a` famı´lia
de todos os subgrupos normais de ı´ndice uma poteˆncia de p. Enta˜o, o pro-p com-
pletamento de G e´ um grupo pro-p. O completamento profinito de um grupo G
e´ o completamento de G com respeito a` famı´lia de todos os subgrupos normais
de ı´ndice finito. Note que pela Proposic¸a˜o 4.5.4 a func¸a˜o j de G em seu comple-
tamento profinito bG e´ injetiva se, e somente se, TK2I K = 1. Lembramos que,
pela Proposic¸a˜o 4.5.5, um grupo abstrato G tal que, a intersec¸a˜o de todos seus
subgrupos normais de ı´ndice finito e´ trivial, e´ dito residualmente finito. Segue que
para um grupo residualmente finito G, j(G) e´ sempre uma co´pia isomorfa a G no
seu completamento profinito bG.
Finalizamos esta sec¸a˜o construindo exemplos de um completamento pro-p e de
um completamento profinito de Z.
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Seja p um primo fixado. Consideremos o sistema inverso (Z/piZ), conforme
vimos no Exemplo 4.3.3.




j com 0  aj < p para
cada j. Definamos para cada i   1 as seguintes aplicac¸o˜es:









j + piZ = 'i(z).
e
✓ : Zp  ! s lim  Z/piZ
z 7 ! ('i(z) | i   1).
Lembrando que s lim  Z/piZ e´ um subgrupo fechado de Cr(Z/piZ) onde i   1.
Verifica-se facilmente que ✓ e´ uma aplicac¸a˜o bijetora. Nosso objetivo e´ mostrar
que Zp e´ o completamento pro-p de Z. Para isto, precisamos introduzir em Zp uma
estrutura de anel topolo´gico, desta maneira, vamos definir as operac¸o˜es de soma e
produto em Zp e quem sa˜o os conjuntos abertos.
Sejam z1 e z2 elementos de Zp, a soma e o produto em Zp sa˜o definidos como
z1 + z2 =: ✓ 1(✓(z1) + ✓(z2)) e z1z2 =: ✓ 1(✓(z1)✓(z2)). Pode-se mostrar que com
estas operac¸o˜es Zp torna-se um anel. Um subconjunto de Zp e´ dito aberto se
sua imagem com respeito a ✓ e´ um aberto. Assim, com estas definic¸o˜es estamos
pedindo que ✓ seja um isomorfismo de ane´is topolo´gicos. Portanto, temos que
(Zp,'i) ⇠= lim  Z/p
iZ ⇠= s lim  Z/p
iZ.
Enta˜o, como (Z/piZ) e´ um sistema inverso de ane´is finitos temos que Zp e´ um
anel pro-p, chamado o anel dos inteiros p-a´dicos.





j com aj = 0 para todos exceto para uma quantidade finita de
valores de j. Desta maneira, a aplicac¸a˜o ✓ coincide em Z com a aplicac¸a˜o natu-
ral de Z para s lim  Z/piZ e as operac¸o˜es de soma e produto definidas acima em
Zp estendem as ordina´rias operac¸o˜es de soma e produto definidas em Z. Assim,
considerando o par (Zp, j), onde Zp ⇠= s lim  Z/piZ e j a aplicac¸a˜o natural que e´
justamente a aplicac¸a˜o inclusa˜o de Z em Zp, tem-se pela Proposic¸a˜o 4.5.1 que Zp
e´ o completamento pro-p de Z. Note que estamos usando, como famı´lia I para
construir o completamento, a famı´lia de todos os subgrupos normais de Z da forma
piZ cujo ı´ndice e´ uma poteˆncia de p.
4.6. A ORDEM DE UM GRUPO PROFINITO E TEORIA DE SYLOW 64
Agora vamos construir o completamento profinito de Z. Para isto, enunciamos
antes um lema te´cnico cuja demonstrac¸a˜o pode ser encontrada em [25, Lemma
1.5.1].
Lema 4.5.8. Sejam D = Cr(Zp | p primo),   : Z  ! D a aplicac¸a˜o que leva cada
x 2 Z no vetor com todas as coordenadas igual a x e Z0 a imagem de  . Para cada
inteiro n > 0 as seguintes afirmac¸o˜es valem:
(i) nD + Z0 = D;
(ii) o grupo D/nD e´ c´ıclico de ordem n;
(iii) nD \ Z0 = nZ0.
A seguir veremos que o grupo D, juntamente com a aplicac¸a˜o   definidos no
lema anterior, e´ o completamento profinito de Z. A demonstrac¸a˜o deste fato pode
ser vista em [25, Proposition 1.5.2].
Proposic¸a˜o 4.5.9. O par (D,  ), onde D = Cr(Zp | p primo) e   e´ a aplicac¸a˜o de
Z em D definida no Lema 4.5.8, e´ o completamento profinito de Z.
A seguinte proposic¸a˜o mostra que, dado um grupo profinito G, e´ sempre
poss´ıvel dar um sentido a “poteˆncia” gz, de um elemento g 2 G com expoente
um qualquer elemento z do completamento profinito bZ de Z, estendendo assim de
forma natural o conceito de “poteˆncia inteira” de um elemento g de G. Os detalhes
da demonstrac¸a˜o podem ser encontrados em [25, Proposition 1.5.3].
Proposic¸a˜o 4.5.10. Sejam G um grupo profinito, bZ o completamento profinito
de Z e considere Z ✓ bZ. As seguintes afirmac¸o˜es valem:
(i) existe uma u´nica aplicac¸a˜o cont´ınua bZ ⇥ G  ! G tal que (n, g)  ! gn para
n 2 Z. Portanto, se g 2 G e z 2 bZ, enta˜o a poteˆncia gz esta´ definida;
(ii) se g 2 G e z1, z2 2 bZ, enta˜o
(a) gz1+z2 = gz1gz2 e
(b) (gz1)z2 = gz1z2 .
(iii) se g1, g2 2 G e z 2 bZ e se g1, g2 comutam, enta˜o temos que (g1g2)z = gz1gz2.
4.6. A Ordem de um Grupo Profinito e Teoria de Sylow
Nesta sec¸a˜o vamos definir o conceito de ordem de um grupo profinito. Para isto
precisamos introduzir o conceito de nu´mero supernatural, que nos ajudara´ a obter
informac¸o˜es relevantes sobre o grupo. Tambe´m definiremos subgrupos de Sylow
de um grupo profinito e ressaltaremos suas principais propriedades. Veremos que
muitos dos resultados conhecidos em grupos finitos podem ser estendidos para
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grupos profinitos. Todos os subgrupos de um grupo profinito sa˜o considerados
fechados, quando na˜o forem sera´ explicitamente indicado.
Iniciamos esta sec¸a˜o com uma proposic¸a˜o que nos da´ informac¸o˜es relativas a
cardinalidade de um grupo profinito.
Proposic¸a˜o 4.6.1. Seja G um grupo profinito. Enta˜o, a cardinalidade de G e´ ou
finita ou na˜o enumera´vel.
Demonstrac¸a˜o. Vamos supor que a cardinalidade de G seja enumera´vel e
mostraremos que G e´ finito. De fato, seja G =
S
i2N{gi}. Pelo Teorema 4.4.6
segue que existe gj 2 G tal que {gj} e´ aberto. Agora usando a Proposic¸a˜o 4.2.2
item (i) obtemos que qualquer conjunto {x} com x 2 G e´ um aberto. Como G e´
compacto e G =
S




{gij}. Portanto, conclu´ımos que G e´ finito, como quer´ıamos. ⇤
Consideremos G um grupo profinito, enta˜o por definic¸a˜o, G = lim  i2I Gi, onde
cada Gi e´ um grupo finito e I e´ uma base filtrada de subgrupos normais fechados
de G. Se G e´ infinito, enta˜o saber sua cardinalidade nos fornece pouca informac¸a˜o
a respeito do grupo, pois pela Proposic¸a˜o 4.6.1, sabemos que sempre sera´ na˜o enu-
mera´vel. Desta maneira, precisamos definir uma quantidade nume´rica que reflita
propriedades aritme´ticas dos grupos finitos Gi, seja independente da apresentac¸a˜o
de G como um limite inverso de um sistema inverso de grupos finitos e expresse
propriedades do grupo G que nos permitam definir, no contexto de grupos pro-
finitos, conceitos como, por exemplo, de ı´ndices e de subgrupos de Sylow. Essa
quantidade nume´rica sera´ definida por meio do conceito de nu´mero supernatural
que introduziremos a seguir.





onde p varia no conjunto de todos os nu´meros primos e n(p) e´ um inteiro na˜o
negativo ou infinito. Por convenc¸a˜o simbo´lica, dizemos que m < 1,1 +1 =




m(p) um outro nu´mero supernatural, se m(p)  n(p) para todo




n(p,i) | i 2 I} e´ uma famı´lia de nu´meros supernaturais, enta˜o defi-
nimos seu produto, mı´nimo mu´ltiplo comum e ma´ximo divisor comum da seguinte
forma:






t(p) onde t(p) =
P
i2I n(p, i).
(ii) mmc{ai | i 2 I} =
Q
p p
s(p) onde s(p) = sup{n(p, i) | i 2 I}.
(iii) mdc{ai | i 2 I} =
Q
p p
u(p) onde u(p) = inf{n(p, i) | i 2 I}.
Note que o resultado das operac¸o˜es usadas para definir t(p), s(p) e u(p) pode
ser ou um inteiro na˜o negativo ou infinito.
Observe que dados {ai | i 2 I} e {bj | j 2 J} duas famı´lias de nu´meros
supernaturais enta˜o temos que,
(mmc{ai | i 2 I})(mmc{bj | j 2 J}) = mmc{aibj | i 2 I, j 2 J}. (4.6.1)
Sejam G um grupo profinito e H um subgrupo fechado de G. O ı´ndice [G : H]
de H em G e´ o mı´nimo mu´ltiplo comum dos ı´ndices dos subgrupos abertos de G
contendo H. A ordem |G| de G e´ [G : 1] e a ordem de um elemento x de G e´ a
ordem do fecho do subgrupo abstrato gerado por x, ou seja, |hxi|.
Equivalentemente, podemos definir o ı´ndice de um subgrupo H de um grupo
profinito G como [G : H] = mmc{[G : NH] | N   G}. De fato, pois sabemos que
cada subgrupo aberto U de G, conte´m um subgrupo normal aberto N de G. E
considerando um U tal que H  U , temos que NH e´ um subgrupo aberto de G.
Assim como NH  U  G, segue pelo Teorema de Lagrange para ı´ndices finitos
que [G : U ] divide [G : NH]. Portanto, temos que mmc{[G : U ] | H  U   G}
divide mmc{[G : NH] | N    G}. Por outro lado, como H  NH   G, vemos
que [G : NH] 2 {[G : U ] | H  U   G}. Segue que as duas definic¸o˜es de ı´ndice
sa˜o equivalentes.
Um grupo profinito G e´ um grupo pro-p se, e somente se, G/N possui ordem
poteˆncia de p para cada N    G. De fato, pois sendo G profinito temos que
G ⇠= lim  
N2I
G/N , onde I e´ a base filtrada de todos os subgrupos normais abertos
de G e supondo que G seja um grupo pro-p temos que G/N e´ um p-grupo para
cada N 2 I. Por outro lado, supondo que para cada N    G, G/N e´ um p-grupo,
temos pela Proposic¸a˜o 4.4.1 e por G ser profinito que G e´ um grupo pro-p. Disto
segue que os grupos pro-p sa˜o precisamente os grupos profinitos de ordem pn com
n  1.
A proposic¸a˜o a seguir nos mostra que podemos estender o Teorema de Lagrange
para os grupos profinitos. A demonstrac¸a˜o deste resultado pode ser encontrada
em [25, Proposition 2.1.2 e Lemma 2.1.3].
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Proposic¸a˜o 4.6.2. Seja G um grupo profinito. As seguintes afirmac¸o˜es valem:
(i) sejam H e K subgrupos de G tais que K  H  G. Enta˜o
[G : K] = [G : H][H : K].
(ii) se {Hi | i 2 I} e´ uma famı´lia de subgrupos tal que para todos i, j 2 I existe






= mmc {[G : Hi] | i 2 I} .
A seguir falaremos um pouco da teoria de Sylow em grupos profinitos, defini-
remos o conceito de p-subgrupo de Sylow de um grupo profinito G, mostraremos
a existeˆncia destes subgrupos de Sylow e apresentaremos propriedades relevantes
destes subgrupos que se assemelham ao que e´ conhecido para subgrupos de Sylow
de grupos finitos.
Definic¸a˜o 4.6.3. Sejam G um grupo profinito e p um primo. Um p-subgrupo de
Sylow de G e´ um subgrupo P tal que sua ordem |P | = pn e´ uma poteˆncia de p
com n  1 e seu ı´ndice [G : P ] e´ coprimo com p.
Em particular, observamos que os p-subgrupos de Sylow de G sa˜o pro-p sub-
grupos maximais de G.
A proposic¸a˜o a seguir, nos mostra que os Teoremas de Sylow, que conhecemos
em grupos finitos, podem ser estendidos para grupos profinitos.
Proposic¸a˜o 4.6.4. Sejam G um grupo profinito e p um primo. As seguintes
afirmac¸o˜es valem:
(i) o grupo G possui p-subgrupos de Sylow;
(ii) se P e´ um p-subgrupo de Sylow de G e T e´ um subgrupo pro-p de G, enta˜o
g 1Tg  P para algum g 2 G;
(iii) cada subgrupo pro-p de G esta´ contido em um p-subgrupo de Sylow;
(iv) se P1 e P2 sa˜o p-subgrupos de Sylow de G, enta˜o g 1P1g = P2 para algum
g 2 G.
Demonstrac¸a˜o. Iremos mostrar somente o item (i), a demonstrac¸a˜o dos de-
mais itens pode ser encontrada em [25, Proposition 2.2.2].
Com efeito, consideremos I o conjunto dos subgrupos de G de ı´ndice coprimo com
p. Observemos que I 6= ?, uma vez que G 2 I e I e´ um conjunto parcialmente or-
denado com respeito a ordem 0 definida por H1 0 H2 se, e somente, se H2 ✓ H1.
Seja J uma cadeia de I, isto e´, para todosH1, H2 2 J temosH1 0 H2 ouH2 0 H1.
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Consideremos a seguinte famı´lia de subgrupos {Hi | Hi 2 J}. Vamos mostrar que
para todos Hi, Hj 2 J existe Hk 2 J tal que Hk  Hi \ Hj. De fato, suponha-
mos sem perda de generalidade que Hi 0 Hj. Segue pela definic¸a˜o de ordem que
Hj ✓ Hi. Assim, tomando Hk = Hj 2 J obtemos Hk ✓ Hi\Hj. Portanto, tem-se
Hk  Hi \Hj. Enta˜o, aplicando a Proposic¸a˜o 4.6.2 item (ii), a famı´lia dos Hi em
J , conclu´ımos que [G :
T
Hi] = mmc{[G : Hi] | Hi 2 J}. Por outro lado, sabendo
que para cada Hi 2 J  I, o ı´ndice [G : Hi] e´ coprimo com p, isto resulta que o
mmc{[G : Hi] | Hi 2 J} e´ coprimo com p, portanto o ı´ndice [G :
T
Hi] e´ coprimo
com p e dessa forma conclu´ımos que
T{H | H 2 J} 2 I e que tambe´m e´ uma cota
superior para J , pois para todo Hi 2 J , temos
T{H | H 2 J} ✓ Hi. Enta˜o, pelo
Lema de Zorn, tem-se que I possui um elemento maximal, que denotamos por P .
Vamos mostrar agora que P e´ um p-subgrupo de Sylow. Uma vez que P 2 I,
tem-se que o ı´ndice [G : P ] e´ coprimo com p, enta˜o resta ver que P e´ um grupo
pro-p. De fato, se P na˜o e´ um grupo pro-p, enta˜o existe umM  P tal que |P/M |
na˜o e´ uma poteˆncia de p. Como P/M e´ um grupo finito segue, pelo Teorema de
Sylow para grupos finitos, que P/M possui um p-subgrupo de Sylow Q/M , assim
Q/M < P/M com M < Q < P . Como [Q : M ] e´ finito, temos que Q e´ unia˜o de
um nu´mero finito de classes laterais de M , que e´ aberto em P . Isto implica que
Q e´ fechado em P , assim Q = U \ P com U um subgrupo fechado de G. Como P
e´ um subgrupo fechado de G, pois P 2 I tem-se, que Q e´ tambe´m um subgrupo
fechado em G. Pelo Teorema de Lagrange, [G : P ] divide [G : Q]. Uma vez que
[G : P ] e p sa˜o coprimos, resulta que [G : Q] e p tambe´m o sa˜o. Assim, conclu´ımos
que Q 2 I. Como Q ⇢ P , temos que P 0 Q e pela maximalidade de P , segue que
P = Q, o que e´ um absurdo. Desta maneira, obtemos que P e´ um grupo pro-p.
Portanto, P e´ um p-subgrupo de Sylow de G, como quer´ıamos mostrar. ⇤
Finalizamos esta sec¸a˜o enunciando algumas propriedades relacionadas a sub-
grupos de Sylow de um grupo profinito. Em particular, temos uma versa˜o para
grupos profinitos do conhecido argumento de Frattini da teoria de grupos finitos.
A demonstrac¸a˜o destes resultados pode ser encontrada em [25, Proposition 2.2.3].
Proposic¸a˜o 4.6.5. Sejam G um grupo profinito, K um subgrupo normal e P um
p-subgrupo de Sylow de G. Enta˜o, as seguintes afirmac¸o˜es valem:
(i) o subgrupo K \ P e´ um p-subgrupo de Sylow de K;
(ii) o quociente KP/K e´ um p-subgrupo de Sylow de G/K;
(iii) temos que G = NG(Q)K, para cada p-subgrupo de Sylow Q de K;
(iv) vale H = NG(H), sempre que H e´ um subgrupo que conte´m NG(Q) para algum
p-subgrupo de Sylow Q de K.
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4.7. Grupos Pronilpotentes
Finalizemos este cap´ıtulo definindo grupos pronilpotentes, objeto relevante
nesta dissertac¸a˜o e apresentaremos um resultado que caracteriza os grupos pronil-
potentes.
Um grupo profinito G e´ dito um grupo pronilpotente se G for o limite inverso
de um sistema inverso de grupos nilpotentes finitos.
O lema a seguir nos fornece um crite´rio para um grupo profinito ser isomorfo ao
produto Cartesiano de seus subgrupos. Sua prova pode ser vista em [25, Lemma
2.4.2].
Lema 4.7.1. Seja {Hi | i 2 I} uma famı´lia de subgrupos normais de um grupo pro-
finito G. Suponha que G seja o fecho do subgrupo abstrato gerado pelaS{Hi | i 2 I} e, para cada i, denote por Ki o fecho do subgrupo abstrato ge-
rado pela
S{Hj | j 6= i}. Se T{Ki | i 2 I} = 1, enta˜o G e´ isomorfo ao produto
Cartesiano Cr(Hi | i 2 I).
Agora, podemos apresentar va´rias caracterizac¸o˜es para os grupos pronilpo-
tentes que sa˜o semelhantes ao ana´logo resultado para grupos nilpotentes finitos,
enunciado no Teorema 1.2.8.
Proposic¸a˜o 4.7.2. Seja G um grupo profinito. As seguintes afirmac¸o˜es sa˜o equi-
valentes.
(i) O grupo G e´ pronilpotente.
(ii) Cada subgrupo de Sylow de G e´ normal em G.
(iii) O grupo G e´ isomorfo ao produto Cartesiano de seus subgrupos de Sylow.
(iv) Para cada subgrupo pro´prio aberto U de G, temos que NG(U) 6= U .
Demonstrac¸a˜o. Vamos mostrar que (i) implica (iv). De fato, sejam U um
subgrupo pro´prio aberto de G e N =
\
g2G







g para cada g 2 G, segue que N / G. Agora,
por U ser aberto em G, temos que U g e´ aberto, assim U g e´ fechado em G, da´ı
G\U g e´ aberto. Disto segue que N   G. Agora, como um quociente de um grupo
nilpotente e´ nilpotente e G e´ pronilpotente por hipo´tese, segue do Teorema 4.4.3
item (iv)’, que G/N e´ nilpotente. Como G/N e´ finito, temos pelo Teorema 1.2.8
item (ii) que NG/N(U/N) 6= U/N o que implica
⇥
NG/N(U/N) : U/N
⇤ 6= 1. Vejamos
que [NG(U) : U ] 6= 1. Com efeito, por definic¸a˜o
[NG(U) : U ] = mmc{[NG(U) : NG(U) \ UH] | H    G}.
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Um vez que N    G, temos que
[NG(U) : NG(U) \ UN ] 2 {[NG(U) : NG(U) \ UH] | H    G}.









Portanto, [NG(U) : U ] 6= 1 e logo conclu´ımos que NG(U) 6= U .
Provaremos que (iv) implica (ii). Seja P um p-subgrupo de Sylow de G e
consideremos a seguinte famı´lia F = {H   G | NG(P )  H}, note que F 6= ?,
pois G 2 F . Enta˜o, seja U 2 F , segue que NG(P )  U . Agora, usando a
Proposic¸a˜o 4.6.5 item (iv) obtemos que U = NG(U). Assim, pela hipo´tese em (iv)
segue que U = G. Como P e´ um subgrupo fechado, temos que NG(P ) tambe´m o
e´. Dessa forma, podemos escrever NG(P ) =
T{NNG(P ) |N    G}, e observamos
que NG(P ) =
T
H2F H. De fato, pela definic¸a˜o de F , temos NG(P ) 
T
H2F H.
Por outro lado, considerando F 0 = {NNG(P ) |N   G}, temos NG(P ) =
T
V 2F 0 V
e note que F 0 ✓ F , enta˜o segue que TH2F H  TV 2F 0 V = NG(P ). Deste modo,
obtemos que NG(P ) =
T
H2F H. Mas, mostramos que se H 2 F , enta˜o H = G.
Assim, conclu´ımos que NG(P ) = G e portanto P e´ normal em G. Como P foi
tomado arbitrariamente, o argumento vale para todo subgrupo de Sylow de G.
Logo, obtemos que todo subgrupo de Sylow de G e´ normal.
Agora, provaremos que (ii) implica (iii). Sejam I o conjunto dos primos divi-
sores de |G| e {Pi | i 2 I} o conjunto dos subgrupos de Sylow de G. Para cada
i denote por Ki o fecho do subgrupo abstrato gerado por
S
j 6=i Pj. Vejamos que
a ordem de Ki e´ coprima com i 2 I. De fato, seja p um primo que divide |Ki|,
mostraremos que p 6= i e assim temos o que queremos. Com efeito, se p divide
|Ki|, enta˜o para algum M    Ki temos que p divide |Ki/M |. Pois, supondo que
p na˜o divide |Ki/M | para qualquer M    Ki tem-se por Lagrange que [Ki : M ]
divide |Ki|, logo ter´ıamos que p na˜o divide |Ki| o que e´ uma contradic¸a˜o com a
nossa suposic¸a˜o. Agora, como cada Pj e´ um subgrupo de Sylow normal de G e
Pj  Ki para j 6= i, segue que Pj e´ um subgrupo de Sylow normal de Ki para
todo j 6= i. Considerando o quociente finito Ki/M , temos por correspondeˆncia
que cada PjM/M e´ um subgrupo de Sylow normal de Ki/M , assim pelo mesmo
ser finito, conclu´ımos que apenas uma quantidade finita de subgrupos PjM/M sa˜o
na˜o triviais e que Ki/M e´ nilpotente, assim Ki/M e´ o produto direto desses sub-
grupos na˜o triviais. Enta˜o, como p divide |Ki/M |, segue que p divide |PjM/M |
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para algum j 6= i, desta maneira p divide |Pj/M \Pj|, logo p divide |Pj|. Uma vez
que j 6= i, conclu´ımos que p 6= i e desta forma a ordem de Ki e´ coprima com i.
Segue enta˜o que Ki \ Pi = 1 para cada i, pois seja a 2 Ki \ Pi, como a ordem
de a e´ |hai|, tem-se que hai  Ki e hai  Pi, da´ı |hai| divide |Ki| e |Pi|, por Ki e i
serem coprimos, obtemos que |hai| = 1, portanto a = 1, logo a intersec¸a˜o entre Ki
e Pi e´ trivial. Consequentemente,
T
Ki = 1. Observemos que cada grupo profinito
G e´ o fecho do grupo abstrato gerado por todos os seus subgrupos de Sylow, pois
este fecho tem ı´ndice 1 em G. Note que este fato decorre da definic¸a˜o de ı´ndice,
de mdc e do Teorema de Lagrange para grupos profinitos. Desta forma, estamos
nas hipo´teses do Lema 4.7.1, e portanto conclu´ımos que G e´ isomorfo ao produto
Cartesiano de seus subgrupos de Sylow, como quer´ıamos.
Vamos provar que (iii) implica (i). Primeiramente, observemos que grupos
pro-p sa˜o pronilpotentes, pois considerando G um grupo pro-p, temos por definic¸a˜o
que G e´ o limite inverso de p-grupos finitos. Como p-grupos finitos sa˜o grupos
nilpotentes finitos, tem-se que G e´ o limite inverso de grupos finitos nilpotentes,
logo G e´ pronilpotente. Agora, uma vez que subgrupos de Sylow sa˜o grupos pro-p,
segue enta˜o que os mesmos sa˜o pronilpotentes. Assim, obtemos que G e´ isomorfo
ao produto Cartesiano de grupos pronilpotentes e usando o Teorema 4.4.5 item
(ii), conclu´ımos que este produto Cartesiano e´ pronilpotente. ⇤




 i(G), onde os subgrupos  i(G) sa˜o os (fechos dos) termos da se´rie
central descendente de G.
O pro´ximo lema reu´ne va´rias propriedades sobre o subgrupo residual pronilpo-
tente que sera˜o muito utilizadas ao longo deste trabalho.
Lema 4.7.3. Seja G um grupo profinito. As seguintes afirmac¸o˜es valem:
(i) o subgrupo residual pronilpotente  1(G) de G e´ igual ao subgrupo gerado por
todos os comutadores [x, y], onde x e y sa˜o elementos de ordens coprimas;
(ii) para qualquer subgrupo normal N de G, temos
 1(G/N) =  1(G)N/N ;
(iii) se G e´ pronilpotente, enta˜o  1(G) = 1;
(iv) o subgrupo residual pronilpotente  1(G) de G e´ o menor subgrupo normal com
quociente pronilpotente.
Demonstrac¸a˜o. Observe que o item (i) segue da Proposic¸a˜o 4.7.2 item (ii).
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Vejamos o item (ii). Claramente temos que  1(G)N/N   1(G/N), pois
sejam x e y elementos de G tais que ( (x),  (y)) = 1 e considerando o epimorfismo
canoˆnico de G em G/N , obtemos que ( (x),  (y)) = 1, da´ı aplicando o item (i)
desta proposic¸a˜o a inclusa˜o segue. Por outro lado, vejamos que para todos os
elementos x e y de ordens coprimas em qualquer quociente G/N de G, existem
elementos x e y em G tais que x = xN, y = yN e ( (x),  (y)) = 1. Com efeito,
usando a Proposic¸a˜o 4.5.10 item (ii)(a), temos que cada g 2 G pode ser escrito
da forma g1 = g1p+1p0 = g1pg1p0 , onde 1p e´ o gerador de Zp e 1p0 e´ o gerador
de
Q
q 6=p Zq. Note que g1p e´ um p-elemento, veja [19, Lemma 4.1.1] e g1p0 e´ um
p0-elemento, desta forma, tem-se que ( (g1p),  (g1p0 )) = 1. Usando este fato segue
facilmente que  1(G/N)   1(G)N/N e a igualdade vale.
Mostraremos o item (iii). De fato, como G e´ pronilpotente, segue pelo Teorema
4.4.5 item (i) que
G ⇠= lim  
N2I
G/N,
onde I e´ a base filtrada de todos os subgrupos normais abertos de G e G/N e´ um
grupo finito nilpotente para cada N 2 I. Assim, como G/N e´ nilpotente finito,
para cada N 2 I, temos que  1(G/N) = 1. Enta˜o, pelo item (ii) deste lema
tem-se  1(G)N/N = 1. Disto segue que  1(G)  N para cada N 2 I. Logo,
 1(G) 
T
N2I N . Agora, sendo G profinito, temos pelo Corola´rio 4.4.4 item (iii)
que
T
N2I N = 1. Portanto  1(G) = 1, como desejado.
Vamos mostrar o item (iv). Vejamos primeiramente que G/ 1(G) e´ pronilpo-
tente. Como  1(G) e´ fechado e normal em G, segue pelo Teorema 4.4.5 item (i)
que
G/ 1(G) ⇠= lim  
N2I
G/ 1(G)N,
onde I e´ a base filtrada de todos os subgrupos normais abertos de G. Assim,
mostraremos que G/ 1(G)N e´ nilpotente finito, para cada N 2 I. Com efeito,
note que G/ 1(G)N e´ finito para cada N 2 I. Por outro lado, seja N 2 I, pelo
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Desde que G/N e´ finito, temos que G/N 1(G/N) e´ nilpotente. Logo, G/ 1(G)N e´
nilpotente. Portanto, conclu´ımos que G/ 1(G) e´ pronilpotente. Por outro lado,
notemos que se G/M e´ um grupo pronilpotente, enta˜o  1(G) M . De fato, como
G/M e´ pronilpotente, temos pelo itens (ii) e (iii) deste lema que
 1(G/M) =  1(G)M/M = 1.
Portanto,  1(G) M e o resultado segue. ⇤
O lema a seguir, nos mostra um resultado semelhante ao Teorema de Fitting
1.2.9 em grupos abstratos.
Lema 4.7.4. Seja G um grupo profinito. Se K1 e K2 sa˜o subgrupos normais
pronilpotentes de G, enta˜o o produto K1K2 tambe´m e´ pronilpotente.
Demonstrac¸a˜o. De fato, como G e´ um profinito eK1 eK2 sa˜o pronilpotentes
temos, pelo Teorema 4.4.5 item (i), que
K1 ⇠= lim  
N2I
K1





onde I e´ a base filtrada de todos os subgrupos normais abertos de G, com
K1/(K1 \ N) e K2/(K2 \ N) grupos nilpotentes finitos para todo N 2 I. Ve-
jamos que K1K2 e´ pronilpotente. Com efeito, por K1K2 ser um subgrupo fechado
de G, temos novamente, pelo Teorema 4.4.5 item (i), que




Resta ver que K1K2/((K1K2)\N) e´ nilpotente finito para cada N 2 I. Note que
(K1K2)N/N ⇠= (K1N/N)(K2N/N).
Assim, como K1N/N e K2N/N sa˜o grupos nilpotentes normais finitos segue que
(K1K2)N/N e´ nilpotente finito. Logo, obtemos que K1K2/((K1K2) \N) e´ nilpo-
tente finito para cada N 2 I. Portanto, conclu´ımos que K1K2 e´ pronilpotente,
como desejado. ⇤
Fazendo induc¸a˜o sobre n e usando o Lema 4.7.4 obtemos o seguinte corola´rio.
Corola´rio 4.7.5. Sejam G um grupo profinito e K1, . . . , Kn subgrupos normais
pronilpotentes de G. Enta˜o K1 · · ·Kn e´ tambe´m um subgrupo pronilpotente de G.
Observac¸a˜o 4.7.6. Segue do lema anterior que em um grupo profinito G faz
sentido definir o maior subgrupo normal pronilpotente de G. Este subgrupo sera´
usado com frequeˆncia no cap´ıtulo seguinte.
5
Grupos Profinitos Quase Engel
Neste cap´ıtulo demonstraremos o Teorema A e o Corola´rio C, ou seja, os re-
sultados principais do artigo de E. I. Khukhro e P. Shumyatsky [13] relativos a
grupos profinitos.
Lembramos que, no contexto de grupos profinitos, a menos de indicac¸o˜es
expl´ıcitas um subgrupo de um grupo profinito sera´ sempre um subgrupo fechado,
todos os homomorfismos sera˜o cont´ınuos e os quocientes sera˜o por subgrupos nor-
mais fechados.
5.1. Resultados Preliminares
Nesta sec¸a˜o apresentamos va´rios resultados te´cnicos sobre grupos profinitos
relacionados com as hipo´teses do Teorema A, a fim de nos auxiliar para a demons-
trac¸a˜o do Teorema A.
Lembrando que no Cap´ıtulo 2, na Proposic¸a˜o 2.0.11, vimos que todo grupo
localmente nilpotente e´ Engel. No entanto, sabemos que a rec´ıproca na˜o vale em
geral. Mas, existe um importante resultado positivo devido a J. S. Wilson e E. I.
Zelmanov. Eles em [26] provaram o teorema a seguir. Esse resultado sera´ um dos
ingredientes principais para a demonstrac¸a˜o do Teorema A. A prova deste fato,
pode ser encontrada em [26, Theorem 5].
Teorema 5.1.1 (de Wilson-Zelmanov). Todo grupo profinito Engel e´ local-
mente nilpotente.
Por comodidade vamos enunciar de forma separada a hipo´tese do Teorema A,
pois quase todos os resultados deste cap´ıtulo tera˜o esta hipo´tese no enunciado.
Hipo´tese 1. Para cada elemento g de um grupo G existe um inteiro positivo
n = n(g) tal que En(g) e´ finito.
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A seguir veremos um resultado que caracteriza grupos pronilpotentes satisfa-
zendo a Hipo´tese 1. Na demonstrac¸a˜o deste lema usaremos o Teorema 5.1.1.
Lema 5.1.2. [13, Lemma 3.2] Um grupo profinito satisfazendo a Hipo´tese 1 e´
pronilpotente se, e somente se, e´ localmente nilpotente.
Demonstrac¸a˜o. Seja G um grupo profinito localmente nilpotente, vamos
mostrar que G e´ pronilpotente. De fato, como G e´ um grupo profinito, temos pelo
Teorema 4.4.5 item (i) que G ⇠= lim  N2I G/N , onde I e´ a base filtrada de todos os
subgrupos normais abertos de G. Por hipo´tese, G e´ localmente nilpotente, e disto
segue que G/N com N  G e´ tambe´m localmente nilpotente. Assim, como G/N e´
localmente nilpotente e finito, conclu´ımos que G/N e´ nilpotente, para todo N 2 I.
Portanto, G e´ pronilpotente.
Reciprocamente, suponhamos que G seja um grupo pronilpotente satisfazendo
a Hipo´tese 1, mostraremos que G e´ localmente nilpotente. Com efeito, como G e´
pronilpotente, temos pelo Teorema 4.4.5 item (i) que G ⇠= lim  N2I G/N , onde I e´
a base filtrada de todos os subgrupos normais abertos de G e G/N e´ nilpotente
finito, para cada N 2 I. Assim, como En(g)(g) e´ finito, temos pelo Lema 4.5.7 que,
para qualquer g 2 G, existe um subgrupo normal aberto N com G/N nilpotente,
tal que En(g)(g) \ N = 1. Observemos que a imagem g de g no grupo quociente
G/N e´ um elemento Engel. De fato, pois uma vez que G/N e´ nilpotente, existe
um inteiro m > 1 tal que  m+1(G/N) = 1. Em particular, tem-se
[x, g, . . . , g| {z }
m
] = 1 8 x 2 G/N, (5.1.1)
ou seja, g e´ um elemento Engel em G/N , como quer´ıamos. Agora, vejamos que
isso implica que g e´ um elemento Engel de G. Para isso, precisamos mostrar que
existe s = s(x, g) tal que [x, g, . . . , g| {z }
s
] = 1 para todo x 2 G. Vamos considerar dois
casos. Primeiro, se n(g) > m,  m+1(G/N) = 1 implica em  n(g)+1(G/N) = 1. Em
particular, tem-se
[x, g, . . . , g| {z }
n(g)
] = 1 8 x 2 G/N.
Desta forma, em G, obtemos que [x, g, . . . , g| {z }
n(g)
] 2 N para todo x 2 G. Uma vez
que [x, g, . . . , g| {z }
n(g)
] 2 En(g)(g), isto resulta que [x, g, . . . , g| {z }
n(g)
] 2 En(g)(g) \ N . Como
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En(g) \ N = 1, temos que [x, g, . . . , g| {z }
n(g)
] = 1 para todo x 2 G. Assim, conclu´ımos
que g e´ um elemento Engel em G. Agora, se n(g) < m, como (5.1.1) vale, temos
que [x, g, . . . , g| {z }
m
] 2 N para todo x 2 G, e vamos mostrar que [x, g, . . . , g| {z }
m
] 2 En(g)(g).
Note que podemos reescrever o comutador [x, g, . . . , g| {z }
m
] da seguinte maneira
[x, g, . . . , g| {z }
m
] = [x, g, . . . , g| {z }
n(g)
, g, . . . , g| {z }
c
] = [[x, g, . . . , g| {z }
n(g)
], g, . . . , g| {z }
c
],
para algum c > 1 e que o comutador [[x, g, . . . , g| {z }
n(g)
], g] 2 En(g)(g), pois
[x, g, . . . , g| {z }
n(g)
], g] = [x, g, . . . , g| {z }
n(g)
] 1[x, g, . . . , g| {z }
n(g)
]g 2 En(g)(g).
Assim, observando que g normaliza En(g)(g) e repetindo o mesmo argumento acima
va´rias vezes, se necessa´rio, chegamos a concluir que [x, g, . . . , g| {z }
m
] 2 En(g)(g). Disto
segue que [x, g, . . . , g| {z }
m
] 2 En(g)(g) \ N = 1. Portanto, conclu´ımos que g e´ um
elemento Engel em G. Como g foi tomado arbitrariamente em G, isto resulta
que G e´ um grupo profinito Engel. Portanto, pelo Teorema 5.1.1, segue que G e´
localmente nilpotente, como quer´ıamos. ⇤
O teorema a seguir, devido a P. Hall, fornece um crite´rio para provar que um
grupo e´ nilpotente. Sabemos que extenso˜es de grupos nilpotentes na˜o precisam
ser nilpotentes, mas o resultado de Hall usa hipo´teses pro´ximas a extenso˜es de
nilpotentes. A demonstac¸a˜o deste resultado pode ser encontrada em [11, Theorem
3.26].
Teorema 5.1.3 (de Hall). Seja B um subgrupo normal de um grupo A. Se B
e´ nilpotente de classe c e A/B0 e´ nilpotente de classe d, enta˜o A e´ nilpotente de




A pro´xima proposic¸a˜o generaliza, no item (i), o teorema de Hall, enunciado
anteriormente para grupos abstratos. Pois, se considerarmos na proposic¸a˜o que
 d(A/B0) = 1, isto e´, que A/B0 seja nilpotente de classe no ma´ximo d, reca´ımos
nas hipo´teses de Teorema 5.1.3 e conclu´ımos que A e´ nilpotente de classe limitada.
No item (ii) da mesma proposic¸a˜o, veremos uma “versa˜o profinita” do resultado
enunciado no primeiro item.
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Proposic¸a˜o 5.1.4. As seguintes afirmac¸o˜es valem:
(i) se B e´ um subgrupo normal de um grupo A tal que B e´ nilpotente de classe c
e  d(A/B0) e´ finito de ordem k. Enta˜o, o subgrupo
C = CA( d(A/B
0)) = {a 2 A | [ d(A), a]  B0}
possui ı´ndice finito k-limitado e e´ nilpotente de classe (c, d)-limitada;
(ii) suponha que B e´ um subgrupo normal de um grupo profinito A tal que B e´
pronilpotente e  1(A/B0) e´ finito. Enta˜o, o subgrupo
D = CA( 1(A/B0)) = {a 2 A | [ 1(A), a]  B0}
e´ aberto e pronilpotente.
Demonstrac¸a˜o. Vamos mostrar o item (i). De fato, do Lema 1.2.5 segue
que  d(A/B0) =  d(A)B0/B0, enta˜o  d(A/B0) e´ uma sec¸a˜o normal de A. Assim,
podemos considerar a ac¸a˜o, por conjugac¸a˜o, de A sobre  d(A/B0), definida da
seguinte forma: para todo a 2 A e y = yB0 2  d(A)B0/B0, onde y 2  d(A)B0,
temos que ya = (yB0)a = yaB0. Em particular, podemos definir de forma natural
o centralizador e o normalizador desta sec¸a˜o normal, respectivamente como
C = CA( d(A/B0)) = {a 2 A | [ d(A), a]  B0}.
N = NA( d(A/B0)) = {a 2 A | ya 2  d(A/B0), 8 y 2  d(A/B0)}.
Observemos que N = A, pois  d(A/B0) e´ uma sec¸a˜o normal. Assim, apli-
cando o Lema 1.1.5 com  d(A/B0), conclu´ımos que A/C e´ isomorfo a um subgrupo
de Aut( d(A/B0)). Agora, como | d(A/B0)| = k, temos que |Aut( d(A/B0))| e´
k-limitada, e disto segue que A/C tambe´m possui ordem k-limitada.
Vamos agora mostrar que C e´ nilpotente de classe (c, d)-limitada. Com efeito,
temos
[C, . . . , C| {z }
d+1
, C, . . .]  [[[A, . . . , A| {z }
d
], C], C, . . .] = [[ d(A), C], C, . . .]. (5.1.2)
Por como C foi definido, sabemos que [ d(A), C]  B0. Desta forma, substi-
tuindo em (5.1.2), tem-se
[C, . . . , C| {z }
d+1
, C, . . .]  [[B,B], C, . . .].
Conclu´ımos que  d+1(C)   2(B). Agora, consideremos o comutador [[B,B], C].
Aplicando o Corola´rio 1.1.8, temos
[[B,B], C]  [[B,C], B] · [B, [B,C]]. (5.1.3)
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Enta˜o, usando (5.1.3) e o Corola´rio 1.1.8 quantas vezes for necessa´rio, obtemos





[[B,C, . . . , C| {z }
i
], [B,C, . . . , C| {z }
j
]], (5.1.4)
onde denotamos [B,C, . . . , C| {z }
0
] = B. Agora, como 2d  1 = 2(d  1) + 1 temos que
em cada comutador do produto´rio acima ou i > d   1 ou j > d   1. Portanto,
cada termo do produto´rio conte´m um subcomutador da forma
[B,C, . . . , C| {z }
l
] com l > d. (5.1.5)
Assim, em cada comutador do produto´rio em (5.1.4), podemos “levar para a es-
querda” o subcomutador da forma (5.1.5), pois sabemos que
[[B,C, . . . , C| {z }
i
], [B,C, . . . , C| {z }
j
]] = [[B,C, . . . , C| {z }
j
], [B,C, . . . , C| {z }
i
]].
Desta forma, teremos um produto´rio de comutadores, onde a primeira entrada
de cada um e´ um subcomutador do tipo (5.1.5). Note que, cada um desses subco-
mutadores do tipo (5.1.5) esta´ contido em [B,C, . . . , C| {z }
d
] e o outro subcomutador
esta´ obviamente contido em B, uma vez que B e´ normal. Enta˜o, aplicando essa
observac¸a˜o a cada comutador de (5.1.4) obtemos queY
i+j=2d 1
[[B,C, . . . , C| {z }
i
], [B,C, . . . , C| {z }
j




[[B,B], C, . . . , C| {z }
2d 1
, C, . . .] 
Y
i+j=2d 1
[[B,C, . . . , C| {z }
i
], [B,C, . . . , C| {z }
j
], C, . . .]
 [[B,C, . . . , C| {z }
d
], B, C, . . .]. (5.1.7)
Lembrando que [ d(A), C]  B0, tem-se [B,C, . . . , C| {z }
d
]  B0. Disto, segue que
[[[B,C, . . . , C| {z }
d
], B], C, . . .]  [[[B,B], B], C, . . .] e conclu´ımos, usando (5.1.7) que
[[B,B], C, . . . , C| {z }
2d 1
, C, . . .]  [[[B,B], B], C, . . .]. (5.1.8)
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Lembrando que  d+1(C)   2(B) e usando (5.1.8) temos
[ (d+1)+(2d 1)(C), C, . . .] = [ d+1(C), C, . . . , C| {z }
2d 1
, C, . . .]
 [[B,B], C, . . . , C| {z }
2d 1
, C, . . .]
 [[[B,B], B], C, . . .],
ou seja, que  (d+1)+(2d 1)(C)   3(B). Usando ca´lculos semelhantes e um argu-
mento indutivo chegamos a ver que
 (d+1)+(2d 1)+(3d 2)(C)   4(B),
e mais em geral, fazendo induc¸a˜o sobre c > 1, vamos concluir que







A t´ıtulo de exemplo, observe que se c = 1, enta˜o d + 1 = f(1, d) + 1 e temos
 d+1(C)   2(B), como foi mostrado antes.
De forma semelhante, se c = 2 tem-se (d + 1) + (2d   1) = f(2, d) e como
mostrado obtemos que  (d+1)+(2d 1)(C)   3(B).
Portanto, com este argumento indutivo sobre c, um pouco te´cnico, chegamos
a mostrar que C e´ nilpotente de classe (c, d)-limitada, como quer´ıamos.
Vamos mostrar o item (ii). Uma vez que D, por definic¸a˜o, e´ o centralizador
de uma sec¸a˜o normal de A, segue que D e´ um subgrupo normal fechado. De
modo ana´logo ao que fizemos no item (i) desta proposic¸a˜o, obtemos que A/D e´
isomorfo a um subgrupo de Aut( 1(A/B0)). Como  1(A/B0) e´ finito, temos que
Aut( 1(A/B0)) e´ finito. Assim, D possui ı´ndice finito e segue, pela Proposic¸a˜o
4.2.2 item (iii), que D e´ um subgrupo aberto de A. Agora, usando o item (i) desta
proposic¸a˜o, vamos mostrar que a imagem de D, em qualquer quociente finito de
A, e´ nilpotente. Isto sera´ suficiente para mostrar que D e´ pronilpotente, pois como
D e´ um subgrupo fechado e normal de A temos, pelo Teorema 4.4.5 item (i), que









onde I e´ a base filtrada de todos os subgrupos normais abertos de A. Assim, e´
suficiente provar que para cada N 2 I, DN/N e´ nilpotente, para concluir que D
e´ pronilpotente. Enta˜o, seja N    A e consideremos o epimorfismo canoˆnico de
A em A/N = A, onde com as barras denotamos as imagens em A. Vejamos que
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 1(A/B
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Observemos que D  CA( 1(A/B0)). Com efeito, seja d 2 D, ou seja d = dN
com d tal que [ 1(A), d]  B0. Isto implica que [ 1(A), d]N  B0N . Logo,
[ 1(A), d]  B0. Desta maneira, segue que d 2 CA( 1(A/B0)), para todo
d 2 D. Por outro lado, desde que A/B0 e´ finito, temos que  1(A/B0) =  d(A/B0)
para algum inteiro positivo d. Como, por hipo´tese, B e´ um subgrupo normal pronil-
potente, temos que B = BN/N e´ um subgrupo normal nilpotente de A. Portanto,
estamos nas condic¸o˜es do item (i) e temos que CA( d(A/B
0
)) e´ nilpotente. Como
D  CA( d(A/B0)) segue que D tambe´m o e´. Uma vez que o argumento acima
e´ independente da escolha de N em I, conclu´ımos que D e´ pronilpotente, como
desejado. ⇤
Lembramos que um grupo G e´ dito central-por-finito se o ı´ndice [G : Z(G)] e´
finito. Outro conceito que precisaremos a seguir e´ o de FC-grupo: um grupo G e´
chamado de FC-grupo se toda classe de conjugac¸a˜o em G e´ finita. Pode-se mostrar
que todo grupo central-por-finito e´ um FC-grupo, ja´ que em um grupo central-
por-finito o centralizador de qualquer elemento possui ı´ndice finito devido ao fato
que conte´m o centro. O resultado seguinte, devido a B.H. Neumann, nos mostra
que em determinadas condic¸o˜es um FC-grupo e´ central-por-finito. Os detalhes da
demonstrac¸a˜o podem ser encontrados em [18, Lemma 2].
Lema 5.1.5. Se G e´ um FC-grupo e conte´m um subgrupo abeliano A tal que o
ı´ndice [G : A] e´ finito, enta˜o G e´ um grupo central-por- finito.
Introduziremos a seguir um conceito, de natureza quantitativa, relacionado ao
conceito de FC-grupo.
Um grupo G e´ chamado BFC-grupo se existe um inteiro positivo d tal que
toda classe de conjugac¸a˜o de um elemento em G e´ finita e possui no ma´ximo d
elementos.
O pro´ximo teorema, tambe´m devido a B.H. Neumann, caracteriza BFC-
grupos em termos do seu subgrupo derivado. Os detalhes da demonstrac¸a˜o podem
ser encontrados em [20, Theorem 4.35].
Teorema 5.1.6. Um grupo G e´ um BFC-grupo se, e somente se, G0 e´ finito.
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Os resultados enunciados acima sa˜o fundamentais para entender o pro´ximo
teorema, devido a A. Shalev [24, Lemma 2.6], que nos da´ informac¸o˜es sobre o
subgrupo derivado de um FC-grupo profinito.
Teorema 5.1.7. Seja G um FC-grupo profinito. Enta˜o G0 e´ finito.
Demonstrac¸a˜o. Para cada n > 1 definimos o seguinte conjunto
 n = {x 2 G | [G : CG(x)]  n}. Notemos que  n e´ um subconjunto fe-
chado de G para cada n. Pois, definindo a aplicac¸a˜o f de G em N dada por
f(x) = [G : CG(x)] para todo x 2 G, vemos que f e´ cont´ınua. Da´ı, conside-
rando para cada n fixado, o subconjunto fechado A = {1, . . . , n} de N, temos que
f 1(A) =  n e´ fechado. Agora, por definic¸a˜o,
[
n2N
 n ✓ G. Por outro lado, por
G ser um FC-grupo profinito, temos que para cada x 2 G, o ı´ndice [G : CG(x)]







 n. Assim, aplicando o Lema 4.4.7, temos que existem um inteiro n, um
elemento x em G e um subgrupo aberto H de G tal que xH ✓  n. Observe que
se x 2  n, enta˜o [G : CG(x)]  n. Por outro lado, como |cl(x)| = |cl(x 1)|, onde
cl(x) denota a classe de conjugac¸a˜o do elemento x, conclu´ımos que x 1 2  n. Por
isso, H = x 1xH ✓  n n.
Agora, notemos que  i j ✓  ij. De fato, seja a 2  i j, enta˜o a = xy, onde
x 2  i e y 2  j. Consideremos S = CG(x) \ CG(y), como [G : CG(x)]  i e
[G : CG(y)]  j, tem-se [G : S]  ij. Claramente vemos que S  CG(xy), por
isto [G : CG(xy)]  [G : S]  ij. Logo, obtemos que a 2  ij. Disto segue que
H ✓  n2 . Enta˜o, para todo x 2 H, temos que [G : CG(x)]  n2. Portanto, H
e´ um BFC-grupo. Assim, pelo Teorema 5.1.6, obtemos que H 0 e´ finito. Agora,
como G e´ um FC-grupo, temos que G/H 0 e´ tambe´m um FC-grupo, e claramente
tambe´m e´ um grupo abeliano-por-finito. Desta forma, pelo Lema 5.1.5 temos que
G/H 0 e´ central-por-finito. Assim, do Teorema 1.2.3 segue que (G/H)0 = G0/H 0 e´
finito. Portanto, conclu´ımos que G0 e´ finito, como desejado. ⇤
5.2. Resultados Principais Para Grupos Profinitos
Nosso principal objetivo nesta sec¸a˜o e´ mostrar que em um grupo profinito G,
satisfazendo a Hipo´tese 1, existe um subgrupo normal finito, tal que o quociente
de G por este subgrupo seja localmente nilpotente. O primeiro passo sera´ mostrar
que se a Hipo´tese 1 e´ va´lida em um grupo profinito G, enta˜o G possui um subgrupo
aberto localmente nilpotente. De fato, a proposic¸a˜o a seguir garante que, em um
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grupo profinito G satisfazendo a Hipo´tese 1, existe um subgrupo aberto normal
pronilpotente. Assim aplicando, a este subgrupo, o Lema 5.1.2 temos a existeˆncia
de um subgrupo aberto normal localmente nilpotente em G, como desejado.
Note que uma consequeˆncia indireta da proposic¸a˜o a seguir e´ que o maior
subgrupo normal pronilpotente de G e´ aberto em G.
Proposic¸a˜o 5.2.1. Se G e´ um grupo profinito satisfazendo a Hipo´tese 1, enta˜o G
possui um subgrupo aberto normal pronilpotente.
Demonstrac¸a˜o. Como, por hipo´tese, En(g)(g) e´ finito para cada g 2 G, segue
pelo Lema 4.5.7 que, para cada g 2 G, existe um subgrupo normal aberto Ng de
G tal que En(g)(g) \ Ng = 1. Desta maneira g e´ um elemento Engel em Nghgi.
Pois, sabendo que para o elemento g em G existe um inteiro n(g), consideremos
enta˜o o comutador [x, g, . . . , g| {z }
n(g)
], onde x e´ um elemento qualquer de Nghgi. Como
Ng   G, temos [x, g, . . . , g| {z }
n(g)
] 2 Ng e, por outro lado, [x, g, . . . , g| {z }
n(g)
] 2 En(g)(g), por
definic¸a˜o. Assim, [x, g, . . . , g| {z }
n(g)
] 2 En(g) \ Ng, o que implica em [x, g, . . . , g| {z }
n(g)
] = 1 e
a afirmac¸a˜o segue. Agora, para todo H    Nghgi, como g e´ um elemento Engel
em Nghgi, tem-se que g, a imagem de g em Nghgi/H, e´ um elemento Engel em
Nghgi/H. Desta forma, como Nghgi/H e´ um grupo finito e g e´ um elemento
Engel em Nghgi/H segue, pelo Teorema 2.0.13, que g pertence ao subgrupo de
Fitting de Nghgi/H. Uma vez que H foi tomado arbitrariamente, esta afirmac¸a˜o
vale para qualquer quociente finito de Nghgi. Disto decorre que o (fecho do)
subgrupo [Ng, g] e´ pronilpotente. Com efeito, consideremos a imagem (do fecho)
de [Ng, g] em cada quociente finito Nghgi/H. Agora, sabendo que g 2 F (Nghgi/H)
conclu´ımos que [x, g] pertence ao F (Nghgi/H) para todo x 2 Ng. Disto segue que
[Ng, g]  F (Nghgi/H), para todo H subgrupo normal aberto de Nghgi. Assim, a
imagem (do fecho) de [Ng, g] emNghgi/H e´ um grupo nilpotente finito. Enta˜o, pelo
Teorema 4.4.5 item (i), tem-se que o (fecho do) subgrupo [Ng, g] e´ topologicamente
isomorfo ao limite inverso de um sistema inverso de grupos finitos nilpotentes e
portanto e´ pronilpotente. Indicamos, sem perda de generalidade, com [Ng, g] o
mesmo subgrupo ou o fecho dele, caso na˜o seja fechado.
Seja fNg o fecho normal de [Ng, g] em G. Uma vez que [Ng, g] e´ normal em
Ng, temos que Ng  NG([Ng, g]). Como Ng possui ı´ndice finito em G, segue que
[Ng, g] possui somente uma quantidade finita de conjugados em G. Agora, por
[Ng, g] ser isomorfo a [Ng, g]x para cada x 2 G, temos que [Ng, g]x e´ normal em Ng
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e pronilpotente. Assim, fNg e´ um produto de uma quantidade finita de subgrupos
normais de Ng, cada um dos quais e´ pronilpotente. Enta˜o, segue do Corola´rio 4.7.5
que fNg e´ pronilpotente. Portanto, todos os subgrupos do tipo fNg, constru´ıdos ao
variar g em G, esta˜o contidos no maior subgrupo normal pronilpotente de G, que
denotamos por K.
Notemos que G/K e´ um FC-grupo. Para isto, vejamos que cada elemento
g de G/K e´ centralizado pela imagem de Ng no quociente G/K. Com efeito,
consideremos y = yK, com y um elemento qualquer de NgK e dado g um elemento
de G/K, temos que
CG/K(g) = {x 2 G/K | [x, g] = 1} = {x 2 G/K | [x, g] 2 K}.
Note que como y 2 NgK, tem-se y = zk com z 2 Ng e k 2 K, enta˜o
[y, g] = [z, g]k[k, g] 2 [Ng, g]KK. Por outro lado, como K conte´m fNg, obtemos
que [Ng, g]K  K. Logo, conclu´ımos que [y, g] 2 K. Portanto, y 2 CG/K(g) como
desejado. Agora, como Ng e´ aberto, tem-se que [G : NgK] e´ finito e segue que
[G/K : NgK/K] tambe´m e´ finito. Consequentemente, temos que [G/K : CG/K(g)]
e´ finito para cada g 2 G/K. Portanto, G/K e´ um FC-grupo como quer´ıamos
mostrar. Agora, sendo G/K profinito, pelo Teorema 5.1.7, segue que o sub-
grupo derivado de G/K e´ finito. Assim, aplicando o Lema 4.5.7, temos que
existe um subgrupo normal aberto H/K de G/K com K  H ⇥ G, de modo
que H/K \ (G/K)0 = 1. Em particular, temos que H/K e´ abeliano. Seja H sua
imagem inversa em G. Enta˜o, H e´ um subgrupo aberto normal de G, pois H/K
e´ aberto normal em G/K, com a propriedade que H 0 esta´ contido em K. De fato,
como (H/K)0 = H 0K/K = 1, tem-se que H 0K = K, ou seja H 0  K.
Consideremos o quociente metabeliano M = H/K 0. Note que M claramente
satisfaz a Hipo´tese 1, pois e´ uma sec¸a˜o deG. Usaremos provisoriamente os s´ımbolos
Ei(g), para denotar os elementos de M e os correspondentes subgrupos. Assim,
para cada par (i, j) de inteiros positivos, o conjunto Ei,j = {x 2 M | |Ei(x)|  j}
e´ fechado. Pois, definindo a aplicac¸a˜o f de M em N dada por f(x) = |Ei(x)|
para cada x 2 M , vemos que f e´ cont´ınua, e temos que f 1({1, . . . , j}) = Ei,j
e´ fechado. Agora, usando a Hipo´tese 1, tem-se que M =
S
i,j Ei,j. De fato, uma
inclusa˜o e´ o´bvia, e por outro lado, dado x 2 M , como M satisfaz a Hipo´tese 1,
existe um inteiro positivo i = i(x) tal que Ei(x) e´ finito, logo |Ei(x)| = j para
algum inteiro j. Assim, existe um par (i, j) tal que |Ei(x)|  j. Deste modo,
x 2 Ei,j, o que implica que M esta´ contido em
S
i,j Ei,j. A igualdade segue, como
afirmamos acima.
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Assim, como M e´ profinito e {Ei,j | i, j 2 N} e´ uma famı´lia enumera´vel de
conjuntos fechados com M =
S
i,j Ei,j, segue, pelo Lema 4.4.7, que existem um
par de inteiros n e m, um elemento a 2M e um subgrupo aberto U de M tal que
aU ✓ En,m. Ou seja, |En(au)|  m, para todo u 2 U .
Do argumento anterior segue que |E2n+1(u)|  m2 para qualquer u 2 U . Com
efeito, consideremos os subgrupos:
EM 0,n(a) = h[x, a, . . . , a| {z }
n
] | x 2M 0i e EM 0,n(au) = h[x, au, . . . , au| {z }
n
] | x 2M 0i.
Observe que ambos os subgrupos esta˜o contidos em En(a) e En(au) respecti-
vamente e assim possuem ordem no ma´ximo m. Desde que M e´ metabeliano,






os subgrupos M 0hai e M 0haui sa˜o normais nilpotentes de classe de nilpoteˆncia
no ma´ximo n. Desta forma, usando o Teorema 1.2.9, tem-se que o produto
A = M 0haiM 0haui e´ nilpotente de classe de nilpoteˆncia no ma´ximo 2n. Note
que u 2 A e dado um elemento qualquer x em M , como A M temos que
[x, u, . . . , u| {z }
2n+1
] = 1.
Assim, em M segue que [x, u, . . . , u| {z }
2n+1
] 2 [M 0, u, . . . , u| {z }
2n
]  EM 0,n(a)EM 0,n(au). Por-
tanto, E2n+1(u)  EM 0,n(a)EM 0,n(au). Logo, conclu´ımos que |E2n+1(u)|  m2 para
todo u 2 U , como quer´ıamos.
Assim, os subgrupos correspondentes E2n+1(u) constru´ıdos para todo u em
U satisfazem a desigualdade uniforme |E2n+1(u)|  m2. Observemos que esta
desigualdade tambe´m vale em cada quociente finito U de U , uma vez que esses
quocientes sa˜o sec¸o˜es de U . Enta˜o, aplicando o Teorema 3.2.1, a cada um U desses
quocientes finitos de U , conclu´ımos que | 1(U)|  k, onde k = k(m) e´ uma func¸a˜o
somente de m. Disto segue que | 1(U)|  k. De fato temos, pelo Teorema 4.4.5
item (i), que









onde I e´ a base filtrada de todos os subgrupos normais abertos de U .
5.2. RESULTADOS PRINCIPAIS PARA GRUPOS PROFINITOS 85
Agora, consideremos o conjunto J = { 1(U) \ N | N 2 I} e note queT








= mmc{[ 1(U) : ( 1(U) \N)] | N 2 I}.






para todo N 2 I. Assim, como | 1(U)|  k, tem-se | 1(U)/( 1(U) \ N)|  k
para todo N 2 I. Portanto, conclu´ımos que | 1(U)|  k.
SejaW a imagem inversa de U , que e´ um subgrupo aberto de G e consideremos
  a imagem inversa de  1(U). Agora, definamos
F = CW ( 1(U)) = {w 2 W | [ , w]  K 0}
e lembremos que K e´ pronilpotente. Assim, pela Proposic¸a˜o 5.1.4 item (ii), con-
clu´ımos que F e´ um subgrupo aberto normal pronilpotente em G, como quer´ıamos.
⇤
Finalmente estamos em condic¸o˜es de demonstrar o Teorema A. Para comodi-
dade do leitor vamos enunciar o resultado na forma completa, repetindo explicita-
mente a Hipo´tese 1.
Teorema 5.2.2. Suponha que G e´ um grupo profinito tal que, para cada g 2 G,
existe um inteiro positivo n = n(g) tal que En(g) e´ finito. Enta˜o G possui um
subgrupo normal finito N tal que G/N e´ localmente nilpotente.
Demonstrac¸a˜o. Nosso objetivo e´ mostrar que  1(G) e´ finito. Pois, como
G/ 1(G) e´ pronilpotente, profinito e e´ uma sec¸a˜o de G, temos que a Hipo´tese
1 e´ va´lida. Enta˜o, aplicando o Lema 5.1.2 tem-se que G/ 1(G) e´ localmente
nilpotente. Assim, o resultado vale considerando N =  1(G).
Denotaremos por F (L) o maior subgrupo normal pronilpotente de um grupo
profinito L e sabemos pela Observac¸a˜o 4.7.6 que F (L) sempre existe. Agora, da
Proposic¸a˜o 5.2.1, segue que G possui um subgrupo aberto normal pronilpotente,
enta˜o F (G) e´ tambe´m aberto, uma vez que conte´m este subgrupo. Logo, G/F (G)
e´ finito.
Desta maneira, como G/F (G) e´ finito, usaremos induc¸a˜o sobre |G/F (G)| para
mostrar que  1(G) e´ finito. A base desta induc¸a˜o inclue o caso trivial, isto e´, se
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|G/F (G)| = 1, ou seja, G = F (G). Neste caso particular G e´ pronilpotente, enta˜o
pelo, Lema 4.7.3 item (iii), temos que  1(G) = 1 e o resultado e´ o´bvio. Mas,
a maior parte da base da induc¸a˜o esta´ concentrada em considerar o caso quando
G/F (G) e´ um grupo finito simples.
De fato, uma vez mostrada a base da induc¸a˜o, podemos finalizar a demons-
trac¸a˜o com o seguinte argumento indutivo. Suponhamos que G/F (G) na˜o seja
um grupo finito simples e portanto que exista um subgrupo normal pro´prio na˜o
trivial N/F (G) de G/F (G), com F (G) < N   G. Notemos que F (N) = F (G).
Com efeito, como F (G) e´ normal em N e pronilpotente, segue pela definic¸a˜o de
F (N) que F (G)  F (N). Por outro lado, uma vez que F (N) e´ caracter´ıstico em
N , que por sua vez e´ normal em G, temos que F (N) e´ normal em G e pronil-
potente, assim pela definic¸a˜o de F (G), obtemos que F (N)  F (G). Observemos
que, pela hipo´tese em G, em particular, para cada g 2 N , existe um inteiro posi-
tivo n = n(g) tal que En(g)(g) e´ finito. Ale´m disso, sabendo que F (N) < N   G,
temos por correspondeˆncia que N/F (N)   G/F (G) e |N/F (N)| < |G/F (G)|.
Desta forma, aplicando a hipo´tese de induc¸a˜o em N , obtemos que  1(N) e´ fi-
nito. Observemos, por outro lado, que N/ 1(N)   G/ 1(N). Da´ı, obtemos
que N/ 1(N)  F (G/ 1(N)), uma vez que N/ 1(N) e´ pronilpotente e nor-
mal em G/ 1(N). Desta maneira, |N/ 1(N)|  |F (G/ 1(N))| e, pelo ter-
ceiro teorema do isomorfismo, segue que
    G/ 1(N)F (G/ 1(N))      |G/N |. Por outro lado,
como F (G) < N   G, resulta que |G/N | < |G/F (G)|. Assim, conclu´ımos que    G/ 1(N)F (G/ 1(N))     < |G/F (G)|. Desde que G/ 1(N) e´ uma sec¸a˜o de G, tem-se que
a hipo´tese do teorema tambe´m e´ va´lida para a mesma. Portanto, aplicando a
hipo´tese de induc¸a˜o em G/ 1(N), obtemos que o grupo  1 (G/ 1(N)) e´ tambe´m








Disto segue que  1(G)/ 1(N) e´ finito. E lembrando que  1(N) e´ finito, con-
clu´ımos que  1(G) e´ finito, como desejado. Assim, o argumento indutivo esta´
completo e o resultado segue.
Daqui em diante, vamos portanto nos concentrar no caso base da induc¸a˜o,
assumindo que G/F (G) e´ um grupo finito simples qualquer (abeliano ou na˜o abe-
liano). Consideremos o epimorfismo canoˆnico de G em G/F (G) e seja p um primo
divisor de |G/F (G)|, enta˜o existe g 2 G/F (G) tal que a ordem de g e´ igual a p.
Portanto, consideremos g 2 G\F (G) um elemento de ordem pn com n  1. Para
qualquer primo q 6= p, temos que o elemento g age por conjugac¸a˜o no q-subgrupo
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de Sylow Q de F (G) como um automorfismo de ordem que divide pn. De fato,
como F (G) e´ pronilpotente, temos que Q e´ um subgrupo normal de F (G), para
qualquer primo q, e sendo F (G) um subgrupo caracter´ıstico de G, em particular,
Q e´ um subgrupo normal de G.
Observe que o subgrupo [Q, g] e´ normal em Q e este por sua vez e´ caracter´ıstico
em F (G), portanto [Q, g] e´ normal em F (G). Vejamos, a seguir, que a imagem
de [Q, g] em qualquer quociente finito de G esta´ contida na imagem de En(g)(g).
Com efeito, sejam N    G e   o epimorfismo canoˆnico de G em G/N , temos que
 (Q) = Q  G/N e´ um q-grupo finito, g 2 G/N e´ um q0-elemento. Desta forma,
pelo Lema 3.1.2, conclu´ımos que
[Q, g]  E(g)  En(g)(g).
Claramente temos que  ([Q, g]) = [Q, g] e usando a Proposic¸a˜o 2.0.16 item
(i) obtemos  (En(g)(g)) = En(g)(g). Uma vez que N foi tomado arbitrariamente,
o argumento vale para todo subgrupo normal aberto de G. Logo, conclu´ımos
que a imagem de [Q, g], em qualquer quociente finito, esta´ contida na imagem de
En(g)(g). Assim, para cada N    G, temos
[Q, g]N
N
=  ([Q, g])   (En(g)(g)) = En(g)(g)NN . (5.2.1)
Agora, como En(g)(g) e´ fechado, pois e´ finito, tem-se pelo Teorema 4.4.5 item
(i) que
[Q, g] ⇠= lim  
N2I
[Q, g]




En(g)(g) \N , (5.2.2)
onde I e´ a base filtrada de todos os subgrupos normais abertos de G. Enta˜o, segue
do segundo teorema do isomorfismo, aplicando o limite em (5.2.1) e substituindo
por (5.2.2) temos que [Q, g]  En(g)(g). Desde que En(g)(g) e´ finito, obtemos que
[Q, g] e´ tambe´m finito.
Como [Q, g] e´ normal em F (G), seu fecho normal h[Q, g]Gi em G e´ um produto
de uma quantidade finita de conjugados. Pois, desde que [Q, g] e´ normal em
F (G), segue que F (G)  NG([Q, g])  G. Logo, o ı´ndice [G : NG([Q, g])] divide
[G : F (G)] e como [G : F (G)] e´ finito, resulta que [G : NG([Q, g])] e´ finito.
Portanto, conclu´ımos que a ordem de [Q, g]G e´ finita. Consequentemente, por
[Q, g]a ser finito, para cada a 2 G, temos que o fecho normal h[Q, g]Gi em G e´
um produto de uma quantidade finita de conjugados. Logo, segue que h[Q, g]Gi
tambe´m e´ finito.
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Denotamos agora por R o produto dos fechos normais h[Q, g]Gi ao variar
de Q entre todos os q-subgrupos de Sylow de F (G) para q 6= p. Sabendo que
[Q, g]  En(g)(g), obtemos que existe somente uma quantidade finita de primos q
tal que [Q, g] 6= 1 para o correspondente q-subgrupo de Sylow Q de F (G). De fato,
suponhamos que para todo primo q 6= p tive´ssemos [Q, g] 6= 1. Enta˜o, ter´ıamos
que
Q
q 6=p[Q, g]  En(g)(g) uma vez que [Q, g]  En(g)(g) e por En(g)(g) ser finito,
isso seria um absurdo. Lembrando que todo fecho normal h[Q, g]Gi em G e´ finito,
conclu´ımos que R e´ tambe´m finito.
Sendo o nosso objetivo mostrar que  1(G) e´ finito, e´ suficiente mostrar que






Enta˜o, se mostrarmos que  1(G/R) e´ finito, segue pelo isomorfismo que
 1(G)/( 1(G) \ R) e´ finito. Assim, como 1   1(G) \ R  R, e R e´ finito,
obtemos que  1(G) \ R e´ finito. Agora, combinando as duas informac¸o˜es, con-
clu´ımos que  1(G) e´ finito. Enta˜o, sem perda de generalidade, como podemos
trabalhar em G/R, vamos assumir que R = 1. Sob esta hipo´tese e pela definic¸a˜o
de R, sabemos que [Q, ga]  R para qualquer conjugado ga de g e qualquer q-
subgrupo de Sylow Q de F (G) para q 6= p, e portanto segue que [Q, ga] = 1.
Escolhamos agora, um transversal {t1, . . . , tk} de F (G) emG, onde k = |G/F (G)|.
Seja G1 = hgt1 , . . . , gtki. Note que G1F (G)/F (G) e´ gerado pela classe de con-
jugac¸a˜o da imagem de g em G/F (G). Isto implica que G1F (G)/F (G) e´ um sub-
grupo normal de G/F (G), pois o mesmo e´ gerado por um conjunto normal. Agora,
vejamos que G1F (G)/F (G) e´ na˜o trivial. Com efeito, se fosse trivial, ter´ıamos que
G1  F (G), o que e´ uma contradic¸a˜o, pois G1 = hgt1 , . . . , gtki com g 2 G\F (G).
Deste modo, como G/F (G) e´ simples, conclu´ımos que G1F (G)/F (G) = G/F (G),
e em particular, segue que G = G1F (G).
Seja T o produto Cartesiano de todos os q-subgrupos de Sylow de F (G) com
q 6= p. Temos que T e´ centralizado por todos os elementos gti , uma vez que
[Q, ga] = 1 para qualquer conjugado ga de g e qualquer q-subgrupo de Sylow Q
de F (G) com q 6= p. Assim, como G1 = hgt1 , . . . , gtki e sabendo que cada um
dos geradores gti centraliza T , obtemos que [G1, T ] = 1. Seja P o p-subgrupo de
Sylow de F (G), possivelmente trivial. Notemos que [P, T ] = 1. De fato, como os
elementos de P e T possuem ordens coprima e F (G) e´ pronilponte, tem-se que
[P, T ] = 1.
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Agora vamos provar que  1(G) \ T e´ finito. De fato, consideremos o grupo
quociente G/P = G. Como G = G1F (G), temos que a imagem de T tem ı´ndice
finito em G, uma vez que G/F (G) e´ finito. Enta˜o, quocientando por P , podemos
assumir que T possui agora ı´ndice finito em G, pois assumimos que P = 1. Assim,
como [G1, T ] = 1, temos que T \ G1  Z(G1) e sabendo que [G : T ] e´ finito,
conclu´ımos que [G1 : T \G1] e´ finito. Isto implica que [G1 : Z(G1)] e´ finito. Logo,
pelo Teorema 1.2.3, resulta que G01 e´ finito. Agora, como G
0
1 e´ normalizado por G1
e por T e lembrando que G = G1T , segue que G01 G. Por ser G
0
1 finito, podemos
considerar o quociente sobre ele. Assim, podemos assumir que G1 e´ abeliano. Por
outro lado, note que G1 e´ um p-grupo abeliano, uma vez que G1 e´ gerado por
p-elementos e usando que [G1, T ] = 1, obtemos que G1 e´ um subgrupo normal
pronilpotente. Desde que T e´ pronilpotente e sabendo que G = G1T segue, pelo
Lema 4.7.4, que G e´ pronilpotente e portanto, pelo Lema 4.7.3 item (iii), tem-se
 1(G) = 1. Pela construc¸a˜o feita temos que  1(G)  G01 que foi provado ser
finito, o que implica que  1(G) \ T e´ finito, como quer´ıamos.
Deste modo, para mostrarmos que  1(G) e´ finito, e´ suficiente ver que  1(G/T )





 1(G) \ T .
Enta˜o, se  1(G/T ) e´ finito segue que  1(G)/( 1(G) \ T ) e´ finito. Assim,
sabendo que  1(G) \ T e  1(G)/( 1(G) \ T ) sa˜o ambos finitos, obtemos que
 1(G) e´ finito. Vamos mostrar que  1(G/T ) e´ finito. Sem perda de generalidade,
podemos assumir que T = 1. Logo, podemos assumir que F (G) e´ um p-grupo,
uma vez que F (G) ⇠= T ⇥ P .
Lembrando que estamos no caso em que G/F (G) e´ um grupo finito simples,
chegamos a um ponto em que precisamos distinguir dois subcasos. Primeiramente,
se G/F (G) e´ um grupo finito abeliano simples, enta˜o |G/F (G)| = p e como F (G)
e´ um p-grupo segue que G e´ um grupo pro-p. Logo, G e´ pronilpotente, conse-
quentemente  1(G) = 1 e o resultado segue. Agora, suponhamos que G/F (G)
seja um grupo finito simples na˜o abeliano e lembramos que, nas nossas hipo´teses,
estamos considerando F (G) um p-grupo. Enta˜o, escolhemos outro primo r 6= p
dividindo |G/F (G)| e podemos repetir todos os mesmos argumentos, como acima,
com r no lugar de p. Observe que podemos repetir esta ideia todas as vezes que
for necessa´rio e vamos reduzir a prova ao caso em que F (G) = 1. Neste caso,
G/F (G) = G e´ finito. Portanto,  1(G) e´ finito e o resultado segue.
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Isto conclui a prova do passo base da induc¸a˜o e, pelo explicado ao comec¸o da
demonstrac¸a˜o, conclui tambe´m a demonstrac¸a˜o. ⇤
O pro´ximo corola´rio segue combinado o Teorema 3.2.1 e o Teorema 5.2.2.
Corola´rio 5.2.3. Suponha que G e´ um grupo profinito e existe um inteiro positivo
m tal que para cada g 2 G existe n = n(g) tal que |En(g)|  m. Enta˜o G possui
um subgrupo normal finito N de ordem limitada em termos de m tal que G/N e´
localmente nilpotente.
Demonstrac¸a˜o. Com efeito, como por hipo´tese existe um inteiro positivo m
tal que para cada g 2 G existe n = n(g) tal que |En(g)|  m, enta˜o temos que
En(g) e´ finito para todo g 2 G. Assim, aplicando o Teorema 5.2.2, conclu´ımos que
G possui um subgrupo normal finito N tal que G/N e´ localmente nilpotente. Segue
da demonstrac¸a˜o do Teorema 5.2.2 que este subgrupo N e´ o subgrupo residual
pronilpotente  1(G) de G. Desta forma, resta mostrarmos que  1(G) possui
ordem limitada em termos de m. De fato, seja N   G e consideremos o quociente
finito G/N . Como G/N e´ uma sec¸a˜o de G, usando a Proposic¸a˜o 2.0.16 item (iv),
vemos que |En(g)|  m para todo g 2 G/N . Disto segue que |E(g)|  m para
todo g 2 G/N e como G/N e´ finito, obtemos pelo Teorema 3.2.1, que a ordem






 1(G) \N . (5.2.3)
Logo, temos que a ordem de  1(G)/( 1(G) \N) e´ m-limitada. Como o sub-
grupo N foi tomado arbitrariamente segue, para qualquer subgrupo normal aberto
de G, que (5.2.3) vale. Assim, como  1(G) e´ finito, obtemos pelo Lema 4.5.7 que
existe um subgrupo normal aberto M de G tal que  1(G) \ M = 1. Enta˜o,
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