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Abstract
The results on the inversion of convolution operators and Toeplitz
matrices in the 1-D (one dimensional) case are classical and have nu-
merous applications. We consider a 2-D case of Toeplitz-block Toeplitz
matrices, describe a minimal information, which is necessary to re-
cover the inverse matrices, and give a complete characterisation of the
inverse matrices.
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1 Introduction
The well-known Toeplitz matrices are diagonal-constant matrices whereas
Toeplitz-block Toeplitz matrices T are block Toeplitz matrices, the blocks of
which also are Toeplitz:
T = {Ti−k}
n
i,k=1, Tr = {t
(j−ℓ)
r }
m
j,ℓ=1. (1.1)
Later we use for Toeplitz-block Toeplitz matrices the acronym TBT. One may
consider TBT-matrices as 2-D (two-dimensional) analog of Toeplitz matrices.
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Toeplitz matrices (i.e., 1-D Toeplitz matrices) and their continuous analogs
(so called convolution operators or operators with difference kernels) are
very important in mathematical analysis and various applications (see e.g.
[6, 7, 13, 25, 29, 33] and references therein). The inversion of these matrices
and operators is connected with the names of N. Wiener, E. Hopf, N. Levin-
son, M.G. Krein, I.C. Gohberg, V.A. Ambartsumyan, L.A. Sakhnovich and
many other mathematicians and applied scientists. The inversion of convo-
lution operators on a semi-axis (of Wiener-Hopf operators) was studied in
numerous papers including the brilliant works [14,20]. The situation with the
inversion of finite Toeplitz matrices and of convolution operators on a finite
interval is (in many respects) more complicated and essentially different from
the case of semi-axis. Important results on this topic were derived, in par-
ticular, in [3, 15, 21, 35, 36]. Then, the procedure of recovery of the operator
T−1, which is inverse to a general-type convolution operator T on interval,
from the action of T−1 on two functions was given in [31] (see also [32, 33]
and references therein), using the method of operator identities. The same
method was applied to the general-type finite Toeplitz matrices in [26]. The
structure of the matrices and operators T−1 was derived in this way as well.
The method of operator identities, which was introduced in [30, 31], may be
successfully used for the inversion of various other structured matrices and
operators. See, for instance, [10] and [29, Appendix D]. Note also that rela-
tions of the form S∗TS = T were used for the study of Toeplitz operators in
the seminal work [8].
The inversion of Toeplitz and Toeplitz-block Toeplitz (TBT) matrices
and their continuous analogs is actively studied in the recent years as well
(see e.g. [1, 2, 4, 5, 9, 10, 17, 24, 33, 38] and references therein). However, in
spite of some interesting recent and older works [12, 16–19, 22, 23, 37] on the
inversion of TBT-matrices and of convolution operators in multidimensional
spaces, the structure of the corresponding inverse matrices and operators
(and the way to recover these inverses from some minimal information) re-
mained unknown. Our paper deals with this important problem for TBT-
matrices (some less complete results on the inversion of convolution operators
on a rectangular are presented in [28]).
It is easy to show (see Section 2) that a TBT-matrix T of the form (1.1)
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satisfies two matrix identities:
ApT − TA
∗
p = Qp (p = 1, 2), (1.2)
where rank(Q1) ≤ 2m, rank(Q2) ≤ 2n and the matrices Ap are discrete
analogs of integration operators:
Ap = {Ap,i−k}
n
i,k=1, A1,r =

0 for r < 0,
i/2 Im for r = 0,
i Im, for r > 0;
(1.3)
A2,r = 0 for r 6= 0, A2,0 = {aj−ℓ}
m
j,ℓ=1; ar =

0 for r < 0,
i/2 for r = 0,
i, for r > 0.
(1.4)
Here, A∗p stands for the matrix which is the complex conjugate transpose of
Ap, rank(Q) means the rank of the matrix Q, i is the imaginary unit, and Im
is the m×m identity matrix.
Multiplying (1.2) by T−1 from the left and from the right, we obtain the
identities T−1Ap − A
∗
pT
−1 = T−1QpT
−1. Both cases p = 1 and p = 2 of
these identities provide a tool to recover T−1 from T−1Q1T
−1 or T−1Q2T
−1,
respectively. Such an approach was fruitfully used for Toeplitz and block
Toeplitz matrices. In the case of TBT-matrices, one has to use the two
identities simultaneously, which is quite nontrivial.
In order to explain our approach in greater detail, introduce polynomial
vector function (vector column) h(y) = h(y1, y2):
h(y) = {hr(y)}
mn
r=1, hr(y) := y
i−1
1 y
j−1
2 for r = m(i− 1) + j, (1.5)
n ≥ i ≥ 1, m ≥ j ≥ 1. Assume that T is invertible. Then, the polynomial
ρ(y, z) = h(z)∗T−1h(y), (1.6)
where h(z) = h(z1, z2) and zp is the complex conjugate of zp, uniquely de-
termines T−1 and is itself important in astrophysics and signal processing.
Further in the paper we study ρ(y, z). We will need the following notations.
Notation 1.1 The notation I is often used (for simplicity) instead of Ir for
the identity matrix of the order r = mn. By 1r we denote the vector column
of the order r, where all the entries equal 1, and we often omit the index and
write 1 when r = mn.
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In Section 2 we show (see (2.7)) that ρ(y, z) is easily expressed via
ω(λ, µ) = 1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1T−1(A2 − λ2I)
−1(A1 − λ1I)
−11.
(1.7)
Then, we derive an important representation of ω in the main Theorem 2.3.
This representation is based on the minimal information on T−1 contained
in the matrix g12 (or g21, for both matrices see (2.35)) with 4mn entries. In
Section 3 we complete the study of the structure of T−1 (see Theorem 3.3).
Some auxiliary results on determinants are derived in Appendix.
The approach works for other important 2-D structured matrices.
As usual C stands for the complex plane and gτ stands for the matrix
which is the transpose of g. By diag we denote a diagonal (or block diagonal)
matrix. For instance, diag{d1, d2} =
[
d1 0
0 d2
]
. The notation col (column)
stands for a column vector or block vector: col
[
d1 d2
]
=
[
d1
d2
]
. The notation
Ir stands for the r × r identity matrix and the indices of the matrices Ur,
J2m and J2n (introduced in (2.37), (2.38), (2.43)) also indicate the orders of
the corresponding matrices. In all other cases the indices of the matrices are
not related to the order. Many notations were explained before in the text
of the Introduction (see, e.g., Notation 1.1).
2 Representation of the ρ-polynomial
1. It is immediate that the matrix A1 and the block diagonal matrix A2
(given by (1.3) and (1.4)) commute. One easily derives (see e.g. [27, p. 452])
that
(A1 − λ1I)
−1

Im
Im
. . .
Im
 =
(
i
2
− λ1
)
−1

Im
ψ(λ1)Im
. . .
ψ(λ1)
n−1Im
 , ψ(λ1) := λ1 + i2λ1 − i2 .
(2.1)
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As a special case of (2.1) we have
(A2,0 − λ2Im)
−11m =
(
i
2
− λ2
)
−1

1
ψ(λ2)
. . .
ψ(λ2)
m−1
 . (2.2)
Since A2 = diag{A2,0, . . . ,A2,0}, relations (1.5), (2.1) and (2.2) imply that(
i
2
− λ2
)(
i
2
− λ1
)
(A2 − λ2I)
−1(A1 − λ1I)
−11 = h
(
ψ(λ1), ψ(λ2)
)
. (2.3)
Hence, we also have(
i
2
+ µ2
)(
i
2
+ µ1
)
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1 = h
(
ψ(µ1), ψ(µ2)
)
∗
.
(2.4)
Further in the text we assume that T is invertible. It is immediate from
(1.6), (1.7), (2.3) and (2.4) that
ρ
(
ψ(λ1), ψ(λ2), ψ(µ1), ψ(µ2)
)
=
(
i
2
+ µ2
)(
i
2
+ µ1
)
×
(
i
2
− λ2
)(
i
2
− λ1
)
ω(λ, µ). (2.5)
Recalling that ψ is given in (2.1), we easily construct the function inverse to
ψ and rewrite the equalities yk = ψ(λk) and zk = ψ
(
µk
)
in the form
λk = ϕ(yk), µk = −ϕ(zk), ϕ(ξ) :=
i
2
ξ + 1
ξ − 1
. (2.6)
Using (2.6), we rewrite (2.5) in order to express ρ(y, z) via ω:
ρ
(
y, z
)
=
(
i
2
− ϕ(z2)
)(
i
2
− ϕ(z1)
)
(2.7)
×
(
i
2
− ϕ(y2)
)(
i
2
− ϕ(y1)
)
ω
(
ϕ(y1), ϕ(y2),−ϕ(z1),−ϕ(z2)
)
.
Thus, a representation of ρ will follow from a representation of ω.
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2. Next, we show that the matrix identities (1.2) hold and consider them
in detail. Indeed, according to [27, (1.2)] we have
A1T − TA
∗
1 = i
(
M11M21 +M31M41
)
, (2.8)
where
M11 = col
[
M
(1)
11 M
(2)
11 . . . M
(n)
11
]
, M
(i)
11 :=
1
2
T0 +
i−1∑
s=1
Ts, (2.9)
M21 =
[
Im Im . . . Im
]
, M31 = M
∗
21, (2.10)
M41 =
[
M
(1)
41 M
(2)
41 . . . M
(n)
41
]
, M
(k)
41 :=
1
2
T0 +
k−1∑
s=1
T−s; (2.11)
We derive the expressions for A2,0Tr − TrA
∗
2,0 as the special cases of (2.8)
(after setting in (2.8) m = 1 and substituting then n = m). In view of
these expressions, for the matrix A2 = diag{A2,0, . . . ,A2,0} the next identity
follows:
A2T − TA
∗
2 = i
(
M12M22 +M32M42
)
, (2.12)
whereM12,M32 andM22,M42 are mn×n and n×mn, respectively, matrices,
M12 = {M
(i−k)
12 }
n
i,k=1, M22 = {M
(i−k)
22 }
n
i,k=1, (2.13)
M32 =M
∗
22, M42 = {M
(i−k)
42 }
n
i,k=1, (2.14)
M
(r)
12 := col
[
1
2
t
(0)
r
t
(0)
r
2
+ t
(1)
r . . .
t
(0)
r
2
+
∑m
j=2 t
(j−1)
r
]
, (2.15)
M
(r)
22 = 1
∗
m for r = 0, M
(r)
22 = 0 for r 6= 0, (2.16)
M
(r)
42 :=
[
1
2
t
(0)
r
t
(0)
r
2
+ t
(−1)
r . . .
t
(0)
r
2
+
∑m
ℓ=2 t
(1−ℓ)
r
]
. (2.17)
Clearly, the matrices M1p and M4p satisfy some operator identities which are
similar to the identities (2.8) and (2.12). Indeed, put
A1 = {aj−ℓ}
n
j,ℓ=1, ar =

0 for r < 0,
i/2 for r = 0,
i, for r > 0;
A2 = A2,0, (2.18)
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where A2,0 is given in (1.4). We note that A1 coincides with the special case
of A1 where m = 1, and A2 coincides with the special case of A2 where n = 1.
Similarly to (2.8) and (2.12), one can show that
AsM4p −M4pA
∗
s = iQs for s = 1, p = 2 and s = 2, p = 1; (2.19)
Q1 = K11M21 + 1nK, Q2 = K12M22 + 1mK; (2.20)
K =
[
1
2
M
(0)
42
1
2
M
(0)
42 +M
(−1)
42 . . .
1
2
M
(0)
42 +
∑n
k=2M
(1−k)
42
]
, (2.21)
K11 = col
[
1
2
M
(0)
42
1
2
M
(0)
42 +M
(1)
42 . . .
1
2
M
(0)
42 +
∑n
i=2M
(i−1)
42
]
, (2.22)
K12 =
[
1
2
M
(0)
12
1
2
M
(0)
12 +M
(−1)
12 . . .
1
2
M
(0)
12 +
∑n
k=2M
(1−k)
12
]
. (2.23)
3. The identities (2.8) and (2.12) may be rewritten in the form
ApT − TA
∗
p = iΠpΠ̂p, Πp :=
[
M1p M3p
]
, Π̂p :=
[
M2p
M4p
]
. (2.24)
Introduce the notations:
R := T−1; Γp := RΠp, Γ̂p := Π̂pR (p = 1, 2); (2.25)
Γ :=
[
Γ1 Γ2
]
, Γ̂ :=
[
Γ̂1
Γ̂2
]
, P1 :
[
I2m 0
0 0
]
, P2 := I2(m+n) − P1. (2.26)
We start with the following simple representations of ω.
Proposition 2.1 Let ω(λ, µ) be given by (1.7). Then we have
ω(λ, µ) = i(λp − µp)
−1u(µ)Ppû(λ) (p = 1, 2), (2.27)
where
u(λ) =1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1Γ
− i
[
1∗m(A
∗
2 − µ2Im)
−1 0 1∗n(A
∗
1 − µ1In)
−1 0
]
, (2.28)
û(λ) =Γ̂(A2 − λ2I)
−1(A1 − λ1I)
−11
+ i col
[
0 (A2 − λ2Im)
−11m 0 (A1 − λ1In)
−11n
]
. (2.29)
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P r o o f. Relations (2.24) and (2.25) yield
RAp −A
∗
pR = iΓpΓ̂p. (2.30)
Hence, we have
(µp − λp)R = R(Ap − λpI)− (A
∗
p − µpI)R− iΓpΓ̂p,
or, equivalently,
(A∗p − µpI)
−1R(Ap − λpI)
−1 =(µp − λp)
−1
(
(A∗p − µpI)
−1R −R(Ap − λpI)
−1
− i(A∗p − µpI)
−1ΓpΓ̂p(Ap − λpI)
−1
)
. (2.31)
It easily follows from the definitions (2.10), (2.13) and (2.16) of M2p that
1∗(A∗1 − µ1I)
−1 = 1∗mM21(A
∗
1 − µ1I)
−1 = 1∗n(A
∗
1 − µ1In)
−1M22, (2.32)
1∗(A∗2 − µ2I)
−1 = 1∗mM21(A
∗
2 − µ2I)
−1 = 1∗m(A
∗
2 − µ2Im)
−1M21. (2.33)
Now, set in (2.31) p = 1, multiply both sides of (2.31) by 1∗(A∗2−µ2I)
−1 from
the left and by (A2 − µ2I)
−11 from the right, and take into account that A1
and A2 commute and that the equalities (1.7), (2.33) and M31 = M
∗
21 hold.
Then, we obtain
ω(λ, µ) =i(λ1 − µ1)
−1
(
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1Γ1Γ̂1(A2 − λ2I)
−1
× (A1 − λ1I)
−11 (2.34)
+ i1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1RM31(A2 − λ2Im)
−11m
− i1∗m(A
∗
2 − µ2Im)
−1M21R(A2 − λ2I)
−1(A1 − λ1I)
−11
)
.
Recall the definitions of Πp, Π̂p, Γp and Γ̂p in (2.24) and (2.25). Hence,
formula (2.27) follows (for p = 1) from (2.28), (2.29) and (2.34).
Formula (2.27) for p = 2 follows in the same way (as (2.27) for p = 1)
but this time from (2.31) (with p = 2) and from (2.32). 
4. In Proposition 2.1, we recover ω (and so ρ and T−1) either from Γ1 =
T−1Π1 and Γ̂1 = Π̂1T
−1 or from Γ2 = T
−1Π2 and Γ̂2 = Π̂2T
−1, which means
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that only one of the operator identities (either (2.8) or (2.12)) is used. In
this paragraph we will recover ω either from the 2m × 2n matrix Π̂1T
−1Π2
or from the 2n× 2m matrix Π̂2T
−1Π1, using both operator identities.
First introduce matrices
g12 = iΠ̂1T
−1Π2 − i
[
1m1
∗
n 0
K12 0
]
, g21 = iΠ̂2T
−1Π1 − i
[
1n1
∗
m 0
K11 0
]
, (2.35)
where K11 and K12 are given in (2.22) and (2.23), respectively. The connec-
tion between g12 and g21 is described by the simple formula
g21 = −U2nJ2ng
τ
12J2mU2m, (2.36)
where gτ12 is the transpose of g12 and
U2n = {δ2n−i−k+1}
2n
i,k=1, J2n = diag{In,−In}, (2.37)
U2m = {δ2m−i−k+1}
2m
i,k=1, J2m = diag{Im,−Im}. (2.38)
The validity of (2.36) is shown in the proof of the main Theorem 2.3 and
means that given g12 we easily construct g21 and vice versa.
Next, we introduce the matrix function
G(λ) :=

A2 − λ2Im 0
0 A2 − λ2Im
g12
g21
A1 − λ1In 0
0 A1 − λ1In
 , (2.39)
Remark 2.2 We introduce a polynomial θ(λ) via the determinant of G(λ) :
θ(λ) =
√
det
(
G(λ)
)
, (2.40)
where the branch of the root in (2.40) is chosen so that
√
det
(
G(λ)
)
is a
polynomial such that the coefficient corresponding to the term λn1λ
m
2 equals
−1. The existence of the polynomial θ(λ) and the way to construct it explicitly
(when G(λ) of the form (2.39) is given) are shown in Lemma A.2.
In the following main theorem, we express û and u given by (2.29) and
(2.28), respectively, via G(λ) (that is, via g12 or g21). Then, one can apply
Proposition 2.1 in order to construct ω and ρ.
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Theorem 2.3 Let a TBT-matrix T be invertible and let the corresponding
matrix g12 or g21 (of the form (2.35)) be given.
Then, ω(λ, µ) of the form (1.7) admits representations (2.27), where u
and û (which are introduced in (2.28) and (2.29)) may be recovered from the
relations
û(λ) = −i
(
λ1 −
i
2
)
−n(
λ2 −
i
2
)
−m
θ(λ)G(λ)−1col
[
0 1m 0 1n
]
, (2.41)
u(µ) =
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
û(µ)τdiag{J2mU2m, J2nU2n}, (2.42)
G is expressed in (2.39) via g12 or, equivalently, via g21 (using (2.36)), and
θ is given in (2.40).
P r o o f. Step 1. In this step we prove the auxiliary equalities (2.42) and
(2.36). For this purpose, recall the definitions (2.37) and (2.38) and also set
U = Umn = {δmn−i−k+1}
mn
i,k=1, Um = {δm−i−k+1}
m
i,k=1. (2.43)
It is easy to see that UTU = T τ , and so
URU = Rτ (R = T−1). (2.44)
Similarly to UTU = T τ we have
UmT
τ
r = TrUm, T
τ
r Um = UmTr,
which (in view of the definitions (2.9)–(2.11)) yields
UM τ41 +M11Um = TM31Um, M
τ
11U + UmM41 = UmM21T. (2.45)
Using the definitions (2.13)–(2.17), we derive (in the same way as (2.45)) the
equalities
UM τ42 +M12Un = TM32Un, M
τ
12U + UnM42 = UnM22T. (2.46)
Now, let us show that
Γ̂τ1 = UΓ1U2mJ2m +
[
0 M31
]
, Γ̂τ2 = UΓ2U2nJ2n +
[
0 M32
]
. (2.47)
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Indeed, (2.24), (2.25), (2.44) and (2.45) imply that
Γ̂τ1 = URU
[
M τ21 M
τ
41
]
= UR
[
M31Um −M11Um + TM31Um
]
= UR
[
M11 M31
]
U2mJ2m +
[
0 UM31Um
]
,
and the first equality in (2.47) follows. Here we used the immediate equalities
M τ21 = M31, UM31Um = M31. (2.48)
Later we will also need an analog of (2.48) (for the matrices Ms2), namely,
the equalities
M τ32 = M22, UnM22U = M22. (2.49)
Taking into account (2.46), we (similarly to the proof of the first equality in
(2.47)) derive the second equality in (2.47). For
F (µ1, µ2) := 1
∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1, (2.50)
we will need the following relation:
F (µ1, µ2) =
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
1∗(A∗1 + µ1I)
−1(A∗2 + µ2I)
−1U. (2.51)
In order to obtain (2.51), we take into account (2.4) and rewrite (2.50) in the
form
F (µ1, µ2) = {Fr(µ1, µ2)}
mn
r=1 (2.52)
=
(
µ1 +
i
2
)
−1(
µ2 +
i
2
)
−1
{(
µ1 −
i
2
µ1 +
i
2
)i−1(
µ2 −
i
2
µ2 +
i
2
)j−1}
,
where i and j for the rth entry (of the row vector function) in the braces
above are chosen similarly to the way it is done in (1.5). Using the definition
(2.50) of F , substituting −µp instead of µp (p = 1, 2) into (2.52) and applying
U from the right, we derive
1∗(A∗1 + µ1I)
−1(A∗2 + µ2I)
−1U (2.53)
=
(
µ1 −
i
2
)
−1(
µ2 −
i
2
)
−1
{(
µ1 +
i
2
µ1 −
i
2
)n−i(
µ2 +
i
2
µ2 −
i
2
)m−j}
.
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According to (2.53), the right hand sides of (2.51) and (2.52) are equal, and
so (2.51) follows from (2.52).
Partition u and û into the row and column (respectively) vector blocks:
u =
[
u1 u2
]
, û =
[
û1
û2
]
(u1, û1 ∈ C
2m, u2, û2 ∈ C
2n). (2.54)
Taking into account (2.26), (2.28), (2.29), (2.47) and (2.51), we see that
u1(µ) =
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
û1(µ)
τJ2mU2m. (2.55)
Here, we also used the relation
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1M31 (2.56)
− i
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
1∗m(A
∗
2 + µ2Im)
−1Um = i 1
∗
m(A
∗
2 − µ2Im)
−1,
which easily follows from (2.1) and (2.2). The next equality, that is,
u2(µ) =
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
û2(µ)
τJ2nU2n (2.57)
is proved in the same way as (2.55). Finally, relations (2.54), (2.55) and
(2.57) yield (2.42).
Relations (2.45) and (2.46) also help to prove (2.36). Indeed, from the
definitions (2.35) and (2.24) we have
U2nJ2ng
τ
12J2mU2m =i
[
UnM
τ
32
−UnM
τ
12
]
UT−1U
[
M τ41Um −M
τ
21Um
]
− i
[
0 0
−UnK
τ
12Um 1n1
∗
m
]
. (2.58)
Using the equalities (2.45) and (2.46) (as well as (2.48) and (2.49)), we rewrite
(2.58) in the form
U2nJ2ng
τ
12J2mU2m = −i
[
M22
M42
]
T−1
[
M11 M31
]
+ Z, (2.59)
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where
Z =i
[
M22
M42
]
T−1
[
TM31 0
]
+ i
[
0
M22T
]
T−1
[
M11 M31
]
− i
[
0
M22T
]
T−1
[
TM31 0
]
− i
[
0 0
−UnK
τ
12Um 1n1
∗
m
]
(2.60)
We partition Z into for blocks Z = {Zps}
2
p,s=1 and easily derive
Z11 = iM22M31 = i1n1
∗
m, Z22 = i(M22M31 − i1n1
∗
m) = 0, (2.61)
Z12 = 0, Z21 = i
(
M42M31 +M22(M11 − TM31) + UnK
τ
12Um
)
. (2.62)
In view of (2.48), taking the transpose of the second equality in (2.46) we
obtain M11 − TM31 = −UM
τ
41Um. Thus, Z21 admits representation
Z21 = i
(
M42M31 −M22UM
τ
41Um + UnK
τ
12Um
)
. (2.63)
Direct calculations show that
M42M31 −M22UM
τ
41Um + UnK
τ
12Um = K11, (2.64)
where K11 is introduced in (2.22). According to (2.63) and (2.64), one may
rewrite (2.62) as
Z12 = 0, Z21 = iK11. (2.65)
Clearly, the definition of g21 in (2.35) and relations (2.59), (2.61) and (2.65)
imply the equality (2.36).
Step 2. In the Step 2 we prove the basic for our proof equality
G(λ)û(λ) = −i
(
λ1 −
i
2
)
−n(
λ2 −
i
2
)
−m
θ(λ)col
[
0 1m 0 1n
]
, (2.66)
which is equivalent to (2.41). For this purpose, we rewrite (2.30) in the form
ΓpΓ̂p = i
(
(A∗p − λpI)R−R(Ap − λpI)
)
(p = 1, 2). (2.67)
It is easy to see that
(A∗1 − λ1In)
−1M22 = M22(A
∗
1 − λ1I)
−1, (2.68)
(A∗2 − λ2Im)
−1M21 =M21(A
∗
2 − λ2I)
−1, (2.69)
1∗mM21 = 1
∗
nM22 = 1
∗. (2.70)
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Since M3p =M
∗
2p, equalities (2.68)–(2.70) imply that
M31(A2 − λ2Im)
−11m = (A2 − λ2I)
−11, (2.71)
M32(A1 − λ1In)
−11n = (A1 − λ1I)
−11. (2.72)
In view of the definitions (2.24)–(2.26) of the matrices Ĝ, Γp and Πp, and in
view of the definition of ûp(λ) (see (2.29) and (2.54)), formulas (2.67), (2.71)
and (2.72) yield
(A∗p − λpI)
−1Γpûp(λ) = iR(A2 − λ2I)
−1(A1 − λ1I)
−11. (2.73)
Indeed, in the case p = 1 we have
(A∗1 − λ1I)
−1Γ1û1(λ) = iR(A2 − λ2I)
−1(A1 − λ1I)
−11
− i(A∗1 − λ1I)
−1R(A2 − λ2I)
−11+ i(A∗1 − λ1I)
−1RM31(A2 − λ2Im)
−11m,
and (2.73) follows. In the same way (2.73) is derived for p = 2.
Taking into account (2.29), (2.54) and equality Π̂pR = Γ̂p, we see that
(2.73) implies the formula
[
A2(λ2) iA2(λ2)Π̂1(A
∗
2 − λ2I)
−1Γ2
iA1(λ1)Π̂2(A
∗
1 − λ1I)
−1Γ1 A1(λ1)
]
û(λ) = i

0
1m
0
1n
 ,
(2.74)
where
A1(λ1) =
[
A∗1 − λ1In 0
0 A1 − λ1In
]
, A2(λ2) =
[
A∗2 − λ2Im 0
0 A2 − λ2Im
]
.
Using the last equality in (2.24) and formulas (2.19), (2.68) and (2.69), we
obtain the following equalities (for p = 1, s = 2 and for p = 2, s = 1):
Π̂p(A
∗
s − λsI)
−1 = As(λs)
−1
(
Π̂p + i
[
0
Qs
]
(A∗s − λsI)
−1
)
. (2.75)
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Moreover, using again (2.73) we derive[
0
Qs
]
(A∗s − λsI)
−1Γsûs(λ) = i
[
0
Qs
]
R(A2 − λ2I)
−1(A1 − λ1I)
−11. (2.76)
Since Qs is given by (2.20) (where K is a row) and since M2sR equals[
Im 0
]
Γ̂1 or
[
In 0
]
Γ̂2 (depending on s), one may rewrite the right hand
side of (2.76):[
0
Q1
]
(A∗1 − λ1I)
−1Γ1û1(λ) = i
[
0 0
K11 0
]
û1(λ) + iθ˜(λ)
[
0
1n
]
(2.77)[
0
Q2
]
(A∗2 − λ1I)
−1Γ2û2(λ) = i
[
0 0
K12 0
]
û2(λ) + iθ˜(λ)
[
0
1m
]
, (2.78)
θ˜(λ) := KR(A2 − λ2I)
−1(A1 − λ1I)
−11. (2.79)
In particular, we again used above the definition (2.29) of û.
Formulas (2.75), (2.77) and (2.78) yield
iA2(λ2)Π̂1(A
∗
2 − λ2I)
−1Γ2û2(λ) =i
(
Π̂1Γ2 −
[
0 0
K12 0
])
û2(λ)
− iθ˜(λ)col
[
0 1m
]
, (2.80)
iA1(λ1)Π̂2(A
∗
1 − λ1I)
−1Γ1û1(λ) =i
(
Π̂2Γ1 −
[
0 0
K11 0
])
û1(λ)
− iθ˜(λ)col
[
0 1n
]
. (2.81)
It follows from (2.74), (2.80) and (2.81) that
G˜(λ)û(λ) = i
(
1 + θ˜(λ)
)
col
[
0 1m 0 1n
]
; G˜(λ) = {g˜ps(λ)}
2
p,s=1, (2.82)
g˜11(λ) := A2(λ2), g˜12(λ) ≡ g˜12 := iΠ̂1Γ2 − i
[
0 0
K12 0
]
, (2.83)
g˜21(λ) ≡ g˜21 := iΠ̂2Γ1 − i
[
0 0
K11 0
]
, g˜22(λ) := A1(λ1). (2.84)
According to formulas (2.35), (2.39), (2.83) and (2.84), we have
G(λ) = G˜(λ) + i col
[
1m 0 −1n 0
] [
1∗m 0 −1
∗
n 0
]
. (2.85)
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Taking into account the definitions in (2.24)–(2.26), the definition of û in
(2.29) and equalities (2.70), we obtain[
1∗m 0 −1
∗
n 0
]
Γ̂ = 0,
[
1∗m 0 −1
∗
n 0
]
û(λ) ≡ 0. (2.86)
Relations (2.82), (2.85) and (2.86) imply that
G(λ)û(λ) = i
(
1 + θ˜(λ)
)
col
[
0 1m 0 1n
]
. (2.87)
Moreover, it is shown in the Appendix (see Lemma A.3) that(
λ1 −
i
2
)
−n(
λ2 −
i
2
)
−m
θ(λ) = −
(
1 + θ˜(λ)
)
. (2.88)
Equalities (2.87) and (2.88) yield (2.66), which proves the theorem. 
3 The structure of the operator T−1
In the previous section we have shown (see Theorem 2.3) that given an in-
vertible TBT-matrix we can recover ρ and T−1 from the matrix g12 or from
g21 of the form (2.35). Here, we complete the description of the structure of
R = T−1. Namely, we prove that given an arbitrary 2m × 2n matrix g12 or
an arbitrary 2n× 2m matrix g21 and using the same formulas as in Section
2 we recover some matrix R. Moreover, if this R is invertible, then T = R−1
is a TBT-matrix.
First, using (2.36) and (2.39) we construct G(λ). In view of (2.36) and
(2.39), we easily derive
G(λ) = diag{−U2mJ2m, U2nJ2n}G(λ)
τdiag{−J2mU2m, J2nU2n}. (3.1)
Next, we obtain û and u via relations (2.41) and (2.42), where θ(λ) =√
det
(
G(λ)
)
. The function ω is expressed in (2.27) via û and u.
Lemma 3.1 Let g12 or g21 be given and let the vector functions û and u be
constructed via (2.41) and (2.42) (using also relations (2.36) and (2.39)).
Then ω(λ, µ), which we obtain from (2.27), is the same for both cases
p = 1 and p = 2.
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P r o o f. The statement of the lemma is equivalent to the relation
u(µ)
(
(λ2 − µ2)P1 − (λ1 − µ1)P2
)
û(λ) = 0 (3.2)
In view of (2.41) and (2.42), the equality (3.2) is equivalent to the equality[
0 1τm 0 1
τ
n
]
(G(µ)τ )−1 diag{J2mU2m, J2nU2n}
×
(
(λ2 − µ2)P1 − (λ1 − µ1)P2
)
G(λ)−1col
[
0 1m 0 1n
]
= 0. (3.3)
Taking into account (3.1), we rewrite (3.3) as[
0 1τm 0 1
τ
n
]
diag{−J2mU2m, J2nU2n}G(µ)
−1
×
(
(λ2 − µ2)P1 + (λ1 − µ1)P2
)
G(λ)−1col
[
0 1m 0 1n
]
= 0. (3.4)
Since G(µ)−G(λ) = (λ2−µ2)P1+ (λ1−µ1)P2, one may rewrite (3.4) in the
form [
0 1τm 0 1
τ
n
]
diag{−J2mU2m, J2nU2n}
×
(
G(λ)−1 −G(µ)−1
)
col
[
0 1m 0 1n
]
= 0. (3.5)
Therefore, it remains to prove that[
0 1τm 0 1
τ
n
]
diag{−J2mU2m, J2nU2n}G(ν)
−1col
[
0 1m 0 1n
]
= 0,
(3.6)
and the equalities (3.5) and (3.2) will follow. Finally, taking the transpose
of the left hand side of (3.6) and using the relations (3.1) and UrJr = −JrUr
(for the cases r = 2m and r = 2n) we derive[
0 1τm 0 1
τ
n
]
diag{−J2mU2m, J2nU2n}G(ν)
−1col
[
0 1m 0 1n
]
(3.7)
=
[
0 1τm 0 1
τ
n
] (
G(ν)τ
)
−1
diag{−U2mJ2m, U2nJ2n}col
[
0 1m 0 1n
]
= −
[
0 1τm 0 1
τ
n
]
diag{−J2mU2m, J2nU2n}G(ν)
−1col
[
0 1m 0 1n
]
,
which yields (3.6). 
Lemma 3.2 Let the conditions of Lemma 3.1 hold. Then ω(λ, µ) determines
a unique matrix R such that
ω(λ, µ) = 1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1R(A2 − λ2I)
−1(A1 − λ1I)
−11. (3.8)
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P r o o f. According to Lemma A.2, the entries of the matrix function
θ(λ)G(λ)−1, where θ(λ) =
√
det
(
G(λ)
)
, are polynomials. Moreover, for-
mula (2.39) yields
lim
λ1→∞
G(λ)−1 =
[
diag{(A2 − λ2Im)
−1, (A2 − λ2Im)
−1} 0
0 0
]
, (3.9)
lim
λ2→∞
G(λ)−1 =
[
0 0
0 diag{(A1 − λ1In)
−1, (A1 − λ1In)
−1}
]
, (3.10)
as well as the asymptotic relation
θ(λ) = −q(λ)
(
1 + o(1)
)
, q(λ) :=
(
λ1 −
i
2
)n(
λ2 −
i
2
)m
, (3.11)
when either λ1 →∞ or λ2 →∞. Thus, for the vector polynomial
v(λ) = θ(λ)G(λ)−1

0
1m
0
1n
+ q(λ)

0
(A2 − λ2Im)
−11m
0
(A1 − λ1In)
−11n
 (3.12)
we have
lim
λ1→∞
(
λ1 −
i
2
)
−n
v(λ) = 0, lim
λ2→∞
(
λ2 −
i
2
)
−m
v(λ) = 0. (3.13)
In other words, the degrees of λ1 in the entries of v are less than n and the
degrees of λ2 in the entries of v are less than m.
Similar to the partitioning (2.54) for û, partition v into the blocks v =
col
[
v1 v2
]
. Using (2.27), (2.40), (2.41) and (3.12), we obtain
Ω(λ, µ) : = q(λ)
(
µ1 +
i
2
)n(
µ2 +
i
2
)m
ω(λ, µ) (3.14)
= −
i
λ1 − µ1
V1(µ)
τJ2mU2mV1(λ) = −
i
λ2 − µ2
V2(µ)
τJ2nU2nV2(λ),
where V1(λ) = v1(λ)− q(λ)
[
0
(A2 − λ2Im)
−11m
]
and
V2(λ) = v2(λ)− q(λ)
[
0
(A1 − λ1In)
−11n
]
. By virtue of (3.14), we have
(λ2 − µ2)V1(µ)
τJ2mU2mV1(λ) = (λ1 − µ1)V2(µ)
τJ2nU2nV2(λ),
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where λp − µp are irreducible polynomials. Hence, V1(µ)
τJ2mU2mV1(λ) may
be factored into the product of polynomials with λ1−µ1 as one of the factors
(and a similar statement is valid for V2(µ)
τJ2nU2nV2(λ) and λ2 − µ2). Thus,
we see that Ω(λ, µ) introduced in (3.14) is a polynomial.
Then, the degrees of λ1 and µ1 in the terms of Ω are less than n and the
degrees of λ2 and µ2 are less than m (since the degrees of λ1 in the entries of
v(λ) are less than n and the degrees of λ2 in the entries of v(λ) are less than
m). In order to derive that, we also take the factors (λp − µp)
−1 in (3.14)
into account.
It is easy to see that the polynomials
ps(ν) =
(
ν −
i
2
)s−1(
ν +
i
2
)r−s
(1 ≤ s ≤ r)
are linearly independent polynomials (in one variable ν). Therefore, the
mentioned above bounds on the degrees of the variables in Ω(λ, µ) show that
Ω(λ, µ) may be presented as a linear combination of the products
psi(λ1)psk(µ1)psj(λ2)psℓ(µ2) (1 ≤ si, sk ≤ n, 1 ≤ sj, sℓ ≤ m). (3.15)
On the other hand, relations (1.5), (2.3) and (2.4) (where ψ is introduced
in (2.1)) show that the multiplication of the right hand side of (3.8) by
q(λ)
(
µ1 +
i
2
)n (
µ2 +
i
2
)m
brings us a polynomial, which is a linear combina-
tion of the same products (3.15) with the entries of R as the coefficients. It
is immediate that there is a unique matrix R such that (3.8) holds. 
Theorem 3.3 Let a 2m × 2n matrix g12 or a 2n × 2m matrix g21 be given
and let the vector functions û and u be constructed via (2.41) and (2.42)
(using also relations (2.36) and (2.39)). The matrix ω(λ, µ) given (in terms
of u and û) by (2.27) determines a unique matrix R such that (3.8) holds.
Assume that detR 6= 0.
Then, the matrix T = R−1 is a TBT-matrix.
P r o o f. Step 1. The unique recovery of R from g12 or, equivalently, from g21
is described in Lemma 3.2. Now, consider again v(λ) given by (3.12). Since
the degrees of λ1 in the entries of v are less than n and the degrees of λ2 in
19
the entries of v are less than m, one can introduce Γ̂ by the equality
q(λ)Γ̂(A2 − λ2I)
−1(A1 − λ1I)
−11 = −iv(λ). (3.16)
We partition Γ̂ into the blocks Γ̂1 and Γ̂2 (as in (2.26)), and express matrices
Γp (p = 1, 2) via Γ̂p using equalities
Γ1 = U
(
Γ̂τ1 −
[
0 M31
])
J2mU2m, Γ2 = U
(
Γ̂τ2 −
[
0 M32
])
J2nU2n,
(3.17)
which are equivalent to (2.47).
Step 2. The basic step in the theorem’s proof is the proof of the matrix
identities
RAp − A
∗
pR = iΓpΓ̂p (p = 1, 2). (3.18)
Clearly, identities (3.18) are equivalent to the identities
(µp − λp)R = R(Ap − λpI)− (A
∗
p − µpI)R− iΓpΓ̂p.
Hence, in view of (1.5), (1.6) and (2.4), the identities (3.18) are equivalent
to the equalities
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1R(A2 − λ2I)
−1(A1 − λ1I)
−11
= 1∗
(
(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1R(As − λsI)
−1
− (A∗s − µsI)
−1R(A2 − λ2I)
−1(A1 − λ1I)
−1 (3.19)
− i(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1ΓpΓ̂p(A2 − λ2I)
−1(A1 − λ1I)
−1
)
1
/
(µp − λp),
where either p = 1, s = 2 or p = 2, s = 1.
Recall that R is determined by ω(λ, µ) via (3.8), where ω(λ, µ) is given
by (2.27). Setting in (2.27) p = 1, we prove (3.19) for p = 1. For this
purpose, we simplify the terms on the right hand side of (3.19). First, note
that formulas (2.27) and (3.8) imply the equalities
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1R(A2 − λ2I)
−11 = lim
λ1→∞
(
− λ1ω(λ, µ)
)
= −iu1(µ) lim
λ1→∞
û1(λ). (3.20)
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According to (2.41) and (3.12) we have
û1(λ) = −i
(
q(λ)−1v1(λ)−
[
0
(A2 − λ2Im)
−11m
])
. (3.21)
Hence, taking into account the first equality in (3.12) and the second equality
in (3.11), we derive
lim
λ1→∞
û1(λ) = i
[
0
(A2 − λ2Im)
−11m
]
. (3.22)
In view of (3.22), we rewrite (3.20) in the form
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1R(A2 − λ2I)
−11
= u1(µ)col
[
0 (A2 − λ2Im)
−11m
]
. (3.23)
Moreover, relations (2.42) and (3.22) imply that
lim
µ1→∞
u1(µ) = −i
(
µ2 −
i
2
)m(
µ2 +
i
2
)
−m [
0 1τm(A
τ
2 − µ2Im)
−1
]
U2m
= i
(
µ2 −
i
2
)m(
µ2 +
i
2
)
−m [
1∗m(A
∗
2 + µ2Im)
−1Um 0
]
. (3.24)
Using (2.2) in order to calculate the right hand side of (3.24), after easy
transformations we have
lim
µ1→∞
u1(µ) = −i
[
1∗m(A
∗
2 − µ2Im)
−1 0
]
. (3.25)
By virtue of (2.27), (3.8) and (3.25), we obtain a result
1∗(A∗2 − µ2I)
−1R(A2 − λ2I)
−1(A1 − λ1I)
−11
= lim
µ1→∞
(
− µ1ω(λ, µ)
)
=
[
1∗m(A
∗
2 − µ2Im)
−1 0
]
û1(λ). (3.26)
It remains to simplify the expression
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1Γ1Γ̂1(A2 − λ2I)
−1(A1 − λ1I)
−11. (3.27)
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According to (3.16) and (3.21) we derive
Γ̂1(A2 − λ2I)
−1(A1 − λ1I)
−11 = −iq(λ)−1v(λ) (3.28)
= û1(λ)− i col
[
0 (A2 − λ2Im)
−11m
]
.
From (2.50), (2.51) and (3.17) we also see that
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1Γ1
=
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
1∗(Aτ1 − µ1I)
−1(Aτ2 − µ2I)
−1
×
(
Γ̂τ1 −
[
0 M31
])
J2mU2m. (3.29)
Furthermore, formula (2.56) implies the equality
1∗(Aτ1 − µ1I)
−1(Aτ2 − µ2I)
−1M31 (3.30)
= i1∗m(A
∗
2 + µ2Im)
−1 + i
(
µ1 +
i
2
µ1 −
i
2
)n(
µ2 +
i
2
µ2 −
i
2
)m
1∗m(A
∗
2 − µ2Im)
−1Um.
Substituting (3.30) into (3.29) and taking into account (3.28), we derive
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1Γ1 (3.31)
=
(
µ1 −
i
2
µ1 +
i
2
)n(
µ2 −
i
2
µ2 +
i
2
)m
û1(µ)
τJ2mU2m + i
[
1∗m(A
∗
2 − µ2Im)
−1 0
]
.
Using (2.42), we rewrite (3.31):
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1Γ1 = u1(µ) + i
[
1∗m(A
∗
2 − µ2Im)
−1 0
]
. (3.32)
Finally, denoting the right hand side of (3.19) (where p = 1 and s = 2) by
Y (λ, µ) and taking into account (3.23), (3.26), (3.28) and (3.32) we obtain
Y (λ, µ) =
(
u1(µ)col
[
0 (A2 − λ2Im)
−11m
]
−
[
1∗m(A
∗
2 − µ2Im)
−1 0
]
û1(λ)
− i
(
u1(µ) + i
[
1∗m(A
∗
2 − µ2Im)
−1 0
] )
×
(
û1(λ)− i col
[
0 (A2 − λ2Im)
−11m
] ))/
(µ1 − λ1). (3.33)
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Collecting similar terms in (3.33) and using (2.27), we derive
Y (λ, µ) = i(λ1 − µ1)
−1u1(µ)û1(λ) = ω(λ, µ). (3.34)
That is, (3.19) (and so (3.18)) with p = 1 is equivalent to (3.8), which proves
(3.18) for p = 1. In the same way, (3.18) is proved for p = 2.
Step 3. Next, we prove that
Γ1
[
0
Im
]
= RM31,
[
Im 0
]
Γ̂1 = M21R, (3.35)
where M21 and M31 have the special forms (2.10) and do not depend on R.
Indeed, the identity (3.18) for p = 1 implies that
(A∗1 − µ1I)
−1R− R(A− µ1I)
−1 ≡ i(A∗1 − µ1I)
−1Γ1Γ̂1(A− µ1I)
−1,
and, in particular, we have
M21(A
∗
1 − µ1I)
−1RM31 −M21R(A− µ1I)
−1M31
≡ iM21(A
∗
1 − µ1I)
−1Γ1Γ̂1(A− µ1I)
−1M31. (3.36)
Furthermore, equality (3.2) yields
u1(µ)û1(λ) ≡ 0 for λ1 = µ1. (3.37)
On the other hand, using (2.33) in order to rewrite the left hand sides of (3.28)
and (3.32), we obtain the following expressions for û1 and u1, respectively:
û1(λ) =
(
Γ̂1(A1 − λ1I)
−1M31 + i
[
0
Im
])
(A2 − λ2Im)
−11m, (3.38)
u1(µ) = 1
∗
m(A
∗
2 − µ2Im)
−1
(
M21(A
∗
1 − µ1I)
−1Γ1 − i
[
Im 0
])
. (3.39)
Substituting (3.38) and (3.39) into (3.37), we see that
(
M21(A
∗
1 − µ1I)
−1Γ1 − i
[
Im 0
])(
Γ̂1(A1 − µ1I)
−1M31 + i
[
0
Im
])
≡ 0.
(3.40)
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It is immediate from (3.36) and (3.40) that
M21(A
∗
1 − µ1I)
−1
(
RM31 − Γ1
[
0
Im
])
≡
(
M21R−
[
Im 0
]
Γ̂1
)
(A− µ1I)
−1M31. (3.41)
Taking into account the expressions for M21(A
∗
1 − µ1I)
−1 and for
(A − µ1I)
−1M31 (see (2.1) and (2.10)), we conclude from (3.41) that (3.35)
holds.
In a similar way, one proves that
Γ2
[
0
In
]
= RM32,
[
In 0
]
Γ̂2 = M22R, (3.42)
where M22 and M32 are introduced in (2.13), (2.14), (2.16).
Since we assumed that R is invertible, relations (3.18), (3.35) and (3.42)
yield the matrix identities
ApT − TA
∗
p = iTΓpΓ̂pT = i
(
M1pM2p +M3pM4p
)
(T := R−1), (3.43)
where M2p and M3p are given by (2.10), (2.13), (2.14), (2.16), and
M11 = TΓ1
[
Im
0
]
, M12 = TΓ2
[
In
0
]
,
M41 =
[
0 Im
]
Γ̂1T, M42 =
[
0 In
]
Γ̂2T.
In the case p = 1 (and with M21 andM31 given by (2.10)), the identity (3.43)
means that T is a block Toeplitz matrix (i.e., T = {Ti−k}
n
i,k=1). Indeed, when
the right hand side of (3.43) is fixed, the matrix T satisfying (3.43) is unique,
and there is always a block Toeplitz matrix T determined by (3.43) with
p = 1. One can construct this T by rewriting (3.43) (p = 1) in the form
A1T−TA
∗
1 = i
(
M˜11M21+M˜31M41
)
; M˜11 = M11+βM31, M˜41 =M41−βM21,
where β is chosen so that the first blocks of M˜11 and M˜41 coincide. After that
one writes down the blocks of M˜11 and M˜41 in the form of the last equalities
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in (2.9) and (2.11), respectively. In this way, one determines the blocks Ti−k
of the block Toeplitz matrix T satisfying (3.43) with p = 1.
Similarly, the identity (3.43), where p = 2, means that the blocks Tik of
T are Toeplitz. Thus, T is TBT-matrix. 
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A Auxiliary results
Here, we study the expression
√
detG(λ). The fact that the ring C[x1, ...xn]
of polynomials (in several variables) with complex coefficients is factorial,
that is, that C[x1, ...xn] is a unique factorisation domain, is well known (see,
e.g., [34, p. 72]), and it is essential in our further considerations. We will
also need some interrelations between the minors of the given matrices and
their cofactor matrices (see, e.g., [11]).
First note that in view of (2.36) and (2.39) we obtain (3.1) (both in
Sections 2 and 3). Thus, we have a skew-symmetric matrix function
G˘(λ) := diag{J2mU2m,−J2nU2n}G(λ) = −G˘(λ)
τ . (A.1)
Clearly, (A.1) yields
det G˘(λ) = detG(λ). (A.2)
Notation A.1 The notation Di1i2...isk1k2...ks(λ) stands for the determinant of the
matrix, cut down from G˘(λ) by removing its rows with the numbers i1, i2, . . . , is
and its columns with the numbers k1, k2, . . . , ks (ij 6= iℓ and kj 6= kℓ for j 6= ℓ).
In our notations, D(λ) = det G˘(λ) (if s = 0), and we set D1 2 2m1 2 2m(λ) = 1.
According to the well-known property of the minors (see, e.g., formula (4)
in §2 of Ch. 1 [11] and set there p = 2), which we apply to the matrix cut
down from G˘(λ) by removing the rows and columns with the same numbers
i1, i2, . . . , ir−1 (1 ≤ r ≤ 2m+ 2n− 1), we have
D
i1...ir−1ir
i1...ir−1ir
(λ)D
i1...ir−1ir+1
i1...ir−1ir+1
(λ)−D
i1...ir−1ir
i1...ir−1ir+1
(λ)D
i1...ir−1ir+1
i1...ir−1ir
(λ)
= D
i1...ir−1
i1...ir−1
(λ)D
i1...ir−1irir+1
i1...ir−1irir+1
(λ). (A.3)
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We note that either the numbers of the rows and columns, which are cut
down, or the numbers of the rows and columns, which are preserved, are
given for minors in the literature (and in this respect our notations differ
from the notations in [11]).
The skew-symmetric structure of G˘ (see (A.1)) implies for the odd values
of r the equalities
D
i1...ir−1ir
i1...ir−1ir
(λ) = D
i1...ir−1ir+1
i1...ir−1ir+1
(λ) = 0, D
i1...ir−1ir
i1...ir−1ir+1
(λ) = −D
i1...ir−1ir+1
i1...ir−1ir
(λ).
(A.4)
From (A.3) and (A.4) we derive (for the odd values of r) an important rela-
tion:
D
i1...ir−1
i1...ir−1
(λ) =
(
D
i1...ir−1ir
i1...ir−1ir+1
(λ)
)2(
D
i1...ir−1irir+1
i1...ir−1irir+1
(λ)
)
−1
. (A.5)
Lemma A.2 Let G(λ) of the form (2.39) be given and let (2.36) hold. Then,√
detG(λ) is a polynomial, and it is presented by the formula
√
detG(λ) = α
Di1i2(λ)D
i1...i4i5
i1...i4i6
(λ) . . .D
i1...ir−1ir
i1...ir−1ir+1
(λ)
Di1i2i3i1i2i4 (λ) . . .D
i1...is−1is
i1...is−1is+1
(λ)
, (A.6)
where α = ±1 and we fix α (in accordance with Remark 2.2) so that the
coefficient corresponding to λn1λ
m
2 in
√
detG(λ) equals −1. (Here, r + 3 =
s+1 = 2m+ 2n if 2m+2n is divisible by 4, and r+ 1 = s+ 3 = 2m+2n if
2m+ 2n is not.)
Moreover, the entries of
√
detG(λ)G(λ)−1 are polynomials as well.
P r o o f. Setting r = 1 in (A.5) and taking into account Notation A.1 and
equality (A.2), we obtain
detG(λ) = det G˘(λ) =
(
Di1i2 (λ)
)2/
Di1i2i1i2(λ). (A.7)
In the same way, we set r = 3 in (A.5) and express Di1i2i1i2 via determinants of
smaller matrices. Next, we set r = 5, . . ., and after a final number of steps
we have
detG(λ) =
(
Di1i2(λ)D
i1...i4i5
i1...i4i6
(λ) . . .D
i1...ir−1ir
i1...ir−1ir+1
(λ)
Di1i2i3i1i2i4 (λ) . . .D
i1...is−1is
i1...is−1is+1
(λ)
)2
. (A.8)
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Factorising the nominator and denominator of the fraction on the right hand
side of (A.8) into the products of irreducible polynomials, rewriting (A.8) in
the form (
Di1i2i3i1i2i4(λ) . . .D
i1...is−1is
i1...is−1is+1
(λ)
)2
detG(λ)
=
(
Di1i2(λ)D
i1...i4i5
i1...i4i6
(λ) . . .D
i1...ir−1ir
i1...ir−1ir+1
(λ)
)2
, (A.9)
and taking into account the uniqueness of the factorisation, we see that
detG(λ) is a square of some polynomial, that is, there is a polynomial√
detG(λ). Moreover, (A.8) yields (A.6).
Similarly to detG(λ), one can deal with Di1i2i1i2(λ) and show that
Di1i2i1i2 (λ) = p(λ)
2 (A.10)
for some polynomial p(λ). According to relations (A.7) and (A.10) and to
the first formula in (A.4), we have
Di1i1(λ)
/√
detG(λ) = 0; Di1i2 (λ)
/√
detG(λ) = α˘p(λ), (A.11)
where α˘ equals either 1 or −1. Clearly, the expressions on the left hand
side of the equalities in (A.11) coincide (up to the sign) with the entries
of
√
detG(λ)G(λ)−1 (and all the entries may be obtained by the proper
choice of i1 and i2). Therefore, the entries of
√
detG(λ)G(λ)−1 are, indeed,
polynomials. 
Lemma A.3 Let the conditions of Theorem 2.3 hold and let θ˜ be given by
(2.79). Then we have
θ(λ) = −q(λ)
(
1 + θ˜(λ)
)
, (A.12)
where q is given in (3.11).
P r o o f. In view of (2.1), (2.2) and (2.29), q(λ)û(λ) is a vector polynomial.
Furthermore, if q(λ)û(λ) turns at some point λ = c to zero, then formulas
(1.7)–(2.2) and (2.27) yield
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1T−1hc ≡ 0 for hc 6= 0 (hc ∈ C
mn). (A.13)
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However, (A.13) is impossible for any nonzero hc because the span of
1∗(A∗1 − µ1I)
−1(A∗2 − µ2I)
−1 coincides with Cmn (and det T−1 6= 0). Hence,
qû does not have zeros.
It follows from (2.87) that(
qû
)
(λ) = P (λ)G(λ)−1col
[
0 1m 0 1n
]
, P (λ) := iq(λ)(1 + θ˜(λ)),
(A.14)
where (according to (2.79)) P (λ) is a polynomial of degree m + n with
the coefficient i before λn1λ
m
2 . Since P (λ)G(λ)
−1col
[
0 1m 0 1n
]
is a vec-
tor polynomial and does not have zeros, all other polynomials P˜ (λ), such
that P˜ (λ)G(λ)−1col
[
0 1m 0 1n
]
is a vector polynomial, may be factored
into the product of P and some other polynomial. On the other hand,
it is stated in Lemma A.2 that
√
detG(λ)G(λ)−1 is a vector polynomial,
θ(λ) =
√
detG(λ) is a polynomial such that the coefficient before λn1λ
m
2
equals −1 (and the degree of
√
detG(λ) equals m+n). It is immediate that√
detG(λ) = iP (λ). Now, (A.12) follows from the definition of P in (A.14).

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