In this paper, we attempt to make accurate predictions of the movement of the stock market with the aid of an evolutionary artificial neural network (EANN). To facilitate this objective we constructed an EANN for multi-objective optimization (MOO) that was trained with macro-economic data and its effect on market performance. Experiments were conducted with EANNs that updated connection weights through genetic operators (crossover and mutation) and/or with the aid of back-propagation. The results showed that the optimal performance was achieved under natural complexification of the EANN and that backpropagation tended to over fit the data. The results also suggested that EANNs trained with multi-objectives were more robust than that of a single optimization approach. The MOO approach produced superior investment returns during training and testing over a single objective optimization (SOO).
INTRODUCTION
Making accurate predictions on the stock market is not a trivial task as several input factors have to be considered. As suggested by the weak form of the efficient market hypothesis (EMH) [6] , investors are unable to achieve excess returns on the stock market by developing trading rules from historical prices. However in practice the market has proven to be slightly inefficient and market prices do not always incorporate all relevant information as shown by Azoff [2] . A Classifier model was assumed to train the EANN as it was shown in [8] that regression or level estimation was inferior with regards to accuracy and investment return to classification. Two traditional methodologies for classifying investment returns are direction and relative performance to a relevant benchmark. An inherent problem with classification is that the magnitude of the price change is not considered and therefore a more accurate model does not guarantee a higher return. To combat this short coming a multiobjective approach is taken that trains the algorithm on movement and magnitude. To help the algorithm insulate itself from excess risk it is trained to indentify behavior in the economy that is indicative of larger swings in the stock market. The inputs to the system are macro-economic data that are readily available to the public. This includes, among others, information pertaining to inflation (consumer price index) and corporate bond ratings. There are several advantages to using evolutionary algorithms for multi-objecting optimization as outlined by Abraham and Jain [1] , one being their ability to escape local minima and efficiently explore large and complex solution space. Our approach is an implementation of the NeuroEvolution of Augmenting Topologies (NEAT) [10] method, which starts with a population of simple perceptrons and gradually evolves more complex network structures. The NEAT method has been effective at solving problems in several domains such as competitive coevolution [11] and automobile crash warning system [7] . The NEAT method is attractive for financial forecasting due to the complex nature and non-linearity of stock market returns. The optimal neural network topology is not known a priori; therefore the optimal structure is more likely to be evolved slowly taking advantage of NEAT's characteristics of complexification and speciation. Our implementation included a multi-objective approach and the use of back-propagation to update the weights of the fittest individuals in each generation and as a mutation operator. Back-propagation was used with sigmoid and hyperbolic-tangent activation functions. Our trained model will create a semi-active trading system that will make predictions on the direction of market movement on a month to month basis for the Dow Jones Industrial Average (DJIA). To capitalize on all market conditions the model will take a short position in the market when it is predicted to fall and take a long position when it is expected to increase. A short position can be achieved with different financial instruments but in effect they all profit from market contractions. The goal is to achieve an investment return that is superior to the market return of the DJIA over the same time period, because we are directly investing in the market this can only be achieved by avoiding market contractions or appropriately investing to profit from them.
RELATED WORK
Some recent work with evolutionary neural networks includes a paper by Azzini and Tettamanzi [3] where the authors evolved a neural network for financial factor modeling. To counteract the destructive properties of crossover for neural networks of different topologies they implemented a hidden layer insertion mutation operator that was applied to the smallest network to obtain two networks with equal hidden layers. In their model backpropagation was included and was optionally used to decode a genotype into a phenotype. Mora, Castillo, Merelo, EsparciaAlcazar, and Sharman [9] compared the effectiveness of genetic programming (GP) merged with self-organizing maps (SOM) to an evolutionary ANN method for discovering causes of financial distress. Their EANN was based on a population of multi-layer perceptrons (MLP) with two hidden layers. The number of hidden neurons and weight connections were interchanged and mutated during evolution. Their results suggested that the GP-SOM model was superior to the EANN. A recent attempt with MOO for stock trading was undertaken by Briza and Naval [4] where they created an end-of day trading model with multi-objective particle swarm optimization. Their model optimized on two objective functions, the Sharpe ratio and percent profit and was able to outperform the technical indicators under study, however during the testing periods the market itself was the top performer.
ALGORITHM
The neuro-evolutionary approach developed for this work is based on the approach of NEAT [10] . In addition to performing node and connection mutations, as in NEAT, we also apply a greedy mutation operator that deploys backpropagation based adaptation of the current model's weight parameters. In the following we establish the details of this algorithm as implemented. Although our implementation is that of NEAT, it might be different from existing NEAT implementations in certain details. A high level algorithm that is used to evolve generations of ANN is as follows: Inputs to this procedure are offspring percentage, node mutation probability, connection mutation probability, weight mutation probability, weight variance, back propagation probability, percentage of genes to be affected in weight mutation.
The initial population in this algorithm is composed of perceptron style ANNs i.e., they only have input and output neurons.
Before going into the details of each of the above sub-procedures we first describe the meaning of the parameters and data-structure used.
Parameter and Data-structure description
Here we discuss some important parameters in our implementation:
• Probability of connection of an input node and the output node: While generating the initial population the probability of a connection from an input node to an output node is given by this parameter.
• Seed: This is seed for random number generator. Using different seed values, keeping other parameters constant, changes the behavior of the algorithm. However for the same seed value and same values for other parameters the results are always identical on a particular machine.
•
Offspring Percentage: This is the percentage of the total population that defines the number of new individuals to be created using crossover.
• Node mutation probability: This is the probability of an individual to get mutated through the addition of a node.
• Connection mutation probability: This is the probability of an individual to get mutated through the addition of a connection.
• Weight mutation probability: This is the probability of an individual to get mutated through a change in the weights.
Weight variance: This is the maximum magnitude by which the change in weight of a connection can occur during the weight mutation.
Percentage of genes to be affected in weight mutation: This is the percentage of connections in an ANN that can get affected by the weight mutation.
• Backpropagation probability: This is the probability of an individual getting mutated (i.e. adapted) by backpropagation.
As in NEAT, an ANN is represented by a genome, a sequence of genes, where each gene encodes following information:
Identifier of from neurons and identifier of to neurons (in a connection) • Weight of the connection • Enable flag that shows whether the connection is enabled or not
Initial Population
An initial population is generated by creating n ANNs, where n is the size of the population. Each ANN in this initial population is limited to a perceptron style architecture. Input features are connected to a single neuron probabilistically, thus each neural output represents the ANN output(s). However, as evolution progresses, new neurons are not limited to mapping between input features and output. All such neurons are assigned a unique innovation number. The innovation number is unique for a unique pair of neural indices. The same indices are used for neurons mapping between the same input and output points in each ANN.
Crossover Operation
The crossover operation takes two genomes and performs the following actions:
• For each innovation number occurring in either of the genomes a copy is created in the new genome.
• When both the input genomes have genes with same innovation number, the operation chooses one of the genes randomly.
Mutation
Following mutation operations are performed in NEAT:
In the "add node" mutation we select two connected neurons and with weight , and add a new neuron between them. First the connection between and is disabled. At this time the algorithm checks the innovation list to determine if said add node mutation has occurred previously in any topology. If node mutation is in fact a duplicate it will be added with same information and innovation number as previous, otherwise the node receives a new innovation number. Finally is connected to with weight w and to with weight 1.
In the "add connection" mutation, a connection is added between two disconnected neurons. This newly added connection might result in a cycle in ANN. The algorithm checks for such a possibility and if there exists a cycle then the algorithm retries another connection. The algorithm makes at-most five attempts to add a connection that does not add a cycle before continuing without adding a connection.
Weight mutation simply changes the weight of genes (connections) in the ANN by a maximum magnitude of "weight variance" parameter's value. Number of genes to be affected is determined by the given percentage.
Speciation
This process defines species in the current population. Crossover is only performed among individuals of the same species. Distance between any two genomes is calculated in the following way:
d g , g c n c n c n where, n = number of genes with innovation numbers common in both genomes n = number of genes with innovation numbers uncommon in both genomes but less than , , where is the maximum innovation number in genome . n = number of genes with innovation numbers uncommon in both genomes but greater than , as defined above.
The three weight factors are input to this procedure and reflect the relative importance of each of the above defined entities in determining distance between two genomes.
An individual is compared against the first elements of each species and if the distance lies within a pre-defined threshold then the individual is added to that species. If an individual does not lie within specified threshold compared to the first elements then it is compared to second elements and so on. If the individual does not lie close enough to any of the individuals in any species then it is placed in a new species.
Once current population is divided into species, total fitness is evaluated for each species and based on the factor each species contribute to the total fitness of the population a maximum number of individuals is allowed to each species. Then the fittest individuals are kept while the remaining are discarded and removed from the population.
Fitness of an individual
Fitness of an individual is calculated on the basis of the incorrectly classified instances. For the SOO the ANN's have only one output neuron while in MOO the ANN's have two output neurons. The value generated at each output neuron based on the input data is compared against two threshold values. If the value is smaller or equal to a lower threshold then the input is considered to be of Class 0, else if the value is greater than the upper threshold then input is considered to be of Class 1 otherwise the input is considered as unclassified. ICI refers to incorrectly classified instances. This is the percentage of incorrectly classified instances against the total number of instances. ICI for a particular classification is evaluated as follows:
where , refers to number of instance of class i classified as that of class j.
For the SOO the fitness of an individual is evaluated as 1 ⁄ while for MOO it is evaluated as ⁄ ⁄ .
Backpropagation
The process of adding nodes and connections in the neural networks is called complexification in the NEAT approach. Since there are no cycles in the resulting neural networks, these networks are strictly layered. However connections between neurons not only exist between adjacent layers but also between layers that are farther apart. During backpropagation the error gradient at a particular internal node cannot be evaluated unless the error gradient, for each and every node that it has an outgoing connection to, is evaluated. Therefore we generate an ordering of neurons before performing the backpropagation based training of the network. Since a network is trained on many input-output pairs for several iterations, it is beneficial to generate the ordering once and then apply backpropagation with that ordering several times, minimizing the computational cost. 
Semi-active Trading System
The following section will outline our investment strategy, the macro-economic input factors and the multiobjective optimization approach.
Trading Strategy
In order to justify the extra work and transaction costs required for any trading model the returns produced by said model should be able to outperform the market return. That is to say, an investment in the market, given a long-term time horizon, will produce a return superior to risk-free rates. When making investments directly in the market this is achieved by producing positive returns during market corrections, this can be done one of two ways, by either investing in a risk-free rate or by betting against the market and taking a short-position. The later is the more aggressive approach as the short-position could lead to large losses at the time of market expansion. The model is semi-active as it makes trades on a month-to-month basis and only when required. A common caveat to most trading models is that transaction costs are not included and depending on how active the model is, these costs may not be negligible. This approach makes the returns more realistic, than that of other more active models, as transaction costs are minimized. When the EANN predicts the market to maintain its course a transaction is not required and therefore locks in all gains (losses) without additional charges.
Data Description
The input data set was influenced by work done by Enke and Thawornwong [5] , where they trained a static-topology multilayer perceptron for month-to-month predictions on the S&P 500 from macro-economic data. Their model outperformed the market return and proved that the data had some predictive qualities. Table 1 displays the 28 input attributes potentially available to each EANN at initialization. 3-month T-bill rate T3
6-month T-bill rate T6
1-year T-bill rate T12
5-year T-bill constant maturity rate T60
10-year T-bill constant maturity ate T120
1-month certificate of deposit rate CD1
3-month certificate of deposit rate CD3
6-month certificate of deposit rate CD6
Term spread between T120 and T3 TE2
Term spread between T120 and T6 TE3
Term spread between T120 and T12 TE4
Term spread between T60 and T12 TE8
Term spread between T60 and T6 TE9
Term spread between T60 and T3 TE10
Default spread between baa and aaa DE1
Default spread between baa and T20 DE2
Default spread between baa and T12 DE3
Default spread between baa and T6 DE4
Default spread between baa and T3 DE5
Default spread between CD6 and T6 DE6
Previous monthly return for the DJIA DJIA(t-1)
Previous monthly average volume for the DJIA DJIA_V(t-1)
The list above creates a multi-dimensional optimization problem, the original authors only started with an input set of this size and then applied data mining attribute selection algorithms to drill down to a more appropriate set. This is not required for our implementation of NEAT as not all inputs are made available to the EANNs upon initialization. The algorithm parameter setting "probability of connection" allows us to control how many inputs each EANN receives during initialization and through evolution the inputs that are helpful should prevail and others which are redundant or ineffective will be bred out. This somewhat resembles traders in the real world given that different traders on an exchange floor may rely on different indicators to make their trades: some may believe in the interactions of moving averages and others on Bollinger bands but ultimately their combination may prove to be most appropriate.
Multiobjective Optimization
Under a single objective classification problem for financial forecasting a model is trained to recognize movement in only one dimension, did the underlying asset in question move up or down (or over/under perform a benchmark). This can cause a problem when deciding which models are superior as higher classification accuracy could yield a lower investment return if it happens to make incorrect predictions during a large gain/loss in the market.
To counteract this problem we are using a multiobjective optimization approach that trains the EANN on direction and magnitude. There may be behavior in the economy that is measurable by macro-economic indicators that suggest more volatility in the coming month. Training an ANN to recognize both of these traits will create a more robust and less risky investment model. In times of greater volatility, market prediction can be more difficult and therefore it would be an asset to be able to predict such events. Variance in the stock market represents risk, the more a stock varies about its mean return the larger its price fluctuations. This is commonly represented in a financial indictor called Beta, which represents how much a particular asset moves in relation to its benchmark. A beta of one would indicate an asset moves in unison with the market for a beta lower or greater than one would represent a less risky and more risky asset respectively. A beta is calculated as follows:
, where , is the return of a particular asset and , is the return of a relevant benchmark.
To determine a market movement that warranted classification basic statistics were gathered about the monthly returns and it was calculated that a monthly change that was one standard deviation above/below the mean return was considered relevant. This was based on the results that 26% of the data was above/below one standard deviation and represented 74% of the variance and therefore risk in the market during our training and testing periods.
EXPERIMENTS AND RESULTS

Training Phase
Training of the EANNs was conducted over a 23 year period that spanned from 1978 up until 2001, this represents roughly three quarters of the collected data. The rational for the training period was the EANN would have an opportunity to see market reactions under all conditions in the business cycle and therefore be better equipped to handle the testing phase. Several runs were conducted for both the multiobjective and single objective approaches to find the optimal settings for the parameters discussed in Section 3. The weights for each class could be set to determine influence when calculating individual fitness, after several training runs it was decided that a 50/50 split would be most appropriate, giving each class equal importance. Table 2 lists the optimal settings for both algorithms. Backpropagation has a probability of zero as the optimal settings were achieved with an activation function that was not appropriate for backpropagation to be applied. Reported from the training phase are overall accuracy for direction and magnitude, investment return, Sharpe ratio and the fraction of correctly classified market contractions to incorrect. This last figure is important due to the aggressive nature of our investment strategy, if this percentage is less than 50% it is less likely that the model will outperform the market. The accuracy for magnitude is a count of correct predictions for direction during a higher magnitude change in the market. The Sharpe Ratio is a gauge of how much additional return the trading system generates for the extra risk it is exposed to, the higher the Sharpe ratio the better the risk-adjusted performance. It is calculated as:
where R is the return on the asset and is a risk-free rate.
For our calculations the risk-free rate is replaced by the DJIA monthly return. The results from the training phase are shown in table 3, the cumulative investment return is based on an initial $1000 investment. For simplicity reasons, transaction costs are ignored. The training results are a good example of how a higher accuracy does not always translate to better investment returns. The SOO model had a slightly higher overall accuracy for predicting market direction but considerably lower yearly investment return. This is reflected in magnitude accuracy where the SOO model did not perform as well as the MOO. The Sharpe ratio was higher for the MOO model, representing a more efficient use of the extra risk the model was exposed to. As stated earlier, the Sharpe Ratio used the market rate instead of risk-free rate, and as a result the lower value for the SOO is reflected in the lower percentage of accurate magnitude predictions. In figure 1 we have a plot of cumulative investment returns over the training phase. It displays the advantages of the MOO methodology and the trading style. Short selling the market allows both portfolios to grow, even in times when the market is relatively flat. 
Testing Phase
The fittest EANNs from the training phase were chosen to be applied to out of sample testing data which contained 84 periods spanning from 2001-2008. The results are displayed in Table 4 . Cumulative investment return is based off an initial $1000 investment at the beginning of the testing phase. The out of sample testing data provided a more realistic representation of the abilities of an EANN. The overall investment returns suggest that the EANN models were able to outperform the market, however transaction costs were ignored and although we attempted to minimize them, they would negatively impact the reported results. However the MOO, proved to be superior in terms of accuracy, investment return and risk-adjusted investment return in comparison to the SOO. The SOO method made only about half the market retraction predictions, meaning that it was often incorrect in predicting market expansion, but only suffered 2 DJIA yearly return during the testing period was 1.10%. the same loss as the DJIA. This is a more conservative approach and in the short-term was performing better. However the MOO model was able to make more correct predictions in times of larger movement on the market and capitalized more efficiently on its trades.
Results for Backpropagation
Unfortunately the more robust EANNs were created with a step activation function and therefore backpropagation could not be applied. Where appropriate, backpropagation was applied in two ways: (1) as a mutation operator and (2) applied to the highest ranking EANN from each generation. In the later application the EANN trained with back-propagation was only included in the following generation if it was superior to its previous untrained topology. The results indicated that the application of backpropagation tended to over fit the data leading to exceptional training results but very poor testing accuracy. In some cases the backpropagation also lead to the algorithm getting trapped in local minima during evolution which lead to inferior results even for the training set. This behavior was exhibited by both the sigmoid and hyperbolic tangent activation functions.
DISCUSSION AND CONCLUSIONS
Presented in this paper is an attempt to create a robust trading model for the DJIA from an evolutionary artificial neural network trained for multiobjective optimization. The main contribution was to show that an EANN trained to recognize direction and magnitude in the stock market was better equipped to create superior investment returns than that of one trained only to recognize direction changes. The advantages to using an implementation of NEAT for evolving the neural networks is apparent, as in both the training and testing data the EANNs were able to produce comparable investment returns to the market index. Complexification showed to be better left to natural evolution as the implementation of backpropagation to fine tune the weights was destructive and lead to over fitting and local minima. Based on the training and testing results the EANN trained for multiobjective optimization is more robust and better equipped to make market predictions. Having the extra dimension of learning the behavior of the economy that predicates larger than normal movements in the market was an advantage and on more occasions the MOO EANN was able to take advantage of these returns. This gives weight to the hypothesis that the information from the macro-economic indicators is non-monatomic and dependent on each other. A rise in one indicator could mean a contraction or an expansion in the market depending on the results of other factors.
In the testing phase the overall accuracy was 63.10% for the top performing EANN. Given that the investment results outperformed the market it seems that the EANN was better than just random guessing. Inaccurate predictions can be attributed mainly to the incomplete and noisy data that is inherent in the financial domain. The macro-economic indicators are able to partly explain the relationship between time t and t -1 market prices but do not reflect all information available to investors. To create a more robust model other measurable factors of market forces have to be considered. Information pertaining to the individual companies was not included and it is most likely vital to include this information to build on the results obtained in this paper.
