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This thesis attempts to develop a consistent method for finding the semi-
classical density for many-fermion systems in any dimension that improves on
the Thomas-Fermi (TF) density. This is motivated by the dazzling perfor-
mance of the semiclassical density for non-interacting fermions confined in one-
dimensional (1D) potentials with two turning points, derived by [Ribeiro et al.,
PRL 114, 050401 (2015)]. Such a method, when established, may demand a
significantly reduced computational cost in the calculation of the ground-state
particle density, compared to that involved in the application of other methods,
such as density functional theory (DFT).
The main results of this thesis are structured into two parts. The first part
comprises two sections, in which we discuss Ribeiro et al.’s method and result,
and adapt them for isotropic potentials in two dimensions (2D) and three dimen-
sions (3D), where the problem can be reduced to 1D by separation of variables.
Since Ribeiro et al.’s method, which is in the spirit of the WKB method, requires
the semiclassical wave function to be patched, we find no way of generalizing it
to anisotropic potentials in higher dimensions.
As an alternative for treating this case, we propose a method for finding
the particle density via the quantum propagator from a point back to itself
in some time lapse. Since the most contribution to the particle density stems
from short times, we suggest two ways of approximating the propagator: by
the Suzuki-Trotter decomposition of the time evolution operator for short time
and by the van Vleck-Gutzwiller propagator, which we restrict to the short-time
orbit (uphill along the potential’s gradient and back).
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With the use of the van Vleck-Gutzwiller propagator, the short-time con-
tribution to the density in 1D is found to be the same as the leading term of
Ribeiro et al.’s density. We also find some improvements on the TF density for
isotropic potentials in 2D and 3D.
The direction we find more promising so far, however, is through the Suzuki-
Trotter decomposition. We consider various decompositions including those that
give us the correct point-to-same-point propagator for the 1D constant force
potential. Since the TF density fails to account for the immediate transition
from the classically allowed region to the classically forbidden region, where the
potential is locally a constant force potential, we want any semiclassical particle
density derived from the Suzuki-Trotter decomposition to be at least exact for
the constant force potential. When we apply the newly derived densities to the
1D harmonic oscillator potential, we find that the particle densities that are
exact for the 1D constant force potential are indeed more accurate, but mainly
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Dirac once commented [1],“The underlying physical laws necessary for the
mathematical theory of a large part of physics and the whole of chemistry are
thus completely known, and the difficulty is only that the exact application of
these laws leads to equations much too complicated to be soluble. It therefore
becomes desirable that approximate practical methods of applying quantum
mechanics should be developed, which can lead to an explanation of the main
features of complex atomic systems without too much computation.” The com-
ment reflects a seemingly common situation in all sorts of physical theories.
From the observation of a handful of physical phenomena, scientists try to de-
scribe nature in terms of some simple (or elegant) principles that can be applied
to explain other phenomena (we are talking about the power of prediction of a
physical theory). However, no matter how hard we try, there is still some gap
between ideal and reality. Exact solutions to most physical systems are just
unachievable. The classical chaos, the Navier-Stokes equations, the Einstein
equations, and the Schro¨dinger equation are some examples. One simply has to
resort to approximations, perturbation methods, and the like.
In quantum mechanics, among the widely used approximations are the WKB
method and the TF model [2–5]. The former is along the line of approximately
solving the Schro¨dinger equation in the semiclassical regime (where ~ is smaller
than the classical action). The latter can be derived from the statistical method
and is seemingly independent of the Schro¨dinger equation. Soon after its birth,
the TF model was extensively applied to complex atomic systems and predicted
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the binding energy of neutral atoms, with a precision of about 10 percent [4].
Being largely classical, the model needs to be further improved for finer approx-
imations. It eventually led to DFT, which was put on a firm theoretical footing
by the Hohenberg-Kohn theorem [6]. DFT is now a powerful tool for predicting
the electronic properties of atomic structures in condensed matter physics and
chemical physics (see the review papers [7–9]).
Among the observables that are of interest in any consideration of complex
systems, one of the most important ones is the particle density. It is also the
main variable in DFT, which states that the total energy of a system is a func-
tional of the particle density, and the ground state particle density is the one
that minimizes this density functional. In the present work, we look at the
ground state particle density in a limited context of non-interacting fermions,
which are subject to the same external potential. Eventually, we shall incorpo-
rate interaction via a self-consistent scheme. Of the attempts at modifying the
TF particle density, which does not reflect quantum effects, a notable result for
1D potentials with two turning points is reported by Ribeiro et al. [10]. The
authors use the connected Langer wave function [11, 12] as an approximation
to the single-particle wave function and derive from it the semiclassical ground-
state particle density. This semiclassical particle density is found to have a
closed-form expression and gives an extraordinarily accurate approximation to
the exact density. This particle density motivates us to look for an improvement
on the TF density in higher dimensions, especially for anisotropic potentials. In
the first part of this thesis, comprising two sections, we shall adapt this density
for isotropic potentials in 2D and 3D, albeit not without the impression that
the higher-dimensional case is just a derivative of the 1D case, to which the
11
problem can be reduced by separation of variables.
Still, polished a performance it has in 1D, Ribeiro et al.’s density shows lit-
tle promise of a consistent generalization to higher dimensions due to its own
limitations. Its most significant drawback is the requirement for the wave func-
tion to be connected at some point, and this connection procedure is not at all
obvious for, say, anisotropic potentials. We propose another line of attacking
the problem in the second part of the thesis, which is a method of obtaining
particle density via quantum propagator. There has been a great deal of re-
search in this field such as on the semiclassical quantum propagator and the
trace formula [5, 13]. However, it does not specifically consider particle density
and its leading contribution. The method that we propose can potentially be
generalized to higher dimensions, in which the propagator is well defined.
The outline of the present thesis is as follows. Sec. I is devoted to the discus-
sion of the result by Ribeiro et al., including the Langer wave function and the
1D semiclassical particle density. Sec. II is an extension of this semiclassical par-
ticle density to isotropic potentials in higher dimensions, where we first consider
the Langer radial wave function for the radial motion and the corresponding ra-
dial particle density. In 3D, we use the examples of the harmonic oscillator
and Coulomb potentials to demonstrate the obtaining of the particle density
for fully filled shells. That for 2D is similar. Finally, in Sec. III, we derive an
exact formula for particle density in terms of quantum propagator. We consider
various approximations for the propagator and examine the resulting particle
densities. The first type of these approximations is the Suzuki-Trotter decom-
position of the time evolution operator (see [14]), which eventually gives rise to
an approximation for the propagator. We consider different ways of partitioning
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the Hamitonian in such decomposition, which we judge by the performance of
the resulting particle densities. The second type is the van Vleck-Gutzwiller
propagator, which we restrict to what we call the short-time orbit (uphill along
the potential’s gradient and back), since we reason that the most contribution
to the particle density, given by the proposed formula, comes from short times.
It turns out we can rederive the leading term in Ribeiro et al.’s density from
this method. We also consider isotropic potentials in 2D and 3D, for which
the short-time orbit is the one that is purely along the radial direction. We
eventually obtain some improvements on the TF density in 2D and 3D.
This master thesis materializes the extension of an honors year project (see
the report [15]), which the author did in collaboration with his fellow student
Mr. Hue Jun Hao. For the sake of continuity, the author chooses to incorporate
the previous works into the present thesis, mainly as the first two sections, with
of course some modifications in view of the new results and some omissions
where he thinks may disrupt the flow of the thesis as a whole (notably some
results in Sec. II concerning the 2D case).
Conventions and notations
In this thesis, we extensively use the family of functions Fm (z) employed, for
example by Englert in [4]. These functions, related to the Airy function and its
derivative, are defined by















f (z) = −
∫ ∞
z
dz′f (z′) . (3)
We summarize in App. A some recurrence and asymptotic properties of the
functions Fm as well as the expressions of the functions for some values of m
that are useful in this work. The reader can also find in the same appendix the
various useful properties of some other special functions.
Throughout the thesis, the derivatives w.r.t time of certain quantities may
be found denoted by overdots, and those w.r.t position by primes, but we trust
the meaning can easily be read from the context.
We also assume that all fermions are spin-polarized. In other words, they
have the same spin, and we neglect the spin multiplicity of 2 for each orbital.
There are several technical calculations in the appendices that the reader can
skip in a first reading.
It is also worth clarifying the units used in various numerical calculations in
the present thesis. Throughout, we work in natural units where the mass of the
particle m, the reduced Planck constant ~, and the charge of the particle e are
equal to one.
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I RIBEIRO ET AL.’S PARTICLE DENSITY IN 1D
I.A Introduction
We study in this section the semiclassical particle density derived by Ribeiro
et al. [10] for non-interacting fermions in 1D potentials that have two turn-
ing points. We first review the Langer wave function, an improved version of
the usual WKB wave function that provides a smooth transition between the
classically allowed and forbidden regions. From this wave function, the authors
derived a closed-form semiclassical particle density which is remarkably close to
the exact result, compared to the TF density. We examine some features of this
particle density especially its dominating term, which we convince is sufficient
to account for a large number of particles. We illustrate this particle density
with a 1D Morse potential, as done in [10].
I.B Langer wave function







ψ (x) = 0, (4)
where ψ (x) is the wave function, and p (x) the classical momentum, given by
p2 (x) = 2m (E − V (x))
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with m, E, and V (x) being the reduced mass of the particles, the energy eigen-
value, and the potential energy, respectively.
As we know, only a limited number of problems have exact solutions. There
have been, therefore, various schemes of approximating the Schro¨dinger equa-
tion’s solutions, notably in the semiclassical regime (of large principal quantum
number or high energy). One such scheme is well known under the name WKB
method, after Wentzel [16], Kramers [17], and Brillouin [18]. The concise red-
erivation can be consulted in many texts (see for example [5, 19]). In this
method, the wave function is expressed as the product of an amplitude and a
phase factor, which can be expanded in orders of ~. On each side of a turning
point (one of the zeros of the classical momentum), the WKB method yields an
approximation for the wave function to the first order in ~. We then connect
the approximate wave function at the turning point by comparing it with the






Figure 2: A typical 1D potential with two turning points x1 and x2, defined by
the energy E.
1The approximate wave function is not physically connected to be a continuous function
though since it diverges at the turning point (cf. the Langer wave function). Near the
turning point, the potential is locally a constant force potential, so the asymptotic solution
to the Schro¨dinger equation has the form of the Airy function.
16
For a potential well with two turning points, like the one depicted in Fig. 2, by
making the approximate wave function be single-valued in the region between
the two turning points after carrying out the above connection at each turning












where x1 and x2 are the two turning points, and n is the principal quantum
number, taking non-negative integer values, which is also the number of nodes
of the wave function (see [5]).
The WKB wave function is valid to the first order in ~, provided that the





(E − V (x))3/2
 1. (6)





Langer [11] generalized the WKB method to derive a semiclassical wave func-
tion, named after him, that is continuous in the whole domain including the
turning points. The general method is known as the Airy uniform approxima-
tion to the 1D Schro¨dinger equation (see [20]).
The Langer wave function for each energy mode En is found to be (see App.
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z1/4n (x) Ai (−zn (x)) , (8)
where ωn is the angular frequency of the classical oscillation between the two






2m (En − V (x′)) dx′
]2/3
. (9)
The integral ∫ √
2m (En − V (x′)) dx′ = S (x)
is called the abbreviated or reduced action (see [21]) and is evaluated from the
nearest turning point, with the following phase convention
−
√
2m (En − V (x′)) = e3ipi/2
√
2m (V (x′)− En) if V (x′) > En.
By nearest, we mean the Langer wave function is connected at a mid-phase
point xm where the action from the left turning point equals that from the right



























2m (En − V (x′)) dx′






2m (En − V (x′)) dx′
2/3 , for x > xm;
(11)









2m (V (x′)− En) dx′







2m (V (x′)− En) dx′
2/3 , for x > x2.
(12)
It is the property of the Airy function to decay exponentially for positive argu-
ment, so is the case for the Langer wave function (8) with zn (x) being negative
in the forbidden region. The energy eigenvalue En is given by the WKB quan-
tization rule (5).














, for x > xm.
(13)
The Langer wave function (8) is in fact given up to a phase factor. Observe
that, as exactly given by Eq. (8), the Langer wave function is positive and
exponentially decays to zero at ±∞. In view of the fact that n is the number
of nodes of the wave function, the correct wave function should change sign n
times from −∞ to +∞. To regulate the sign, we add into Eq. (8) a phase
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factor of einpi for x < xm. It turns out the WKB wave function is actually the
asymptotic expression of the Langer wave function (8) for large |zn (x)|. The
function zn (x) is related to the reduced action, which increases with energy.
It is worth noting that when we do a numerical simulation of the Langer wave
function (8), it may not converge to a prescribed precision near the two turning
points, by cause of the classical momentum vanishing in the denominator. We
shall replace the Langer wave function by its asymptotic expression every time












Ai (−zn (x)) . (14)
We compare the Langer wave function with the exact and the WKB wave
function in Fig. 3 for the first four modes of a 1D Morse potential. We refer to
[22] for the exact wave functions and energy eigenvalues for the Morse potential.
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(a) n = 0 (b) n = 1
(c) n = 2 (d) n = 3
Figure 3: Wave functions for the first four modes of a 1D Morse potential,
V (x) = 15
(
e−x/2 − 2e−x/4), in natural units: black solid line, exact result; blue
solid line, WKB wave function; red dots: Langer wave function (8); gridlines,
from left: left turning point, mid-phase point, and right turning point.
The one thing that we can right away observe from Fig. 3 is that the Langer
wave function corrects the divergence of the WKB wave function at the turning
points. The Langer wave function is also a closer fit than the WKB wave
function to the exact wave function, which is quite visible for the lowest mode.
The performance of the Langer wave function as an approximation to the exact
wave function improves as the mode becomes higher; the cusp at the mid-phase
point is more pronounced for the lowest mode than the others. The number of
nodes matches the quantum number n, as discussed earlier.
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I.C Semiclassical particle density
The TF density for a system of non-interacting spin-polarized fermions in D





η (µ−H (r,p)) , (15)
where η is the Heaviside step function, µ is the Fermi energy, and H (r,p) =
p2/2m + V (r) the single-particle Hamiltonian of the system. The statistical
nature of the TF model is reflected in the fact that integrating the right-hand
side of Eq. (15) over space amounts to integrating altogether over the classically
allowed region, where µ > H (r,p), of the phase space (r,p), with each volume
of (2pi~)D corresponding to one quantum state. This gives the approximate
number of states below the Fermi energy µ, or the approximate number of spin-
polarized particles that they can host. The TF density, as we shall see, catches
the leading contribution to the particle density in the limit of large particle
number but vanishes in the classically forbidden region (where µ < V (r)), while
in fact the density at the immediate transition from the classically allowed region
to the classically forbidden region, due to quantum tunneling effect, should be
non-zero. As for the classically allowed region, the explicit expression of the TF





, for D = 1
p2F (r)
4pi~2
, for D = 2
p3F (r)
6pi2~3
, for D = 3,
(16)
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where the classical momentum at the Fermi level is given by
pF (r) =
√
2m (µ− V (r)). (17)
Our purpose is to find an improvement on this TF density.
Given the close fit of the Langer wave function to the exact wave function, as
can be seen in Fig. 3, we can obtain an excellent approximation for the particle
density by summing the squares of the Langer wave functions. The density for




|ψj (x)|2 , (18)
where ψj (x) is the Langer wave function (8). Ribeiro et al. [10] went one step
further by extracting from the previous sum a closed-form approximation for
the particle density. The first step in their derivation consisted in transforming
the sum into a sum of integrals with the help of the Poisson summation formula















2 (−zλ (x)) exp (2piikλ) .
(19)













csc (αF (x))− 1
2z3/2
)





where F denotes the Fermi energy µ = EN−1/2, obtained by solving the WKB
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quantization rule (5) for n = N − 1/2 (this is also the Fermi energy that nor-









The reader can refer to [24] for the detail of the derivation of this semiclassical
particle density. The particle density (20) is not necessarily restricted
to non-interacting fermions. The external potential will eventually be
the effective potential which incorporates an interaction contribution
and then allows for dealing with interacting fermions. The exact way
of doing this is beyond the scope of this thesis. The reader can refer to many
texts on the E1 formalism of DFT.
In Fig. 4, we compare the particle density (20) with the TF density and the
exact result for two particles in a Morse potential.
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Figure 4: Density for two particles in a 1D Morse potential, V (x) =
15
(
e−x/2 − 2e−x/4), in natural units: black solid line, exact result; blue dashed
line, TF density; red dots, semiclassical density (20); gridlines, from left: left
turning point, mid-phase point, and right turning point.
As we can see, the semiclassical particle density (20) is remarkably accurate
even for two particles. It also has a smooth transition between the classically
allowed and forbidden regions, which proves to be an advantage over the TF
density.
I.D Leading contribution to the particle density


















F1 (−zF (x)) . (23)
With Eq. (13) as well as the fact that d
dz
F2 (−z) = F1 (−z) (see Eq. (A7)),
n0 (x) can be written as
n0 (x) = sgn (xm − x) d
dx
F2 (−zF (x)) . (24)
We can then, with ease, integrate n0 (x) to get its contribution N0 to the total


















= 2F2 (−zF (xm))− F2 (−zF (∞))︸ ︷︷ ︸
0
−F2 (−zF (−∞))︸ ︷︷ ︸
0
= 2F2 (−zF (xm)) .
(25)
The function F2, related to the Airy function and its derivative, vanishes when



















which increases with N . Given the asymptotic expansion of F2(−z) (A14) for









We deduce that n0 (x) is the dominating term in the full expression of the
semiclassical density (20). This leading term approaches the exact result in the
limit of large particle number.
In Fig. 5, we compare n0 (x) with the TF density and the exact result for
two particles in a Morse potential.














Figure 5: Density for two particles in a 1D Morse potential, V (x) =
15
(
e−x/2 − 2e−x/4), in natural units: black solid line, exact result; blue dashed
line, TF density; red dots, leading term (22) of the particle density (20); grid-
lines, from left: left turning point, mid-phase point, right turning point.
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By comparing Fig. 5 and Fig. 4, we can see that the dominating term n0 (x)
is already a close fit to the exact result. The full semiclassical density (20)
corrects this leading term mainly in the region around the mid-phase point. We
are interested more in large particle number (for a small particle number, we
can numerically solve the Schro¨dinger equation, for example), so for all practical
purposes, the leading term is sufficient, as we can see in Fig. 6 for 15 particles.
Figure 6: Density for 15 particles in a 1D Morse potential, V (x) =
15
(
e−x/2 − 2e−x/4), in natural units: black solid line, exact result; blue dashed
line, TF density; red solid line, leading term (22) of the particle density (20);
gridlines, from left: left turning point, mid-phase point, right turning point.
In this thesis, we shall focus solely on this term, for the derivation of which the
reader can refer to App. D.
I.E Normalization of the Langer wave function
As a final check of the normalization of the Langer wave function (8), we
recover it from the leading contribution n0 (x) to the particle density. The term
n0 (x) is derived from the term k = 0 in the Poisson sum (19) (see App. D). It
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dν |ψν (x)|2 . (29)
It follows that we can retrieve the Langer wave function at the Fermi level by
|ψF (x)|2 =
∣∣ψN−1/2 (x)∣∣2 ' ∂
∂N
n0 (x) . (30)






F1 (−zF (x)) (31)
























































































Comparing the above equation with the Langer wave function (8), we see that
∂
∂N
n0 (x) = |ψF (x)|2 + [· · · ] . (37)
By Taylor expanding the correction term in the square brackets, we can prove
that it converges to zero when x approaches each of the turning points. In
addition, whenN increases, the Fermi energy EF increases, and the left and right
turning points are transitioned towards ∓∞, respectively. Hence, as defined by
(11) and (12), zF (x) → ∞ as N → ∞ for any fixed x. The correction term
by this reason vanishes in negative orders of zF (x). We recover the modulus
square of the Langer wave function as the leading term in the derivative w.r.t
N of n0 (x). Since n0 (x) has been shown to be normalized to N in the limit of
large N , the Langer wave function (8) that we use to derive n0 (x) is correctly
normalized.
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II ADAPTATION OF RIBEIRO ET AL.’S PARTICLE DENSITY
FOR ISOTROPIC POTENTIALS IN HIGHER DIMENSIONS
II.A Introduction
The essential point in the arguments of Ribeiro et al. [10] is the use of
the Langer wave function (8), which is a semiclassical approximation that is
continuous in the entire domain to the eigenfunction of the time-independent
Schro¨dinger equation. Then, following the method set out by the authors, we
can extract the leading contribution to the particle density of N occupied or-
bitals. It turns out that we can extend this method to 2D and 3D isotropic
potentials, since the problem can be reduced to 1D by separation of variables.
We first consider an analog of the 1D Langer wave function (8) for the radial
motion in 2D and 3D, which eventually gives us the same form as in Eq. (22)
for the dominating term of the semiclassical radial particle density (52) for each
angular quantum number l, which is essentially the radial particle density of all
orbitals with the same angular quantum number and of energy below the Fermi
energy. Then, by summing up the radial particle density over all possible values
of l, we get the particle density of fully filled shells up to a Fermi energy (or
a maximal principal quantum number). Great care must be taken in applying
the WKB method for radial motion as a centrifugal term has been introduced
in the effective potential. Here we follow the prescription by Langer [11] for the
replacement of the centrifugal term in such effective potential. In 2D, the s-wave
radial density (zero magnetic quantum number) requires special treatment as
the centrifugal term becomes a centripetal one. We use the result by Berry
and de Almeida [25] for the s-wave radial wave function near s = 0 and extract
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the leading contribution to the radial particle density, following the method by
Ribeiro et al. [10]. We illustrate the results of this section in 3D by the Coulomb
and harmonic oscillator potentials. However, we choose not to present any 2D
concrete example for the consideration of the particle density since we want to
put into relief the propagator method, which is to be presented later and is a
method we think shows more promise of a consistent generalization to higher
dimensions, especially for anisotropic potentials. Besides, the computational
cost for the 2D isotropic case, if we choose to bear, is quite high and is hardly
worth the effort.
II.B Isotropic potentials in 3D
II.B.1 Langer radial wave function
In spherical coordinates, the stationary wave function for 3D isotropic po-
tentials is given by
ψn,l,m (r, θ, φ) = Rn,l (r)Y
m
l (θ, φ) , (38)
where Y ml (θ, φ) is the usual spherical harmonics (see, for example, [19]). In
the above equation, n, l, and m are the principal quantum number, the an-
gular quantum number, and the magnetic quantum number, respectively. Let








+ V (r) +




u (r) = 0. (39)
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We can regard the above equation as a 1D Schro¨dinger equation with an effective
potential V˜ (r) = V (r) + ~
2 l(l+1)
2mr2
, but the variable r here runs from 0 to ∞.
Langer [11] pointed out that we can only correctly apply the Airy uniform
approximation (see App. C) after replacing l (l + 1) in the effective potential
with (l + 1/2)2, which we call the Langer correction. He observed that the
singular nature of the centrifugal term at r = 0 rendered condition (6) no longer
valid (see [5]; for a rigorous discussion, see also the review paper on semiclassical
approximations in wave mechanics by Berry and Mount [26]).
The Langer correction consists in introducing a change of variables that maps
the position domain from (0,∞) to R, i.e.
r = r0 e
x/r0 ,
u (r) = e−x/2r0 ψ (x) ,
(40)
where r0 is some length scale, which can be chosen to be one in natural units.
The new variable x now also has the dimension of length and goes from −∞ to













)− E] e2x/r0 + ~2 (l + 1/2)2
2mr20
]
e−x/r0 ψ (x) = 0. (41)
This equation has the same form as the 1D Schro¨dinger equation, and we identify
the constant term −~2(l+1/2)2
2mr20







with potential energy. We also define by
p (x) =
√√√√2m[−~2 (l + 1/2)2
2mr20




the classical momentum for the variable x. We hence obtain a similar WKB
quantization rule as Eq. (5), i.e.
pi~ (nr + 1/2) =
∫
dx
√√√√2m[−~2 (l + 1/2)2
2mr20
− [V (r0 ex/r0)− E] e2x/r0
]
, (43)
where nr = 0, 1, 2, · · · is called the radial quantum number. This integral is eval-
uated over the range where the quantity under square root is positive. Changing
the integration variable back to r, we have
pi~ (nr + 1/2) =
∫
dr




which has the same form as the WKB quantization rule in 1D (5) with an
effective potential
V˜ (r) = V (r) +
~2 (l + 1/2)2
2mr2
. (45)
We notice that the change of variables thus implemented amounts to replacing
l (l + 1) in the centrifugal term of the effective potential with (l + 1/2)2.
In 3D, the Langer correction applies equally well to the case l = 0 since
the centrifugal term of the effective potential (45) is always positive, whereas
this case in 2D requires special consideration as we shall see later. It turns
out that the WKB quantization (44) gives the exact expressions for the energy
eigenvalues of the 3D harmonic oscillator and Coulomb potentials (see App. F
for the derivation). For the Langer correction to work, the potential energy
V (r) should not diverge faster than 1/r2 in the limit of r → 0 (see [5, 25]).
We can observe that in this case the introduction of the centrifugal term in the
effective potential (45) makes it a potential well with two turning points, like in
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1D.
Let us now apply the Airy uniform approximation (see App. C) to find the
approximate solution ψ˜ (x) = e−x/r0 ψ (x) to Eq. (41). As in 1D, we obtain
ψ˜ (x) ∝ z (x)
1/4
p (x)1/2
Ai (−z (x)) , (46)
where p (x) is given by Eq. (42), and z (x) is defined as in the 1D case according
to p (x) (see Eqs. (11) and (12)). We then rewrite z as a function of the variable










































2/3 , for r > r2,
(47)
where r1 and r2 are the left and right turning points of the effective potential
(45), respectively, and rm is the mid-phase point where z (r) is patched. This is
equivalent to the case in 1D where the classical momentum is given by
p (r) =











1/4 Ai (−znr,l (r)) , (49)
where ωnr,l is the angular frequency of the classical oscillation between the two







The energy eigenvalues Enr,l are given by Eq. (44).
II.B.2 Semiclassical radial particle density
We note that for a fixed value of the angular quantum number l, the effective
potential is fixed, and the Langer radial wave function (49) has the same form as
the Langer wave function (8) in 1D. We can thus approximate the sum (which















which is the equivalent of the leading term (22) of Ribeiro et al.’s density (20).
The subscript F denotes the Fermi energy, obtained by solving Eq. (44) for a
particular value of l and nr = N − 1/2.
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The sum (51), nevertheless, is not the particle density yet since we have to
take into account the spherical harmonics part of the wave function. The radial
particle density is 4pir2 times the sum of the contribution of the orbitals with
the same angular quantum number to the particle density for a given Fermi
energy. For isotropic potentials, the particle density corresponding to a given
Fermi energy is isotropic. We can also specify the maximal principal quantum
number instead of the Fermi energy. To get 4pir2 times this particle density, we
sum the radial particle density over all possible angular quantum numbers l.
II.B.3 3D harmonic oscillator potential
The exact solution for the 3D harmonic oscillator potential can be found in





the energy eigenvalue corresponding to each shell, denoted by the principle









n = 2nr + l. (55)
Here, nr and l are respectively the radial quantum number and the angular




(n+ 1) (n+ 2)
2
. (56)
We summarizes in Tab. I the orbitals corresponding to the smallest four prin-
cipal quantum numbers.
Table I: Orbitals corresponding to the smallest four principal quantum numbers
for the 3D harmonic oscillator potential.
n nr l number of orbitals jn
0 0 0 1 1









From result (52), we can derive the particle density of fully filled shells up
to a maximal principal quantum number n by summing the contributions of
all the orbitals corresponding to those shells and group the sum by the angular
quantum number l. For example, the first four shells n = 0, 1, 2, and 3 can
accommodate at most 1 + 3 + 6 + 10 = 20 electrons. Given Eq. (38), we obtain
the density of a system of 20 spin-polarized electrons, occupying all the shells
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|Y m3 (θ, φ)|2 .
(57)
When a shell is fully filled, the particle density for that shell is isotropic as the
spherical harmonics has the property (see [19])
l∑
m=−l
|Y ml (θ, φ)|2 =
2 l + 1
4pi
. (58)





















By replacing the sum over nr for each angular quantum number l with its
semiclassical approximation nN,l (r), given by Eq. (52), we obtain
n3 (r) ' 1
4pir2
[n2,0 (r) + 3n2,1 (r) + 5n1,2 (r) + 7n1,3 (r)] . (60)
In general, the particle density for fully filled shells up to the n-th shell for the
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3D harmonic oscillator potential is given by




(2l + 1)nN(l),l (r) , (61)
where nN(l),l (r) is given by Eq. (52) with the number of l-orbitals of maximal
principal quantum number n given by






For the 3D harmonic oscillator potential, the exact radial wave function unr,l





nr! (nr + l)!




where γ = mω~ , and L denotes the generalized Laguerre polynomial (see [28]).
In Figs. 7 and 8, we compare the semiclassical density (61) with the TF
density and the exact result for 20 spin-polarized particles occupying up to shell
n = 3 of a 3D harmonic oscillator potential: the first one is the graph of density
versus r while the second is of 4pir2 times density (radial particle density) versus
r. We do the same for 286 particles corresponding to n = 10 in Figs. 9 and 10.
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Figure 7: Density for 20 spin-polarized particles occupying up to shell n = 3 of a
3D harmonic oscillator potential, V (r) = r2/2, in natural units: black solid line,
exact result; blue dashed line, TF density; red solid line, semiclassical density
(61).
Figure 8: Same as in Fig. 7 but for radial density.
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Figure 9: Same as in Fig. 7 but for 286 particles (n = 10).
Figure 10: Same as in Fig. 8 but for 286 particles (n = 10).
We observe in Figs. 7 and 9 that the semiclassical particle density (61) ap-
proaches the exact result quite close in a large neighborhood of the turning
point, but blows up at r = 0, where the exact density is finite. When we mul-
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tiply the density by 4pir2, we actually conceal any mismatch between these two
for small r and accentuate it for large r, as can be seen in Figs. 8 and 10.
The semiclassical density is, on the other hand, uniform across the quantum-
classical transition while the TF density vanishes sharply from the turning point
through to the classically forbidden region. If we want a better semiclassical
particle density than (61), we can replace nN,l (r) with the full expression of
the semiclassical approximation to the radial particle density for a fixed angular
quantum number l, due to Ribeiro et al. (similar to Eq. (20)). Nevertheless,
we can observe that our adaptation of their result in 1D for isotropic potentials
in higher dimensions is so far quite coercive. The computational cost when we
use the full expression is not guaranteed to be significantly lower than when we
numerically solve the Schro¨dinger equation, given that we have to sum over all
possible angular quantum numbers l.
II.B.4 3D Coulomb potential
For the Coulomb potential




the exact radial wave function is given by (see [29] and [30])

















where a = ~
2
me2












(2l + 1) (66)
for spin-polarized systems. Table II summarizes the orbitals corresponding to
the smallest four principal quantum number for this potential.
Table II: Orbitals corresponding to the smallest four principal quantum numbers
for the 3D Coulomb potential.
0 1 2 3 l
1 1s
2 2s 2p
3 3s 3p 3d
4 4s 4p 4d 4f
n
Consider a system of N non-interacting spin-polarized electrons subject to
the potential V (r). As in the 3D harmonic oscillator example, the particle
density for a system of 1 + 4 + 9 = 14 spin-polarized electrons filling all the
shells up to shell n = 3 is approximately given by
n3 (r) ' 1
4pir2
[n3,0 (r) + 3n2,1 (r) + 5n1,2 (r)] , (67)
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(2l + 1)nN(l),l, (68)
where for the Coulomb potential,
N (l) = n− l. (69)
We compare the semiclassical density (68) with the exact result and the TF
density for 14 spin-polarized particles (n = 3) in a Coulomb potential in Figs.
11 and 12, the former of which is of density versus r while the latter is of radial
density versus r. We do the same for 385 particles (n = 10) in Figs. 13 and 14.
Figure 11: Density for 14 spin-polarized particles occupying up to shell n = 3 of
a 3D Coulomb potential, V (r) = −1/r, in natural units: black solid line, exact
result; blue dashed line, TF density; red solid line, semiclassical particle density
(68).
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Figure 12: Same as in Fig. 11 but for radial density.






















Figure 13: Same as in Fig. 11 but for 385 particles (n = 10).
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Figure 14: Same as in Fig. 12 but for 385 particles (n = 10).
Since the Coulomb potential is infinitely deep at r = 0, the exact particle density
blows up there, so is the TF density and the semiclassical density (68).
II.C Isotropic potentials in 2D
II.C.1 Semiclassical radial wave function
We proceed as in the 3D case by separation of variables in polar coordinates,
i.e.




where n is the principle quantum number, and l is the magnetic quantum num-
ber, taking integer values. Let un,l (s) = Rn,l (s)
√
s be the radial wave function,
normalized according to ∫ ∞
0
|u (s)|2 ds = 1. (71)
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u = E u, (72)
where E is the energy eigenvalue. In order to solve this general problem approx-
imately, we again employ Langer [11]’s transformation of the radial variable s







is to be replaced by




This gives rise to the WKB quantization rule for l 6= 0












where the integral is evaluated from the left turning point s1 to the right turning
point s2 of the effective potential, and ns = 0, 1, 2, · · · is the radial quantum
number. Again, for the method to work, the potential should not diverge more
rapidly than by inverse square law in the limit of s→ 0.
For l 6= 0, the Langer radial wave function in the entire domain is given, up






1/4 Ai (−zns,l (s)) , (75)
with all the involved quantities defined as in the 3D case (cf. Eq. (49)).




becomes a centripetal one, and the left turning point
for an attractive potential V (s) is at s = 0 (see [5]). The treatment by Berry
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and Ozorio de Almeida [25] for this case is quite technical, so here we choose to
use their results without delving further into the detail.
The first result is that Eq. (74) is still valid as quantization rule for l = 0
with the left turning point now at s = 0. This WKB quantization rule yields the
exact energy eigenvalues for the 2D harmonic oscillator and Coulomb potentials,







)2 = −Z2me42~2 1((ns + |l|+ 1)− 12)2 , for Coulomb potential,
(76)
and
En = ~ω (n+ 1) = ~ω ((2ns + |l|) + 1) , for harmonic oscillator potential.
(77)
The derivation is similar to that for the 3D case in App. F.
The second result is that the normalized semiclassical radial wave function





































The function J0 is the Bessel function of zero order. For further detail, see [30].
In the vicinity of s = s2, the semiclassical radial wave function is still given in
the Airy form like that for l 6= 0 (see Eq. (75)), but with the left turning point
at s1 = 0.
We combine these two pieces of the semiclassical radial wave function near
each turning point and patch them at a mid-phase point sm, where
1
2





2m (Ens − V (s)). (82)
Given that the number of nodes of the wave function is ns, we add in the radial
wave function for s < sm a phase factor of e
−inspi as we have done earlier (see



















1/4 Ai (−zns (s)) , for s > sm.
(83)
The piecewise continuous semiclassical radial wave function (83) is an accu-
rate approximation to the exact wave function, as can be seen in Figs. 15, 16
and 17 below for the first three modes corresponding to l = 0 of a 2D harmonic
oscillator potential.
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Figure 15: Radial wave function for mode ns = 0, l = 0 of a 2D harmonic
oscillator potential, V (s) = s2/2, in natural units: black solid line, exact result;
red dots, semiclassical radial wave function (83); gridlines, vertial from left:
mid-phase point, right turning point.












Figure 16: Same as in Fig. 15 but for mode ns = 1, l = 0.
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Figure 17: Same as in Fig. 15 but for mode ns = 2, l = 0.
Of course, one can do better by connecting the two pieces of the
semiclassical radial wave function (83) at the place where they are
numerically equal. Nevertheless, notice also that the discontinuity at sm is
much less pronounced in Figs. 16 and 17 for higher modes, compared to that
in Fig. 15 for the lowest mode. The real connection point, if one chooses to
connect the pieces in such a way, is essentially close to the mid-phase point sm.
II.C.2 Semiclassical radial particle density
In order to find the particle density, we need to evaluate the sum (which we




|uns,l (s)|2 , (84)
where uns,l (s) is given by (75) or (83) for l 6= 0 and l = 0, respectively.
We know from the discussion on the 3D case that for l 6= 0, or l = 0, s > sm,
since the semiclassical radial wave function is given in the Airy form, the leading
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contribution to this sum is
nN,l (s) ' pF,l (s)~
[√
zF,l (s) Ai





where the Fermi energy is EN−1/2 satisfying Eq. (74) for a particular value of l.
The semiclassical radial wave function for l = 0, s < sm, however, is found to
be in the Bessel form. Therefore, we need to find another closed-form expression
for the leading contribution to the sum nN,l=0 (s) when s < sm. The following
derivation is inspired by that of Ribeiro et al. [10] for their density’s leading
















, for s < sm.
(86)
This sum can be approximated by an integral, which is the first term in the











































If we ignore the derivative of f as we expect f to vary slowly as a function of















Integrating by parts with the help of
x∫
0










(see [30]) and ignore the residual integral containing the derivative of f , we have


















Neglecting higher order contribution due to the lower limit of the integral, we
finally obtain an asymptotic approximation to the radial density for l = 0,
s < sm
















where the Fermi energy is EN−1/2. We shall integrate this density to convince
ourselves that this is indeed the leading contribution to the sum nN,l=0 (s) for
s < sm.






































































J20 (x) + J
2
1 (x)
)− 2J0 (x) J1 (x)] (97)






















For large particle number N , by an asymptotic expansion for large argument of







































































, for s > sm.
(101)
However, there is a possible discontinuity at the patching point, as can be
seen in figure 18 for the radial density nN=2,l=0 (s) corresponding to the first two
orbitals with l = 0 of a 2D harmonic oscillator potential.















Figure 18: Radial density for the first two orbitals with l = 0 of a 2D harmonic
oscillator potential, V (s) = s2/2, in natural units: black solid line, exact result;
red dots, semiclassical radial density (101); gridlines, vertical from left: mid-
phase point, right turning point.
This happens because the semiclassical wave function near each turning point
is in a different form. What we can do is to numerically connect the piecewise
continuous radial wave function.
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With the radial particle density given by Eqs. (101) and (85), we can find
the particle density for fully filled shells as we have done in the 3D case. The




We examined in Sec. I the 1D semiclassical particle density derived by
Ribeiro et al. [10] using the WKB method. The derivation started from the
Langer wave function, which provided a smooth transition between the classi-
cally allowed and forbidden regions and therefore improved on the usual WKB
wave function. The success story of these authors was that after various steps
of approximation from the sum of the squared Langer wave functions, they were
able to obtain a particle density in closed form that fitted dazzlingly well with
the exact particle density even for as few as two particles. Clearly, this was
not something we could anticipate since the range of applicability of the WKB
method, or any semiclassical method, is a priori in the limit of large particle
number.
The reader may well ask if this method can be generalized to higher dimen-
sions, with no restriction to isotropic potentials. The answer lies in the need
for a mid-phase patching of the piecewise continuous Langer wave function.
The mid-phase point where this connection occurs is in fact not inherent in the
problem, but rather imposed by the WKB method itself. In higher dimensions,
especially for anisotropic potentials, this connection procedure is not so obvi-
ous, nor is any immediate scheme for a consistent generalization of the WKB
method, beyond what we did for isotropic potentials in Sec. II, which is in fact
somewhat inelegant.
It is therefore more desirable to approach the problem from another angle,
where we may relieve ourselves of directly solving the Schro¨dinger equation. We
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propose below a method of deriving particle density from quantum propagator.
With this method, we aim at rederiving Ribeiro et al.’s density or obtaining
something equally powerful, preferably generalizable to higher dimensions with-
out the need for connection.
III.B General formula
We derive here an exact formula for the particle density of fermions in terms
of quantum propagator. Consider a bounded system of N fermions described
by the single-particle Hamiltonian
H (R,P ) = P
2
2m
+ V (R) ,
where the position and momentum operators are denoted in upper case. We
assume the potential does not explicitly depend on time. Hence, the unitary
time evolution operator is given by











|ψE (r)|2 , (102)
where we sum all the squared wave functions of energy eigenvalue below the
Fermi energy µ. By invoking the completeness relation for the energy eigen-
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states, we can easily prove that
n (r) = 〈r| η (µ−H) |r〉 , (103)
where η is the Heaviside step function. With the integral representations of the




dλ δ (λ−H) (104)
and






























where we understand the integral over T as a Fourier transform. We identify








with the propagator from a point r back to r in the lapse of time T (point-to-
same-point propagator), which we shall denote by
K (r, r;T ) .
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K (r, r;T ) (107)
to avoid the time variable being negative. This formula is exact, and an ap-
proximate propagator will yield a corresponding approximate density. In what
follows, we shall consider different approximations for the propagator as well as
for the double integral in Eq. (106) when necessary, and examine the resulting
particle densities.
We notice in passing that there is an ambiguity in the lower limit of the
integral over λ. As long as this limit is lower than any possible value of the
Fermi energy µ, the integral representation of the Heaviside function in Eq.
(104) is valid. This lower limit can take any value below the ground-state
energy of H.
III.C Recover the TF density
The first step in applying Eq. (106) would be to recover from it the TF





η (µ−H (r,p)) . (108)
One expects that the dominating contribution to the integral in Eq. (106) stems
from the vicinity of T = 0 (short times). There, we can approximate the unitary
time evolution operator by the first term in a Suzuki-Trotter decomposition of







































































































Consequently, Eq. (106) becomes









































η (µ−H (r,p)) ,
(113)
where we first integrate over T and then λ with the help of the integral rep-
resentations of the Dirac delta and Heaviside step functions in Eqs. (104) and
(105). The final result is indeed the TF density (108).
The TF density as we know, though crude, provides the dominating contri-
bution to the particle density in the semiclassical limit of large particle number.
This justifies backward our previous assumption that the leading contribution
to the particle density (107) comes from short times. Nevertheless, if we are to
get an improvement on the TF density, we should expect to consider also those
short times that are not too close to T = 0.
III.D Approximation for the propagator by the Suzuki-Trotter
decomposition: beyond the TF density
III.D.1 Three-component decomposition symmetric w.r.t momentum
The Suzuki-Trotter decomposition (109) is in fact not unique. We can parti-
tion the Hamiltonian in many different ways. Every such decomposition comes
with a different order of error and eventually yields a different approximate par-
ticle density. Usually, we can reduce the error by having more components, but
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that also means the corresponding density involves more integrals and hence
demands higher computational cost.





































(dr′) (dp′) (dp′′) 〈r| e− iT~ p
′2
4m |p′〉 〈p′| e− iT~ V (r′) |r′〉 〈r′| e− iT~ p
′′2
4m |p′′〉 〈p′′|r〉 ,
(115)
where we insert the completeness relations for the position and momentum
eigenstates in between the terms in the Suzuki-Trotter decomposition. Given







































The general form assumed by this equation is



















where we can see that from the left to the right-hand side, the Hamitonian op-
erator, argument of the function f , is replaced by a particular decomposition of
it that corresponds to the Suzuki-Trotter decomposition (114), with alternating
momentum and position vectors in place of operators. Given that any regular
function f has a Fourier transform, one can easily derive Eq. (118) from Eq.
(117).
If f is the unitary time evolution operator itself, we have an approximation for
the point-to-same-point propagator. It turns out that the decomposition (114)
does not give the exact point-to-same-point propagator for the 1D constant
force potential (see App. G), but later we shall consider other decompositions
that do. We have reason to believe that since the TF density has limitations,
especially at the quantum-classical boundary where the potential is locally a
constant force potential, the ability of a particular decomposition to produce
the exact point-to-same-point propagator (and the exact point-to-another-point
propagator) for this potential is an indication of high performance of the corre-
sponding particle density. Remark that whatever decomposition that gives us
the correct propagator for the 1D constant force potential also does in higher
dimensions, since a constant force potential in higher dimensions is essentially
a 1D constant force potential in the force’s direction and force-free potential in
the orthogonal directions.
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Let us now use Eq. (118) with the Heaviside step function η (µ−H) for f ,




























(r − r′) · (p′ − p′′)
]
η







The last step consists in replacing the argument of the Heaviside step function
by a multiple of it. To simplify the notations, we denote by
P (r′) =
√
2m (µ− V (r′))+ (120)
the classical momentum, with the plus sign meaning the expression is zero if
the quantity under square root is negative. We can see that the integral over r′
in Eq. (119) is over the region where P (r′)2 is non-negative.






















































where we shift the variable r′ by r in the last step.


















With the use of polar coordinates for p and q, i.e.
p = Q cosα



































where the upper limit of the integral over Q is the momentum P (x+ y), and
the α integral over a full period of 2pi is transformed into that from zero to pi.
We can recognize that this α integral gives us the Bessel function of zero order
































)2 2 y P (x+y)/~∫
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(z J1 (z)) = z J0 (z) (129)


































P (x+ y) =
√
2m (µ− V (x+ y))+. (131)
Note that we have not made any approximation during the passage from the
decomposition (114) to the density (130). The most contribution to this integral
comes from y close to zero since the Bessel function of order one tends to zero for
large argument (see [30]). The Bessel function of order one is also antisymmetric.















treating the momentum terms P (x+ y) as independent of y for small y. Owing
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to Eq. (A16), we deduce that
n (x) ' P (x)
pi~
. (133)
We recognize that this is the TF density (16) for spin-polarized fermions in 1D.










2 r ′P (r + r′)
~
)
, for D = 1, 2, or 3.
(134)
We call the density of this form Bessel density. For the derivation, the reader can
refer to App. H. Notice that this general formula involves no connection
point like that in the WKB method.
In 2D and 3D, we can also recover the TF density by approximating the


























and by virtue of Eq. (A16), this is the TF density for spin-polarized fermions
(16).
We can also prove that the same Fermi energy normalizes the density (134)
and the TF density (16) to the same particle number. By integrating both sides
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of Eq. (134) over r, we have
∫









































|r − r′|D JD
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by virtue of Eq. (A16). Since the Fermi energies for the density (134) and the
TF density (16) are the same and the latter can be derived from the former, we
expect that the former sort of smears out the latter.
We now numerically compare the semiclassical particle density (130) with the
exact result and the TF density in Figs. 19 and 20 for two and three particles
respectively in a 1D harmonic oscillator potential.
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Figure 19: Particle density for two particles in a 1D harmonic oscillator poten-
tial, V (x) = x2/2, in natural units: black solid line, exact result; blue dashed
line, TF density; red dashed line: semiclassical density (130).
Figure 20: Same as in Fig. 19 but for three particles.
We notice that in the above figures, the number of bumps of the density (130) in
the classically allowed region does not match that of the exact density. Moreover,
instead of an exponentially decaying behavior in the classically forbidden region
as we expect, the density (130) shows some oscillation around the zero level of
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density. The density, physically, should not be negative.
III.D.2 Another three-component decomposition: exact point-to-same-point
propagator for the 1D constant force potential
Let us now choose another partition for the kinetic energy term in a three-
component decomposition as in Eq. (114) such that it gives rise to the exact






































(for the derivation, see App. G). As a check of consistency, we can also derive
from this the exact wave function squared for the 1D constant force potential.
The derivation is similar to that for the five-component decomposition to be
introduced, presented in the same appendix. Going through a similar derivation


















which is very close to Eq. (123) except the term q2 is multiplied by a factor of






















where the only difference from Eq. (130) is an extra factor of
√
3 in the argument
of the Bessel function of order one. Yet, we see a substantial improvement of
this particle density on the previous one.
Figure 21: Particle density for two particles in a 1D harmonic oscillator poten-
tial, V (x) = x2/2, in natural units: black solid line, exact result; blue dashed
line, TF density; red dashed line, semiclassical density (143).
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Figure 22: Same as in Fig. 21 but for three particles
We can see in Figs. 21 and 22 that the mismatch of the bumps is now corrected,
and the semiclassical density fits more accurately with the exact density, espe-
cially in the classically allowed region that is close to the turning points. The
amplitude of the oscillation in the forbidden region is also somewhat reduced.
The ability to yield the correct point-to-same-point propagator for the 1D con-
stant force potential, as discussed above, is so far an indication of the density’s
reliability. Note that the Suzuki-Trotter decomposition in consideration does
not yield the correct point-to-another-point propagator for this potential (see
App. G), but perhaps what matters here is the point-to-same-point propagator.
Soon enough, we shall consider a five-component decomposition that remedies
this issue.













3 r′P (r + r′)
~
)
, for D = 1, 2, or 3.
(144)
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The derivation is similar to that in App. H. We remind again that this formula
requires no connection point as in the WKB method.
For the moment, we content ourselves with numerical computations uniquely
for 1D to explore all possibilities of improvement within this Suzuki-Trotter
decomposition method before moving on to higher dimensions, which we shall
further study in subsequent works.
III.D.3 Five-component decomposition: exact point-to-another-point propa-
gator for the 1D constant force potential











































This decomposition yields the correct point-to-same-point (and point-to-another-
point) propagator for the 1D constant force potential (see App. G). For this
reason, it of course yields the correct wave function for this potential (see id.).
We shall derive from this decomposition an approximate particle density in










































and µ is the Fermi energy. For the derivation, the reader can refer to App. I.
We can observe that the integrand in Eq. (146) is divided by positive powers
of u. For this reason, the most contribution to the integral stems from small
values of u, which as given by Eq. (148) amounts to small values of both y and
z. For small y and z, we can treat P (y + x; z + x) as independent of them. We




























2m (µ− V (x))+. (150)
Using the center-of-mass change of varibles for y and z, i.e.
y
z
























u du dα. (154)























































Notice that we have integrated over α, on which the integrand does not depen-



































































2m (µ− V (x))+.
(157)
This is again the TF density for spin-polarized particles in 1D. The above deriva-
tion is of course just a check of consistency.
The density (146), as we can see, is a double integral over two position vari-
ables. The more components we have in the Suzuki-Trotter decomposition, the
more integrals we have to deal with. In Figs. 23 and 24, we compare the three
semsiclassical densities that we derive from the three Suzuki-Trotter decom-
positions with the TF density and the exact result for two and five particles,
respectively, in a 1D harmonic oscillator potential.
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Figure 23: Particle density for two particles in a 1D harmonic oscillator poten-
tial, V (x) = x2/2, in natural units: black dashed line, exact result; blue solid
line, TF density; magenta dashed line, semiclassical density (130); green solid
line, semiclassical density (143); red solid line, semiclassical density (146).

















Figure 24: Same as in Fig. 23 but for five particles.
In the neighborhood of the turning points, compared with the semiclassical
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density (130), derived from the three-component Suzuki-Trotter decomposition
that does not produce the exact point-to-same-point propagator for the 1D con-
stant force potential, the other two approach the exact density more accurately.
However, near the minimum of the potential, the oscillation of the semiclassical
particle densities does not match that of the exact density, and we still have the
oscillation of the semiclassical densities around zero.
III.E van Vleck-Gutzwiller propagator
Having using the Suzuki-Trotter decomposition to approximate the time evo-
lution operator for a while, we now consider another approximation for the
propagator. The Feynman path integral formalism expresses the propagator
K (r′, r;T )
from a point (r, 0) to a point (r′, T ) as an integral over all paths, classical or
virtual, between these two points (see [35]), i.e.









where L (r′′, r˙′′) is the usual Lagrangian in classical mechanics (see [21]). In
the above path integral, each path contributes a phase factor containing the
classical action along that path
W (r′, r;T ) =
T∫
0
dtL (r′′, r˙′′) .
In the semiclassical limit, where the classical action is very large compared to
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~, a small variation of a path yields a rapid oscillation of the phase factor, which
leads to cancellation except for the classical paths, whose classical actions are
stationary. The most contribution to the propagator hence comes from these
paths











where Aj is some amplitude for each path.
van Vleck and Gutzwiller (see [36, 37] and also [5, 13]) find a semiclassical
approximation for the propagator in D dimensions
KV (r














where W (r′, r;T ) is the classical action along the path in consideration, C is
the double gradient of W
Cjk (r
′, r;T ) = −∂
2W (r′, r;T )
∂r∂r′
, (161)
and κ counts how often the determinant of C changes sign along the path in
question. For small T , we have only one classical path between (r, 0) and (r′, T ).
However, there may be more than one classical path for a larger time. The
van Vleck-Gutzwiller propagator turns out to be exact for quadratic potentials
(see [5, 13]). It also has the advantage of specifying the correct phase of the
propagator via κ.
Consider now a particle traveling in a very short time in a potential V (r),
as though it is traveling in free space. It is not hard to find that the classical
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action can be approximated by




− V (r)T. (162)






which does not change sign for positive T . The van Vleck-Gutzwiller propagator
from a point r to r′ in very short time T is then approximated by
KV (r












One can see that this coincides with the propagator for force-free potential (see
[35]).
III.E.1 Short-time orbit
In the present work, we are interested in the propagator connecting a point
with itself in a certain time period. In general, we have to take into account
all the classical orbits associated with such kind of motion in the van Vleck-
Gutzwiller propagator (160). However, as the derivation of the TF density from
the propagator method in Sec. III.C suggests, the dominating contribution to
the density comes from the neighborhood of T = 0. In one dimension, there is
one particular kind of orbits which is guaranteed to exist for any arbitrary short
time: uphill along the gradient and back, which we shall term the short-time
orbit. This orbit, as we can see in Fig. 25, also passes by the nearest turning
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point (as far as time is concerned). If the starting point is sufficiently far away
from the minimum of the potential, we can obtain a decent improvement on the
TF density at this point by considering just the short-time orbit since any orbit
otherwise takes much longer time.
Figure 25: Classical orbit in short-time approximation from a point x back to
itself in time T in a harmonic oscillator potential V (x), with E (T ) indicating
the energy corresponding to the travel time T .
However, the short-time orbit is not enough to get an equally good approxima-
tion for the density at a point close to the minimum of the potential since the
short-time orbit is no longer the unique orbit for a sufficiently large time, i.e.
a short time but not too close to T = 0.2 It is also in the region around the
minimum of the potential that the connection of the Langer wave function that
we want to avoid occurs (if developing a consistent method of improving on the
TF density is our aim). We hope to resolve this conundrum in future works.
Nevertheless, the short-time orbit alone provides the leading contribution to
the particle density at any point. The reader will see that the particle density
thus obtained is the same as the leading term (see Eq. (22)) in the particle
2The potential near its minimum behaves like a harmonic oscillator with the angular frequency
proportional to the value of the second derivative of the potential there. For any time larger
than half the small-oscillation period, there is also an orbit that passes by the farther turning
point.
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density by Ribeiro et al. [10]. We have no other choice here but to manually
connect the piecewise continuous density at the mid-phase point as these authors
have done. By viewing said leading term as stemming from the short-time orbit,
we can also explain why it fits the exact density closer when x is far from the
minimum of the potential than otherwise.
III.E.2 Symmetric linear potential
Consider now a symmetric linear potential
V (x) = f |x| (165)
as a first example, where f is a positive constant force. In 1D, the particle















K (x, x;T ) . (166)
For the symmetric linear potential in consideration, we approximate the propa-
gator by the van Vleck-Gutzwiller propagator for the short-time orbit (see [15]
for the derivation)













The particle density becomes























We observe that the time integral will emerge as the square of the Airy function,











































We identify the Airy function squared term on the right hand side with F0 (−z)






















F1 (−zF (x)) ,
(172)
where zF is the function z evaluated at the Fermi energy λ = µ.
One can see that the particle density thus derived from the propagator
method is the same as the leading term of Ribeiro et al.’s density (cf. Eq.






, is independent of µ. In Fig. 26, we compare the density (172) with the
TF density and the exact result. The reader can easily work out the detail of
the exact wave functions for this linear potential (see [15]).















Figure 26: Particle density for three particles in a potential, V (x) = |x|, in
natural units: black solid line, exact result; blue dashed line, TF density; red
dots, density (172) obtained by the propagator method; gridlines, from left: left
turning point, mid-phase point, and right turning point.
One can see that even for a particle number as small as three, the semiclassical
density (172) approaches accurately the exact density and is an improvement on
the TF density, which vanishes in the classically forbidden region. This shows
that we can go beyond the TF density by considering just the short-time orbit.
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III.F 1D harmonic oscillator potential
Before we turn to the case of a general potential in 1D, let us now consider





for which we know the exact propagator (see [35])
K (x, x;T ) =
(
mω
















which also coincides with the van Vleck-Gutzwiller propagator (for the deriva-







Figure 27: Various orbits of a particle with a fixed total energy λ in the 1D
harmonic oscillator potential: blue orbit, short-time orbit of travel time α; red
orbit, orbit passing by the farther turning point.
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For a given energy λ, there are an infinite number of orbits starting from a
position x and ending at x, of which the two with the shortest transition times
are depicted in Fig. 27 by the blue curve and the red curve. The blue orbit with
the shortest time α is the one that passes by the nearest turning point, here the
right one. We can build the other orbits by fusing the premitive periodic orbit
between the two turning points, traversed a certain number of times, and either
of the blue or the red orbits. We note that for the harmonic oscillator potential,












, for k = 0, 1, 2, ...
−α + k2pi
ω
, for k = 1, 2, 3, ....
(176)
For a given x, λ uniquely determines α, so there is only one orbit corresponding
to a fixed travel time T in the van Vleck-Gutzwiller propagator for the harmonic
oscillator potential. The orbits with the time α for different energies are of the
same nature as the short-time orbit discussed earlier.












































































































By changing the integration variable and taking into account the correct κ for
the integrals over the sections, we deduce












exp (−ijpi) . (180)
The sum on the right-hand side does not converge in the usual sense. We shall
see that not this but the same sum over all integers j can be evaluated by the
Poisson summation formula (see Eq. (B2), App. B). This sum arises when we




Further splitting the domain of integration of I0λ (x) in half, we have
I0λ (x) = I1 (x) + I2 (x) , (181)
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with I1 (x) for the first half, and I2 (x) the second. The contribution to the






dλRe (I1 (x)) . (182)
With an appropriate approximation for the time integral I1 to be introduced,
we shall get the leading term of Ribeiro et al.’s density from the short-time
contribution n0 (x). The correction can be obtained from larger times later.







































be the time-dependent phase of the integrand in I1 (x), which is in fact the
sum of the classical action and the extra phase in the Fourier transform. For
large T , this phase is large compared to ~, making exp (iφ (T )− ipi/4) oscillates
rapidly, whereas the integrand’s amplitude is more slowly varying. Combined
with the fact that the amplitude is also singular at T = 0, this implies that
the leading contribution to I1 (x) originates from the vicinity of this singularity.
Our aim is to find a method of approximating the above Fourier transform, and
in any approximation, given the previous considerations, we should be careful
to treat the phase exactly, but can allow ourselves the liberty of approximating
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the amplitude to the dominating order.
Motivated by the linear potential example, where we can readily evaluate the
time integral after a change of variable, and the Airy form of Ribeiro et al.’s
density (see (20)), we want to make use of Eq. (169) to approximately evaluate
I1 (x). We hence transform the phase of the integrand of I1 (x) to be the same
as the argument of the cosine function in Eq. (169) by
φ (T ) = −u
3
12
+ uz = ξ (u) , (185)
where z is a constant to be found. In Fig. 28, we plot φ (T ) and ξ (u) in different
cases: λ > V (x) or λ < V (x) for φ (T ), and z > 0 or z < 0 for ξ (u).
Figure 28: Plot of φ (T ) and ξ (u) in different cases (T is in unit of 1/ω): φ1,
λ > V (x); ξ1, z > 0; φ2, λ < V (x); ξ2, z < 0.
One can see that the curves are divided into pairs, solid or dashed, according
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to their shapes. We can make the curves in each pair, having the same shape 3,
to fit one another by appropriately choosing an increasing function T (u), i.e.
φ (T (u)) = ξ (u) . (186)
We therefore choose z > 0 for the case λ > V (x), and z < 0 for λ < V (x).
Since finding the exact expression of T (u) is in general not possible and the
dominating contribution to the above Fourier transform comes from small T ,
we can expand T to the first order in u, i.e.





for small u. The crucial point of this Airy uniform approximation is that T


























λ− V (x) > 0. (189)
Our job now reduces to finding z, which we can achieve by comparing the
stationary values of φ (T ) and ξ (u). To be able to do this in any case, we
extend T and u to take complex values. Notice that φ (T ) and ξ (u) are both
analytic functions for |T | < pi/ω and u ∈ C. Due to the rigid nature of such
functions, for a particular choice of an analytic function T (u), if they fit each
other on the positive real axis, they fit each other in their entire domains of
3Notice that the φ curves tend to infinity at T = pi/ω, whereas the ξ curves tend to infinity
at infinity. The solid curves have a stationary point, while the dashed curves do not.
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analyticity.
III.F.1.a Case λ > V (x)










We choose the smallest positive T = T1 satisfying the above equation. It follows
that







































III.F.1.b Case λ < V (x)
z can be found in much the same way for this case, where, however, the


























We are now in a position to evaluate I1 (x) (see Eq. (183)), which after said























Given Eq. (169) and the integral representation of the product of the two Airy
functions Ai (z) Bi (z) (see [20] and App. A)




























Ai2 (−z)− i Ai (−z) Bi (−z)] , (199)
where z is given by either Eq. (194) or Eq. (195) for the relevant case, and the
classical momentum pλ (x) by
pλ (x) =
√
2m (λ− V (x)). (200)
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Ai2 (−z) . (201)







Ai2 (−z) . (202)
One can extract from this the dominating term in Ribeiro et al.’s density (see
App. D and cf. Eq. (D4)).
III.F.2 Correction to the particle density
Having already obtained the leading contribution to the particle density from
the short-time contribution n0 (x), we now extract the correction from larger

























After some changes of the integration variable, one will find that






By virtue of Eq. (199),







































The next step in getting the particle density is to evaluate Re (Iλ (x)), i.e.






























We substitute (206) into (207) and pay attention to grouping the terms so that









































We apply the Poisson summation formula (see Eq. (B2), App. B) to evaluate
























Substituting this into (208) gives
































































Ai2 (−z) , (212)








from 0 to the Fermi energy µ. One observes that this quantization rule for the
energy coincides with the exact one for the 1D harmonic oscillator potential.
We identify the expression inside the sum with the probability density for
each mode. One can see that this is the same as the Langer wave function
squared (8),
|ψ (x)|2 = 2mωz
1/2
p
Ai2 (−z) . (214)
z (x) as found in this Airy uniform approximation is in fact the same as that
defined in terms of the reduced action by Ribeiro et al. [10]. The particle density
(212) is therefore the same as that given by Eq. (19), from which Ribeiro et al.
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derived their density, including the correction term.
III.G Airy uniform approximation for general 1D potentials
In this section, we shall adapt the Airy uniform approximation, which was
introduced to find the particle density for the 1D harmonic oscillator potential,
to the general case in 1D, i.e. to find the particle density of non-interacting
fermions confined in a smooth external potential with two turning points.
As discussed in Sec. III.E.1, we can obtain the dominating contribution to
the particle density by considering only the short-time orbit, and this leading
contribution approaches closer the exact density the further from the minimum









K (x, x;T ) . (215)
For short time T , the propagator can be approximated by the van Vleck-
Gutzwiller propagator for the short-time orbit, i.e.




















where W (x, x;T ) is the classical action along the short-time orbit. Given that
the amplitude A (T ) varies more slowly than the phase factor, we can approxi-
mate the former by its asymptotic expression when T → 0, which is






in 1D (see Eq. (163)). Hence, we can approximate the van Vleck-Gutzwiller
propagator for short time T by






























In fact, the travel time in the short-time orbit may not be arbitrary large, but
since the leading contribution to the particle density comes from short times,
we may extend the upper limit of the above integral to ∞.
We then use the same Airy uniform approximation introduced in the example
of the 1D harmonic oscillator potential to approximate this integral. We also
change the integration variable according to
φ (T ) =





+ uz = ξ (u) , (220)
by means of an increasing function T (u). The parameter z is chosen to have













λ− V (x) . (222)
To find z, we also extend T and u to be complex, and compare the values of
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φ (T ) and ξ (u) at the stationary points (saddle points).
III.G.1 Case λ > V (x)
The classical action W is given as the integral of the Lagrangian along the
short-time orbit















For a potential which does not explicitly depend on time, the energy of a classical
orbit is conserved. Denote by
E (x, x;T ) =
1
2
mx˙2 + V (x) (224)
the energy of the short-time orbit in question. One can prove that
W (x, x;T ) = −E (x, x;T )T +
∮
p (x′;E (x, x;T )) dx′, (225)
where the line integral over momentum is taken along the short-time orbit. For
illustration, in the case where x is on the right branch of V (x), we have
∮
p (x′;E) dx′ = 2
x2∫
x
p (x′;E) dx′, (226)
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where x2 is the right turning point defined by E. It can also be proven that
∂W (x, x;T )
∂T
= −E (x, x;T ) (227)
(see [21]). The phase φ (T ) is stationary when




λ = E (x, x;T ) . (229)






(E − V (x′))
, (230)
where the line integral is taken along the same short-time orbit. If λ > V (x),








which is the travel time of the particle in the short-time orbit with energy λ.
By virtue of Eq. (225), the stationary value of φ (x, x;T ) is then given by




2m (λ− V (x′)) dx′ > 0. (232)
















2m (λ− V (x′)) dx′
]2/3
(235)
by comparing the two stationary values.
III.G.2 Case λ < V (x)
In this case, (229) does not have real solution, since there is no classical path
connecting x with itself in some time T with energy λ. For the energy of such a
path much be always greater than V (x). We assume that the forms of equations
(225) and (230) do not change when T takes complex value. According to (231),








where the line integral is taken along the virtual path from x to x2, defined
by λ, and back to x. Consequently, the stationary value of φ (x, x;T ) is given,
according to (225) by
φ (x, x;T0) = ±i 1~
∮ √
2m |λ− V (x′)| dx′. (237)
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which gives rise to
ξ (u0) = ±i4
3
|z|3/2 . (239)






2m |λ− V (x′)| dx′
]2/3
. (240)
At this point, we can notice that z, according to (235) and (240), is the
same z defined in Ribeiro et al.’s paper [10], respectively for x in the classically
allowed and forbidden regions.
III.G.3 Particle density

































Ai2 (−z)− i Ai (−z) Bi (−z)] ,
(241)
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owing to the integral representations of the products of the Airy functions in
Eq. (A15). The particle density is then given by









Ai2 (−z) . (242)
With the classical momentum
pλ (x) =
√
2m (λ− V (x)) (243)







Ai2 (−z) . (244)




























where ων is the angular frequency of the oscillation between the two turning









Ai2 (−zν (x)) , (247)
where by abuse of notation, ν denotes the energy λν obtained by solving Eq.
(245). From this, we can extract the same leading contribution to particle
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density derived by Ribeiro et al. [10] (see App. D).










2m (µ− V (x)). (248)
For 1D symmetric potential, the mid-phase point coincides with the minimum
x = 0, as we can see in the two concrete example presented earlier. Our method
so far consisting of using the van Vleck-Gutzwiller propagator in tandem with
the short-time orbit and the Airy uniform approximation still cannot circumvent
the connection issue.
III.H Airy uniform approximation for 3D isotropic potentials
Let us now extend the intuition that the dominating contribution to the
particle density in Eq. (107) stems from short times to isotropic potential in
higher dimensions. Consider for example the Coulomb potential in 3D. From
our knowledge of the exact solution of the two-body problem with gravitational
interaction, there are only two types of close orbits: elliptical orbit and the orbit
that is purely in the radial direction. According to Kepler’s third law, the square
of the period of an elliptical orbit is proportional to the cube of its semi-major
axis. An initial position r then imposes a minimum value on the period of
any elliptical orbit passing through it, for the semi-major axis of any such orbit
cannot be smaller than r. We can see that the equivalent of the short-time orbit
in 1D for the Coulomb potential as well as any isotropic potentials in higher
dimensions is the orbit constrained in the radial direction, uphill and back. This
orbit, which we also call the short-time orbit, exists for any arbitrary short time.
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We expect that the particle density that can be obtained from the short-time
orbit alone approaches closer the exact result the farther from the minimum of
the potential r the point in consideration is, since there exist orbit(s) other than
the short-time orbit for a sufficiently large time.
III.H.1 Isotropic linear potential in 3D
Consider as a starting example an isotropic linear potential in 3D
V (r) = f r. (249)
It is not difficult to see that the classical action along the short-time orbit for
this potential assumes the same form as that for the symmetric linear potential
in 1D that we have considered, i.e.
W (r, r;T ) = − f
2
24m
T 3 − frT. (250)
The van Vleck-Gutzwiller propagator for the short-time orbit is then approxi-
mated by














where the amplitude is replaced by its asymptotic expression for short time (see
































The density according to (107) is given by




Re (Iλ (r)) , (253)
which we can interpret for isotropic potentials as the particle density of fully
filled shells up to a certain maximal principal quantum number (or equivalently
a Fermi energy). This density depends only on the radial variable. With the



































This gives rise to











































We can evaluate this with the help of Eq. (169) by deriving f (z) w.r.t z. We
have













































= 2pi3/2F1 (z) + const. (259)
It turns out the constant of integration will give rise to a divergent term,
which is introduced by our method of extracting the leading contribution to
the particle density from the short-time orbit. We must ignore this constant
of integration to get a finite particle density. The reader will see the justifica-
tion for this is the agreement of the asymptotic expression of the final result
for the particle density with the TF density. With Eq. (259), Eq. (256) becomes
















The density is then given by






































Ai (z) Ai′ (z)− zAi′2 (z)
]
(262)
(see App. A). By virtue of Eq. (A14), App. A, the asymptotic form of this





where the classical momentum at the Fermi energy pF (r) is given by
pF (r) =
√
2m (µ− V (r)). (264)
Since F2 does not oscillate as much as the other functions in the same family
with lower indices (see [4]), the density given by Eq. (261) corrects the TF
density mainly in the forbidden region.
III.H.2 General isotropic potentials
We modify the Airy uniform approximation introduced in the treatment of
the 1D case to derive the particle density from the short-time orbit for isotropic
potentials in 3D. The main difference of the 3D case from the 1D case is the
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use of Eq. (259) instead of Eq. (169), which hence gives rise to the function
F2 instead of F1 in the final result. We shall skip the intermediate steps, which
are similar to those for the 1D case presented in Sec. III.G (see App. E for the









F2 (−zF (r)) , (265)
where we define the function zF (r) in the same way as in the 1D case, regarding
V (r) as a 1D potential for positive r. If V (r) has two turning points, we also
connect the function zF (r) at the mid-phase point.
With the help of the asymptotic expression of F2 (−z) for large z as given by
Eq. (A14), we find that the asymptotic expression of the density (265) is again
the TF density in 3D.
We compare the particle density (265) with the TF density and the exact
result for 286 spin-polarized particles occupying up to shell (n = 10) of a 3D
harmonic oscillator potential in Figs. 29 and 30. We again make graphs of both
density and radial density (4pir2 times density) versus r. We do the same for
385 particles (n = 10) in a 3D Coulomb potential in Figs. 31 and 32.
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Figure 29: Density for 286 spin-polarized particles occupying up to shell n = 10
of a 3D harmonic oscillator potential, V (r) = r2/2, in natural units: black solid
line, exact result; blue dashed line, TF density; red solid lines, semiclassical
density (265).
Figure 30: Same as in Fig. 29 but for radial density.
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Figure 31: Density for 286 spin-polarized particles occupying up to shell n = 10
of a 3D Coulomb potential, V (r) = −1/r, in natural units: black solid line,
exact result; blue dashed line, TF density; red solid lines, semiclassical density
(265).
Figure 32: Same as in Fig. 31 but for radial density.
The computational cost for the semiclassical particle density (265) is not as high
as that for the density derived by adapting Ribeiro et al.’s result for isotropic
112
potentials in higher dimensions. Yet, the new particle density corrects the TF
density in the forbidden region. We see in Figs. 29 and 31 for density that it
approaches the exact result quite accurately in the forbidden region. Neverthe-
less, the performance of the density (265) is not significantly superior to that
of the TF density in the allowed region as the function F2 does not oscillate as
much as F1, F0, F−1, etc (see [4]).
III.I Airy uniform approximation for 2D isotropic potentials
III.I.1 Isotropic linear potential in 2D
Consider an isotropic linear potential in 2D
V (s) = fs. (266)
As before, we approximate the propagator for short time T by the van Vleck-
Gutzwiller propagator for the short-time orbit with the asymptotic expression
for the amplitude











The particle density of fully filled shells up to a Fermi energy µ is then given by




dλRe (Iλ (s)) , (268)
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which in fact is the integral representation of the Airy function Ai (x) (see [20]).














= pi [Ai′ (x) Gi (x)− Ai (x) Gi′ (x)] + const, (273)
where Gi (x) is the Scorer function (see id.). We can again ignore the constant
of integration as far as the leading term to the particle density is concerned.
This is later justified by the match of the asymptotic form of the final density































which is equivalent, by virtue of Eq. (273), to
Re (Iλ (s)) =
mpi
2~
[Ai (−z) Gi′ (−z)− Ai′ (−z) Gi (−z)] , (276)









With the integration variable changed to z, the density (268) becomes







dz [Ai (−z) Gi′ (−z)− Ai′ (−z) Gi (−z)] . (278)


























III.I.2 General isotropic potentials
As for a general isotropic potential in 2D, the leading contribution to the















where the classical momentum pF (s) is given by
pF (s) =
√







2m (µ− V (s′)) ds′
]2/3
(283)
with the usual phase convention. For the derivation, the reader can refer to
App. E. Notice the change in the prefactor of the reduced action (due to the
difference of the coefficient of t3 in the argument of the sine function in Eq.
(273) compared to that for the cosine function in Eq. (169)). We also connect
the density at the mid-phase point if V (s) has two turning points, e.g. Morse
potential in 2D.
In Figs. 33 and 34, we compare the semiclassical density (281) with the TF
density and the exact result for 66 spin-polarized particles occupying up to shell
n = 10 of a 2D harmonic oscillator potential. We graph both density and radial
density versus s.
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Figure 33: Density for 66 spin-polarized particles occupying up to shell n = 10
of a 2D harmonic oscillator potential, V (s) = s2/2, in natural units: black solid
line, exact result; blue dashed line, TF density; red solid lines, semiclassical
density (281).
Figure 34: Same as in Fig. 33 but for radial density.
We observe that the density (281) corrects the TF density mainly in the classi-
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cally forbidden region. In the classically allowed region, especially in the vicin-
ity of the turning point, the semiclassical density shows some oscillation which
agrees with the oscillation of the exact density, as can be seen notably in Fig.
34. Still, the semiclassical density cannot account for the oscillation near s = 0
of the exact density, as can be seen in 33. This is where, as we have discussed
earlier, we have orbits other than the short-time orbit for sufficiently large time.
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IV CONCLUSIONS AND FUTURE WORKS
IV.A Conclusions
Motivated by the remarkable result by Ribeiro et al. [10] for the particle
density of fermions in 1D potentials with two turning points, we set out to
find a consistent method of improving the TF density in higher dimensions,
especially for anisotropic potentials. Such a method, we would expect, may
significantly reduce the computational cost involved in the application of DFT
or other semiclassical theories. It may even shed light on the developing of these
other methods. A reasonable starting point would be Ribeiro et al.’s result.
However, the key issue with these authors’ method that limited its power of
generalization was the requirement for the approximate wave function to be
connected at a certain mid-phase point, which was not inherent in the problem,
and we did not see an obvious and consistent way of doing this for anisotropic
potentials in higher dimensions. The propagator method that we proposed was
mainly to circumvent this connection issue.
In the first two sections, we adapted the 1D semiclassical particle density
(20) by Ribeiro et al. [10] for finding the semiclassical particle density of non-
interacting fermions in 2D and 3D isotropic potentials in terms of the radial
particle density (Eqs. (52), (85), and (101)) for each angular quantum number
or magnetic quantum number. The problem for isotropic potentials is essentially
the 1D problem in disguise, just with more quantum numbers. In this thesis,
we used only the equivalent of the leading term of Ribeiro et al.’s density for
the radial particle density, but if we used the full expression, we would get an
extremely accurate approximate for the radial particle density and hence the
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density itself. Still, Ribeiro et al.’s method stayed quiet on the problem of
anisotropic potentials in higher dimensions.
We moved on to discuss another method of getting the semiclassical par-
ticle density of non-interacting fermions via quantum propagator. Since an
approximate propagator yielded an approximate density, we considered first the
approximation for the time evolution operator by the Suzuki-Trotter decompo-
sition, which gave rise to an approximation for the propagator. We observed
that the TF density was not enough accurate at the quantum-classical tran-
sition, where the potential was locally a constant force potential, so we were
looking for some decompositions that gave us the exact propagator for the 1D
constant force potential in the hope that this signaled the corresponding par-
ticle densities’ reliability. The error in the Suzuki-Trotter decomposition could
be reduced by increasing its number of components. We tried out two three-
component and one five-component decompositions, two of which gave the exact
propagator for the 1D constant force potential and gave rise to densities that
were quite accurate in the neighborhood of the turning points. These densities,
however, were not as accurate around the minimum of the potential. They also
oscillated around the zero level rather than decayed exponentially in the clas-
sically forbidden region. More works are still to be done, but so far, it seems
that the newly derived particle densities require no connection and apply even
to anisotropic potentials.
We also used the van Vleck-Gutzwiller propagator, essentially an approxima-
tion of Feynman’s path integral by the classical orbits’ contribution. We then
restricted this semiclassical propagator to the short-time orbit, from which the
leading contribution to the particle density was obtained. We found that this
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agreed with the leading term in Ribeiro et al.’s density in 1D. Applied to 2D and
3D isotropic potentials, this method yielded some improvements that corrected
the TF density mainly in the forbidden region. We are less inclined to investi-
gate the problem along this line for general isotropic potentials in any dimension
as well as anisotropic potentials in higher dimensions since the classical orbits
depend on the dynamics of each individual problem.
IV.B Future works
For a future follow-up, since the propagator method with the Suzuki-Trotter
decomposition shows more promise, we can keep investigating all the possible
ways of carrying out this decomposition for better semiclassical particle density.
For example, one can first look for the simplest decomposition that gives us the
correct propagator for the 1D harmonic oscillator potential. The van Vleck-
Gutzwiller propagator is exact for this potential, so we expect a comparable
quality from the semiclassical density derived from such a decomposition, if we
find one. A problem to be fixed would be the oscillation of the density around
zero. As the investigation unfolds, one may find other ways of approximating the
time evolution operator for small times. After enough testing of the waters, and
suppose we have obtained an accurate approximation to the particle density,
we may find a way of extracting from this a closed-form approximation, in
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A PROPERTIES OF SOME SPECIAL FUNCTIONS: FM , AIRY,
SCORER, AND BESSEL
See [4, 20, 34] for further details.
A.1 Expressions of Fm for some definite values of m
F−2 (z) = 2
[
zAi (z)2 + Ai′ (z)2
]
(A1)
F−1 (z) = −2Ai (z) Ai′ (z) , (A2)
F0 (z) = Ai (z)
2 , (A3)





z2 Ai (z)2 − 1
2










Fm (−z) = 1
4
Fm−3 (−z) + zFm−1 (−z) , (A6)
∂
∂z
Fm (−z) = Fm−1 (−z) . (A7)
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Fm (−z) = 1
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(A6) gives for m = 1:
1
2
F1 (−z) = 1
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(ν − µ) + 1
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2, for D = 1
pi, for D = 2
4pi
3
, for D = 3.
(A16)
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B POISSON SUMMATION FORMULA
We have the Poisson identity (see for example, [23]):
∞∑
k=−∞
δ (x− k) =
∞∑
j=−∞
exp (i2pijx) . (B1)
After shifting x by 1
2











exp (i2pijx) exp (−ijpi) . (B2)
Suppose we have a sum
N−1∑
k=0









δ (ν − k) , (B3)
where f (ν) is a continuous extension of fν . Note that the sum of the Dirac delta
functions on the right-hand side restricts ν to take integer values. Applying the













dνf (ν) + · · · ,
(B4)
with the correction terms corresponding to j 6= 0.
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C AIRY UNIFORM APPROXIMATION TO THE 1D TIME-
INDEPENDENT SCHRO¨DINGER EQUATION
The argument in this appendix is by no means new. The reader can refer
to [20] for more detail. We start with the 1D time-independent Schro¨dinger






u (r) = 0, (C1)
where the classical momentum p (r) is given by
p2 (r) = 2m (E − V (r)) , (C2)
with m, E, and V (r) being the reduced mass of the particle, the energy eigen-
value, and the (effective) potential energy, respectively. With the change of
variables r → z and u→ ρ according to
z = z (r) ,
u (r) = ρ (z)φ (z) ,
(C3)


























ρ = 0, (C4)
where the primes on ρ and φ should always be understood as derivatives w.r.t.
z, while those over z, w.r.t r. There should be no ambiguity.
We demand that the term associated with ρ′ vanishes so that Eq. (C4) is
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⇒ φ = (z′)−1/2 .
(C5)










ρ = 0, (C6)
where










If ρ is a solution to Eq. (C6) for a suitable choice of z (r), we find that
u (r) = (z′)−1/2 ρ (z) . (C8)
We can approximately solve Eq. (C6) by ignoring the term containing {z, r}
on the ground that it is small compared to p
2(r)
~2 in the semiclassical limit, where




ρ ' 0. (C9)
The next step consists in choosing the form of the quantity p
2(r)
~2z′2(r) as a function
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of z such that we know the exact solution of Eq. (C9). The WKB method can




The final wave function will be in the form
u (r) ' 1√
p (r)
exp (...) , (C11)
characteristic of the WKB wave function. The Airy uniform approximation on




which transforms Eq. (C9) into the Airy equation (up to a spatial inversion),
i.e.
ρ′′ = −zρ, (C13)
whose solution is
ρ (z) = Ai (−z) . (C14)
We can solve Eq. (C12) for z (r). Suppose the potential V (r) has two turning
points r1 and r2 (where E = V (r)) and we are first interested in the region close








2/3 , for r > r1,






2/3 , for r < r1.
(C15)
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Ai (−z (r)) . (C16)








2/3 , for r < r2,






2/3 , for r > r2.
(C17)
The wave function u (r) near the right turning point now assumes the same form
as Eq. (C16), by reason of which we can connect the piecewise continuous wave
function at a mid-phase point rm, defined according to
rm∫
r1
p (r′) dr′ =
r2∫
rm
p (r′) dr′. (C18)
This connection was suggested by Miller [12]. We eventually find the normalized





z1/4n (r) Ai (−zn (r)) , (C19)
where ωn is the angular frequency of the classical oscillation between the two










, n = 0, 1, 2, 3, .... (C20)
In passing, we deduce by differentiating both sides of Eq. (C20) w.r.t n (now
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(En − V (r′))︸ ︷︷ ︸
Tn/2
= pi~. (C21)
The integrand in Eq. (C20) vanishes at the turning points, so there is no
contribution to the derivative through the dependence on energy of the turning
points. We identify the integral in Eq. (C21) with half the period of the









D REDERIVATION OF THE LEADING TERM OF RIBEIRO ET
AL.’S DENSITY
In Sec. I.C, we saw that we could approximate the particle density by the sum
of the Langer wave functions squared. We then applied the Poisson summation
formula (B4) to this sum to transformed it into a sum of integrals, i.e. Eq. (19).
The leading contribution to the particle density corresponds to the term k = 0
in the Poisson sum. This amounts to replacing the original sum of the Langer
wave functions squared with an integral. The terms k 6= 0 in the Poisson sum
serve as osillatory corrections. Let the term k = 0 be








Ai2 [−zλ (x)] , (D1)
where the various quantities appearing are defined accordingly for the Langer
wave function (8). Here the index λ is treated as continuous variable.
As suggested by the authors, we first change the integration variable from λ
to pλ (x). In what follows x is treated as a parameter, so we can forget about
it for the moment and agree that pλ (x), Eλ, and zλ (x) depend on the same
variable λ, by the means of which we can always write any one of p, E, and z
as a function of another. For example, pλ(x) by right is a function of x with
a parameter dependence λ, but since we treat x as a parameter, we can easily
write pλ (x) = p (z). Given
pλ (x) =
√


















The integral (D1) now becomes

















2 [−zλ (x)] .
(D4)





as defined in [10]. We noticed in Sec. III.E.2 that for the 1D symmetric linear
potential, f (z) does not depend on energy. We expect that this function varies
slowly as a function of energy (see [24]), and therefore we can ignore the terms
























As a result, Eq. (D4) becomes

















dz f ′ (z) zAi2 (−z) + ~−1
zN−1/2∫
z−1/2
dz f (z) Ai2 (−z) .
(D7)
The first term is small compared to the second, so we have
n0 (x) ' ~−1
zN−1/2∫
z−1/2
dz f (z) Ai2 (−z) . (D8)
We notice that
Ai2 (−z) = F0 (−z) = d
dz
F1 (−z) , (D9)
see App. A. An integration by parts now yields












dz f ′ (z)F1 (−z) .
(D10)
In the above equation, the residual integral is small compared to the boundary
term at z = zN−1/2, which is also greater than the boundary term at z = z−1/2.






F1 (−zF (x)) , (D11)
cf. Eq. (23).
The derivation of the correction in Ribeiro et al.’s density turns out to be
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more complicated. The reader can refer to [24] for further detail.
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E AIRY UNIFORM APPROXIMATION FOR 2D AND 3D
ISOTROPIC POTENTIALS
E.1 3D
Given a general 3D isotropic potential V (r), the short-time orbit contribution
to the van Vleck-Gutzwiller propagator is given by








W (r, r;T )
)
, (E1)
where W (r, r;T ) is the classical action along the orbit in question, and the
amplitude is approximated by its asymptotic expression when T → 0. The
particle density is then approximated by (see Eq. (107))












































where µ is the Fermi energy. Making the same change of variable as in the 1D
case, we put





− uz = ξ (u) . (E3)
We then expand T to the first order in u, i.e.
T ' z ~
λ− V (r) u. (E4)
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We choose z to have the same sign as λ − V (r). By comparing the stationary














2m (µ− V (r′)), and the integral is from the nearest turning
point with the usual phase convention.
With this change of variable, Eq. (E2) becomes
























which is equivalent to










2pi3/2 F1 (−z) (E7)
by virtue of Eq. (259). We simplify the above equation as







F1 (−z) . (E8)
Changing the integration variable to pλ (r) gives

















In the 1D case, we observe that the ratio of p and z1/2 is independent of λ for
linear potential, and we expect it to vary slowly as a function of λ for smooth
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potentials. For the 3D isotropic linear potential, p
3
z3/2
is also independent of λ.


















After ignoring the term with f ′ which is small due to the slowly varying nature
of f as a function of λ, we have
n (r) ' 1
4pi~3
∫
zF (r)dz f F1 (−z) . (E12)
Integration by parts with the help of the recurrence relation for Fm in App. A
gives






F2 (−zF (r)) , (E13)
where the various quantities are evaluated at the Fermi energy energy µ.
E.2 2D
For a general 2D isotropic potential, we have the approximate contribution













where W (s, s;T ) is the classical action along the short-time orbit. The particle
density for a Fermi energy µ is approximated by








































− uz = ξ (u) . (E16)
We then expand T to the first order in u, i.e.
T =
z ~
λ− V (s) . (E17)















2m (µ− V (s′)), (E19)
and the integral is also from the nearest turning point with the usual phase
convention. With this change of variable, Eq. (E15) becomes


















Thanks to Eq. (273), this becomes




dλ [Ai (−z) Gi′ (−z)− Ai′ (−z) Gi (−z)] . (E21)






n (s) ' 1
4~2
zF(s)∫
dz f [Ai (−z) Gi′ (−z)− Ai′ (−z) Gi (−z)] . (E23)
Integrating by parts finally gives us














F ENERGY EIGENVALUES OF THE 3D HARMONIC OSCIL-
LATOR AND COULOMB POTENTIALS BY THE WKB QUAN-
TIZATION RULE
As has been discussed in II.B, Langer [11] noticed that the correct JWKB
quantization for a three-dimensional isotropic potential should be obtained by
replacing the centrifugal term ~
2l(l+1)
2mr2








√√√√2m{E − V (r)− ~2 (l + 1/2)2
2mr2
}
= pi~ (nr + 1/2) , (F1)
where the integral is taken between the two turning points r1 and r2, i.e. the two
zeros of the term under the square root sign, and nr is the radial quantum num-
ber. Here, we derive from (F1) the energy eigenvalues for the three-dimensional
harmonic oscillator and Coulomb potential problems.




1 +  sin (α)
=
2pi√
1− 2 , for || < 1. (F2)
Let u (α) = tan (α/2). In the range (−pi, pi), u (α) is a monotonic function.





































(u+ )2 + (1− 2)
(F5)
By a change of variable t = u+√






















Hence, (F2) is proven.
F.1 3D isotropic harmonic oscillator
With the potential V (r) = 1
2



























(r22 − r2) (r2 − r21).
(F7)
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The last step follows from the fact that r1 and r2 are the two zeros of the














cos (α) dα, (F9)
and
√























































































1 +  sinα
. (F13)
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By changing the variable α → −pi − α for the first integral and α → pi − α for







































1 +  sinα
+
1− 2 sin2 (α)



































Now, r21 and r
2
2 are solutions to





(mE)2 − (mω)2 ~2 (l + 1/2)2]
(mω)2
. (F16)
Note that for the harmonic oscillator potential, the energy eigenvalues are pos-







r22 − r21 =
2
√[












(mE)2 − (mω)2 ~2 (l + 1/2)2]
mE
⇒ 2 = (mE)
2 − (mω)2 ~2 (l + 1/2)2
(mE)2
⇒ 1− 2 = (mω)

















































[E − ~ω (l + 1/2)] .
(F20)
The JWKB quantization rule now reads
pi
2ω
[E − ~ω (l + 1/2)] = pi~ (nr + 1/2) . (F21)
Whence, we obtain the correct energy eigenvalues for the three-dimensional
harmonic oscillator problem
En = ~ω (n+ 3/2) , (F22)
where
n = 2nr + l. (F23)
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F.2 3D Coulomb potential
The Coulomb potential is given by




where Z is the number of elementary positive charges at the center of the po-
tential field, and e is the elementary charge with suitable unit.














(r − r1) (r2 − r),
(F25)
where E < 0 as the potential is unbounded below. We proceed as in the































(r2 − r1) cosα




















With the result for the integral over α (F14) in the previous subsection, the































r2 − r1 =
√
(Ze2/E)2 + 2~2 (l + 1/2)2 /mE.
(F33)
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We obtain the value of  as defined in (F29)
 =
√












With (F30), (F33), and (F34), the JWKB quantization equation for the












~ (l + 1/2)
Ze2
)




− pi~ (l + 1/2) = pi~ (nr + 1/2) ,√−m
2E
=















is the Rydberg constant.
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G PROPAGATOR AND WAVE FUNCTION FOR THE 1D CON-
STANT FORCE POTENTIAL BY THE SUZUKI TROTTER DE-
COMPOSITION
The exact point-to-another-point propagator for a particle of mass m in the
1D constant force potential
V (R) = −FR (G1)
is given by (see [35])













































in 1D, where α+β = 1. We approximate the point-to-another-point propagator
for the potential in consideration by
































































where as usual, we insert the completeness relations for the momentum and
152
position eigenstates, and invoke the plane wave exact expression. We first inte-
grate over x′, obtaining the Dirac delta function, i.e.
























This Dirac delta function in turn gives rise to














































Completing the square for the variable p′′ and doing the resulting Gaussian
integral, we obtain

















With the symmetric choice of α = 1/2 as in the decomposition (114), we observe
that we recover the first order term in T in the exponent of the exact propagator





















Of course, this is for the point-to-another-point propagator. For the point-to-
same-point propagator K (x, x;T ), the choice (G8) gives us the exact result.
One can prove in a similar way that the decomposition with five alternate










































gives the exact point-to-another-point propagator. The derivation is greatly
simplified as we integrate over the position variables first to take advantage of
the emerging Dirac delta functions. We can also prove that this decomposition
gives the exact squared wave function for the 1D constant force potential, i.e.












(for the derivation, see [15]). Given the completeness relation for the energy
eigenstates, we can write the square of the wave function of energy eigenvalue
E as
|ψE (x)|2 = 〈x| δ (E −H) |x〉 . (G11)
If we use the decomposition (G9), Eq. (G11), and proceed as we normally do
by inserting the completeness relations and then invoking the plan wave exact
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expression, we obtain an approximation for the wave function squared, i.e.
|ψE (x)|2 '
∫






(x− y) p′ + i
~
(y − z) p′′ + i
~

























x (p′ − p′′′)− i
~






























(p′ − p′′)− i
~






Before proceeding, we observe that
p′2 + 4p′′2 + p′′′2 = (p′ − 2p′′ + p′′′)2 + 4p′′ (p′ + p′′′)− 2p′p′′′. (G15)


















(p′′ − p′′′)− i
~



















(p′′ − p′′′)− i
~
































Thanks to the integral representation of the Airy function (A15), we can inte-






















Finally, the integral over p′′ gives us the exact wave function squared for the
1D constant force potential thanks to the integral representation of the Airy


















(cf. Eq. (G10)). The prefactor is also correct as it ensures that the wave function
is normalized to δ(E − E ′), with E and E ′ being two energy eigenvalues.
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In the same section, we had also explicitly derived the expression of the above
approximate density in 1D. This appendix will supplement the proofs for 2D
and 3D. The proofs for the decomposition (140) is similar.
H.1 2D






























Notice that we chose the direction of s as reference for ϑ. The integral over ϑ























We then use polar coordinates for p and q (the first quarter of the 2D Euclidean
space), i.e.
p = Q cosα





















P (r + s)2 −Q2) .
(H6)
The integral over α has the form
pi/2∫
0





dt t J0 (t) =
1
u
J1 (u) . (H7)





































































P (r + s) =
√
2m (µ− V (r + s))+. (H10)
H.2 3D






































































































Consider now the integral over t, which is of the form
1∫
0
dt t sin (ut)
(






1− t2)3/2 . (H17)
It follows, by virtue of Eqs. (A15) and (A13), that
1∫
0
dt t sin (ut)
(
















































P (r + r′) =
√
2m (µ− V (r + r′))+. (H20)
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I 1D SEMICLASSICAL DENSITY FROM THE FIVE-
COMPONENT SUZUKI-TROTTER DECOMPOSITION











(x− y) p′ + i
~
(y − z) p′′ + i
~





′2 + 4p′′2 + p′′′2
12m





This is similar to Eq. (G12) in App. G except we replace the delta function with
the Heaviside step function and consider instead a general potential in 1D. We
trust the reader is already quite familiar with the technique underlying the pas-
sage from a Suzuki-Trotter decomposition to the corresponding approximation



































































































































































































where u is given by
u2 = (x− y)2 + (y − z)
2
4
+ (z − x)2 . (I12)

















6P (y + x; z + x) cos
(
u
√
6P (y+x;z+x)
~
)
u2 ~
 ,
(I13)
where
u2 =
(
y2 + z2
)
+
(y − z)2
4
. (I14)
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