Abstract. Several hypotheses concerning implementations of associative memory in the brain rely on analyses of the capabilities of simple network models. However, the low connectivity of cerebral networks imposes constraints which sometimes do not arise clearly from such analyses. We investigate an aspect of a simple, dilute network's operation that is sometimes overlooked, namely the setting of activation thresholds. An examination of several criteria for optimal threshold assignment a ords several new insights. It becomes apparent that the network's capacity (which is simply derived) is insu cient to characterize the quality of its performance. We derive the degree of \sparsi cation" or decrease in ring probability that arises from dilution, and also the consequent losses in representational ability, and propose that they should also be taken into account. To evaluate the model's performance and suitability, we argue that one should explicitly consider the trade-o that exists between storage of patterns and preservation of information, and its consequent constraints.
Introduction
This paper is concerned with the viability of an attractor neural network, which provides autoassociative pattern storage and retrieval, as a model for hippocampal function in memory. Many e orts have been made in recent years to formulate models which would allow one to relate the structure of di erent regions of the brain to their posited cognitive function. Such models should have implications for both structure and operation of the region concerned, and these should in principle be testable experimentally, by comparison with real neurophysiological and anatomical data. With the underlying assumption that cerebral memories can be implementations of attractor dynamics (Amit 1995 , Seung 1996 , several authors have constructed theories of memory in di erent regions of the brain based on neural networks with Hebbian learning (Hebb 1949) . These theories tend to rely on analyses of the relatively simple model networks and of their capabilities. The hope is then that relationships between network parameters (derived from brain anatomy) and measures of performance (such as storage capacity) should allow the hypotheses to be falsi able. A pioneering e ort in this direction was undertaken by Marr (Marr 1971) : he proposed a theory embodying the hypothesis that the archicortex is involved in short-and medium-term \simple" memory. This idea has been developed by several later authors (McClelland et al 1995 , Squire and Alvarez 1995 , Gluck and Myers 1997 , Rolls and Treves 1998 In particular, here we shall be concerned with the idea that the CA3 area of hippocampus implements an autoassociative memory for relatively unstructured information (Treves and Rolls 1994) . Anatomically, this hippocampal sub eld is a network of neurons with relatively strong lateral connectivity: each neuron within it is connected to around 4% of all the others according to anatomical evidence (Amaral et al 1990 , Amaral 1993 , which is a relatively high value in comparative terms. Within the theories that postulate a function for the hippocampus related to episodic memory, CA3 has been a natural candidate for a stage of associative memory storage and retrieval. The reasons are its clear recurrent neuronal network structure, its intermediate position in the hippocampal pathway (it receives information from convergent inputs and feeds to divergent outputs), and also the apparent lack of topography in its inputs. Again, the hypothesis referred to states that CA3 implements autoassociative memory for unstructured patterns. Autoassociative storage involves association of input patterns with outputs which are those input patterns themselves, and the reference to unstructured patterns means that the hippocampus would be unable to predict any detailed statistical structure contained in the patterns it learns (this appears to be a highly plausible hypothesis which, in addition, enables modellers to use highly simpli ed patterns as inputs to the network, on the basis that no further information as to their structure would be known). In this paper we will work under the assumption that storage is autoassociative. However, most of the analytical results derived can be translated with relative ease to the heteroassociative case. Consequently, neither the ndings reported here nor the hypothesis that CA3 underlies episodic memory should depend on the assumption of autoassociative learning.
Hypotheses for hippocampal function based on network models have used estimates of these models' memory capabilities as circumstantial support. Treves and Rolls (1991) showed that the results obtained for simple Hop eld-like networks (Hop eld 1982) with binary (\active" or \inactive") cells applied, in order of magnitude, to networks with continuous activity distributions. (These distributions are de ned in terms of neuronal ring rate and so imply rate coding.) Their conclusion was that storage capacity (i.e. the number of patterns that the networks could hold) was su ciently high for an autoassociative episodic memory (Treves and Rolls 1994 ). This conclusion was reached for realistic values of the relevant anatomical parameters (Amaral et al 1990 , Amaral 1993 : number of neurons N 300 000, and average number of neurons to which each cell is connected cN 12000. It also involved measurements of a quantity a < p > 2 = < p 2 >, where p is the probability for neurons to re: this quantity is known as the sparsity of the neuronal ring code, and has been estimated (Cahusac et al 1989 , Rolls et al 1989 to be a 0:02 ? 0:04. For binary neurons, to which the present paper is restricted, the sparsity is equal to the ring rate. (This also applies, by the way, to Poisson neurons.) From a formal point of view, this result corresponded to analysis of a neural network with \dilute" or limited connectivity c, and with sparse ring rate f. (The change in notation for the ring rate is due to the fact that a refers to patterns that are actually stored and can be retrieved |attractors|, whereas f refers to the original patterns that underwent storage but whose corresponding attractors may have been altered.) These characteristics are biologically reasonable as compared to the original Hop eld network's, which assumed full connectivity and equal probability of neurons being active or inactive. They have been considered, in varying combinations, by several authors (Willshaw et al 1989 , Tsodyks and Feigel'man 1988 , Buhmann et al 1989 , 1989 , Nadal and Toulouse 1990 . The general result is that a low, or sparse, ring rate f is bene cial for storage capacity, and that this measure of performance decreases linearly with c. Conclusions as to storage are usually reached by asking for the stored patterns to be substantially retrieved: in statistical mechanics parlance, there should be a \condensed" or \pure" steady state su ciently close to each. Empirically, condensed states have high but not complete similarity to the pattern that one wishes to store. (For instance, the Hop eld network's attractors, which are the patterns that can actually be retrieved, have 97% similarity to original patterns.)
In spite of dilution having been carefully studied in some of the papers mentioned, there are some aspects of it which perhaps have not been brought to light clearly enough, particularly as regards the connection to real hypotheses on memory. Consider the e ect of dilution on the activation probabilities of neurons coding for a given stored stimulus. If one assumes that patterns are useless if not stored intact or almost intact, the probability that storage will actually occur becomes negligibly small (see Appendix A). If one imposes storage with a nal activation rate a equal to the original rate f (which, as we shall see, can be done by modifying the thresholds for activation), then the stored patterns will be dominated by spurious ring. If one requires no spurious ring, there will be a serious loss of information regarding the patterns that one wishes to store. These points can be made more quantitative in the following way: for an attractor model similar to the Hop eld model, an overlap of about 0:95 ? 0:97 is a reasonable number with highly distributed patterns, i.e. those with a ring rate f 0:5, or in other words similar probabilities for ring and not ring. When the ring rate is down to f 0:02 ? 0:04, though, this overlap may imply serious problems in the maintenance of information.
The approach followed in this paper will thus be to introduce measures of information capacity based on the information content that the stored patterns actually conserve about the original ones. What is the degree of \sparsi cation", or decrease in ring rate, induced by a diluted connectivity? What is the consequent loss in ability to represent information? Does this loss represent a meaningful constraint for the network's performance as a memory? Does it represent a meaningful criterion in evaluating hypotheses of memory based on neural networks, such as the one mentioned for CA3?
We have mentioned threshold regulation as a mechanism for controlling the ring rate, and in fact threshold settings will be used as the main tool in determining the network's operation. This in some ways runs contrary to some criteria that are used in network modelling. Often, the sparsity or ring probability of patterns produced during retrieval is controlled arti cially through threshold manipulation, which is considered to be a trivial procedure as far as information processing goes. As we shall see, this means that one loses control over retrieval quality, in particular because the network compensates for inactivation of the \active" neurons by provoking spurious ring in other neurons. The ability to discriminate between neurons that should and should not be ring is, however, rather valuable; and a detailed study of threshold variation is particularly useful in this regard.
This approach will also be seen to be simpler, and to provide a more transparent account in some ways, than the usual statistical mechanical derivations. It also makes it possible to recover the network's capacity at the same time as one derives the sparsi ed ring rate. In addition, we shall show that one can, in principle, reconstruct the original ring rate f from knowledge of the network's parameters and of the sparsi ed ring rate a, and argue that this possibility may enable some new experimental veri cations of these neural network models of memory. 2. The model 2.1. De nitions and activation probabilities As mentioned above, this study of sparsi cation uses the network model explicitly introduced by Tsodyks and Feigel'man (1988) and Buhmann et al (1989) , in a diluted version (Tsodyks 1989) . The model has also been studied by Nadal and Toulouse (1990) and others. A comprehensive review of fully connected models with sparse coding can be found in (Okada 1996) .] It consists of the following elements:
A network of N binary-valued (0; 1) \neurons";
A set of P patterns to be stored, with neuronal states for each pattern 2 (1; P) denoted by f j g j=1:::N : for each pattern and neuron, the probability that j = 1 is equal to f;
A synaptic matrix fJ ij g determined by a Hebbian learning rule:
An activation threshold, T. With these de nitions, the activation probability for a neuron in an attractor pattern (i.e. a pattern really stored in the network, as opposed to one of the original patterns de ned above) is
where s i denotes the state of neuron i in the attractor corresponding to pattern , h i is the local eld or dendritic sum, and c ij is a binary variable that denotes whether the connection between neurons i and j actually exists. This is true with uniform probability c over the network, which is biologically reasonable for CA3 (although connectivity is not completely uniform, there is a reasonable probability of any two cells connecting: the assumption amounts to a mean eld ansatz). We will call the quantity c the connectivity of the network.
There is a condition to be met by the threshold T: it must be composed by two terms, one of which is necessary to ensure stable retrieval and will be termed the inhibitory term, the other of which is at this point undetermined. The inhibitory term fP N X j j X j j
must compensate for the positive average (over the patterns' ring distributions) of J ij . It is sometimes included in the overall dendritic sum over J ij (so that hJ ij i = 0)
instead of as part of the threshold. The approach chosen here simpli es things considerably for our purposes and does not make a di erence to the nal results. From a biological point of view, this inhibitory term may be ascribed to the action of inhibitory neurons, each of which would be receiving input from a large subset of the network's (excitatory) neurons, and would compute some average activity of the network. The additional threshold term (which we shall denote by ) would correspond to some (as yet undetermined) kind of single-neuron regulation. One can imagine it taking positive or negative values, with this last case perhaps involving weak input from other networks of excitatory neurons, and corresponding to the spontaneous baseline ring which is found experimentally. To begin with, let = 0; later we will note the consequences of modifying it, taking it as a control parameter. Let us consider the activation probability, equation 2. It is not intrinsically a stochastic rule (that case shall be treated later, in Appendix C); indeterminacy enters through the network's connectivity and ring variables. We want to compute the ring rate a in an attractor pattern. To do so, we must take into account both neurons which were active in the original pattern ( 1 i = 1, where we set the pattern's index arbitrarily) and neurons which were originally inactive ( 1 i = 0): these may re through spurious or crosstalk activation. We thus evaluate separately the activation probability in either case.
Let us start with 1 i = 1: What must be determined is the probability that a sum of a large number of random, independent identically distributed variables (the sum h over the index j = 1 : : :N) is larger than a given threshold. (The inhibitory threshold 3 also arises as a sum of random variables, but it is an average by construction.) This is just an integral over a Gaussian distribution: 
Now the probability that we are looking for is the probability that the sum of the two Gaussians is larger than T = f 2 P + . Integrating, we see that this is just Prob(s 1 i = 1j 1 i = 1) = 1 2 C C 
It is easy to check that this quantity is normalized correctly. The corresponding activation probability distribution as a function of threshold T, (T) =1 , is obtained by writing
and deriving under the integral, both in this expression and in equation (7), which is equal to it. After some algebra, the result is that
with T S + C , 2
In the case where 1 i = 0, the only term which is liable to activate the i-th neuron is the crosstalk term, which has the same distribution as for 
As follows from the central limit theorem, this in fact is true whatever the individual ring distributions of the cells in the original stored pattern, as long as one can assume their i.i.d. character and that their rst two moments are both equal to f.
It is worthwhile remarking that we now have a = a(f; c; N) as a function of f and c for a given N, and can thus, in principle, reconstruct f. The interest of this is that, experimentally, the quantities that one can measure are the connectivity c and the attractor sparsity a. One could then, in principle, predict the ring rate f of the stimuli that would give rise to the patterns actually stored by an associative memory with a certain connectivity. Then one could estimate to what degree the patterns stored are able to provide a correct representation of the original patterns. We shall later see that it is indeed possible to make some progress in this regard.
First, some qualitative comments about the network's performance and its evaluation are in order. Performance will depend on how separated the dendritic sum distributions are which we have just calculated (some examples appear in gure 1). If the separation between them is large, it is trivial for the network to \ nd" a ring threshold for its neurons that will allow them to become activated in the correct cases. On the other hand, if there is signi cant overlap between the distributions, it becomes vital to assign thresholds in such a way that discrimination is not completely lost. As we shall see, de ning precisely what it means for discrimination not to be lost, is what allows us to set relevant limitations on the network's capabilities.
In this regard, the most important feature of the distributions is that discrimination su ers greatly as connectivity decreases. This fact can be most easily seen visually ( gure 1). Something very similar happens for the Willshaw model (see the exhaustive studies in Willshaw and Buckingham 1990 , Buckingham and Willshaw 1993 , Graham and Willshaw 1995 . The e ect is weaker when the ring rate f is lower.
An alternative mechanism for compensating the loss in discrimination caused by dilute connectivity is to \renormalize", or multiply, the dendritic sums by a chosen factor (Horn et al 1993 (Horn et al , 1998 . By this method the distributions are altered in such a way that the threshold for the fully-connected case remains optimal. Transforming the dendritic sum as a mechanism for better discrimination has also been investigated by Graham and Willshaw (1995, 1996) .
In the present case, we are |as indicated above| focusing on threshold choice, rather than dendritic sum modulation or renormalization, as the mechanism for optimal performance. We are taking the implicit position, then, that this mechanism is also vital as far as understanding the network goes. (Experimentally, the issues of threshold setting and modulation are both known to be important, but ill understood.) In the next section we shall describe the e ects of choosing thresholds in a variety of ways to ensure the best possible performance, under this loss in discrimination due to dilution.
How should performance be measured in the rst place? Up to the present, most studies have considered the activation probabilities and overlaps to be the most relevant measure of whether a pattern is retrieved. Although we will, in the next section, nd these still to be appropriate criteria for threshold selection, we will also introduce an additional quantity that considers how well information about a pattern is conserved upon its storage.
Mutual information
A way to quantify the ability of the stored patterns to represent their blueprints is provided by the mutual information between the sets of attractors and original stimuli. Each attractor should be able to provide a reasonable reconstruction of its original counterpart: since our description of the patterns is probabilistic, we must interpret this statement as pertaining to how well a given attractor pattern can distinguish between original states given the distribution out of which these are constructed. (In other words, how good is the representation that attractors provide of the space of original states?) This is precisely what the mutual information is de ned as measuring. The de nition of this quantity is MI( ; s) X fs; g P(s; ) log 2 P(sj ) P(s) (13) where and s denote the activation random variables for, respectively, the stimulus being stored and the attractor pattern actually stored. In the rest of this paper we will work in the large-N limit in which the mutual information is extensive (Nadal and Toulouse 1990) , and consider the MI per neuron. (Hence the notation MI refers to MI total =N.)] We can characterize the MI as a function of the activation probabilities q 1 Prob(s 1 i = 1j 1 i = 1) and q 0 Prob(s 1 i = 1j 1 i = 0) (thus the probability that a mistake occurs for an \inactive" neuron is just q 0 ). Writing a in terms of q 1 and q 0 , 
This result follows directly from the de nition, but one can also derive it by considering the total number of possible patterns with given numbers of correct and spurious active neurons, and of correct and erroneous inactive neurons (Nadal and Toulouse 1990) . We may prefer to consider the mutual information relative to the entropy of the original stimulus (which is also the information carried by it, or of course the mutual information that it carries about itself). This will provide a better estimate of how well a sparsi ed attractor can represent the full pattern, and is just given by MI rel (c; f; N) = MI(c; f; N)=S(f) = ?MI(c; f; N)= f log 2 f +(1?f) log 2 (1?f)]: (15) 3. Thresholds and network performance We adopted four possible criteria for setting the optimum threshold. They embodied di erent measures of the delity of the stored and retrieved patterns to the original stimuli. It is important to note that criterion selection is a separate issue from the nal quanti cation of the network's performance. One can, for instance, use the mutual information to measure the storage abilities of a memory, without having to assume the memory's ability to compute logarithms. (These computations are necessary for evaluation of the MI: see equation 13.)
The criteria were however not chosen based on biological plausibility, but only based on whether they could provide upper bounds for the network's performance. The justi cation for this is that we were interested in characterizing the most favourable conditions for the network's function as an associative memory: an upper limit for performance. No hypothetical biological implementation of a Hebbian autoassociative network would likely improve on the results achieved by this optimal threshold. From this perspective, if the experimental performance of an \equivalent" biological network were the same or better, that would be a direct signal that the computational nature of the network was not being described by the model, or that some ignored experimental features of the biological network were essential to its operation.
The criteria were as follows:
Criterion 1 Maximize the di erence between q 1 and q 0 , that is, between the probability of correct activation and the probability of incorrect activation. This criterion obviously penalizes erroneous ring at the same time as it favors correct ring (i.e. penalizes incorrect non-activation). It assigns equal weight to both.
Criterion 2 Maximize the di erence between activation probabilities, weighted by the ring rate f:
The idea here is that, when ring is sparse, it is more important to ensure that the necessary cells really do re than to eliminate spurious ring of the other cells.
This corresponds to the intuitive idea that most of the information is carried by the active cells. From this point of view, criterion 1 would tend to underestimate the importance of keeping the correct cells \on". This criterion also amounts to minimizing the total number of \wrong" cells for a given ring rate f. It is thus equivalent to the \maximal similarity", or maximal overlap, threshold criterion proposed by Buckingham and Willshaw in their study of the Willshaw model (1993) . To see this, one can rewrite the expression being maximized in equation (16) 
= fProb(s i = 1j i = 1) + (1 ? f)Prob(s i = 0j i = 0) = fq 1 + (1 ? f)(1 ? q 0 ): Criterion 3 Take the smallest possible threshold that will ensure that the probability of incorrect ring of the inactive neurons stays below a certain level k. The reason for specifying the smallest possible threshold was that it was desirable to keep it below as large as possible an area of the distribution of local elds for active neurons. The idea was that, as long as a hard constraint on spurious ring is satis ed, one would strive for the highest possible probability of correct ring; on the other hand, the alternative criteria amounted to balances between soft constraints with varying weights. This is probably the most arti cial of the four criteria, and its main motivation was to provide comparison.
Criterion 4 Maximize the mutual information between the attractor patterns and the pattern actually stored. The idea here is obvious. The mutual information is naturally weighted in favor of maintaining the correct active cells. This criterion thus seems, a priori, an elegant and naturally motivated one. Its behaviour turned out to be intermediate between the unweighted criterion 1, and criterion 2. The most natural parameterization for the threshold is the following: T = c f 2 (P ? 1) + : (18) It was introduced, for a completely connected network, by Nadal and Toulouse (1990) . Its appropriateness follows from a glance at the averages of the local eld distributions, C (equation (6)) and T : measures the relative position of the threshold. A value = 0 would imply coincidence with the peak of the \inactive" cell distribution, a value = 1 coincidence with the \active" distribution. The mistakes implied by these would be, respectively, a probability 1 2 of ring incorrectly; and a probability 1 2 of remaining quiescent incorrectly. Thus the a priori optimal threshold lies half way between the two peaks, = 0:5. We shall see that, once one adopts as the appropriate threshold parameter, the optimal values of this quantity can be easily obtained as a function of (P; N; c; f).
Numerical solutions
The most straightforward way to compare the behaviours arising from di erent choices of criteria was to solve the activation equations numerically. Results over a wide range of parameters are shown in gures 2, 3. One can see how the system goes from behaving reasonably under all criteria when the connectivity is high, to a radical loss in performance with several criteria as connectivity is diluted. The following are some other relevant observations: Some of the symptoms of performance loss as the network's loading increases include the necessity of driving the optimal value of the threshold far above 0.5 (according to criteria 2 and 3: gure 2, part (a)); and the arti cial increase in ring rate obtained with criteria 1 and 4, which is due to spurious activation of inactive cells (part (b) ). There is a clear approach to a thermodynamic limit for several of the quantities' dependences (which are then functions of P=N). Biologically relevant values of N are already in the range where this limit is appropriate. Its onset is characterized (and also exploited) in the calculations in Appendix B, where it is shown that the relevant control parameter is f 2 N. Because of this behaviour, the data shown in the gures were obtained with N = 100 000, where the limit's validity was explicitly checked (not shown). Clearly, as the two local eld distributions approach each other and eventually overlap, a reasonable threshold must move higher to avoid falling within the area of the lower dendritic sum distribution. Threshold optimisation is then the problem of to what degree one should \bite" into the higher dendritic sum distribution. Criterion number 1 gives the least importance to the lower distribution touching the threshold; criterion 2 gives the most, so that the threshold is driven up even at the cost of missing parts of the higher distribution. Criterion 3, as discussed above, ensures that the threshold stays above a xed fraction of the lower distribution's area. It can thus evolve from being under, and very close to, criterion 1, to being above even criterion 2. Therefore the rst criterion is not useful in the dilute regime, since it produces an excessively high spurious ring probability (see gure 2). As rst implied by Nadal and Toulouse (1990) for the Willshaw model, the fourth criterion (for optimal mutual information) also admits a relatively high spurious ring probability, since the information increases even in the \error-full regime". The ring rates predicted by this criterion thus fall between those from criterion 1, and those from criterion 2. Probability for spurious ring is much smaller than for criterion 1 (which hardly penalizes ring), but somewhat higher than for criterion 2, which is weighted giving great importance to the ring of only correct cells. The key to understanding whether criterion number 4, which seems to be a reasonable choice, fails is in gure 2, part (b). As the loading of a dilute network increases, with values of the connectivity c and of the ring rate f of the same orders of magnitude as experimental ones for mammals, we see that the attractor ring probability a increases. Because this increase is due entirely to spurious ring, criterion 4 does not give optimal performance. Although criterion 3 was introduced merely as an aid to understanding the network's behaviour, it does give reasonable results in many situations. The threshold that arises from it allows for relatively high spurious activation probability by de nition. Consequently, if the threshold reaches large values, it is a signal that the problem of distinguishing between higher and lower distributions is becoming di cult to manage. However, for much of the time this criterion allows an excessive spurious activation probability compared to criterion 2. Thus criterion 2 turns out to be the optimal one. (In other words, it gives the \safest" threshold under \hard" circumstances and the most consistent performance.) The network's performance gets better as the ring probability f decreases, irrespective of threshold criterion. This familiar fact can be seen in gures 3, 4, which show the e ects of varying c and f on the curves for a and MI rel .
Analytical consequences
Several questions of principle arise at this point. Formulating them is considerably easier than answering them: First, which is the point beyond which the network's behaviour really becomes no good? Can one determine a precise bound on capacity, for instance? Second, is the mutual information between a stored pattern and the corresponding pattern which should have been stored, a good indicator of the network's ability to conserve and represent information? A super cial answer to the second question is simple enough: the mutual information is the best quanti cation we have of such abilities. However, the results obtained with its maximization in mind appear to suggest that the corresponding criterion does not produce the most natural performance, at least in the absence of additional requirements. Perhaps we should not attempt to claim that an optimization of information content is really going on, and simply check what the amount of conserved information is in the case where performance appears to be optimized. This seems to be the most reasonable way to evaluate whether the autoassociative model is capable of holding patterns which would actually incorporate a reasonable amount of information about the world. (This point is already suggested by the remarks at the beginning of section 3.)
As to the rst question, one can think of reasonable requirements that should be veri ed. For instance, the probability that neurons with a higher dendritic sum become activated should be adequately high. Using criterion 2 for optimal threshold setting, as justi ed above, this leads directly to an expression for maximum capacity, or loading rate. It is obtained by rst calculating the optimal threshold, and then imposing the requirements on it.
As shown in the steps leading to equation (B13), the optimal threshold according to criterion 2 is 
This result is approximate and holds if f 2 N 1 (see Appendix B). Comparison with the curves corresponding to numerical analysis of the activation equations, which also show a linear dependence on over that range, suggests that the approximation works well for the values we are interested in. (The lower parts of the curves do show the approximation breaking down.) Now the bound on capacity involves requiring reasonably good discrimination between cells that ought to re and cells that ought not to. We can specify, for instance, that cells with the higher dendritic sum \should" re: this amounts to specifying < 1, or that the probability for \active" cells to re be larger than 1 2 (which requirement is drawn as a thick horizontal line in gures 4, 5). The criterion certainly does not intuitively seem to be a very strict one. (It is also possible to assign other minimal values to the probability of ring: for instance, one could require that the threshold remain underneath the \active" dendritic sum distribution to within a speci ed number of standard deviations. The calculation with these choices remains in essence the same.) The outcome of the choice < 1 is that c 2f(1 ? cf 3 ) ln (1 ? f)=f] for f 2 N 1:
(Alternative choices give results which only di er in the factor of 2 present in the denominator. For instance, although the mean-eld statistical mechanical estimates of the capacity have the same functional dependence, according to model speci cation they usually carry a di erent factor.) If f is small, the argument of the logarithm can be simpli ed by Taylor expansion. This makes sense numerically for f < 0:1, which happens to be the experimentally reasonable range of parameters. Then which coincides with the well-known functional dependence of the critical capacity on the connectivity and coding rate for sparse patterns (Willshaw et al 1969 , Tsodyks and Feigel'man 1988 , Tsodyks 1989 , Treves and Rolls 1991 . In gure 4 curves resulting from numerical solution of the activation equations are compared to the expression shown above (19) |denoted by \approximation 1"|, and to the simpli ed approximation used in obtaining the critical capacity, equation (21) |\approximation 2"|. Con rmation of the comments above is very clear from this plot.
There are two other obvious requirements for reasonable performance. One, the mutual information between each pattern and its original should be a su ciently large fraction of the original pattern's entropy or information content (note that this requirement does not imply use of the mutual information as a criterion for threshold selection). Two, the activation probability of each pattern, a, should be su ciently close to the original activation probability, f. Using criterion 2, both MI and a are monotonically decreasing quantities as the loading rate goes up (see gure 3). Hence if one xes speci c quantitative conditions for the corresponding requirements (for instance, MI rel > 1 2 ), one immediately obtains additional bounds on the capacity. (Note that, since information content is logarithmic in the number of possible patterns, the condition set for the relative mutual information means that the stored pattern's information content allows one to distinguish it from a number of patterns equal to the square root of the number of patterns in the original phase space, which is arguably already a considerable loss of information. One should perhaps specify a stricter criterion, which would lower the network's critical loading rate even further.) These bounds can be considerably stricter than the rst one, as can be appreciated in gure 5, which has been constructed scaling all the quantities ( ; f; MI rel ) so that the relevant limits all fall on the same dot-dashed line (the values are: = 1; f = 0:1 = 2:5a; MI rel = 0:5). Clearly the strictest bound comes from the mutual information, and the weakest one comes from , which coincides with the estimate commonly given for the critical capacity.
The speci c values adopted for the requirements are arbitrary |an inherent weakness. The best one can do is to adopt values which can reasonably considered to be fair, as we have done. Even taking this into account, the consequence of the new requirements appears to be that the optimal network's performance is poorer than previously thought.
Finally, gure 6 shows very clearly to what extent a larger loading rate, or number of stored patterns, increases the sparsifying e ect of the low connectivity. The curves suggest that, at least to the extent of an approximate bound, it should be possible to obtain f, the original ring rate, from a, the sparsi ed ring rate which is observed at one of the attractors. Figure 7 gives the solution to this reconstruction problem. It implies that in this case one can provide a bound on f, given a, by estimating what P ought to be |for instance, P=N certainly ought to be under its critical value. This carries an implication about what the pattern sparsity should be in the biological networks inputting to an autoassociative memory, as we shall discuss below.
It is possible to extend these results to the case where activation is stochastic (i.e. the nite temperature case, in the language of statistical mechanics): see Appendix C. The main result is that the capacity is much more vulnerable to synaptic dilution if one allows for stochastic activation. Since some degree of noise is obviously present in real neuronal dynamics, this result may be relevant in constraining a real autoassociative memory's capacity. What is interesting about this last expression is that it is substantially the same as arises in the zero-temperature limit of the mean-eld replica method, using which previous results on the network's capacity have been obtained (Tsodyks and Feigel'man 1988 , Tsodyks 1989 , Buhmann et al 1989 . This equivalence rests on the zeroth-order assumption that the noise in the dendritic sum is similar for all neurons, that is, the overlap can be computed assuming that all neurons are indistinguishable from each other. However, in the present work, the assumption's range of validity (which depends on f 2 N) has been characterized more precisely. Note also that several models whose critical capacity is equal have di erent local eld distribution widths: this occurs, for instance, for the model introduced by Tsodyks and Feigel'man (1988) and Buhmann et al (1989) , and the model introduced by Tsodyks (1989) . Because the di erence between distribution widths disappears precisely within our zeroth-order approximation, it follows that both models must necessarily have the same critical capacity.
4. Discussion
Comparison with previous work
Out of the mean-eld papers, the one with the closest point of view to the present work is perhaps (Buhmann et al 1989) . In addition to obtaining the functional dependence of the network's capacity, they showed numerically that specifying better average overlap between the retrieved pattern and the stored pattern (which is equivalent to increasing the probability of correct retrieval) decreases the capacity. This is exactly what occurs as one speci es a maximum similarity, or minimum error, value of the threshold, as compared to other values. We now understand this point in a somewhat clearer way. Another investigation of dendritic sum distributions, thresholds and activation probabilities, was carried out by Horn et al in the papers referred to earlier (1993, 1998) . This work also stopped at the zeroth-order level, that is, they assumed equality in the noise variance between the \higher" and \lower" neurons.
A study of dendritic eld distributions rather similar in spirit to the present one was performed by Dayan and Willshaw (1991) . They obtained a formula for setting the threshold to minimize the probability of misclassi cation which is the same as the zeroth-order expression here. In their case, this applied to a fully connected model with a generic learning rule, and so their result was in one sense more speci c and in another more general than the one presented.
The range of validity of the present results complements that of some previous ones (Nadal and Toulouse 1990 ) which were valid in the limit Nf 2 1. Our range is closer to experimental values for the network parameters.
A more general approach to threshold setting to the one presented here was taken by Willshaw and Buckingham (1990; Buckingham and Willshaw 1993) . They allowed for the possibility of two thresholds, a subtractive one such as the one used here, and a divisive or shunting threshold. However, the second one should be equivalent in most models of the type we are considering to a renormalization of the dendritic sum: its implication is that this quantity should be equal to some proportion of the total activity. An additional possible criterion for the subtractive threshold proposed by these authors was to make exactly aN = fN neurons re. This is simply an \fN winners take all" rule. Its performance is, however, generally substantially worse than the others'.
It is also worth comparing the present results with those put forward in (Rolls et al 1997) . These authors remarked, in the context of a simulational study of a very similar model of CA3 with various (binary and multivalued) kinds of ring-rate distributions, that if one allows the sparseness a to decrease compared to f, then the capacity increases. This statement is equivalent to the results from our criterion 2. However, most of their report deals with a di erent scenario common to most other work on neural network statistical mechanics (for a recent example, see (Kitano and Aoyagi 1998) ): the threshold was set so as to impose conservation of ring rate, a f. (We have argued earlier in favor of the alternative approach considered here.) In their work too, however, it became apparent that there is a trade-o between storing and retrieving as many patterns as possible, and preserving the network's ability to represent those patterns. (Rolls et al put forward the idea that perhaps CA3, as the implementer of episodic memory, would be set up towards the rst goal, whereas neocortical representations would tend to favour the second goal.)
A network model of CA3?
We now turn to a discussion of these results' consequences for the viability of the autoassociative neural network as a model for cerebral episodic memory.
There are two main consequences: First, the bounds on capacity arising from the new requirements discussed above would reduce capacity by a (conservative) factor of two, with the strictest constraint coming from information conservation. Additionally, the results derived in Appendix C suggest that dilution has a more dramatic e ect on capacity if neuron ring is stochastic. The degree to which activation is stochastic in nature is unclear: spiking patterns appear to be accurately reproducible, but synaptic transmission is known to be very noisy. Hence one would hope that the ability of a memory network to store memories be relatively robust against stochasticity, but on the other hand the exact meaning of this new constraint is rather unclear.
The second consequence arises from the dependence of a on f, if one accepts criterion 2 for setting the threshold as the optimal one (see gure 7). The fact that one can recover (or at least place a bound on) f from measurements of a given the data on connectivity, c, and an estimate of the number of stored patterns, makes for a closer link between all relevant parameters. In particular, a might be measured in a given region responsible for implementation of autoassociative memory, such as CA3 is hypothesized to be. Then, providing one makes an assumption as to which are the areas responsible for assembling the information that gets passed on to CA3, f should be amenable to measurement too. Combining measurements of these two quantities with anatomical information on c, one could estimate how many patterns might be stored at a given time in the network. Conversely, suppose that f and a turned out to be very similar, and that one wished to suppose that the number of patterns stored was high. Then, because of the reduction in a as compared to f implied by the results given above, one would be forced to conclude that the connectivity c was higher than implied by anatomical measurements. The relationships between the di erent quantities also provide a more direct test of the simple autoassociative network hypothesis for CA3 memory.
Conclusions
We will begin by restating some of the simpli cations involved in formulating the model, which were already indicated at various points in this paper. They are: the uniform (mean eld) connectivity c, the trivial statistical structure of the patterns which are stored, and the fact that additional, shunting thresholds might be important towards determining the optimal operation of the real CA3 network. These simpli cations are certainly not just inherent to the present paper; after all, one aim of this work was to characterize more fully the operation of a hypothesis for CA3 function which had been postulated previously. Thus on one level the lack of alterations to that model is completely justi ed. On the other hand, one should keep in mind the presence of those simpli cations in interpreting the conclusions drawn.
What, then, can one conclude from the present study? From a purely formal point of view, one contribution is to o er an alternative, and simpler, way to compute capacities of a sparse, dilute neural network according to various well-de ned criteria. The procedure applies directly both to the zero-temperature case and to the situation with nite temperature, or a stochastic activation rule.
From a more conceptual point of view, evidently the simple model implementing the autoassociative CA3 hypothesis will nally stand or fall on the basis of microscopic experimental evidence, regarding its biological applicability. However, we have been able to obtain some constraints on the model network's behaviour as a memory that were not previously appreciated. The rst point is that the previous arguments (Treves and Rolls 1994) as to the network's viability regarding its pattern capacity are not falsi ed by these new results. However, depending on how much information one would expect stored patterns to conserve about the original patterns that it was desired to memorize, the new constraint based on pattern information content may be a powerful one. A reason for these points having been less appreciated before is that the changes in sparsity and in representational ability, and the trade-o s that they imply for the activation probabilities, are closely linked to the threshold-setting process. We would claim that it pays to consider this process more carefully.
Something else that is brought out by this more careful consideration is that even the new, more stringent limits on capacity are obtained using optimal activation thresholds whose biological implementation would not seem realistic. In addition, the dependence of capacity measures on criteria imposed by the researcher would appear to cast some doubt on their relevance. It is also not clear how to translate a concept such as \number of patterns" into a parameter suitable for experimental measurement in such a high-level system as the hippocampus. These points may provide a more precise set of constraints aiding towards evaluation of the hypothesis on CA3 function that we have discussed. In addition, as mentioned in section 4, the procedure for reconstructing the input ring rate f from the attractor ring rate a might provide an experimental veri cation of some aspects of the hypothesis.
Apart from the simpli cations considered earlier, some aspects of memory that are presumably important to understand and which do not enter the model at all, are: the stochastic nature of storage |some aspects of which are brie y mentioned in Appendix A|, and the existence of auxiliary mechanisms for signaling and potentiation. It might be useful to incorporate a more detailed account of physiological mechanisms of storage, included but not limited to Hebbian LTP, into models even at this level of abstraction.
Appendix A. Probability for storage of patterns with a stipulated ring rate This appendix investigates how probable it is for a pattern to be stored if one imposes a xed ring rate. For storage of intact patterns (implying a = f), this probability is easy to work out. Consider the time scale on which patterns are stored (that is, on which the synapses underlying learning can be potentiated), and assume that it is much shorter than the time scale on which entirely new connections can grow. In other words, the physical existence of the appropriate synapses is a necessary condition for them to be strengthened. (This assumption holds for the typical learning timescales of working memory, and also presumably for episodic memory, which we assume to be localized in hippocampus.) Then, out of all possible con gurations of physical synapses, only a few will match the con guration of connections which underlie the pattern (termed functional synapses). The probability that the pattern will be stored is then the probability that these con gurations will match:
Take a given neuron in a network of size N, which connects to a certain fraction out of the N ?1 others. Let C ph be the number of xed physical connections from this neuron, and C f be the number of functional connections necessary to store a single pattern with ring rate f. (Of course, we assume that C f C ph , since otherwise it is impossible to store the pattern intact.) The probability we are looking for is equal to the number of arrangements with coincident connections, divided by the total number of arrangements. This is
Prob ( Given the experimentally reasonable values N 300 000 and C ph 12 000, this probability becomes of order smaller than 10 ?3 for integer values of C f greater than 1. That is, as soon as more than one neuron (!) is involved in coding a pattern, the probability for that single pattern to be safely stored is negligible given a xed synaptic con guration. It is easy to correct the above result to allow for a given amount of sparsi cation, a < f. As one would hope, storage probability increases greatly if one lets a become small enough. Now only C a < C f synapses are involved in coding for this pattern as it becomes memorized by the network. Counting con gurations, we nd that the probability for the arrangement of physical connections to have enough synapses coinciding with the ones we need is
The summand k = C f in the sum above coincides with the expression for intact patterns, as it should.
Although not immediately apparent, this is a dramatic increase. We can write it as
whence some algebra shows that
For the range of biologically relevant numbers we are interested in, N (C f ; C ph ) and O(1) C a k C f , clearly the denominator is greater than the numerator. In particular, as k grows, the numerator decreases and the denominator increases. The term with the lowest k, that is, k = C a , will dominate the sum if C a is on the order of magnitude of C f y. If C a is much smaller than C f , then the factor p(k)=p(k ? 1)
is at rst (k C a ) large, but becomes smaller as k grows, so that most of the boost in probability comes from terms with intermediate k. The consequence in either case is that the probability for functional synapses to agree with extant synapses grows greatly as C a becomes smaller. However, the reduction from C f must amount to more than an order of magnitude before one can be reasonably sure of storage. Fortunately this problem is not as bad as it may seem, because the relative functional connectivity C a =C f is quadratic in the relative ring rate a=f, as we shall now nd. We use a simple result introduced by Willshaw et al (1969) : Assume that pattern storage takes place according to the Hebbian rule: the condition for a synapse to be strengthened is that the presynaptic and postsynaptic neurons have positively correlated activity.
Then the fraction of synapses which are not strengthened after storage of P patterns (with ring rate f) is 1 ? C f =N = (1 ? f 2 ) P exp(?f 2 P):
(A5) This is equally valid if the ring rate is a, and so we get C a =N 1 ? exp(?a 2 P):
(A6) Now write k = a=f (this is not an assertion that a is linear in f, but simply that for a particular case one can write a as f times another number). Then C a =N 1 ? fexp(?f 2 P)g k 2 = 1 ? f1 ? C f =Ng k 2 ; (A7) or, since both k 2 and, particularly, C f =N will be small numbers, C a =N 1 ? (1 ? k 2 C f =N); (A8) so that C a k 2 C f = (a=f) 2 C f . (This is a nice result also in that it is completely independent of the number of patterns stored, as one would expect.) The upshot is that, for the biologically reasonable network parameters mentioned above, an acceptable probability of storage is attained when a 0:3f. This completes our short account of how storage probability is a ected by sparsi cation if a learning paradigm is used where the amount of conserved information is xed in advance. Since this is presumably not what happens, the rest of this paper explores the issue of the sparsi cation, or loss of information, that occurs when storage of some part of a pattern occurs with certainty. (In other words, instead 
Optimizing these equations is obviously a similar process for both, and is greatly simpli ed by writing T in terms of . Setting derivatives to zero, one obtains a seconddegree algebraic equation one of whose solutions is easily shown to be a maximum of the original cost function. Although the full solutions are tedious to write down and do not o er much insight into the network's behaviour, it is possible to carry out an approximation which provides much nicer results. 
This is the result quoted in the main text, which there allowed us to estimate an upper bound on the network's capacity, equation (21).
Moving to the next order of approximation, we can see that the rst-order result in (f 2 N) ?1 complicates things compared to the zeroth-order case, and consequently does not provide a picture simpli ed enough to be worthwhile compared to solution of the complete equations. Here we shall limit ourselves to providing the full solution for reference: Appendix C. The nite-temperature case Using nite temperature activation rules is dangerous if one wants to apply one's ndings to a biological context where their interpretation is unclear. On the other hand, traditionally it has been necessary to introduce stochastic activation in order to compute a neural network's capacity. As a consequence it has been possible to understand the \phase diagram" for retrieval in terms of the degree of stochasticity involved. Since within the approach used in this paper it is also possible to investigate some aspects of the network's phase diagram, we include here the derivation that enables one to obtain them. This derivation starts from the same idea as for the zero-temperature case: We need to know the activation probabilities for neurons which are \active" and \inactive" in the pattern to be stored, Prob(s i = 1j i ). We again distinguish between the cases i = 1 and i = 0. The di erence with the zero-temperature situation is that in that case, the activation rule itself is deterministic: stochasticity enters solely through the dendritic sum distributions. We have where the last step follows because the probability that a neuron is activated given a speci c value of the dendritic sum is just equal to a step function located at the threshold T. (We shall keep the notation T for the threshold and always refer to the temperature in terms of its inverse, .) In contrast, with nite temperature we function of . Using the same cost function as for criterion 2 earlier, and equating its derivative to zero, we arrive at 
This result can be directly compared to equation (B13). Clearly, the e ect of the stochastic activation rule is to increase the threshold, thus inducing a loss in capacity according to the criterion that the maximum acceptable threshold should equal 1. Let us nally proceed to obtain the critical capacity. Writing cK, several factors immediately drop out. We then substitute = 1, which is true by construction. Putting the temperature-dependent critical loading rate in terms of its zero-temperature value, c;0 , we get 
Thus the loss in capacity that arises from stochastic activation is radically increased if the network is dilute. 
