ABSTRACT
INTRODUCTION
The conclusion of the Uruguay Round negotiations in 1994 and the establishment of the World Trade Organization (WTO) on January 1, 1995 were the two key achievements in further promoting trade liberalization through reduction of both tariffs and non-trade barriers. Nevertheless, since the progress of the Doha round trade talks has been slow and limited, countries have diverted their resources to Free Trade Agreements (FTAs) as a means of greater market access (Menon, 2007) , and Malaysia is no exception. FTAs, in fact, have been part of the landscape of multilateral trading system since before the General Agreement on Tariffs and Trade (GATT) 1947 came into existence. The formal acknowledgement given to the customs unions and free trade areas is provided through Article XXIV of GATT, which exempts such arrangements from the non-discriminatory principle of most-favored nation, as provided under Article I of GATT. Despite the view that the multilateral approach is still the "first-best" liberalization policy (Baldwin & Freund 2011) , the number of FTA establishments is undoubtedly growing in various forms and shapes. From approximately 55 FTA establishments that were in place at the time of the creation of the WTO in 1995, the number of FTAs in force has grown to more than 250 by end of 2014 (see Figure 1) . Figure 1 shows the proliferation of FTAs by types of agreements. Since the 1990s, there has been a drastic increase in the total number of FTAs. From 19 FTAs in force from 1958 to 1989, the number expanded to 43 FTAs by end of the 1990s. From Figure 1 , we can observe a few crucial facts: (i) there was a rapid increase in FTAs after the mid-1980s, with an approximate increase of 144% from the period of [1985] [1986] [1987] [1988] [1989] to the period of 1990-1994; (ii) the enormous importance of bilateral integration vis-à-vis regional integration only emerged from the period [2005] [2006] [2007] [2008] [2009] , in which a total of 117 bilateral FTAs were in force, compared to 90 regional FTAs, and (iii) by the end of 2013, there was a clear shift of preference away from regional FTAs to bilateral FTAs, with a total of 267 FTAs consisting of 154 bilateral and 113 regional FTAs, already in force. Out of this number, 89 FTAs entered into force in ASEAN countries alone during the same period. At the end of 2014, Malaysia, which maintained its ASEAN centrality for more than a decade in its scope of regional trade policy-through AFTA (1992), ASEAN-China FTA (2002) , and ASEAN-Korea FTA (2005) -also adopted an increasingly popular path of accelerating liberalization by signing seven bilateral FTAs. 1 In the light of notable proliferation of FTAs, we observed a large number of studies measure the impact of FTAs on trade fl ows and welfare. We also found that emerging empirical literature has been devoted to FTAs and their impacts on trade that are created along with extensive and intensive margins. Our paper contributes to the emerging popularity of trade margins by focusing on a rarely explored area of the impacts of Malaysian bilateral and regional FTAs on extensive and intensive margins based on gravity model. Additionally, there is little evidence that the impacts of these FTAs on trade margins have been dealt with comprehensively in existing empirical research. This paper also utilizes the most recent and comprehensive disaggregated import data, compared to previous studies. In view of this, this paper aims to examine the impacts of Malaysian FTAs on extensive and intensive margins from 1994 to 2014. Our empirical fi ndings show that most of the covered FTA dummy variables have significant and positive estimates on trade, which are created along the intensive margin when FTAs enter into force. Additionally, and interestingly, most of them are regional FTAs in which there has been a shift in overall trade i.e., a 4.0% reduction in trade of new products (extensive margin) generated from bilateral FTAs to a 41.6% increase in trade of existing products (intensive margin) from regional FTAs. This paper is organized as follows: section two presents the literature review; section three discusses the data, the model specifi cation, and the methodology; section four presents the empirical fi ndings; and the last section concludes the paper.
LITERATURE REVIEW
Key contributions toward better understanding of economic integration and its impacts can be found in Balassa (1961) and McCarthy (2006) , who based their work on the customs union framework laid out by Viner (1950) . The merits of a customs union (or an FTA) for both member and non-member countries have long been an issue of contention for economic scholars and policymakers. Most discussions in the earlier literature focused on the issue of whether the changes in trade policies-e.g. FTAs or tariff instruments-either create or divert trade, and whether these impacts either improve or deteriorate welfare.
The research on the impacts of FTAs on trade fl ows is considered as a subset of a broad theme of trade liberalization literature. We observe that there have been numerous studies examining the impacts of liberalization of FTAs on trade fl ows, using methods such as computable general equilibrium (CGE) (e.g., Itakura, 2014; Kim et. al 2014) and a gravity model (e.g., Dai et. al 2014; Martínez-Zarzoso 2013; Sheng et. al 2014; Yean & Yi 2014 The growing body of literature puts emphasis on imperfect competition and heterogeneous firms to further explain the patterns of trade into trade of new products (extensive margin) and existing products (intensive margin). We find that emerging empirical literature has been devoted to liberalization policies and their impacts on trade by decomposing trade along with extensive and intensive margins. Bensassi, Márquez-Ramos, and Martŕnez-Zarzoso (2012) examined the impacts of North Africa's EuroMed agreements on four African countries and found larger impacts on the intensive margin than on the extensive margin. In contrast, other research, such as Debaere and Mostashari (2010) , that applies probit analysis has shown larger impacts on the extensive margin for goods exported to the US by North American Free Trade Agreement (NAFTA) trading partners, namely Canada and Mexico, in which has increased from 5% for 1989 -1999 to 12% for 1996 -2006 . However, Foster (2012 found mixed results for European FTAs with a larger extensive margin for the European Union (EU) and a larger intensive margin for European Free Trade Association, or EFTA. A more recent study by Baier et. al (2014) looking at the trade margin impact from various types of FTAs. They found that deeper economic integration had a larger impact on the extensive margin than did shallower integration. To the best of our knowledge, there have been no comprehensive empirical studies examining the impact of Malaysian FTAs on trade margins based gravity model. It is also interesting to observe how the impact of FTAs might vary between the two types of FTAs: bilateral and regional FTAs. These findings may be contrary to the views that countries prefer to negotiate and sign more bilateral FTAs because of the trade benefits that may be gained from deeper market access than is possible with regional FTAs (Kawai & Wignaraja 2014) .
DATA AND METHODOLOGY
This paper utilizes the gravity model to examine the impacts of trade liberalization following entry into force of Malaysian FTAs-six regional FTAs and six bilateral FTAs-on extensive and intensive margins of trade between trading partners. This study employs a panel dataset of manufactured goods imports based on the Harmonized System (HS) six-digit level compiled by the United Nations Commodity Trade, or COMTRADE, database from 1994 to 2014 for 48 countries in the Malaysian FTA network (see Table 1 ). These countries cover nearly 80 per cent of world trade, since the network includes large trading nations, such as EU-28 countries, the US, Japan, China, India, Australia, New Zealand, and ASEAN countries. There is an annual number of 48 × 47 = 2,256 bilateral import flows between 48 importers and 48 exporters from 1994 to 2014. Overall, there are 6,292 products at the HS six-digit level, with 51,416,398 import flows between the 48 countries throughout a 21-year period. These import flows are later used to decompose the extensive and intensive margins. In dealing with these margins, we follow the approach of Nguyen (2014) and Foster (2012) in adapting the Hummels and Klenow (2005) (HK) methodology in decomposing the FTA impacts into the extensive and intensive margins. 
DECOMPOSITION OF EXTENSIVE AND INTENSIVE MARGINS
The methods of decomposing the extensive and intensive margins vary, depending on how the importance of a product is perceived in a particular sector or industry in an economy. One method of decomposing the extensive margin simply follows the simple counting of the number of products or exporting firms. Decomposing the intensive margin relies on averaging the trade value per product category or value per exporting firm, such as in Dutt et. al (2013) and Foster (2012) . However, this method suffers from a limitation since it does not take into account the relative importance of a product in one country's market because simple counting assumes that two products have similar extensive margins although these two products have different market shares. The advantage of the HK method is that there is no bias caused by a dominant of either any single product or a few products traded between countries. Based on HK's methodology, the extensive margin is decomposed as:
where EM n ijt is the extensive margin calculated based on the value of imports of product n of countries i from j in year t. n is a product at the HS six-digit level. EM n iwt is the value of imports of product n of country i from the rest of the countries in year t 2 . N ijt is the subset of all products in which the importing country i has positive (non-zero) imports from country j in year t; hence EM n iwt > 0. EM iwt is the set of all products imported by i from the rest of the countries in year t. Therefore, EM n ijt can be said to measure the relative importance of each product of country j in country i vis-à-vis imports of that product from the rest of the countries. Construction of HK shows that the value of the extensive margin is between 0 and 1 (0 ≤ EM n ijt ≤ 1), where getting closer to 1 means a greater diversity of country i's imports from j, as compared to i's imports from the rest of the countries. The extensive margin equals 0 when there are no imports by country i from country j and equals 1 if country i only imports from country j. In this context, the advantage of the HK methodology is that it does not allow a product to become too dominant if a country exports a large quantity in a subset of products, as per the simple counting method (Lee & Kim 2012 ).
The corresponding intensive margin of goods imported by country i from country j is as follows:
where M n ijt is the value of imports by country i from country j of product n in year t, while M n iwt is the value of imports by country i of product n from the rest of the countries. Therefore, the intensive margin, as defined by HK, represents the market share of product n of country j in country i's total imports from the rest of the countries.
The properties of HK's methodology on extensive and intensive margins show that the ratio of the imports of country i from country j relative to the total import of country i from the rest of the countries in year t equals the product of the two margins in year t:
where M ij denotes country i's imports from country j, and M i denotes country i's total imports from the rest of the countries. 
where EM n ijt and IM n ijt are the dependent variables for the extensive margin and the intensive margin, respectively, for country's i imports from country j. The right-hand side of equations (4) and (5) include a set of control variables that are proxies for both economic sizes and trade costs. The GDPs for both countries i (lnGDP it ) and j (lnGDP jt ) at time t are proxies for economic size, which represent the potential demand for country i and the potential supply for country j, respectively, and should positively impact trade. The populations in countries i (lnPOP it ) and j (lnPOP jt ) are interpreted as market size, and the expected signs should be positive. Distance (in km) between the capital cities of countries i and j (lnDIST ij ) represents trade cost and is expected to have a negative sign. BOR ij and LAN ij are the dummy variables for common border and common language, respectively, between countries i and j, and they take the value of one if both countries share a common border and a common language, and 0 otherwise. To both deal with bias in gravity estimation and control unobserved heterogeneity, multilateral resistance terms (unobserved trade cost), and other unobserved country's specific characteristics, Anderson and Wincoop (2003) , and Baldwin and Taglioni (2006) suggest including country-specific, country-pair, and time fixed effects in the augmented gravity model. The augmented gravity model in equations (4) and (5) includes Ω i , to denote the importer fixed effects and importer-year fixed effects that address unobserved country heterogeneity and are added in turn. θ j denotes the exporter fixed effects and exporter-year fixed effects that are added in turn. To control for heterogeneity across country-pair, the countrypair fixed effects φ ij are introduced. The country-pair fixed effects are used to capture time-invariant variables, such as language and common borders. δ t denotes a time fixed effect to control for cyclical changes.
EMPIRICAL RESULTS
Prior to empirical estimates, such as Pooled Ordinary Least Squares, or POLS, which can lead to biased and inefficient estimates, this paper uses the Breusch-Pagan Lagrange multiplier test to determine the presence of an unobserved heterogeneity issue. The test shows that there is a significant variance across entities, a sign that unobserved heterogeneity is a problem. Further, we conduct a Hausman test to check for orthogonality between unobserved heterogeneity in error terms and the regressors. The test finds that the null hypothesis of no correlation between unobserved heterogeneity and regressors is insignificant, therefore the fixed effects model is most appropriate for empirical estimates. Table 1 presents the regression results of the gravity model using the preferred fixed effects estimator. The gravity model imposes two coefficients on the FTAs, both bilateral and regional FTAs. Since different FTAs have different configurations for the levels of commitment, scopes, and coverage, the model also allows for different coefficients across all twelve Malaysian FTAs. Following Kohl (2014) , Magee (2008) , and Santos Silva, and Tenreyro (2006) , this paper utilizes the robust standard errors estimator provided in STATA software to obtain coefficient estimates and standard errors that are unbiased and consistent.
The analysis begins with columns (1) and (2), and the year fixed effects are included for controlling any variation in time due to aggregate shock or cyclical changes. To reduce the bias and achieve consistent estimates, as suggested by Anderson and Wincoop (2003) , columns (3) and (4) add the time-varying importer and exporter fixed effects to account for multilateral resistance terms that may jointly determine the trade between countries. The gravity models with country-year fixed effects are included in columns (5) and (6) to account for any unobserved country-specific factors that vary over time and may influence trade in a particular year. To control the impacts of unobserved time-invariant heterogeneity between partner countries, country-pair fixed effects are introduced in columns (7)- (10). Introduction of countrypair effects removes the cross-sectional variation, so that specifications in Equations (4) and (5) rely solely on the time series variation. Since border, language, and log of distance are perfectly collinear with country-pair fixed effects, they are dropped from the model. The two last columns introduce the grouping by types of FTAsbilateral and regional-with controlling of fixed effects to evaluate how strongly these types of FTAs can impact margins of trade.
In columns (1) and (2), this paper presents the usual results of a typical gravity model for intensive and extensive margins. Controlling for the time fixed effects, the estimated coefficients of log GDP for both exporter and importer in columns (1)-(10) have significant and positive effects on both extensive and intensive margins, but with larger effects on the intensive margin. For the estimated coefficients of population, this paper finds that most of the coefficients with fixed effects are statistically significant, but the direction of the importing country's population becomes negative when country-pair fixed effects are included. These findings are, to a certain extent, similar to findings in the previous literature, including Ismail and King (2013), Foster (2012) , Magee (2008) , and Yang and Martinez-Zarzoso (2014) .
For time-invariant variables of common border, common language, and log of distance, the analysis obtained the expected signs, which are statistically significant at the 1% level for most of the fixed effects models. This implies that countries that are interconnected socially and geographically tend to promote a higher flow of trade between them. This sign is similar to Felbermayr and Kohler (2006) that shows negative coefficient for common border for extensive margin after controlling for the time, country, and country-year fixed effects. The intuition for this is as follows: the reduction of trade costs (e.g. transportation, import tariffs, and non-tariff restrictions) over the years has encouraged a country to trade with distant countries, beyond its usual trade with its natural trading partners. This increases the trade in the products that the countries have already traded in the past or intensive margin (Bensassi et al. 2012) .
The main analysis in regard to the impacts of FTAs on extensive and intensive margins begins in the second half of Table 1 . Most of the estimated coefficients are highly statistically significant for both margins, thus, the results fit the typical findings of FTA-trade literature. Moreover, this paper also finds that most of the FTA variables exert significant and positive effects through the intensive margin. This is comparable to some recent findings of Arata, Shujiro, and Kazuhiko (2016) and Bensassi et al. (2012) . Specifically, the FTAs with a more pronounced intensive margin include AANZFTA (0.197), ACFTA (0.485), AITIG (0.591), AKFTA (0.206), and MPCEPA (0.463) (see Table 1 ). The increases in extensive margin are small for AFTA and MJEPA, at 6.8 per cent and 1.8 per cent, respectively. The results also show that the signs of estimated coefficients for the extensive margins for eight FTAs have changed to negative but that all of them are reasonably small compared to the positive coefficients of the intensive margins.
Interestingly, we observe that most of these FTAs are regional FTAs. This finding is consistent with the estimated results in column (10) that show a positive and statistically significant intensive margin coefficient when two FTA dummy variables are tested for the overall impact of bilateral (FTA B ij ) and regional (FTA R ij ) FTAs. This result leads us to conclude that there is a shift in overall trade, i.e., a 4.0% reduction in the trade of new products from bilateral FTAs to a 41.6% increase in the trade of existing products from regional FTAs. There are three possible explanations for the trade increase for the intensive margin in regional FTAs: (1) joining a new FTA requires new compliance with a product's rules of origin, technical standards, customs procedures, and other border measures. Therefore, importers can continue importing either the same or a larger amount of existing products (intensive margin) due to lower costs relative to venturing into new products (extensive margin) (Itakura, 2014; Lee, Park, & Shin, 2008) ; (2) FTAs with open and bigger membership are moving towards multilateralism and, therefore, may generate larger trade creation effects (Baldwin & Freund, 2011) ; and (3) bilateral trade among the natural trading partners tends to exhibit larger trade value-this can be true in the case of ASEAN-related FTAs.
CONCLUSION
The proliferation of FTAs is seen to have moved hand-inhand with the multilateral trade liberalization evidenced by the number of FTAs that are established. The growing number of FTAs negotiated and signed by neighboring countries in ASEAN region, in particular has created a strong motivation-economically and/or politically-for Malaysia to also negotiate FTAs, and this trend is expected to continue in the future.
In this paper, we evaluate the impacts of individual FTAs on the extensive and intensive margins. We further analyze how the impact might vary between two types of FTAs-regional and bilateral. We report the results of the analysis using the gravity framework. The interest shown by Malaysia and its trading partners in joining more FTAs provides some useful insights, particularly on the impacts of extensive and intensive margins. This paper finds that (1) most of the FTAs have significant and positive impacts on trade that are created along the intensive margin when FTAs enter into force; (2) interestingly, most of these intensive margins are produced through regional FTAs in which there has been a shift in the overall pattern of trade, i.e., a 4.0% reduction in the trade of new products (extensive margin) from bilateral FTAs to a 41.6% increase in the trade of existing products (intensive margin) from regional FTAs. This result is consistent with Foster, Poeschl, and Stehrer (2011) , who find that the increase in imports is largely contributed to by an increase in imports along the extensive margin.
The findings of this research bring some policy implications. The significant positive impact of regional FTAs on intensive margin shows a significant role of regional FTAs can play in spurring improvements in trade in existing products. Since negotiating FTAs is an on-going process, a key improvement can include reduction in FTA compliance cost, which can be achieved through, among others, simplification of regional rules such as rules of origin, customs procedures, and technical standards in the regional FTAs. Further work is required to empirically determine the reasons why, at least in the case of Malaysian FTAs, the impacts to trade are largely stimulated by regional FTAs. The findings are contrary to the views that countries opt for bilateral FTAs because they find these bilateral FTAs more attractive for attaining better market access (Kawai & Wignaraja, 2014) . ACKNOWLEDGEMENT We would like to thank for helpful comments from anonymous referees and participants at "Persidangan Kebangsaan Ekonomi Malaysia ke-12", which was held from 12-13 September 2017, Bangi, Selangor. product n of country i imported from the rest of the world (w), which a total imports of all countries. We define w as a total of product n from rest of the countries, which practically rest of the countries in networks of Malaysian FTAs.
3 Between 1994 and 2014, Malaysia signed and entered into force six bilateral FTAs: Malaysia-Japan; MalaysiaPakistan; Malaysia-New Zealand; Malaysia-India; Malaysia-Chile; and Malaysia-Australia. 4 Between 1994 and 2014, Malaysia was a member of six regional FTAs which: ASEAN-China; ASEAN-Korea; ASEAN-Japan; ASEAN-India; and ASEAN-Australia-New Zealand. 5 See Frankel (1997) and Magee (2008) . "Natural trading partner" hypothesis argues that an FTA is more likely to increase trade and raise welfare if member countries already trade disproportionately with each other. 
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