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n cos (n!t+ "(n)) (3.2)




























































Fig.4.1 Data1の再構成軌道 (遅延時間 0.7sec)

















1 (x ¸ 0)



























xi;1(ti;1) = (x(ti;1); x(ti;1 ¡ ¿); ¢ ¢ ¢ ; x(ti;1 ¡ (m¡ 1)¿))
(i = 1; ¢ ¢ ¢ ; N1) (4.5)
を選ぶ.このxi;1にユークリッド距離において近いN2個の近傍ベクト
ルを
xi;j(ti;j) (j = 2; ¢ ¢ ¢ ; N2 + 1) (4.6)
とし,さらにはそれぞれ ¿後のベクトルとの間に,























¯ = 1¡ ® (4.10)
再構成軌道が平行に近いほど，すなわち，決定論的であるほど，指
標 ¯は 0に近づく. この指標 ¯を用いて，船体横揺れの時系列データ,
ホワイトノイズ, Compaq Digital Visual Fortran Professional Edition
6.0.AのRAN()コマンドで作った疑似乱数，そして次に示すローレン
ツモデル [8]の x成分をそれぞれ評価対象とした. なお，N1，N2は藤




いてはこの内の x成分を用いた.なお初期値は x(0) = ¡1:81,y(0) =
0:01,z(0) = 0:01とした.また時間の刻み幅は ±t = 0:01とした.
8>>>>>><>>>>>:
dx=dt = ¡16(x¡ y)
dy=dt = ¡xz + 40x¡ y






Fig.4.6 x軸成分の時系列データ [8, 18]
Fig.4.7 ローレンツモデルのアトラクタ [8, 18]
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Fig.4.8 ローレンツモデルの再構成軌道 [8, 18]





▲:ホワイトノイズの平行度，△:Compaq Digital Visual For-
































x(t0) = (x(t0); x(t0 ¡ ±t); ¢ ¢ ¢ ; x(t0 ¡ (m¡ 1)±t)) (4.12)
を中心とする半径"の超球をとる．この超球内に入る他の点即ち過去の
観測ベクトルである近傍点をyt0(ti)(i = 1; 2; ¢ ¢ ¢ ; n)とする．yt0(ti)(i =
1; 2; ¢ ¢ ¢ ; n)の中で最新の観測ベクトル x(t0)と最も近いものを yt0(tj)
とする．更にそれに対する微小変位ベクトルを ±yt0(ti) = yt0(ti) ¡
yt0(tj)として，それらの集合行列Y，
¶Yを
Y = [±yt0(t1); ±yt0(t2); ¢ ¢ ¢ ; ±yt0(ti); ¢ ¢ ¢ ; ±yt0(tn)]
¶Y = [±yt0(t1 + s); ±yt0(t2 + s); ¢ ¢ ¢ ; ±yt0(ti + s); ¢ ¢ ¢ ; ±yt0(tn + s)]
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として定義すると，ある写像F を用いて
¶Y = FY (4.13)
と表せる．ここでのFは
F = ¶YYT (YYT )¡1 (4.14)
で求められるm×m行列である．
このFを用いて，以下のような予測式が得られる．
~x(t0 + s) = F(x(t0)¡ yt0(tj)) + yt0(tj + s) (4.15)





































Fig.5.3 シミュレーションデータの再構成軌道 (遅延時間 0.7sec)
予測対象時間は計測開始から 33秒時点から 63秒時点 (i)と計測開



















































































はシミュレーションデータ (予測対象，計測開始から 33秒時点から 63
秒時点)の提案手法による予測値と実測値の散布図を示す．Fig.5.17



































































ションデータ (予測対象，計測開始から 13秒時点から 43秒時点)の予
測ステップ数の変化による相関係数の変動を示す．Fig.5.35はシミュ
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