Abstract-We propose a unified framework for the analysis of estimators of geometrical vector quantities and vector systems through a collection of performance measures. Unlike standard performance indicators, these measures have intuitive geometrical and physical interpretations, are independent of the coordinate reference frame, and are applicable to arbitrary parameterizations of the unknown vector or system of vectors. For each measure, we derive both finite-sample and asymptotic lower bounds that hold for large classes of estimators and serve as benchmarks for the assessment of estimation algorithms. Like the performance measures themselves, these bounds are independent of the reference coordinate frame, and we discuss their use as system design criteria.
I. INTRODUCTION
T HE NEED TO estimate three-dimensional (3-D) geometrical vector quantities and systems of vectors occurs in a number of classes of problems, e.g., direction estimation, constant-velocity trajectory estimation, orientation estimation, etc. We use the term geometrical vector to mean a vector whose magnitude and direction are meaningful in the context of the application, as opposed to a vector that is just a collection of scalar parameters. The standard measure of performance for an estimator of a parameter vector is its covariance or mean-square error matrix. When the parameter vector is geometrical, it indicates the variability in the individual coordinates that may not be the most intuitive measure of performance. Furthermore, the mean-square error matrix is clearly highly dependent on the reference coordinate system.
More generally, the unknown geometrical vector or vector system is often described by a parameter vector that itself has no interpretation as a geometrical vector and may contain artificial singularities. For example, spherical coordinates can be used to describe the position of an object. However, although the Cartesian position vector itself is a geometrical vector, the spherical coordinates have no such interpretation, i.e., the length and direction of the three-element parameter vector containing the range, azimuth, and elevation have no obvious physical interpretation. Furthermore, the representation contains two artificial singularities at the zenith and nadir. Again, in this situation, the mean-square error matrix of the parameter vector does not provide much insight into the nature of the estimator, will Manuscript received February 8, 1999 ; revised October 11, 1999 . This work was supported by the Air Force Office of Scientific Research under Grants F49620-97-1-0481 and F49620-99-1-0067, the National Science Foundation under Grant MIP-9615590, and the Office of Naval Research under Grant N00014-98-1-0542. The associate editor coordinating the review of this paper and approving it for publication was Dr. Lal C. Godara.
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change if the coordinate system is rotated, and will become singular because of the two artificial singularities.
In this paper, we construct a unified framework for the analysis of errors in estimating a geometrical vector or system of geometrical vectors through a set of geometrically based error measures, e.g., the mean-square value of the angle between the true vector and its estimate (see also [1] ). These measures are more physically appealing and intuitive than the mean-square error matrix of the parameter vector, they do not contain artificial singularities, and they are referenced to the unknown geometrical vectors so that they are independent of rotations in the observer's coordinate system.
We first address the case of a single geometrical vector parameterized by a vector . Problems for which the estimation of a single geometrical vector is required include 3-D bearing and range estimation in radar, sonar, and mobile communication applications, as well as source location estimation in functional brain mapping. We consider three error measures:
• mean-square error length (MSEL); • mean-square angular error (MSAE);
• mean-square range error (MSRE).
We derive asymptotic lower bounds on these quantities that hold for large classes of estimators. These bounds are expressed in terms of the Cramér-Rao bound (CRB) on the parameter vector . The classes of estimators for which they hold are described in terms of conditions on the bias and bias gradient of each estimator. We also show that these bounds have a finite-sample equivalent for the class of unbiased estimators. We obtain simplified expressions for the case in which is an orthogonal curvilinear parameterization of the unknown geometrical vector and illustrate the results using spherical coordinates. The analysis is performed under the assumptions of both known and unknown length. Next, a simple relationship is derived between the three error measures and also shown to hold between the bounds. We discuss the use of our measures and bounds for system design and propose a generalized design criterion based on them. Finally, we introduce a decomposition of the error vector into collinear and lateral error vectors and show that asymptotically, their lengths are equivalent to the range error and angular error, respectively. The MSAE was introduced in [2] and [3] for a unit-length vector expressed in spherical coordinates, and an asymptotic bound was derived. We extend this result to allow for an arbitrary parameterization, arbitrary known and unknown length, and to provide the finite-sample bound. The results for the MSEL and MSRE are new, as are the relationships drawn between them. The decomposition of the error vector into collinear and lateral error vectors was made in [4] , but their relationships to the MSAE and MSRE are new.
We then consider the estimation of systems of orthogonal vectors, which are again described by an arbitrary parameterization . This situation occurs in many problems including orientation (attitude) estimation for satellite control [5] and robotic vision, the joint estimation of direction-of-arrival (DOA) and polarization [2] , and the determination of the location and lateral component of a current dipole in magnetoencephalography [4] , for example. By describing each error vector in the coordinate system defined by the unknown orthogonal system, we obtain a description of the error that is independent of the observer's coordinate frame. It is shown that, to second order, the collinear and lateral components of all three error vector errors can be described by a vector of six error quantities. A matrix bound is then derived on the mean-square matrix of these quantities. Like the single-vector error bounds, this bound is expressed in terms of the CRB on and holds asymptotically for a large class of estimators. We then obtain expressions for the bounds on the error quantities, MSAE, etc., of each vector in the system in terms of combinations of the entries of . These expressions explicitly quantify the relationships between the error bounds of the different vectors in the system. It is shown how to deal with known lengths and with pairs of orthogonal vectors in three dimensions. The expression of all error vectors in terms of the vector was given in [4] , which also derived the bound for unbiased estimators. We have included the decomposition to ensure a unified presentation and extended the bound to a much larger class of estimators. Reference [4] also derived a bound on the MSEL of each vector using the entries of for unbiased estimates. We extend that result to a larger class of estimators and derive expressions for the bounds on MSAE and MSRE in terms of the entries of .
The estimated system is a rotation of the true system followed by a dilation (a pure rotation if the lengths are known). We describe this rotation by a vector angle, and we consider the mean-square matrix of this vector angle, expressed in coordinates defined by the true orthogonal system, as a measure of the rotational error. We call this the covariance of angular error (CVAE). Again, it is independent of the observer's coordinate system. We show that the CVAE is bounded by a simple function of a submatrix of the bound on the six error components described above. In the case of unknown lengths, the elements of the dilation are just related to the length error of each vector. Finally, we show the relation of the CVAE bound to the MSAE of each vector. The CVAE was introduced for a spherical coordinate parameterization of a unit length orthogonal system in [2] , and an asymptotic bound was derived. Here, we extend these results to arbitrary parameterizations and unknown lengths and make the connection between the CVAE bound and , which is the bound on the mean-square matrix of discussed above. We then introduce two total error measures: the mean-square total angular error and the mean-square total range error; for a vector system estimate, these are analogous to the MSAE and MSRE of a single vector estimate. We derive asymptotic bounds on these quantities as functions of the bound . Last, we briefly show that the relationship between the MSAE of each vector in the triad and the entries of the CVAE derived in [2] extends to arbitrary parameterizations and unknown lengths.
The structure of the paper is as follows: Section II deals with estimating a single vector, Section III with orthogonal vector triads, and Section IV concludes. 
II. ESTIMATING A SINGLE VECTOR
In this section, we examine coordinate-independent measures of performance suitable for analyzing estimates of a single geometrical vector. Examples of applications include bearing estimation of a far-field source (known unit length) and location estimation of a near-field source (unknown length) in radar [6] , sonar [7] , and mobile communications [8] , or the estimation of the location of a current dipole in magnetoencephalography (MEG) [4] . The error measures are the mean-square values of the length of the error vector, the angle between the vector and its estimate, and the error in the length of the estimate. These quantities are illustrated in Fig. 1 .
We assume that we have measurement vectors that are independently (but not necessarily identically) distributed in time. Suppose the geometrical vector quantity of interest is a function of parameters denoted by the vector . Then, we assume that the distribution of may be parameterized by a vector that can be partitioned as . Note that is constant in time, whereas (nuisance parameters as far as estimating is concerned) may vary from one snapshot to the next. For example, each vector could be the collection of measurements from a sensor array at time , a parameterization of target location (spherical coordinates for example), and a collection of signal, noise, and environmental parameters. Using this formulation, we can incorporate, for example, the stochastic and deterministic signal models in array processing [9] . In the former, would be constant and contain the signal covariance and noise power, and in the latter, it would vary and contain the noise power and actual signals. We suppose that for all , the CRB on the parameters of , i.e., CRB , exists and that the distributions of the satisfy any sufficient set of regularity conditions for the Cramér-Rao inequality to hold, see, e.g. [10] . When the vary in time, we must assume, for the asymptotic results that follow, that CRB CRB exists and is finite. For the deterministic signal model, for example, this implies that the signals must be second-order jointly ergodic [9] . When the are equal, i.e., the are identically distributed, CRB is proportional to , and CRB is equal to the CRB for a single sample.
A. Mean-Square Error Length
The first performance measure that we consider is MSEL, which is defined as the mean-square value of the length of the error vector. Specifically, if is an estimator of a vector , then the MSEL is defined by MSEL
where ; see Fig. 1 . This statistic has the advantage that it provides a single, overall measure of performance for the estimation of a -dimensional vector, rather than separate measures for the Cartesian components or those of other parameterizations, and has no artificial singularities. Furthermore, if is independent of rotations of the observer's coordinate system, then so is the MSEL. Note that although geometrical interpretations of vectors are less obvious in more than three dimensions, the error measures we examine throughout this paper are still useful for their coordinate independence and lack of artificial singularities. Therefore, we keep the generality of dimensions.
We now derive a bound on the asymptotic normalized MSEL of a large class of estimators, which can act as a benchmark for comparison of estimation procedures and an algorithm-independent criterion for system design. The bound is a function of the CRB on the parameters but is not itself a CRB since it is not a bound on the variance of a parameter estimate. The result holds for any differentiable parameterization of the unknown vector. Let the estimator have expected value (2) where represents bias. Thus, is an unbiased estimator of . Note that we have suppressed the dependence of (and, hence, ) on for simplicity of notation. Assuming and are differentiable with respect to , then subject to some mild regularity conditions [11, pp. 65 ], the covariance matrix of satisfies [12] CRB (3) where is the Jacobian. Of course, the entries of CRB are generally dependent on the nuisance parameters . Note that [13] gives a procedure to calculate CRB that avoids inversion of the full Fisher information matrix (FIM) and instead only requires inversion of a matrix equal to the dimension of . The mean-square error matrix thus satisfies
The inequalities in (3) and (4) We now impose the following conditions on the bias of : (6) Under our assumptions, for constant or time varying, CRB . Therefore, under (6) MSEL tr CRB
The bias conditions (6) essentially describe the class of all consistent estimators whose asymptotic performance is limited by their stochastic variability rather than their bias. Specifically, the squared bias of all estimators in this class asymptotically tends to zero faster than CRB , i.e., at instead of and, hence, faster than the variance. In addition, the derivative condition means that expected values of estimators in this class must also exhibit a certain degree of smoothness with respect to changes in the unknown parameter. Note that these results are, therefore, not directly applicable to asymptotically biased estimates, such as the conventional beamforming direction estimates of multiple signals [14] . However, with a little adaptation, they could be applied to the remaining portion of the error.
Define the asymptotic normalized mean-square error length as MSEL (8) Normalizing and taking limits of (7) as , we see that the MSEL of any estimator satisfying (6) is lower bounded by MSEL defined by MSEL MSEL tr CRB (9) Since this bound is derived from the CRB, it will be a tight bound for any asymptotically second-order efficient estimator satisfying the above conditions on bias and bias gradient. However, the quantity MSEL is not itself a CRB because the quantity it bounds (MSEL ) is not the variance of a parameter estimate. The bound holds for any values of for which the bias and bias gradient conditions (6) are satisfied. For most models and estimators, this will, of course, be the whole parameter space. Like the MSEL itself, the asymptotic bound is free of artificial singularities. For example, if represents a spherical coordinate parameterization of , the azimuth is undefined when the absolute value of elevation, say , is . For these values of elevation, CRB does not exist because the FIM is singular. Nevertheless, MSEL exists and bounds MSEL and is found by taking the limiting value as . For the subset of unbiased estimators, there is an analogous bound that holds for a finite number of samples. Specifically, if is a (locally) unbiased estimator of in the sense that and are zero for all values (in a neighborhood) of , it follows from (5) that for all MSEL MSEL tr CRB (10) Note that if the samples are identically distributed, MSEL MSEL , and therefore, the asymptotic bound MSAE is equal to the finite-sample bound MSEL for a single snapshot.
Although we develop our theory for time-independent snapshots in this paper, it can be simply adapted for observations that are correlated in time. Specifically, if the observations exhibit time correlation such that CRB exists and is finite for some sequence , we use this limit in place of CRB in the expressions for bounds and in place of as the normalization factor in the definitions of asymptotic error measures. Similar changes must be made to the order conditions on the bias throughout, e.g., (6) becomes . The finite-sample results we present hold without the need for modification.
1) Orthogonal Curvilinear Coordinates:
The set of orthogonal curvilinear coordinate systems, which finds great application in the analysis of vector fields, contains just about all the practically useful parameterizations of the unknown vector . Examples include spherical coordinates, circular and elliptic cylinder coordinates, parabolic coordinates, and prolate spheroidal coordinates. In terms of the rectangular coordinates , a generalized curvilinear coordinate system consists of a -fold family of -dimensional hypersurfaces for , where the are fixed constants. The intersection of these surfaces constitute families of coordinate lines, in general, curved. The coordinate system is called orthogonal if, at every point, the set of unit vectors that are tangents to the coordinate lines are mutually orthogonal [15, pp. 22] . This requirement may be expressed in our notation as for (11) As an example, suppose that is expressed in the spherical coordinate system , where and are the length, azimuth, and elevation, respectively. Therefore, we have . The three families of coordinate lines are lines of latitude on the surface of a sphere corresponding to azimuth, lines of longitude corresponding to elevation, and radial lines corresponding to length. At any point, the tangent to each of these lines is the derivative of with respect to the relevant parameter, and these three tangents are orthogonal. In fact, the derivatives are (12) which do indeed satisfy (11) .
In general, denoting the th entry of CRB as CRB , (9) may be expressed as
where the final equality follows from (11) . The expression (13) also holds for the finite-sample bound MSEL with CRB replaced by CRB . Thus, for just about all practically interesting parameterizations, MSEL can be calculated from (13), rather than the more complex equation (9); in particular, we need only calculate the diagonal entries of CRB . If any of the parameters in are known, the expression for the bound is obtained by dropping the corresponding terms from the summation in (13) . However, note that the remaining CRB terms (those corresponding to the unknown parameters in ) may differ from the case in which all parameters in are unknown [depending on whether or not the Fisher information matrix (FIM) is diagonal] and, therefore, need to be recalculated. For the spherical coordinate example, using (13), we obtain MSEL CRB CRB CRB (14)
B. Mean-Square Angular Error
In some applications, we may only be interested in the error due to incorrect direction of our estimated vector, e.g., DOA estimation of far-field sources. Alternatively, we may wish to have separate characterizations of the bearing error and the error in estimated length. Therefore, in this section, we examine the mean-square angular error (MSAE). This measure was introduced in [2] , which also derived a bound for it in the case of a unit length vector expressed in spherical coordinates, and was used as a design criterion for array processing applications in [16] . We will extend the results of [2] to allow for unknown, and known but arbitrary, length. As above, we will derive our results for an arbitrary differentiable parameterization.
We define the MSAE as MSAE (15) where is the angle between and (see Fig. 1 ). Consider the normalized vector and the normalized estimate , where and are the lengths of and , respectively. Now (16) where . Geometrically speaking, is the chord of the unit circle joining the tips of and , and is the arc length. The above equation is simply obtained by constructing the bisector of the angle from the apex onto and using the geometrical definition of sin in the resulting right-angled triangle. Using the standard expansion and squaring, the squared angular error is (17) All terms in the expansion are positive; therefore, is a lower bound for , and MSAE
Following similar reasoning to Section II-A tr CRB (19) if , and , where is the bias of considered as an estimate of . The conditions on given in (6) along with and are sufficient, but not necessary, for these conditions on to hold (see Appendix A). Therefore, defining the asymptotic normalized MSAE and its bound in the obvious way, we have that
It follows from (17) that (NB exists because is bounded) is a necessary (although not sufficient) condition for the bound in (20) to be tight. This condition is in turn satisfied when exists and is (see Appendix B); however, this is not necessary; consider, for example, an estimator whose error is, asymptotically, dominated by inaccuracies in range rather than bearing. Again, reasoning as in Section II-A, we have the finite-snapshot version of (20) . The (unnormalized) MSAE is bounded by MSAE , which is defined as the right-hand side of (20) with CRB replaced by CRB for all if is an unbiased estimator of . However, this condition is not implied by the unbiasedness of as an estimate of ; therefore, in general, the bounds on MSEL and MSAE do not hold simultaneously for a finite number of snapshots. Furthermore, since we used the lower bound on the length of a chord on the unit circle as a lower bound to the arc length to derive the above result, it is clear that MSAE cannot be a tight bound on MSAE for a finite number of snapshots. As with the MSEL, the finite-sample and asymptotic bounds are related by MSAE MSAE if the snapshots are independent and identically distributed (i.i.d.).
Using spherical coordinates, for example, (20) becomes
which obviously holds for MSAE when CRB is replaced by CRB . This is the expression obtained in [2] for a unit-length estimate of a unit-length vector. However, note that although does not appear in (21), the latter is not necessarily independent of the length of since CRB , and CRB may depend upon it.
1) Known Length: If the length of is known, e.g., the distance to the target is known or the source is far field so that is taken to be a unit vector, then it is natural to constrain to have the same length. In this case, the MSAE describes the whole error and is a natural measure of overall performance. We now have that . Supposing that (see Appendix B for a sufficient condition), we can take the expectation of (17), normalize, and take limits to find that
For a finite number of samples MSAE MSEL with equality holding iff MSAE is identically zero. Since is known, and therefore implicitly independent of the unknown , we have that . It then follows from (9) and (20) that the asymptotic bounds also follow the relationship in (22) , i.e., MSAE MSEL , and unlike the finite-sample error measures, the finite-sample bounds also satisfy this equality. Thus, we can use (9) and divide by to calculate MSAE . Of course, when calculating (9), we must be careful to remember that is known. Therefore, for example, in spherical coordinates, following (13) and the discussion below it, we obtain MSAE CRB CRB (23) where the two CRB terms are calculated under the assumption of known and may differ from the case in which is unknown. Note that the above relationship between the asymptotic bounds could also be obtained by arguing that the ML estimate of [whose errors satisfy (22) is asymptotically efficient], but this requires another set of (albeit mild) regularity conditions (see, e.g., [17, pp. 121] ) to be verified. Note that unlike the case of unknown length, unbiasedness of as an estimate of does imply unbiasedness of and an estimate of (since the length of is constrained to be equal to the length of ). Therefore, if is unbiased, the finite-sample versions of (9) and (20) do hold simultaneously.
C. Mean-Square Range Error
When the length of is unknown, it is of interest to consider the error in its estimate. For example, in radar or sonar applications with near-field sources or in matched-field processing, it is very important to be able to characterize how accurately we are able to determine the distance to the source, i.e., its range. As a measure of the error in estimating the length, we propose the mean-square range error (MSRE), which we define as the mean-square value of the difference between the lengths of the true and estimated vectors. We use the term range instead of the more general length to avoid possible confusion with the mean-square error length. However, note that the length of the unknown vector need not physically represent range. For example, in far-field DOA estimation, it may be advantageous to characterize the problem as the estimation of a 3-D vector whose direction is the source bearing and whose length represents the power of the source. We define the MSRE by MSRE (24) where (see Fig. 1 ), and is the length of . By considering as an estimate of with bias , we can again follow a similar development to Section II-A to find that MSRE CRB
assuming that is and is . These are satisfied if (6) holds, , and , which are the same regularity conditions required in Section II-B (see the analysis in Appendix A). Defining the asymptotic normalized MSRE in the obvious manner, (25) shows that MSRE MSRE CRB
If is an unbiased estimate of , we again obtain the finitesample bound MSRE by replacing CRB by CRB in the right-hand side of (26), and for i.i.d. snapshots MSRE MSRE . However, the analogous finite-sample bounds for MSEL and MSAE derived previously will not, in general, hold for the same set of estimators as the finite-sample MSRE bound since each requires different unbiasedness conditions. For the spherical coordinate system, MSRE CRB .
D. Relationships
We have already seen that a simple relationship (22) for any estimator such that is . For the finitesample error quantities, the relationship is MSEL MSRE MSAE with equality iff the error is identically zero. The equality (81) holds for both the asymptotic and finite-sample bounds, as shown in Appendix D. Note that does not need to be asymptotically efficient in the sense that the performance measures we discuss attain their bounds as in order for (27) to hold.
E. System Design
The bound MSEL , or equivalently MSEL for the finitesample case, provides a single algorithm-independent measure of performance and, as such, is a suitable criterion function for system design and was used to improve the design of an MEG array in [4] . Generally, MSEL depends on all parameters , i.e., and the nuisance parameters, through CRB . Therefore, there is a number of approaches we can take to design: We can minimize MSEL for a particular a priori likely value of as in [4] to achieve a locally optimal design, take a Bayesian approach , and minimize a weighted average over the whole parameter space , say, i.e., MSEL , or adopt a minimax procedure and minimize MSEL . Equation (81) shows that MSEL is just a particular linear combination of MSAE and MSRE . Therefore, we propose, as a more general design criterion, the linear combination MSRE MSAE in which is chosen to reflect the relative importance of accurate estimation of the angle to accurate estimation of the range in the application. This measure can then be used in place of MSEL in the above locally optimal, Bayesian, or minimax schemes. Note that the same linear combination of asymptotically normalized angular error and range error should also be used to assess a particular estimator's large-sample performance. This criterion could be further generalized by allowing to vary with . For example, a radar system could be designed to provide a better range estimate of a target with high Doppler shift, i.e., one moving quickly toward the antenna, but a better angle estimate of a low Doppler shift target moving across the antenna beam.
The bound MSEL in (9) is, in fact, a specific instance of a general class of criteria known in the literature of statistical nonlinear experimental design as criteria. These essentially replace in (9) with an arbitrary matrix , which generally depends on [18] . There are other optimal design criteria based on nonlinear functions of CRB , for example, optimality [19] , which aims to minimize the asymptotic volume of the linearized confidence interval for asymptotically efficient estimators and is obtained by replacing the operation of trace with that of determinant in (9) . Thus, the -optimality criterion would be det det CRB , assuming is square. With orthogonal curvilinear coordinates, this would become det CRB CRB (28) where the final inequality follows from the fact that CRB is positive semi-definite [20, pp. 114] . It is interesting to note that in this case, the upper bound on and the MSAE are the product and sum, respectively, of the same terms [compare (13) and (28)]. Geometrically speaking, is proportional to the squared volume of an ellipsoid (the linearized confidence region for asymptotically efficient estimators); it is also proportional to the squared volume of the cuboid circumscribing this ellipsoid. The upper bound for (28) is proportional to the squared volume of the ellipsoid (or cuboid that circumscribes it) that would arise if the estimates were uncorrelated (but with unchanged variances), and MSEL (13) is proportional to the squared length of the diagonal of this latter circumscribing cuboid.
F. Collinear and Lateral Error
In this section, we briefly consider an alternative decomposition of the error vector into components parallel and orthogonal to the unknown vector . The mean-square values of the magnitude of these components are themselves useful error measures, for example, [4] uses them in the context of magnetoencephalography (MEG). We will have cause to use this decomposition to prove several results later on in Section III-C. However, as we now show, mean-square length of the parallel component is asymptotically equivalent to the MSRE, whereas the mean-square length of the orthogonal components is asymptotically times the MSAE. The error vector may naturally be described as the vector sum of a collinear error vector parallel to and a lateral error vector orthogonal to , i.e.,
where , and is the projection matrix onto the subspace orthogonal to , and, as before, is the unit vector parallel to ; see Fig. 2 .
To first order, the projection of the error vector onto the direction of , i.e., , describes the range error . To see this, note that Since and are orthogonal, it follows from (29) that , and hence, using (27) and (32), the asymptotic relationship between the error measures of Section II, we have that
III. ORTHOGONAL VECTOR SYSTEMS
In numerous applications, the requirement is to estimate a system of orthogonal vectors. For example, if they all have unit length, the vectors may represent the orientation (attitude) of an object. Applications requiring such an estimate include robotic vision, target location and identification in high-resolution radar [21] , and satellite control [5] . Other applications require the estimation of an orthogonal vector triad in which some or all of the vectors have unknown lengths. For example, the bearing, major, and minor axes of the polarization ellipse and signal strength in a radar or polarimetry application [2] , [22] is succinctly represented as an orthogonal triad with two unknown lengths. Still another example is magnetoencephalography [4] , which involves estimating a pair of orthogonal vectors (the location and lateral component of a dipole) in 3-D.
In this section, we derive a number of results on geometrical error measures and their bounds for systems of orthogonal vectors in 3-D. In particular, we show that (to first order) the error vectors may be expressed in terms of a vector of six coordinate-independent error quantities and derive a matrix bound for its mean-square outer product. We use this bound to obtain alternative expressions for the MSEL MSAE , and MSRE of each vector in the triad that quantify the inter-connectedness of these measures among the three vectors. We then propose the use of the covariance of vector angular error to describe the rotational portion of the error, derive a bound for it in terms of , and show its relationship to the MSAE of each vector. Finally, we propose the mean-square length of the angular error vector and the total mean-square range error as overall performance measures (in analogy to the MSAE and MSRE for a single vector) and relate their bounds to the matrix . These measures are all coordinate independent.
Although the results of this section are presented for systems of 3-D vectors, with the exception of the CVAE (Section III-D), they extend in an obvious way to dimensions.
A. Error Decomposition
A triad of orthogonal vectors with varying lengths, parameterized by a vector , has a total of six degrees of freedom. If we estimate with a triad that is also constrained to be orthogonal, the resulting triad of error vectors , although they are not generally orthogonal, also possesses six degrees of freedom.
In this section, we express the error triad using the coordinate system defined by the unknown triad , making it independent of rotational transformations of the system coordinates. We determine six quantities, corresponding to the six degrees of freedom, that can be used to linearly describe the error triad to first order. In particular, we show that these error quantities describe the collinear and lateral components of each error vector.
Using and to represent both vector triads and matrices whose columns are the vectors of the triad, the error triad may be expressed in the coordinate system defined by as (34) where is a matrix whose columns are the normalized vectors of the unknown triad, i.e., for . Therefore, is the representation of the error vectors in the coordinate system specified by . Using the orthogonality of the estimated triad , we have, for
Now, since is orthonormal, the th entry of is . Therefore, rearranging (35) and using the orthogonality of the unknown triad , we obtain (36)
We have the following definitions: for , and , and we lump them into a single vector to first order in the coordinate system defined by . This decomposition was first derived in [4] .
We can relate the entries of to the collinear and lateral error vectors of each estimate. By definition, , which is the projection of onto , is the length of (see Section II-F), which is the collinear part of each error vector [see (29)], and from (38), we see that each lateral error vector is approximated by (40) where the operator represents a cyclic sum on the set , i.e., , etc.; we will use this operation throughout the rest of the paper.
B. Bound on the Variability of
We will derive a bound on the mean-square value of the outer product of , which will be crucial in showing the remaining results in this paper. First, note that from the definition of as a vector containing certain entries of , it is possible to write , where
and , i.e., the concatenation of the three error vectors. Let and be similar concatenations of the unknown triad, its estimate, and the bias vectors, respectively. Then, defining , we can follow a development analogous to that in Section II-A to obtain CRB CRB
Therefore, if the bias of each estimate in is and their bias gradients w.r.t. are , then CRB
where (44) and is the number of parameters in . If each estimate in is a (locally) unbiased estimator of the corresponding vector in , then we have the result CRB for all , which was first presented in [4] .
C. Alternative Asymptotic Error-Bound Expressions
Using the results of Section III-B, it is now fairly simple to obtain alternative expressions for the asymptotic bounds on the MSEL, MSAE, and MSRE of each estimate in terms of the elements of [which are defined in (43)]. Since we have shown in Section II-F that the mean-square value of , which is bounded by (the th diagonal element of ), is asymptotically equal to the range error of , it follows immediately that MSRE
for . Similarly, since we have shown that asymptotically, the mean-square length of the lateral error vector is just times the mean-square angular error (33), and from (40)
we have an alternative expression for the MSAE of in terms of the entries of MSAE (47) for . Finally, combining (45) and (47) with the asymptotic relation between MSEL MSAE , and MSRE in (27), we get
MSEL (48)
When evaluated, these expressions will give the same results as those in Section II; however, they offer an alternative interpretation of the error bounds in terms of collinear and lateral errors, and they quantify the relationship between the bounds on the different vectors in the triad. Furthermore, as we will see, other overall error bounds are related to the matrix ; therefore, calculation of provides all necessary information concerning the optimal ability to estimate the orthogonal system.
1) Known Length and Orthogonal Pairs:
If some or all of the vectors of have known length, we constrain the corresponding vectors of our estimated triad to have the same lengths. In this case, the range error of those constrained estimates is zero, and therefore, from (31), we see that for the vectors with known length. Therefore, for example, if and have known length but that of is unknown, (38) still holds, but now in (39) becomes 
D. Covariance of Angular Error
The triad can be obtained from by a rotation followed by a dilation. Now, a rotation may be represented by a vector angle , whose direction gives the axis of rotation and whose length is the angle. In this section, we consider the vector , when expressed using the coordinate system defined by , as an error measure. By using a representation in , we make it independent of the observer's reference frame. We derive a bound on its mean-square value and consider the physical meaning of the bound and its relation to the measures introduced above. The error measure of this section was introduced in [2] for the case of a unit length system. We extend those results to allow for arbitrary unknown length.
We first introduce some notation and state, without proof, a number of relevant facts (see, for example, [24] . It is a fact that if can be rotated to , then is a rotation of by a vector angle such that , and . Let represent the coordinate system reference frame, and as before, let and be the normalized versions of and . We define the vector angular error as the vector angle through which must be rotated to align it with . Note that the same rotation that aligns with takes into so that the vector angular error is (see Fig. 3 ). Let diag , and diag . Then, , and . We have (50) where is defined in (34). Let ; then, from the composition rule (51) However, using a Taylor series expansion, we also have that (52) where for are the entries of . It then follows from (51) and (52) that
, where is defined in a similar way to , i.e.,
. We can now define the CVAE as CVAE (54)
Note that since we have defined the CVAE using the vector angle's representation in the coordinate system defined by the unknown normalized triad , it is independent of the coordinate reference frame.
The argument that lead to the bound on the mean-square matrix of (Section III-B) applies mutatis mutandis to (54 If the lengths of any of the vectors are known, this only effects the diagonal elements of , as defined above, as these are irrelevant in determining the rotation vector . Therefore, the expression (60) remains unchanged if some or all of the lengths are known. However, CRB will generally differ, and therefore, after evaluation, the bounds for known and unknown lengths will also differ. This is analogous to the case of the MSAE bound of a single vector. There is no equivalent finite-sample expression for unbiased estimators.
E. Total Error Measures
We can now define two total error measures that describe the overall error in the rotation and lengths of .
We define the total angular error as , i.e., the angle through which the normalized unknown system must be rotated to reach the normalized estimated system. It follows directly from (54) and the fact that the length of a vector is unchanged by a rotation of the coordinate system that tr CVAE (61) Therefore, the asymptotic normalized mean-square total angular error is lower bounded by tr CVAE (62)
We define the total range error by , where . Then, our measure of overall range variation is the mean-square total range error defined by (63) It then follows that the asymptotic mean-square total range error satisfies tr
where represents the block of [see (43)] corresponding to the collinear error components . The total angular error (61) and the total range error (63) are the "total error" analogs of the MSAE and MSRE of a single vector, respectively. We can use their asymptotic bounds (62) and (64) for system design in exactly the same way as we proposed using MSAE and MSRE in Section II-E for a singlevector system. These total measures are most useful in situations in which all three vectors are of equal importance, such as in the general attitude estimation problem [5] . In cases where the vectors represent different physical quantities, as in the polarized EM wave application [2] for example, it might be more advantageous to consider the MSAE and MSRE for each vector separately.
F. Relation of MSAE and CVAE
There exists a simple asymptotic relationship between MSAE for each vector in the triad and the entries of CVAE given by MSAE CVAE CVAE (65) which holds as long as . This result was first shown in [2, App. G] for a system of unit length vectors expressed in the spherical coordinate system; however, the proof is unaltered by the fact that we have vectors of unknown lengths and an arbitrary parameterization. Note that assuming , which is implied by (see Section III-D), is enough to ensure that since (see Appendix E) and is bounded (by ). The bounds on MSAE and CVAE also follows this relationship, i.e.,
MSAE CVAE CVAE
which may be easily seen from (47) and (60). No asymptotically efficient estimator need exist for this relationship between the bounds to hold. Conversely, need not be asymptotically efficient for the error measures to satisfy (65).
IV. CONCLUSION
We have constructed a unified framework for the analysis of errors obtained in estimating physical vectors and orthogonal systems of vectors. We presented a number of geometrical error measures that are more physically meaningful than the standard covariance matrix. In addition, these measures are independent of the coordinate reference frame. For a single vector, we considered mean-square error length, mean-square angular error, and mean-square range error. We derived bounds on these measures for large classes of estimators, for finite samples and asymptotically, and showed how they interact.
For orthogonal triad systems, we decomposed the error into length and lateral errors and showed that all errors could be expressed in terms of six quantities. We bounded these error quantities and showed that all single vector bounds could be obtained as linear combinations of these. We also considered covariance of angular error and showed how it could be bounded by a function of our bound on the six fundamental error quantities. We finally suggested two measures of total error, total angular error, and total range error and bounded their mean-square values in terms of the fundamental error quantity bound.
We expect these results to be useful in the analysis and design of any system in which a physical vector or collection of vectors needs to be estimated. Examples of the many such applications were given throughout.
APPENDIX A
Suppose that is a smooth function in the sense that its second-order partial derivatives exist. Consider as an estimator of . We now obtain sufficient conditions on and the moments of to ensure that is , and its derivative is . Using a Taylor series expansion (67) After taking expectations (68) where the second equality follows if and exist and both tend to zero at least as fast as . Taking derivatives
Therefore, if we additionally assume that and are , then so is (69). Applying these results to each component of the function , we get the desired result.
APPENDIX B
In this Appendix, we show that is a sufficient condition for , which is necessary in order for MSAE to be a tight bound for MSAE (see Section II-B). First, note that exists and tends to zero at least as fast as since is bounded. Now, referring to Fig. 2 , we see that (70) which follows from (17) and the standard cosine expansion. Therefore (71) and the result follows.
APPENDIX C
In this Appendix, we show that the asymptotic error quantities characterizing a single vector's estimate are related by (27).
From Fig. 2 , we have that , where the lengths and are defined in the figure. Now which follows from (17) . Normalizing and taking expectations and then limits of (75), we see that (27) holds for all estimators for which . As shown in Appendix B, a sufficient condition for this is that . Since with equality iff , the inequality relationship between the finite-sample error measures also follows by taking expectations of (74).
APPENDIX D
We now show that the bounds on the errors follow the same relationship as the asymptotic errors themselves (27). First, note that 
Clearly, the same analysis applies with CRB replaced by CRB ; therefore, the finite-sample bounds also follow (81).
APPENDIX E
In this Appendix, we show that the length of the vector angular error is of the same order as as . We will need the fact that if is the (orthogonal) transformation matrix from a representation in to one in , and is the vector angle between them, then tr (see [24] and the result follows.
