SUMMARY
(1) The electrical sources of event-related slow potentials and other large amplitude EEG activity reside in the dendritic trees of cortical pyramidal neurons. (2) Surface negative potentials represent a measure for the excitability in the underlying neural tissue, surface positivity signifies widespread absence of facilitation. (3) Slow potentials indicate availability and spatial allocation of resources for information processing performed by the underlying neural tissue. Direction of attention and memory search will generate negative potentials in those neural assemblies which process the respective concepts. Memory storage and updating of information require that large proportions of the neural network be shut off and therefore they are accompanied by widespread positive waves of high amplitude. The electrical source of these waves can be traced to neural populations not involved in the storage process. (4) Conscious processes arise above a certain amount of cortical excitability; they appear when threshold levels of negative DC shifts are exceeded.
part via a feedback loop which runs through the ba n subcortical structures and the thalamus, returning to feedback loop generates permanent fluctuations resulting i w loop has necessarily non-linear characteristics and therefor be analysed with methods from non-linear systems theory. This paper describes evidence for these postulates and further testing the model.
Large amplitude potentials have cortical sources
Any electrical activity generated in a focal region withi modelled with good approximation by a dipole field at distance active region. However, if one considers the possibility of exte being active synchronously, the assumption of dipole-like cu longer valid. Nevertheless, the extracranial (not the intr distribution of an extended cortical source may be quite distribution generated by a focal eurreQ.t dipole in deeper struc G broad scalp distribution, like that of many ERP components, i distinguish an extended superficial cortical source from a more c in deeper structures which are not necessarily cortical.
We have set up a spherical model of the head with ho modelling scalp, bone, cerebrospinal fluid and the brain (Lutze Braun,1990) 1.
Based on this head model, the computations yield the fo active, but small, planar area, with a diameter of 1 cm contribute activity shown by an extended layer 10 cm in diameter. Subco not only small in size, but also more distant from the surface i contributions to surface potentials another 4 to 7 times. Even if subcortical structure' is synchronously active and even if we elements extending over 3 cm 2 have the same orientatio contribution to scalp potentials would still amount to only 1% o extended cortical sources. Thus an intracranial polarised la produce a scalp potential of 200 )lV when extensive in the cor when limited in size and in deeper structures.
More explicitly, for deep structures we can derive the fol the maximal voltage Vmax on the scalp (Braun et al., 1990): Vmax [in f.lV]==2 x area of active region [cm 2 ] x voltage across The voltage across the structure is measured with intracra extracellular fluid. Let us assume that a 20 )lV scalp potential s its single source in a deep structure, limited in diameter (e.g. I The radius of the head was assumed to be 9.2 cm, that of the brain 8 cm, the thicknes each set at 4.2 mm, and that of the cerebrospinal fluid (CSF) at 2.1 mm. (Actual deviat inhomogeneities, non-sphericity etc. would result in only small modifications of scalp 300Qcm, O"cSF=30"brailv O"skuU=crbrain/ 80 , O"scalp=crbrain' 
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(5) The regulation of cortical excitability and thus of slow potentials is achieved in part via a feedback loop which runs through the basal ganglia, other subcortical structures and the thalamus, returning to the cortex. This feedback loop generates permanent fluctuations resulting in EEG waves. The loop has necessarily non-linear characteristics and therefore the EEG may best be analysed with methods from non-linear systems theory.
This paper describes evidence for these postulates and suggests ways of further testing the model.
Large amplitude potentials have cortical sources
Any electrical activity generated in a focal region within the brain can be modelled with good approximation by a dipole field at distances far away from the active region. However, if one considers the possibility of extended cortical areas being active synchronously, the assumption of dipole-like current sources is no longer valid. Nevertheless, the extracranial (not the intracranial) potential distribution of an extended cortical source may be quite similar to a scalp distribution generated by a focal curreI].t dipole in deeper structures. Given just a broad scalp distribution, like that of many ERP components, it is not pOSSible to distinguish an extended superficial cortical source from a more focal active region in deeper structures which are not necessarily cortical.
We have set up a spherical model of the head with homogeneous layers, modelling scalp, bone, cerebrospinal fluid and the brain ;' Braun,1990) 1.
Based on this head model, the computations yield the following results: an active, but small, planar area, with a diameter of 1 cm contributes about 1/25 of the activity shown by an extended layer 10 cm in diameter. Subcortical structures are not only small in size, but also more distant from the surface, diminishing their contributions to surface potentials another 4 to 7 times. Even if a large portion of a subcortical structure' is synchronously active and even if we assume that active elements extending over 3 cm 2 have the same orientation in space, their contribution to scalp potentials would still amount to only 1% of that generated by extended cortical sources. Thus an intracranial polarised layer of 1 mV might produce a scalp potential of 200 ilV when extensive in the cortex, but only 2 /lV when limited in size and in deeper structures.
More explicitly, for deep structures we can derive the following formula for the maximal voltage Vmax on the scalp (Braun et al., 1990): Vmax [in ilV]=2 x area of active region [cm 2 ] x voltage across structure [mY] The voltage across the structure is measured with intracranial electrodes in extracellular fluid. Let us assume that a 20 /lV scalp potential such as the P300 has its single source in a deep structure, limited in diameter (e.g. the hippocampus).
Closed fields will not result in surface potentials, and polarisations of gyri opposite in space will partially cancel each other. Hence a planar area of polarisation of 1 cm 2 could be considered to be quite large. If the entire 20 /-LV amplitude of P3 were for instance hippocampal in origin, the extracellular voltage should amount to 10 mV! What has been measured experimentally is in the range of 100 /-LV (e.g. , explaining only a 0.2 /-LV surface P3, an estimate which lies in the range of brainstem potential amplitudes. Intracranial measurements show that extra-cellular fields hardly exceed 500 /-LV, even during seizure-like activity in the cat (Caspers et al., 1984) . Even assuming such strong event-related sources in deep structures, there would still be only a few microvolts amplitude recordable at the scalp. In epileptic patients with epicortical electrodes recorded maximal amplitudes of 2-4 mV during ictal discharges. Even in these circumstances, large amplitude spikes will only be detected when the active area has a macroscopic extension. 2 These and other examples lead to the conclusion that larger ERrs (>10 flV, such as P3 and CNV) must have their electrical sources distributed mainly (>80%) in extended corticaLregions. Subcortical activity may be superimposed but can account for only a small fraction of the potential amplitude. Of course, the generator triggering synchronous and widespread cortical activity might be located in deeper structures. Potential amplitudes are largest at the centre of gravity of the source configuration, which often lies for simple geometrical reasons in the region of the vertex.
The statement that the sources of large amplitude potentials reside incortical layers receives further support from measurements with electrode arrays in and across the cortex (Mitzdorf, 1985; ). An ultimate proof would require the use of three-dimensional electrode arrays to compute the Laplacian distribution. This is technically difficult to achieve. Recent progress has been made in mapping electrical activity through voltage-sensitive dyes. This method bridges the gap between macroscopic and microscopic level of recording by staining a section of neuronal tissue with a fluorescent dye. The fluorescence varies with potential of the membrane to which the dye attaches and thus the distribution of the electrical potential can be monitored by means of optical detectors. 3 The results not only support the above conclusion, but suggest that the macroscopically measured potentials result largely from EPSPs in the dendritic trees.
Electrical sources of slow potentials within the cerebral cortex: slow surface negativity reflects cortical excitability, positivity dysfacilitation As noted above, EEG potentials with amplitudes larger than a few microvolts must be primarily cortical in origin. Based on such characteristics as shape, distribution, type of connection etc. cortical neurons may be divided into two 2 We can use the formula presented above to estimate the size of the active area: Assume the voltage across the active structure is about twice the measured field potential, and assume further it produces a spike of 80 IlV on the scalp, then the active area will amount to at least 2 x 2.5 cm 2 .
. 3 The basic method was developed in the 1970s (e.g. and has been subsequently improved by a number of laboratories (summarised in .
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Closed fields will not result in surface potentials, and polarisations of gyri opposite in space will partially cancel each other. Hence a planar area of polarisation of 1 cm 2 could be considered to be quite large. If the entire 20 /-LV amplitude of P3 were for instance hippocampal in origin, the extracellular voltage should amount to 10 mY! What has been measured experimentally is in the range of 100 /-LV (e.g. , explaining only a 0.2 flY surface P3, an estimate which lies in the range of brainstem potential amplitudes. Intracranial measurements show that extra-cellular fields hardly exceed 500 /-LV, even during seizure-like activity in the cat (Caspers et al., 1984) . Even assuming such strong event-related sources in deep structures, there would still be only a few microvolts amplitude recordable at the scalp. In epileptic patients with epicortical electrodes recorded maximal amplitudes of 2-4 mV during ictal discharges. Even in these circumstances, large amplitude spikes will only be detected when the active area has a macroscopic extension. 2 These and other examples lead to the conclusion that larger ERPs (>10 flY, such as P3 and CNV) must have their electrical sources distributed mainly (>80%) in extended corticaLregions. Subcortical activity may be superimposed but can account for only a small fraction of the potential amplitude. Of course, the generator triggering synchronous and widespread cortical activity might be located in deeper structures. Potential amplitudes are largest at the centre of gravity of the source configuration, which often lies for simple geometrical reasons in the region of the vertex.
The statement that the sources of large amplitude potentials reside in cortical layers receives further support from measurements with electrode arrays in and across the cortex (Mitzdorf, 1985; ). An ultimate proof would require the use of three-dimensional electrode arrays to compute the Laplacian distribution. This is technically difficult to achieve. Recent progress has been made in mapping electrical activity through voltage-sensitive dyes. This method bridges the gap between macroscopic and microscopic level of recording by staining a section of neuronal tissue with a fluorescent dye. The fluorescence varies with potential of the membrane to which the dye attaches and thus the distribution of the electrical potential can be monitored by means of optical detectors. 3 The results not only support the above conclusion, but suggest that the macroscopically measured potentials result largely from EPSPs in the dendritic trees.
Electrical sources of slow potentials within the cerebral cortex: slow surface negativity reflects cortical excitability, positivity dysfacilitation As noted above, EEG potentials with amplitudes larger than a few microvolts must be primarily cortical in origin. Based on such characteristics as shape, distribution, type of connection etc. cortical neurons may be divided into two 2 We can use the formula presented above to estimate the size of the active area: Assume the voltage across the active structure is about twice the measured field potential, and assume further it produces a spike of 80 !J-V on the scalp, then the active area will amount to at least 2 x 2.5 cm 2 .
. 3 The basic method was developed in the 1970s (e.g. and has been subsequently improved by a number of laboratories (summarised in Figure 1 Grand averages from electrode Cz (referred to linked earlobes) show of CNV amplitude associated with the effects of the following drugs which lo excitability: Top -Clonazepam, which affects the benzodiazepine site of the G Bottom -Carbamazepine (CBZ), which has an inhibitory action on glutamate, influx, and strengthens monaminergic inhibition. A rapid response was reqUi fundamental cell types -pyramidal and non-pyramidal (Schi pyramidal neurons are characterised by many spines, they hav long-range connections, they carry only type IT (inhibitory) syna n bodies, and type I (excitatory) synapses on the axon. Non-pyram e other hand have few if any spines, form only local connections synapses on the axon, which means that they serve inhibitory funct the centre of the dendritic tree has a different spatial location from o synaptic potentials (PSPs) will contribute to far-fields; only when l cells have similar orientation in space will their activity macrorecordings. Consequently stellate cells do not produce op far-fields. What is to be seen at the scalp or from the surface primarily the summation of PSPs at pyramidal cells. According only 6% of the synapses on the dendritic tree of pyramidal cells ar inhibitory synapses located close to or on the soma constitute onl the synapses in the cortex. PSPs distant from the soma generate l field, while PSPs closer to the soma give rise to multipole mo undetected in macroscopic recordings. This may explain why sca depict primarily the modulation of depolarisation in the den t outlined view has been experimentally confirmed by a compa micro-and macro-recordings and by source localisa (Mitzdorf,1985) .
It follows from thes~findings that a surface negative p depolarisation of the dendritic tree in vast networks of pyramida indicates an increment in excitability of the underlying cortical tiss
The. 'nonspecific' thalamic fibres, which do not carry specif s information, synapse with dendritic trees of pyramidal neurons at o from their cell bodies, primarily in layer 1. Depolarisation of the modulates the excitability of the neurons, but since only depolaris hillock itself determines firing of the neuron, this thalamic e o interrupted through inhibitory synapses closer to the soma. T apical dendritic tree as a candidate for the regulation of cor e fundamental cell types -pyramidal and non-pyramidal (Schiiz, 1990 Schuz (1990) , only 6% of the synapses on the dendritic tree of pyramidal cells are of type H. The inhibitory synapses located close to or on the soma constitute only about 1% of all the synapses in the cortex. PSPs distant from the soma generate a dipole-like farfield, while PSPs closer to the soma give rise to multipole moments whifh go undetected in macroscopic recordings. This may explain why scalp measurements depict primarily the modulation of depolarisation in the dendritic tree. The outlined view has been experimentally confirmed by a comparison of optical micro-and macro-recordings and by source localisation in cat cortex (Mitzdorf, 1985) . . It follows from thes~findings that a surface negative potential signifies depolarisation of the dendritic tree in vast networks of pyramidal cells and hence indicates an increment in excitability of the underlying cortical tissue.
The. 'nonspecific' thalamic fibres, which do not carry specific sensory input information, synapse with dendritic trees of pyramidal neurons at locations distant from their cell bodies, primarily in layer I. Depolarisation of the apical dendrites modulates the excitability of the neurons, but since only depolarisation at the axon hillock itself determines firing of the neuron, this thalamic excitation can be interrupted through inhibitory synapses closer to the soma. This suggests the apical dendritic tree as a candidate for the regulation of cortical excitability thresholds. Depolarisation of the apical dendrites causes an efflux of negative charges into extra-cellular space and back into the neuron in the deeper layers. This results in a polarisation of the cortex with the negative poles near the surface. A lowering of thresholds for cortical excitability will hence result in an increase in surface negativity, while a positive wave is generated when thresholds are set high, which implies that a positive wave -such as the P3 -corresponds to an interruption of ongoing activity. There is also indirect experimental evidence from macroscopic recordings which supports these statements. For instance, drugs which lower cortical excitability lower, in direct proportion, the. slow surface negativity. This is illustrated for CNV experiments, outlined in Figurel. While various anticonvulsant drugs may exhibit quite different effects on earlier components of visual and auditory evoked potentials, as well as on spontaneous EEG activity , they all lower CNV amplitude and also the negative IX shifts obtained during hyperventilation Rockstroh, 1991 and this volume) . There is evidence that certain stimulant drugs may enhance the CNV although there have been several paradoxical results (for a review see .
The concept of cell assemblies and aspects of memory storage
The concept of cell assemblies has become fundamental to models concerned with the functioning of the brain. postulated that short-term memory is represented in reverberatory circuits as described earlier by . Once activated, these circuits can maintain excitation as they are formed by a set of neurons, each of which receives excitation from, and gives excitation to, other members of the same set. If a sufficiently large number of neurons in. one such cell assembly is activated, the whole set will become active. The advantage for memory storage is that the structure of these cell assemblies is flexible and can be changed rapidly. This requires the strengthening of connections between simultaneously active neurons (Hebb's rule), an assumption which has long been considered the physiological basis of learning and memory storage .
It is thought that within neural networks the ability of simultaneously active synapses to depolarise the postsynaptic membrane is increased above a certain level of postsynaptic activity, while insufficient activation weakens active synapses. This idea has been developed by and, based on Hebb's rule, models of the memory have been suggested by ), Palm (1982 and others. Although experimental evidence for synaptic plasticity has increased in the 19805, it has remained equivocal until recently, when Gustafsson et al. (1987) presented evidence from hippocampal CA1-neurons. They found that the connection between two neurons, which were simultaneously activated, became stronger whereas the connection to a third neuron did not change when it was stimulated just as frequently but not simultaneously with the first two neurons. Subsequently, demonstrated that the strengthening of synapses during pre-and postsynaptic stimulation is locally restricted on the dendritic tree but not on the axon; axonal synapses connecting to neighbouring neurons were also strengthened. Although this result necessitates some modification of the Hebbian principle, and might have great implications for the future development of memory models, it further supports the basic ideas of Hebb about brain functioning. 239 thresholds. Depolarisation of the apical dendrites causes an efflux of negative charges into extra-cellular space and back into the neuron in the deeper layers. This results in a polarisation of the cortex with the negative poles near the surface. A lowering of thresholds for cortical excitability will hence result in an increase in surface negativity, while a positive wave is generated when thresholds are set high, which implies that a positive wave -such as the P3 -corresponds to an interruption of ongoing activity.
There is also indirect experimental evidence from macroscopic recordings which supports these statements. For instance, drugs which lower cortical excitability lower, in direct proportion, the, slow surface negativity. This is illustrated for CNV experiments, outlined in Figurel. While various anticonvulsant drugs may exhibit quite different effects on earlier components of visual and auditory evoked potentials, as well as on spontaneous EEG activity , they all lower CNV amplitude and also the negative DC shifts obtained during hyperventilation  Rockstroh, 1991 and this volume). There is evidence that certain stimulant drugs may enhance the CNV although there have been several paradoxical results (for a review see .
The concept of cell assemblies has become fundamental to models concerned with the functioning of the brain. postulated that short-term memory is represented in reverberatory circuits as described earlier by Lorente de No (1943) . Once activated, these circuits can maintain excitation as they are formed by a set of neurons, each of which receives excitation from, and gives excitation to, other members of the same set. If a sufficiently large number of neurons iri one such cell assembly is activated, the whole set will become active. The advantage for memory storage is that the structure of these cell assemblies is flexible and can be changed rapidly. This requires the strengthening of connections between simultaneously active neurons (Hebb's rule), an assumption which has long been considered the physiological basis of learning and memory storage .
It is thought that within neural networks the ability of simultaneously active synapses to depolarise the postsynaptic membrane is increased above a certain level of postsynaptic activity, while insufficient activation weakens active synapses. This idea has been developed by and, based on Hebb's rule, models of the memory have been suggested by Willshaw et ill. (1969 ), Palm (1982 and others. Although experimental evidence for synaptic plasticity has increased in the 19805, it has remained equivocal until recently, when Gustafsson et al. (1987) presented evidence from hippocampal CA1-neurons. They found that the connection between two neurons, which were simultaneously activated, became stronger whereas the connection to a third neuron did not change when it was stimulated just as frequently but not simultaneously with the first two neurons. Subsequently, demonstrated that the strengthening of synapses during pre-and postsynaptic stimulation is locally restricted on the dendritic tree but not on the axon; axonal synapses connecting to neighbouring neurons were also strengthened. Although this result necessitates some modification of the Hebbian principle, and might have great implications for the future development of memory models, it further supports the basic ideas of Hebb about brain functioning.
Generally it is assumed that plasticity is realised through N (Collinridge, 1987; Gustafsson et al., 1987; . The linked to Ca++ channels which allow the Ca++ ions to penetrate the when the cell is depolarised and when a transmitter (in this ca present.
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An interesting example of the experimental evidence· inhibitory/dysfacilitatory character of P300 is provided by Woodw
Generally it is assumed that plasticity is realised through NMDA-receptors (Collinridge, 1987; Gustafsson et al., 1987; . These receptors are linked to Ca++ channels which allow the Ca++ ions to penetrate the membrane only when the cell is depolarised and when a transmitter (in this case glutamate) is present.
Probably all the synapses on spines are subject to modification in their strength, which would mean that 3 out of 4 cortical synapses are plastic (Schiiz, 1990) . Therefore, the build-up and strengthening of a cell assembly requires that a large number of cells not relevant for the incoming concept be shut off in order to avoid the formation of arbitrary. and irrelevant connections. From the in vivo experiments with single cells! we can infer that a tetanic burst of say 100 stimulations with 100 Hz frequency is sufficient to alter the strength of synapses. Even weaker activity is sufficient when similar firing patterns are repeated several times. The inference from this is that cortical excitability is reduced for a fraction of a second whenever a relevant stimulus is to be stored in long-term memory. Based on the considerations outlined in the previous section, it can be concluded that this widespread inhibition, or reduction in cortical excitability, will appear as a widespread positive wave at the scalp . There is evidence that P300 and, in part, the positive slow wave, reflect exactly this process. P300 has been linked to the updating of memory and is thought to reflect processes associated with the maintenance of a model of the environment. According to Donchin and Coles, such processes are "invoked whenever there is a need to revise the organism's model of the context" (p 22).
The number and extent of cell assemblies required in this process will affect P300 amplitude; the larger the information transmission the greater the number of cells involved in the network will be. As all these must be isolated from background activity, the "dysfacilitation" will be widespread, and positivity will increase in extent and hence in amplitude. In an excellent review and synthesis of P300 findings, Johnson (1988) concluded that the many experimental variables known to affect P300 amplitude may be reduced to: P300 amplitude = information transmission x (subjective probability + stimulus meaning)
The first part of this formula is consistent with the above considerations; P300 is directly related to the amount of uncertainty reduced by a stimulus. The more unexpected the event, the larger the P300 that is elicited, a finding encompassed by the 'subjective probability' dimension in Johnson's model. The second dimension in Johnson's model, 'stimulus meaning', accounts for "the processing of information that is not related to probability...". The portion of P300 amplitude sensitive to changes in stimulus meaning is a function of three independently manipulable experimental variables: (1) task complexity, (2) stimulus complexity, and (3) stimulus value" (p 78) or significance of the stimulus. Stimulus relevance should enhance P300 amplitude, which will allow the cell assembly to build up quickly. This, of course, is not unrelated to the previous strength of the cell assembly. Johnson defines the third dimension as "the proportion of information received by a person relative to the total amount of information originally contained in the stimulus." (p 92).
An interesting example of the experimental evidence· confirming the inhibitory/dysfacilitatory character of P300 is provided by delivered during the time-course of an auditory oddball P300. Reaction times were significantly slowed during this time, a finding consistent with the proposed dysfacilitatory process.
Feedback control of cortical excitability and the direction of attention
Pyramidal cells constitute 85% of cortical neurons . The connections among them are excitatory and constitute over 70% of all cortical synapses. The strength of synapses between. neurons depends to a large extent upon experience. There is a danger, intrinsic to such interconnected networks, that they may become activated beyond control . If the number of active networks reaches a certain critical level, there is a high probability that many of the remaining ones will also become activated. A final stage of extreme activation may be seen in an epileptic seizure. Indeed, the few DC records taken prior to epileptic attacks (summarised by Rockstroh, this volume) suggest that extreme negative shifts precede seizure activity. Furthermore, the regulation of slow potentials is impaired in epileptic patients . Even sub-epileptic high levels of activation disable information processing, such as signal detection. Over-activation might be prevented by a threshold control mechanism which rapidly detected critical chain reactions among cell assemblies, and then regulated cortical excitability by raising thresholds .
A threshold control mechanism of this kind would provide the brain with the ability to interrupt ongoing activity, when relevant information was received. If thresholds were set high consequent upon the presentation of relevant information, ongoing activity would drop to a low level instantaneously, and activity would survive only in those elements pertaining to the concept associated with the incoming stimulus. Such interruptions would generate positive waves with amplitudes in the microvolt range.
If, on the other hand, the total activity were low, lowering thresholds would encourage circulation of activity throughout the brain. This would avoid the possibility that ongoing subsequent activations were interrupted. One set of cell assemblies would activate the next and so on. As the activation of cell assemblies might correspond to thoughts, such a process would thereby enable a 'train of thoughts', as Braitenberg has put it. In other words, it would enable processing of related information in a sequential manner. Each thought would be related to the next.
The feedback process inherent in the threshold regulation process would give rise to permanent fluctuations in the depolarisation of the dendritic tree and thus . would contribute to the fluctuations observed in the EEG.
If thresholds were not adjusted adequately, the process of connected thoughts would be disrupted; thOughts might be more loosely related, but this state might contribute to creativity. In more extreme cases this state could result in thought disorders leading to erroneously activated networks, giving rise in turn to hallucinatory phenomena. False activation of cell assemblie~would result in massive attentional problems, and it is possible that it might favour the development of schizophrenia . We have addressed this question by investigating the ability to regulate one's own slow potentials in a sample of subjects believed to be at risk for developing schizophrenia . Probe clicks to which subjects had to respond were delivered during the time-course of an auditory oddball P300. Reaction times were significantly slowed during this time, a finding consistent with the proposed dysfacilitatory process.
The feedback process inherent in the threshold regulation process would give rise to permanent fluctuations in the depolarisation of the dendritic tree and thus would contribute to the fluctuations observed in the EEG.
If thresholds were not adjusted adequately, the process of connected thoughts would be disrupted; thOughts might be more loosely related, but this state might contribute to creativity. In more extreme cases this state could result in thought disorders leading to erroneously activated networks, giving rise in turn to hallucinatory phenomena. False activation of cell assemblie~would result in massive attentional problems, and it is possible that it might favour the development of schizophrenia . We have addressed this question by investigating the ability to regulate one's own slow potentials in a sample of subjects believed to be at risk for developing schizophrenia ) and more recently in hospitalised patients (Rockstroh et al., 19 m with their respective controls, both groups exhibit altered or impai the regulation of slow potentials. It is to be expected that too low ac bring the train of thoughts to a halt and might make its smooth init While akinesia and rigidity in the motor system are easily observed, cognitive disruptions require more sophisticated techniques t .
Given an ability for the brain to adjust thresholds in advance, involved could be considered to have the purpose of directing atte action. By such means cortical tuning would improve the pr expected event. Examination of slow negativities like the late CN the Bereitschaftspotential (BP) suggest that such processes do ind negativity is generated whenever firing thresholds are lowered, a prior to an expected event might correspond to a state of prepa underlying networks which are to become activated. This view fits expressed by purely on grounds of experimental obse potentials: "We can then interpret the two very slow potentials, B reflecting a general facilitation process, preactivating those brain reg be needed in the special experimental situation under study." (p 91).
There is a large body of experimental observation confirmi regulation. One source of evidence comes from experimental stud the area-specific distribution of slow negativities (reviews in M Rockstroh et al., 1989 ). An illustrative exa provided by and Lang et al. (this volume) s visual tracking the resulting negativity is predominant over oc whereas in a sensorimotor tracking task it is precentrally dominant. r were obtained in our laboratory: the observation of reversible fig the BP primarily over the visual areas , whereas sensorimotor tasks presented to either the right or the left hand sh predominant negativity being at either C3 or C4 respectively .
Neural excitability and performance
Consider an external event or stimulus which produces addi the cortical networks and consequently changes the momentary pat a Apart from its role in specific information transmission, the feedba also change subsequent firing patterns. The additional activation immediate compensatory increase in thresholds thus generati r positive EEG wave. The manifestation of this may be the P2 co develops in response to more or less every enhancement of cortica reflexive limiting of cortical excitability interrupts weaker ongoing y incoming activity, (particularly when fed strongly enough throu afferents) is maintained. A pronounced clamping of cortical a achieved if the transmission of information to long-term mem s extensive, giving rise to a P3b.
Whenever an event is anticipated, as during warned foreper . induced, it is advantageous to the organism to adjust threshol Thresholds should be lowered to facilitate processing of the incomi but they should not become too low, in order to avoid a 'false star e 242 1983) and more recently in hospitalised patients (Rockstroh et ai., 1989) . Compared with their respective controls, both groups exhibit altered or impaired abilities in the regulation of slow potentials. It is to be expected that too low activation would bring the train of thoughts to a halt and might make its smooth initiation difficult. While akinesia and rigidity in the motor system are easily observed, corresponding cognitive disruptions require more sophisticated techniques to be detected .
Given an ability for the brain to adjust thresholds in advance, the mechanism involved could be considered to have the purpose of directing attention to future action. By such means cortical tuning would improve the processing of an expected event. Examination of slow negativities like the late CNV (Figure 1) or the Bereitschaftspotential (BP) suggest that such processes do indeed exist. As negativity is generated whenever firing thresholds are lowered, a negative shift prior to an expected event might correspond to a state of preparedness in the underlying networks which are to become activated. This view fits well with that expressed by purely on grounds of experimental observation of slow potentials: "We can then interpret the two very slow potentials, BP and CNV, as reflecting a general facilitation process, preactivating those brain regions which will be needed in the special experimental situation under study." (p 91).
There is a large body of experimental observation confirming this kind of regulation. One source of evidence comes from experimental studies illustrating the area-specific distribution of slow negativities (reviews in McCallum, 1988;. ). An illustrative example has been provided by and Lang et al. (this volume) showing that in visual tracking the resulting negativity is predominant over occipital regions whereas in a sensorimotor tracking task it is precentrally dominant. Similar results were obtained in our laboratory: the observation of reversible figures modulates the BP primarily over the visual areas , whereas anticipation of sensorimotor tasks presented to either the right or the left hand shift result in the predominant negativity being at either C3 or C4 respectively .
Consider an external event or stimulus which produces additional input to the cortical networks and consequently changes the momentary pattern of activity. Apart from its role in specific information transmission, the feedback control will also change subsequent firing patterns. The additional activation will call for an immediate compensatory increase in thresholds thus generating a transient positive EEG wave. The manifestation of this may be the P2 component which develops in response to more or less every enhancement of cortical activity. This reflexive limiting of cortical excitability interrupts weaker ongoing activity, while incoming activity, (particularly when fed strongly enough through subcortical afferents) is maintained. A pronounced clamping of cortical activity may be achieved if the transmission of information to long-term memory has to be extensive, giving rise to a P3b.
Whenever an event is anticipated, as during warned foreperiods, or is seIf-. induced, it is advantageous to the organism to adjust thresholds in advance.
Thresholds should be lowered to facilitate processing of the incoming information, but they should not become too low, in order to avoid a 'false start' or premature Figure 2 Changes in signal detection performance (detection of minimal changes in the configuration of a visual pattern) linked to the amplitude of SP shifts, which subjects had been trained to vary using the procedure described by Elbert (1978) . Subjects detected most signals correctly when they displayed small negative shifts. Performance declined in the presence of positive shifts or shifts greater than -10 JlV, compared with pre-trial baseline values. It is suggested that misses occurred when thresholds were high and that false alarms occurred in the firing of all assemblies when operation of the networks was close to the threshold.
assumptions. As illustrated in Figure 2 , thresholds should be neither too high nor . too low; they should also be changed only in the networks relevant to the expected task. On the basis of these assertions we predict a response bias resulting in impaired performance when unexpected tasks have to be processed. Support for the functional significance of threshold regulation for attentive behaviour can be derived from the relationship between surface negative slow potentials and behavioural responses. For example, reaction time was shorter following periods of higher negativity compared with periods of lower negativity, in a task in which subjects endeavoured to raise or lower negative SPs over a 6 second period . Spontaneous slow potential shifts have also been found to covary with performance efficiency in various tasks in the "potential-related event" (PRE) paradigm (Stamm, 1984; . Subjects who learned to modify their SPs systematically within an operant feedback procedure, performed various tasks efficiently when negativity was large in those cortical regions related to task processing, whereas subjects' performance was poorer if negativity remained suppressed in the "task relevant" areas, but not elsewhere .
These data are open to the interpretation that tasks presented during increases in negativity are presented when activity is already low and consequently thresholds have been lowered. In these circumstances the task is presented to an easily excitable brain region with little ongoing activity, and is consequently processed efficiently.
Previously, we conceptualised slow potentials as "cerebral potentiality", allocating activation to specific networks for the anticipated task performance . In the present approach, "cerebral potentiality" denotes the state of neurons not necessarily excited above firing threshold, but with depolarised dendrites. "Potentiality" is considered to be generated according to the principles of threshold regulation outlined above.
The tuning of cortical Figure 2 Changes in signal detection performance (detection of minimal changes in the configuration of a visual pattern) linked to the amplitude of SP shifts, which subjects had been trained to vary using the procedure described by Elbert (1978) . Subjects detected most signals correctly when they displayed small negative shifts. Performance declined in the presence of positive shifts or shifts greater than -10 11V, compared with pre-trial baseline values. It is suggested that misses occurred when thresholds were high and that false alarms occurred in the firing of all assemblies when operation of the networks was close to the threshold.
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: :1 excitability following cues leading to a demand for subs performance" will thus "prepare" neuronal networks. Activa programmes should be more efficient in networks prepared in w tuning of cortical excitability upon cues for performance dema functional significance of slow potentiaIs in the generation c behavioural acts.
Activation of short-term memory requires above threshold corresponding cell assemblies. In this way, slow negativities are q conscious processes. Libet and his co-workers  demonstrated that the intention to act is not perceived until a cert been reached. We have trained subjects to shift their negativity t or left fronto-central region. When forced to respond with on e subjects more frequently chose the hand contralateral to the (excitable) brain region (Rockstroh et al., 1991a) .
Subcortical structures involved in the regulatory process
There is currently no clear evidence as to how threshold re achieved in cortical networks. One candidate is the inhibitory inte n 13% of all cortical synapses are pyramidal synapses which pyramidal cells (type I synapses, Schiiz, 1990; Sc is an equal number of non-pyramidal to pyramidal cell synaps 'inhibitory. However, probably less than 2% of all synapses const o among the non-pyramidal cells themselves, and these are type 11. these inhibitory intemeurons help to maintain partial activation that these cells, with their local range and their limited, inhibitory can synchronise larger portions of cortical tissue. Consequentl a these cells might not be detectable in surface recordings.
It is more likely that excitability of larger cortical regions non-specific thalamic fibres which synapse on the apical dendrit might be considered a candidate for the regulation of thresh excitability. However, such a tuning of non-specific thalamocort only be effective if information about ongoing activity in the regulated is fed into the system adjusting new thresholds. W assume the existence of a "measurement device" that receives i ongoing cortical activity, and which transmits this information The neuroanatomical structures that best fulfil these requirement referred to as the basal ganglia.4
The striatum sends its efferents first to the pallidum, the ma of the strio-pallidal complex, which in turn sends afferents to t , brainstem from where influence can pass back to the cortex. S caudate nucleus leads to cortical inhibition. There is also ample ev the importance of the basal ganglia in mechanisms of attentiv attention. Marsden (1981, pS) , for instance, outlines three lines which it may be derived that the basal ganglia play a role in focusi n excitability following cues leading to a demand for subsequent "cerebral performance" will thus "prepare" neuronal networks. Activation of response programmes should be more efficient in networks prepared in this way. The tuning of cortical excitability upon cues for performance demands indicates the functional significance of slow potentials in the generation and control of behavioural acts. Activation of short-term memory requires above threshold excitability in the corresponding cell assemblies. In this way, slow negativities are a prereqUisite for conscious processes. Libet and his co-workers have demonstrated that the intention to act is not perceived until a certain threshold has been reached. We have trained subjects to shift their negativity to either the right or left fronto-central region. When forced to respond with one of their hands, subjects more frequently chose the hand contralateral to the more negative (excitable) brain region (Rockstroh et al., 1991a) .
There is currently no clear evidence as to how threshold regulation may be achieved in cortical networks. One candidate is the inhibitory intemeurons. About 13% of all cortical synapses are pyramidal synapses which connect to nonpyramidal cells (type I synapses, Schiiz, 1990; . There is an equal number of non-pyramidal to pyramidal cell synapses, but they are inhibitory. However, probably less than 2% of all synapses constitute connections among the non-pyramidal cells themselves, and these are type 11. It is possible that these inhibitory intemeurons help to maintain partial activation but it is unlikely that these tells, with their local range and their limited, inhibitory interconnections, can synchronise larger portions of cortical tissue. Consequently the activity of these cells might not be detectable in surface recordings.
It is more likely that excitability of larger cortical regions can be tuned by non-specific thalamic fibres which synapse on the apical dendrites. This process might be considered a candidate for the regulation of thresholds of neuronal excitability. However, such a tuning of non-specific thalamocortical afferents can only be effective if information about ongoing actiVity in the networks to be regulated is fed into the system adjusting new thresholds. We must therefore assume the existence of a "measurement device" that receives information about ongoing cortical activity, and which transmits this information to the thalamus. The neuroanatomical structures that best fulfil these requirements are collectively referred to as the basal ganglia.4
The striatum sends its efferents first to the pallidum, the major output centre of the strio-pallidal complex, which in turn sends afferents to the thalamus and . brainstem from where influence can pass back to the cortex. Stimulation of the caudate nucleus leads to cortical inhibition. There is also ample evidence indicating the importance of the basal ganglia in mechanisms of attentive behaviour and attention. Marsden (1981, p 5) , for instance, outlines three lines of evidence from which it may be derived that the basal ganglia play a role in focusing attention:
\
(1) the extensive anatomical inputs into the striopallidal complex and the discrete electrophysiological responses of single striatal neurons to environmental events (2) the striking capacity of electrical stimulation of the striatum to deviate the head and eyes towards the opposite side or, conversely, of striatal ablation to lead to posturing of the head and body in the opposite direction. (3) the electrophysiological evidence that striatal activation causes widespread behavioural and neuronal inhibition in other areas of the brain.
In their excellent review of neuropsychological research, have argued that the basal ganglia are responsible for determining which particular responses are to be executed on which particular occasions, the cerebellum being responsible for the exact timing of the responses (Canavan and Daum,1991) .
According to , the pallidum is an important link in the regulation of goal-directed and attentive behaviour. The pallidum transmits information (collected by the striatum) about the activity of cortical regions to the thalamus. Each cortical region receives two sets of impulses during perception, conception and motor action, one set coming through specific thalamo-cortical projections from the different sensory or integrative pathways, the other through the nonspecific trunco-thalamic projections that by-pass the basal ganglia.
We can assume a regulatory loop as illustrated in Figure 3 , comprising cortexstriatum-pallidum-thalamus-cortex. To a large extent the striatum exerts an inhibitory influence on the pallidum. Increased cortical activation will reduce output from the basal ganglia to the thalamus and hence prevent an extensive activation of the threshold regulatory circuit. Consequently, destruction of the Figure 3 Feedback loop assumed to be involved in the regulation of attention and slow potentials: All cortical regions send information about their actual excitation via the basal ganglia to the thalamus. From there, thalamocortical afferents project back to many cortical regions. U not supported by excitation from the thalamus and reticular formation, reverberatory activity in neural assemblies will stop. Activity from the pallidum, reticular formation and frontal cortex (via the inferior thalamic peduncle, not shown) merges in the reticular nucleus from where it gates thalamocortical afferents.
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In their excellent review of neuropsychological research, have argued that the basal ganglia are responsible for determining which particular responses are to be executed on which particular occasions, the cerebellum being responsible for the exact timing of the responses (Canavan and Daum, 1991) .
We can assume a regulatory loop as illustrated in Figure 3 , comprising cortexstriatum-pallidum-thalamus-cortex. To a large extent the striatum exerts an inhibitory influence on the pallidum. Increased cortical activation will reduce output from the basal ganglia to the thalamus and hence prevent an extensive activation of the threshold regulatory circuit. Consequently, destruction of the Figure 3 Feedback loop assumed to be involved in the regulation of attention and slow potentials: All cortical regions send information about their actual excitation via the basal ganglia to the thalamus. From there, thalamocortical afferents project back to many cortical regions. If not supported by excitation from the thalamus and reticular formation, reverberatory activity in neural assemblies will stop. Activity from the pallidum, reticular formation and frontal cortex (via the inferior thalamic peduncle, not shown) merges in the reticular nucleus from where it gates thalamocortical afferents.
· pallidum results in rigidity (Canavan, personal communica while pallidal stimulation can compensate for a loss of reticula et al., 1969) .
Within the thalamus, most nuclei are either dire interconnected, and their output is open to influence by the Thus, tuning of the thalamocortical afferents could be carried o ways in these networks, although the exact mode of act determined. The interplay between basal ganglia and tha explain why negative SCP shifts may be recorded in simultaneously with positive slow potentials in the caudate n n (McCallum et al., 1973) and monkey (Rebert, 1972 and this volu Evidence regarding the functional significance of va a proposed feedback loop may also be deduced from patients su in the respective nuclei. An impaired dopaminergic projection e nigra to the striatum is known to play an important role in observed a marked reduction in the BP akinesic limb, or even a complete absence of the BP over bot bilateral Parkinsonism. found the BP to b of 20 patients with Parkinson's disease. Since output from depends upon subcortical input from the basal ganglia, wh ventrolateral thalamus and supplementary motor area to reduction in BP amplitude can be taken as an indicator of stri The dopamine deficit results in a failure to achieve adequate excitation which, in turn, would inhibit cortical activity. High extinguish the internal ongoing activity. Similarly, Tsuda reduced CNV in 12 out of 14 patients. These results were supp recordings . More rece t own laboratory also point to specific SCP abnormalities in Pa with topographic data underlining the importance of FC in reader is referred to and to McCallum, slow potential findings in neurological disorders.)
Suggestions for further tests of the threshold regulation of ex
It is difficult to draw conclusions regarding the causal s potentials from experiments which use these potentials as a Although the presented threshold regulation of excitability (T d distinct causal mechanisms, tests requiring direct interference are difficult to perform. One possibility might be to try to im development of brain potentials by applying electrical fie occurrence of any field potential requires the gross movement in one preferred direction in space, otherwise it could not be gross movement of charges might be prevented or boosted by applied' electrical fields and currents. For instance, anodal pol n the vertex should facilitate the movement of charges towar v facilitating the build-up of a BP, but would it also affect t a voluntary response? There is some positive evidence from ani human experiments. In one study, we demonstrated that discriminative stimuli, associated with the current applicatio trials, elicited differential brain responses, even when curre 246 · pallidum results in rigidity (Canavan, personal communication; , while pallidal stimulation can compensate for a loss of reticular activation .
Within the thalamus, most nuclei are either directly or indirectly interconnected, and their output is open to influence by the nucleus reticularis. Thus, tunIDg of the thalamocortical afferents could be carried out in many different ways in these networks, although the exact mode of action remains to be determined. The interplay between basal ganglia and thalamic regions may explain why negative SCP shifts may be recorded in thalamic regions simultaneously with positive slow potentials in the caudate nucleus in both man (McCallum et al., 1973) and monkey (Rebert, 1972 and this volume) .
Evidence regarding the functional significance of various parts of the proposed feedback loop may also be deduced from patients suffering disturbances in the respective nuclei. An impaired dopaminergic projection from the substantia nigra to the striatum is known to play an important role in Parkinson's disease. observed a marked reduction in the BP contralateral to the akinesic limb, or even a complete absence of the BP over both motor cortices in bilateral Parkinsonism. Shibasakiet al. (1978) found the BP to be abnormal in 18 out of 20 patients with Parkinson's disease. Since output from the motor cortex depends upon subcortical input from the basal ganglia, which project via the ventrolateral thalamus and supplementary motor area to m0tor cortex, the reduction in BP amplitude can be taken as an indicator of striofugal overactivity. The dopamine deficit results in a failure to achieve adequate reduction of striatal excitation which, in turn, would inhibit cortical activity. Higher thresholds would extinguish the internal ongoing activity. Similarly, observed a reduced CNV in 12 out of 14 patients. These results were supported by intracranial recordings . More recent results from our own laboratory also point to specific SCP abnormalities in Parkinsonian patients, with topographic data underlining the importance of FC in this respect. (The reader is referred to for reviews of slow potential findings in neurological disorders.)
Suggestions for further tests of the threshold regulation of excitability model
It is difficult to draw conclusions regarding the causal significance of brain potentials from experiments which use these potentials as a dependent variable. Although the presented threshold regulation of excitability (TRE) model predicts distinct causal mechanisms, tests requiring direct interference with SP generation are difficult to perform. One pOSSibility might be to try to impair or facilitate the development of brain potentials by applying electrical field gradients. The occurrence of any field potential requires the gross movement of electrical charges in one preferred direction in space, otherwise it could not be recorded. Such a gross movement of charges might be prevented or boosted by means of externally applied" electrical fields and currents. For instance, anodal polarisation applied to the vertex should facilitate the movement of charges towards the vertex, thus facilitating the build-up of a BP, but would it also affect the probability of a voluntary response? There is some positive evidence from animal as well as from human experiments. In one study, we demonstrated that polarity-contingent discriminative stimuli, associated with the current application for a number of trials, elicited differential brain responses, even when currents were no longer Figure 4 Record of seven channels of MBG with low gain while the subject's head is moved repetitively towards the magnetic sensors and away. Beginning on the left, the subject's head is 8 cm from the rim of the dewer; it then is moved to bring it close to the sensors. A step-like change can be seen in the MEG recordings which then drifts back to pre-movement baseline due to AC coupling. The spontaneous MEG becomes visible. The head is then moved away from the sensors, giving rise to another step in the AC record, which is opposite in polarity. From the magnitude of these steps a DC estimate can be derived. The shift can be seen to vary across channels.
present (Elbert et aI., 1981) . The conditioned waves suggested that subjects tried to compensate for the externally applied voltage source. If the externally applied current really changes the firing threshold of neurons, it seems plausible that internal regulatory mechanisms will compensate for that change. From a review of the field in , we concluded that direct currents, even when applied through surface electrodes, exert specific effects on underlying brain tissue, and that the method may be useful for further explorations. One disadvantage of the method is that higher current intensities activate the free nerve endings in the skin and stimuli become painful. The more recently developed technique of transcranial magnetic stimulation may provide a more elegant means to test the TRE model in this respect. The model predicts that the threshold for eliciting a response with magnetic induction should be the lower, the higher the surface negativity, and that any magnetic activation should be followed by a reflexive down-regulation of excitability, i.e. a positive wave.
A major problem inherent in testing models of slow wave regulation is their generally assumed dependency on absolute DC level (e.g. during the pre-stimulus interval). Electrically it is extremely difficult if not impossible to measure the absolute DC level generated by the brain, as any measure would be confounded by activity from a number of sources, such as electrode drift, changes in the composition of the skin and the skin-electrolyte junction etc. (see Bauer, this volume) . One method which might provide an artefact-free estimate of absolute DC level would be to record the MEG, or more precisely to record the MEG amplitude generated when the subject's head is moved away from or towards the magnetic sensors (Figure 4 ).
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Figure 4 Record of seven channels of MBG with low gain while the subject's head is moved repetitively towards the magnetic sensors and away. Beginning on the left, the subject's head is 8 cm from the rim of the dewer; it then is moved to bring it close to the sensors. A step-like change can be seen in the MEG recordings which then drifts back to pre-movement baseline due to AC coupling. The spontaneous MEG becomes visible. The head is then moved away from the sensors, giving rise to another step in the AC record, which is opposite in polarity. From the magnitude of these steps a OC estimate can be derived. The shift can be seen to vary across channels. present . The conditioned waves suggested that subjects tried to compensate for the externally applied voltage source. If the externally applied current really changes the firing threshold of neurons, it seems plausible that internal regulatory mechanisms will compensate for that change. From a review of the field in , we concluded that direct currents, even when applied through surface electrodes, exert specific effects on underlying brain tissue, and that the method may be useful for further explorations.
One disadvantage of the method is that higher current intensities activate the free nerve endings in the skin and stimuli become painful. The more recently developed technique of transcranial magnetic stimulation may provide a more elegant means to test the TRE model in this respect. The model predicts that the threshold for eliciting a response with magnetic induction should be the lower, the higher the surface negativity, and that any magnetic activation should be followed by a reflexive down-regulation of excitability, i.e. a positive wave.
Further investigations of lesions in the basal ganglia in animals and f studies of patients with Parkinson's disease, schizophrenia and of those frontal lobe lesions might help clarify the role of the. suggested loop ( Figure  EEG and SP regulation.
In this context the role of medication aff dopaminergic and thus nigrostriatal functioning is of special importance. T well illustrated by the cases presented by Timsit-Berthier (this volume) confirm a failure of SP regulation in Parkinsonian patients. There exist only reports of cognitive deficits in the early stages of Parkinson's disease. Lee Smith (1983) and note perseverative impairments in patients on the Wisconsin card-sorting test. Once these patients have sorted according to one category, they find it difficult to switch their sorting accord any other category, even though they are able to recognise that other cate exist. The loss of striatal functioning may make it difficult for these patie switch quickly between sets of cell assemblies. Recording of slow potentials d the testing might therefore provide further insights.
Further investigations of lesions in the basal ganglia in animals and further studies of patients with Parkinson's disease, schizophrenia and of those with frontal lobe lesions might help clarify the role of the. suggested loop (Figure 3 ) for EEG and SP regulation.
In this context the role of medication affecting dopaminergic and thus nigrostriatal functioning is of special importance. This is well illustrated by the cases presented by Timsit-Berthier (this volume) which confirm a failure of SP regulation in Parkinsonian patients. There exist only a few reports of cognitive deficits in the early stages of Parkinson's disease. Lees and Smith (1983) and note perseverative impairments in such patients on the Wisconsin card-sorting test. Once these patients have sorted cards according to one category, they find it difficult to switch their sorting according to any other category, even though they are able to recognise that other categories exist. The loss of striatal functioning may make it difficult for these patients to switch quickly between sets of cell assemblies. Recording of slow potentials during the testing might therefore provide further insights.
