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Abstract Inferences of mantle viscosity using glacial isostatic adjustment (GIA) data are hampered by data
sensitivity to the space-time geometry of ice cover. A subset of GIA data is relatively insensitive to this ice
history: the Fennoscandian relaxation spectrum (FRS), postglacial decay times in Canada and Scandinavia,
and the rate of change of the degree-2 zonal harmonic of the geopotential ( _J2). These geographically limited
data have been inverted to constrain the radial (one-dimensional [1D]) mantle viscosity proﬁle. We
explore potential biases in these 1D inversions introduced by neglecting a three-dimensional (3D) viscosity
structure. We perform 1D Bayesian inversions of synthetic GIA data generated from Earth models with
realistic 3D variations in mantle viscosity and lithospheric thickness and compare results to the 1D viscosity
proﬁle associated with the 3D model used to generate the synthetics. Differences between these two 1D
proﬁles reﬂect GIA data resolution and biasing introduced by neglecting, in the inversions, a 3D viscosity
structure. We focus on the second issue, demonstrating that the largest bias occurs within the upper mantle
(in particular, the transition zone). This remains consistent when varying inversion parameters (e.g.,
prior/starting models) and the 1D/3D viscosity ﬁelds adopted in generating the synthetics. Inversions of
individual data sets show 3D biasing increases for data exhibiting shallower (thus more localized) sensitivity
to viscosity. Of the data considered herein, inversions of the FRS are subject to the largest bias followed
by decay time data. The bias is minimal for _J2, as its deeper sensitivity is accompanied by broader averaging of
structure in radial and lateral directions.
1. Introduction
The radial proﬁle of mantle viscosity is a key input in studies related to the long-term deformation of Earth’s
mantle. Most state-of-the-art models adopt inferences of these radial proﬁles as a reference and on top of
these impose lateral variations of viscosity (e.g., Becker, 2006; Burstedde et al., 2013; Davies et al., 2013;
Latychev et al., 2005; Paulson et al., 2005). Once these laterally heterogeneous viscosity models are deter-
mined, they are used as input to calculations that include predictions of surface observables related tomantle
convection (e.g., Austermann et al., 2015; Yang & Gurnis, 2016), including studies of the impact of lateral visc-
osity structure on long-wavelength geoid predictions (e.g., Čadek & Fleitout, 2003; Ghosh et al., 2010; Moucha
et al., 2007), modeling of Earth’s long-term thermal history (e.g., Liu & Zhong, 2015; Nakagawa & Tackley,
2014), and postglacial rebound (e.g., Gasperini & Sabadini, 1989; Hay et al., 2017; van der Wal et al., 2015;
Whitehouse et al., 2006). In all such applications, mantle viscosity controls not only the timescale of deforma-
tion but also the spatial scale; as such, it is a parameter of key importance in our understanding of mantle
structure and evolution.
Inferences of mantle viscosity have relied heavily on observations related to the ongoing adjustment of the
Earth to the growth and decay of Pleistocene ice sheets that extended across much of North America and
northern Eurasia during the Last Glacial Maximum (LGM; ∼21,000 years ago; Clark et al., 2009; e.g., Cathles,
1975; Kaufmann & Lambeck, 2002; McConnell, 1968; Mitrovica, 1996; Nakada & Lambeck, 1989; Peltier,
1976). This process is known as glacial isostatic adjustment (hereafter, GIA).
In tandem with such efforts, observations associated with mantle convection have also been used to infer
mantle viscosity (e.g., Forte, 1987; Hager & Richards, 1989; King & Masters, 1992; Ricard et al., 1984;
Richards & Hager, 1984). Most recently, Rudolph et al. (2015) have argued that convection-related observa-
tions of the geoid are best ﬁt with a midmantle jump in viscosity at around 1,000 km, and this inference is
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supported by considerations of mantle composition (Ballmer et al., 2015).
Inferences of possible midmantle viscosity jumps may be traced back to
early work in viscous ﬂow modeling where, in several studies, Forte and
colleagues showed that this class of models better ﬁts a range of geodyna-
mical observations (Forte, 1987; Forte et al., 1991). Moreover, Kawakatsu
and Niu (1994) provided evidence of a seismic discontinuity within the
shallow lower mantle.
Tying these observations back to GIA-related studies, Lau et al. (2016)
demonstrated that while such a jump is consistent with available GIA data,
it cannot be uniquely detected given both the resolution of the data and
the physics of how viscous ﬂow would affect such surface observables.
More generally, combined convection/GIA inversions have produced
consistent viscosity proﬁles (e.g., Forte & Mitrovica, 1996; Mitrovica &
Forte, 1997; Mitrovica & Forte, 2004). Such efforts are well documented
and reviewed in Mitrovica (1996) and Lau et al. (2016).
In this present study, we extend earlier work of Lau et al. (2016; henceforth
L2016) that focused on the information content and radial resolving power
of ﬁve GIA data sets that are relatively insensitive to uncertainties in ice his-
tory and that have been used to infer radial viscosity proﬁles: (1) the
Fennoscandian relaxation spectrum (FRS); postglacial decay times located
in (2) Sweden and (3) Hudson Bay, Canada; (4) the present-day rate of
change of the degree-2 zonal component of the geopotential, so-called
_J2 ; and (5) the differential Holocene sea-level highstands in Australia. In
general terms, these data are characterized by distinct sensitivities that
are dominated by a structure in the upper mantle above the transition
zone, the top ∼1,000 and ∼1,500 km of the mantle, the entire lower mantle,
and the shallow (asthenosphere and lithosphere) mantle, respectively.
Inversions for the radial proﬁle of mantle viscosity that adopt any combi-
nation of these data sets will reﬂect these depth-dependent sensitivities.
L2016 noted, along with previous studies (e.g., Austermann et al., 2013;
Kaufmann & Wu, 2002; Paulson et al., 2007; Steffen et al., 2006; Wu,
2006), that the combination of these differing sensitivities, the geographi-
cal sparsity of most of the data sets and the existence of lateral variations
in the viscoelastic Earth structure, might introduce signiﬁcant bias in any
inferences of the radial proﬁle of mantle viscosity relative to the (spheri-
cally averaged) proﬁle of the actual three-dimensional (3D) viscosity ﬁeld.
We note that other effects may also introduce biases, for example, transi-
ent viscosity (Faul & Jackson, 2010) or time-dependent viscosity
(Barnhoorn et al., 2011). The overarching goal of this study is to quantita-
tively explore this potential bias, and to this end, we will revisit the data
sets (1)–(4) listed above. (We omit the Australian differential Holocene
sea-level highstands since they were not incorporated in the main inver-
sion of L2016.)
There is strong evidence that both the thickness of the lithosphere (e.g.,
Artemieva, 2009; Conrad & Lithgow-Bertelloni, 2006; Tesauro et al., 2012;
Zhong et al., 2003) andmantle viscosity vary globally, with the latter being characterized by variations ofmany
orders of magnitude (e.g., Ammann et al., 2009; Barnhoorn et al., 2011; Dannberg et al., 2017). For instance,
Figure 1a shows the lithospheric thicknessmodel (Conrad & Lithgow-Bertelloni, 2006) that we adopt through-
out this study. The thickness (L) ranges from 0 km at midocean ridges to ∼280 km in Australia and North
American and northern Eurasian cratonic settings. Figures 1b–1e show the relative viscosity variations at spe-
ciﬁc depths and locations that we adopt inmuch of this study (section 2 provides details of the construction of
Figure 1. 3D Earth models used in this study (Table 1). (a) Elastic lithospheric
thickness, L (km), scaled from Conrad and Lithgow-Bertelloni (2006) to
yield a global mean value of 96 km. (b–e) Lateral viscosity, ν, relative to the
spherical average viscosity, ν0, derived from the seismic tomographic
model S40RTS (Ritsema et al., 2011) beneath the Fennoscandian region at
depths of 300 and 500 km (panels (b) and (c), respectively); and beneath
Hudson Bay at depths of 300 and 700 km (panels (d) and (e), respectively).
Orange triangles in each panel mark sites where postglacial decay times are
considered (Richmond Gulf and James Bay, Canada; and Ångerman river,
Sweden). The green lines in panels (b) and (c) mark the locations of
strandlines used to estimate the Fennoscandian relaxation spectrum.
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this ﬁeld). Thesemaps show the upper mantle beneath the Fennoscandian region and Hudson Bay where the
site-speciﬁc GIA data adopted in this study are located. We note that the colorbars are saturated to highlight
ﬁner scale features; the actual range in viscosity spans approximately six orders of magnitude. Extremely low
values of viscosity exist beneath Iceland, reﬂecting the presence of a mantle plume. In contrast, beneath the
northernmost region of the North American continent andmuch of the eastern portion of Europe, high values
of viscosity reﬂect the cold, cratonic nature of these regions. These variations can extend into the deepmantle.
For example, faster-than-average seismic velocities at many subduction zones are known to penetrate into
the lower mantle (Fukao et al., 1992; Fukao & Obayashi, 2013; van der Hilst, 1995). Such structures can have
signiﬁcant impact on GIA predictions (see, e.g., Austermann et al., 2013).
Given this level of spatial variation, it is reasonable to question the ability of radial viscosity proﬁles based on
such sparse data sets to accurately represent the Earth’s true spherically averaged viscosity proﬁle. Indeed, in
numerical studies where Earth-like lateral viscosity models are adopted, signiﬁcant changes to GIA observa-
bles have been predicted when compared to predictions that adopt the associated reference viscosity
proﬁles only (e.g., Geruo et al., 2013; Hay et al., 2017; Kaufmann & Wu, 2002; Latychev et al., 2005; Wu &
van der Wal, 2003; Zhong et al., 2003). In early efforts to address this question, Kaufmann and Wu (2002)
and Steffen et al. (2006) explored the sensitivity of GIA observables across the Fennoscandian region to
the lateral viscosity structure. These studies found that the 3D structure greatly perturbed GIA observables,
and the latter attributed much of this to the lateral structure within a depth range of ~450–670 km. In
addition, Wu (2006) performed sensitivity analyses of GIA crustal motion velocities to lateral viscosity struc-
ture underneath the Canadian shield. Paulson et al. (2007) performed a series of radial viscosity inversions
based on synthetic GIA data sets that were computed using a 3D Earth model characterized by plausible lat-
eral variations in mantle viscosity. These data included relative sea level histories along the US east coast,
postglacial decay times at eight sites in Hudson Bay and James Bay, GRACE gravity data over Canada, _J2 ,
and polar wander. Their background one-dimensional (1D) model (i.e., the spherical average of the 3Dmodel
as a function of depth) was characterized by an increase in viscosity by a factor of 30 across the 670-km
boundary between the upper and lower mantle and lateral variations in viscosity spanning approximately
two orders of magnitude in the upper mantle and approximately three in the lower mantle above the D″
layer. They performed Monte Carlo inversions in which the radial viscosity proﬁle was discretized into either
two or four uniform layers. They found that the two-layer inversion yielded a model estimate that closely
mimicked average upper and lower mantle values associated with the 3D model within the vicinity of the
Laurentide ice sheet though not the global average. Model estimates for the case of the four-layer inversion
were relatively unconstrained concluding that the latter reﬂected the limited radial resolving power of the
GIA data set, rather than any bias introduced by lateral viscosity structure.
In this study we revisit this issue and extend the work of Paulson et al. (2007) in several important ways.
First, the Paulson et al. (2007) analysis, which considered two- and four-layer discretizations of radial
mantle viscosity, used an array of data sets (e.g., relative sea level data and GRACE gravity data) that
are sensitive to the uncertainties in the ice history adopted in the GIA calculations and are thus not ideally
used in inferences of mantle viscosity. In the present analysis, we limit ourselves to a suite of data (or data
parameterizations) that are relatively insensitive to ice history and that therefore provide largely unconta-
minated constraints on mantle viscosity. Second, our inversion for the radial viscosity proﬁle is based on
the Bayesian inversion procedure described in L2016, which involves a large number of mantle layers.
This approach is motivated by the study of Mitrovica (1996) who demonstrated that parameterizations
with a limited number of layers can lead to signiﬁcant biases in inferences of the radial viscosity proﬁle.
The bias introduced by the limited resolving power of the GIA data sets (see also, e.g., Forte &
Mitrovica, 1996; Mitrovica & Forte, 2004) was quantiﬁed in the L2016 study. A comparison of the results
in the present study with the inversions described in L2016 will thus effectively isolate the bias in radial
viscosity inversions introduced by the presence of lateral variations.
In section 2, we ﬁrst discuss the methods we use to produce the synthetic data and summarize the inversion
technique adopted throughout the study; in sections 3.1 and 3.2, we present the results from these numerical
experiments; and in sections 3.3–3.7, we focus on the main goal of the study: quantifying how well one can
recover the true radial viscosity proﬁle of the Earth in inversions that assume 1D viscoelastic mantle structure
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given the presence of lateral viscosity and lithospheric thickness varia-
tions. We end with conclusions and a discussion of the path forward.
2. Methods
In this study we use synthetically produced data calculated assuming an
Earth model with laterally heterogeneous (or 3D) viscosity structure and
invert for the spherically symmetric (or 1D) viscosity proﬁle of the model.
Our methodology has two steps. The ﬁrst is the forward problem, and in
this regard, the various calculations of synthetic data are discussed in
section 2.1. The second is the inversion step, outlined in section 2.2. The
nonlinear Bayesian approach we adopt in the inversions was outlined in
detail in L2016, and so we only provide a summary of the
methodology herein.
2.1. The Forward Problem: Computing Synthetic Data
We begin by deﬁning relative sea level (RSL) as the difference between sea level at some time in the past, t,
relative to the present day (tp):
RSL θ;ϕ; tð Þ≡SL θ;ϕ; tð Þ  SL θ;ϕ; tp
 
; (1)
where sea level, SL(θ, φ, t), is the height of the sea surface equipotential relative to the solid surface at a lati-
tude of θ and a longitude of ϕ. Our predictions of SL adopt the gravitationally self-consistent sea level theory
outlined in Kendall et al. (2005) valid for a rotating 3D Maxwell viscoelastic Earth model subject to a history of
ice loading. The calculations incorporate time-dependent migration of shorelines and the feedback of Earth
rotation changes into sea level. To compute SL, we use the ﬁnite-volume methodology outlined in Latychev
et al. (2005) and discretize the Earth into a global tetrahedral grid with a spatial resolution that varies from
∼10 km at the surface to ∼50 km near the core-mantle boundary (CMB). These calculations require four para-
meters as input: (1) the global history of ice cover from the LGM to present; (2) reference 1D proﬁles of mantle
elastic parameters, density and viscosity; and lateral variations in (3) the thickness of an elastic (effectively inﬁ-
nite viscosity) lithosphere, and (4) mantle viscosity. We consider each in turn.
In regard to (1) and (2) we adopt the ice model ICE-6G (Argus et al., 2014; Peltier et al., 2015) and the elastic
and density structure given by the Preliminary Reference Earth Model (Dziewonski & Anderson, 1981). We
consider three reference 1D viscosity proﬁles, ν0(r), where r is the radius of the Earth (Figure 2): the VM5a pro-
ﬁle of Peltier et al. (2015), characterized by an upper mantle viscosity of 5 × 1020 Pa s and a lower mantle dis-
cretized into a shallow zone of viscosity 1021 Pa s and a deeper zone of ~3 × 1021 Pa s below a depth of
1,100 km; a model (Model B) with uniform upper and lower mantle viscosity values of 5 × 1020 and
5 × 1021 Pa s, respectively; and Model C, which has a viscosity of 5 × 1020 Pa s across the upper mantle
and the same two layer lower mantle structure as VM5a, but with the shallow and deep lower mantle viscos-
ity values increased to 5 × 1021 and 1022 Pa s, respectively. We note that VM5a is characterized by a thin, high-
viscosity (1022 Pa s) layer just beneath the lithosphere. This is omitted from our 1D proﬁle. Finally, we adopt
the global variation in elastic lithospheric thickness, L, in the model of Conrad and Lithgow-Bertelloni (2006),
where we have scaled the model so that the global mean elastic thickness is 96 km. Such a scaling is appro-
priate given the dependence of lithospheric thickness estimates on the timescale of the forcing, and the
mean thickness is consistent with the value adopted in L2016. The thickness range of the resulting model
is 4 ≤L≤ 250 km (Figure 1a).
We adopt several models for lateral variations in mantle viscosity structure, all of which are constructed by
scaling global seismic tomography models S40RTS (Ritsema et al., 2011) or SAVANI (Auer et al., 2014) using
the procedure described most recently by Austermann et al. (2013). As discussed above, subsurface maps
of relative viscosity derived from S40RTS are shown in Figures 1b–1e. Lateral viscosity variations, ν(r, θ,ϕ),
are computed in a series of steps that scale relative perturbations in seismic velocity taken from the seismic
models to perturbations in temperature, density, and ﬁnally, viscosity. Our adopted scalings introduce lateral
viscosity variations that span approximately six orders of magnitude across most of the mantle (Figure 3), and
this variability is applied to the three reference 1D proﬁles ν0(r) shown in Figure 2. All combinations of
Figure 2. Reference viscosity proﬁles used in this study, including the VM5a
model of Peltier et al. (2015). The horizontal axis represents depth (km)
from the core-mantle boundary (CMB) to the lithosphere-asthenosphere
boundary (LAB), and the black dashed vertical line marks the boundary
between the upper and lower mantle.
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viscosity model inputs (1–4) are summarized in Table 1. The synthetic data
used in the inversions are all ultimately based on parameterizations of the
raw RSL time series computed using the ice history, 3D Earth models, and
sea level theory discussed above. There are four such data sets that we dis-
cuss in turn.
2.1.1. The Fennoscandian Relaxation Spectrum
The FRS refers to the relaxation spectrum (or decay time of deformation
versus spherical harmonic degree) estimated from the deformation history
induced by the deglaciation of the Fennosciandian region from LGM to
present captured in a series of strandlines located in that same region.
The ﬁrst estimate of the FRS was provided by McConnell (1968), who
adopted the strandline compilation of Sauramo (1958), and this was later
revised by Wieczerkowski et al. (1999), who based their analysis on strand-
line data published by Donner (1995; and a series of earlier papers by the
same author). The orientation of these latter strandlines is given by the
green lines in Figures 1b and 1c. To compute our synthetic FRS, we sample
the RSL history computed using any one of the 3D Earth models in Table 1
at locations and times consistent with the Donner (1995) compilation. We
perform a spherical harmonic decomposition of each strandline and com-
pute the best-ﬁtting exponential decay time as a function of harmonic
degree. To prescribe the uncertainty at each degree, we adopt the error
bars associated with the actual FRS estimated by Wieczerkowski et al.
(1999). As an example, the synthetic FRS computed using 3D Model 0
(Table 1) is shown in Figure 4a.
We note that the 3D response of the Earth at each spherical harmonic
degree will be characterized by a multitude, or perhaps a continuum, of
exponential decay times associated with different overtones and spherical
harmonic orders (e.g., Fang & Hager, 1995; Han & Wahr, 1995; Tromp &
Mitrovica, 2000); the single decay time parameterization of RSL histories reﬂects the dominance of the funda-
mental mode of relaxation over the degree range sampled by the FRS (Figure 4a). In any case, the relaxation
spectrum parameterization yields data that have been demonstrated to be insensitive to local ice history
(e.g., Wieczerkowski et al., 1999).
2.1.2. Postglacial Decay Times
Postglacial decay times represent a measure of the characteristic timescale of uplift (or sea-level fall) at sites
near the center of major ice sheets during the LGM. In particular, Walcott (1972) proposed that RSL histories at
such sites may be ﬁt with the following form:
RSL θ;ϕ; tð Þ≈A θ;ϕð Þ exp t
λ θ;ϕð Þ
 
 1
 
; (2)
where A is an amplitude and λ is the decay time. Decay times esti-
mated from RSL curves will be relatively insensitive to the details of
the local ice history as long as the time window adopted in the ﬁtting
procedure is limited to the period in which ice is no longer present
near the site; that is, as long as the site is relatively close to free decay.
We compute synthetic decay times at three sites (see orange triangles
in Figures 1b–1e) where observationally estimated decay times have
been used to infer mantle viscosity structure: Richmond Gulf in
Hudson Bay, James Bay, and Ångerman River, Sweden (e.g., Forte &
Mitrovica, 1996; Mitrovica & Forte, 2004; Peltier, 2004). Speciﬁcally,
we ﬁt predictions of RSL histories at these three sites generated by
any one of the 3D models listed in Table 1 to the form given by equa-
tion (2). In this exercise, we adopt time windows of 8,500 years for
Richmond Gulf and James Bay (Mitrovica et al., 2000) and
Figure 3. Distribution of viscosity values ν(θ,ϕ, r) in the 3D Earth models
relative to the reference viscosity, ν0, in the case of viscosity ﬁelds derived
from the seismic tomographic models S40RTS (panel (a); Ritsema et al., 2011)
and SAVANI (panel (b); Auer et al., 2014). The frequency denotes the number
of grid points with a given ν value, weighted by area. In each panel the
horizontal axis represents depth (km), and the black dashed vertical line
marks the boundary between the upper and lower mantle.
CMB = core-mantle boundary, LAB = lithosphere-asthenosphere boundary.
Table 1
Combinations of Inputs That Make Up the Full 3D Viscosity Fields Used for All Tests in
This Study
3D model
Reference viscosity
proﬁle (ν0)
Lateral viscosity
model (ν(θ,ϕ, r))
0 Model B S40RTS1
1 Model C S40RTS1
2 VM5 S40RTS1
3 Model B SAVANI2
Note. All tests use ICE-6G (Peltier et al., 2015) for the ice history and the litho-
spheric thickness model shown in Figure 1a (Conrad & Lithgow-Bertelloni,
2006). For the reference viscosity proﬁles, see Figure 2. Lateral viscosity models
are scaled versions of the seismic tomographic model listed (1: Ritsema et al.,
2011; 2: Auer et al., 2014).
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7,000 years for Ångerman River (Nordman et al., 2015); in each case,
the synthetic RSL histories are sampled at the time steps available in
the geological records at these sites, and we adopt uncertainties for
the decay times that are based on ﬁtting equation (2) to the actual
geological measurements (see L2016 for details). The synthetic decay
time data computed in the case of 3D Model 0 (Table 1) are shown in
Figure 4b.
2.1.3. _J2
The _J2 harmonic is a measure of the rate of change of the oblateness
of the Earth’s geoid and is known as the dynamical form factor. The
impact of GIA on this harmonic may be estimated by applying the
appropriate normalization to the zonal, spherical harmonic degree-2
(i.e., l = 2,m = 0) component of the output geopotential ﬁeld. The syn-
thetic present-day J2 rate observation (i.e., _J2 ) for each of the 3D
models in Table 1 is derived from the present-day rate of change of
the sea surface height computed using the ﬁnite-volume code (the
sea surface height is the upper bounding surface of sea level, SL, in
equation (1)). Observations of _J2 are contaminated by the signal from
modern melting of ice sheets and glaciers, and separating the GIA-
induced contribution from the modern melt signal requires estimates
of modern melt histories, as in L2016 and Nakada et al. (2015). These
corrections require calculating the changes in _J2 during the late twen-
tieth century (ending in ~1990) driven by estimates of contempora-
neous melting of polar ice sheets and mountain glaciers (which are
found in databases provided within the Fifth Assessment Report of the Intergovernmental Panel on
Climate Change; Vaughan et al., 2013). The contamination by modern glacier melting is responsible for a
signiﬁcant portion of the uncertainty in the estimate of _J2. Our synthetic _J2 estimates for each of the 3Dmodels
in Table 1 are associated with the GIA process alone (the result for 3D Model 0 is shown in Figure 4b); never-
theless, our estimate of uncertainty (adopted from L2016) includes a contribution due to possible errors in
the correction for the modern melt signal.
2.2. The Inverse Problem
We adopt a nonlinear Bayesian inverse method (Backus, 1988; Tarantola & Valette, 1982) where—assuming
that all prior information and data uncertainties are Gaussian—the maximum likelihood estimate of the pos-
terior probability distribution is obtained through
bXkþ1 ¼ bXk þ FkVξ1Fk þ VPR1 1 FTkV1ξ y f bXk 	 	 V1PR bXk  XPR 	n o: (3)
bXk is the kth 1D model iterate and thus X0 is the starting model, Fk is a matrix of Fréchet kernels associated
with model bXk whose columns are associated with each datum and rows are associated with each model
parameter, Vξ is the data covariance matrix, and VPR and XPR are the prior covariance matrix and prior model,
respectively. The subscripts “PO” will refer to posterior models. All aspects of equation (3) are identical to
equation (5) in L2016 except that where the vector y represented real data in L2016, here the same vector
represents synthetic data produced by our ﬁnite-volume code assuming a 3D Earth model. The vector f(Xk)
contains the predictions of the data assuming the 1D model Xk.
We discretize our radial viscosity proﬁles in the same manner as in L2016, with 28 radial layers ranging from
the CMB to the lithosphere-asthenosphere boundary. We parameterize the model in terms of the logarithm
of the viscosity, log10ν(r), where ν and r are viscosity and radius, respectively. In addition, we include the litho-
spheric thickness parameter, L0, yielding a total of 29 model parameters. The procedure used to calculate the
Fréchet kernels is described in detail by L2016. We will present the results of those calculations for the cases
of the radial proﬁles VM5a, Model B, and Model C (Figure 2) in section 3.1.
Figure 4. Synthetic data (black circles) produced using the 3D viscosity Model 0
(Table 1). Data uncertainties (gray shading in panel (a) and error bars in panel
(b)) are taken from real observational constraints listed in L2016. Predictions based
on the 1D starting, X0, and prior, XPR, models (both Model B) are denoted by black
crosses for the (a) Fennoscandian relaxation spectrum datum and (b) postglacial
decay times and _J2 datum (divided by the black dashed vertical line). The same
predictions from the posterior model, XPO, are denoted by red triangles.
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3. Results and Discussion
3.1. Fréchet Kernels
Fréchet kernels reﬂect the sensitivity of a chosen datum to a perturbation in a particular model parameter. In
this case, the kernels themselves are a function of the unperturbed viscosity, and as such, the inversions
herein are (weakly) nonlinear. Fréchet kernels for our 1D reference models are shown in Figure 5 for all data
sets used in our viscosity inversions. Recall that Model B is characterized by upper and lower mantle
viscosities of 5 × 1020 and 5 × 1021 Pa s, respectively. The associated kernels for the FRS data and postglacial
decay times peak within the upper mantle (Figures 5c and 5e), which reﬂects the conﬁnement of much of the
GIA displacement ﬁeld to the upper mantle as a consequence of the large viscosity jump. The sensitivity to
lower mantle viscosity tapers off rapidly with depth for the FRS datum and more gradually for the decay time
data. In contrast, sensitivity of the _J2 datum peaks at comparable values toward the base of the upper and
lower mantle.
The 1D reference model VM5a (Figure 2) is characterized by a more muted increase in viscosity from
the upper to lower mantle, and this tends to shift the sensitivity of these data to deeper regions of the mantle
(Figures 5d and 5f). In the case of the FRS, the peak sensitivity occurs at the shallowest depths and decays
smoothly as the degree l of the datum is decreased. Note that this trend shows a very muted dip, relative to
Figure 5. Fréchet kernels associated with the reference models Model B (left panels) and VM5a (right panels; Peltier et al.,
2015). (a, b) The percent change in the Fennoscandian relaxation spectrum (FRS) datum per kilometer change in
lithospheric thickness, L. The inset shows the percent change in the decay times, λ, and _J2 data per kilometer change in
L (where the colors are indicated by the legend at the bottom of the ﬁgure). (c, d) Fréchet kernels for the FRS. The shaded
bars span the region sampled by all kernels between the spherical harmonic degree (l) ranges 15 ≤ l ≤ 49 and 61 ≤ l ≤ 64.
(e, f) Fréchet kernels for the logarithm of the post glacial decay times, log10λ, and the _J2 datum. Note that the red line
with red stars (panel e) is the _J2 Fréchet kernel associated with the 1D reference model Model C (see section 3.3). In
panels (c–f), the horizontal axis marks the depth (km), and the black dotted vertical line marks the boundary between the
upper and lower mantle. All 1D reference models are shown in Figure 2. CMB = core-mantle boundary,
LAB = lithosphere-asthenosphere boundary.
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Figure 5c, at 670-km depth. The postglacial decay times show a
sensitivity that peaks in the middle of the upper mantle and remains
signiﬁcant to midlower mantle depths. Finally, the kernel associated with
the _J2 datum increases from the lithosphere-asthenosphere boundary to
the CMB.
3.2. Synthetic Inversion
We begin by discussing results based on the inversion of the synthetic
data set (Figure 4) computed using the 3D viscosity Model 0 (Table 1).
In our ﬁrst case study, both X0 and XPR are Model B, and as such, the
matrix F0 is composed of the kernels shown in the left column of
Figure 5. The prior covariance matrix VPR is diagonal, with values of 20
for entries associated with the logarithm of viscosity in each of the 28
mantle layers and a value of 100 km2 for the lithospheric thickness para-
meter. To construct Vξ, which is also a diagonal matrix, we adopt the
uncertainties associated with the real data sets (see section 3 in L2016).
The results of the inversion are shown in Figure 6.
The inversion is, in some sense, the best-case scenario since Model B is the 1D reference model used to
construct 3D Model 0, and it is also the model adopted as both the starting and prior model in the
Bayesian formulation. As a consequence of these choices, the effect of lateral variations in the Earth structure
is reﬂected in the difference between the synthetic data and the forward prediction based on the starting
model (Model B) in Figure 4 (i.e., the circles and crosses, respectively). The latter yields FRS predictions that
fall within the observational uncertainty ascribed to the synthetic data, although they overestimate the 3D
(3D Model 0) predictions for l < 31 and underestimate them for 32 < l < 50. The Model B prediction of _J2
has a slightly higher amplitude than the 3D Model 0 prediction, but the discrepancy is well within the obser-
vational uncertainty. This level of agreement does not extend to the decay time predictions; in this case, the
starting model (Model B) predicts shorter decay times that lie outside the observational uncertainty we have
ascribed to the synthetic data. The differences between the forward predictions based on 1DModel B and 3D
Model 0 drive departures of the 1D posterior viscosity model XPO from the 1D prior (and starting) model
XPR = X0 (Figure 6). Across the lower mantle, the posterior solution (red thick line) follows the prior model
(black dotted line) relatively closely. In contrast, XPO oscillates around XPR by approximately half an order
of magnitude within the upper mantle. As we noted above, the Fréchet kernels for 1DModel B are dominated
Figure 6. Nonlinear Bayesian inversion of synthetic data based on 3D Model
0 (Table 1), including the Fennoscandian relaxation spectrum, postglacial
decay times, and _J2. The black dotted line is the starting (X0) and prior (XPR)
models (both Model B) adopted in the inversion. The red solid line is the
posterior (XPO) solution. The green solid and blue dashed lines are weighted
averages 〈XPO〉 and 〈X0〉, respectively. See section 3.2 for further details. The
horizontal axis marks the depth (km) and the vertical black dashed linemarks
the boundary between the upper and lower mantle. CMB = core-mantle
boundary, LAB = lithosphere-asthenosphere boundary.
Figure 7. Select rows of the posterior covariance matrix, VPO, associated with the solution, XPO, shown in Figure 6, for tar-
get radii (shaded gray bar and as labeled) ranging from just below the lithosphere-asthenosphere boundary (LAB; panel
(a)), to the top, middle, and bottom of the lower mantle (panels (b–d)). The VPO values associated with the lithospheric
thickness parameter are not included. VPO values are normalized (VPO) such that the absolute maximum value in any panel
is 1. In all panels, the horizontal axis marks the depth (km), and the black dotted vertical line marks the boundary between
the upper and lower mantle. CMB = core-mantle boundary.
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by upper mantle sensitivity (left column of Figure 5), and this explains why
the oscillations in the posterior model (driven by differences in the forward
predictions based on 1D Model B and 3D Model 0) are largely limited to
this region. In this regard, predictions associated with XPO improve the
ﬁt to all data sets used in the inversion (Figure 4). The change in litho-
spheric thickness, L0, between XPO and X0 is negligible, and this reﬂects
the relative insensitivity of our data to L0 (discussed also in L2016).
Indeed, this is the case in all the proceeding inversions, and so this issue
will not be discussed further.
There are several ways to analyze the inversion result. First, we turn to the
posterior covariance matrix, VPO, where, for a weakly nonlinear inversion,
VPO≈ FTV1ξ Fþ V1PR
h i1
(4)
(Backus, 1988; Tarantola & Valette, 1982). Figure 7 shows select rows of VPO
across the mantle, where each row is normalized such that the maximum
absolute value is 1. The widths of the peaks provide a measure of the radial
resolving power of the estimate at the speciﬁc target depth (this depth is
marked by a vertical gray bar in each panel). For model parameters within
the upper half of the lower mantle, Figures 7b–7d, the peaks are character-
ized by a spread that increases from ~900 (for the model target depth of
846 km) to ~ 1,400 km (for the model target depth of 1,756 km), and thus,
estimates of deep mantle viscosity inferred from the inversion of our
synthetic data set are incapable of resolving any ﬁner scale structure. In
contrast, Figure 7a, associated with a model target depth of 373 km, shows
a narrower spread of ~350 km. This resolution raises the issue of whether
the oscillations present within the upper mantle of XPO should be inter-
preted as robust features in standard 1D inversions.
To address this issue, we ﬁrst deﬁne the weighted average of a given
model, Xχ, as
Xχ ¼ Vχ Xχ (5)
where Vχ is the posterior covariance matrix associated with model Xχ nor-
malized so that along each row, the integrated area is unity. We apply this
to two posterior models: Xχ = XPO, as described above (red thick line in Figure 6) to obtain 〈XPO〉, and a second
model where Xχ ¼ X1DPO. X1DPO represents the posterior model that results from repeating the inversion using
synthetic data computed by adopting the 1D viscosity model (for this test, Model B) and adopting the same
model as both the starting and prior model for the inversion. In this case, equation (3) would collapse to X1DPO
¼ X0 (Model B), and to emphasize this point, we denote the second weighted average model as 〈X0〉.
Similarly, from equation (4), the covariance matrix used to apply the weighting (equation (5)) is V1DPO
¼ FTPRV1ξ FPR þ V1PR
h i1
. The weighted 〈X0〉 (blue dashed line in Figure 6) is the bias introduced in estimating
the underlying 1Dmodel (Model B) by the imperfect radial resolving power of the data, and 〈XPO〉 (green solid
line in Figure 6) is the combined bias associated with the imperfect radial resolving power of the data and the
impact of neglecting lateral variations in mantle viscosity in the 1D inversion. While the posterior covariance
matrix VPO depends on VPR (equation (4)), numerous tests in L2016 and herein (section 3.6) demonstrate that
these results are relatively insensitive to prior assumptions. Thus, VPO, in these cases, provides a robust mea-
sure of the resolving power at each depth.
By comparing Model B (the true reference viscosity proﬁle) against both 〈X0〉 and 〈XPO〉, we can quantitatively
assess each of these biases. First, beginning with a comparison of model 〈X0〉 to Model B, we note that the
Figure 8. Nonlinear Bayesian inversion of the 3D Test 0 (Table 1) synthetic
prediction of the Fennoscandian relaxation spectrum (FRS) only. The black
dotted line is the starting and prior models adopted in the inversion. The
orange solid line is the posterior solution. The green solid and blue dashed
lines are weighted averages 〈XPO〉FRS and 〈X0〉FRS, respectively. (b) FRS
computed using 3D Model 0 (black circles; these are the synthetic data used
in the inversion), as well as the starting (X0) and prior (XPR; Model B; black
crosses) and posterior model XPO (orange triangles). (c) Fréchet kernels
computed using 1D viscosity Model B for the FRS data at degrees 15 (solid
line) and 45 (dashed line). The inset panel shows the percent change in
these data for a given kilometer change in lithospheric thickness. In panels
(a) and (c), the horizontal axis marks the depth (km), and the black dashed
vertical line marks the boundary between the upper and lower mantle.
CMB = core-mantle boundary, LAB = lithosphere-asthenosphere boundary.
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limited radial resolving power of the data leads to an underestimate of the
viscosity jump between the upper and lower mantle (from 0.5 × 1021 to
5 × 1021 Pa s in Model B, to 1.25 × 1021 to 5 × 1021 Pa s in 〈X0〉) due primar-
ily to an overestimate of the upper mantle viscosity. A comparison of 〈XPO〉
with 〈X0〉 indicates that the above bias is exacerbated by the neglect of lat-
eral structure in the 1D inversion. In particular, 〈XPO〉 suggests an even
smaller viscosity jump across 670-km depth (of a factor of 2, from
2.5 × 1021 to 5 × 1021 Pa s) relative to 〈X0〉 (and Model B) as a result of a
higher overestimate of the depth proﬁle of viscosity in the transition zone.
In all other regions (the lower mantle and the top half of the upper man-
tle), 〈XPO〉 tracks 〈X0〉 closely. As a ﬁnal point, the resolved proﬁle 〈XPO〉 indi-
cates that the oscillation present in XPO is not robust. We note that in our
analyses, these oscillations are removed by considering the resolving
power of the data through a weighting of the inverted model using the
normalized posterior covariance matrix, Vχ . Such oscillations may also be
reduced through a regularization of the inversion, but this would require
an a priori choice of a smoothing length scale. In the remainder of this sec-
tion we will compare 〈XPO〉 and 〈X0〉 to further explore the bias introduced
by the neglect of lateral variations in viscosity in 1D inversions. In particu-
lar, we explore the sensitivity of this bias to data type, the underlying 1D
reference model, the choice of prior and starting model, and the adopted
lateral structure in mantle viscosity.
3.3. Bias Due to the Neglect of Lateral Variations in Viscosity:
Data Types
3.3.1. Fennoscandian Relaxation Spectrum
Figure 8a (orange solid line) shows results when the inversion in Figure 6 is
repeated with a synthetic data set that includes only the FRS data. The
oscillations in upper mantle viscosity present in the earlier inversion are
also evident in Figure 8a, indicating that these oscillations arise from ﬁtting
the FRS data and that they reﬂect the resolving power of the FRS (e.g.,
McConnell, 1968; Wieczerkowski et al., 1999). This result can be under-
stood by examining (1) the synthetic prediction of the FRS associated with
both the starting (Model B) and single-datum posterior model (Figure 8b);
and (2) the Fréchet kernels that drive changes from X0 to XPO (Figure 8c).
As illustrative examples, Fréchet kernels are shown for spherical harmonic
degree 15 and 45. In the degree range up to 31, the starting model pre-
dicts decay times that are shorter than the associated prediction for the
posterior model (as well as the synthetic 3D Model 0 data set), and in order
to improve the ﬁt to the synthetic data, the viscosity in the region sampled
by these data must be increased; as an example, the kernel for spherical
harmonic degree 15 is dominated by structure in the bottom of the upper mantle. Similarly, for spherical har-
monic degrees above 31 and below 50, the starting model predicts decay times that are longer than the asso-
ciated prediction for the posterior model (and synthetic data set), and to improve the ﬁt, the viscosity in the
region sampled by this datum must be decreased; the kernel for spherical harmonic degree 45 peaks in the
top of the upper mantle. The net result is the oscillation in the inverted proﬁle XPO. What is the source of
this bias?
This question may be explored by examining the subsurface structure local to the Fennoscandian region.
Figures 1b and 1c show map views of the relative viscosity structure across this region at depths of 300
and 500 km, respectively. The subsurface structure exhibits strong lateral variations in viscosity at a variety
of spatial scales. We note that the color intensity is saturated to highlight ﬁne-scale details in the relative visc-
osity structure (the true global range is approximately six and seven orders of magnitude for the depths of
300 and 500 km, respectively). From these maps, it is not obvious why the 3D Model 0 predictions yield
Figure 9. (a, b) Nonlinear Bayesian inversions of the 3D Model 0 (Table 1)
synthetic predictions of (a) the Ångerman River (AR) and (b) Richmond
Gulf (RG) and James Bay (JB) decay times. The black dotted line is the starting
and prior model adopted in the inversion (Model B). (a) The orange solid line
is the posterior solution XPO, the green solid line is the weighted average
〈XPO〉AR, and the blue dashed line is the weighted average 〈X0〉AR. (b) As in
(a), except for the Richmond Gulf and James Bay decay times. In panels
(a) and (b), the horizontal axis marks the depth (km), and the black dashed
vertical line marks the boundary between the upper and lower mantle.
(c) Decay times at Richmond Gulf and James Bay computed using 3D Model
0 (black circles), as well as the starting and prior models (X0 = XPR= Model B;
black crosses) and predictions provided by the posterior model in panel
(b) (orange triangles). The far right decay time is analogous to the left two
with the exception that only the orange diamond is the Ångerman River
decay time prediction provided by the posterior model in panel (a).
CMB = core-mantle boundary, LAB = lithosphere-asthenosphere boundary.
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shorter FRS decay times at high degree and longer decay times at low
degree relative to the reference Model B (Figure 8b). To understand these
trends, that is, how the FRS is integrating subsurface viscosity structure,
clearly requires the calculation of 3D Fréchet kernels.
Figure 8a also shows the weighted averages 〈XPO〉FRS and 〈X0〉FRS. The pro-
ﬁle 〈X0〉FRS recovers the underlying 1D model used to compute the syn-
thetics (Model B) reasonably well (although it does underestimate the
viscosity jump across the boundary between the upper and lower mantle
because the limited resolving power of the data smears the jump across
multiple layers), and this indicates that the bias introduced by the limited
resolving power of the FRS data set is relatively minor in the top 1,000 km
of the mantle. In contrast, the proﬁle 〈XPO〉FRS departs signiﬁcantly from
the spherical average of the underlying 3D model used to compute the
synthetics (again Model B) in the bottom half of the upper mantle, where
〈XPO〉FRS is signiﬁcantly higher than 5 × 10
20 Pa s. This indicates that the
neglect of 3D structure in the 1D inversion introduces signiﬁcant bias in
this region.
3.3.2. Postglacial Decay Times
Next, we repeat the inversion of Figure 6, using only the synthetic data set
associated with either the Ångerman River decay time or the Richmond
Gulf and James Bay decay times (Figure 9). The former is dominantly sen-
sitive to viscosity structure in the upper mantle, while the latter have a sen-
sitivity that shifts toward deeper mantle regions (Figure 5). In both cases,
the posterior models in Figures 9a and 9b recover reasonably well the
underlying spherically averaged 1D model adopted in the inversion
(Model B); however these posterior models are characterized by a moder-
ately higher viscosity across the top half of the mantle. This increase in
viscosity is necessary to bring the predictions based on the prior model
into accord with the synthetic data computed using 3D Model
0 (Figure 9c).
A resolving power analysis of these inversions, in which the posterior models are averaged over depth in a
manner consistent with the width of the sensitivity kernels, leads to slightly smoother viscosity proﬁles
(green solid lines in Figures 9a and 9b, 〈XPO〉AR and 〈XPO〉RG, JB, respectively), which manifests as a reduced
jump in viscosity across the boundary between the upper and lower mantle (from 0.5 × 1021 to
5 × 1021 Pa s in Model B, to 1.6 × 1021 to 5 × 1021 Pa s in 〈XPO〉AR
and 2.5 × 1021 to 6 × 1021 Pa s in 〈XPO〉RG, JB). These lines have viscosity
proﬁles that are shifted moderately upward relative to the weighted
averages of inversions based on synthetics computed using 1D Model
B (blue dashed lines in Figures 9a and 9b, 〈X0〉AR and 〈X0〉RG, JB, respec-
tively), indicating that the neglect of the 3D structure in the 1D inversion
is biasing the viscosity inferences higher (by approximately 0.1 in base
10 log units or, equivalently, by a factor of 1.25). This bias is reﬂected
in postglacial decay times by the difference between the prior model
predictions (crosses) and the predictions based on posterior 1D models
(triangles and diamond) in Figure 9c.
The question arises again as to what part of the 3D model is introducing
this bias? Once more we turn to Figures 1d and 1e to examine the region
beneath Richmond Gulf. Both depths are characterized by higher than
average viscosity, and this appears to be the source of the bias. As before,
the origin of the bias of the inversion of the Ångerman River postglacial
decay time is less clear and must involve more complex averaging
of substructure.
Figure 10. Main frames: Nonlinear Bayesian inversions applying only the
synthetic predictions of the _J2 datum determined by 3D Models 0 (panel
(a)) and 1 (panel (b); see Table 1 for descriptions of the 3D viscosity models).
In both panels the orange solid lines are the posterior solution while the
black dotted lines are the starting and prior models Model B (panel a) and
Model C (panel b). (a) The green solid and blue dashed lines are the weighted
averages XPO _J2 and X0 _J2 , respectively. Insets: The
_J2 predictions computed
using (1) the 3D Models 0 (panel (a)) and 1 (panel (b); black circles);
(2) the starting models Model B (panel (a)) and Model C (panel (b); black
crosses); and (3) the posterior solutions shown in the main panel of each
(orange triangles). In both panels the horizontal axis marks the depth (km),
and the black dashed vertical line marks the boundary between the
upper and lower mantle. CMB = core-mantle boundary,
LAB = lithosphere-asthenosphere boundary.
Figure 11. Nonlinear Bayesian inversion of synthetic data based on 3D
model 2 (Table 1), including the Fennoscandian relaxation spectrum,
postglacial decay times, and _J2. The black dotted line is the starting (X0) and
prior (XPR) models (both VM5a) adopted in the inversion. The red solid line is
the posterior (XPO) solution. The green solid and blue dashed lines are
weighted averages 〈XPO〉 and 〈X0〉, respectively. See section 3.5 for further
details. The horizontal axis marks the depth (km), and the black dashed
vertical line marks the boundary between the upper and lower mantle.
CMB = core-mantle boundary, LAB = lithosphere-asthenosphere boundary.
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3.3.3. _J2
We now investigate the ﬁnal datum, _J2. The _J2 Fréchet kernel for Model B
(Figure 5c) shows that _J2 has a broad sensitivity to viscosity across the
entire mantle and, in particular, the deep mantle. The long wavelength
nature of the datumwould suggest that it is less susceptible to lateral sam-
pling biases relative to the FRS and decay time data, and to test this we
again perform a single-datum inversion, identical in all aspects to the
inversion in Figure 6, except that only the _J2 datum is considered.
Figure 10a (inset) shows the _J2 prediction of 3D Model 0 and that of the
1D Model B (X0). These values differ negligibly conﬁrming that, in this
instance, the sensitivity of the _J2 datum is of sufﬁciently long spatial scale
that it effectively sees global average 1D structure. As such, the inversion
result shown in Figure 10 (main frame, orange solid line) does not deviate
from the starting model (black dotted line). The weighted averages X0 _J2
andXPO _J2 reﬂect the large-scale averaging inherent to the resolving power
of the _J2. The negligible difference between X0 _J2 and XPO _J2 conﬁrms that
the bias introduced by 3D structure is minimal.
3.4. Deep Mantle Structure
The existence of a sharp viscosity jump within the lower mantle has been
proposed by several studies (e.g., Ballmer et al., 2015; Forte, 1987; Forte
et al., 1991; Rudolph et al., 2015), and L2016 showed that GIA-related data
and, in particular, the _J2 datum constrain the putative jump to be of one to
two orders of magnitude across a depth range of 1,000–1,700 km. To
explore whether inferences of a sharp viscosity contrast may be impacted
by the presence of lateral variations in viscosity, we perform a similar inver-
sion as to that which produced the posterior solution shown in Figure 10a,
except that for both X0 and XPR we adopt 1D Model C (Figure 2).
Furthermore, the synthetic data are now provided by 3D Model 1, which
is characterized by spherically averaged structure given by Model C
(Table 1). All calculations associated with this combination of models are
shown in Figure 10b.
Model C is identical to Model B from the surface down to a depth of 1,100 km, where we have included an
additional viscosity jump from 5 × 1021 to 1022 Pa s. The prediction of _J2 based on 1D Model C has a greater
amplitude than the prediction based on 1D Model B, as expected from the higher deep mantle viscosity of
the former. In contrast to Figure 10a, the introduction of 3D structure in this case leads to a signiﬁcant per-
turbation in the _J2 prediction, and a bias is introduced in the 1D inversion. By introducing the viscosity jump
at 1,100 km, this acts to enhance ﬂow toward shallower depths. This results in the 3D prediction of _J2 becom-
ing more susceptible to regional viscosity variations and thus departs more signiﬁcantly from the underlying
1D model average. In order to reduce the magnitude of the predicted _J2 (inset of Figure 10b), given the deep
mantle sensitivity displayed by the kernel in Figure 5e (red starred line), the inverted proﬁle displays lower
viscosity across the deep mantle relative to X0 (compare black dotted and orange solid lines in Figure 10b).
3.5. Effect of Changing Reference Model
Next, we adopt VM5a as the reference model for both the forward calculation of the synthetic data, y (3D
Model 2; (ee Table 1), and for the starting and prior model used in the inversion. All other aspects of this inver-
sion (shown in Figure 11) remain identical to Figure 6.
The posterior model in Figure 11 has broadly similar characteristics as in Figure 6: across the lower mantle
both solutions trace their respective models of X0 and XPR, which is in accord with the true 1D reference
model. Similarly, across the upper mantle the two solutions are characterized by an oscillation of similar
amplitude away from the reference model. This consistency is also apparent when comparing the discre-
pancy between 〈X0〉 and 〈XPO〉 in both ﬁgures: Figure 12a shows this discrepancy, 〈XPO〉  〈X0〉, which we
Figure 12. Differences between the weighted averages 〈XPO〉 and 〈X0〉,
which we deﬁne as the bias introduced in 1D inversions by the neglect of
the 3D structure. (a) The bias for inversions in Figures 6, 11, 13, and 14.
The parameters for the inversion are shown in the table beneath the frame.
(b) The bias for single datum inversions in Figures 8a, 9a, 9b, and 10a. In
both panels the horizontal axis marks the depth (km), and the black dashed
vertical line marks the boundary between the upper and lower mantle.
The black solid horizontal line marks the zero bias. CMB = core-mantle
boundary, LAB = lithosphere-asthenosphere boundary.
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deﬁne as the bias introduced in 1D inversions by the neglect of 3D
structure. Since the difference between 〈X0〉 and 〈XPO〉 is comparable
in inversions using different underlying reference 1D models
(Figures 6 and 11 and red solid and blue dotted lines in Figure 12a,
respectively), we conclude that the bias introduced in 1D inversions
by the neglect of 3D structure is relatively insensitive to the underly-
ing reference 1D model across the range of models adopted within
this study.
3.6. Effect of Changing Prior Assumptions
Next, we investigate the impact on the inversions of adopting a prior
model that is different from the starting model. Figure 13a is analo-
gous to Figure 6 with the exception that the prior model is changed
to VM5a. Similarly, Figure 13b is analogous to Figure 11, but the prior
model is Model B. In both inversions the background reference model
in the 3D calculation is identical to the starting model, X0. The poster-
ior model in Figure 13a is similar to the inverted result in Figure 6.
Moreover, the discrepancy between 〈XPO〉 and 〈X0〉 is similar for both
inversions and only marginally different at the top of the upper
mantle (compare red and green lines in Figure 12a). A comparison of
Figures 13b and 11 shows a similar level of agreement; however, they
depart across the bottom half of the lower mantle (compare blue
dotted and green dashed lines in Figure 12a).
3.7. Effect of Changing Tomography Model
In our ﬁnal test we repeat the inversion in Figure 6 with the exception
that the synthetic data set is computed using 3D Model 3. 3D Model 3
imposes the 3D tomographic model SAVANI (Auer et al., 2014, see
Table 1). The broad characteristics of both tomography models are similar (compare Figures 3a and 3b).
This includes their maximum and minimum viscosity range and the tightness of the histograms throughout
the mantle. Where these models differ most is in the deep mantle (∼2,500-km depth) and also across the top
500 km of the mantle. The posterior model obtained from the inversion is shown in Figure 14. As in all pre-
vious inversions, a feature that appears in the posterior model is the oscillation in the upper mantle driven by
the impact of 3D structure on the FRS data. However, these oscillations are muted when the posterior model
is smoothed to account for the resolving power of the data (see weighted average model 〈X0〉). The differ-
ence between 〈XPO〉 and 〈X0〉, which reﬂects the bias introduced by the neglect of the 3D structure in the
1D inversion, is most pronounced in the bottom half of the upper
mantle (Figure 12a).
4. Conclusions
In this study we have explored the bias introduced in 1D viscosity inver-
sions of the GIA data by the neglect of the 3D structure. These data include
the FRS, postglacial decay times from Richmond Gulf and James Bay
(Canada) and the Ångerman River (Sweden), and the satellite-derived
present-day _J2 datum. In general, we have isolated this bias through a com-
parison of viscosity models smoothed in a fashion consistent with the
resolving power of these data sets, that is, comparing the smoothed
posterior model 〈XPO〉 to a smoothed version of the starting model 〈X0〉.
Figure 12a summarizes this measure of bias for all the inversions we pre-
sent in this study. A major conclusion of this study is that the bias intro-
duced by not accounting for the 3D structure is largest in the bottom
half of the upper mantle (see also Steffen et al., 2006). This is consistent
across all tests, which include varying the reference model, the prior and
Figure 13. Nonlinear Bayesian inversions adopting various starting and prior visc-
osity models. In both panels, the red solid lines represent the posterior solution
associated with inversions applying the Fennoscandian relaxation spectrum,
postglacial decay time, and _J2 data produced by adopting 3D viscosity Models 0
(panel (a)) and 2 (panel (b); Table 1). In both panels; the black solid and black
dotted lines are the starting and prior models, respectively, and the green solid
and blue dashed lines are the weighted averages 〈XPO〉 and 〈X0〉, respectively. The
horizontal axes mark the depth (km), and the black dashed vertical line marks
the boundary between the upper and lower mantle. CMB = core-mantle
boundary, LAB = lithosphere-asthenosphere boundary.
Figure 14. Nonlinear Bayesian inversion of synthetic data based on 3D
Model 3 (Table 1), including the Fennoscandian relaxation spectrum,
postglacial decay times, and _J2. The black dotted line is the starting (X0) and
prior (XPR) models (both Model B) adopted in the inversion. The red solid line
is the posterior (XPO) solution. The green solid and blue dashed lines are
weighted averages 〈XPO〉 and 〈X0〉, respectively. See section 3.7 for further
details. The horizontal axis marks the depth (km), and the black dashed
vertical line marks the boundary between the upper and lower mantle.
CMB = core-mantle boundary, LAB = lithosphere-asthenosphere boundary.
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starting model, and the 3D viscosity ﬁeld superimposed on the 1D viscosity ﬁeld. Figure 12b explores this
issue further by considering the bias introduced by each data subset in isolation. A second conclusion is
quantiﬁed in this ﬁgure: the potential bias associated with the neglect of lateral variations in viscosity grows
as one considers the data with a more localized sensitivity to the mantle structure. The bias is high for the FRS
data, moderate for the decay time data, and minimal for the _J2 datum. In this regard, it is not unexpected that
sensitivity to deeper structure is accompanied by both broader averaging of structure in the radial and lateral
direction.
These results have implications for 1D viscosity proﬁles inferred in previous studies using GIA data sets: such
proﬁles will be subject to some degree of bias due to the neglect of the 3D structure since all GIA data are to
some extent regional. For the data sets explored within this study, the inferred viscosity proﬁles tend to over-
estimate viscosity within the bottom half of the upper mantle. In this regard, the high viscosity structure in
this region that characterizes the main inversion in L2016 (Figure 4 in that paper) may be an artifact due
to the neglect of the 3D structure in the inversion.
These calculations have demonstrated the drawback of 1D viscosity inferences based on data that reﬂect
the response of a 3D Earth. We have attempted to understand the origin of this bias by considering the
characteristics of the imposed 3D viscosity ﬁeld (Figure 1). While this has provided some insight (e.g.,
the bias introduced when considering Richmond Gulf decay time is consistent with the viscosity structure
beneath Hudson Bay), there are clear limitations to this approach (e.g., identifying the source of bias in
inversions of Fennoscandian data). A more rigorous understanding of these issues requires inversions of
3D viscosity analyzed through a 3D sensitivity (Fréchet kernel) analysis. In this regard, a series of theore-
tical studies that build toward the application of adjoint methods to the GIA problem (e.g., Al-Attar &
Tromp, 2014; Crawford et al., 2017; Crawford et al., 2018) provide a framework for tackling the 3D viscosity
problem. The conclusions herein may be seen as a motivation for the continued development of
such methods.
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