We show that for r-fold Wiener measure, the probabilistic and average linear widths in the L 1 -norm are proportional to n ?(r+1=2) p ln n= and n ?(r+1=2) p ln n, respectively.
Introduction
We study probabilistic linear (n; )-widths and average linear n-widths for L 1 -approximation of functions that are distributed according to the r-fold Wiener measure. As the classical nwidths, see e.g., 9], probabilistic and average widths quantify the error of best approximating operators. However, in the classical approach, the errors are de ned by their worst case with respect to a given class (typically a unit ball of the underlying space). In the probabilistic approach, the errors are de ned by the worst case performance on a subset of measure at least 1 ? , and in the average case approach, they are de ned by their expectations, both with respect to a given probability measure.
The study of probabilistic and average widths has been suggested only recently, see, e.g., 8, 13] and relatively few results have been obtained so far, see e.g., 1, 2, 4, 5, 6, 7, 10, 12, 13] . These include results on probabilistic and average Kolmogorov widths in L q -norm for any q 1 and on probabilistic and average linear widths in L q -norm for nite q. In both cases, the underlying space of function is the C r 0; 1] space equipped with the r-fold Wiener measure. More speci cally, the upper bounds on the average widths follow from 11] for q < 1 and 10] for q = 1. The asymptotic lower bounds on average Kolmogorov widths with arbitrary q and on average linear widths with nite q are mainly due to 4, 5, 6] . The results concerning probabilistic Kolmogorov and linear widths are also due to 4, 5, 6].
Our result concerning the probabilistic and average linear widths for q = 1 provides the last missing piece as far as the probabilistic and average linear widths with r-fold Wiener measures are concerned. Thus, denoting probabilistic Kolmogorov and linear (n; )-widths by d (p) n; (C r ; L q ; ! r ) and (p) n; (C r ; L q ; ! r ), and average Kolmogorov and linear n-widths by d (a) n (C r ; L q ; ! r ) and (a) n (C r ; L q ; ! r ), respectively, we conclude that d (p) n; (C r ; L q ; ! r ) n ?(r+1=2) q 1 + n ?1 ln(1= ); 1 q 1;
n; (C r ; L q ; ! r ) It is interesting to note that for nite q, the average Kolmogorov and average linear nwidths are equal modulo multiplicative constants. We have also equality between probabilistic Kolmogorov and linear (n; )-widths for q 2. For such values of q, linear approximation operators are (modulo a constant) as good as nonlinear operators. The di erence is only for q = 1 (for average widths) and for q > 2 (for probabilistic widths); however, then linear operators loose to optimal nonlinear operators only by a factor of p ln n and n (1=2?1=q) + , respectively.
The paper is organized as follows. Basic de nitions and the main result are provided in Section 2. The proof of the result is in Section 3. kf ? T(f)k q ; (2) where B(C r ) is the unit ball in C r , n is the class of all (not necessarily linear) operators T : B(C r ) ! L q whose range is contained in an n dimensional subspace of L q , and L n is the class of all linear operators from n .
Main Result
Let be a probability measure de ned on the Borel -eld of C r . Given 2 0; 1], the corresponding probabilistic Kolmogorov and probabilistic linear (n; )-widths are de ned by
The rst in ma are taken with respect to all measurable sets G C r with (G) 1 ? .
The average Kolmogorov and average linear n-widths are de ned by
Here E denotes the expectation with respect to , i.e.,
Obviously,
n; (C r ; L q ; ) d : (7) In what follows we assume that equals the r-fold Wiener measure ! r . For basic properties of ! r , see e.g., 3]. Here we only mention that ! r is a zero mean Gaussian measure with the covariance function E !r (f(x)f(y)) = 
To complete the proof we need only to show that 
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We are ready to prove Theorem 1.
Proof of Theorem 1: We begin with the lower bound:
(p)
n; (C r ; L 1 ; ! r ) c r n ?(r+1=2) r ln n (14) for a positive constant c r . For this end, we consider the inverse function of probabilistic widths. That is, given n, let e n ( ; C r ; L 1 ; ! r ) := inf Since the rank of T does not exceed n, so does the rank of A. This implies that e n ( ; C r ; L 1 ; ! r ) e n ; IR m ;`1; r;0 , or equivalently, that (14) .
We now prove the upper bound: 
