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‘I am conscious of being only an individual struggling weakly against the stream of time.’
Ludwig Boltzmann
Abstract
Halide perovskites have emerged from a decade ago with soaring efficiencies in opto-
electronic applications, competing with many traditional inorganic semiconductors. De-
spite their excellent performance in laboratories, issues such as toxicity, stability, defects
properties have to be addressed in order for perovskites to be employed in real world
applications. First-principles calculation is a powerful yet relatively inexpensive way
to investigate their physical properties. This thesis focuses on modeling the materials
chemistry and physics of a class of inorganic halide perovskites and related compounds.
The results consist of three chapters.
The first results chapter aims to design new materials beyond halide perovskites with
earth abundant, non-toxic, high efficiency materials. Antimony sulfides, cesium an-
timony sulfides and methylammonium antimony sulfides are reported, which exhibit
suitable band gaps, dispersive band structure and comparable work function to hybrid
perovskites.
The second results chapter focuses on the phonon properties and soft modes of 24 differ-
ent inorganic halide perovskites. It is shown, through lattice dynamics calculation, that
all these inorganic perovskites are unstable at their cubic phase, a confusion often arisen
in conflicting experimental measurements. The anharmonic energy surface is computed
to quantify the strength of the instabilities and correlate with the chemical composition
and crystal structure. Different types of instabilities are also categorised according to the
irreducible representations, the occurrence of which depends on the chemical identity.
The last results chapter investigates the vacancy defects of 9 commonly synthesised
inorganic halide perovskites. We have calculated the formation diagram, neutral vacancy
formation energy at different synthesis conditions, and charged defect formation energy
as a function of the Fermi level. The results show that these perovskites are defect
tolerant, i.e. they do not tend to form deep level trap states, which are detrimental for
optoelectronic devices. To link this chapter with the previous chapter, we calculate the
relaxation energy and correlate it to the formation energy of the defects, and found that
there is a negative relationship between the two. This sheds light on the effect of “giant”
relaxation energy on the formation of defects.
All the work has been compared with experiments, if available, and shown good agree-
ments. The understanding developing from our first-principles simulations have impor-
tant implications for optoelectronic applications for these materials.
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Due to anthropogenic effects, the temperature of the surface of the Earth has risen
steadily since the industrial revolution in 1850s.1–3 Compared to 1960s, the global mean
surface energy was 0.6 degree higher in 2010.4 The rise in temperature has huge impact
on the planet. For example, it accelerate melting of the Antarctic ice which could lead
to a rise of global sea level of 5 meters.5 In addition, it already has resulted in extinction
of some species and reduced the diversity of the ecosystem and may cause more. For
example, the earlier timing of spring can bring shifts in long-evolved plant and animal
life cycles, and result in their deaths.6 Also, extreme weathers have been recorded with
higher frequency in coalition with global warming, such as heatwaves.7 The excessive
CO2 associated with global warming will cause ocean acidification, which changes the
pH environment and threatens the life of coral reefs and fisheries.8
The Earth preserves its temperature by the atmosphere, without which the temperature
will drop well below zero . The substances that are responsible for preserving the heat are
so-called greenhouse gases, which include water vapour, carbon dioxide CO2, methane
CH4, and ozone O3.
9 The gases in their natural occurrence keeps our planet a warm and
thriving place for all lives. However, an excess of these gases will over heat the Earth.
According to work published in 2007, the concentrations of CO2 and methane had
increased by 36% and 148% respectively since 1750.10 These levels are much higher than
at any time during the last 800,000 years. Also, the trend of CO2 emission is strongly
correlated with temperature rise since the industrial revolution. CO2 influences the
temperature through the high absorption of infrared light, and re-emission to the Earth
surface.
1
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Figure 1.1: The renewable electricity capacity by source. Image taken from National
Renewable Energy Lab databook 2016.14
Most of the CO2 is emitted by burning fossil fuels, which originate from the organic
mass that has accumulated in Earth and has been processed by micro-organisms. Fossil
fuels (coals, oil, natural gases) have been the major sources of energy for human life
since they are found. Together they sum up to 80% of the energy consumption.11
Burning fossil fuels also causes pollutions. Fossil fuels are not pure and do not undergo
perfect combustion. Toxic gases such as CO, SO2, NOx are produced during the burning
process.12 These gases contribute to the greenhouse effect and represent a hazard for
human health.13
However, fossil fuels are not the only solution to energy resources. The planet has a
plethora of energy resources, for example solar, wind, tides, hydroelectric, geothermal,
and nuclear power. The production of these renewable energy resources has been more
than doubled, among which solar energy is one of the fastest growing one, as shown in
Fig.1.1.14
Fig.1.2 shows that, amongst all the solar energy techniques, perovskites performance
has rocketed since five years ago, and now reaching 22.7% efficiency, comparable with
multicrystalline Si cells which have been developed and optimised over twenty years. The
advantages for perovskites are that 1) they are solution processable at room temperature
and therefore cheap, 2) the elements are all relatively earth abundant. They become the
most promising candidate for next generation photovoltaic technique.
However, perovskites still face critical problems. Firstly, the most efficient absorber layer
methylammonium lead iodide contains Pb, which is well known for toxicity. This cast
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Figure 1.2: The solar cell efficiency chart by techniques. Image taken from National
Renewable Energy Lab report.15
potential detrimental impact on the environment and may be subject to certain laws for
commercialisation. Secondly, perovskites suffer from structural and thermal instability.
The low stability has been attributed to its intrinsic structural instability,16 chemical
decomposition,17 and a number of external agents, such as water vapour, oxygen, radi-
ation.18 This leads to a very limited lifetime for perovskites to be employed as a solar
cell, and also means that the absorber layer has to be encapsulated, adding cost to the
overall device.
Now that the efficiency of perovskite solar cells has been improved and reaching the
upper limit, these issues of toxicity and stability need imminent attention for real world
application beyond laboratory scale. This lays the background of this thesis, where it
aims to tackle the problems from specific angles.
The first chapter will introduce the principle of photovoltaics, and review the develop-
ment of perovskite optoelectronics. The second chapter introduces fundamental theories
used in this thesis, including density functional theory, lattice dynamics, and Landau
theory of phase transition. The next three chapters are the result chapters. The third
chapter focuses on designing next-generation Pb-free photovoltaic material, where we
considered Sb2S3 and the corresponding ternary and hybrid compounds. The fourth
chapter explains the intrinsic structural instability of a class of 24 halide perovskites,
and the underlying chemical and thermodynamic driving force. The last but not the
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least, the fifth chapter considers the defect properties, i.e. vacancy formation in these
halide perovskites, and how it correlates to the structural instabilities adopted in the
crystal. The final chapter is future work, where I plan to keep exploring relevant ideas
that can not be encompassed in the scope of this thesis due to restriction of time.
1.2 Metal Halide Perovskites
1.2.1 History
The history of perovskites dates back to 19th century when the first prototype perovskite
was found in Russia and was named after the mineralogist Lev Perovski. The first
mineral found to adopt this crystal structure was CaTiO3, and thereafter the name
“perovskite” was extended to a broader class of minerals with similar crystal structure.
Generally, the compound takes the stoichiometry of ABX3. The crystal structure was
first described by the German mineralogist Goldschmidt who introduced the concept of
tolerance factor as a qualitative description of the crystal structure.19
The early minerals that fall in this class are predominantly oxide perovskites such as
CaTiO3, BaTiO3, KNbO3, BiFeO3. Due to the flexibility of the perovskite structure,
most elements in the periodic table can be accommodated into the crystal framework.
Most early research on perovskites focused on titanate-based materials,20 and despite
the academic interest, the preliminary applications for these materials were pigments in
paint.21 Later in the 1940s, ferroelectricity was discovered in BaTiO3 and much broader
academic interest in the electronic properties of perovskites has since emerged.
In the 20th century, a range of interesting properties were found in the oxide perovskites,
including catalytic, superconducting, piezoelectric, ferroelectric, and ferromagnetic prop-
erties, a fraction of which is listed in the Table 1.1. This class of materials stimulates
wide interests in the field of solid-state physics and inorganic chemistry due to their
versatility in both compositional and structural space. Properties are tunable by care-
fully choosing the compound. For example, the disorder and non-stoichiometry play
important roles in the entropy of these materials, hence determining the phase transi-
tion at certain temperatures and thus the transport, electronic and optical functions.
The structure-property relationship has been tremendously explored in this family of
perovskites.
In mid 20th century, the interests have expanded to metal halide perovskites. This class
of materials takes the stoichiometry of ABX3 (A = monovalent cation, B = Ge, Sn,
Pb; X = F, Cl, Br, I) and the same crystal structure as oxide perovskites. The first
Chapter 1. Introduction 5








LnCoO3–d Mixed electronic and ionic conductor
SrCeO3 Proton conductor
Li0.5–3xLa0.5+xTiO3 Lithium-ion conductor
La1–xSrxGaO3–d Fast oxide-ion conductor





reported crystallography of CsPbX3 ( X = Cl, Br, I) dates back to the 1950s, where their
crystal structure was determined by X-ray diffraction (XRD) to be perovskite like at
high temperature.23 CsPbX3 were also found to be photoconductive, with CsPbCl3 most
sensitive to violet light, CsPbBr3 to blue and green light, and CsPbI3 to the red light, the
spectra of which is complementary to the color of the crystals. In these materials, phase
transitions are discovered at various temperatures where the crystals distort from cubic
to tetragonal/orthorhombic/monoclinic, the most note-worthy being CsPbCl3 that goes
through tetragonal (320 K) - orthorhombic (316 K) - monoclinic ( 310 K) transition with
remarkably small temperature differences.24 All of them can be synthesised by aqueous
solution.
In the 1970s, Poulsen et al. studied the Sn-base perovskite CsSnCl3 identified the
structure to be monoclinic by XRD.25 CsSnBr3 was also studied by crystallographer
Donaldson et al., where they found it adopting perovskites cubic structure at room tem-
perature. The colour range for these Sn-based compounds with different halogen and
different phases (CsSnBr3 goes from black to red to yellow and finally to colourless melt
upon heating above room temperature) suggest a band-like semiconductor behaviour.
Moreover, the absorption spectra edge move from 440 nm for CsSnCl3 to 700 nm for
CsSnBr3, and mixed Cl/Br compound displayed absorption edge in between these num-
bers. Amongst the Sn-based perovskites, CsSnBr3 was found to be semiconducting by
resistivity measurement.26 CsSnI3 was reported later in the 80s that it goes through a
first-order transition from cubic to orthorhombic (black in colour) at 425 K by XRD,
where Sn experiences a distorted octahedral environment. The cubic perovskite phase
showed semi-metallic conductivity. The organic hybrid counterpart CH3NH3SnBr3 was
also studied.27 It is worth noting that Sn based compounds deviate from CsPbX3 due
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to its stoichiometric active 5s2 lone pair electron that is playing a role in the structural
instabilities.
Ge based halide perovskite compounds have also attracted some interest since the 60s.
CsGeCl3 has been reported to be cubic at high temperature, and rhombohedral at room
temperature.28 Interestingly, it was found to be ferroelectric as an analogy of BaTiO3
due to the movement of Ge off the perfect octahedral center thus forming a dipole
moment. In 1987, Thiele et al. further expanded this structural description to other
Ge compounds CsGeBr3 and CsGeI3.
29 The explanation for the rhombohedral phase
unique to Ge compound is that, from the close-packing perspective, Ge2+ is a rather
small ion compared to Pb, thus resulting in a longer than optimal Ge-X bond length
which drives the Ge2+ away from the center.30 In the study of Seo et al. in 1998,
they used first-principles calculations to study the effect of pressure on the phase and
electronic structure of CsGeCl3 and CsGeBr3, and found that the band gap decreases at
higher pressure and concluded that it is due to the relative change of the bonding and
antibonding levels between Ge and X.30
Other deviations of the aristotype perovskite, such as 2D layered perovskite A2BX4
(Ruddleson-Popper phase), A3B2X7 (double layer) and A4B3X10 (triple layer) com-
pounds were studied due to their interesting electronic properties such as ferroelectricity
and ferromagnetism.31–35 These layered compounds have shown excellent tunability of
their optoelectronic properties by alternating the number of layers. The research on op-
toelectronic properties of perovskite were first started with the hybrid organic-inorganic
materials (C10H21NH3)2MX4 compounds.
36,37 The solution processed materials are eas-
ily tunable with both the organic and inorganic components. They show sharp absorp-
tion lines around 2.5 eV. The organic molecules are sandwiched between inorganic layers
which serve as quantum wells, giving rise to unique physics such as large exciton binding
energy and dielectric confinement which are absent in 3D materials. Due to their unique
optoelectronic properties, they start to find applications in light-emitting diodes (LEDs)
and field-effect transistors (FETs).
In 1977, Weber first reported the crystal structure of CH3NH3PbX3 (X = Cl, Br, I),
a Pb based hybrid organi-inorganic perovskites which has a cubic structure at high-
temperature.38 Some following crystallographic studies on this compound focused mainly
on the structural characterizations.39–42 In 2009, Miyasaka et al. first reported using
CH3NH3PbI3 (MAPI) as light absorber to harvest solar energy and achieved a consid-
erable efficiency of 3.8%.43 The research on perovskite solar cells has soared ever since
and has generated thousands of research papers on this topic in less than a decade.
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1.2.2 Applications overview
Remarkable progress has been made over a span of nine years since Miyasaka et al.
reported that MAPI was a light harvesting materials with efficiency of 3.8%.43 The re-
ported efficiencies (verified by National Renewable Energy Laboratory) rocketed from
10.9% in 2012, to 12%, 18.4%, and to 22.1% in 2016, catching tremendous attention
for their interesting physics and chemistry.44–47 To put this in perspective, it took 60
years for GaAs to reach 29% efficiency since its reported 4% efficiency in 1956. The
outstanding performance of metal halide perovskites has been mainly attributed to the
following: 1) relatively high carrier mobility (10 cm2V −1s−1), 2) long diffusion length
(> 1µm), 3) low trap density, 4) low Urbach energy (< 15 meV ), 5) minimal Stokes
shift (< 20 meV), 6) large absorption coefficient at the band edge. Their band gap is
tunable by alternating the halide component (by substituting I with Br or Cl), giving
the advantage of covering a wide spectrum of absorption. Additionally, unlike the main-
stream traditional crystalline photovoltaic materials such as Si or GaAs, the perovskite
thin film is solution processable at low temperatures with earth-abundant materials,
meaning the cost is low. All these facts together have made halide perovskites a strong
candidate amongst other conventional materials for optoelectronic applications.
For photovoltaic applications, other alternative compositions adopting same structure
have been explored due to their structural flexibility to accommodate different species in
the lattice. Various purely inorganic Cs based perovskite structures, CsPbI1–xBrx and
CsPbCl1–xBrx with mixed halides have shown tunable photoluminescence across the
visible range.48 Similarly, mixed-halide hybrid perovskites MAPbI1–xBrx have realised
12.3% power conversion efficiency through chemical tuning to cover the whole visible
range.46 However, their solid solutions are often reported to undergo phase segregation.
A-site and B-site substitution are another route to achieve better stability while still
maintaining high efficiency. Formamdinium lead iodide ( FAPbI3) mixed with MAPI
has shown improved photovoltaic performance partially owing to the reduction of band
gap.49 Different combinations of mixing: Cs/MA, Cs/FA have been extensively studied,
even including triple mixing of Cs/MA/FA where the thermal stability is improved.50
More recently, rubidium (Rb) is incorporated into the materials to form Rb/Cs/MA/FA
mixture with reasonable efficiency (20.6%).51 In addition, the replacement of toxic Pb
with environmentally friendly metal such as Sn is of particular interest. A few examples
of Pb/Sn mixing systems have shown suitable absorption wavelength which is tunable by
changing the ratio of mixed Sn.52–54 In general, the mixed phase increases the thermal
stability of the material due to larger entropy term in its free energy.
An excellent solar cell should also be, in theory, an excellent light-emitting diode (LED),
as emission and absorption are balanced processes. In recent years, application of halide
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perovskites for LEDs has also been extensively studied. Early research on perovskite
LEDs used CH3NH3PbIBrx I3–x with different x to tune the wavelength from 390nm to
790 nm.55 The highest reported external efficiency of the devices are 3.5% and 8.5% at
near-infrared and green wavelengths, respectively.56,57 The former value has approached
the value reported for traditional colloidal quantum dots (CQD), and the latter is below
that of CQD. MAPbX3 mixed with formamidinium lead perovskites (FAPbX3) further
extended the wavelength up to 820 nm and improved the stability.47 MASnX3 also show
tunable emission past 900 nm but are susceptible to degradation caused by external en-
vironment.58 More recently, blue light emission has been reported in perovskite quantum
dots, but with low efficiency.59 However, it is an important step, because if perovskites
can be tuned to cover the whole visible range and engineered to achieve considerable
efficiencies, they will be a promising candidate for white-light LEDs. The first white-
light emission is achieved in 2D perovskites60 and also in a cation mixture of perovskite
nanocrystals embedded in a polymer matrix.61 Purely inorganic perovskites CsPbX3 col-
loidal quantum dots, on the other hand, have shown superior quantum efficiencies and
sharp absorption/emission peak. They can be tuned to cover the whole visible range by
adjusting the nanoparticle size and the composition, with enhanced stability compared
to their hybrid counterpart. Therefore, they also demonstrate possible applications in
LEDs and solar cells.
Beyond solar cells and LEDs, applications for perovskites in lasing and optical gain media
have also been investigated. Coherent photoluminescence emission induced by photons
was firstly observed with ultra fast pump-probe spectroscopy.62 In later studies, MAPX3
thin films and CsPbX3 nano particles show amplified optical gain by stimulated emission
at strikingly low threshold. The whole visible optical range emission can be achieved
by tuning either with composition or particle size.63,64 The effects of defects on Auger
recombination play an important role in these applications, which is slow in perovskites.
Further more, formamidinium lead halide perovskites have also shown coherent light
emission with improved stability.65 Based on the optical gain media, electrically driven
lasers can be realised. Perovskites have shown numerous advantages including slow non-
radiative recombination pathways, large mobilities, large optical gain, and low Urbach
energy to achieve sharp band edge. However, their thermal instability and relatively
low thermal conductivity is detrimental for lasing as the heat quickly accumulates and
damages the device. Nevertheless, they are still marked as promising low-cost candidates
for next-generation optical sources and research on understanding and overcoming these
limitations is still ongoing.
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Figure 1.3: The unit cell (a) and the 2× 2× 2 supercell (b) of cubic CsPbI3. Green
circles are Cs, purple ones are I, and grey circles are Pb.
1.2.3 Crystal structure
Traditional 3D perovskites adopt the the stoichiometry of ABX3. In prototypical oxide
perovskites, A and B would be divalent cations and X would be oxygen. In the case of
halide perovskites, to achieve charge neutrality, A has to be a monovalent cation (such
as Cs+, Rb+, and CH3NH3
+), B a divalent cation (such as Pb2+, Sn2+, Ge2+, Cu2+),
and X a halogen atom (F, Cl, Br, I). In an ideal perovskite, the B-site ion sits at
the center of an octahedral configuration BX6. These octahedra share corners by the
halogen atom and form a network of octahedra where the A-site cation is locateed in
the cavity, surrounded by 12 X anions (CsPbI3 is shown as an example in Fig.1.3.).
The cubic phase of perovskite structure takes the symmetry of Pm3¯m (space group
number 221), indicating equivalent a/b/c axes and 90 ◦ with respect to each other.
The B- and X-site elements form an ionic bond, although the degree of ionicity varies
depending on the electronegativity of the elements. The B-X-B bond angle is rigidly
180 ◦ in cubic phase, but can undergo distortion upon a phase transition.
The simple ABX3 stoichiometry already gives a rich combination of compounds, yet this
can be expanded to a larger space by substitution with multiple cations. For instance,
AA′B2X6 are the double perovskites, and An+1BnX3n+1 are the Ruddlesden-Popper
perovskites.66 The latter takes a layered structure where the inorganic octahedra become
connected 2D sheets which are separated by the cation. By changing n, the number of
layers can be tuned. This type of structure is a quantum well where the electrons are
confined in the interconnected inorganic layers.
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Figure 1.4: The range of tolerance factor t, from ref.68
Despite being identified as a perfect cubic crystal structure, pervoskites experience dif-
ferent types of distortions, which can be attributed to three kinds of mechanisms: dis-
tortions of the octahedra, cation displacements, and tilting of the octahedra.67 Upon
distortions, the ideal structure will undergo phase transitions to a lower symmetry phase.
Other lower symmetry phases commonly found in perovskites are tetragonal P4/mbm,
orthorhombic Pnma, monoclinic P21/m, and rhombohedral R3c.
Although the perovskite motif has great flexibility, it still has to satisfy certain structural
requirements to achieve stability. An empirical parameter, known as the tolerance factor,
was introduced by Goldschmidt,19 and is used to predict the stability of perovskites





where rA, rB and rX are the ionic radii of the A, B and X atom, respectively. Values
of α = 1 correspond to a perfect cubic structure where atoms closely pack and the A
cation fills the cavity. For values of 0.9 < α < 1, mostly cubic perovskites are found,
whereas values of 0.8 < α < 0.9 are associated with under coordination of the A cation
which leads to tilting of the octahedra and eventually lower symmetry. Below 0.8, these
compounds tend to form an ilmenite-type (FeTiO3) structure. Values of α much greater
than unity results in the break down of the 3D structure, to lower dimensional crystal
structure (NH4CdCl3).
68 (Fig.1.4)
The most widely used radii are the Shannon ionic radii, which depend on the oxidation
states and the coordination environment of the element.69 However when the bond has
more covalent characteristics, the ionic estimation of the radii might be inaccurate.
Therefore, a revised set of radii that take into account the electronegativity difference
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between B and X element has been suggested to improve the accuracy in predicting the
formability of perovskites.70
When it comes to hybrid crystals, determining the radii of a molecular cation is less
straightforward than for simple atoms. Thus, an effective radii for the molecules has
been proposed, assuming free rotation around the center of mass,68 it is defined as:
reff = rmass + rion (1.2)
where the rmass is the distance between the centre of mass of the molecule and the atom
with the largest distance to the centre of mass excluding hydrogen atoms; rion is the
corresponding ionic radius of this atom. Highly isotropic molecules such as methylam-
monium are treated like rigid spheres, whereas some anisotropic anions such as HCOO–
are treated as cylinders.
Another empirical parameter, known as octahedral factor, is defined as:
µ = rB/rX (1.3)
which is a measure of the stability of the octahedra together with tolerance factor and
provides qualitative prediction of formability of perovskites. µ usually lies between 0.44
and 0.9.71 Together, tolerance factor and octahedral factor draw a 2D map for the
parameter space, providing a guide to search for possible compounds (Fig.1.5).
1.2.4 Instabilities and phase transitions
The perovskite structure allows for great richness of possible compositions, however, it
has also been its downfall in stabilising the ideal crystallography. At finite temperature,
many perovskites are found to be non-cubic (hettotype). The symmetries found include
tetragonal, orthorhombic, rhombohedral, monoclinic and triclinic. Even the original
CaTiO3 adopts orthorhombic structure.
72 The deviation from an ideal cubic structure
is of great interests to crystallograhers, and more importantly, has consequences on the
physical properties of the compounds, particularly electrical and magnetic properties.
The reported ferroelectric and ferromagnetic perovskites in the previous section are good
examples of such phenomena. Therefore, trying to identify the phase transitions, and
understand the underlying mechanisms and the resulting properties, has been an active
topic in solid-state field for decades.
In 1972, Glazer was the first person to develop a notation system to describe the octa-
hedral tilting distortions in perovskites. This has been widely used by the community
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Figure 1.5: The range of tolerance factor and octahedral factor for possible perovskite
structure, from ref.71
ever since.73 The notation is rather simple to understand and will be briefly introduced
here.
The tilting is described by three letters (a, b, c), which specify the corresponding Carte-
sian axis around which the rotation takes place, and also the magnitude of the rotation.
For example, a+a+a+ indicates that the rotation happens around three axes with the
same magnitude, whereas a+a+c+ would indicate that the rotation angle around c axis
is different to that around a and b axes. The superscripts “−,+, 0” on top of each
letter indicate whether the rotation of the adjacent layers, along a specific Cartesian
axis, are in the same or opposite direction. “−” means the rotation at the neighbouring
unit is out of phase, “ +” means in-phase, and 0 means no rotation occurs. Based on
careful categorization of different tilt systems, he summarised a table of all possible 23
symmetry allowed tilt systems and the corresponding space group.
Later in the 1990s, Woodward and Stokes et al. modified Glazer’s identification of the
tilt systems and modified it. Woodward found that some tilt systems, namely a+a+a−,
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a+b+b−, a+a+c−c, a+b+c−, a0b+b− and a0b+c−, cannot form a three-dimensional net-
work of perfectly rigid octahedra as they do not preserve the connectivity of the octahe-
dra without distortions of the octahedra. The distortions have important consequences
on the crystallography, i.e. the resulting space group, which Woodward reassigned
through his program POTATO.67,74
Stokes et al. also addressed the distortions and corrected the space group identification
of Woodward and Glazer.74 They narrowed down the 23 possible crystal structures to
15 experimentally observed space groups. Based on group-theoretical analysis, they
reassigned the space group of the 15 tilt systems. Further more, they denote the + and
− tilt systems with two irreducible representations (irreps) M+3 and R+4 , respectively.
The six-dimensional notation can be reduced to a sum of three-dimensional irreps M+3
⊕ R+4 , which corresponds to the freezing of the vibrations with specific k vectors in the
Brillouin zone.
The tilting or distortion can be measured by various diffraction and spectroscopic tech-
niques. XRD and neutron scattering are used to determine the overall structure and
symmetry of the crystal. The observed peaks imply the plane spacing governed by the
Bragg law, and in a powder diffraction all planes will be detected by X-ray of the same
wavelength. Lower symmetries will manifest in splitting of the peaks, corresponding to
a long range order.
To look into the local structure (short-range ordering), X-ray total scattering and the
pair distribution function (PDF) are used. The techniques can obtain peaks over a long
range of atom spacing, which is a signature of certain bondings. By tracking how the
peak changes in time or temperature over very short range, one can investigate how the
local arrangement of atoms change. Vibrational spectroscopy such as Raman and infra-
red (IR) spectroscopy is also used to measure the vibrational frequencies, a signature
of the crystal structure. When phase transition occurs, the peaks can broaden, split or
merge.
In addition, optical measurements can indirectly measure the phase transition or dis-
order, since the structural change may have implications on its electronic properties.
Absorption measurements such as UV-vis determine the absorption onset, which is a
consequence of its structure. Photoluminescence (PL) unambiguously measures the
band-to-band emission, and when yielding sharp lines indicates the band gap of the
materials. Because the band gap is determined by the crystal structure, PL signature
can be used to identify the phase and ordering of the material.
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1.2.5 Anharmonicity
Described as “soft as jelly”, MAPI is a highly anharmonic crystal.75 Whalley et al. re-
ported that in MAPI the average strength of three-phonon interactions are three orders
of magnitude larger than in conventional inorganic semiconductors such as GaAs and
CdTe, which leads to three orders of magnitude shorter phonon lifetimes. Hence the
mean free paths in MAPI are reported to be only 10 nm, compared to 10µm in conven-
tional semiconductor such as GaAs and CdTe.76 The strong phonon-phonon interaction
results in ultralow thermal conductivity (0.5 W/(mK)) in the crystal.77
The phenomenon is not only limited to hybrid halide perovskites. Perovskite oxides
such as SrTiO3 and PbTiO3 are ferroelectric compounds which exhibit phase transition.
When the phase transition takes place, at Curie temperature, the atoms displace from
old equilibrium positions and exceed the range where harmonic theory is valid. The
temperature dependence of phonon frequency (result of anharmonicity) is strong in
such materials.78,79
Therefore, the strongly anharmonic nature of perovskites should not be neglected when
studying their vibrational properties and the effect of vibration on the electronic prop-
erties.
1.2.6 Electronic structures
The surprisingly good performance of hybrid perovskites as a PV material device is
mainly attributed to their unique electronic properties. Optoelectronic properties such as
effective mass, mobility, recombination rate, absorption strength, carrier concentration
and exciton binding energy, can all be analysed by detailed investigation of the band
structure and density of states (DOS). In theory, the structure and chemistry of halide
perovskites determines its electronic properties. Furthermore, the interplay between the
structural instabilities, electron-phonon coupling, and disorder also play a crucial role in
altering the electronic structure. In real world devices, the crystal morphology, defects,
substrate, growth condition and contact electrodes may also have critical influence on
the active materials.
The rich versatility of the perovskite template opens up a way for designing and fine
tuning favourable electronic properties. For example, by changing the ratio of different
halogen atoms mixed in the solid solution, the band gap Eg can be tuned to cover a
large range of wavelengths.48,80 A change in the B cation results in a similar effect, as
the valence band maximum (VBM) consists of mainly B cation s orbital and X cation p
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orbital, while conduction band maximum (CBM) consists of B cation p orbital, respec-
tively. On the other hand, alternation of the A cation mainly manifests as an indirect
influence on the electronic properties. The size and chemistry of the A cation modifies
the electrostatic repulsion between A and the BX3 lattice, hence the lattice dynamics
and structural distortion, which eventually leads to a change in the band gap. Moreover,
more profound change is found in lower dimensional perovskites, where enhanced exci-
ton binding energies, non-linear optical properties and improved stability is discovered.
In short, looking into the details of the electronic structure of this class of materials
and how it is linked to their chemistry and structure, is the basis of understanding the
fascinating physics.
Pb based perovskites possess a unique inverted band structure and pronounced rela-
tivistic effects. Density functional theory (DFT) has been widely applied to calculate
the band structure of pervoskites, despite that different level of theories yields different
numbers for the band gap. It is now established that due to the presence of heavy
metal Pb, spin-orbital coupling (SOC) must be taken into account to give comparable
accuracy in the band gap. For example, at generalized gradient approximation (GGA)
level (without SOC), the band gap of CH3NH3PbI3 is predicted to be 1.37 eV, under-
estimated compared to experimental values.81 When including SOC, the band gap was
reduced to 0.60 eV.82 However the independent particle approximation within the DFT
framework neglects many-body interaction, which is formally treated in the GW theory.
So far, self-consistent GW with SOC corrections is the state-of-the-art approach, which
is proven to give the most accurate value of band gap 1.67 eV, relative to the exper-
imentally determined value 1.61 eV.83,84 Furthermore, the long accepted agreement of
CH3NH3PbI3 being direct band gap absorber, that is, its CBM and VBM resides on
the same k point in the Brillouin zone, is recently invalidated by the GW-SOC calcu-
lation.85 The lack of inversion symmetry leads to a subtle yet critical Rashba splitting
of the CBM around R point, making the materials an indirect band gap absorber with
implications for the recombination rate and carrier life time. Fig.1.6 shows the band
structure of CH3NH3PbI3.
Numerous theoretical studies have shown that in metal halide perovskites the electronic
structure is dominated by the BX3 building blocks. Fig.1.7 shows the bonding character
of the [PbI6]
– octahedra, where the Pb 6s-I 5p anti-bonding states comprises the high-
est occupied molecular orbital (HOMO) and Pb 6p-I 5p comprises the lowest occupied
molecular orbital (LUMO).86 This bonding character is preserved in other inorganic
perovskites too, indicating that A site cations have little influence on the band edge
character.48 As the halide component X goes through Cl–Br–I, the band gap decreases
due to higher energy in the halide p orbital that pushes up the VBM. This trend is found
in both Sn- and Pb- based perovskites.48,87
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Figure 1.6: QSGW band structure for a section of the M–R–Γ lines. There is a
significant splitting of the conduction band near R point (E = 1.75 eV), and a much
smaller splitting of the valence band, near R point (E = 0).85
The anti-bonding VBM and non-bonding CBM character is rather unique in the sense
that it is inverse to traditional III-VI semiconductor like GaAs, whose VB consists mainly
As p orbital and CB mainly the s orbital from Ga and As. The VBM of conventional
semiconductors are often of bonding character and CBM are of anti-bonding character,
in stark contrast to MAPI. The implication of this unique bonding character is that,
when defects are present, the dangling bonds are likely to be situated within the band
rather than in the gap, which is less detrimental to a PV device in general.88 Such
electronic structure is believed to give rise to the defect tolerance of MAPI.89
In addition, a positive deformation potential is observed and explained by the electronic
structure.90,91 Upon lattice contraction, the antibonding VBM is lifted due to larger
orbital overlap, while the CBM remains relatively constant, and overall resulting in a
smaller band gap. Since the A site cation plays little role in the band edge, same effect
is found in both hybrid MAPI and inorganic CsPbX3.
Another important feature of this class of materials is that the B site atoms are group
14 metals, which possess lone pair ns2 electrons. The oxidation states of the B site
atoms is +2, leaving two electrons in the valence. The lone pair causes asymmetry
of the electronic configuration, and could further lead to active stereochemistry which
favours distorted octahedra. The hybridisation of the sp orbital plays a crucial role in
this process. For example, the Pb 6p orbital are so high lying energetically compared to
the halide s orbital that the sp interaction is minimal so that the octahedra are typically
less distorted.92 In the contrary, for Ge-based perovskites, the 4p orbital of Ge is close to
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Figure 1.7: Left panel: bonding character of PbI6;
86 Right panel: the electron
density of CsPbI3 at the VBM and CBM, respectively.
48
halide s orbital so effective hybridisation is expected, and results in active stereochem-
istry, i.e. distorted octahedra. This is confirmed by the findings of rhombohedral phase
of CsGeX3, where the B cation moves off site and forms distorted octahedra.
29,30
1.2.7 Optical properties
Neglecting SOC effect, MAPI has a direct band gap of 1.6 eV and a relatively large
absorption coefficient. From Fermi’s golden rule we know that the absorption coefficient
depends on the dipole matrix element between the VB and the CB, and the density
of states at the band edge. Compared to GaAs, MAPI has larger density of states at
the CB due to a less dispersive p orbital rather than s orbital, which increases the
probability of absorption.93 Fig.1.8 compares the absorption spectra for different solar
materials and it is clear that MAPI and MAPbBr3 have a very sharp absorption edge.
However, the latter has a less ideal band gap for PV applications.
In theory, the sub-band gap tail of the absorption is characterised by the phenomenolog-
ical “Urbach tail”, which is essentially an exponential relationship of the photon energy
~ω and absorption coefficient α as a function of temperature:
d(lnα)/d(~ω) = (kBT )−1 (1.4)
The Urbach tail arises from the presence of disorders and impurities in the materials
which introduce sub band gap states or potential fluctuations and smear the sharp band
edge. The Urbach energy Eu = [d(lnα)/d(~ω)]−1 determines the number of sub-band
disorders and impurities in the materials. The smaller the Urbach energy, the less the
sub band gap absorption, hence sharper absorption at the band edge. The low Urbach
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Figure 1.8: Absorption spectra of various solar cell materials. Figure reprinted from
ref.95
energy is another evidence of defect tolerance of MAPI. It is also found in other mixed
cation and anion halide perovskites such as (FA0.83Cs0.17)Pb(I0.6Br0.4)3.
94 For a solution
processed crystal, this is rather surprising. Due to the limited of influence of disorders
on the band edge, large Voc is observed in MAPI cells. As the sub–band gap states act
as non-radiative recombination centres, the radiative limit is set by the parameter Voc,
although it also depends on certain device architectures.
Recently, the improved thermal stability of purely inorganic halide perovskites have
steered some attention away from hybrid perovskites. The interesting optical properties
of all inorganic perovskites are indeed promising for optoelectronics. In the early work of
Protesescu et al., CsPbX3 nanocrystals were synthesised with much better photostability
than MAPI and a highly tunable photoluminescence with around 90% quantum yield.
Since the VBM of perovskites mainly consists of halide p orbitals, the change in the
halogen component alters the VBM position and opens up the band gap continuously
from X = I to Cl.
The environmental concern over the toxicity of Pb also urge researchers to look for
alternative Pb-free compounds. Sn-based and Ge-based halide perovskites are intensely
explored for their optoelectronic properties. Orthorhombic CsSnI3 shows suitable band
gap (1.3 eV) for solar cells as well as CsGeI3 (1.6 eV).
87,96 However, poor stability is an
issue for both compounds, and secondary phases are likely to form in the crystal which
results in unfavourable band gaps.
Despite varying reported numbers, the current consensus is that the small difference
between theoretical band gap and the absorption onset indicates that the charge carri-
ers are likely to be free carriers rather than bound excitons.92,97 Large exciton binding
energies are associated with large shift in absorption onset from the theoretical band
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gap. The photoluminescence (PL) spectra probes emission, the inverse process of ab-
sorption, which provides information on carrier recombinations. Temperature dependent
PL measurement are employed to measure both hybrid and inorganic perovskites. The
broadening of the PL peak is observed with increasing the temperature in all cases, a
sign of thermal broadening originating from phonon coupling.98,99
The Stokes shift is also observed in halide perovskites. The difference between PL peak
and absorption onset elucidate the difference in the underlying nature of absorption
and emission process. The Stokes shift is universal among all inorganic and hybrid per-
ovskites.48,100–102 The small Stokes shift in MAPI suggests that the recombination is
largely radiative, while in CsSnX3 the process is associated with acceptor-bound exci-
tons.87,103 For the CsPbX3 series, radiative band-to-band emission is observed, showing
no sign of deep level trap center, making them good candidates for lasing or LED appli-
cations.104,105
1.2.8 Challenges of perovskites
The exceptional rise of perovskite solar cells has been so extraordinary that researchers
across the globe have produced thousands of academic papers in less than 10 years. How-
ever, despite their promising properties and high performance in the labs, perovskites
still face many challenges to be eventually employed as commercialised working devices.
Firstly, mixed-cation and mixed-halide perovskites are currently the most stable systems
with high efficiencies. However, as mixed halogens are added into the composition to
tune the band gap, the device suffers from phase segregation. In the single methylam-
monium compounds, the Br and I form two distinct domains and is detrimental for the
device as it forms recombination centers and changes the band gap.106 The mechanism
behind this is suggested to be driven by entropy as in an alloy solid solution, an in-
trinsic thermodynamic process.107 However this does not explain the reversibility under
luminescence, where the phase segregation is healed upon incident light.
In addition, the most infamous challenge is perhaps the instability of perovskites. There
are two different types of instabilities: 1) intrinsic phase instability, 2) degradation under
extrinsic conditions. Due to the structural flexibility and molecular rotation, perovskites
are known to form different phases: from the working “black phase” to unfavourable “yel-
low phases”. The symmetry of perovskites vary from cubic, orthorhombic, tetragonal,
monoclinic etc. depending on the chemistry and the temperature. Many earlier stud-
ies assumed that they adopt prototype cubic structure without further scrutinisation.
Numerous crystallographical studies have focused on identifying the crystal structure of
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hybrid perovskites and inorganic nano particles, however, the long-range XRD or neu-
tron diffraction method has its own limitations. The diffraction peaks give an average
value for the plane spacing, while the structure might undergo spontaneous distortion
or local static distortions, which is not captured by such diffraction method. Recent
experiments and theories suggest that these perovskites compounds are dynamically
distorted, which happens so rapidly that they appear in diffraction as averaged cubic
structures.16,108,109 This is captured by the X-ray total scattering method which charac-
terised the short-range order of materials and by low frequency Raman scattering. Such
phenomena are universal in large variety of perovskites and crucial in understanding the
materials.
The second type, degradation, is caused by external factors including moisture, oxygen
and heat. This type of degradation is usually irreversible and detrimental to the per-
formance. Like other organic solar cells, MAPI is also susceptible to moisture. Heat
and UV light could also cause it to decompose into MAI and PbI2. This means that
encapsulating is a must in order to achieve long term stability of a device, which adds
complexity and cost to manufacturing.
In order to achieve large scale fabrication and commercialisation, experimentalists and
theorist must work together to understand the mechanism behind these problems and
design a route to avoid such issues. Nevertheless, these challenges do not offset the
remarkable progress perovskite solar cells have exhibited, compared to traditional semi-
conductors such as GaAs and Si, which only achieved equivalent performance iover
decades of optimisation. Therefore, the future of perovskites is promising.
1.3 Photovoltaics (PV)
1.3.1 A brief history of solar cells
The history of solar cells began in the 19th century. In 1839, the 19-year-old French
physicist Edmund Becquerel discovered the photovoltaic effect and since then the term
appeared in English. The word photovoltaic comes from photo which means the light,
and voltaic after the Italian scientist Alessandro Volta who invented the electrical bat-
tery. He found that when exposed to light the material would generate some amount
of electric current. The first solar cell was made by Charles Fritts, an American in-
ventor who created the first working selenium cell in 1883, despite its 1% seemingly
unimpressive efficiency if judged against current standards.110 The quantum theory of
photoelectric effect was discovered only afterwards by Albert Einstein in 1921 and won
him the Nobel Prize in Physics, and thereupon ground the phenomena on a quantum
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theoretical foot. In the 1950s, when the physics of semiconductors was revealed and
processing techniques were more advanced, researchers at Bell Labs in the U.S found
that doping silicon by certain amounts made it more sensitive to light, and the first
proper solar battery was born. However due to the high cost, the applications of silicon
solar cells was limited to space, where fuels are hard to deliver.
Since the oil crisis the 1970s, the world had begun to realize the importance of alternative
source of energy. Solar energy is an excellent candidate amongst all as the sun is an
unlimited resource and does not produce any harmful waste by itself. Since then the
focus of solar energy research has shifted gradually more onto civil use, and towards
high efficiency and cheap cost.
Beyond crystalline silicon, other materials have also been explored, including polycrys-
talline silicon, amorphous silicon, CuInGeSe, GaAs, CdTe and organic solar cells, to
name a few. The development of materials can be divided into three generations. The
first generation solar cells consist of single junction silicons, the cost of which is high
due to the large energy input and complex manufacturing process. In addition, it has
a limit of 29.4% Shockley-Queisser limit for a single p-n junction crystalline silicon.111
The Shockley-Queisser limit is a theoretical limit for power conversion efficiency in solar
cells based on thermodynamics. To put it simply, the limit for light to electricity conver-
sion is a compromise between the amount of light absorbed and the maximum voltage
that can be extracted. Because the band gap and absorption coefficient of silicon is not
ideal, the making of crystalline silicon requires thick high quality cells, thus significantly
increases the cost.
In an attempt to reduce the cost and improve the efficiency, the second generation, thin
film solar cells, are developed. This includes amorphous silicon, CdTe, CuInSe2, and
CuInGaSe2, which are produced at mass-production level. These are the “thin film”
solar cells. However both the toxic nature and the scarcity of some of the elements
set the limitation for the development of such technologies. In addition, due to the
polycrystalline nature of these materials, defects, grain boundaries and hetero-junctions
all introduce barriers for charge transport, thus hindering the device performance.
To address these problems, third generation solar cells have attracted researchers to de-
sign new solar materials with better performance while maintaining low cost. Currently,
a wide range of emerging materials, such as perovskites, organic solar cells, quantum
dots etc., are undergoing development. In addition, some creative routes have also been
considered to surpass the theoretical limit in efficiency: 1) tandem cells that surpass
the SQ limit for single junction materials; 2) intermediate band solar cells for multiple
absorptions; 3) up/down converters which utilise low/high energy photons to increase
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absorption spectrum; 4) “hot” carrier extraction to harness more energy from the pho-
ton.
1.3.2 Principles of solar cells
The sunlight spans a wide range of wavelengths, from the visible range of the electromag-
netic spectrum to ultraviolet. Solar irradience is a function of wavelength. The energy
it carries is at its maximum on the solar surface, and reduces dramatically through the
earth’s atmosphere. The strongest emission is between the range of visible wavelengths,
peaking with green light (λ ≈ 500nm)
A photovoltaic cell transfers the energy carried by photons to electrons. When an inci-
dent photon meets the material and the energy it contains, which depends on the fre-
quency, is sufficient to excite the electrons of the materials, it generates excited electron–
hole pairs. Due to the asymmetric structure of the semiconducting p-n junction of a
solar cell, the excited electrons will be pulled away before they recombine with holes,
thus creating a difference potential, and subsequently electrical current if there is an
external circuit (see Fig.1.9). When the external circuit is disconnected or the load has
an infinite resistance, the voltage is at a maximum and is called the open voltage (Voc)
and there is no current flowing in the circuit. If the load has zero resistance, all the
electromotive force is used to extract the charge carriers, and the current will be at a
maximum and is called short circuit current (Jsc). For a solar cell to generate power, as
P = V J indicates, neither V nor I can be zero. The voltage must be between 0 and Voc,
which means a finite load resistance must be added to the circuit. The power output of
a solar cell can be defined using the fill factor (FF):
PMP = FF Voc Jsc,
where FF describes the squareness under the J–V curve, as seen in Fig.1.10. There-
fore the maximum power output can be achieved by tuning the load resistance, but is
constrained by the open circuit voltage Voc.
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The power conversion efficiency (PCE) is defined as the ratio of power output from the








To reach a high PCE, high Voc, Jsc and a FF close to 1 are favoured, which is the principle
to consider when designing materials and devices for PV applications.




















Figure 1.9: Schematic figure of a p-n junction solar cell.
Figure 1.10: The typical current-voltage (J-V) response of a solar cell. Figure from
Ref.113
1.3.2.1 Thermodynamic limit
From elementary physics we know that power P = V J . In a solar cell device, V and
J are not independent terms. When the absorbing materials is in an equilibrium state,
the absorption rate of photons equal to the spontaneous emission of photons, assuming
perfect crystal where only radiative recombination happens. Under illumination, in
a simple two-band model, the incident photons excite electrons from ground state to
excited states and the electrons are then extracted to external circuit. The generated
flux of electrons is called photocurrent, and the magnitude of it depends on photon
absorption probability. If we assume the probability to promote an electron is 1 when
E > Eg and 0 when E < Eg, then the photocurrent is an integration of photon energy
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from Eg and above. Thus the photocurrent is a function of the Eg, and the incident
spectrum.
In dark conditions, the electron and holes will recombine (here we only consider radiative
process for simplicity, i.e. electrons return to the ground state with emission of photons).
The recombination process is in effect a counter current of the generated photocurrent,
and it depends exponentially on the applied bias V . In the case of solar cell, V must be
smaller than Voc, and Voc smaller than Eg/q, where q is the electron charge.
Therefore the net current from an absorbing material under illumination is the pho-
tocurrent minus the dark current. The output power P is the net current times voltage:
P = J(V )V . By differentiating the function with respect to V one can find the maxi-
mum power voltage. Given all the assumptions above, the efficiency of a solar cell is a
function of Eg since Voc and absorption probability is dependent on Eg. At very small
Eg, photocurrent will be large but Voc will be small thus lowering the possible maximum
power; however at large Eg limit, Voc is increased but photocurrent will be decreased,
thus lowering the efficiency. There exists an optimal point for Eg where both Voc and
photocurrent are reasonably large and give a maximum efficiency overall. The theoreti-
cal maximum efficiency point corresponds to Eg = 1.4 eV, with efficiency of about 33%
(AM1.5G). This is the Shockley-Queisser (SQ) limit, that is, no single junction solar
materials can exceed this efficiency limit.
A few assumptions enter the derivation of the SQ limit. First, it assumes that all
radiative recombination happens at the band edge, i.e. the electron thermalise to the
band edge before they recombine, losing a large proportion of energy for electrons excited
by photon energy greater than Eg. This can be avoided by designing tandem solar cells,
where a stack of different band gap junctions are connected in series and absorbing
photons with different energies. By doing so a larger spectrum is made use of, and
photon energies that are wasted in a single-junction solar cell now also contribute to the
overall efficiency. Similarly, the intermediate band solar cell is another route to overcome
the SQ limit. Instead of having multi-junctions, multiple absorptions are achieved within
a single-junction using a single material. These two methods are based on the idea of
capturing photons of different energies. Alternatively, more energy can be harnessed
from one photon by extracting “hot carriers”, i.e. collecting the photogenerated carriers
before they relax into the band edge.
1.3.2.2 Generation and Recombination
Generation of excited electrons is the source of available carriers in a solar cell. There
are different forms of energy to excite an electron: photon or phonon. The electrons
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could be excited from valence band into conduction band or into a mid gap trap state.
Recombination refers to the process where excited electrons decay back to lower energy
state, with emission of light via photon, heat via phonon or kinetic energy of another
electron. Quantum mechanics of the band structure requires that every generation
process corresponds to a counterpart recombination process.
Generation: There are two possible routes to generate excited electrons. First is thermal
generation. At temperature larger than 0 K, electrons have probability to occupy energy
levels higher than the Fermi level, the rate of which increases with the temperature. Sec-
ond is the photo generation, the main source, where the absorption of photons promote
an electron into the conduction band (or trap state) and leave a hole behind. At high
energy( > Eg), the photon absorbed dominantly promotes band–to–band absorption
and create free carriers, but at lower photon energy, it could also excite phonons and
creates heat.
Depending on the details of the band structure, semiconductors can be divided into
direct and indirect semiconductors. For direct semiconductors, the momentum between
valence band maximum and conduction band minimum is conserved, hence the transi-
tion is purely relying on the photon. The photo generation rate thus depends on the light
intensity, the available density of initial states (VB) and final states (CB). For indirect
semiconductors, because quantum mechanical rule requires the conservation of momen-
tum, the transition must be aided by additional phonon to provide extra momentum,
either through emission or absorption. Thus the transition rate, on top of the density
states at VB and CB, also depends on the occupation number of a phonon with specific
energy and specific momentum, which obeys Bose-Einstein statistics. Due to the extra
dependency, indirect absorption in general is a much slower process compared to direct
absorption.
Recombination: the opposite process of generation. There are three types of mecha-
nisms: 1) radiative, 2) non-radiative, 3) Auger recombination. The first mechanism
is unavoidable, opposite process to photon absorption. In some literature it is called
bimolecular recombination as its rate involves product of densities of two particles: the
electrons and the holes. The rate of radiative recombination scales with np, n being
electron density and p being hole density.
The second type, non-radiative recombination involves a third electronic state, usually
a trap state within the band gap. The trap states can capture either electrons, holes,
or both, depending on the relative position of the state, the last often referred to as
recombination centre. The energy lost in these processes is released as heat and its rate
depends on the density and position of the trap states. In general, the presence of these
trap states hinders the extraction of the free carriers. They are usually introduced by
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impurities in the crystal, and should be avoided. The rate of this type of recombination
is governed by the density and position of these trap states and on the relative density
of the electrons or holes.
The third mechanism, Auger recombination, involves three bodies: relaxation of an
electron-hole pair and an excitation of another electron in the CB to higher energy state.
In this process, both energy and momentum are conserved. For this reason, Auger
recombination is more important in indirect semiconductors, in which the radiative
recombination is suppressed. The rate of Auger recombination scales with third order
of the carrier density as it involves three bodies, and thus is stronger for higher carrier
densities.





〈i|H|f〉2δ(Ef − Ei ± E)fi(1− fi) (1.5)
where i is initial filled state of energy Ei and f is final empty state of energy Ef . H is
the perturbing Hamiltonian that could be a light field. The square in 〈〉2 is the matrix
element coupling initial and final states, which describes the magnitude of the interac-
tion. The plus sign corresponds to emission of phonon and minus sign to absorption.
The delta function determines the energy threshold upon which the transition happens.
It is worth noting that in equation 1.5, momentum k does not enter, hence it is only
applicable for first order direct transition. For absorptions involving phonons or addi-
tional photons, Fermi’s golden rule fails to describe the processes and more complicated
theoretical treatment is needed.
1.3.3 Design principles of PV materials
When trying to design high efficiency solar cells, there are many factors to consider. To
be an ideal PV material it must first of all possess an energy gap which separates the
conduction band and valence band. It is one of the chief requirements for identifying
suitable semiconductor for PV as the power efficiency is a function of band gap. At
AM1.5 solar spectrum (representing the spectrum at mid-latitudes and used as standard
in solar cell testing), the maximum of the power efficiency is 33% at the Eg of around
1.4 eV. The Eg of GaAs and InP are 1.42 eV and 1.35 eV respectively, which is close to
the optimum value.112 The most widely used material silicon has a less ideal Eg of 1.1
eV, but is much cheaper compared to the III–V materials.
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Ideally, the Voc should be equal to the band gap Eg/q; but in reality the latter is
usually larger due to crystal impurities that give rise to electron–hole recombination.
Among different recombination mechanisms, radiative recombination is inevitable, but
non-radiative recombination should be removed as much as possible.
Additionally, a high optical absorption coefficient is favourable. As long as the incident
spectrum satisfies the criteria E > Eg, it is in principle easy to achieve high absorption
given a considerable thickness of the material. To maintain good charge collection in a
thick material, the material shall be high quality, since carriers are likely to recombine
with defects before they reach the collection contact. Therefore, thin–film (< 1µm)
configuration are generally preferred.
Another aspect is the electrical transport properties, i.e. to conduct the charge without
losing energy. Energy is lost for various reasons, such as carrier-carrier or carrier-phonon
scattering, and impurity scattering. This process not only involves optimising the bulk
materials but also the contact layers and associated interfaces.
Environmental concern can also direct where to search for suitable materials for PV,
because some toxic element does not pass certain governmental regulations for large-
scale commercial use, for example the use of Cd in CdTe. The presence of toxic Pb also




2.1.1 The Born-Oppenheimer Approximation
For a system with many electrons with coordination r and nuclei with coordination R,
the time-independent Schro¨dinger equation is written as:






























Ψ(r,R) is the wavefunction of the system and E is the total energy; Hˆ is the Hamiltonian
of the system, in which the first term describes the motion of the nuclei, denoted by
capital I, the second term describes the kinetic energy of electrons, denoted by lower
case i, the third term describes the interaction between electrons and nuclei with charge
ZI , and the fourth and fifth term are the interaction of electrons and nuclei themselves,
respectively. This full Hamiltonian includes many-body terms, namely the electron-
electron interaction, which is difficult to solve. The complex electronic structure arises
from the combination of all these effects.
Inside the atom, the mass of the nucleus is much larger than of the electrons, and hence
it moves much slower. 1 amu (12C/12) weighs 1822.83 times one stationary electron.
The first term in the full Hamiltonian with 1/mI can be therefore considered negligible,
and thus one may neglect the kinetic energy of the nuclei when studying the electronic
28
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structure, and only consider it to be a parameter. This is the Born-Oppenheimer (BO)
approximation.114 The idea is to treat the nuclei and the surrounding electrons sep-
arately: consider the nuclei to be stationary when dealing with moving electrons, and
assume the fast moving electrons have established a mean distribution of negative charge
which the nuclei are moving in. Therefore we can introduce the BO approximation here
to separate nuclei and electrons:
Ψ(r,R) = ΨN (R)Ψel(r,R). (2.3)



















where the kinetic energy of the nuclei and the nucleus-nucleus interaction term are
dropped. Here riI , the distance between electron and nucleus, is regarded as an external
parameter. The second term in equation 2.4, is treated as an external field “experienced”
by the electrons and is only dependent on the their environment.
The BO approximation has another name: the adiabatic approximation, as it presumes
the electrons always follow the movement of the nuclei and circle around it without
hopping from one state E1 to another E2, by emitting or absorbing phonons. This
is because the wavefunction of the nuclei is treated separately to the wavefunction of
the electrons, so that no energy is transferred between the nuclear variables and the
excitations of the electrons. In general, this is an excellent approximation when treating
semiconductors where a gap is present in the energy level spectrum. The energy involved
in excitation process is much larger than the thermal energy kT , with T being the
temperature of interest, usually room temperature, and thus electrons always remain
in their ground state. This adiabatic approximation lays the theoretical ground for the
calculation of phonon energy in the “frozen phonon” or perturbation methods, which
will be discussed later in section 2.7.
2.1.2 The independent electron approximation and mean-field approx-
imation
Due to the interaction between electrons, even under the BO approximation, the com-
plexity still scales exponentially when the system has many particles. Hence further
simplification is needed. A dramatic one is to eliminate the Coulomb repulsion between
electrons so that they do not “see” each other. This is called the independent electron
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where the total Hamiltonian is a sum over the Hamiltonian of each single electron:








Now we can consider only one electron at a time, with the time-independent Schro¨dinger
equation hˆiψi = iψi, from which we can obtain the eigenvalue i. For non-interacting
electrons, the wavefunction for the system and the corresponding energy are:





While this approximation is useful for practical computing, the approximation to ignore
the interaction between electrons is drastic. However it is possible to take into account
the Coulomb repulsion while maintaining a single-particle description, if we add one
term, vi, to the Hamiltonian of each single particle to represent the “average” potential
it experiences:

















ρj = |ψj |2 e
(2.6)
This approach is called the mean-field approximation, and the potential vi is the ‘Hartree
potential’.115 In this model, hˆi is only dependent on the ith electron. We notice that
when solving this single-particle eigen-value problem, we have to know the charge density
ρj ; but ρj is dependent on the single-particle wavefunction. It seems contradictory af
first glance, but in practice we could construct hˆi initially and by solving the single-
particle equations we get a new set of ψi, then use this set of ψi to obtain a new ρ and a
new set of hˆi. This procedure is repeated until the difference between the new set of hˆi
and the previous one is within a tolerance range. This procedure is the self-consistent
field method, which will be discussed later.
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2.1.3 Slater determinant and the Hatree-Fock equation
Pauli’s exclusion principle states that electrons are Fermions with the half-integer spin
quantum number, therefore the many-body wavefunction is antisymmetric - the wave-
function must change sign if any two electrons are exchanged. Therefore, no two electrons
(with the same spin) can occupy the same state, otherwise the wavefunction would not
be antisymmetric.116 If we consider two independent electrons first:
Hˆ = hˆ1 + hˆ2



















which is called the Slater determinant.117 For an N electron system, we can also con-
struct a Slater determinant so long as it satisfies the normalisation requirement where∫ |Ψ|2drdr’ = 1. Thus if we change the position of any two electrons, Ψ will change
sign due to the principles of the matrix algebra, otherwise Ψ has to be equal to zero,
meaning the state does not exist.
However, with antisymmetry included, electrons are still regarded as independent par-
ticles, and the Coulomb interaction between electrons is neglected. In order to correct
this and still look for a solution while maintaining the single-particle Slater determinant,
Fock suggested to use the variational principle to find the Ψ with lowest energy:118
E = 〈Ψ|Hˆ|Ψ〉 (2.9)
E0 6 〈Ψ|Hˆ|Ψ〉 (2.10)
Where E0 is the true ground state energy. In order to minimize the energy with respect
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∫
drψ∗i (r)ψj(r) = δij .























The last term Vx is the exchange potential and vi is the Hartree potential. The Vx term
is a natural outcome of including Pauli’s exclusion principle using Slater determinants.
Vx sums over all occupied states with the same spin, including i = j, and hence it
also cancels out the spurious self-interacting error from the Hartree potential. In the
simplest example of the hydrogen atom, the exchange term is exactly the electron density
itself, subtracted from the hamiltonian, which therefore returns to the single electron
Schro¨dinger equation in an external potential.
The system has now became “quantum” because of the exchange potential, and moved
away from the classical mean-field approximation. Since Vx is non local in space in the
sense that it integrates over r’, the calculation can be rather complicated in practice.
So far, the Hartree-Fock approximation involved only the occupied states and treated
only the exchange part in the pair correlation. The relaxation of orbitals with addition
or removal of electrons is neglected. Hence the Hartree-Fock approximation greatly
overestimates the gap between addition and removal energies of electrons. Improvement
of the single-particle wavefunction will further lower the eigenvalues of orbitals and will
introduce extra degrees of freedom. These lowering effects as a whole are termed as
correlation energy.
2.2 Density functional theory
Density functional theory (DFT) is powerful tool today for calculating the electronic
structures of condensed matters and molecules. The fundamental principle of DFT is
that any property of a truly interacting system can be determined by the ground state
electron density of a seemingly non-interacting system. Many-body effects are included
in the sense that DFT includes the correlation energy simply as a functional of the
density, which is not addressed in Hartree-Fock theorem.
Chapter 2. Theoretical background 33
Figure 2.1: Hartree-Fock theory derivation. HP stands for Hartree potential, and SD
stands for Slater determinant.
The development of DFT dates back to 1927 when Thomas and Fermi first proposed
that the total energy of a system could be approximated as a functional of the electron
density, including the kinetic energy.119,120 Although they did not include exchange and
correlation term, Dirac extended the theory by treating the exchange term also as a
functional of the density.121 The electron density is equal to the local density at any
given point as in a homogeneous electron gas, and the total energy is the integral over
space. Due to the tremendously simple form of the approximation, it neglects some
physics such as binding and shell structures within matter. Nevertheless, their work is
considered as a precursor for the development of the modern DFT.
2.2.1 The Hohenberg-Kohn theorem
In 1964, Hohenberg and Kohn introduced the formula and proofs that became modern
DFT later in the century.122 In their work, they gave a formal yet surprisingly simple
proof for the deterministic relationship between electron density and the total energy.
The derivation can be made using reductio ad absurdum, and is omitted in this thesis.
The basic premises are as below:
1) In the ground state, the electron density uniquely determines the external potential
Vext(r) of the nuclei;
Chapter 2. Theoretical background 34
2) Now that Vext(r) is given, the full hamiltonian is hence determined. Therefore the
many-body wavefunctions Ψ are determined from Eq.2.1.
3) Since the wavefunctions are determined, the total energy E is the expectation value
of Ψ with the specific hamiltonian.
Overall, the electron density determines the total energy uniquely as follows: n→ Vn →
Ψ → E; E = F [n], where F is a functional. These assertions are remarkably simple
and encompassing, despite their limitations. First, although the theorem established
that the electron density determines uniquely the Vext, the latter term still needs to be
constructed in a many-body way, and thus does not have a practical solution. Secondly,
the total energy E is in the ground state, i.e. lowest possible energy state. For any
excited state these basic assumptions will not hold true.
2.2.2 The Kohn-Sham formalism
The Hohenberg-Kohn theorem proves that the ground-state energy of a many-body
system is a unique functional of the electron density, i.e. E = F [n].122 However the
exact form of the F is unknown.
In 1965, Kohn and Sham formulated a technique that made the Hohenberg-Kohn the-
orem practical.123 The assumption is that the ground state density can be represented
by the density of non-interacting auxilliary particles in an effective potential, where the




∇2 + Vext(r) + VH(r) + Vxc(r)]ψi = iψi . (2.12)
The first term is the kinetic energy, Vext(r) is the potential from the nuclei, and VH(r)
is the Hartree potential. This single-electron equation treats the kinetic energy and
Coulomb energy as that of independent electrons, and accounts for the other electron-
electron interaction with an exchange and correlation potential, Vxc, a functional of the
electron density. All the many-body effects are contained in the Vxc term.
















|r− r’| + Exc[n]
(2.13)
All the terms are known except for Exc[n]. An approximate form of the exchange-
correlation energy is then needed to calculate the total energy accurately.
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Since the electron density uniquely determines the ground state total energy, it must














and the orbitals should satisfy the orthogonality
< ψi|ψj >= δi,j .
The difference between density functional theory and the Hartree-Fock theorem should
be noted. In DFT, the Kohn-Sham (KS) orbitals do not correspond to the exact many-
electron wavefunction. In Hartree-Fock theory, the sum of one-electron wavefunctions
should reproduce the many electron wavefunction, whereas in Kohn-Sham DFT they
simply reproduce the ground-state electron density in the system.
Therefore, the KS orbitals are not the “real” single-electron orbitals, but approximate
ones. Compared to HF, the accuracy of DFT is to a large extent improved, because
HF includes exchange energy but not correlation energy, while DFT in principle has
both. Furthermore, DFT is in practice computationally simpler, as only includes the
integration of the density. The only problem is to construct a practical yet accurate
exchange-correlation functional to capture the many-body quantum effects. To quote
Kohn’s Nobel prize talk in 1999:
‘The Kohn-Sham theory may be regarded as the formal exactification of
Hartree theory. With the exact Exc and Vxc, all many-body effects are
in principle included. Clearly this directs attention to the functional
Exc(n). The practical usefulness of ground-state DFT depends entirely
on whether approximations for the functional Exc(n) could be found,
which are at the same time sufficiently simple and sufficiently accurate.’
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2.2.3 Exchange and correlation functional







which is a functional of the orbitals, thus in turn a functional of the density given by
Hohenberg-Kohn theorem; 2) the Hartree potential, VH(r), and 3) the external potential,
Vext(r). The undefined term, which includes exchange and correlation, is Exc[n]. To
formally define Exc[n], we split the functional EKS into two parts: Ex and Ec. The
exact Hohenberg-Kohn functional contains a kinetic part and a potential part, denoted
by the operators Tˆ and Vˆ . The corresponding Kohn-Sham kinetic energy functional is
TKS [n]. We can then define Exc[n] as below:
Exc[n] =< Tˆ > + < Vˆ > −(TKS [n] + EH [n]) (2.14)
Exc[n] is then the difference between the exact energy and the sum of the independent-
particle kinetic energies and Hartree terms. To separate the potential part and the
kinetic part, we can express the wavefunction in the form of Slater determinant ΨSDn :
Ex[n] = 〈ΨSDn |Vˆ |ΨSDn 〉 − VH [n]
〈ΨSDn |Vˆ + Tˆ |ΨSDn 〉 = TKS [n] + VH [n] + Ex[n]
Ec[n] = F [n]− (TKS [n] + VH [n] + Ex[n])
(2.15)
In the first equation in Eq.2.15, the exchange term arises from the Pauli exclusion
principle, and is not included in the Hartree potential: it adds a correction to the Hartree
potential. The correlation term contains the effect of the simultaneous repulsion between
electrons when they move in space, which cannot be described by the non-interacting
kinetic energy term. Therefore, one can define Ec as everything that can not be described
by the terms above, i.e. the third equation in Eq.2.15.
It is obvious that Ec < 0 due to the fact that correlation lowers the energy of the system
by avoiding electron-electron repulsion. For one auxiliary single-electron system, the
purpose of correlation energy is to cancel the non-physical Hartree energy. Ex[n] and
Ec[n] together make the exchange and correlation functional Exc[n], which is considered
to be the “glue” of atoms. Although Exc[n] is a small fraction of the total energy,
it is typically about the same magnitude as the binding energy, and thus an accurate
estimation of Exc[n] is crucial. Since the exact form of Exc[n] is difficult to obtain, in
practical DFT calculations, it has to be approximated as a functional of the (semi)local
density. This yields various levels of approximate functionals, which are discussed in the
section below.
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Jacob’s ladder: Exchange and correlation approximations can be categorized according
to the variables used in the construction of the functional. By adding more variables, the
energy becomes more accurate, and moves up the Jacob’s ladder toward the “heaven” of
chemical accuracy, at the cost of more demanding computation and complexity. How-
ever, higher rungs of the ladder do not necessarily guarantee higher accuracy for specific
systems,124 as some approximation can perform very well for certain systems.
1. The local density approximation (LDA)
In a homogeneous electron gas, the electron density is a slowly varying functional
of the space vector, and thus it is possible to calculate the exchange energy exactly,




where xc(n) is the exchange-correlation energy per particle. This assumes that
the exchange and correlation energy at a given position in space is dependent only
on the local electron density at that position. It is the first step of Jacob’s ladder,










The exchange energy per particle at each point is calculated as the exchange energy
per particle for a uniform electron gas with the same density.
The correlation energy is calculated by parameterizing the results that Ceperley
and Alder127 obtained for a homogeneous electron gas from Quantum Monte Carlo
(QMC).128–130 LDA usually underestimates the exchange energy but overestimates
correlation energy, thus canceling out the error to some extent. LDA is typically
able to calculate the good geometries and vibrational frequencies, but significantly
overestimates the binding energy. The disadvantage of LDA is that it performs
poorly in inhomogeneous system, because the fine detail of the charge density is
“washed out” by this approximation, for example that of the core electrons.
Common LDA functionals include VWN, PZ and PW92.128,131,132
2. The generalised gradient approximation (GGA)
In reality, the electron density is unlikely to be homogeneous as in the free electron
gas. In order to account for this, the gradient of the density is included to improve
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Two major approaches to GGAs are: 1) using many parameters to improve the
accuracy; 2) using as few fitting parameters as possible but to accurate physical
constraints, for example as done by Perdew.133 GGA preserves the properties of
LDA, as the previous terms still enter the formalism, but, generally speaking,
GGAs improve the over-binding of LDA, but still lack chemical accuracy, and still
underestimate the electronic band gap.
The most used GGA functionals include: PW91, PBE, PBEsol and BLYP.133–137
3. Meta-GGAs
Meta-GGAs sit on the third level of Jacob’s ladder. One step further from semi-
local GGA and the local LDA, the kinetic energy density which is the second










The first derivative of the density still enters meta-GGA, and thus meta-GGA do
not lose the properties from the GGA. Meta-GGAs are nonlocal functionals of the
density, but a local density functional of the orbitals. For LDA and GGA, the
construction of xc is straight forward, as it only involves the density, whereas for
meta-GGAs, a rather complicated process involving the orbitals is necessary to
construct the second derivative of the density. Generally speaking, meta-GGAs
improves the performance in predicting lattice parameters in solids, but bond
lengths in molecules can be worse. Two widely used meta-GGA functionals include
TPSS and M06-L.138,139
4. Hybrid functionals
The fourth step on Jacob’s ladder is the hybrids functional, where a certain amount
of the non-local Hartree-Fock exchange energy is included. As HF includes exact
exchange energy and is free from self-interaction error, whereas LDA/GGA do not
cancel the self-interaction error that arises from the mean field approximation (i.e.
each electron interacts electrostatically with itself), mixing HF into DFT increases
the accuracy. The simplest hybrid functional takes the form:
Exc = αE
exact
x + (1− α)EGGAxc
The parameters determining how much of the exact exchange is mixed in is usu-
ally specified by fitting to experiments, or, in some cases, an “adiabatic connection
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functional” can be set by considering a coupling parameter λ. For example, the
popular functional B3LYP with three parameter obtained from experiments fit-
ting:140,141
EB3LY Pxc = α0E
exact
x + (1− α0)Eslaterxc + αxEBx + αcEVWNc + (1− αc)ELY Pc
Hybrid functionals are widely used for molecular systems, but are less practiced
for solids where calculations usually adopt plane waves as an orbital basis. Since
in solids there exists long-range Coulomb screening, the exchange energy can be
split into short range and long range parts. For example, in HSE, the exchange
energy is only mixed into the short-range part:142
EHSExc = αE
HF,SR
x + (1− α)EPBE,SRx + EPBE,LRx + EPBEc
Due to the inclusion of exact exchange energy, the performance of hybrid function-
als is better for many molecular properties, such as binding energies, bond lengths
and vibrational frequencies, which tend to be poorly described by LDA/GGA
functionals.
The most commonly used hybrid functional include B3LYP, PBE0, HSE, and
HSE06.143? –147
5. The generalised random phase approximation (RPA)
The fifth rung of Jacob’s ladder utilizes all of the Kohn–Sham orbitals, unoccupied
and occupied, and is called the random phase approximation (RPA). It takes into
account unoccupied orbitals, and accounts for the long-range correlation exactly
between non-overlapping electron orbitals, such as van der Waals interactions.
RPA usually needs large basis sets and is therefore computationally very expensive,
and has only recently been implemented for solids.148
2.3 DFT in practice
Practically, the approach to do a DFT calculation includes several steps. Firstly, we
remove the tightly bound core electrons by constructing a pseudopotential with fewer
nodes in the core regime, thus decreasing the number of the basis needed to represent the
KS wavefunctions. Secondly, numerically solving the Kohn-Sham equations representing
the orbitals with a mathematical basis set (in most cases, plane waves of the form eir).
Next, trial orbitals are set up for the first step of the calculation and then finally, through
a self-consistent method, the orbitals are iteratively optimised to minimise the energy.
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2.3.1 The self-consistent field (SCF) method
Due to the fact that the Hartree potential and exchange correlation potential depend
on ψi, the basic problem is that, to solve ψi, we need the Hamiltonian for the system,
but we cannot construct the Hamiltonian unless we have the ψi. It seems contradictory
at first, but the problem can be solved iteratively using self-consistent field theory. The
idea is to construct an initial guess for the density n(r) by simply adding up the densities
of the isolated atoms, and hence obtaining a preliminary Hamiltonian by estimating the
external potential Vext(r), the Hartree potential VH(r) and the exchange and correlation
potential Vxc(r). Then, the set of single-particle wavefunctions can be solved, thus
generating a new and better n(r). The new n(r) determines a new Hamiltonian and
hence another set of ψi. This process is repeated until the difference between the new
n(r) and the previous one is within a tolerance, at which point the “self-consistency” is
achieved. This process is shown graphically in Figure 2.2.
Initial guess n(r)
Calculate the potential
Solve single-electron KS equation
Obtain new electron density n(r)
Convergence? 
Output n(r) and ψi
No
Yes
Figure 2.2: Schematic of the self-consistent calculation process.
In order to obtain the total energy of the system, one needs solve for the eigenvalues of
the Hamiltonian. For a small matrix, many numerical algorithms directly give the result.
However in practice, the Hamiltonian have a rather large matrix which is unpractical
to diagonalise directly. Thus, a variety of algorithms can be chosen from, such as the
Davidson, RMM-DIIS, Lanczos, etc. During the initial SCF iterations, nin and nout
might be very different thus making the calculation unstable and convergence difficult.
Hence, mixing the previous output density with the current input density is needed to
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improve the convergence, such as in the linear mixing scheme:
nini+1 = αn
out
i + (1− α)nini
Other mixing algorithms also exist such as the Broyden scheme but this will not be
discussed here.
2.3.2 Plane waves
In electronic structure calculations, a finite mathematical basis set is used to represent
the single-electron wavefunction, i.e. ψi =
∑
µ αµχµ. According to Blo¨ch’s theorem,
the wavefunction of a periodic system must satisfy ψ(r + RL) = ψ(r), where RL is an




where the eik·r term is the wavelike part representing the periodicity, and unk(r) is the
unit-cell periodic part.







where G are the reciprocal lattice vectors. This is a Fourier transformation of the
wavefunction in reciprocal space. Cn(G) are the coefficients of individual plane waves.






n and k being the band index and electronic wave vector, respectively. By doing so, the
real space wavefunction is mapped onto a series of plane waves in reciprocal space. The
sums over k can be restricted to the irreducible Brillouin zone due to the periodicity of
the crystal. When G = 0, the wavefunction is homogenous, as shown in equation 2.17;
the wavefunction fluctuate in space as G increases. In theory, the expansion can go to
infinity, and better accuracy is obtained as more components are added to the Fourier
series. The kinetic energy of each plane wave is −~∇22m and hence scale with|k + G|2. As
the kinetic energy increases, the plane waves oscillate faster, and the coefficient Cn(G)
decays rapidly. Therefore, this allows a cut off energy to truncate the expansion, i.e.
1
2
(k + G)2 < Ecut, (2.18)
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where Ecut is the cut off energy radius. This is one of the advantages of plane-wave basis
sets: only one systematic parameter for the basis set is required to tune the basis set to
achieve better accuracy.
In Blo¨ch’s theorem, the electronic wavefunctions are derived at an infinite number of
reciprocal-space coefficients in the first Brillouin zone (BZ). Therefore, for periodic sys-
tems, an integration over the BZ is required. This can be discretised to a grid of “k-point”
in the 1st BZ, the density of which determines how fine the sampling is. As the grid
is made finer, the accuracy improves. In practice, the density of k -points you need de-
pends on how smoothly the wavefunctions vary with the electron wavevector. One way
of sampling efficiently is Monkhorst-Pack (MP) sampling,149 which evenly distributes
points in the Brillouin zone with nk1×nk2×nk3 mesh. For even-number grids, the grid
does not include the zero (Γ) point, which decreases the number of k-points to be calcu-
lated, while for odd-number it does include it. The choice of k -points is highly system
dependent. In practice, convergence with respect to the k -points and the completeness
of the plane-wave basis set should both be carefully checked in order to obtain accurate
results.
Plane wave basis sets work very well for periodic systems by construction and are widely
implemented in many ab initio programms such as VASP, CASTEP, and Quantum
ESPRESSO, to name a few. For molecules or surface systems, one can use a supercell or
slab model to construct a fictitious periodic cell, which is usually more computationally
expensive, as it needs much more plane waves to represent the localised electron density.
Hence, plane waves are best for periodic solids, but less suitable for molecules, where
local atom-centred basis functions are favoured.150–152
Besides plane waves, various basis sets are used to expand the wavefunctions. The linear
combination of atomic orbital (LCAO) method is commonly used, for which the central
idea is to construct the molecular orbitals with a linear combination of atomic orbitals,
taking the form:
χ(r, θ, φ) = Rn(r)Ylm(θ, φ),
where Ylm are spherical harmonics, and the radial part Rn(r) could be for example a
Slater-type orbital, Gaussian function, or other numerical functions. Such types of basis
mostly use localised orbitals for which the wavefunction vanishes to zero at infinity.
As an alternative to any using localised orbitals or plane waves, augmented plane waves
(APW) are used in some codes. The central idea of APW is to segregate the system
into two regions: 1) an interstitial region where the wavefunction varies smoothly, 2) a
core region where the wavefunction varies strongly and is spherical. In the first region,
plane wave basis sets are used whereas the second region localised radial basis sets are
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employed. This is the muffin-tin approximation, the name of which intuitively describes
the sectioning of the space. By construction, APW takes the best of both worlds; how-
ever, in practice, there are many difficulties in building transferable APW representative
for different systems, which is beyond the scope of this thesis.
2.3.3 Pseudopotential
There are two important features of electronic structure calculations: first, as the core
electrons are tightly bound to the nucleus, when atoms form solids or molecules, the
shells of core electrons maintain the atomic structure; secondly, due to the Pauli ex-
clusion principle, the atomic orbitals are orthogonal to each other therefore the core
wavefunctions oscillate rapidly.
A downside to using plane waves for an all-electron basis set is that the core wavefunc-
tions require many Fourier components to represent, which is costly for computation.
Fermi first proposed the idea of separating electrons into valence electrons and inner
core electrons, and sectioning the atom to “soft” ionic core interacting with the valence
electrons. But it was only in the 50s when Phillips and Leinman introduced a specific
form for a pseudopotential that this idea began to be widely used.153–155
The idea is to construct a pseudopotential which is free from strong oscillations and
varies slowly, but produces the same scattering properties as the real ionic core. Fewer
oscillations mean a smaller basis set is needed to expand the wavefunctions, and fewer
nodes mean fewer quantum states orthogonal to the valence states with lower eigen
values, thereby circumventing the need to solve for the inner core electrons. Consider:




where V(r) is the potential seen by the outer electrons, and we know the atomic properties
E and Ψ(r), but not V (r). We can invert the Schro¨dinger problem, solving for V (r) to
give the exact Ψ(r) outside a core radius r > rc but smoothing it out for r < rc. A
pseudopotential is not unique, but in general has to follow the requirements below:
• The core charge in r < rc must be the same as that produced by the atomic
wavefunctions. This ensures that the pseudo atom produces the same scattering
properties as the “real” atom.
• The valence eigenvalues obtained using the pseudopotentials must be the same as
those produced by the all electron wavefunctions.
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Figure 2.3: Schematic of the construction of a pseudopotential. The red lines are the
pseudopotential and corresponding wavefunction, while the blue dashed lines are the
corresponding atomic wavefunction and potential. The pseudo and atomic wavefunc-
tions are the same beyond a cut-off radius rc. (Reference: Wikipedia)
• Pseudopotentials must be continuous at the core radius in first and second deriva-
tive and shall be non-oscillatory in the core region.
Until the late 1970s, pseudopotentials were constructed empirically by fitting to ex-
perimental data. Currently pseudopotentials are constructed in an ab initio way, and
commonly used methods are normconserving pseudopotentials (NCPP), ultrasoft pseu-
dopotentials (USPP), and projector augmented wave (PAW) method, which will be
discussed below.
Normconserving pseudopotential (NCPP): The general conditions of NCPP can be writ-
ten as:156
RPPl (r) = R
AE





rldr|RAEl (r)|2r2, r < rl
Here, Rl(r) is the radial part of the wavefunction, and rl, the core radius, is also de-
pendent on the angular momentum, l. The superscript PP denotes psedupotential, and
AE denotes the all electronic wavefunction. Generally speaking, the steps to obtain a
pseudopotential are:
1) perform an all-electron calculation (considering only radial part) and construct the
pseudo wavefunction φps(r);
2) invert the Schro¨edinger equation to get the total pseudopotential;
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3) remove the screening Coulomb energy and exchange and correlation energy due to
valence electrons.
From step 3, the actual pseudopotential depends on the angular momentum l. The choice
of core radius rl is also dependent on the angular momentum, and is a measure of how
accurate the pseudopotential is. rl must be big enough to obtain a soft pseudopotential,
but small enough for good transferability, and also not too small to be close to the
outmost radial node. Large rl leads to smoother potentials and faster convergence but
is less transferable, and vice versa. There is always a trade-off between computational
cost and accuracy.
Before being applied, a pseudopotential is tested for transferability to determine if
it works well in different chemical environments. Usually, one judges the logarithmic
derivative of the pseudo wavefunction beyond rc relative to the true wavefunction. The
norm-conservation condition must guarantee that it is identical to the true value.
PAW and ultra-soft pseudopotentials: The constraints of norm-conservation mean that
NCPP does not significantly reduce the computational cost for first row elements and
transition metals, where a large amount of plane waves are necessary to represent
strongly-localized orbitals. Ultra-soft pseudopotentials (USPP) has been developed to
tackle this problem.157 USPP relaxes the norm-conservation constraint, and hence are
less transferable, but reduce the computational cost. The scheme introduces the operator
Sˆ, hence the problem becomes a generalised eigenproblem:
HˆΨ = ESˆΨ,
Hˆ = T + Vloc + VNL,
(2.19)
where Hˆ is the Hamiltonian for the pseudo wavefunctions, Vloc is the local smooth pseu-
dopotential within a cutoff radius, and VNL the non local potential which approaches
the all-electronic wavefunction beyond the radius, respectively. E is an arbitrary energy,
and Sˆ is the overlap operator for the non local part of the pseudo potential. The norm-
conserving constraint is removed so that the pseudo wavefunction can be constructed
in such a way as to optimize smoothness, that is, choose the cutoff radius to be well
beyond the radial wave function maximum.
In 1994, Blo¨chl developed the projector augmented wave method, which puts pseudopo-
tential generally on a firm theoretical footing. He defined a linear transformation from
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the pseudo wavefunction to the all-electron wavefunction with an operator Tˆ :158
ψ = TˆψPS ,





where TˆR represent atom-centred local contribution that acts only within some augmen-
tation region enclosing the atom. Similar to USPP, it introduces a projector operator
which maps the pseudo Hamiltonian to the all-electron Hamiltonian: With the operator
Tˆ , all-electron energies and charge densities can be obtained from the pseudo wavefunc-
tions. Consider an operator A which returns the expectation value of an observable,
such as the kinetic energy operator −∇22 , the operator for an pseudo wavefunctions Aˆ is
given by:
A˜ = Tˆ ∗ATˆ . (2.21)
Similiarily, PAW can be used to treat transition metals with high accuracy and an
affordable basis set given a certain level of optimisation.
2.3.4 Limitations of DFT
Since the theoretical development of DFT, it has been extensively applied in many fields
of physical science, owing to the rapid progress of modern computing power. Widely
used ab initio calculation software is mostly parallelisable, from a few CPUs on personal
desktops to thousands of CPUs on national supercomputers. The number of academic
papers published using DFT is uncountable and still expanding massively. The success of
DFT reflects its own merit: the ability to predict materials properties without empirical
input. The extensive collaborations between DFT and experiments have proven it to
be an insightful tool in many respects. However, it is worth noting that DFT still falls
short when calculating certain properties.
By construction, DFT describes only the ground state of materials. Therefore it fails to
produce information on excited states and non-equilibrium properties. First of all, the
band gaps of semiconductors are not accurate in “bare” DFT. The eigenvalues obtained
in DFT are artificial, expected only to produce the correct ground-state electron density.
It is thus inappropriate to take the values and compare them to experimentally observed
band gaps, which are excited state properties. The inaccuracy stems fundamentally
from the neglect of many-body effects in DFT; to describe such effects, higher level
theories must be used, such as GW or time-dependent DFT (TDDFT). However, in
practice, the DFT energies for electronic structure are widely used because they are
usually quantitatively correct.
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Secondly, DFT fails to treat strongly correlated systems such as d -block transition met-
als. In such systems, the localised orbitals have very strong Coulomb interactions that
do not map well to the independent particle. In these cases, DFT breaks down and some-
times cannot even capture the correct ground state properties. This can be tackled by
introducing explicitly a screened Coulomb potential, as in the DFT+U method. Alter-
natively, many-body GW calculations can also give correct properties without external
parameters.
In addition, in DFT there are many functionals to choose from, and it is critical to use
a functional that is suitable for the system, and/or the property of interest. Numerous
benchmark of functionals are available in academic publications, and should be referred
to as choosing the best functional for the system of interest.
Despite the downsides, the fact that the field of DFT has been extensively used in con-
densed matters physics and quantum chemistry for decades proves it to be a powerful
tool. Good accuracy can be expected when calculating ground state properties, includ-
ing but not limited to equilibrium structures, vibrational frequencies, binding energies,
ionization potentials and band structures. Even when it comes to optical properties,
DFT calculated eigenvalues can be a good starting point for higher level theories such
as GW or the Bethe-Salpeter equation (BSE). For example one can take the DFT band
gap, and add a quasiparticle correction to obtain the many-body band gap. To point
out these limitations is not to deny its predictive power, but to note that one needs to
use DFT with caution, as with most theoretical methods.
2.4 Lattice Dynamics
Until now, the discussion has focused on the “static” picture of the crystal, where atoms
are fixed to their equilibrium positions. To study the stability of a crystal, understanding
of the motion of atoms is essential to capture the thermodynamics since the vibrational
energy and entropy terms enter the Gibbs free energy of the system.
In thermodynamics, the Gibbs free energy G = H − TS, including the enthalpy term
H and the entropy term S. At finite temperature, the entropy then decreases the free
energy of a system, which often drives phase transitions in a crystal. For displacive
phase transition, where the atoms displace from their original positions by only 0.01-0.2
A˚, it is mainly the phonon vibrational entropy that contributes to lower the energy, i.e.
vibrational entropy.159 In the case of order-disorder transitions, the atoms sit in minima
on the potential energy surface, and the entropy enters G is the configurational entropy.
Neglecting lattice dynamics assumes that the temperature is zero and the crystal is
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frozen, and hence it is not possible to treat phase transitions. It is thus important to
use quantitative models for the dynamical behaviour of crystals in real-world pictures
where the temperature is above cryogenic.
2.4.1 The harmonic approximation
We first consider the harmonic approximation where all atoms are assumed to move
around their potential minima in a harmonic manner. In principle, the energy of the
atoms moving around their equilibrium position can be expressed by a Taylor expansion
of the potential energy:















where uj,α is the displacement of the atom labeled j from its equilibrium position in
the direction α, and E0 is the equilibrium lattice energy when all atoms are at rest.
The second-order term is the harmonic energy, and higher orders are anharmonic con-
tributions to the energy. Usually the potential energy is approximated by the harmonic
potential in the vicinity of a stable equilibrium point, given that the displacement of
atoms is not too large. This model works well because it usually reproduces qualitatively
the right physics such as vibrational frequencies and can be modified with higher order
anharmonic term if necessary.
2.4.2 Lattice vibrations
To theoretically treat the motion of atoms in crystals, a simple model is used to demon-
strate the main concept. Assuming a mono-atomic 1D chain, where only the nearest
neighbour atoms interact, the classical Newton equation is:
− ∂En
∂un




EN is the energy of atom n, un is the displacement of the atom in the n-th unit cell, and
J is the force constant ∂
2E
∂u2






Where ω is the frequency and k is the wavevector. From this equation, the displacement-
time partial differential m∂
2un
∂t2
= −mω2kun is thus obtained. Combined with eqns.2.23,
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This frequency - wavevector relationship defines a dispersion curve, i.e. a phonon band
structure analogous to an electronic dispersion. The dispersion is confined to the first
Brillouin zone (BZ) and represents the whole crystal, since the displacements repeat
themselves across unit cells and are determined by k. The branch where ω → 0 when
k → 0, is called the acoustic mode. When k → 0, the frequency ωk = (4Jm )1/2 ka2 = v0k,
where v0 is the phase velocity and corresponds to the velocity of sound travelling in the
crystal.
So far the model is confined to a linear chain where every mode is longitudinal, i.e.
the neighbouring atoms move towards or away from each other along an 1D chain.
Expanding the model into three dimension will require different sets of force constants,
as the interaction perpendicular to the linear chain differs from the parallel interaction.
The approach to solve the Newton equations is the same to obtain the transverse modes.
Under certain symmetries, transverse modes are degenerate along certain wavevectors.
If expanded to unit cells with multiple atoms, the model will include information on
optic modes. The Newton equations remain similar, but differs for the atom types, for









where Un and un denote the displacements of the two different atoms. Since more than
one atom are present in the unit cell, they can vibrate either in phase or out of phase.
If all atoms vibrate in phase within the cell, the modes is an acoustic mode which are
sound waves; if out of phase, the modes are optic modes, as atoms of opposite charge
would move out of phase if exposed to an electromagnetic waves and are usually of
optical frequency. Optical modes are so-called because the modes in NaCl appear to be
IR active.
As for acoustic modes, optic modes can be longitudinal (LO) and transverse (TO). In
a unit cell containing N atoms, there are in total 3N modes (3 degrees of freedom per
atom), of which three are acoustic modes, and (3N − 3) optic modes. At the limit of
k → 0, the distinction between optic mode and acoustic mode is clear, but can be lost
at shorter wavelength (k approaches the zone boundary).
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2.4.3 The dynamical matrix
To solve for a general unit cell, we write the Newton’s equations as a sum of interactions











where j denotes atom j, and n denotes the unit cell. Rewriting the displacement of










where the mass weighted Av is a temperature dependent term, and the eigenvectors ej,v
are normalized such that: ∑
j
|ej.v|2 = 1 (2.32)
for each mode v, i.e. for a given mode it gives the relative motion of different atoms.







which can be written in matrix form as:
evω
2
v = D× e (2.34)
where ev is the eigenvector, and D is dynamical matrix whose eigenvalues are ω
2
v . ev
contains components of either +1 or −1, indicating the direction of movement of atoms
in one unit cell for a certain mode. Hence, solving the equation becomes a problem of
diagonalising the general matrix which can be readily done by computers.
2.4.4 Phonons
So far, the description of the lattice vibrations is within a classical framework. In the
classical picture, the intensity of the observed Raman or inelastic neutron peaks should
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be proportional to the mean square displacement | < µ2 > | ∝ kBT , which vanishes when
temperature approaches the absolute zero. However, it is not observed in experiments,
where Raman or neutron spectra are shown even at very low T close to zero. This
incorrect prediction originates from the classical treatment of the nuclei, although it
provides good approximation for calculating the vibrational frequencies.
To introduce quantum effects to the classical model, the quantisation of harmonic vibra-
tions is introduced. Similar to photons, the quanta of vibration are called phonons, as
lattice vibrations are required for transmitting sound. Harmonic waves have quantized
energy unit ~ω, where ω is the frequency from the classical model. It has zero-point
energy at T = 0 K of E0 =
1




+ n(ω, T )] (2.35)
where n(ω, T ) is the occupation number of the phonons at temperature T as a function
of frequency.
Phonons are bosons, which means they are indistinguishable and many particles may
occupy the same state. Hence, the occupation of phonons n(ω, T ) follows Bose-Einstein
distribution:
n(ω, T ) =
1
exp(~ω/kBT )− 1 (2.36)
which gives the average energy level occupation in thermal equilibrium at any given
temperature.
2.4.5 Normal mode coordinates
In an N -atom unit cell, one can derive the eigenvector e(q, v) (q is the wavevector and v
the mode label) by solving the dynamical matrices. The eigenvector is a 3N -dimensional
matrix that is dependent on the wavevector q. The squares of the vibrational frequency
ωq,j are the eigenvalues of the dynamical matrix, which can be calculated from the mass-







e(j,q, v)exp(iq · r(jl))Q(q, v) (2.37)
e is the normalized eigenvector in eqn.2.32. To include the effect of temperature on
the amplitude of the displacement, Q(q, v) is introduced, which is a coefficient contain-
ing the amplitude and time dependence of a particular vibrational mode (q, v). Q is
called the normal mode coordinate. It can also be expressed as Fourier transform of the
displacement:








j exp(−iq · r(rl))e∗(j,q, v) · u(jl) (2.38)
which clearly shows the travelling wave like nature of the normal modes.
In the unit cell, the harmonic vibrational Hamiltonian consist of kinetic and potential
energy part, both a function of the displacement u(jl). Since the displacement of atoms





























ω2(q, v)Q(q, v)Q(−q, v). (2.40)










ω2(q, v)Q(q, v)Q(−q, v). (2.41)
The use of Q simplifies the Hamiltonian to a sum of the vibrational modes. No interac-
tion between different modes or different wavevectors are present in this equation, which
is a natural result of the assumption of the system being harmonic.
Following a similar derivation, the mean square displacement of an atom over all wavevec-






In the harmonic approximation, the absolute value of Q can be viewed as an indicator
of “how far” the mode is away from the average equilibrium position of the atom.
In order to obtain the amplitude and temperature dependence of Q, the total energy of
the lattice is rewritten from equation 2.41 as:



















Combining with the equation 2.35, and noting that ω is a function of (k, v), one can
derive the following relationship:
〈|Q(k, v)|2〉 = ~
ω(k, v)
(





Note that the amplitude is function of the occupation number n(ω, T ) (see equation
2.36). At T = 0, n(ω, T ) = 0, yet the displacement does not vanish as it does in classical
theory. As temperature increases, the amplitude will increase too.
2.4.6 Anharmonicity
Until now only the harmonic approximation has been discussed, which assumes the
energy surface with respect to the equilibrium position truncated at second order in
Equation 2.22. However, the cubic, quartic and higher order terms, which correspond
to anharmonic effects, are neglected. Despite the success of describing vibrational prop-
erties with the harmonic theory, for certain properties, the contribution from the higher
order terms are by no means negligible. The anharmonic terms gives rise to physics that
are not accounted for in the harmonic approximation. Macroscopic physical phenomena
caused by anharmonicity include thermal expansion, thermal conductivity, temperature
dependent phonon frequency and peak broadening in diffraction measurements.
Firstly, in harmonic approximation, phonons do not interact with each other, and hence
have infinite lifetimes. Whereas in the anharmonic case, for example, the cubic term
represents three-phonon process, where one phonon decays into two phonons or two
phonons merge into one. Such interactions results in finite phonon lifetimes and phonon
mean free paths, which ultimately determines the lattice thermal conductivity. The
lattice thermal conductivity is given by:









q(T )τq(T ) (2.46)
where V is the unit cell volume, N is number of atoms, Cq is the lattice heat capacity,
vq is the group velocity, and τ is the lifetime of phonon q. Apparently a finite phonon
lifetime leads to finite lattice thermal conductivity.
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Secondly, the frequency of the vibrational modes is assumed to not change with tem-
perature in the harmonic approximation, whereas the anharmonic terms introduce finite
temperature-dependence of the phonon frequencies. In Equation 2.45, the normal mode
amplitude is a function of the temperature, which in return alters the force constants
and thus the frequency. Therefore, one can explicitly derive a renormalised frequency
including the anharmonic effects, which can be solved self-consistently. The temperature
influences the frequency via the thermal population of the phonon, that is, by pumping
phonons into higher vibrational states through thermal energy. The temperature depen-
dent behaviour is crucial in predicting phase transition and melting temperature of the
crystal, and shall be discussed later in soft mode theory.
Thermal expansion is another consequence of anharmonicity, where the frequency is a
function of the volume V of the crystal. The coefficient of such effect, the Gru¨neisen
parameter γ = −∂lnω/∂lnV , can be calculated within the quasiharmonic approach. The
volume of the crystal is altered, and the frequencies obtained within harmonic model,
to indirectly generate a frequency-volume relationship.
In modern first-principles calculation, the third order coefficient is routinely calculated
with density functional perturbation theory (DFPT) or finite displacement method.160,161
However in the latter approach, the number of displacements needed to generate the force
constants increases rapidly with the supercell size, and becomes almost impractical in
large systems when it comes to quartic terms. On the other hand, the validity of DFPT
is limited to situations where the anharmonic frequency is small compared to harmonic
frequency and where the displacements of atoms do not exceed the harmonic range,
otherwise the perturbation theory would break down.
When the harmonic approximation fails, self-consistent phonon theory based on a many-
body field formalism could be employed.78,162,163 Moreover, ab-initio molecular dynam-
ics also includes anharmonic effects non-perturbatively, and in principle, to infinite or-
ders. The trajectory of an MD simulation will be mapped onto phonon eigenvectors, to
obtain the anharmonic frequency and phonon linewidth.164
2.5 Calculating Phonon with DFT
In the previous section, the formalisms of phonons and lattice dynamics were addressed.
This section will discuss modern computational approaches to modeling phonons. A va-
riety of properties of materials are dependent on lattice dynamics, such as the thermal
conductivity, thermal expansion, heat capacity, and electron-phonon coupling, to name
a few. Experimental techniques to study phonons include infrared, Raman and neutron
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scattering, and each of them probes vibrations with different characteristics. The basic
theory of lattice dynamics was developed as a fundamental part of modern solid-state
theory and dates back to the the 1930s. Numerous studies have also addressed the con-
nection between phonons and electrons, which is crucial to understand many properties
in materials, such as the resitivity of metals, ferroelectricity and superconductivity.165,166
Over the years, thanks to the development of ab initio quantum-mechanical techniques,
it has been made possible to study the lattice dynamics of materials using DFT and
density-functional perturbation theory (DFPT).167 Other methods, such as finite-displacement
method has been developed and implemented in in many quantum-mechanical codes.
Therefore, accurate phonon dispersions over the whole Brillouin zone can be calculated
and compared directly to neutron-scattering spectroscopy and other experimental tech-
niques.
The most common approach to calculating phonon dispersions is linear response DFPT
and the finite-displacement method using DFT.
2.5.1 The Finite Displacement Method
The finite-displacement method, is also called the frozen-phonon method in the liter-
ature. It is commonly used as it does not require any advanced modification to basic
quantum mechanical codes. It involves the use of supercells depending on the commen-
surate q points to be calculated. Usually some pre–processing is needed to generate a
series of displacements of single atoms, the number of which depends on both the num-
ber of the atoms in the unit cell and the symmetry of the crystal. Then, the quantum
mechanical code computes the forces from the non-equilibrium displacements and hence
generate the force constant matrix. Given the mass of the atoms and force constant
matrix, the dynamical matrix of the crystal at arbitrary wavevector can be obtained,
and diagonalised to obtain the frequency and wavevector.
To obtain the phonon frequency at the wavevector other than only at the Γ point,
a supercell commensurate with the q points of interest is needed. For example, to




2) in reciprocal space, a 2× 2× 2 supercell in
real space is required to reproduce the particular lattice-vibration wave. Therefore, the
computational cost of the finite-displacement method could be a limiting factor when
the supercell becomes very large, as standard DFT codes usually scale as the cube of
the number of atoms. Nevertheless, the computational workload is highly parallelisable,
and each displacement only requires a single-point calculation (no relaxation) to obtain
the forces.
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In principle, in a N -atom supercell, 3N small displacements need to be generated to
produce a full force constant matrix of 3N elements. However, this number is reduced
by symmetry, hence reducing the number of calculations required. The force constant








where i and j are atom indices, and α and β represent the Cartesian direction. The
Fourier transform of Φiα,jβ gives the dynamical matrix Diα,jβ(q), contains the frequency
information at the wavevector q. In this way the dispersion relations within the Brillouin
zone can be obtained. It is worth noting that, in this approximation, it is assumed that
the force on atom i vanishes beyond the supercell, so it is in essence a short-range
approximation. Errors may arise due to the long-range interaction at the Γ point,
in particular in the acoustic mode, which converge slowly with the inclusion of the
neighbours.168 Therefore, when it comes to polar materials where long range dipole-
dipole interactions are important, the information is not directly included in the finite-
displacement method.
2.5.2 Density Functional Perturbation Theory (DFPT)
The DFPT is another approach to calculating the phonon properties other than the
finite-displacement method. According to the Hellmann-Feynman theorem, the second














with R being the nuclear coordination, nR(r) being the electron density and VR(r) the
potential. The term ∂nR(r)/∂Ri on the right hand side represents the linear response of
the electron density to external perturbations, which is a change in nuclear coordination
in lattice dynamics.
In standard DFT, the electron density is the wavefunction probability n(r) =
∑N
i |ψi(r)|2,
and hence the change in electron density can be written in the form of a perturbation
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.
In perturbation theory, the change in the wavefunction to first order in response to a




< ψj |∆Hˆeff |ψj >
i − j , (2.50)
which is a sum over states in the system. On the other hand, the change in the Hamil-
tonian is a sum of the perturbation and the change induced by the electron density:








This set of equation 2.49, 2.50 and 2.51 can be solved in a self-consistent fashion, anal-
ogous to the Kohn-Sham equation, but replaced by the linear solution.
The advantage of DFPT over the finite displacement method is that it does not require
the use of supercell to compute the dispersion in the Brillouin zone. The information of
the dynamical matrix at any q point (from a numerical grid in practice) is calculated
analytically from the primitive cell. The Fourier transform of D(q) is then obtained to
the real space force constants. Note that the long-range Coulomb interaction also needs
to be tackled by the non-analytical term in the case of polar crystals.
2.6 Landau theory of phase transitions
2.6.1 Soft phonon modes
When a crystal is unstable in a certain phase, within the harmonic model some of its
phonon frequencies will be imaginary, which indicates the modes leads the crystal to a
lower energy configuration. The mode is called a soft mode because the elastic coefficient
is literally too soft to restore the crystal structure against shear deformation. If there is
soft mode present, it means that the crystal will spontaneously distort to lower symmetry
at 0 K.
When the temperature increases from 0K, however, anharmonic effects come into play
to increase the phonon frequency to zero or above, hence stabilizing the phase. The
phonon frequency at wavevector k can be expressed as:
ω˜2 = ω20 + αT (2.52)
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Figure 2.4: Temperature dependent phonon frequency.159
where ω0 is the harmonic phonon frequency, and α is a temperature coefficient. The
turning point where the imaginary frequency reaches zero is defined as the critical tem-
perature Tc, as shown in Fig.2.4:
Tc = −ω20/α (2.53)
2.6.2 Displacive phase transition
In displacive phase transitions, atoms undergo small displacements, distorting the crystal
structure from one symmetry to another.159 This can be accompanied by distortions of
polymorphs. For example in silica, the SiO4 tetrahedra rotate to a lower-symmetry
trigonal phase. In some perovskites, the octahedra rotate and result in doubling of the
unit cell lattice and loss of three-fold symmetry of the cubic phase. Displacive phase
transitions are always linked to a change of symmetry.
At high temperatures, crystal tend to adopt a high symmetry phases. Upon cooling, as
equation 2.52 shows, the phonon frequency will decrease due to anharmonic effects and,
at Tc, will reach zero. At T = Tc, the structure becomes “soft” against the particular
displacement, and undergoes a phase transition to a lower-symmetry structure. Depend-
ing on where the transition happens in the BZ, there are different types of displacive
phase transition.
Ferroelectric phase transitions occur when the soft mode is at the Γ point (0,0,0), i.e.
the center of the BZ, so it is also called a zone-center phase transition. The transition
is associated with loss of the centrosymmetry, and produces a net dipole moment in the
unit cell. As it happens at zero wavevector, every neighbouring unit cell adopts the
same dipole moment, resulting in a macroscopic polarization. In ferroelectric materials,
the polarization can be altered by external fields, and does not vanish when the field
Chapter 2. Theoretical background 59
disappears. The polarization is determined by the susceptibility: ∆P = χE. The
strength of the field at which the polarization can be removed is the coercive field strength
and characteristic E − P behaviour produces a hysteresis loop.
Many oxide perovskites are well known to be ferroelectric, including e.g. PbTiO3 and
BaTiO3. They adopt cubic phases at high temperature, and as temperature decreases
the cations move off their central sites in the cubic phase and lower the symmetry to a
tetragonal phase, resulting in a net dipole moment within the unit cell. This behaviour
can be observed in spectroscopic measurement such as neutron scattering and Raman
spectroscopy.
The second type of displacive transition is a zone boundary phase transition, also called
an antiferroelectric phase transition. Unlike ferroelectric phase transitions, the soft
modes occur at the zone boundary of the BZ, and could be acoustic or optic mode
as the distinction is lost at the zone boundary. Due to the fact that the soft mode hap-
pens at the zone boundary, the neighbouring unit cells will show the same instability
but with the opposite direction. Therefore, across the whole bulk, the dipole moment
is cancelled out, thus the name antiferroelectric. One result of this behaviour is the
doubling of the unit cell in at least one direction, depending on the wavevector where
the instability occurs. One well-known example is SrTiO3 with soft modes at (1/2,
1/2, 1/2). This instability is a TiO6 octahedral rotation, with neighbouring octahedra
rotating in opposite directions.
2.6.3 Order parameters
In displacive phase transitions, the symmetry breaking is associated with certain patterns
of atomic displacements. This information is contained in the dynamical matrices and
eigenvectors. However, in developing thermodynamic theories of phase transitions, the
details of the pattern are of less interest than the amplitude. This amplitude changes
with temperature, acting as a bridge between displacements and the total energy. The
quantity of the amplitude is the order parameter in the context of the Landau theory of
phase transitions.
Similar to the normal mode coordinate Q (equation 2.38), the parameter describes how
far the displacement is from an equilibrium point. However, Q contains the amplitude
of the displacement at any given time and is a function of temperature (equation 2.45),
therefore the order parameter indicates a static deformation (the distortion is “frozen
in”). The eigenvector and order parameter are related, but the order parameter may
represent a linear combination of modes.
Chapter 2. Theoretical background 60
Figure 2.5: A double well potential for the Gibbs free energy as a function of the
order parameter Q.
2.6.4 Double-well potential
The symmetry-lowering phase transition can be described by the phenomenological ap-
proach of Landau theory. The Gibbs free energy of the crystal can be expressed as a
Taylor expansion of the order parameter Q:
G(Q) = G0 +
1
2
a(T − Tc)Q2 + 1
4
BQ4 + .... (2.54)
For T < Tc, certain disorder Q will lower the energy to the minima of the double
well potential. By comparing equations 2.54, 2.53 and 2.52, the prefactor a(T − Tc)
is equal to the square of the harmonic soft mode frequency ω0
2, and is negative below
the transition temperature, producing a double-well energy landscape (Fig. 2.5). Due
to the fourth order term, which is positive, the energy surface curves upwards. Note
that this double-well shape is only characteristic of second-order phase transitions where
properties change continuously. By neglecting the zeroth order term G0 one can rewrite








4 + ... (2.55)
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where k2 is also equal to ω
2







The result is that ∆Q = (k2/k4)
1/2, and the well depth ∆E = k22/4k4. If the ∆E is
large compared to the thermal energy kbT , then atoms are likely to remain in the deep
local minima so that an order-disorder transition occurs. In other cases, if the ∆E is
comparable to or lower than kbT , a displacive phase transition occurs and soft-mode






Perovskites have certainly been the rising star of a scalable new photovoltaic materials,
showing promising properties in less than a decade of optimisation. However, there are
still concerns around the materials in terms of real applications.
Firstly, they generally undergo degradation under exposure to moisture and ultraviolet
radiation, which is exactly the working condition for a solar cell. Therefore, encapsu-
lation is needed to protect it from rapid degradation. This raises challenges for com-
mercialisation of hybrid perovskites, as lowering the cost per unit area and per watt is
the major goal. Due to the simple processing, the most commonly used materials are
not the major factor to influence the cost, but the encapsulation might be the expensive
prerequisite.
Another negative aspect of perovskites is the fact that lead has been a major constituent
of all highly performing perovskite cells to date, raising toxicity issues during device
fabrication, deployment and disposal, especially considering that they degrade in humid
environment and ultraviolet radiation.169
Many researchers have been screening for lead-free alternative to perovskites with com-
parable properties and energy conversion efficiency. Naturally, one might follow a similar
logic to design new materials as in perovskites, for example, from simple inorganic struc-
tures to complex hybrid structures. The criteria are suitable band gap, high absorption
coefficient, stability, earth abundance, low cost and non-toxicity, which is the objective
of this chapter.
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3.1.1 Antimony sulfide
Beyond perovskites, researchers have been dedicated to identify lead-free materials for
photovoltaics for many years with comparable properties and energy conversion effi-
ciency. Naturally, one might follow the similiar logic to design new materials as in
perovskites, for example from simple structures to complex structures, and from in-
organic to hybrid inorganic-organic materials. The principle is to find materials with
suitable band gap, high absorption coefficient, stability, earth aboundance hence low
cost and idealy non-toxicity.
Amongst all the materials of interest, antimony sulfide (Sb2S3) is a semiconductor that
has been studied since the nineteenth century owning to its occurrence as the natural
mineral stibnite, as in Figure 4.4.
Figure 3.1: The natural mineral stibnite.
It has been considered as a candidate for light-harvesting applications due to its favor-
able photovoltaic properties.170,171 It is reported to be an n-type semiconductor with
an optical band gap of 1.7 – 1.9 eV, and has a high optical absorption coefficient of
1.8× 105 cm-1(at 450 nm).172,173 In addition, the earth abundance nature and solution-
processability of antimony sulfide are also desirable characteristics for applications. Im-
portantly, Sb3+ has a s2 electronic configuration similar to Pb2+, which could provide
comparable electronic features to lead halide perovskites. Hence these antimony sul-
fide based materials should potentially preserve the high dielectric constants and the
associated tolerance to structural defects.174
The crystal structure of Sb2S3 adopts an orthorhombic crystal structure with space
group Pnma, as shown in Figure 3.1. Due to the stereochemical effect of the Sb(III) lone
pair electrons, the cation sits in a distorted square pyramidal coordination environment.
Along the direction perpendicular to the paper, the building blocks form 1D infinite
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ribbons, separated by the Sb(III) lone pair electrons, and connected to each other with
persulfide interaction, i.e. weak van der Waals interaction. Because of the various
coordination of Sb ranging from 3 to 6, it is able to have different combinations with
other elements so that it is likely to form innovative structures for instance chains, sheet,
or 3D materials. Thus one might expect various interesting properties emerging from
those structures. However, up till now, the photovoltaic performance of Sb2S3 is still
not ideal.
Figure 3.2: The crystal structure of stibnite, visualised using the software VESTA.
The yellow balls are sulfur atoms and the brown balls are antimony atoms.
3.1.2 Cesium antimony sulfide
Figure 3.3: The XRD determined crystal structure of Cs2Sb8S13
175
From the 1970s and 1980s, there were crystallographic research focusing on ternary
antimony sulfide for their potential interesting properties.175 The structural chemistry
of Cs2Sb8S13 was determined using X-ray diffraction (Figure 4.6), and it crystalizes in
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Figure 3.4: The crystal structure of Cs2Sb8S13 visualised in the package VESTA,
the sheets are separated by Cs atoms, and linked by the polyhedra as shown in the
visualisation.
triclinic system with lower symmetry space group of P1¯. The Sb cations are present
in a mixture of distorted square pyramidal (5 Sb-S bonds) and see-saw (4 Sb-S bonds)
coordination environments. The [SbS3] and [SbS3] bipyramids share conners and edges
to form infinite chains, and are linked by persulfide bonding defining the two-dimensional
undulating layers. The Cs atoms are located in the apertures between Sb8S13
2– sheets
and function as cationic bridges between them (Figure 3.3).
As expected, the structure of this material is rather complex due to the asymmetric
coordination of Sb, hence one might anticipate that the presence of Cs atoms functioning
as bridges might alter the electronic structure, such as the band gap, dispersion at both
conduction band (CB) and valence band (VB), the effective mass, and density of states.
3.1.3 Methylammonium antimony sulfide
Naturally, beyond purely inorganic materials, hybrid inorganic-organic materials are ap-
pealing since such materials often have more complicated structures, interesting prop-
erties and competitive performance in applications. Methylammonium antimony sulfide
(CH3NH3)2Sb8S13can be sythesized by heating Sb and S with an aqueous solution of
CH3NH2 between 130
◦C and 190◦C. A similiar structure is adopted (Figure 3.5 and 3.6),
where the organic cations CH3NH3
+ sit within the hetero-rings built by the character-
istic [SbS3] and [SbS3] building blocks. The crystal is again triclinic, with space group
P1¯.176 This framework is traversed by a system of two types of intersecting channels of
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Figure 3.5: The crystal structure of (CH3NH3)2Sb8S13 determined by XRD.
176 [SbSn]
forms infinite double chains, with the molecules are orientationally distorted in the
apertures of the apertures created by the double rings.
Figure 3.6: The crystal structure of (CH3NH3)2Sb8S13 visualised in the package
VESTA. Hydrogen atoms are omitted for the purpose of clarity.
parallel to [010] and [001]. It should be noted that the molecular cation CH3NH3
+ has a
large intrinsic electrical dipole moment (2.2 Debye) and orientational disorder inside the
aperture, which is also found in CH3NH3PbI3.
177 This additional flexibility could poten-
tially result in ferroelectricity or paraelectric behaviour of this hybrid organic-inorganic
material. Hang et al reported a class of molecule-based ferroelectrics,178 which also in-
cludes hybrid inorganic-organic Sb based materials, suggesting the possibility of similiar
behaviour in such materials. The movable component is likely to provide properties that
are distinct from the purely inorganic materials.
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z axis of supercell
Figure 3.8: The electrostatic potential of the surface slab of Sb2S3.
3.2 Computational Procedure
The initial crystal structures of three compounds are downloaded from the crystallog-
raphy database ICSD. The size, shape, and internal positions of the conventional unit
cells are optimised using VASP. The kinetic energy cutoff for the plane waves was con-
verged at 500 eV, and k−point mesh was converged to give 0.04 A˚at each direction.
The threshold for convergence and forces were set to 1 ×10−6 eV and 1 ×10−2 eV/A˚,
respectively. We employed the functional PBEsol, which describes the crystal structure
and total energies in solid-state compounds accurately. The optimised lattice constants
are then compared to experimental values, and they are all within 0.2 A˚difference.
For the band structure, to provide a more quantitative electronic structure information,
we used the hybrid functional HSE06, which mixes 25% Hartree-Fock exchange. Because
all the atoms considered in this study are light elements, they do not exhibit strong
relativistic effects. Therefore, the spin-orbit coupling (SOC) is not taken into account,
as it is computationally expensive.
In order to compare the absolute electronic energy levels from different calculations, we
need to generate surface slab with inclusion of vacuum layer. Therefore, we generated
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a 1 × 1 × 4 supercell for each crystal, and include 15 A˚vacuum layer, shown in Fig.3.7.
The slabs are then relaxed, but with the volume and shape of the unit cell fixed. The
length of the vacuum layer is sufficient as proven by the plateau of the electrostatic
potential in the vacuum region, shown in Fig.3.8. The surface ionization potential is
thus given by following equation:
Ψsurf = 
KS
V B − V L (3.1)
where KSV B is the Fermi level obtained from OUTCAR output by VASP (using HSE06),
and VL is the average electrostatic potential in the vacuum region.
In order to remove the effect the surface has introduced, we then took into account the
difference in the core-level eigenvalues (corebulk and 
core
surf ), which was chosen to be the 1s
state of Sb. The bulk ionization potential is thus given by:
Ψbulk = KSV B − (corebulk − coresurf )− V L (3.2)
3.3 Publication: Assessment of Hybrid Organic-Inorganic
Antimony Sulfides for Earth-Abundant Photovoltaic
Applications
3.3.1 Personal contribution
I have relaxed the crystal structure and the surface slabs, and calculated the band
structure using both PBEsol and HSE06 functional. The package MacroDensity, which
processes the LOCPOT data output by VASP, is written by Dr. Keith Butler.
3.3.2 Access statement
The equilibrium crystal structures and surface terminations described in this work are
available in an on-line repository: https://github.com/WMD-group/Crystal Structures
Reprinted with permission from Ruo Xi Yang et al. J. Phys. Chem. Lett. 2015, 6,
5009−5014. Copyright 2016 American Chemical Society.
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ABSTRACT: Hybrid organic−inorganic solar absorbers are currently the subject of intense
interest; however, the highest-performing materials contain Pb. Here we assess the potential of
three Sb-based semiconductors: (i) Sb2S3, (ii) Cs2Sb8S13, and (iii) (CH3NH3)2Sb8S13. While the
crystal structure of Sb2S3 is composed of 1D chains, 2D layers are formed in the ternary cesium
and hybrid methylammonium antimony sulﬁde compounds. In each case, a stereochemically active
Sb 5s2 lone pair is found, resulting in a distorted coordination environment for the Sb cations. The
bandgap of the binary sulﬁde is found to increase, while the ionization potential also changes, upon
transition to the more complex compounds. Based on the predicted electronic structure, device
conﬁgurations are suggested to be suitable for photovoltaic applications.
Since the development of silicon-based solar cells in the1950s, there has been a search for new materials with direct
bandgaps and high optical absorption coeﬃcients that are cheap
and easy to process. One recent success has been the
development of lead halide perovskites, which have shown a
rapid increase in light-to-electricity conversion eﬃciency from
3.8% in 2009 to 20.1% in 2015 with low-cost solution-based
processing.1−4
An advantage of the perovskite family of compounds is that
the properties are highly tunable with chemical composition.
Taking the CsPbX3 (X = Cl, Br, I) series for instance, these
materials have an unusual electronic structure due to the Pb2+
conﬁguration ([Xe] 5d106s26p0). The contribution of the cation
s orbital to the upper valence band results in a light hole
eﬀective mass, while the contribution of the cation p orbital to
the lower conduction band results in a low bandgap (due to
strong relativistic renormalization). The optical bandgap can be
tuned by changing the halide component from Cl to Br to I,5
which alters the anion component of the valence band from
principal quantum number 3p to 4p to 5p, enabling
compositional engineering of the physical properties.
Beyond inorganic lead halide perovskites, hybrid organic−
inorganic perovskites have also attracted intense study. The
methylammonium lead halide perovskites, CH3NH3PbX3 (X =
Cl, Br, I), have been used to produce high-eﬃciency solution-
processed solar cells.1−4 However, the intrinsic instability and
potential toxicity of these materials make them less than ideal
candidates for large-scale deployment of solar energy. There-
fore, great eﬀorts are being made to identify alternative lead-
free materials with comparable properties and energy
conversion eﬃciency.6,7 Two recent examples are the layered
Cs3Sb2I9 and mixed-anion CH3NH3BiSeI2 systems.
8,9
Antimony sulﬁde (Sb2S3) is a semiconductor that has been
studied since the 19th century owing to its occurrence as the
natural mineral stibnite. It has been considered as a candidate
for light-harvesting applications due to its favorable material
properties.10,11 It is reported to be an n-type semiconductor
with an optical bandgap of 1.7−1.9 eV, and has a high optical
absorption coeﬃcient of 1.8 × 105 cm−1(at 450 nm).12,13 In
addition, the earth-abundant nature and solution-processability
of antimony sulﬁde are also desirable characteristics for solar
energy harvesting. Importantly, Sb3+ has a s2 valence electronic
conﬁguration similar to Pb2+, which could provide comparable
electronic features to lead halide perovskites. Hence these
antimony sulﬁde-based materials should preserve the high
dielectric constants and the associated tolerance to structural
defects.14 Unfortunately, the performance of solar cells based
on Sb2S3 has been poor to date, with a record conversion
eﬃciency of 6.4%,15 which was limited by a low open-circuit
voltage due to fast electron−hole recombination.16
In this Letter, we assess the properties of ternary and hybrid
antimony sulﬁdes in comparison to the more widely studied
Sb2S3. The chemical series Sb2S3 → Cs2Sb8S13 →
(CH3NH3)2Sb8S13 can be considered analogous to the lead
halide system PbI2 →CsPbI3 → CH3NH3PbI3. Here the
methylammonium cation (CH3NH3
+) is an isovalent replace-
ment for Cs+, but can signiﬁcantly alter the structure and
properties. We perform a ﬁrst-principles investigation based on
density functional theory (DFT) to shed light on the chemical
trends and underlying electronic structure. The results are used
to suggest an optimal combination of materials for solar cells
and to provide guidance for future materials screening of hybrid
semiconductors.
Crystal Structures. Sb2S3 adopts an orthorhombic crystal
structure with space group Pnma, as shown in Figure 1a.17 Due
to the stereochemical activity of the Sb(III) lone pair electrons,
the cation sits in a distorted square pyramidal coordination
environment. The (Sb2S3)2 building blocks form inﬁnite 1D
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chains, separated by the Sb lone pair electrons, and connected
to each other by weak S−S interactions.
In contrast to the binary sulﬁde, multicomponent antimony
chalcogenides are known to adopt chain, sheet, and three-
dimensional network structures. The crystal structures of
Cs2Sb8S13 and (CH3NH3)2Sb8S13, which adopt pseudo 2D
sheets along (011) planes, are shown in Figure 1b,c.
The structural chemistry of Cs2Sb8S13 single crystals was
studied several decades ago using X-ray diﬀraction.19,20 The
material can be formed by the mixture of Sb2S3 and Cs2S. The
Cs atoms are located in the apertures between Sb8S13
2− sheets
and function as cationic bridges between them. The Sb cations
are present in a mixture of distorted square pyramidal (5 Sb−S
bonds) and seesaw (4 Sb−S bonds) coordination environ-
ments. The [SbSn] polyhedra share corners and edges to form
inﬁnite chains, which are linked by persulﬁde bonding deﬁning
the two-dimensional undulating layers. The material crystallizes
in a triclinic system with the low-symmetry space group P1 ̅.
In the methylammonium antimony sulﬁdes, a similar
structure is adopted, where the organic cations CH3NH3
+ sit
within the heterorings built by the characteristic [SbS3]
3− and
[Sb4S7]
2− building units. The crystal is again triclinic with space
group P1 ̅.21,22 The material can be grown hydrothermally from
a mixture of Sb, S, and CH3NH2. It should be noted that the
molecular cation CH3NH3
+ has a large intrinsic electrical dipole
moment (ca. 2.2 D). Orientational disorder inside the aperture,
which is also found in CH3NH3PbI3,
23 could potentially result
in ferroelectric or paraelectric behavior of this hybrid organic−
inorganic material. Hang et al. reported a class of hybrid
ferroelectrics,24 which also includes hybrid inorganic−organic
Sb based compounds, suggesting the possibility of similar
behavior in the materials discussed here. The additional
structural and chemical ﬂexibility may provide physical
properties for the hybrid compounds that are distinct from
the purely inorganic materials.
Computational Procedure. Starting from the crystal structures
determined from X-ray diﬀraction as discussed above, the size,
shape and internal positions of the conventional units cells were
fully relaxed to their equilibrium values within three-dimen-
sional periodic boundary conditions. The total energy was
calculated within the framework of Kohn−Sham DFT using a
plane-wave basis set as implemented in the code VASP.25,26
The kinetic energy cutoﬀ for the plane waves was set to 500
eV, and a k-point mesh was chosen to provide sampling of at
least 25 k-points Å−1. The thresholds for convergence of the
total energy and forces were set to 1 × 10−6 eV and 1 × 10−2
eV/Å, respectively. Electron exchange and correlation was
described within the semilocal generalized gradient approx-
Figure 1. Representation of the crystal structures of (a) Sb2S3
(through ⟨010⟩), (b) Cs2Sb8S13 (through ⟨100⟩), and (c)
(CH3NH3)2Sb8S13 (through ⟨100⟩). The S atoms are colored yellow,
with brown Sb and green Cs. The methylammonium ions in blue (N)
and dark brown (C) are drawn without hydrogen atoms for clarity.
Visualization is performed using the VESTA package.18
Table 1. Structural and Electronic Data for the Antimony Sulﬁdesa
material a, b, c Eg Φbulk Φsurface
Sb2S3 PBEsol 11.2, 3.8, 11.1 1.21 (Direct: 1.25) 5.56 5.46
HSE06 1.69 (Direct: 1.72) 5.77 5.78
Exp. 11.3, 3.8, 11.217 1.54−2.2436−45
LDA32 1.20 (Direct: 1.29)
GW32 1.54 (Direct: 1.57)
Cs2Sb8S13 PBEsol 15.3, 11.3, 8.2 1.10 (Direct: 1.13) 4.90 4.31
HSE06 1.82 (Direct: 1.85) 5.15 4.75
Exp.19 15.4, 11.5, 8.3
(CH3NH3)2Sb8S13 PBEsol 15.9, 11.6, 8.1 1.28 (Direct: 1.34) 6.07 5.29
HSE06 1.99 (Direct: 2.08) 7.01 5.79
Exp.22 15.9, 11.6, 8.3
aLattice constants a, b, and c are given, as well as the calculated bandgap in comparison to previous theoretical and experimental studies. The
bandgap values outside the parentheses refer to indirect transitions (a change in crystal momentum). Ionization potentials of both bulk and surfaces
are also shown, as deﬁned in the text. Notice that the non-local HSE06 calculated bandgap and ionization potential are always larger than the semi-
local PBEsol exchange-correlation functional. All energies are given in eV, lengths in Å.
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imation using the PBEsol functional,27 which accurately
describes both the crystal structure and total energies in
solid-state heteropolar compounds such as these. In order to
provide more quantitative electronic structure information, we
used a hybrid nonlocal exchange-correlation treatment that
incorporated 25% screened Hartree−Fock exchange, the
HSE06 functional.28,29 In contrast to Pb halide materials,
where relativistic spin−orbit coupling (SOC) strongly aﬀects
the electronic structure,30,31 for Sb-based compounds the eﬀect
is weaker (ΔEgSOC = 20−60 meV for Sb2S3)
6,32 so only scalar-
relativistic corrections are included in this study.
Within periodic boundary conditions the electrostatic
potential of a crystal is not deﬁned with respect to an external
vacuum level, so that the absolute electronic energy levels
(eigenvalues) from diﬀerent calculations cannot be compared.33
To overcome this limitation, we have generated surface
terminations for each of the three materials: the well-studied
(001) surface of Sb2S3 and the (100) surfaces of Cs2Sb8S13 and
(CH3NH3)2Sb8S13. Using the package MacroDensity,
34,35 the
Kohn−Sham eigenvalues of the upper valence band (ϵVBKS) were
aligned with respect to an external vacuum level (VL), with the
surface ionization potential (Φsurf) calculated according to
Φ = ϵ − VLsurf VBKS (1)
The eﬀect of the surface states was removed by aligning bulk
and surface calculations using core-level eigenvalues (ϵbulk
core and
ϵsurf
core), yielding a bulk ionization potential:
Φ = ϵ − ϵ − ϵ −( ) VLbulk VBKS bulkcore surfcore (2)
This procedure accounts for surface states created due to the
under-coordination of atoms at the crystal termination.
Electronic Structure. The equilibrium crystal structures are in
good agreement (within 2%) with the ﬁnite-temperature
structures previously determined from X-ray diﬀraction (see
Table 1). The calculated electronic band structures are
presented in Figure 2. Multiple valleys are found in the
conduction band of each material with the minimum falling
away from the high-symmetry k-points. The fundamental
bandgaps are indirect in each case, and there are small
diﬀerences between the direct and indirect bandgaps (Eg
direct −
Eg
indirect < 0.1 eV).
The predicted direct bandgaps of Sb2S3, Cs2Sb8S13, and
(CH3NH3)2Sb8S13 are 1.72, 1.85, and 2.08 eV, respectively.
Both the conduction and valence bands of Sb2S3 show high
dispersion in reciprocal space, which is associated with light
electron and hole eﬀective masses. The range of reported
optical bandgaps of Sb2S3 is 1.54−2.24 eV,
41−45 with
diﬀerences due to data ﬁtting procedures and sample variation,
thus our calculations are at least consistent with experimental
results. For the multicomponent materials, there is an increase
in the magnitude of the bandgap by 0.1 and 0.3 eV for
Cs2Sb8S13 and (CH3NH3)2Sb8S13, respectively. While in
Cs2Sb8S13 and (CH3NH3)2Sb8S13 the valence band is relatively
ﬂat, the conduction band still exhibits large dispersion, thus we
would expect enhanced n-type conductivity in these materials.
The strong bonding within the (011) layers in real space can
result in favorable electron transport pathways.
Analysis of the electronic density of states shows that the
upper valence band of Sb2S3 is mainly formed by Sb 5s and
partially by the S 3p orbitals, while the lower conduction band
consists of mainly Sb 5p as well as minor contribution from the
S 3p orbitals. The lone electron pair of Sb leads to an
asymmetric electronic density at the upper valence band of
Sb2S3. The same characteristic is also observed in antimony
oxides,46 chalcogenides47 and even persists in the amorphous
state.48
The multivalley electronic structure of Sb2S3, Cs2Sb8S13, and
(CH3NH3)2Sb8S13 can be regarded as a favorable characteristic
for photovoltaic absorber layers, corresponding to the
coexistence of strong optical absorption and slow recombina-
tion of electrons and holes.49,50 The multivalleys provide a high
electronic density of states, while maintaining band dispersion
at each stationary point. There will be an associated energy loss
due to thermalisation of hot carriers; however, this is balanced
by the separation of electrons and holes to diﬀerent
wavevectors that suppresses bimolecular recombination pro-
cesses. Similar band structure features are found for other lone
pair materials with low symmetry crystal structures such as SnS
and CuSbS2.
51−54 A kinetic model of electron transport and
recombination in these unconventional (nontetrahedral) semi-
conductors is required to provide quantitative insights into their
photophysical behavior.
Absolute Electron Energies. In addition to the bulk electron
distributions, the absolute electron energies are critical for
application of these materials in photovoltaic devices. In
particular, work function matching is required for eﬀective
Figure 2. Electronic band structures of (a) Sb2S3, (b) Cs2Sb8S13, and
(c) (CH3NH3)2Sb8S13 from DFT/HSE06 with scalar-relativistic
eﬀects. The special k-points are taken from the Bilbao Crystallographic
Server.55 The larger crystallographic cells for the cesium and
methylammonium compounds result in a smaller Brillouin zone in
reciprocal space and hence a higher density of bands around the Fermi
level. The highest occupied state is set to 0 eV in each case.
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electron and hole extraction from the absorber layer and to
minimize resistive losses at the interfaces.
In order to calculate the ionization potential, we have cut
nonpolar surface terminations and aligned the Kohn−Sham
electronic eigenvalues to the vacuum (using eqs 1 and 2). The
ionization potentials of the three materials are compared in
Figure 3. For Sb2S3, the ionization potential is calculated to be
5.77 and 5.78 eV for the bulk and (001) surface, respectively.
The negligible diﬀerence indicates a chemically smooth
termination without sub-bandgap surface states. The cleaved
planes are weakly bound and held together by van der Waals
interactions between the Sb lone pairs.
As the crystal structure gets more complex, the change of the
ionization potential between the bulk and the surface increases,
with 4.90 and 4.31 eV for bulk and (100) surface of Cs2Sb8S13,
and 6.07 and 5.29 eV for the bulk and (100) surface of
(CH3NH3)2Sb8S13. The greater diﬀerence between surface and
bulk values indicates the presence of more surface states than in
stibnite due to the complex chemical environment and greater
amount of bond cleavage at the interface, especially for the
hybrid (CH3NH3)2Sb8S13 material. While we have conﬁrmed
there is no macroscopic dipolethe electrostatic potential
plateaus to the same vacuum level on each side of the slabthe
electrostatic ﬂuctuations toward the surface are signiﬁcant. This
highlights a potential problem in working with low symmetry
multicomponent crystals: surface and interface dipoles may be
challenging to control and could require chemical passivation
or modiﬁcation layers in order to avoid undesirable photo-
voltage losses.
The ionization potential of Sb2S3 is similar to that of
CH3NH3PbI3, which has been calculated to be 5.7 eV.
7
Therefore, similar contacts can potentially be used in these
cases including n-type oxides such as TiO2, SnO2, and ZnO and
p-type contacts such as CuSCN or even direct contact with
metals such as Mo and Au. While such device conﬁgurations
should be suﬃcient for proof-of-principle work, other factors
such as lattice matching and interfacial reactions certainly need
to be considered in future studies. The substantial diﬀerence in
band energies between the inorganic and hybrid compounds
suggests that a modiﬁcation of the electric contacts may be
required to achieve high performance even within a given
family of materials.
In conclusion, we have used ﬁrst-principles techniques to
investigate the structure and electronic properties of Sb2S3,
Cs2Sb8S13 and the hybrid compound (CH3NH3)2Sb8S13. Each
of these materials has been successfully synthesized in the past;
however, their physical properties were hitherto unknown. The
equilibrium crystal structure and the bandgap of Sb2S3 is
consistent with previous experimental studies. Both Cs2Sb8S13
and (CH3NH3)2Sb8S13 show suitable bandgaps and structures
for solar energy applications, and demonstrate that the bandgap
can be tuned by changing the cation. The work function of the
three materials has also been reported, which varies more than
the bandgap, indicating the role of surface states and
polarization for the multicomponent systems. A number of
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This chapter will be devoted to discussing the intrinsic structure instability of a range of
metal halide perovskites. As introduced in Chapter 1, the halide perovskite structure is
well known to adopt various instabilities including chemical degradation and structural
distortion. The former is caused by extrinsic factors including oxygen, moisture and
heat, and results in decomposition of the absorbing layer, which is detrimental to the
device. The latter, on the other hand, is an intrinsic property of the crystal. Due
to the flexibility of the structure of perovskites, there are a number of possibilities
for distortions. These distortions drive the crystal to undergo phase transition which
usually results in lower symmetry that could be measured by XRD or neutron diffraction.
However, these distortions could happen in such a short timescale that is much shorter
than the typical time resolution of diffraction method. Therefore, the measured crystal
space group could be determined by an average symmetry which is not representative of
the local symmetry-breaking structure. Nevertheless, it has influences on the electronic
structure which is crucial in determining the optoelectronic properties. However, the
details of the distortion mechanism in halide perovskites are not fully explored, which
is the motivation for study in this chapter.
4.1.1 Glazer notation
In 1972 Glazer developed a classification system for the tilting in perovskites as a linear
combination of different tilt modes.73 He associated the tilt systems with common phase
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transitions occurring in oxide perovskites, which has proved useful in following perovskite
studies. The Glazer notations will be introduced here.
The A cation plays an indirect role in determining the lattice parameters, usually via
the distortion of octahedron around A cation. Thus the A cation displacement is left
out in Glazer notation, only the octahedral distortion is described. The tilting of an
octahedron can be considered to be around any of three Cartesian axes a, b, and c with
certain angles. The rotation of one octahedron around one axis will force the adjacent
corner connected octahedron, in the same plane perpendicular to the axis, to rotate
accordingly. For example, if one octahedron rotates around a axis [100] with positive
angle, the successive octahedron perpendicular to a will be constrained to rotate with
negative angle, and repeat onwards. However, in the direction along the axis a, the
octahedra could either rotate to the same direction or to the opposite direction, which
corresponds to an in-phase or an out-of-phase rotation, indicated by the superscription
of +/−, respectively. A 0 indicates no tilting happens.
For instance, a0a0a0 indicates a perfect cubic structure where no tilting takes place.
a0a0c− indicates the octahedron rotate around c axis by α degrees, and in the adjacent
layer along c, the octahedron rotates with α degrees but to the opposite direction. A
two tilt system like a0b+c− indicates the octahedron tilt around b axis by β degrees with
the following layer along b axis mirroring the rotation, and also rotate around c axis by
γ degrees out of phase in the following layer along c axis. A three tilt system will be
similar.
If one denotes the rotation angle around three axes by α, β and γ, and the anion-anion





One could inspect the displacement vector for each atom in the unit cell, and combined
with the “pseudocubic” axes, assign the symmetry of the tilt system. For instance,
a0a0c+ systems will distort a and b lattice and leave c lattice intact, resulting in a
tetragonal phase. When more tilt are added the symmetry analysis becomes more
complicated. Luckily, Glazer investigated and summarised a complete set of all possible
tilt systems and the resulting symmetries in his paper in 1972, which is shown in Table
4.1. With the help of the table, XRD determined structure could be uniquely assigned
to a tilt system.
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Table 4.1: Complete list of possible simple tilt systems derived by Glazer and Stokes.
The number in brackets refer to the number of the space group73,74
Tilt system number Symbol Space group by Glazer Space group by Stokes
3-tilt system
1 a+b+c+ Immm (71) Immm (71)
2 a+b+b+ Immm (71)
3 a+a+a+ Im3¯ (204) Im3¯ (204)
4 a+b+c− Pmmn (59)
5 a+a+c− Pmmn (59) P42/nmc (137)
6 a+b+b− Pmmn (59)
7 a+a+a− Pmmn (59)
8 a+b−c− A21/m11 (11) P21/m (11)
9 a+a−c− A21/m11 (11)
10 a+b−b− Pnma (62) Pnma (62)
11 a+a−a− Pnma (62)
12 a−b−c− F 1¯ (2) P 1¯ (1)
13 a−b−b− I2/a (15) C2/c (15)
14 a−a−a− R3¯c (167) R3¯c (167)
2-tilt systems
15 a0b+c+ Immm (71)
16 a0b+b+ I4/mmm (139) I4/mmm (139)
17 a0b+c− Bmmb (63) Cmcm (63)
18 a0b+b− Bmmb (63)
19 a0b−c− F2/m11 (12) C2/m (12)
20 a0b−b− Imcm (74) Imma (74)
1-tilt system
21 a0a0c+ C4/mmb (127) P4/mbm (127)
22 a0a0c− F4/mmc (140) I4/mcm (140)
zero-tilt system
23 a0a0a0 Pm3¯m (221) Pm3¯m (221)
In this work Glazer concluded that among the possible tilt systems only 9 of them have
been found to occur in literature, the majority of which belongs to (10) Pnma and (14)
R3¯c tilt system. The reason for this was not answered.
However, it is worth noting that a few factors are not considered in the Glazer notation.
Firstly, the cation displacement are not included. When the structure takes R3¯c sym-
metry, there is no B cation displacement; however if the B site displaces from the center
of the octahedron, the inversion symmetry will be lost and the space group becomes
R3c, which is a polar group found in CsGeCl3 CsGeBr3. Secondly, the tilting are all
assumed to be rigid in Glazer notation, i.e. the shape of individual octahedra remains
unchanged. Therefore, any distortion of the octahedra, i.e. Jahn-Teller distortion, will
lead to ambiguity of the symmetry assignment, for KCuF3 for example. However Glazer
stated that in majority of the cases, despite of the distortion, the notation still provides
a good estimation for the symmetry assignment.
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4.1.2 Stabilization mechanism
In the 90s, Woodward revisited Glazer’s classification of the tilt systems. He pointed
out that, amongst the 23 tilt systems, a+a+a−, a+b+b−, a+a+c−c, a+b+c−, a0b+b− and
a0b+c− can not form a three-dimensional network of perfectly rigid octahedron without
distorting the them. Distortions of the rigid octahedron, i.e. the Jahn-Teller distortion
are necessary for maintaining the 3D connectivity. The mechanism behind the distortion
is attributed to the electronic instabilities of the metal ion. Such distortions have im-
portant consequences on the crystallography. For example, in tilt systems a+a+c− and
a+a+a−, P42/mnc appears to be more reasonable space group than originally assigned
Pmmn. Moreover, he considered the role of cation ordering in double perovskites crys-
tallography and derived a table of predicted space groups for compounds that display
both octahedral tilting and cation ordering.67
In the following work, Woodward discussed the stabilising forces in perovskite structure
at length.72 He took one step further into examining the mechanism of the octahedral
tilting by understanding the ionic bonding. First of all, the A cation coordination plays
important role in optimising the structure in terms of energy which modifies the overall
space group. Secondly, the intricate balance between attractive coulombic energy and the
repulsive non-coulombic energy determines how the octahedron and A cation arrange to
achieve maximal energy gain. By analysing the results with help of force field calculation,
he was able to correlate favoured tilt systems to the tolerance factor. For instance, for
compounds with tolerance factor greater than one, repulsive interactions dominate hence
the structure is prone to stay cubic. When tolerance factor lies in the intermediate range
(0.975 < α < 1), coulombic interactions plays bigger role hence a−a−a− tilt system
is favoured. When the tolerance factor becomes small (α < 0.975), again repulsive
interactions dominates and large rotation angles are necessary to accommodate the
undersized A cation, which leads to the orthorhombic tilt system a+b−b−.
4.1.3 Stokes derivation of symmetry relationship
After Woodward, Stokes et al. also addressed the distortions and corrected the space
group identification of Woodward and Glazer.74 First they narrowed down the 23 possi-
ble crystal structures to 15 experimentally observed space groups; then they stated that
only in one tilt system is the distortion of octahedra a necessity for the 3D connectivity
of perovskites - in other tilt systems, such distortions are allowed by symmetry but not
necessary. Based on group-theoretical analysis, they reassigned the space group of the
15 tilt systems, summarised in Table 4.1.74 Further more, they denote the + and −
tilt systems with two irreducible representations (irreps) M+3 and R
+
4 , respectively. The
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Figure 4.1: Schematic diagram showing the relationships between groups and sub-
groups, for all 15 space groups. Dashed line indicate a first-order transition. Taken
from ref.74
six-dimensional notation can be reduced to a sum of three-dimensional irreps M+3 ⊕
R+4 , which corresponds to the freezing of the vibrations with specific k vectors in the
Brillouin zone. They also derived the relations between the group and subgroups, shown
in Fig4.1.
So far, the tilting modes are all driven by the electrostatic or geometrical effects of the
crystal. The distortion of the octahedra, briefly mentioned by Woodward and Stokes, are
however electronically driven and named as Jahn-Teller distortion. Unlike rigid tilting,
Jahn-Teller distortion involves shortening and elongation of the B–X bond and some-
times off-center displacement of the B cation.179 It is caused by asymmetric occupation
of degenerate orbitals, which tend to break the degeneracy in order to find lower energy
configuration and thus results in lower symmetry of the crystal. It is most commonly
found in transition metal such as copper, where the degeneracy of the B cation can
be lifted by elongation or shortening of the B-O bond length, thereby achieving lower
energy. This process is also called orbital ordering. Sometimes this is accompanied by
the off-center displacement of the B cation resulting in a polar distortion, which is a
second-order perturbation effect of the former. Therefore it is commonly referred to as
second-order Jahn-Teller distortion (SOJT) in literature. For instance, in Ge and Sn
based compounds, stereochemically active lone pair (ns2) triggers the Ge/Sn atom to
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move off the octahedral center, resulting in a local polar configuration.30,180,181 While
for Ge compounds the final symmetry it adopts is a polar space group R3m, in Sn based
compounds the polar distortion is suppressed by the octahdra distortion.
The distortions can be measured by various diffraction and spectroscopic techniques.
XRD and neutron scattering are used to determine the overall structure and symmetry
of the crystal. The observed peaks imply the plane spacing governed by the Bragg law,
and in a powder diffraction all planes will be detected by X-ray of the same wavelength.
Lower symmetries will manifest in splitting of the peaks, corresponding to long range
order.
To look into the local structure, i.e. short-range ordering, X-ray total scattering, or pair
distribution function (PDF) is used. It obtains peaks over a long range of atom spacing,
which is a signature of certain bondings. By tracking how the peak changes over time
or temperature in very short range, one can investigate how the local arrangement of
atoms change. Meanwhile, vibrational spectroscopy such as Raman or infra-red (IR)
spectroscopy are also used to measure the vibrational frequency, a signature of the
crystal structure. When phase transition occurs, the peaks broaden or split.
4.2 Computational procedures
A class of 24 different compounds are considered in this chapter, which are ABX3, A =
Cs, Rb; B = Ge, Sn, Pb; X = F, Cl, Br, I. For each composition, four different phases are
considered, i.e. cubic Pm3¯m, orthorhombic Pnma, tetragonal P4/mbm and monoclinic
P21/m.
For each phase, the crystal structures are relaxed using functional PBEsol, with well-
converged plane wave cutoff of 800 eV. For cubic phase, k−point mesh of 8 × 8 × 8 for
the cubic phase. As cubic phase is the smallest unit cell compared to other phases, the
k−point mesh is set to a value in proportional to the lattice constants of the unit cells.
For example, for P21/m symmetry whose lattice constants doubled in three directions,
the k−point mesh is 4 × 4 × 4. The convergence threshold for the total energy and
forces are 1 ×10−8 eV and 1 ×10−3 eV/A˚, respectively. This threshold is particularly
tight, as the phonon instabilities are very sensitive to the crystal structure. To maintain
the symmetry in the relaxation process, we fix it by setting ISYMM = 1 in VASP. Both
the volume and the internal positions of the ions are fully relaxed.
In order to obtain the phonon properties, we used the open-source package Phonopy
to carry out the phonon properties. Using the finite displacement method, a supercell
is needed to capture the zone-boundary information. Therefore, we made a 2 × 2
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× 2 supercell for each crystal structure. Phonopy generates a series of displacements
for the supercell, the number of which is reduced by the specific symmetry. Then
for each displaced structure, we use VASP to calculate the forces introduced by the
displacements. Finally, we can use Phonopy again to post-process the forces and plot
the phonon dispersion, phonon density of states, phonon eigenvectors, etc.
To study how the potential energy surface changes when the crystal structure undergoes
instabilities, a series of distorted structures are generated using the package ModeMap.
The atoms are displaced along the eigenvectors of the imaginary modes over a range of
amplitudes. For each amplitude, the atoms are again fixed and the total energy of the
supercell is calculated by a single-point calculation. Given the mode eigenvectors Wλ
of a set of phonon modes λ, together with the corresponding normal-mode coordinates









where Wλ,j is the component of Wλ on atom j, mj are the atomic masses, na is the
number of atoms in the supercell used to model the displacement, q is the phonon
wavevector and rjl are the positions of the atoms. We note that Qλ absorbs the time
dependence of the position.
The double wells are then fitted to a polynomial beyond fourth order. To account for the
temperature dependence of the imaginary modes, we used an 1D Schro¨dinger equation
approach. The wavefunction of the phonons can be solved using the fitted potentials,
thus obtaining their eigenvalues. Effective (real) harmonic frequencies for the imaginary
modes are then calculated as a function of temperature to reproduce the contribution
of the modes to the anharmonic vibrational partition function. The partition function
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where ω˜ is an effective harmonic frequency which reproduces the thermodynamical prop-
erties at temperature T.
In order to analyse the distortion, we utilised the Bilbal Crystallography server to decom-
pose the irreducible representations (IREP) of a phase transition. One needs to input
a parent structure and a child structure, identifying the transitional matrix, and then
obtain the decomposition of all possible modes. Additionally, the software ISOTROPY
is used to identify the IREP of a certain instability.
4.3 Publications
4.3.1 Personal contribution
Paper 1 included CsSnX3 and CsPbX3, their phonon instabilities and the anharmonic
energy surface. I have carried out all the calculations, including the relaxation, phonon
calculation, double well potentials, 1D Schro¨dinger solver. Dr. J.M Skelton provided his
code ModeMap for map out the potential surface, and the 1D Schro¨dinger solver code
is written by Dr. J. Buckeridge.
Paper 2 (to be submitted) emphasized on the Rb compounds, in particular RbPbX3. I
have calculated the crystal structure, phonon properties and anharmonic energy surface.
The measured temperature of the phase transition of the materials are provided by Matt
Linaburg and his supervisor Professor P.M. Woodward.
Paper 3 (to be submitted) included all the possible combinations of inorganic halide
perovskites ABX3, A = Cs, Rb; B = Ge, Sn, Pb; X = F, Cl, Br, I. This paper stressed on
the different types of instabilities and their correlation of the chemistry and the structure.
I have conducted all the calculations in this draft. I utilised the code ModeMap developed
by Dr. J.M Skelton. I acknowledge the help on utilising Bilbao Crystallography server
from Dr. E. L Silva, and Dr. J.M Frost has given important guidance in renormalising
the harmonic frequency.
4.3.2 Access statement
Paper 1 is reprinted with permission from Ruo Xi Yang et al. J. Phys. Chem. Lett.
2017, 8, 4720−4726. Copyright 2017 American Chemical Society.
Spontaneous Octahedral Tilting in the Cubic Inorganic Cesium
Halide Perovskites CsSnX3 and CsPbX3 (X = F, Cl, Br, I)
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ABSTRACT: The local crystal structures of many perovskite-structured materials deviate
from the average space-group symmetry. We demonstrate, from lattice-dynamics
calculations based on quantum chemical force constants, that all of the cesium−lead and
cesium−tin halide perovskites exhibit vibrational instabilities associated with octahedral
titling in their high-temperature cubic phase. Anharmonic double-well potentials are found
for zone-boundary phonon modes in all compounds with barriers ranging from 108 to 512
meV. The well depth is correlated with the tolerance factor and the chemistry of the
composition, but is not proportional to the imaginary harmonic phonon frequency. We
provide quantitative insights into the thermodynamic driving forces and distinguish between
dynamic and static disorder based on the potential-energy landscape. A positive band gap
deformation (spectral blue shift) accompanies the structural distortion, with implications for
understanding the performance of these materials in applications areas including solar cells
and light-emitting diodes.
Since the discovery of photoconductivity in the cesium−leadhalides (CsPbX3; X = Cl, Br, I),1 the semiconducting
properties of halide perovskites have attracted signiﬁcant
research attention, including analogous compounds based on
tin.2,3 Interest has since expanded to the hybrid organic−
inorganic perovskites, with applications ranging from ﬁeld-eﬀect
transistors4 to photovoltaics5,6 and light-emitting diodes.7 This
family of materials displays a unique combination of physical
and chemical properties, including fast ion and electron
transport, long minority-carrier diﬀusion lengths, and high
quantum eﬃciencies.
The crystallography of halide perovskites dates back to the
1950s, where the high-temperature crystal structures of the
CsPbX3 series were determined to be the prototypical
cubic perovskite structure (space group Pm3 ̅m).1 The crystal
structure consists of Cs in a cuboctahedral cavity at the center
of a corner-sharing lead halide octahedral network. The same
high-temperature cubic structure was also reported for the
organic−inorganic CH3NH3PbX3 series.
8 In all cases, phase
transitions to lower symmetry perovskite phases are observed at
lower temperatures; for example, in CsPbCl3 there is a
transition to a tetragonal phase at 320 K, an orthorhombic
phase at 316 K, and a monoclinic phase at 310 K.9
In the 1970s, Poulsen et al. determined the room-
temperature structure of CsSnCl3 to be monoclinic (P21/n
type) and identiﬁed a phase transition to a higher-symmetry
structure at 393 K.10 An X-ray diﬀraction (XRD) study of
CsSnBr3 determined the structure to be cubic at room
temperature, but symmetry lowering was observed as the
temperature was reduced.11 More recently, temperature-
dependent synchrotron XRD experiments determined CsSnI3
to be cubic at 500 K, with tetragonal and orthorhombic phases
observed at lower temperatures.3 It was suggested that the
phase transitions are associated with the 5s2 lone electron pair
of Sn and the consequential distortion of the corner-sharing
octahedral metal halide framework.
Despite numerous crystallographic studies on lead- and tin-
based perovskites, the nature of the high-temperature cubic
phases of these compounds has received less attention. Analysis
of the X-ray pair distribution functions of CH3NH3SnBr3
suggested that the local cubic symmetry was broken, with
signiﬁcant distortions of the octahedral network.12 It was
recently conﬁrmed from both inelastic X-ray scattering and
neutron total scattering that the cubic phase of CH3NH3PbI3 is
also symmetry-broken.13,14 These observations have been
associated with the rotational disorder of the molecular
CH3NH3
+ cation. For inorganic halide perovskites, this
molecular disorder is absent, and instead the disorder in the
cubic inorganic halide perovskites should be due solely to the
ﬂexibility associated with the inorganic octahedral network.
It is also interesting to note that many quantum dots and
nanoparticles of halide perovskites have been reported to adopt
a cubic structure at room temperature.15,16 It was unclear
initially whether the stability of the cubic phase was due to
surface eﬀects, lattice strain, or phonon conﬁnement. However,
a recent X-ray total scattering study of colloidal CsPbX3 (X =
Cl, Br, I) nanocrystals provided the ﬁrst evidence that the local
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structure is not cubic but consists of domains with
orthorhombic tilting.17
In this Letter, we demonstrate that spontaneous octahedral
tilting is common to cesium−lead and cesium−tin halide
perovskites. Through ﬁrst-principles lattice-dynamics calcula-
tions, we assess the chemical and thermodynamic driving forces
for these instabilities. Double-well potentials are found for
“soft” phonon modes in all cases, with barrier heights ranging
from 108 to 512 meV. We also show that octahedral tilting
results in a positive band gap deformation, indicating that local
symmetry breaking would lead to a larger band gap than
anticipated from the regular cubic perovskite structure.
Octahedral Tilting in Perovskites. The aristotype cubic ABX3
perovskite structure is usually only observed at high temper-
ature, while at lower temperatures a group of lower symmetry
phases, including tetragonal, orthorhombic, monoclinic, and
rhombohedral, is found. With reference to the cubic phase, the
associated phase transitions are driven by a range of symmetry-
breaking lattice distortions. The phase diversity of perovskites
can be qualitatively explained using the concept of the tolerance
factor introduced by Goldschmidt,18 where
α = ++
r r
r r2 ( )
A X
B X (1)
with rA, rB, and rX are the ionic radii for the A, B, and X atoms,
respectively. Values of α < 1 are usually associated with
octahedral titling due to the A cation being smaller than is
optimal for bonding with the BX3 framework. This is the case
for the majority of compounds considered here, which explains
the experimentally observed orthorhombic (Pnma) ground-
state structures of CsPbCl3 and CsSnI3.
3,19
Glazer developed a simple classiﬁcation system to describe
the octahedral tilting in perovskites and to relate it to phase
transitions.20 In the Glazer notation, octahedral tilting is
described as a linear combination of in-phase and out-of-phase
rotations along the three crystallographic axes. For example, the
notation a0b−c− indicates two out-of-phase tilts along the [010]
and [001] directions (b and c axes) with distinct tilt angles.
Stokes et al. provided a group-theoretical description of the
relationships between diﬀerent tilt systems and also considered
B cation displacements within the octahedra,21,22 where the
distortion is expressed with irreducible representations such as
M3
+ or R4
+. For example, the cubic (Pm3 ̅m) to tetragonal (P4/
mbm) phase transition of CsPbCl3 can be described as a
0a0a0
→ a0a0c+ tilting or, equivalently, as the condensation of an M3
+
phonon mode.9 Woodward further provided insights into the
stabilizing chemical forces based on the bonding environment
and crystal structure (tolerance factor) of speciﬁc oxide
compounds.23,24
A search of the Inorganic Crystal Structure Database
(ICSD),25 summarized in Table 1, reveals that CsPbCl3,
CsPbBr3, CsPbI3, and CsSnI3 adopt cubic phases (space group
Pm3 ̅m) above room temperature,3,19,26,27 while CsSnBr3 and
CsSnCl3 have been reported to be cubic at room temperature
(from XRD) and CsPbF3 at 187 K (from neutron
diﬀraction).11,28,29 Recently, low-frequency Raman spectrosco-
py has shown that the cubic phase of CsPbBr3 determined by
Table 1. Comparison of Known Inorganic Halide Perovskite Phases and the Temperature at Which the Phases Are Observed
for Each Composition





28 30031 27031 10031 <29228
CsSnI3 500,









Figure 1. Harmonic phonon dispersion of ABX3 compounds in the cubic perovskite structure. The labels correspond to special points in the
vibrational Brillouin zone: Γ (0, 0, 0), ( )X , 0, 012 , ( )M , , 012 12 , and ( )R , ,12 12 12 . Imaginary frequencies are represented by negative numbers on the y
axis for convenience of plotting.
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XRD ﬂuctuates on a short time scale between diﬀerent lower
symmetry phases, but appears to be cubic on average due to the
dynamic structural ﬂexibility, a phenomenon that could be
present in other halide perovskites.30
Harmonic Lattice Dynamics. We start by computing the
harmonic phonon frequencies and dispersions for eight
inorganic halide compounds ABX3 (A = Cs; B = Sn, Pb; X =
F, Cl, Br, I) in the cubic perovskite structure. Lattice dynamic
calculations were performed using the open-source PHONO-
PY34 package with forces calculated within the Kohn−Sham
density functional theory (DFT) formalism, as implemented in
the VASP code.35,36 Particular attention was given to the
convergence of the energy and forces, 1 × 10−8 eV and 1 ×
10−3 eV/Å, respectively. Production calculations were per-
formed with the exchange-correlation functional PBEsol37,38
using an 8 × 8 × 8 sampling of the electronic Brillouin zone
and a plane-wave cutoﬀ of 800 eV. Projector augmented wave39
core potentials (reciprocal space projection) were used with
valence 4d105s25p2 electrons on Sn, 6s26p2 electrons on Pb,
5s25p66s1 electrons on Cs, and outmost ns2np5 electrons on
halogen atoms (X). Input structures were built in the cubic
perovskite structure Pm3 ̅m and the lattice volume was fully
relaxed with ﬁxed symmetry. The phonon frequencies and
eigenvectors were determined by ﬁnite-displacement calcu-
lations with a step size of 0.01 Å, performed in 2 × 2 × 2
supercell expansion of the cubic unit cell. An imaginary phonon
frequency, demonstrated as negative frequency in the phonon
band structure, indicates the presence of a structural instability;
that is, the phase is not a true local minimum on the potential
energy surface. The structure can distort along the pathway
determined by the phonon eigenvector to lower the internal
energy of the system. The energy landscape as a function of
phonon distortion amplitude is obtained by the code
ModeMap.40,41
The phonon dispersion of all eight compositions displays
imaginary frequencies (lattice instabilities) in the phonon
Brillouin zones (Figure 1). Instabilities associated with tilting of
the octahedra can be found at the Brillouin zone boundary (X,
R, M special points). All compounds exhibit M-point
instabilities. Excluding CsSnF3, all compounds also exhibit R-
point instabilities, and ﬁve of the eight systems exhibit X-point
instabilities, viz. CsSnF3, CsSnI3, CsPbCl3, CsPbBr3, and
CsPbI3. These zone boundary distortions are by deﬁnition
antiferroelectric in nature; that is, opposing polarization
induced in neighboring unit cells cancels and no long-range
spontaneous polarization is formed. In addition, all compounds
excluding CsSnBr3 (Figure 1c) exhibit Γ-point instabilities,
which is a ferroelectric distortion that will not be considered
further here.
The presence of vibrational instabilities across all composi-
tions is consistent with the scarcity of experimentally observed
cubic phases at low temperature (Table 1), as anharmonic
processes at high temperature are required for dynamic
stabilization of the phase. It is worth noting that from the
present calculations, cubic CsSnBr3, which adopts a cubic
structure close to room temperature, displays the smallest
number of phonon instabilities among all of the considered
compositions. However, the number of imaginary modes is not
necessarily related to the energetic barriers associated with the
phase transition, which is the subject of the following section.
Anharmonic Potential Energy Surface. By distorting the crystal
structure along a phonon eigenmode, the change in potential
energy as a function of distortion amplitude (Q) can be
obtained. For a harmonic phonon mode in an equilibrium
structure, the change in energy with mode amplitude should be
parabolic with the minimum at Q = 0. Double-well potential-
energy surfaces are observed in each of the cubic perovskites
studied here, which is consistent with anharmonic behavior that
can be described within Landau’s theory of phase transitions.42
The potential energy surface is well-ﬁtted by a function of the
form
= + +E Q aQ bQ O Q( ) ( )2 4 6 (2)
where a and b are ﬁtted coeﬃcients, and the former
corresponds to the square of the harmonic phonon frequency.
For imaginary modes, representing structural instabilities, a will
be negative as the energy surface forms a double well with Q =
0 as a saddle point.
Mapping and ﬁtting the anharmonic potential energy
surfaces provides access to a number of quantities, including
the depth of the well (ΔE), the normal-mode coordinate of the
local minima (ΔQ), and the curvature of the potential energy
about Q = 0. The well depth ΔE determines the energy
diﬀerence between the cubic and lower-symmetry structures
represented by the distortion, and further dictates an upper
limit to the transition rate between equivalent symmetry-
broken distorted structures. ΔQ determines the degree of
distortion that minimizes the potential energy. There are some
caveats to this approach, as follows. The phonon eigenvector
represents atomic motion by a three-component vector of
orthogonal displacements, which cannot fully describe rota-
tional motion. For soft modes involving octahedral tilting, at
large Q, the mode eigenvector may no longer accurately reﬂect
the atomic displacements. In practice, this means that a
structure at the local minimum along the mode potential may
undergo further relaxation if allowed to optimize freely, which
would produce a larger energy barrier. Second, in the case of
degeneracy, linear combinations of the eigenvectors are valid
solutions to the harmonic problem, and so the mode
eigenvectors are not uniquely deﬁned. The “true” energy
minimum may lie at a combination of the two. In high-
symmetry structures, however, the displacement pathways may
be ﬁxed by crystal symmetry.
As all eight halide-perovskite compositions studied here
exhibit singly degenerate soft modes at the M-point, we take
this as a representative instability and investigate these
imaginary modes further. The soft-mode potential wells of
the eight compounds are plotted in Figure 2. To enable a direct
comparison, the energy is calculated as a function of a
normalized mode amplitude Q, such that the energy minima for
each compound lie at Q = ±1. Across the CsPbX3 series, the
well depth increases (i.e., the distorted structure lowers in
energy relative to the cubic phase) systematically from F to I,
with the Cl and Br perovskites having similar depths. The same
trends are evident in the CsSnX3 family from Cl to I, while
CsSnF3 marks a notable exception, with a well depth
comparable to those of the Cl and Br perovskites. In addition,
CsPbX3 appears to have deeper minima than CsSnX3 in general
(excluding the anomaly CsSnF3).
Static or Dynamic Disorder. The rate of hopping between the
symmetry equivalent local minima in the potential energy
surface can be estimated in several ways. First, we consider a
classical kinetic model to compute a hopping rate (Γ) for the
structural transition
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where ν is the attempt frequency that is equivalent around the
curvature of the double-well minima, kB is the Boltzmann
constant, and T is temperature. Alternatively, we can solve a
Schrödinger equation for the double-well potential and deﬁne
an eﬀective harmonic frequency that reproduces the partition
function of the anharmonic system. Here we follow the
procedure of Skelton et al. that has previously been applied to
SnSe.40,43 The temperature dependence of the renormalized
harmonic frequency is shown for CsPbI3 in Figure 3a. It is
found that the frequencies calculated using the (athermal)
classical and (ﬁnite temperature) quantum approaches are in
good agreement subject to a scaling factor (shown in Figure
3b). At T = 300 K, the renormalization factor is 0.34, and the
quantum solutions suggest a characteristic vibration of 0.5−3
THz depending on the chemical composition. The associated
hopping rate for each compound is summarized in Table 2. We
note that rates are based on a single anharmonic mode and
neglect phonon−phonon interactions that could be considered
using a higher level of theory, for example, a self-consistent
phonon procedure.44−46
For deeper wells, the transition between equivalent
symmetry-broken local minima becomes less probable at a
given temperature, giving rise to a slower hopping rate.
Diﬀraction samples long-range order, within the penetration
depth of the coherent beam. We assume that only if the
transition rate between structures is <1 Hz would the material
phase segregate into macroscopically ordered domains. Such
slow transitions are predicted for CsPbCl3, CsPbBr3, and
CsPbI3 at 150 K. We thus conclude that this dynamic disorder
would not be observed with X-ray diﬀraction at room
temperature. The random (non-correlated) local orientations
give rise to the observed higher symmetry space group.42
Optoelectronic processes such as light absorption (fs), carrier
thermalization (fs), carrier scattering (sub ps), and recombina-
tion (ns) are all relatively fast. An adiabatic approximation can
therefore be made. From the perspective of electrons, the
potential energy surface is stationary, with ﬁxed distortions
randomly orientated throughout the bulk. Electronic and
optical processes sample the local symmetry broken structure,
and thus its inﬂuence should be included in quantitative models
of transport and device operation. The classiﬁcation between
static and dynamic disorder depends on the time scale of the
interactions. In the limit of very high temperatures (i.e., kBT≫
ΔE), all of the halide perovskites would revert to dynamic
disorder, although for the systems with large ΔE, this limit
would be much higher than the typical operating temperatures
of semiconductor devices.
Interestingly, we found that the local minima for CsSnF3
occurred at relatively small absolute values of Q, suggesting that
this perovskite might undergo a diﬀerent type of M-point
distortion to the other compounds. On examining the phonon
eigenvectors, we veriﬁed that this is indeed the case. The M-
point soft mode in CsSnF3 is an M2
− distortion, while those in
other compositions correspond to M3
+ tilts. The M2
− mode is
related to a second-order Jahn−Teller distortion where B−X
bonds shorten and lengthen, whereas the M3
+ mode represents
rigid in-phase octahedral tilting. This can be explained by
orbital mixing between the Sn 5s and F 2p orbitals, which
produces the asymmetric electron density around the B-site
that is required to support a Jahn−Teller distortion.47
Figure 2. Double-well potential energy surface associated with the soft
M-point modes in CsSnX3 (top) and CsPbX3 (bottom) from frozen-
phonon calculations. The energy surface is calculated from DFT-
PBEsol (2 × 2 × 2 supercell) and Q is the distortion amplitude. The
energy zero refers to the undistorted structure. The high-symmetry
cubic phase lies at Q = 0, and the distortion amplitude has been
normalized so that the energetic minima lie at Q = ±1. The legend
indicates the halide X in each composition.
Figure 3. (top) Renormalized phonon frequency (ω̃) for the M mode
instability in CsPbI3 from a solution of the 1D Schrödinger equation
with the well depth of 512.3 meV. (bottom) Comparison of the
renormalized eﬀective phonon frequency (ω̃300K) and the classical well
curvature (attempt frequency) for the M mode instability of all
inorganic halide perovskites considered at T = 300 K.
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Correlation between the Harmonic Frequency and ΔE. The
imaginary harmonic phonon frequency (at the saddle point)
has been assumed to be indicative of the energetic driving force
for distortions in perovskites.48,49 To assess the correlation
between the frequency and the depth of the minima, we plotted
the well depths of the M-point soft modes obtained by the
potential-energy mapping against the squared harmonic
frequency ω2 (Figure 4). From this analysis, we see that
there is little correlation between the two. Excluding the outlier
CsSnF3, the well depths span a 400 meV range, with a spread in
ω2 of 1.5 THz2. The data are scattered across the energy range,
with no clearly evident patterns of frequency distribution,
indicating that the imaginary harmonic frequencies may be a
poor proxy for the well depths. This can be understood from
the fact that the harmonic frequency reﬂects the curvature of
the potential-energy surface at the average structure (Q = 0),
which does not contain suﬃcient information to extrapolate to
the anharmonic region of the soft-mode potential.
Analysis of Figure 4 does, however, reveal a correlation
between the well depth and the tolerance factor, namely, that
compounds with larger tolerance factors tend to produce
shallower minima (i.e., the distorted structures are closer in
energy to the cubic average structure). This supports the
established simple relationship between chemical composition
and structural instability. The closer the tolerance factor to
unity, the more “cubic” a structure is expected to be. Our data
show that lower-symmetry conﬁgurations are indeed more
energetically favorable for compositions with smaller tolerance
factors.
For the CsPbX3 series, when X increases from F to I the
tolerance factor decreases from 0.90 to 0.85, and the
temperature of the cubic phase transition increases from 187
to 328, 413, and 634 K.1,27,29,50 This indicates that for
compounds with smaller tolerance factors more thermal energy
is required to lift the symmetry to cubic phase, which is in
agreement with our calculations. Structurally, when α < 1, the
A−X bonding is undercoordinated, and octahedral tilting is
required to optimize the chemical bonding environments If we
explicitly plot the well depth as a function of tolerance factor
(shown in Figure 5a), then this trend becomes apparent. There
is also a correlation between tolerance factor and the distortion
amplitude that minimizes the energy (ΔQ), shown in Figure
Table 2. Calculated Transition Rate (Γ) Across the Double-Well Potential (values in Hz)a
ΔE (meV) ν (THz) Γ at 150 K (Hz) Γ at 298 K (Hz) Γ at 500 K (Hz)
CsSnF3 144.7 8.87 1.19 × 10
8 3.18 × 1010 3.09 × 1011
CsSnCl3 108.1 2.04 4.69 × 10
8 3.05 × 1010 1.66 × 1011
CsSnBr3 127.7 1.28 6.45 × 10
7 8.93 × 109 6.64 × 1010
CsSnI3 203.7 1.12 1.55 × 10
5 4.04 × 108 9.90 × 109
CsPbF3 151.8 3.71 2.88 × 10
7 1.01 × 1010 1.10 × 1011
CsPbCl3 353.4 2.58 3.27 2.76 × 10
6 7.10 × 108
CsPbBr3 396.5 1.74 7.81 × 10
−2 3.48 × 105 1.76 × 108
CsPbI3 512.3 1.40 7.91 × 10
−6 3.08 × 103 9.62 × 106
aAs the temperature increases, the hopping rate increases, but the absolute value also depends on the attempt frequency (ν). Contributions from
quantum mechanical tunnelling are not considered. Note that the time scale of typical diﬀraction experiments is seconds, while electronic processes
(carrier transport and recombination) can occur on time scales of 10−15 to 10−9 seconds.
Figure 4. Squared imaginary harmonic phonon frequencies, ω2
(THz2) for the M-point soft modes against the well depth (meV).
The size of the markers is proportional to the structural tolerance
factors α, which range from 0.93 (CsSnF3) to 0.85 (CsPbI3). The
colors correspond to the overall mass of the unit cell, with the heaviest
being the “warmest” (CsPbI3: red) and the lightest the “coolest”
(CsSnF3: blue).
Figure 5. Double well depths and distortion amplitudes along the M-
point soft phonon modes as a function of tolerance factor. The ionic
radii used for each of the elements are Cs: 1.88 Å; F: 1.33 Å; Cl: 1.81
Å; Br: 1.96 Å; I: 2.20 Å; Pb: 1.19 Å;51 and Sn: 1.10 Å.52 The size and
the color of the circles represent the tolerance factor and relative
formula mass, as in Figure 4.
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5b. Compositions with small α require a larger distortion to the
local minimum to optimize the cation-bonding environment
due to the undercoordination.
Electronic Structure Ef fects. We further assess the eﬀect of the
M-point tilting distortions on the electronic structure by
calculating the change in the band gap along the normal-mode
coordinate Q. The band gap for all eight compounds increases
to diﬀerent extents when distorting along the soft modes
(Figure 6). This indicates that distortions from average cubic
symmetry will lead to a band gap increase in these perovskites.
Although the semilocal exchange-correlation functional (PBE-
sol) used to estimate the band gap underestimates the absolute
value, the relative shifts should be reliable. Because of the fact
that the upper valence band consists of strong Sn/Pb s and X p
antibonding character, upon tilting, the overlap of the orbitals
decreases and results in a lower energy valence-band maximum
and thus an increase in the gap.2,24,53 The ultimate eﬀect of
such distortions on the band gap will also depend on the type
of disorder. Static disorder would lead to a more pronounced
widening of the band gap, whereas dynamic disorder would
produce a less-pronounced time-averaged eﬀect. A more
quantitative description will require the development and
application of more sophisticated theories for anharmonic
electron−phonon coupling.
In summary, we have performed a comprehensive inves-
tigation of the phonon stabilities in the cubic CsSnX3 and
CsPbX3 halide perovskites (X = F, Cl, Br, I). Our results show
that all eight compounds exhibit phonon soft-mode instabilities
in the cubic phase. Examining the potential energy surface
along a representative soft-mode structural distortion reveals a
correlation between the chemical composition and structural
tolerance factor and the energetic barrier to accessing the high-
symmetry structure. We also found that the nature of the
distortions diﬀer depending on the chemistry, with CsSnF3
showing a fundamentally diﬀerent M-point distortion to the
other seven halide perovskites. The hopping rate of the
structural transition between two local minima is calculated,
which relates to the time scale of diﬀraction measurements.
Finally, we have also studied the eﬀect of the distortion from
cubic symmetry on the electronic structure and ﬁnd that, in all
cases, distortion along the M-point soft modes leads to a
widening of the band gap. There are implications on future
electronic-structure studies and assessment of the role of local
symmetry breaking and electrostatic (band gap) ﬂuctuations on
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Phase stability and transitions of rubidium lead halide perovskites RbPbX3 (X = Cl,
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We report a joint experimental and computational investigation of the family of rubidium lead
halide perovskites, which has recently been studied in the context of solar energy conversion in
photovoltaic devices. The RbPbX3 (X = Cl, Br, I) series has been synthesized, and transitions from
a high-temperature cubic perovskite phase to lower symmetry structures have been characterized
using X-ray diffraction. The observed phase stability and phase transition sequences are found to be
in good agreement with analysis of dynamical instabilities found in first-principles lattice dynamics
simulations. The depth of the anharmonic double-well instability found for Brillouin zone-centre
and zone-boundary phonon modes is significantly larger in the Rb-based compounds compared to
the Cs-based series. Condensing the unstable modes results in a large widening of the electronic
band gaps. The lattice instabilities are enhanced for heavier halides with a monotonic increase in
energy gain from Cl to Br to I, which explains the absence of a regular perovskite phase of RbPbI3.
I. INTRODUCTION
In recent years, organic-inorganic halide perovskites
have shown intriguing optoelectronic properties for elec-
tronic applications such as solar cells, light-emitting
diodes and lasing.1–6 Metal halide perovskite takes sto-
ichometry ABX3, where A refers to monovalent cation
which commonly include Cs, CH3NH3 (MA), CH(NH2)2
(FA), B is a bivalent cation Ge, Sn or Pb, and X is a
halogen anion (F, Cl, Br or I). Among various potential
candidates, hybrid methylammonium lead perovskites
(MAPbX3) are demonstrated to be an excellent light ab-
sorber material for solar cells, owing to its suitable band
gap, high absorption coefficient, and low carrier trap
densities.2,7–9 Other compositions, such as FAPbX3 are
also intensively studied as it possesses a slightly smaller
band gap for better visible light absorption.10 However,
both materials suffer from thermal instabilities which re-
sults in chemical degradation or/and phase transition
into unfavourable “yellow” phase.
To solve this problem, researchers have tried incor-
poration of inorganic cation such as Cs into MAPbX3,
FAPbX3 and MAxFA1-xPbX3 in order to stabilise the
structure. Cs incorporated FAxMA1−xPb(BryI1-y)3 has
shown increased stability against phase segregation and
decomposition, which is attributed to more ideal struc-
ture tolerance factor and enhanced entropy due to cation
mixing.11 Similarly, rubidium (Rb) has also been incorpo-
rated into hybrid perovskites.12–14 It is found that a small
percentage of Rb mixed into hybrid halide perovskites
improves the thermal stability and results in superior de-
vice performance.
Recently, Park et al. mixed 5% Rb into FAPbI3
and achieved favoured black phase and long-term sta-
bility under ambient condition.14 Zhang et al. fabri-
cated Rb-incorporated perovskite films with 20% effi-
ciency using gas quenching method and observed that
a small mix of Rb leads to better photovoltaic perfor-
mance in both double-cation and triple-cation perovskite
systems.13 Further more, Park et al. reported 5% Rb
incorporated MAPbI3, the optimal mixture, exhibited
larger open circuit voltage and short circuit photocur-
rent density due to lower deep-level trap density.12. It
appears from these experiments that the improved sta-
bility and device performance of Rb mixed compounds
are not only due to structural tuning, but also benefits
from enhanced electronic structure of such compounds.
However, both experimental and theoretical research on
purely inorganic RbPbX3 perovskites are still lacking. To
understand the behaviour of mixed-cation compositions,
a thorough investigation into the materials chemistry of
RbPbX3 is first required.
In this work we reported a combination of first-
principle calculations of RbPbX3 (X = Cl, Br, I) and
their phase transition temperature from experiments.
Comparison is also made to the Cs series. We found
that cubic Rb perovskites stabilise at higher tempera-
ture than their Cs counterparts in all cases, indicating
larger thermal instability. Within both the Rb and Cs
composition series, the transition temperature follows an
increasing trend from Cl to I, implying pronounced in-
stabilities when halogen anion becomes larger. Lattice
dynamics simulations based on density functional the-
ory (DFT) showed prevalent instabilities (at 0 K) in the
cubic phases of all 6 compounds, most of which stabilis-
ing in lower symmetry, i.e. orthorhombic and monoclinic
phase. The trend in transition temperature is explained
by computationally mapping out the anharmonic energy
surface upon structural distortion and obtaining the dou-
ble well barrier. We demonstrate that, similar to the Cs
series, Rb pervoskites also undergo structural instabili-
ties at both center and boundary of the Brillouin zone.
When the anion changes from Cl to I, the double well po-
2tential in general deepens for both series, showing that
the structure is subject to lower symmetry. We also in-
vestigated the effect on the band gap when the structure
undergoes such distortion.
II. METHODS
A. Synthesis and characterization
To be completed by Woodward group.
B. First-principles lattice dynamics
A series of first-principles phonon calculations were
performed based DFT force constants. We first optimised
the crystal structure of four different phases of CsPbX3
and RbPbX3 ( X = Cl, Br, I) at fixed symmetry with
convergence tolerance at 1 × 10−8 eV and 1 × 10−3 for
energy and forces, respectively. k-point sampling is set
to 0.02 A˚, and the cut-off energy for the planewaves is
800 eV. Projector-augmented wave core potentials were
used with valence 4d105s25p2 electrons on Sn, 6s26p2
electrons on Pb, 5s25p66s1 on Cs, 4s24p65s1 on Rb, and
outmost ns2np5 electrons on halogen atoms. The phonon
frequencies and eigenvectors were determined by finite-
displacement calculations with a step size of 0.01 A˚, per-
formed in 2 × 2 × 2 supercell expansions to obtain the
zone boundary frequencies. The DFT energy and force
calculations were carried out using the quantum chem-
istry package VASP,15,16 with the PBEsol functional at
GGA approximation.17,18 The lattice dynamics is calcu-
lated within harmonic approximation as implemented in
the open source package PHONOPY.19 The energy sur-
face is mapped out with the code ModeMap.20,21
III. RESULTS AND DISCUSSION
A. Perovskite structure
For each composition, we considered four phases for
calculation: cubic (Pm3¯m), tetragonal (P4/mbm), or-
thorhombic (Pnma) and monoclinic (P21/m), as shown
in Fig.1. The details of the crystal structure is sum-
marised in Table I. The crystal structures are first con-
structed by symmetry, and then relaxed to the lowest
energy while maintaining the same space group. For the
cubic phase, the Rb series has only marginally smaller
lattice constants compared to its Cs counterpart (within
0.01 A˚). This is not surprising as the lattice constant
is largely determined by the close packed B site and
X site. However, the tolerance factor τ , defined as
τ = rA−X/
√
2rB−X is in contrast. For the Rb series,
τ is around 0.1 smaller than the corresponding Cs com-
positions due to the smaller A site cation radii, which
indicates the cavity between the BX6 framework is too
large for the cation and that the octahedra are prone to
collapse towards the cavity. This is indeed supported by
the lattice constant of the lower symmetry phases, a con-
sequence of structural distortion from the cubic phase.
For instance, while the lattice constant of the cubic phase
is very similar between RbPbCl3 and CsPbCl3, the lat-
tice constants of RbPbCl3 for P4/mbm phase is 7.65 A˚
and 5.65 A˚, compared to 7.77 A˚ and 5.68 A˚ for CsPbCl3,
respectively. P4/mbm is an intermediate phase when
the octahedra of prototype perovskites tilt in phase. The
pronounced difference in the tetragonal phases between
the two compounds suggests that Rb perovskites have
stronger tendency towards structural distortion, which is
the case for all the Rb compounds considered here.
B. Phase stability and transitions
The measured phase transition temperatures for each
composition is summarised in Table II. For RbPbCl3,
at room temperature we observe a two phase mixture
of RbPb2Cl5 and Rb6Pb5Cl16. We see the emergence
of a tetragonally distorted perovskite phase (P4/mbm,
a0a0c+ tilting) at 310 ◦C. The tetragonal perovskite
phase becomes cubic above 340 ◦C, but we also see the
emergence of an unknown phase here, so the sample may
be degrading slightly or reacting with the air at these
high temperatures.
For RbPbBr3, the room temperature behaviour is a
little unusual and probably should be reinvestigated. In
some cases the sample is almost entirely a non-perovskite
phase with the NH4CdCl3 structure. With a little heat-
ing a RbPb2Br5 phase becomes dominant in the X-ray
diffraction patterns, though this phase doesnt have the
correct stoichiometry, so it suggests secondary phase for-
mation, e.g. 2RbPbBr3 → RbPb2Br5 + RbBr. Upon
heating to high temperature things get much simpler
to understand. At 270 ◦C the sample becomes single
phase orthorhombic perovskite (Pnma, ab+a tilting).
With further heating, the orthorhombic distortion de-
creases until it becomes a tetragonal perovskite at 350
◦C (P4/mbm, a0a0c+ tilting).
For RbPbI3, it adopts the orthorhombic NH4CdCl3
(non-perovskite) structure at room temperature and re-
tains the structure up to roughly 320 ◦C where it starts
to decompose.
C. Anharmonic lattice dynamics
From our lattice dynamics calculations, the presence of
imaginary harmonic phonon frequencies indicates the dy-
namic instability of certain phases. All compositions in
the cubic phase show at least one imaginary mode in the
Brillouin zone, indicating simultaneous multiple instabil-
ities. To search for the ground state phase, the phonon
spectrum of all four phases for these compositions are
3FIG. 1. Illustration of RbPbI3 in four different phases, from left to right: cubic, tetragonal, orthorhombic and monoclinic
perovskite crystal structure.
TABLE I. Calculated crystal structure parameters for 6 compositions. τ represents the Goldsmidt structure tolerance factor.
Composition τ Pm3¯m P4/mbm Pnma P21/m
RbPbCl3 0.83 a = 5.60 A˚
a = 7.65 A˚
b = 5.65 A˚
a = 7.54 A˚
b = 7.94 A˚
c = 10.85 A˚
a = 10.86 A˚
b = 11.13 A˚
c =10.94 A˚
β = 89.94◦
RbPbBr3 0.83 a = 5.85 A˚
a = 8.00 A˚
b = 5.92 A˚
a = 7.83 A˚
b = 8.32 A˚
c = 11.36 A˚
a = 11.35 A˚
b = 11.66 A˚
c = 11.43 A˚
β = 89.87◦
RbPbI3 0.82 a = 6.23 A˚
a = 8.53 A˚
b = 6.30 A˚
a = 8.23 A˚
b = 8.89 A˚
c = 12.09 A˚
a = 12.11 A˚
b = 12.10 A˚
c = 12.11 A˚
β = 94.38◦
CsPbCl3 0.93 a =5.61 A˚
a = 7.77 A˚
b = 5.68 A˚
a = 7.69 A˚
b = 7.99 A˚
c = 11.12 A˚
a = 11.10 A˚
b = 11.12 A˚
c = 11.10 A˚
β = 91.82◦
CsPbBr3 0.92 a = 5.86 A˚
a = 8.11 A˚
b = 5.95 A˚
a = 7.98 A˚
b = 8.37 A˚
c = 11.64 A˚
a = 11.57 A˚
b = 11.63 A˚
c = 11.57 A˚
β = 92.75◦
CsPbI3 0.89 a = 6.24 A˚
a = 8.61 A˚
b = 6.35 A˚
a = 8.37 A˚
b = 8.94 A˚
c = 12.38 A˚
a = 12.26 A˚
b = 12.37 A˚
c = 12.26 A˚
β = 93.66◦
computed and the results are summarised in Table II.
For RbPbCl3, RbPbBr3, RbPbI3 and CsPbI3, Pnma,
i.e. the a−b+a− tilting system by Glazer notation, is
the ground state. For these compounds, the cubic struc-
ture is not dynamically stable even when the octahedra
tilt around one axis, and has to undergo out-of-phase
rotation around a and c axes to stabilise, resulting in
Pnma symmetry. For RbPbBr3, RbPbI3 and CsPbBr3,
P21/m is the ground state, suggesting either a
+a−c− or
a+b−c− tilt system stabilising the structure, depending
on whether a and c axes are equal length. It is worth
noting that for RbPbBr3 and RbPbI3, both Pnma and
P21/m are the stable phases, showing that further dis-
tortion from Pnma structure is allowed but not necessary
to stabilise the perovskite structure.
D. Phonon mode analysis:
The phonon dispersion showed various instabilities, i.e.
imaginary frequencies at the Γ, X, M and R points in
the Brillouin zone. By group theory analysis, the most
negative phonon modes can be categorised as Γ−5 , M
+
3 ,
R+4 , and X
+
5 . The imaginary frequency indicates that the
structure is unstable against the restoring force, which
can lead to a phase transition or dynami fluctuations
around an average structure.
In order to quantify the nature of each imaginary
phonon, we computed the energy landscape of each dis-
tortion mode. From the Landau theory of phase transi-
tions, the free energy of the system can be expressed as
a Taylor expansion of an order parameter,22 in this case
the phonon modes:
4TABLE II. Measured phase transition temperatures (◦C) for 6 compounds and calculated phonon-stable phase (no imaginary
modes) for each composition. RT refers to room temperature
Pm3¯m P4/mbm Pnma P21/m Non-perovskite Phonon stable
RbPbCl3 340 310 RT Pnma
RbPbBr3 350 270 RT Pnma, P21/m
RbPbI3 RT Pnma, P21/m
CsPbCl3 47 42 RT None
CsPbBr3 130 88 RT P21/m
CsPbI3 300 300 RT Pnma
∆E(Q) = aQ2 + bQ4 +O(Q6) (1)
where E is the change in total energy with respect to the
original structure, a and b are materials dependent coef-
ficients. The a equals to the harmonic frequency square,
i.e. the curvature at the saddle point of the potential
energy surface, which is negative in the case of imagi-
nary modes. For imaginary modes, the energy landscape
will take the form of a double well potential shown in
Fig.2, which give several quantities of interests: the en-
ergy barrier ∆E, the curvature at the minima (attempt
frequency in classical hopping model), the distortion am-
plitude ∆Q. We summarise these quantities in Table III.
For each of the anharmonic modes, Rb perovskites ex-
hibit much larger well depths compared to the Cs series,
indicating stronger unstable tendency (Table III). This
behaviour is explained by the smaller tolerance factor of
Rb compounds: the cation radii is too small for the oc-
tahedral network, which tend to collapse to optimise the
cation coordination environment. Meanwhile, in XRD
experiments the Rb series has higher transition temper-
ature for higher symmetry, meaning that higher ther-
mal energy is needed to lift the symmetry from lower to
higher. This is consistent with the calculated deeper well
depths.
While the contrast between Rb and Cs compounds is
present for all instabilities, it is more obvious for the X−5
and Γ−5 instabilities that are both related to A cation
off-center displacements. This behaviour suggests that
much larger energy gain for Rb compounds when they
displace from original position to optimise the coordina-
tion environment.
Meanwhile, within the Cs series, the well depths go
through a monotonic trend with the halogen atom: when
X goes from Cl to I, the well depth increases for all
the instabilities, as previously reported.23 From previ-
ous measurements, CsPbX3 experiences increasing tran-
sition temperature from Cl to I for the cubic phase (see
Table II). For RbPbX3, the trend is similarly monotonic
for mode M+3 and X
−
5 , an in-phase tilting mode and an
A-site off-centering mode, respectively. For the Γ−5 and
R+4 modes, RbPbCl3 and RbPbBr3 did not follow such a
trend. However, RbPbI3 still has the largest well depth
in all cases.
Analysis of XRD measurement confirms that all Rb
composition adopt non-perovskite structure (NH4CdCl3)
at room temperature. Compared to CsPbCl3 and
CsPbBr3 which adopts an orthorhombic structure at
room temperature, Rb compounds again show more re-
markable tendency of instability. At elevated tempera-
ture, RbPbCl3 and RbPbBr3 start to transform into the
corner-connected perovskite structure. RbPbCl3 trans-
forms into tetragonal phase at 310 ◦C, and further into
cubic pervoskite at 340 ◦C; while RbPbBr3 becomes or-
thorhombic at 270 ◦C and tetragonal at 350 ◦C. Despite
the absence of cubic phase for the latter, we could prelim-
inarily conclude that RbPbBr3 has higher transition tem-
perature, to some degree agreeing with the calculation.
For RbPbI3, upon heating, the non-perovskite structure
is retained and eventually decomposes at 320 ◦C, which
proves that the structure was unable to transform into
high symmetry even at higher thermal energy, consistent
with the deepest well depth calculated.
E. Consequences on electronic structure
Recently it has been reported that adding Rb into
MAPI3 or FAPI3 improves the performance of the active
layer. However the band gap of the non-perovskite phase
RbPbI3 was reported to be 2.6 eV to 2.8 eV
24,25, which
is too large for an ideal absorber, and a solid-solution
would shift the band gap away from the ideal Schockley-
Quiesser range. The proposed explanation is that incor-
poration of Rb serves as a motif to tune the tolerance
factor close to unity hence stabilising the structure, and
also that the A-site mixing can add configurational en-
tropy to lower the free energy.
To understand what effect it has to incorporate Rb on
the electronic structure, we calculated the band structure
of 6 compounds in each phase with PBEsol functional.
The cubic compounds all have direct band gap at the
R point. The band edge is predominantly determined
by the B site cation and the halogen atom, hence the
difference between a Rb compound and Cs compound is
negligible. When the halogen atom increases from Cl to
I, the band gap decrease as a result of increasing energy
level of the halogen p orbital. In the case of cubic phase,
as the lattice constant is largely determined by the B
and X site, hence the A site has little influence on the
band edge. Although GGA-DFT is known to underesti-
5FIG. 2. Calculated anharmonic potential energy surfaces for a series of imaginary phonon modes in six compounds.








∆E ∆Q ∆E ∆Q ∆E ∆Q ∆E ∆Q
RbPbCl3 359 14.6 934 39.5 1032 40.7 203 13.2
RbPbBr3 209 19.7 945 62.6 932 62.7 209 15.7
RbPbI3 370 21.4 1053 85.4 1056 85.4 275 20.4
CsPbCl3 14 6.4 353 30.3 369 30.5 3 4.7
CsPbBr3 22 9.5 397 49.3 389 51.0 7 7.0
CsPbI3 37 12.6 512 70.3 520 75.2 12 8.7
mate the band gap for semiconductors, the relative trend
between similar compounds should be reliable.
As already shown in the previous section, Rb suffers
from stronger tendency towards structural distortion. To
investigate how it affects the electronic structure, we cal-
culated the band gap of the orthorhombic phase. In-
deed, the band gap for the orthorhombic Pnma phase
of Rb compounds are all larger than their Cs counter-
parts in orthorhombic phase, as shown in the supporting
information. The pronounced difference in band gap of
the orthorhombic phase between Cs and Rb compounds,
compared to the cubic phase, is a result of the larger
distortion in Rb compounds.
We computed the change in the band gap under certain
distortion mode using frozen phonon approach. As shown
in Fig.3 the band gap for all the compositions increases
upon distortion, as symmetry-lowering allows addtional
orbital hybridization to occur.26 The Rb compounds in
all cases have a larger ∆Eg than Cs compounds, indicat-
ing a larger influence on the electronic energy.
Another interesting point is that the magnitude of
change in band gap differs for different types of distor-
tion. While the tilting modes (M+3 and R
+
4 ) have the
most significant influence on the Eg, the X
−
5 mode, which
corresponds to A cation displacements, has the minimal
influence. This again supports the indirect role the A
cation plays in forming the band structure.
There are important implications for the mixed A-
cation layers used in solar cells when considering the band
gap, recombination process and charge transport of such
systems. The incorporation of Rb compounds may re-
sult in Rb-rich phase with larger band gaps than other
6region. Fortunately, it would not be detrimental to the
device since it does not accelerate recombination (no elec-
tron or hole trapping), but at the sacrifice of some longer
wavelength optical absorption.
IV. CONCLUSIONS
We have reported a joint computational experimen-
tal study on the crystal chemistry of Rb halide per-
ovskites. We used DFT to calculate the the phonon
dispersion of four different phases (cubic, tetragonal, or-
thorhombic, monoclinic) for six Cs and Rb lead halide
perovskites. For cubic phase we identified four different






5 ) and mapped out the
corresponding double well potential. We found good cor-
relation between the depth of the double well potential
and the measured temperature of the phase transition
to higher symmetry. The deeper double well shows in
Rb compounds that Rb suffers from more severe struc-
tural instability than Cs compounds. The consequence
is larger change in the band gap upon distortion in Rb
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7FIG. 3. Calculated change in the band gap with respect to the cubic symmetry under different distortions.
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A common feature of perovskite structured materials is that the local crystal structure can deviate strongly
from the average space group symmetry. We demonstrate, from lattice dynamic investigations based on
quantum-chemical force constants, that all inorganic halide perovskites exhibit lattice instabilities in their
high-temperature cubic phase. These instabilities include cation displacements (Γ−4 and X
+
4 ), octahedral
titling (M+3 and R
+




5 ). The magnitude of the insta-
bilities varies depending on the chemical identity and radius of the underlying composition. Amongst all the
halide perovskites, the octahedral tilting instability reduces as the tolerance factor increases, whereas cation
displacements and Jahn-Teller type distortions do not display such trend but depend more on the chemistry.
The condensation of these modes gives rise to a variety of distorted perovskite structures at low temperature.
At higher temperature, there exists a combination of different distorted structures which gives an average
crystal structure. We provide quantitative insights into the thermodynamic driving forces and the impact
of the instabilities on the macroscopic physical properties. The structural fluctuation of perovskites have
important implications on their electronic processes.
Since the discovery of photoconductivity in the cae-
sium lead halides (CsPbX3 [X = Cl, Br, I])
30, the
semiconducting properties of halide perovskites have at-
tracted significant research attention, including anal-
ogous compounds based on Sn and Ge.21,46,51 In-
terest has since expanded to the hybrid organic-
inorganic perovskites with applications ranging from
field-effect transistors,29 photovoltaics,24,27 and light-
emitting diodes.32 This family of materials display a
unique combination of physical and chemical properties,
including fast ion and electron transport37,54,62; long car-
rier diffusion lengths45 and high quantum efficiencies.41
The crystallography of halide perovskites dates back to
the 1950s, where the high-temperature crystal structures
of the CsPbX3 series were determined to be the archety-
pal cubic perovskite structure (space group Pm3¯m).
The same structure was reported for the CH3NH3PbX3
series.53 In all cases, phase transitions to lower symme-
try perovskite phases are observed at lower temperatures,
e.g. in CsPbCl3 there is a transition to a tetragonal phase
at 320 K, an othorhombic phase at 316 K, and a mono-
clinic phase at 310 K.16
The nature of the high temperature cubic phase of the
halide perovskites has received less attention. Analysis
of the X-ray pair distribution functions of CH3NH3SnBr3
suggested that the the local cubic symmetry was broken
with significant distortions of the corner-sharing octa-
hedral network.56 It was recently confirmed, from both
inelastic X-ray and neutron total scattering that the
a)Electronic mail: a.walsh@imperial.ac.uk
cubic phase of the prototype hybrid halide perovskite
CH3NH3PbI3 is also symmetry broken.
3,13,33 These ob-
servations have been associated with the rotational dis-
order of the molecular CH3NH3
+ cation.
Comparatively little work has been done on the in-
organic halide perovskite counterparts. It was recently
shown by X-ray total scattering that CsPbX3 nanocrys-
tals always exhibit orthorhombic tilting of the octahedra
within locally ordered subdomains.8 Furthermore, low-
frequency Raman scattering has confirmed that CsPbBr3
undergoes dynamical polar fluctuations at 300 K, even
though analysis of XRD measurement suggests the struc-
ture to be cubic at that temperature.57
In this work, we demonstrate that vibrational insta-
bilities are common to all inorganic halide perovskites
ABX3 (A = Cs, Rb; B = Ge, Sn, Pb; X = F, Cl, Br,
I). The dynamic disorder in the cubic perovskite phase
is a consequence of the flexibility associated with the
corner-sharing network of inorganic octahedra, which en-
compasses rigid-unit modes, distortions of the octahe-
dra, and cation displacements. Through first-principles
lattice-dynamics calculations, we assess the chemical and
thermodynamic driving forces for these instabilities, as
well as consequences for the materials properties.
I. CLASSIFICATION OF STRUCTURAL INSTABILITIES
OF PEROVSKITES
The aristotype cubic ABX3 perovskite structure is usu-
ally accessible at high temperature, while at low tem-
perature an assortment of lower symmetry phases (e.g.
tetragonal, orthorhombic, monoclinic, rhombohedral) are
2observed. The lattice distortions associated with these
transitions can be divided into three categories: (i) po-
lar displacement of A or B cations away from their high
symmetry position; (ii) rigid tilting of the corner-sharing
BX6 octahedral network; and (iii) Jahn-Teller distortion
of the BX6 octahedra.
5,20,31,55
Cation displacements are usually responsible for so-
called “proper ferroelectricity”, which is associated with
the presence of a soft phonon mode at the Γ point
in the phonon Brillouin Zone. For example, BaTiO3
and PbTiO3 exhibit spontaneous polarization due to
the displacement of the Ti atom from the center of its
octahedron.28 The displacement takes place at the Bril-
louin Zone center which implies identical polarization for
every neighbouring unit cell and thus a macroscopic po-
larization.
On the other hand, octahedral tilting is usually re-
lated to zone-boundary soft phonon modes (e.g. at the
M ( 12 ,
1






2 ) special q points in the first
Brillouin Zone of the cubic perovskite), which result in
an expansion of the unit cell and lead to opposite polar-
ization in the neighbouring unit cells cancelling out. Due
to this, it is often referred to as an “antiferroelectric”
distortion. An in-phase tilting corresponds to M+3 mode
denoted by + in Glazer’s notation17, whereas an out-of-
phase tilting correspond to R+4 mode denoted by − sign.
A linear combination of both modes can define all the
possible rigid tilting modes in the perovskite systems.20
The third type is the Jahn-Teller (JT) distortion,
which involves distortion of the octahedra by elongation
or shortening of the B-X bonding and sometimes off-
centering of the B cation. First-order JT distortion is
commonly observed for transition metals such as copper
with degenerate electronic ground states. This behaviour
arises due to partial occupancy of a d band, where the
degeneracy can be lifted to lower the energy by shorten-
ing/elongating the bonds (e.g. d9 for Cu 2+ in KCuF3).
This may be accompanied by an off-centering displace-
ment of the B cation, which results in a polar distor-
tion. It is a second-order effect and usually referred to as
second-order JT distortion.?
Importantly, the outlined distortion mechanisms are
not necessarily independent but can couple with each
other through anharmonic phonon-phonon interactions.
Benedek et al. found that this coupling acts to suppress
ferroelectricity in many perovskites.5 Moreover, there
has been large interest in designing new “hybrid im-
proper” ferroelectricity through coupling between non-
polar modes in Ruddlesden-Popper phase perovskites.4
In particular, tilting coupled with Jahn-Teller distor-
tions (so-called “pseudo” rotations) are widely consid-
ered to be a new route for designing novel multiferroic
materials.9,52,61
FIG. 1. a) Potential energy surfaces as a function of nuclear
coordinate Q. The differences between harmonic and anhar-
monic energy surface are shown. b) Schematics of three differ-
ent types of distortion in cubic perovskites. The ferroelectric
displacement is associated with a zone-centre phonon mode
that leads to macroscopic electric polarization. The octah-
dral tilting is associated with a zone-boundary phonon mode,
resulting in an expansion of the unit cell. The JT distortion
can be associated with either a zone-centre or zone-boundary
mode. The three types of distortion may coexist in real ma-
terials.
II. METHODS
Density functional theory (DFT) as implemented in
the pseudopotential plane-wave code VASP25,26 was used
to relax the crystal structure of all 24 inorganic halide
compounds ABX3 (A = Cs, Rb; B = Ge, Sn, Pb; X =
F, Cl, Br, I). in each of four commonly-observed phases
viz. cubic Pm3¯m, tetragonal P4/mmm, orthorhom-
bic Pnma and monoclinic P21/m. Model structures
were downloaded from the Inorganic Crystal Structure
Database (ICSD) where available for each composition,
3and the remaining generated by atomic substitution.
The structures were fully relaxed with the exchange-
correlation functional PBEsol.7,34,35 Explicit convergence
testing identified a plane-wave kinetic-energy cutoff of
800 eV and an electronic Brillouin zone sampling with a
8×8×8 mesh (for the cubic and orthorhombic phase) to
provide accurate phonon frequencies. A k-point mesh of
6×6×8 for tetragonal phase, and 4×4×4 for the mono-
clinic phase was used.
The formation enthalpy of each crystal can be calcu-
lated as: ∆HABX3 = EABX3 −µA−µB − 3×µX , where
EABX3 is the total energy obtained in DFT calculation,
µ are the chemical potentials of the constituent atoms.
When comparing the differences in ∆HABX3 between dif-
ferent phases for the same composition, the terms µ can-
cel and ∆H is simply the difference in DFT total energies
for the different phases.
Harmonic phonon dispersion and density of states
(DoS) curves were obtained using finite displace-
ment method implemented in the open-source package
Phonopy, with VASP used as the force calculator. A se-
ries of symmetry-independent displacements were gener-
ated in 2×2×2 supercell expansion for each phase, chosen
to be commensurate with the zone-boundary symmetry
points, to obtain the force–constant matrices, which were
then used to obtain phonon frequencies and eigenvectors
at arbitrary phonon wavevectors q.
To map out the anharmonic potential energy surfaces
associated with the phonon instabilities, we use the open-
source ModeMap package.42,43 A sequence of displaced
structures in a commensurate supercell expansion are
generated by displacing along the eigenvectors of the
imaginary harmonic modes over a range of amplitudes
of the normal-mode coordinate Q, and the total ener-
gies of the “frozen phonon” structures are evaluated from
single-point DFT calculations. The E(Q) curves are then
fitted to a polynomial function, with the number of terms
depending on the form of the potential well. These an-
harmonic energy surfaces then effectively include higher-
than-second-order terms in the potential energy as a
function of nuclear coordinates.
III. PHASE DIVERSITY OF INORGANIC HALIDE
PEROVSKITES
A search of the literature shows that only a fraction
of the 24 chemical combinations studied here have been
reported experimentally, as summarised in Table I. The
majority of the inorganic halide perovskites are reported
to adopt the cubic structure (space group Pm3¯m) at high
temperature, including CsGeCl3, CsPbCl3, CsPbBr3,
CsPbI3, CsSnI3, RbGeI3, RbPbF3,
1,10,11,38,49,50,59 while
CsSnBr3 has been reported to be cubic at room
temperature.21
The phase diversity can be qualitatively explained
using the concept of tolerance factor α introduced by
Goldschmidt18 where:
α = (rA + rX)/
√
2(rB + rX) (1)
Values of α < 1 are usually associated with octahedral
titling due to an A cation that is smaller than the ideal
value for the BX3 octahedral framework. This is the
case for the majority of compounds considered here (see
Table I), which explains the most stable phases being
identifies in lower-symmetry space groups, in particular
Pnma, which is the ground state structure of CsPbCl3,
CsSnI3, RbPbF3, RbPbI3.
1,11,50,59
However, many of the Ge compounds have α > 1,
which often leads to B-site displacements and hence to
polar structures due to loss of centrosymmetry. For in-
stance, CsGeCl3, CsGeBr3 and CsGeI3 are reported to
undergo an order-disorder phase transition from cubic to
rhombehedral (R3m) at ambient conditions.39,46
We computed the formation enthalpy and phonon dis-
persion of four phases for each composition. Imaginary
frequencies (soft modes) present in the phonon disper-
sion indicate anharmonic instabilities, whereas the ab-
sence of imaginary frequency indicates a potential-energy
minimum. The stable phases for each composition are
summarised in Table I. None are stable at the cubic
or tetragonal phases, with the corresponding dispersion
curves showing soft modes across the whole Brillouin
zone, indicating multiple dynamical instabilities. Simi-
larly, the tetragonal phases, derived from the cubic struc-
ture by in-phase octahedral rotation with Glazer nota-
tion a0a0c+17, also show multiple instabilities, indicat-
ing that the tetragonal phase is a an intermediate on the
symmetry lowering path from cubic to the lowest-energy
symmetry-broken ground state.
The lower-symmetry phases of all compositions have
lower formation enthalpies than the respective cubic
phase, and the orthorhombic Pnma and monoclinic
P21/m phase also have lower formation energies than
tetragonal P4/mmm structure, showing that additional
distortions will further lower the energy (Table I). The
tetragonal phases are both dynamically and energetically
unstable at this level of theory. However, we do not ob-
serve any large difference in formation enthalpy between
Pnma and P21/m phases, implying that the energy gain
for further lowering the symmetry from orthorhombic to
monoclinic is small. The formation enthalpy difference
can therefore explain why the orthorhombic phase is most
commonly observed among the halide perovskites.
IV. HARMONIC PHONON INSTABILITIES IN CUBIC
PEROVSKITES
All compounds were found to exhibit imaginary
phonons at certain points in the phonon Brillouin zone.
(Table II) All compounds exhibit Γ-point instabilities,
excluding CsSnBr3. All compounds exhibit X-point in-
stabilities, excluding CsPbF3, CsSnBr3 and CsSnCl3. All
compounds exhibit M -point instabilities. All compounds
4TABLE I. Difference in formation enthalpy ∆H for tetragonal (P4/mbm, a0a0c+) , orthorhombic (Pnma, a+b−b−) and
monoclinic (P21/m, a
+b−c−) phases of the ABX3 perovskites with respect to the cubic phase (Pm3¯m, a0a0a0). Phases
identified as being phonon stable and experimentally-observed structures are also given. The tolerance factor is calculated
using the Shannon ionic radii where available40, the radii for Sn(II) (1.15 A˚) is referenced from ref22.
Composition ∆H (meV/formula) Phonon stable phase Experimentally observed Tolerance factor
P4/mbm Pnma P21/m
CsGeF3 -0.9 -1 -0.7 1.11
CsGeCl3 -0.3 -1 -0.3 Pm3¯m at 449 K/ R3m at RT
58 1.02
CsGeBr3 -2.6 -4.0 -1.1 R3m at RT
47 1.01
CsGeI3 -2.6 -4.4 -0.2 R3m at RT
47 0.98
CsSnF3 0.2 -1.8 -2.5 0.92
CsSnCl3 -0.9 -27.7 -27.3 Pm3¯m at RT
2 0.88
CsSnBr3 -22.8 -35.9 -35 Pnma and P21/m Pm3¯m at RT, Pnma at 100 K
14,15 0.87
CsSnI3 -634.1 -692.9 -691.8 P21/m Pm3¯m at 500 K; Pnma at RT
11 0.86
CsPbF3 -20.4 -32 -32 Pnma and P21/m Pm3¯m at 186 K; R3c at RT
6,12 0.90
CsPbCl3 -63.8 -85.5 -85.3 Pm3¯m at 320 K; Pnma at 310 K
16 0.87
CsPbBr3 -72.5 -100.5 -100.4 P21/m Pm3¯m at 403 K ; Pnma at 361 K
19 0.86
CsPbI3 -94.4 -137.5 -137.3 Pnma Pm3¯m at 634 K
50 0.85
RbGeF3 -0.7 -0.1 -0.7 1.05
RbGeCl3 -8.2 -1.8 -12.3 0.98
RbGeBr3 -17.8 -22.4 -26.5 0.97
RbGeI3 -41.3 -47.4 -65.2 Pm3¯m at 533 K
48 0.95
RbSnF3 -73.2 -97.9 -97.9 0.87
RbSnCl3 -105.4 -156 -155.8 0.84
RbSnBr3 -103.7 -158.2 -157.7 Pnma and P21/m 0.84
RbSnI3 -117.5 -185.9 -185.7 Pnma and P21/m 0.83
RbPbF3 -134.9 -188.4 -188.3 Pnma and P21/m Pm3¯m at 515 K ; Pnma at RT
59 0.86
RbPbCl3 -170.4 -249.2 -196.7 Pnma 0.83
RbPbBr3 -171.3 -255.2 -197.1 Pnma and P21/m 0.83
RbPbI3 -185.9 -289.4 -289.4 Pnma and P21/m Pm3¯m at RT
50 0.82
exhibit R-point instabilities, excluding CsGeX3 (X = F,
Cl, Br) and CsSnF3. It is worth noting that all Rb
compounds feature instabilities at every high-symmetry
point, in agreement with the fact that fewer Rb halide
perovskites are experimentally identified.
We have now established that all 24 cubic perovskites
feature vibrational instabilities. To provide a better un-
derstanding of the chemical driving forces, we can cat-
egorize the instabilities into zone-centre cation displace-
ments, zone-boundary octahedral tilting and Jahn-Teller
distortions. We will show in the following sections that
the chemistry of the compound largely determines the
types of instabilities adopted.
V. OCTAHEDRAL TILTING
Phonon instabilities corresponding to the octahedral
tilting can be found at both M point and R point in the
Brillouin zone of the cubic perovskite. Across all 24 cu-
bic halide perovksites, M instabilities are present in all
compositions, and is thus suitable for making comparison
between systems. Although the instabilities occur at the
same reciprocal-space wavevector, they can correspond
to different types of distortions in real space. The eigen-
vectors obtained from the lattice-dynamics calculations
were examined to determine the distortion type. Some
compounds adopts more than one M -point instability,
but for simplicity we confine our discussion to the “most
imaginary” phonon branch, i.e. the one lying lowest in
the phonon dispersion, with the largest negative curva-
ture of the potential-energy surface at Q = 0.
Among all the compositions, CsSnCl3, CsSnBr3,
CsSnI3, CsPbX3, RbGeBr3, RbGeI3, RbSnCl3,
RbSnBr3, RbSnI3 and RbPbX3 display an M
+
3 in-
stability corresponding to an in-phase octahedral tilting
(Glazer notation a0a0c+) illustrated in Fig.3. For
some of the compounds, particularly Rb perovskites,
it is worth noting that there are additional M -point
instabilities.
For CsGeX3, CsSnF3, RbGeF3, RbGeCl3, RbSnF3,
the lowest-lying phonon mode correspond to M−2 modes,
which are of the Jahn-Teller distortion type, which will
be discussed in detail in the following section.
Using the phonon eigenvectors associated with the M+3
mode, we mapped out the potential energy surface as a
function of the normal-mode coordinate. Fig 2 compares
the surfaces associated with M+3 instabilities in all the
compositions found to have them.
The resulting energy - normal mode coordinate all cor-
respond to symmetric double-well potentials, with the
central point Q = 0 being the perfect cubic phase.
Such anharmonic double wells are common in perovskite
structures36,60, and are a general characteristic of ferro-
5TABLE II. Summary of soft phonon modes for each compo-
sition in the cubic perovskite phase from harmonic lattice-
dynamics calculations. The notation refers to the irreducible
representation.20
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electric transitions.23,63 The negative and positive ampli-
tudes, by symmetry, are equivalent. The well depth indi-
cates the amount of enthalpy gained by breaking the crys-
tal symmetry. Shallow well depths (∆E = kBT ) suggest
that thermal energy can allow the system to explore part
of the potential that is close to the central point. The Rb
compounds (red hue) possess deeper minima than their
Cs counterparts (blue hue), indicative of a stronger ener-
getic driving force for the instability. Within the Rb or
Cs series, there are two identifiable trends: 1) the dou-
ble well depth increases monotonically when the B-site
cation is varied from Ge → Sn → Pb; 2) for compounds
with the same B-site cation, the well depth increases as
the X site is substituted from F → Cl → Br → I.
Both phenomena can be interpreted using chemical ar-
guments. Firstly, the Rb cation is too small for the oc-
tahedral cavity, which drives the collapse of the network
towards the A cation. Secondly, the interplay between
the size of the A-site cation and the volume of the cage
also determines the magnitude of the tilting instability,
i.e. the larger the ratio of the size of the cavity to the
A-site cation, the stronger the tilting. This again links
back to the tolerance factor α: the closer α is to unity,
the more likely the perovskite forms a closed packed cubic
structure. If α is very small, the octahedral network will
tend to tilt, which is reflected in RbPbX3, which have the
smallest tolerance factor (0.82 – 0.86) and the largest well
depths. On the other hand, compositions with tolerance
factors close to or greater than 1, such as CsGeX3 (0.98–
1.11), RbGeF3 (1.05) and RbGeCl3 (0.98), do not show
M+3 instabilities due to limited space in the structural
cavity.
An almost-identical trend is observed for the out-of-
phase tilting R+4 mode (see Supporting Information),
which suggests that the trend is not limited to in-phase
tilting but is common to all tilting modes.
VI. JAHN-TELLER DISTORTION
In addition to the rigid octahedral tilting, the other
compounds show a different distortion at the M point.
For most of the B = Ge perovskites and some of the B =
Sn perovskites, including CsGeF3, CsGeCl3, CsGeBr3,
CsGeI3, RbGeF3, RbGeCl3, and CsSnF3, RbSnF3, the
imaginary modes correspond to a M−2 Jahn-Teller dis-
tortion (Fig.5). Instead of rigid rotations of the octahe-
dra with the bond lengths preserved, the B-X bonds ei-
ther shorten or lengthen, and the B site moves off centre.
These compounds also show X−5 mode, is a second-order
Jahn-Teller distortion.
All these compounds have large tolerance factors rang-
ing from 0.95 to 1.1, allowing limited space for the oc-
tahedra to rotate. It is the electronic configuration of
the B-site cation that plays a crucial role. The electronic
configuration ns2np0 for heavy Group 14 elements (Ge,
Sn and Pb) is commonly associated with a distorted and
non-centrosymmetric coordination environment. The or-
bitals of the anion mix with the cation p orbitals, result-
ing in a asymmetric electron density. As the binding en-
ergy of the ns2 orbitals increases down the series (from
Ge to Pb) – in part due to a relativistic contraction –
the stability of the lower oxidation states also increases:
the“inert pair” effect. This explains why Jahn-Teller dis-
tortion is present in most germanium and tin-fluoride
perovskites (see Fig.4).
VII. CATION DISPLACEMENTS
With the exception of CsSnBr3, all the perovskites in-
vestigated in this work show Γ-point phonon instabilities
corresponding to a Γ−4 mode. The zone-center instabil-
ity corresponds to a long-wavelength phonon, and, if not
cancelled by other modes, can lead to a spontaneous lat-
tice polarization.44 In traditional ferroelectric materials,
this behaviour occurs through off-centering of the B-site
cation, for example Ti in BaTiO3 and PbTiO3. In the
halide perovskites, both the A-site and B-site cations are
susceptible to displacement.
The nature of the instabilities depends on the chemi-
cal composition. For the Ge based perovskites CsGeX3
and RbGeX3, the Γ mode involves the off-centring of
the Ge cation or movement of the bonded halogens, in
6FIG. 2. Double-well potential-energy surfaces for the phonon instabilities in compounds with in-phase tilting M+3 soft modes.
Lines with blue hue corresponds to Cs compounds, while lines with red hue corresponds to Rb compounds. The different halide
anions are differentiated by the marker shown on the legend. The normal-mode coordinate Q has been normalised so that for
each composition the minima are located at Q = 1, and the energy difference is given for a 2×2×2 supercell.
FIG. 3. Distortion of the cubic perovskite structure by con-
densation of the M+3 and R
+
4 tilting modes in CsPbBr3. The
M+3 and R
+
4 modes correspond to in-phase and out-of-phase
tilting, respectively.
agreement with the experimentally-identified polar space
group R3m adopted by CsGeCl3, CsGeBr3, and CsGeI3.
On the other hand, for Pb-based perovskites, the off-
centring is most pronounced at the A site (i.e. Cs or
Rb are displaced), while Pb remains at the centre of the
octahedra.
For Sn based compounds, this contrast depends on the
halogen. For CsSnF3, the Γ
−
4 mode has its largest com-
ponents on F, with the eigenvectors on Sn and Cs being
negligible. This is due to the light mass of fluorine. How-
ever, heavier halogens induce motion of the A-site and
B-site cations. It is worth noting that the Γ-point modes
involving mostly motion of the A-site Cs or Rb atoms
FIG. 4. In the divalent oxidation state of Ge, Sn and Pb,
overlap between the cation s and anion p states results in
filled bonding and anti-bonding combinations. Mixing of the
nominally empty cation p orbitals, which can only happen in a
non-centrosymmetric environment, stabilises the antibonding
combination and results in an asymmetric electron density
(stereochemically active lone electron pair). A distortion can
occur along any of the 6 bonds in the perfect octahedron, i.e.
with mixing of the px, py or pz orbitals.
is relatively flat across reciprocal space, suggesting it to
be a localised instability lacking in long range ordering,
which could in turn cancel out any macroscopic polar-
ization. This explains why Pb- and Sn-based perovskites
have not been identified in polar space groups.
The X-mode instabilities also involve cation displace-
ment. The X+4 distortion involves motion of A-site
cation, whereas X−5 mode leads to B-site displacement.
Similar chemical trends as observed for the Γ-point in-
stabilities can also be seen. CsGeX3, RbGeX3, CsSnF3
and RbSnF3 show X
−
5 instabilities resulting in B-site
off centring, whereas the other Sn-based and all the Pb
7FIG. 5. Jahn-Teller distortion in CsGeBr3. The B-X bonds
either shorten or lengthen, resulting in an off-centering of the
Ge cation. The corresponding phonon modes are M−2 and
X−5 . The figure is a 2×2×1 supercell of the cubic phase, in
which the two instabilities look identical. The difference is
in the neighbouring supercell in the out-of-plane direction,
where the M−2 features an instability with opposite direction,
but X−5 features a repeating instability.
based perovskites undergo X+4 distortions leading to A
site displacement. The key difference between X- and Γ-
point phonon instability is that the former involves out-
of-phase displacement in the neighbouring unit cell along
one real-space direction.
To compare the energy landscape associated with the
different cation displacement, we mapped out the mode
potential-energy surfaces for representative Γ−4 modes
(Fig.7). For the A-site displacement, it is obvious that
the double well is deeper for Rb compounds than Cs
compounds (e.g. CsPbX3 vs. RbPbX3), which can be
explained by the relatively small ionic radius of Rb (1.72
A˚ , tolerance factor: 0.82 – 0.86 for RbPbX3). In both
Cs and Rb series, changing B-site cation from Sn to Pb
results in an increase in the double well depth.
On the other hand, for B-site displacement, the dif-
ference between Cs and Rb compounds is not as large,
but depends much more strongly on the halide. For the
CsGeX3 and RbGeX3 series, and for CsGeF3, RbGeF3,
CsSnF3 and RbSnF3, the B-site instabilities are asso-
ciated with deep energetic minima. For the latter four
compounds, the Γ−4 instabilities are accompanied by large
distortions to the cage, which results in a large reduction
in energy. This is consistent with the fact that none of
them has been experimentally identified. The trend ob-
served in the B-site displacement indicates that, the dis-
placement of the B site within the octahedra is largely
independent of the A site cation, but is affected by the
bonding environment of the octahedra.
Overall, except for four anomalies fluoride compounds,
the minima associated with cation displacement are gen-
erally much smaller than for octahedral tilting, suggest-
ing it to be a secondary effect. Quantifying the energy
landscapes of the phonon instabilities thus provides im-
portant chemical insight into the design of polar materi-
als.
VIII. DISCUSSION AND CONCLUSIONS
Our work has quantified the relationship between the
structure, composition and the phonon instabilities in
halide perovskites. From a bonding perspective, a larger
tolerance factor α implies that A-site cation sits in a rela-
tively tight bonding environment and the octahedral net-
work is less prone to tilt. This is clearly evident when the
potential-energy minima along the tilt modes are plot-
ted against tolerance factor (Fig.8). As α approaches
unity, the well depths for the tilting modes (M+3 and
R+4 ) become shallower, suggesting weaker tilting insta-
bilities. There is no obvious difference between M+3 and
R+4 mode, implying that in-phase and out-of-phase tilt-
ing are equally favoured energetically.
Such trend, however, is not present for the Jahn-Teller
distortion (Fig.8), suggesting that they are not correlated
to the structure alone. The distortions occurs in com-
pound with tolerance factor larger than 0.9, whereas the
tilting mode is more pronounced for compounds for which
α < 0.9. This indicate that the second-order JT mode is
favoured in relatively small octahedra. Our calculations




For cation displacement, there is a distinction between
A- and B-site displacements. A clear boundary could be
drawn at α ≈ 0.9, below which A-site displacement is
favoured and above which off-centring of the B site is en-
ergetically preferred. Both are driven by the same JT dis-
tortions. A-site displacement can only be accommodated
when the cuboctahedral cavity is large enough, which
explains the relation to the tolerance factor. The well
depths for cation displacement are much smaller than
the other two types of distortions. The potential-energy
minima associated with cation displacement are much
smaller than for the other two types of distortions.
At high temperature, these perovskites fluctuate be-
tween equivalent structural minima. The depth of the
well and temperature determine the hopping rate be-
tween two local minima through the classical Arrhenius
equation Γ = νexp(−∆E/kBT ). At high temperature,
the compositions with small energy barriers have fast
hopping rates and experience dynamic disorder, which
leads to a cubic symmetry in diffraction on average. On
the other hand, those with larger energy barriers experi-
ence static disorder with slow hopping rates.
From a quantum mechanical viewpoint, the double well
is a potential well confining the lattice vibrational wave-
function. Large double well depth indicates low prob-
ability of phonons escaping and tunneling through the
well. At elevated temperature, the phonon start to oc-
cupy higher energy states, and the wavefunction become
less localised, and thus give an average high-symmetry
phase.
Large well depths lead to higher phase transition tem-
perature for the cubic phase. The calculated well depths
show a positive correlation with the measured phase tran-
sition temperature (Table I).
8FIG. 6. Change in crystal structure following the Γ−4 mode in both CsGeBr3 and CsPbBr3 and the X
+
5 mode in CsPbBr3. For
CsGeBr3, the Γ
−
4 mode corresponds to a B-site displacement, whereas in CsPbBr3 the same mode corresponds to an A-site
displacement. For CsPbBr3, the X
+
5 mode also corresponds to an A-site displacement, but out of phase in the neighbouring
unit cell.
FIG. 7. Comparison of the potential-energy surface along the polar Γ−4 instabilities in the ABX3 halide perovskites that show
them. Lines with blue hue and red hue corresponds to Cs and Rb compounds, respectively, and the halide anions are indicated
by the markers. The normal-mode coordinate Q has been normalised so that the minima of the wells are located at Q = 1.
As temperature decreases, the calculated possible dis-
tortion modes of high temperature cubic phase start to
condensate - the structure start to follow the distortion
vectors to lower the energy of the system. For exam-
ple, the tetragonal phase a result of condensating the
M3+ in-phase tilting mode, whereas the orthorhombic
phase Pnma is a result of condensating a combination of
M3+ ⊕R4+ (out-of-phase) modes.20
Note that, by symmetry, all compositions have these
phonon modes. These modes are highly anharmonic –
they coexist in perovskite crystals and may couple with
each other. Here we treated each mode independently
while “locking” the other modes unchanged. The inter-
action of different modes requires a many-body phonon
theory or large-scale molecular dynamics, and is beyond
our current computational capability.
In conclusion, we have carried out a comprehensive
study of the phonon instabilities in all the inorganic
halide perovskites. By explicitly mapping the potential-
energy surfaces associated with the three classes of in-
stability, we have quantified the relation between the
structure and chemistry and the dominant structural in-
stabilities. All cubic perovskites show octahedral-tilting
instabilities, but the magnitude of the tilting and the as-
sociated energetic gains depend on the interplay of the
A site cation and the octahedral cage. The JT distor-
tion and B-site displacement both tend to occur for Ge
and fluorine based compounds due to sp orbital interac-
tions. A-site cation displacement is favoured when the
A-site cation is much smaller than the cage, but results
in a moderate energy gain compared to other instabili-
ties. Due to the flexible nature of this class of materials,
the categorization and quantification of the instabilities
is especially important in directing the synthesis of new
9functional inorganic halide perovskite for optoelectronic
applications.
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Chapter 5
Vacancy defect formation in
inorganic halide perovskites
5.1 Introduction
Building on the properties of the perfect crystals discussed in the previous chapters,
here we will consider the properties of imperfect perovskites for the case of the sites
vacancies.
5.1.1 Defects in semiconductors
A semiconductor is bound to have defects or impurities at finite temperature, as governed
by the thermodynamics law G = H − TS. Defects in solids include point defects and
extended defects. The latter includes dislocations where rows of atoms are dislocated
from their perfect lattice sites, whereas point defects, as the name suggests, involves
only isolated atoms. Dislocations are usually detrimental to devices, but point defects
are not necessarily so.
Point defects can be classified into the following categories: 1) vacancy : missing atom
denoted by VA; 2) interstitial : atom occupying an interstitial site denoted by Ai; 3)
substitutional : atom B replacing a host atom A denoted by CA; 4) antisite: similar
to substitutional but the replacing atom B is also a host atom; and finally 5) Frenkel
defect pair : a complex VA - Ai where atom A displaces from its lattice site to a nearby
interstitial site.
Depending on whether the point defects are native elements within the crystal or induced
by external environment (for example doping or synthesis process), they could also be
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classified as intrinsic defects and extrinsic defects. Vacancies, interstitials and antisites
can fall in the type of intrinsic defects.
Semiconductor solids are periodic crystals, and defects create disorders in the periodicity
and naturally affects the electronic properties. They can either add extra electrons into
the crystal or remove electrons from it, and are called donor or acceptor, respectively. A
donor will promote electrons into the conduction band (CB) and acceptor creates holes
in the valence band (VB). For instance, substitutional P in Si is a donor with one extra
valence electron loosely bound and easily excited into the CB; whereas substitutional B
in Si have one less valence electron and thus becomes an acceptor and creates holes in
the VB.
Many physical properties in semiconductors are a result of the interaction between the
defects and the bulk material. Intrinsic defects of a semiconductor can self dope and
make it either p type or n type, thereby determining the carrier concentration. A type
of defects that reside within the band gap is usually called “deep center” as opposed to
“shallow defect” or “hydrogenic defect”. Deep center often acts as recombination center
for charge carriers and is detrimental for optoelectronic devices.
The equilibrium concentration of any defect depends on its formation energy. The





niµi + qEF + Ecorrection (5.1)
where the first term is the total energy of a supercell containing a defect X at charge
state q, the second term is the total energy of the perfect host crystal, ni is the number
of atoms being added (or removed) and µ is the chemical potential of the defect. EF
is the Fermi level, i.e. the chemical potential for electrons, and finally Ecorrection is a
correction term that accounts for electrostatic interactions between repeating supercells,
or for finite k-point sampling.
Equation 5.1 tells us that the concentration of a defect depends on the environment
in which the crystal is synthesised. For example, for GaN it could be grown in either
N2-rich environment or Ga-rich environment, and the different scenarios are manifest in
the chemical potentials of the corresponding elements. Hence the chemical potentials
are considered as variables, although subject to specific bounds. For example, for GaN
it will be:
µGa + µN = µ(GaN)
µGa ≤ µGa(metal)
µN ≤ µN2
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to make sure that GaN does not break down into secondary phases.
For charged defect, it also depends on the Fermi level. The thermodynamic transition
level (q1/q2) is defined as the Fermi-level position for which the formation energies of
charge q1 and q2 are equal:
(q1/q2) =
E(Xq1 ;EF = 0)− E(Xq2 ;EF = 0)
q2 − q1 (5.2)
In a typical defect formation energy diagram this will correspond to the crossing point
of a same type of defect with different charge states.
5.1.2 Recent studies on defects in perovskites
Recently, extensive studies have focused on hybrid halide perovskites, e.g. MAPI3 and
FAPI3, due to their excellent optoelectronic properties. Despite being solution processed,
they have displayed surprisingly good crystallinity and high efficiency. This behaviour
is attributed to their defect tolerance properties.89,183 The dominant point defects in
MAPI3 only produce shallow levels, which do not serve as non-radiative recombination
center. It has been proposed that such unique defect properties are due to strong anti-
bonding coupling between Pb lone-pair s orbital and I p orbitals.88,184,185
On the other hand, due to stability issues, their inorganic counterparts have also been
explored for optoelectronic applications. Pure inorganic halide perovskites such as
CsPbCl3, CsPbBr3, and CsPbI3 have exhibited excellent luminescence properties, high
quantum yield, narrow emission peak and tunable band gap.48,80,104,186 They are usu-
ally fabricated as nanocrystals, where quantum confinement plays important role in
determining the electronic structure and thus the optical properties.
Defects are a central part in understanding the physics in these materials. Kang et al.
calculated the defect formation energies for CsPbBr3, where they showed that under
Br-poor condition the dominant defects have high formation energy, and thus avoiding
Br-rich condition should be the synthesis route. Interestingly, they pointed out that
most of the defects level reside either in the band or shallow in the band gap, with a
few mid-gap defect levels with rather high formation energy. Similarly to MAPI3, they
attributed this to the unique anti-bonding VBM and bonding CBM.187
For CsPbI3, Li et al. showed that under the Pb-poor conditions, a high concentration
of the acceptor Pb vacancy can generate a high concentration of hole carriers and there
are no low-energy defects acting as recombination centers, implying preferred conditions
of synthesis.188
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Alternatively, CsSnX3 are also considered as lead-free candidates for optoelectronic ab-
sorbers. CsSnX3 have been synthesised as nanocrystals and exhibited tunable band
gap throughout the infrared and visible range using quantum size effects and halide
mixing.189 The PL decay of the Sn-based perovskites reveals that it only possesses shal-
low intrinsic defect level. Amongst CsSnX3 family, CsSnI3 is perhaps the most studied
material. Xu et al. calculated the formation energy of intrinsic defects and transition
levels of CsSnI3 and concluded that under Sn-poor condition it is a p-type semiconduc-
tor, and that only SnI defect act as a deep level that traps carriers and kills radiation.
Ultrafast optical spectroscopy was used to measure the time dependent PL decay of
melt-sythesised CsSnI3 by Wu et al. They found that the minority carrier diffusion
length approaches 1 µm, which is greatly improved compared to the polycrystalline thin
films. They proposed it is due to better crystalllinity and reduced surface defects at
the grain boundaries. The long diffusion length and carrier lifetime will enhance the
performance of the device.190
It is worth noting that, both CsPbX3 and CsSnX3 family also possess similar electronic
structure as MAPI3 does. The CB consist of mainly the B-site metal p orbital, and the
VB, on the other hand, is a mixture of the B-site metal s orbital and X-site halogen p
orbital. A-site cation does not alter the CBM and VBM directly.87 Therefore, the anti-
bonding VB and bonding CB feature is preserved in all the inorganic halide perovskites
too, a feature that is proposed to be the defect-tolerant mechanism in MAPI3.
However, a search of the literature shows that although defect properties are exhaustively
studied in hybrid halide perovskites, they are relatively less explored in the pure inor-
ganic counterparts. Work has been done on some of the individual compounds listed
above, but a comprehensive study on what role chemical substitution plays in defect
properties is still lacking. As property tuning by chemical composition is a common
method, understanding their influence on defects can be fruitful for future materials
design. Moreover, the limited work on defects in these materials only looked at the
formation energy and transition level induced by the intrinsic defects. The fact that
halide perovskites are strongly anharmonic crystals is almost always overlooked. Due to
the flexibility of the octahedral cage, it is reasonable to hypothesise that intrinsic defects
can trigger structural relaxation and lead to phase transition to lower symmetry. The
relaxation naturally lowers the total energy of the system and compensate the formation
energy of the defect. The goal of this work is to shed light on the impact of phonons in
the interaction between the defects and bulk, and what influence it has on the electronic
properties, which naturally links to the previous chapter of this thesis.
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Figure 5.1: The work flow of the defect calculation in this chapter.
5.2 Computational procedures
A combination of 9 compounds are considered: i.e. CsBX3, B = Ge, Sn, Pb; X =
Cl, Br, I. We exclude A = Rb and X = F compounds here, as they are less applied in
optoelectronic devices. Previous studies have shown that vacancy is the major part of the
defects in halide perovskites, with important consequences for the electronic properties.
Due to the considerable quantity of the compositions considered, we choose to investigate
the vacancies as a prototype class of point defect that is common in perovskite structured
compounds.
A number of 4×4×4 supercell for each composition in cubic phase is generated, and
accommodate A, B, X site vacancy, respectively. Cubic perovskites have Oh symmetry,
and thus each element only have one unique lattice site constrained by its Wyckoff
position. Therefore, each composition has three defect configurations, and each defect
configuration will have both neutral and charge states, illustrated in Fig.5.1
The defect structure is then relaxed with PBEsol functional with single k-point, 400 eV
cut-off energy, as implemented in the quantum mechanical code VASP.133,191–193 The
convergence criteria for energy is 1× 10−5 eV, and 0.01 eV/A˚ for the force. The volume
of the unit cell is fixed, based on the assumption that at dilute limit the defect will not
affect the cell volume or shape.




X . Practically, this is achieved
by explicitly setting the number of electrons in the charged supercell, for instance for
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V1−A , to be one more than in neutral supercell. The total energy (without entropy
contribution), E[final] for each defect structure is extracted after the relaxation.
Meanwhile, the total energy of the defect structures without any relaxation is also
needed. Hence, a single-point calculation is performed for each defect configuration
at the initial place, and the total energy E[initial] is extracted after. In this way the
relaxation energy can be calculated as: E[relaxation] = E[final] − E[initial].
To obtain the formation energy, the structures of metal Cs, Ge, Sn, Pb, molecules Cl2
and Br2, and solid I are relaxed. To compute the phase diagram, there are certain
constraints for the chemical potential, which forbids the element to form secondary
phases. Hence, an assortment of binaries involving these elements which appeared in
the ICSD are also relaxed, including the following compounds: CsI, CsI3, CsI4, CsCl,
GeCl4, CsBr, CsBr3, GeBr2, GeBr4, GeI2, GeI4, SnCl2, SnCl4, SnBr2, SnBr4, SnI2, SnI4,
PbCl2, PbBr2, and PbI2. Careful treatment is needed for Cl2 and Br2 which are gas
phase at ambient condition. Using the ideal gas model, the chemical potential of Br for
example can be written as a function of temperature (T) and pressure (P):
µBr = [H0 + cp(T − T0)− TS0 + Tcpln(T/T0) + kBT ln(P/P0)]/2 (5.3)
where H0 and S0 are the enthalpy and entropy of Br2 gas at ambient condition (300
K, 1 atm), which are 9719 J/mol and 245 J/mol/K, respectively.194 kB is the Boltzman
constant and cp = 3.5kB is the constant pressure heat capacity for ideal gas of diatomic
molecules. T0 and P0 are the temperature and pressure at a reference state. For Cl2,
H0 = 9176 J/mol, S0 = 223 J/mol/K at ambient condition.
194 Therefore, µBr = 0 or
µCl = 0 is not realistic as it can only be achieved at very high T or high P. To get a
reasonable estimation, at ambient condition, it yields µBr = −0.32 eV and µCl = −0.29
eV.
All the secondary phases are calculated with PBEsol functional at at least 0.005 A˚ k-
point mesh (as the unit cell size varies, the k-point MP mesh does not have constant
value for every unit cell) and 800 eV cut-off energy.
After obtaining the total energies for these compounds, formation energy diagrams can
be drawn. In equation 5.1, the defect formation energy is a function of the correspond-
ing elemental chemical potential µ, which is bound to constraints. Therefore, a phase
diagram is needed to choose a suitable set of chemical potentials in order to guarantee
the formability of the compound. The constraints for each composition is as follows, for
example for CsPbI3:
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µCs + µI ≤ ∆HCsI
µCs + 3µI ≤ ∆HCsI3
µCs + 4µI ≤ ∆HCsI4





where ∆H is formation enthalpy of the corresponding compounds, and µ is the chemical
potential which is a variable. The formation enthalpy is given by:
∆HCsPbI3 = ECsPbI3 − ECs − EPb − 3EI
∆HCsI = ECsI − ECs − EI
∆HCsI3 = ECsI − ECs − 3EI
∆HCsI4 = ECsI − ECs − 4EI
∆HPbI2 = EPbI2 − EPb − 2EI
(5.5)
where E is the total energy from DFT calculation. Note that for Br2 and Cl2, which are
gas phase at ambient condition, the number adopted in the calculations are µBr = −0.32
eV and µCl = 0.29 eV, respectively.
For the charged defects, the charged supercell is used and a compensating jellium back-
ground is inserted to preserve the overall neutrality. The formation energy of charged
defects is a function of the Fermi level, and EF = 0 is referred to the VBM. Besides, the
electrostatic potential alignment is considered by adding ∆V into the EF term, where
∆V is the electrostatic alignment for different charged states. It is calculated from the
average electrostatic potential of the 1s orbital of Cs atoms between the charged and
neutral supercell. The band gap of each composition is referenced from the literature
with the highest theory available (GW or hybrid functional) or directly measured by
experiments.
Chapter 5. Defects in halide perovskites 115
Compounds Formation Enthalpy (eV) Compounds Formation Enthalpy (eV)
CsGeCl3 -6.97 SnI4 -1.52
CsGeBr3 -6.30 GeI2 -0.99
CsGeI3 -4.18 GeI4 -1.15
CsSnCl3 -7.42 CsBr -3.79
CsSnBr3 -6.77 CsBr3 -0.56
CsSnI3 -4.64 PbBr2 -3.11
CsPbCl3 -7.77 SnBr2 -2.73
CsPbBr3 -7.07 GeBr4 -3.82
CsPbI3 -4.88 CsCl -3.99
CsI -3.08 PbCl2 -3.57
CsI3 0.42 SnCl2 -3.13
CsI4 2.17 SnCl4 -4.80
PbI2 -1.83 GeCl4 -4.87
SnI2 -1.43
Table 5.1: The formation enthalpy for each compound, calculated by equation 5.5.
5.3 Results and discussion
5.3.1 Phase diagram of each composition
After obtaining the total energy for the composition and their corresponding secondary
phases, we can draw the phase diagram for all the compositions. Fig.5.2 shows the
formation diagram for the 9 compounds, with the corresponding formation enthalpy
tabulated in Table 5.1. As the figure shows, these halide perovskites have quite narrow
window to form (shaded area). Note that our calculation only takes into consideration
the enthalpy term while neglecting all the entropy terms, which can be induced by
vibrations, disorders and defects. Therefore, the sharp bounding line is an estimation,
and, in reality, these narrow windows can be broadened due to those entropy terms.
One anomaly is that CsPbI3, from our calculation, is predicted to not be able to form
under all chemical potentials. On the contrary, it is indeed synthesised in experiments.
It can be explained by the entropy terms. In the phase diagram of CsPbI3, the two
bounding lines (blue and red) are rather close, and the entropy contributions can broaden
the lines and create an overlapping between them and thereby allow the compound to
form in a narrow range.
We can then choose suitable chemical potentials within the forming window, the values
of which are summarised in Table 5.2. Depends on the relative positions of the point
in the phase diagram, it corresponds to either anion-rich or cation-rich environment,
respectively.
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Point A (anion rich) Point B (anion poor) Eg
µB µX µB µX
CsGeCl3 -0.86 -1.02 -0.02 -1.34 3.94 (GW)
195
CsGeBr3 -0.95 -0.75 -0.02 -1.2 1.97 (GGA)
196
CsGeI3 -0.93 -0.07 -0.02 -0.53 1.59 (GW)
195
CsSnCl3 -1.87 -0.76 -0.02 -1.68 2.69 (GW)
87
CsSnBr3 -2.22 -0.35 -0.02 -1.45 1.38 (GW)
87
CsSnI3 -1.43 -0.05 -0.02 -0.75 1.35 (GW)
87
CsPbCl3 -3.07 -0.34 -0.02 -1.84 4.39 (GW)
195
CsPbBr3 -2.41 -0.42 -0.02 -1.60 2.30 (HSE)
197
CsPbI3 -1.79 -0.01 -0.02 -0.90 0.60 (HSE06)
198
Table 5.2: The chemical potentials chosen from the forming window. Point A and B
corresponds to either anion rich or cation rich environment, respectively. Last column
is the calculated electronic band gap, with the highest level theory available. All units
are in eV.
5.3.2 Neutral vacancies
From equation 5.1, with the total energies and chemical potentials, the formation energy
of neutral defects is calculated, and listed in Table 5.3.
At anion-rich environment, the formation energies for the anion vacancy are very high
- all greater than 1 eV, whereas for the B-site cation vacancy, the formation energies
are quite low, which is expected as the anion-rich/cation poor condition will naturally
allow more cation vacancies to occur. The A-site cation generally has higher formation
energies compared to the B-site cation, except for CsPbI3. This suggests that at anion-
rich environment, B-site vacancy is the dominant defect. Amongst all the compounds,
CsSnCl3, CsSnBr3 and CsPbI3 have negative formation energy for the B-site vacancy,
meaning they will spontaneously form at such growth conditions. Also, amongst all
compounds, CsGeBr3 and CsGeI3 have very high formation energies for all neutral
vacancies, meaning the formation of vacancy defects are energetically unfavoured.
At anion-poor condition, the formation energies for the anion vacancy, as expected, all
decrease. However, most of the values are still rather high (> 2 eV), except for CsPbI3,
which is 0.39 eV. In addition, the formation energies for the B-site cation all increase
and exceeding 1 eV; similarly, same trend is seen in that of A-site cation. Amongst all
compounds, CsPbI3 has the lowest formation energies for the vacancies, suggesting it to
be defect prone.
Therefore, in order to obtain better quality crystal, the compounds should all be syn-
thesised at anion-poor condition.
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Point A (anion rich) Point B (anion poor)
VA VB VX VA VB VX
CsGeCl3 1.59 0.21 3.81 1.71 1.06 3.49
CsGeBr3 3.92 2.41 5.83 4.33 3.34 5.38
CsGeI3 4.54 3.45 6.33 5.01 4.36 5.87
CsSnCl3 0.45 -0.75 3.51 1.36 1.10 2.59
CsSnBr3 1.19 -0.39 4.56 2.29 1.81 3.46
CsSnI3 1.94 0.81 4.21 2.63 2.21 3.51
CsPbCl3 1.68 1.20 4.80 3.13 4.25 3.30
CsPbBr3 1.02 0.70 3.43 2.17 3.09 2.25
CsPbI3 -0.38 -0.32 1.28 0.52 1.45 0.39
Table 5.3: The formation energy (eV) of neutral defects in 9 perovskites. Point A
and point B corresponds to anion-rich and anion-poor condition, respectively. Negative
formation energy indicate the corresponding defects form spontaneously at equilibrium.
5.3.3 Charged vacancies
With the total energy of the defect supercells obtained from DFT calculations, one can
draw the defect formation energy as a function of the Fermi level for each composition.
Both neutral and charged defects are laid out on the same plot, and the crossing point
is the charge transition level. If the transition level resides near mid gap, i.e. a few
kBT away from the band edge, the defect is a “deep centre”. They can act as a trap
for the holes or electrons, causing undesirable recombination for the electron-hole pairs,
which is usually detrimental for optoelectronic devices. Deep centers have very localised
wavefunctions that are distinct from the bulk wavefunctions. Therefore, deep levels are
usually associated with atomic displacements (lattice relaxation), e.g. vacancies with
broken bonds.
On the contrary, if the defect level is close to the VB or CB (within a few kBT ), it
is considered a “shallow defect”, with hydrogen-like wavefunctions. The shallow level
tends to conserve the bulk band structure and is in resonance with electrons in the CB
(or VB for the holes, depending on the position of the level). If the defect states locate
within the band, the defects are then fully ionised and can not trap electrons or holes.
Their binding energies can be approximated with the effective mass theory. Shallow
defects, therefore, are the origin of controlled n− or p− type conductivity.
To obtain the formation energy vs. Fermi level diagram, both neutral and charged
defect structure are fully relaxed. Combining with equation 5.1, one can draw the defect
formation energy with different growth conditions from Table 5.2. The results are plotted
in Fig.5.3-5.11.
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Eg (eV) V
−
A(0/− 1) (eV) V2−B (0/− 2) (eV) V+X (eV)(0/+1)
CsGeCl3 3.94 (GW)
195 2.97 2.93 2.83
CsGeBr3 1.97 (GGA)
196 2.37 2.30 3.05
CsGeI3 1.59 (GW)
195 3.09 3.141 4.48
CsSnCl3 2.69 (GW)
87 2.70 2.49 3.68
CsSnBr3 1.38 (GW)
87 2.21 2.17 2.80
CsSnI3 1.35 (GW)
87 2.74 2.69 3.61
CsPbCl3 4.39 (GW)
195 -0.93 1.52 4.57
CsPbBr3 2.30 (HSE)
197 -1.26 -0.23 5.02
CsPbI3 0.60 (HSE06)
198 -0.27 0.93 4.02
Table 5.4: Charge transition level for all vacancies. The number refers to the Fermi
level where the transition occur. If the value is larger than the band gap, then the
transition level is within the CB; if the value is negative, the transition level is within
the VB; otherwise it is located within the gap.
For CsGeCl3, at different growth conditions, the formation diagram does not alter much,
which can be explained by the small range of chemical potential where CsGeCl3 can be
formed. The lowest formation energy for both growth conditions belong to neutral Ge
vacancy. Other neutral vacancies all have quite high formation energies ( > 1 eV). To
put this in context, 1 eV of formation energy leads to a concentration of 10−17cm−3
at ambient condition, which is very low. At both conditions, the crossing points of
neutral defects and charged defects are all located near mid gap. The Ge2− transition
level possesses the lowest formation energy. It is not surprising as the band gap of this
compound is very large (3.94 eV). This suggests that vacancy defects are unavoidable
at any growth conditions.
Similarly for CsGeBr3, neutral Ge vacancy is the lowest lying defect in the formation
diagram. However, the absolute formation energy for all the defects are quite high (
> 2 eV), at both growth conditions. Nevertheless, the charge transition levels are all
located within the band (Table 5.4), which is preferable. This suggests that CsGeBr3 is
a vacancy tolerant material.
For CsGeI3, the situation is different. The lowest lying formation energy belong to
the acceptor vacancy VI+, making the crystal p−type by self-doping. Other defects all
possess very high formation energy. What is more interesting is that the transition levels
are all located within the band, leaving no deep centres in the band gap. Not only is
it hard for CsGeI3 to form any type of vacancy, it also does not form trap states from
vacancies, making it a defect tolerant material.
Now we discuss the Sn series. For CsSnCl3, at Cl2-rich condition, the formation energy
of neutral Sn vacancy is < 0 eV, therefore making it the most dominant defect. The
formation energy of neutral Cs vacancy is also quite low (0.45 eV). The crossing point
of donor defect and acceptor defect cross near mid gap, suggesting the electron and hole
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concentration caused by two different defects will be balanced. Moreover, the charge




Cl is within the CB, and the transition level for
VSn/V
2−
Sn is very close to the CBM, hence is a shallow defect. At Cl2-poor condition, the
dominant defects will be V +Cl, indicating a p− type defect. The transition level remains
the same at different growth conditions.
For CsSnBr3, similar to CsSnCl3, V
+
Br, p− type defect, is the most dominant at Br2-
poor condition; whereas at Br2-rich condition, the crossing points of acceptor and donor
defect are near mid gap, suggesting balanced carrier type. Also, the transition levels are
all located within the CB, suggesting all the transition levels are ionised.
CsSnI3 also features very similar result to other Sn-base compounds. At preferable
anion-poor growth condition, VI+ is the most prevalent acceptor defect. Also, all the
transition levels are located within CB.
Last but not the least, we discuss the Pb-based series. For CsPbCl3, the charged va-
cancies have lower formation energy than the neutral vacancies at Cl2-poor condition.
The crossing point of the acceptor and donor defect are near mid gap, thereby compen-
sating each other. The charge transition levels V −Cs and V
+
Cl, shown in Table 5.4, are
located within the VB and the CB, respectively. Nevertheless, V 2−Pb is 1.52 eV above the
VBM, deep into the band gap, making it a deep centre to trap electrons. Fortunately
the formation energy for this transition level is rather high, which result in rather small
concentration.
For CsPbBr3, similar features hold. Charged defects own lower formation energy com-
pared to the neutral ones, and the formation energy for V +Br is the lowest (< 0 eV) over
a large Fermi level range. Moreover, there is no deep centre from the charge vacancies.
Finally, for CsPbI3, the situation diverges from other Pb compounds. The formation
energy for the acceptor defect VI+ is smaller than zero over the meaningful Fermi level
range, suggesting spontaneous formation of charged iodine vacancy, making the crystal
p− type. V +Cs also has formation energy lower than 0 for a large Fermi level range,
however its absolute value is higher than V +I . As the band gap of CsPbI3 is also rather
small, there is no deep centre formed.
Interestingly, there are two trends we observe for the vacancy defects. Firstly, the
formation energy for the vacancies decreases as the B cation changes from Ge → Sn →
Pb, suggesting that concentration of vacancies increases as the B-cation mass increases.
Secondly, Cl-based perovskites are more likely to possess deep centres originated from
vacancies, compared to Br- and I-based compounds, as shown in Table 5.4. CsGeCl3
has three deep centres resulting from the vacancies, CsSnCl3 one shallow defect, and
CsPbCl3 one deep centre, whereas all other Br- or I-based compounds does not have
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any. This is explained by the larger band gap of the Cl-based compound. Fortunately,
for the deep centres, they all have rather high formation energy, which results in very
low concentration. Thus we can conclude that the perovskites considered in this chapter
have quite high tolerance for the vacancy defects.
5.3.4 Relaxation energy
From previous section, we learn that the perovskites are rather tolerant to vacancy
defects. However, the formation energy itself did not reveal why.
In Chapter 4, we discussed how all the inorganic halide perovskites suffer from struc-
tural distortion. In this section, we try to relate the structural distortion to the high
formation energy of the vacancies. The hypothesis is that, the structural instabilities
that condensate around the vacancy compensated the energy penalty for creating one
defect, hence reducing the defect formation energy. The degree of the instability could
be evaluated using the relaxation energy:
Erelax = Efinal − Einitial (5.6)
where Efinal is the total energy of the fully relaxed structure containing one vacancy,
and Einitial is the unrelaxed structure containing one vacancy. Erelax will indicate the
energy gain for the instabilities. The value for each perovskite is summarised in Table
5.5.
In general, the absolute value of the relaxation energies (only the absolute value is
used when comparing the numbers from this point) follow the trend: Pb > Sn > Ge,
consistent with previous finding that Pb-based perovskites features the deepest double
well and Ge-base the smallest.
In addition, among the Sn and Pb series, the relaxation energy of neutral vacancies follow
the trend: I > Br > Cl, also consistent with previous chapter. For Sn compounds, the
charged vacancies also follow such trend with the halogen atoms, but it is not the case
for the Pb compounds, suggesting that there can be factors beyond simple structural
distortion at play once additional charge is introduced.
Let us start analysing from the Ge series. From Table 5.3, we can see that, in each
Ge-based perovskite, the neutral defect formation energy follows: VB < VA < VX .
From Table 5.5, the relaxation energy for different vacancies follows a reversed trend:
ErelaxB > ErelaxA > ErelaxX. This suggests that, the Ge-based perovskite are most
strongly distorted around B-site vacancy, in consistent with the pronounced Jahn-Teller
distortion and B-site cation displacement found in those compounds(Chapter 4). Such
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VA (eV) V
−
A (eV) VB (eV) V
2−
B (eV) VX (eV) V
+
X (eV)
CsGeCl3 -2.24 -2.18 -3.15 -2.94 -1.94 -1.76
CsGeBr3 -1.17 -1.10 -1.82 -1.69 -1.07 -1.46
CsGeI3 -2.26 -2.27 -2.36 -2.23 -1.92 -2.26
CsSnCl3 -1.77 -2.18 -2.39 -3.52 -1.80 -2.24
CsSnBr3 -2.31 -2.70 -2.79 -3.54 -2.37 -2.54
CsSnI3 -3.17 -3.64 -3.33 -4.25 -3.28 -3.70
CsPbCl3 -3.88 -6.65 -4.71 -7.11 -4.09 -5.43
CsPbBr3 -4.43 -7.13 -4.98 -8.11 -4.45 -7.04
CsPbI3 -5.27 -7.61 -5.37 -7.52 -5.30 -6.30
Table 5.5: The relaxation energy of the defect structure, both neutral and charged.
The values are for the 4 × 4 × 4 supercells.
large instability leads to great energy gain, thus compensating the enthalpy needed to
create a vacancy, which eventually leads to lower formation energy of the Ge vacancy.
Once charge is added to the unit cell, the trend is not seen anymore. Instead, we observe
that, the relaxation energy of the charged defects are smaller than that of the neutral
case, except for V +Br and V
+
I in CsGeBr3 and CsGeI3 larger than the neutral case.
This comparison indeed are reflected in the formation diagram of the Ge perovskites
(Fig.5.3-5.5: the formation energy of the charged defects are higher than their neutral
counterparts, except for V +Br and V
+
I in CsGeBr3 and CsGeI3, which are lower than the
neutral VBr and VI , respectively.
Secondly, we discuss the Sn series. As listed in Table 5.5, the relaxation energy of the
neutral vacancies are moderately smaller than that of the charged vacancies (≤ 1 eV
for a 319-atom supercell). Therefore, in the Sn series, the formation energy for charged
V −A , V
2−
B are higher than neutral VA, VB, respectively; and the formation energy for
charged V +X is lower than the neutral VX . No similar trend is found in the formation
energy with respect to the relaxation energy as in the Ge series. But it appears that the
charged X-site vacancy is alway favoured opposed to the neutral case, in contrast to the
Ge perovskites.
However, the trend is highlighted again in the Pb series. The relaxation energy of the
charged defects is alway larger than the neutral defects, the difference of which ranges
from 1 eV to 3.1 eV. As expected, in the formation diagram (Fig.5.9-5.11), the neutral
vacancies are always higher in energy than their charged counterparts - a reversed trend
to that in the relaxation energy. In addition, as Pb series feature the largest relaxation
energy for the charged vacancies, it also possesses the lowest formation energy for those
defects.
From the analysis so far, we can conclude that, there indeed is a correlation between high
relaxation energy of the structure and low formation energy of the defects. Moreover,
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the trend for the relaxation energy in the neutral defects is strikingly similar to that of
the double well depth discussed in Chapter 4, suggesting it is dominated by the phonon
instabilities, as illustrated in Fig.5.12. Therefore, the phonon modes that condensate
to form the relaxed structure of the defect configuration will be worth investigating in
the future. For example, projecting the molecular dynamics trajectories onto a basis of
phonon modes can shed light on how lattice dynamics influences the defect formation
in halide perovskites.
5.4 Conclusion
In conclusion, we conducted a comprehensive first-principles study on the vacancy defects
(VA, VB and VX) for 9 different inorganic halide perovskites (CsBX3, B = Ge, Sn, Pb;
X = Cl, Br, I), including neutral and charged states.
The formation windows for these compounds are all quite narrow in terms of possible
chemical potentials, indicating their strong tendency to go through phase transition.
With the formation diagrams, we can choose different growth conditions to calculate
the corresponding defect formation energies. The neutral defects all have relatively high
formation energy at anion-poor condition, which is a preferred growing environment.
We also calculated the formation energy of charged vacancies as a function of the Fermi
level, and thus determined the charge transition levels with respect to the band edge. We
found that most of the charge transition levels are quite deep into the band, particularly
for the small band gap materials with iodine component. For those which do have deep
centres, the formation energies are rather high, thus the concentration will be small.
Although this study is regarding vacancies only, we can draw a preliminary conclusion
that these perovskites are defect tolerant.
Finally, we correlated the formation energy of such vacancies to the structural relax-
ation energy, showing that there is a reversed trend between each other. The latter
compensates the enthalpy needed to create the vacancy and thus lower the overall de-
fect formation energy. The most unstable Pb-based perovskites also features the largest
relaxation energy, which results in very small vacancy formation energy. As halide per-
ovskites are well known to undergo severe instabilities, to link the defect properties to
the structural relaxation is of great importance to give insight to the behaviours of this
class of materials.
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Figure 5.3: The formation energy of neutral and charged vacancies in CsGeCl3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
Figure 5.4: The formation energy of neutral and charged vacancies in CsGeBr3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
Figure 5.5: The formation energy of neutral and charged vacancies in CsGeI3. Fermi
level = 0 corresponds to the valence band minimum and gray dashed line the band gap.
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Figure 5.6: The formation energy of neutral and charged vacancies in CsSnCl3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
Figure 5.7: The formation energy of neutral and charged vacancies in CsSnBr3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
Figure 5.8: The formation energy of neutral and charged vacancies in CsSnI3. Fermi
level = 0 corresponds to the valence band minimum and gray dashed line the band gap.
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Figure 5.9: The formation energy of neutral and charged vacancies in CsPbCl3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
Figure 5.10: The formation energy of neutral and charged vacancies in CsPbBr3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
Figure 5.11: The formation energy of neutral and charged vacancies in CsPbI3.
Fermi level = 0 corresponds to the valence band minimum and gray dashed line the
band gap.
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Figure 5.12: The schematic of defect structure of a) unrelaxed vacancy sites, b)
CsGeCl3, c) CsSnBr3, and d)CsPbI3 after relaxation. Column from left to right cor-
responds to A site vacancy, B site vacancy, and X site vacancy, respectively. The grey
circle represents the vacancy site.
Chapter 6
Future work
This main focus of this thesis is addressing the two major issues methylammonium halide
perovskites face, which are toxicity and stability. Through first-principles calculations,
we can understand the physical mechanisms and design new materials, with considerable
accuracies at relatively low cost, compared to experiments.
In addressing the toxicity issue, a first-principles materials design route was employed.
The mineral stibnite Sb2S3 was considered, along with the ternary Cs2Sb8S13 and hy-
brid composition (CH3NH3)2Sb8S13 based on this prototype. The crystal structure,
electronic structure and work function for these three candidates are calculated. One
intriguing feature of the electronic structure of these compositions is that they pos-
sess multivalleys, a favourable characteristic for PV absorber. Both Cs2Sb8S13 and
(CH3NH3)2Sb8S13 show suitable band gaps for solar absorption, and demonstrate that
the band gap is tunable by changing the cation. As Sb2S3 has very similar work func-
tion to MAPI, similar contact material are suggested such as TiO2. This work, based
on a bottom-up design approach, suggested three candidates for future PV applications.
While they have favourable electronic structures and ionisation potential, other factors,
such as structural stability and defects, will have large impact on the light absorption
and recombination processes, especially in the latter two compositions where multicom-
ponent cations add more complexity to the structure. It would be a natural step forward
to calculate the light absorption, phonon stability and point defects within this class of
materials. This will involve DFPT or finite displacement method to calculate the har-
monic vibrational frequencies, excited states methods such as time-dependent DFT or
Bethe-Salpeter equation (BSE) to calculate the absorption spectra. The defect prop-
erties will involve supercell calculations and finite size corrections. Upon these results,
we should be in a position to formally assess the photovoltaic performance of these
materials.
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On the other hand, to address the stability issues, a class of 24 inorganic halide per-
ovskites are computed to screen the phonon stability and anharmonic energy surface.
It IS shown that all of these perovskites are unstable against the cubic phase, and the
thermodynamic driving force originates from the double well energy surface. The calcu-
lations, however, are based on harmonic approximation, a theory which may break down
for highly anharmonic materials and at extreme conditions. Some studies have shown
that, in oxide perovskites, the imaginary modes disappear after including the higher
order anharmonic force constants.78,163,164 To obtain the higher order force constants
beyond harmonic approximation, one can employ self-consistent phonon theory, or ab
initio molecular dynamics, which contains, in theory, all the higher order anharmonic
terms.78,164 There have not been any studies, to my best knowledge, implementing these
techniques to calculate the anharmonic vibrational frequencies in inorganic halide per-
ovskites. As these materials are highly flexible crystals, multiple phonon instabilities
are present simultaneously, which can lead to pronounced phonon–phonon interactions.
Calculating the anharmonic vibrational dispersion can certainly help us understand how
phonon modes interact, and which modes are more pronounced/suppressed.
For the defect study in inorganic halide perovskites, different vacancies are considered
for calculating the point defect formation energy. We found that, the relaxation energy
correlates with the defect formation energy, which leads to the hypothesis that the
phonons are playing a role in the defect formation processes. Therefore, if one can project
the relaxation path onto the basis of phonon eigenvectors, one can obtain the coefficients,
which determines the contribution from different phonon modes in the relaxation process.
However, for the defect structure, the supercell is rather large, the size of which (320
atoms) is beyond current computational resources at hand, considering that a supercell
of the supercell is needed to obtain the zone boundary of the defect structure. Hence,
the assumption is that, one can use the phonon eigenvectors obtained from the original
perfect unit cells (5 atom), as a representative basis for the supercell defect structure.
The defect structure relaxation trajectory, therefore, can be projected onto the perfect
unit cell phonon modes. If this can work, it will save tremendous computer and human
time. My future work will be developing a post-processing code, which does this job
by taking an initial structure and relaxed structure for the defect, and the phonon
eigenvectors for the perfect unit cells.
Overall, looking forward, the direction of research in perovskite PV field, is turning to-
wards understanding the fundamental physical and chemical mechanisms, including but
not limited to anharmonicity, defects, and non-radiative recombinations. The intrinsic
properties, as much as synthesis conditions and device architect, define the performance
for the devices. Alternatively, materials design using machine learning algorithm in a
high throughput fashion, is a promising route to discover new candidates. As proven by
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the vast amount of literature published every year in this field, there will be no shortage
of interesting topics to explore in these intriguing materials.
Appendix A
The dependence of functional and
volume in the phonon spectrum
A.1 The effect of exchange correlation functional in the
phonon spectrum
In describing the structure, one key factor is the exchange correlation functional. LDA,
a local density functional, only takes into consideration the local density of the elec-
trons. Its strikingly simple form often gives fictitious results, although sometimes due
to cancellation of errors the results are in good agreement with experiments.
By adding a gradient term of density, GGAs become the next rung of the Jacob’s
ladder. The inclusion of the gradient term makes GGA a semi-local density functional,
and improves the accuracy in total energies. Compared to LDA, GGAs tend to lengthen
bonds and thus expand the cell volumes and lattice constants. Although GGAs corrected
the overbinding problem of LDAs, sometimes they underestimate the binding energy
and thus overshoot in predicting the volume. The phonon frequency therefore also
decreases as a result of softer bonding.133 The overestimation of lattice is taken into
consideration in the construction of GGA functional PBEsol, which is built to yield
accurate lattice constants for solids and surfaces, which is the functional of choice in the
previous calculations.
Taking GGA one step further by adding a kinetic energy term (second derivative of of
the density) makes them meta-GGAs. By construction meta-GGAs preserve the details
included in GGAs but contains more information of the density. The most commonly
used is perhaps TPSS,199 with the same principle built in PBEsol. Another recently
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LDA PBE PBEsol TPSS SCAN Experiment
a (A˚) 6.034 6.283 6.134 6.284 6.205 6.219200
Table A.1: The lattice constants for CsSnI3 obtained by different functionals.
built meta-GGA functional is SCAN, which is reported to yield accurate structures and
energies for various systems.?
In previous section, PBEsol is employed to investigate the vibrational properties of
perovskites. In this section, the effect of different exchange functionals on the phonon
properties is examined. We have tested LDA, PBE, PBEsol, TPSS and SCAN on the
phonon spectrum of CsSnI3, and showed that despite some differences in the phonon
spectrum amongst different functionals, it does not change the conclusion obtained in
previous calculations.
First, the structures are fully relaxed using different functionals, yielding different lattice
constants. The k -point mesh are 8 × 8 × 8 and cut-off energy of 800 eV is used in all
calculations. To calculate the phonon spectrum, 2 × 2 × 2 supercells are prepared and
force constants are obtained using finite displacement method.
The lattice constants are summarised in Table A.1. As the table shows, LDA gives the
smallest lattice constants, whereas PBE increases the lattice constants quite significantly.
PBEsol corrected PBE hence lies between PBE and LDA. Functional SCAN gives the
closest lattice constant to experiment value.
The phonon spectrum is then obtained using each geometry with lattice constants given
by different functionals, shown in Fig.A.1. Comparing LDA and PBE, it is clear that
the underestimated lattice constant from LDA results in hardened phonons, i.e. higher
vibrational frequencies. On the other hand, PBE, PBEsol and TPSS yield lower phonon
frequencies compared to LDA. However, from PBEsol and TPSS, there are more imag-
inary branches than PBE, i.e. the branches across the BZ. This could be a finite-
temperature effect induced by the volume expansion which is not accounted for here.
Further quasi-harmonic calculations should be carried out to examine if the imaginary
branches would disappear upon increasing temperature.
Interestingly, the phonon spectrum obtained from SCAN is in stark contrast to the oth-
ers. First, the imaginary phonon branches do not appear; second, the frequencies are
much higher compared to the others. The absence of soft modes contradict the find-
ing of the double well potentials in CsSnI3 our previous calculations, which proved the
existence of soft modes which lead to lower energy minima. The higher energy optical
modes is almost twice the frequency compared to PBEsol and TPSS, which is surprising
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considering SCAN produces the most close lattice constants for this compound. There-
fore we could confirm that PBEsol produces the most reliable phonon properties for the
perovskites at a moderate cost.
A.2 Volume dependence of the double well
To explore the temperature dependence of the double well depth, a series of volumes cor-
responding to finite temperatures are calculated for CsSnCl3 and CsPbF3. The phonon
dispersions of the two compounds are shown in Fig.A.2. As the figure shows, their dis-
persions have very similar features. A examination of the eigenvectors for the imaginary
branch (most negative one) at the M point shows that they correspond to the same
octahedral tilting mode.
The lattice parameter of the relaxed cubic structure is modified to produce 0.96, 0.97,
0.98, 0.99, 1.01, 1.02, 1.03 and 1.04 times the original volume of the relaxed structure.
Keeping the lattice constants of the modified structure, the force constants are calculated
via finite displacement method with 2×2×2 supercell. Then following the similar mode
mapping approach discussed in previous publications, the double well potentials are
mapped out for each modified structure. In this way the effect of finite temperature on
the energy landscape will be manifest through its influence on the volume.
The phonon dispersions of CsPbF3 at various volumes are summarised in Fig.A.3. The
little difference shows that at finite temperature the instabilities still remains. A search
of the literature found no measured thermal expansion coefficient of CsPbF3, therefore
we took the value of MAPI3 as an approximation. MAPI3 has a volumetric thermal
expansion coefficient αv of 1.57 × 10−4 K−1, which leads to 4.7% of volume expansion
at 300 K. Therefore we assume around 4% expansion for CsPbF3 at 300 K.
However, the magnitude of the instabilities can not be revealed by the phonon dispersions
alone. This is made clear by mapping out the energy surface of the same phonon mode
(M+3 mode) at various volumes, shown in Fig.A.4. When the volume contracts, the
double well depth increases monotonically and so does the distortion amplitude (denoted
by Q at the minima points); when the volume expands, both the double well depth and
distortion amplitude decreases. This could be explained by strain of the unit cell which
forces the collapse of the octahedra to optimise the coordination environment. The
cavity of the cation is rather empty for the conner connected octahedra (indicated by
the low tolerance factor), and once the unit cell is under external strain, the octahedra
will experience stronger force to undergo the distortion.
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Figure A.1: Phonon spectrum of CsSnI3 obtained from different exchange function-
als.
Appendix A. The dependence of functional and volume in the phonon spectrum 135
Figure A.2: Phonon spectrum of CsPbF3 (top) and CsSnCl3 (bottom) in the cubic
phase.
Figure A.3: Phonon spectrum of CsPbF3 at different volumes indicated by the
number on the figure, e.g. 0.96 indicates 96% of the original relaxed volume.
This temperature dependence of well depth has important implications on the dynamic
instabilities for halide perovskites. At elevated temperature, the structure undergoes
thermal expansion which decreases the energy barrier for hopping between equivalent
energy minima; meanwhile, the thermal energy kBT is increased. As a result of both
effects, based on the diffusion model (Γ = νe−∆E/kBT ), the structure will be more likely
to hop between two equivalent energy minima, and appear to be higher symmetry on
average, a consensus with measured experiments.
However, the trend is different in CsSnCl3. For the same volume expansion/contraction,
it appears that it undergoes a phase transition at a certain expansion, shown in Fig.A.5.
When the structure is contracted, the instability at the Γ point present in the original
volume, which involves the Cs and Cl mobility, disappears. This indicates that the
instability is supressed by the volume contraction. When the volume is expanded up until
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Figure A.4: The double well potential of CsPbF3 for the imaginary phonon mode at
M point, the volume is denoted in the inset.
Figure A.5: Phonon spectrum of CsSnCl3 at different volumes indicated by the
number on the figure, e.g. 0.96 indicates 96% of the original relaxed volume.
102%, the phonon dispersion remains largely unchanged. However, when the volume
expands to 103% and 104%, the phonon dispersion significantly alters. As Fig.A.5
shows, a new branch of instability emerges at the M point at volume 1.03, meaning the
composition is more sensitive to temperature.
Appendix B
Prediction of the double well
from two points
B.1 Prediction of the double well from two points
So far, the double well potentials are all mapped out by directly modifying the structure
following certain phonon eigenvectors. Each point on the energy surface requires a single-
point calculation for the total energy. This can become computationally demanding as
the distortion amplitude becomes very large and the well depths deep. Therefore, it
will be favoured if a simpler approach could also predict the double well energy surface
without such heavy computational load, which is the goal of this section.
The total enthalpy as a function of the phonon amplitude to the fourth order is given
as:
U = U0 + aQ
2 + bQ4 (B.1)
where a and b are the coefficients to be determined. In principle, the function could be
determined by calculating two points.




× (U1 − U0
Q21








The double well potential of CsSnI3 is used for the test. The values of a and b obtained
from fitting directly to the energy surface are −6.27×10−4 and 4.96×10−7, respectively,
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Figure B.1: The convergence of the interval distance between two points.
which will be used as reference to calculate the error. The values for U and Q from the
direct mapping are also used.
When choosing any two points, there are two factors to consider: the interval between
two points, and the location of points. Therefore both parameters are tested.
B.1.1 Convergence against the interval
First, we converge the interval between two points. The first point Q1 is fixed to first
point next to Q = 0, while the second point Q2 = Q1 + interval with varying interval
values from 1 to the maximum 40 (where U = 0 again). The polynomial obtained by
fitting to the two points gives two coefficients a′ and b′, and they are compared to the
original value of a and b. The error is thus defined as (a′ − a)/a and (b′ − b)/b, and is
shown in Fig.B.1. It appears that the error is small for a′, but extremely large for b′ at
small intervals. Therefore, the largest interval would be a suitable choice.
However if we choose to fix Q1 to where U = 0 (not the central point), and tune the
interval from 1 to maximum 40, we obtain a more reasonable convergence, shown in
Fig.B.2. The errors for both coefficients are quite small, and a small interval will be
best for both parameters.
We plot explicitly the double well potential with varying interval (with the Q1 in the
latter case), as displayed in Fig.B.3. As the figure shows, the choice of different intervals
does not change the well depths drastically (within ±20 meV).
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Figure B.2: The convergence of the interval distance between two points. The blue
dots correspond to a′, and green dots correspond to b′.
Figure B.3: The convergence of double well depth with varying interval distance
between two points. The red curve is from direct mapping, and the grey lines are fitted
polynomials from two points.
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Figure B.4: The convergence of the location of Q1. The blue dots correspond to a
′,
and green dots correspond to b′.
Figure B.5: The convergence of the location of Q1. The blue dots correspond to a
′,
and green dots correspond to b′.
B.1.2 Convergence against the location of Q
Now that the suitable interval distance is determined, we test the optimal choice for the
location of Q. The interval is set to 1, and Q1 is tuned from where U = 0 to the central
point, and Q2 is the next point to its right. The convergence of (a
′− a)/a and (b′− b)/b
is shown in Fig.B.4, and again the error becomes drastic near Q = 0. If zooming in,
as Fig.B.5 shows, the optimal choice of Q would be near U = 0 point (excluding the
central point).
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Figure B.6: The convergence of double well depth with varying location of Q with
interval being 1. The red curve is from direct mapping, and the grey lines are fitted
polynomials from two points.
Now we set interval to 1, and plot the fitted double well from two points with varying
location, we obtain Fig.B.6. Due to the error of b′ near Q = 0, some of the fitted double
well potentials are far from the direct mapping, and hence should not be considered.
Although for some Q values the fitted potentials are close to the real one, this would be
a problem in predicting the double well potential as the location of the Q at which U = 0
cannot be known without mapping it out directly, thus cast doubts on the credibility of
the results.
However if we compromise the interval, e.g. choose the interval to be 20 in this case, we
get a more reasonable result, as shown in Fig.B.7. This interval precludes the possibility
of locating both the Q points near Q = 0, thus ruling out the huge error of coefficient b.
As a result, the double well depths are now within an error of ±10 meV.
In conclusion, the convergence test proves that it is practical and accurate to predict a
double well from just two points. This would save tremendous computational resources
in mapping out the energy surface as only two single-point calculations are needed. It
is advisable to choose a Q value quite from the central point and with relatively small
interval.
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Figure B.7: The convergence of double well depth with varying location of Q with
interval being 20. The red curve is from direct mapping, and the grey lines are fitted
polynomials from two points.
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