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A bstract
Several methods f o r  the form ulation  o f  the p r o b a b i l i s t i c  decoding 
problem fo r  binary group codes in a mathematical programming form are d is cu ssed .  
In p a r t ic u la r  the form ulation  as a pseudo-Boolean programming and a zero-one  
in teg er  programming are con s id ered  in d e t a i l .  The d is cu ss io n  is  concerned 
pr im arily  w ith  the independent e rr o rs  ca se .  A simple case o f  f i r s t - o r d e r  
Markov e r r o r  model is  a l s o  in v e s t ig a te d ,  and the r e s u l t in g  a lgorithm  is 
d er iv ed .  The case o f  dependent e rr o rs  may r e s u l t  in fa s t e r  decoding a lgorithm .
This work was supported by Rome Air Development Center under Contract 
F30602-70-C-0014; a u x i l ia r y  support was provided  by the J o in t  S erv ices  
E le c t r o n ic s  Program (U. S. Army, U. S. Navy, and U. S. A ir Force) under 
Contract DAAB-07-67-C-0199.
1I .  INTRODUCTION
1 .1 ,  General
The purpose o f  th is  work is  to  exp lore  various methods f o r  the proba­
b i l i s t i c  decoding f o r  binary channels w ith  l in e a r  b lock  codes . Since the 
p r o b a b i l i s t i c  decoding problem is  one o f  s e l e c t in g  the most l ik e ly  e r r o r  pattern  
given the syndrome, i t  a f fo r d s  a mathematical programming form u la tion . The 
form ulation  o f  the problem fo r  the binary symmetric channel ( i . e . ,  independent 
e r r o r s )  and the corresponding decoding algorithm s are the s u b je c t  o f  the f i r s t  
part o f  th is  work. The second part d is cu sses  other p o s s ib le  e rro r  models, in 
p a r t i c u la r ,  a f i r s t - o r d e r  Markov model, which may r e s u l t  in a s im p l i f i e d  search 
method fo r  decod ing . The o b je c t  is to  reduce the number o f  steps requ ired  in 
the search  a lgorithm , which is  the p r in c ip a l  disadvantage o f  the various p ro ­
gramming techn iques .
1 .2 .  Problem form ulation
Consider an (n ,k )  binary group code w ith  check matrix H, which is  
a binary (nXr) matrix s a t i s f y in g
uH = 0 (mod. 2) (1)
where r = n-k and u = [ u ^ , . . . , u  ] is  any transm itted  v e c to r .  Let the re ce iv e d  
v ecto r  be v = u + e where e = [ e - , . . . , e  ] is  the e r r o r  v e c to r .  Then a se t  o f  
equations in GF(2) may be derived  fo r  e and expressed  as fo l lo w s
£H = s_ (mod. 2) (2)
s^ = vH = [ s ^ , . . . , s  ] is  the syndrome.
where
2The va r ia b les  and the matrix elements are a l l  b inary ( 0 , 1 ) ,  and the a d d it ion s  
in (2) are in GF(2), i « e 0, "sum modulo 2 " ,  which w i l l  be denoted by ©. 
E x p l i c i t l y  equation (2) may be w r it te n  as
R. = [ e - h .  . © e . h 0 . ©• • •© e h  .]  © s .  = 0;i 1 li 2 2i n ni l
i  = 1 , 2 , . . . , r (3)
The problem is  to  f in d  e f o r  a given s ,  However, there is  more than one s o lu t io n  
f o r  e s a t i s f y in g  (2) or ( 3 ) .  I f ,  however, the channel is  a b inary symmetric 
channel, then the e rro rs  in each symbol are independent., The p r o b a b i l i t y  o f  a 
given pattern  o f  m e rr o rs  w i l l  then be given by pm( l - p ) n m where p is  the 
p r o b a b i l i t y  o f  an e rro r  in one symbol. T h ere fore ,  the s o lu t io n  to  the problem 
is  s p e c i f i e d  as the most probable v ecto r  e s a t i s f y in g  (2) or ( 3 ) .  In th is  case , 
i t  is  e a s i l y  seen that the most probable e is  the one with the le a s t  number o f  
e r r o r s ,  i . e , ,  the v e c to r  e w ith  the le a s t  number o f  l ' s „  Such a s o lu t io n  is  
c a l l e d  a minimum-weight s o lu t i o n ,  and may be obtained by minimizing the fu n c t ion  
f ( e )
n
f ( e )  = S e (4)
i= l
s u b je c t  to  the co n s tr a in ts  o f  (2) or (3) I t  should be noted that in (4) the 
a d d it io n  is  in the ord inary  sense , while  the co n s tr a in ts  involve  opera tion s  o f  
"sum modulo 2 " .  The problem may be transformed in to  a mathematical programming 
form i f  the co n s tr a in ts  are rew ritten  as
f . ( e )  = 0 ; i  = l , 2 , . . . , r (5)
3where the fun ction s  f^ (e )  involve  only  ord inary  o p e ra t io n s .  In the fo l lo w in g  
s e c t io n s  two methods are con sidered  f o r  the form ulation  o f  the problem: ( i )
The pseudo-Boolean programming C1 -2 ] ,  ( i i )  The zero-one  in teger  programming [ 3 ] .  
A th ird  a lgorithm  proposed by Omura [ 4] and in vo lves  random search  w i l l  a l s o  be
summarized here.
4I I .  PSEUDO-BOOLEAN PROGRAMMING FORMULATION
2 .1 .  Pseudo-Boolean fu n ct ion s
In th is  s e c t io n  a sh ort  in tro d u c t io n  to  pseudo-Boolean programming [ l - 2 ]  
w i l l  be g iven . A pseudo-Boolean fu n c t ion  f ( x ^ , . . . , x n) is  an in te g e r -v a lu e d  
fu n c t io n  o f  the binary (0 ,1 )  v a r ia b le s  x ^ , . . . , x n . Any pseudo-Boolean fu n c t io n  
may be expressed as a polynomial l in e a r  in each v a r ia b le  and w ith  in teger  
c o e f f i c i e n t s .  The opera tion s  and are the ord inary  opera t ion s  o f
a d d it io n ,  su b tra c t io n ,  and m u l t ip l i c a t i o n ,  r e s p e c t iv e ly .  The Boolean opera t ion s  
" o r "  (U) , "and" (fl) , and "complement" (x) may be expressed  e q u iv a le n t ly  by
xUy = x+y-xy
xfly = x* y (6)
x = 1-x
S im i la r ly ,  the "sum modulo 2" may be expressed by the ord inary  opera t ion s  as
x © y = x+y-2xy (7)
An a l te r n a t iv e  exp ress ion  may a ls o  be used
1 -2 (x©y) = ( l - 2 x ) ( l - 2 y )  (8)
which r e s u l t s  in the more general r e la t i o n
n
l - 2 [ x 1©x ® . . ,©x ] = II ( l - 2 x . )
1 2  n j= i  j
(9)
5The m inim ization o f  a pseudo-Boolean fu n c t io n  f  (x ^ , „ . .  ,x^) s u b je c t  to  c o n s tr a in ts
f i ( x 1 , . . . , x n) = 0  ; i  = 1 , 2 , . . .  , r  (10)
may be form ulated in two d i f f e r e n t  ways.
( i )  Let the genera l s o lu t io n  o f  the c o n s tr a in ts  (10) be given by
Xj = x (p x , . . . ,pn) , j  = 1 , 2 , . . . ,n (11)
with p ^ , . . . , p n a r b itr a r y  binary parameters. The m inim ization o f  f ( x )  s u b je c t  
to  (10) is  eq u iva len t  to  the m inimization o f  the unconstrained fu n ct ion
F (p ^ »•••»Pn) — f [ x 1( p 1 , . . .  ,Pn) , . . .  , x n( p 1 , . - • ,Pn) l  (12)
w ith  re sp e c t  to  the parameters p ^ , . . . , P n . The d es ired  x ^ , . . . , x  may then be 
obtained  from (1 1 ) .
( i i )  An a l te r n a t iv e  method f o r  the m inim ization may be obtained i f  the con ­
s t r a in t s  s a t i s f y
f . ( x . , , , . . , x  ) ^ 0 a l l  ( x . , . . . , x  ) (13)1 n x 1 n
In th is  ca se ,  l e t  D and E denote an upper bound and a lower bound o f  
f ( x )  r e s p e c t iv e ly .  The problem is  equ iva len t  to  minimizing the unconstrained 
fu n c t io n
r
f ( x 1 , . . . , x n) = f ( x 1 , . . . , x n) + (D-E+l) £ f i ( x 1 , . . . , x n)
i= l
(14)
6I f  the minimum value o f  F is  la rger  than D then the co n s tr a in ts  (10) are 
in c o n s is t e n t ,  o th erw ise , the s o lu t io n  is  the d es ired  one.
The decoding problem w i l l  be form ulated as a pseudo-Boolean pro ­
gramming problem, and the r e s u l t in g  a lgorithm  w i l l  then be in d ica te d .
2 .2 .  The decoding problem in a pseudo-Boolean form
As s ta ted  in the in tro d u c t io n  the decoding problem may be s ta ted  as
An eq u iv a len t  form ulation  o f  (16) may be obtained  from (9) which is  expressed 
in  the pseudo-Boolean form
n
min f  (e )  = mm Z e .
• i ie e i= l
(15)
s u b je c t  to  the co n s tr a in ts
, .  • .,  r (16)
n
f . (e )  = l - ( l - 2 s . )  n ( l - 2 e  .h . . )  = 0 
1 “  1  . _ n J J i
(17a)
or
n
f . ( e )  = 1 - ( s . - s . ) II (e .h . .  - e . h . . )  = 0 
1 i  1 j =1 J J i  J J i '
(17b)
1 =  1,2 , • . . ,  r
I t  should be noted that while  the R. are a zero -on e  valued fu n c t io n s ,  the f . ( e )  
take values (0 ,2 )  in order to  f u l f i l l  the r e s t r i c t i o n  o f  in teger  c o e f f i c i e n t s .  
A l t e r n a t iv e ly ,  the r c o n s tr a in ts  may be combined in to  a s in g le  exp ress ion
7r
R (e) = 1 - II [ l - R . ( e ) ]  = 0 (18a)
i= l
or
r
R (e) = 2r - n [ 2 - f  ( e ) ]  = 0 (18b)
i= l
In th is  case too  R takes the values (0 ,1 )  while  R takes the values (0 ,2 r ) o 
The problem reduces th e re fo re  to  minimizing (15) s u b je c t  to  the co n s tr a in ts  
(17) or (1 8 ) .
The f i n a l  form ulation  as a pseudo-Boolean programming problem depends 
on the approach used.
( i )  In d ir e c t  approach
The m inim ization problem is  eq u iv a len t  to  minimizing the s in g le  pseudo- 
Boolean fu n c t io n
n r
F (e )  = S e + (D+l) S f , ( e )  (19)
i = l  i = l  1
or
n
F (e )  = £ e + (D +l)R (e) (20)
i= l
where D is  an upper bound f o r  f ( £ ) .  A lower bound on f ( e )  is  ob v iou s ly  z e r o .  
S ince a s o lu t io n  fo r  e may be found such that i t  has weight equal to
r
LL = 2 S .
i= i  1
( 21)
8the upper bound fo r  f ( e )  may be taken as jjl , or in the worst ca se ,  as r .  The 
problem is  th ere fo re  to  minimize the fu n ct ion
n r n
F (e )  = Z e + 0i+1) Z [ ( l -2 s  ) II ( l - 2 e  h )] (22)
i= l  j= l  J i= l  J
with  re sp e c t  to  the binary v a r ia b les  e ^ , . . . , e  .
(b ) D ir e c t  approach
I t  is  not d i f f i c u l t  to  ob ta in  a p a r t ic u la r  s o lu t io n
o r °  o o-ie — )6 , .> .  ,e J— 1 2  n (23)
which s a t i s f i e s  the co n s tr a in ts  (1 8 ) .  The genera l s o lu t io n  f o r  e s a t i s f y in g  
the co n s tr a in ts  may then be expressed as
e ± = [ (e°©xi )R(x)]©xi , i = 1 , 2 , . . . ,n (24)
where x = [ x ^ , . . . , x n] is any arbitrary binary vector. The substitution of (24) 
in (15) results in the following expression to be minimized with respect to x°
n
F(x) = 2 [ (e?®x . ) ®R(x)]©x. (25)
i= l  1 1 L
which may a lso  be w r it ten  in a pseudo-Boolean form. The r e s u l t in g  x which 
minimizes (25) can then be su b s t itu te d  in (24) to  ob ta in  the s o lu t io n  f o r  e ,
( c )  The normalized case
The d i r e c t  approach may be s im p l i f i e d  i f  the matrix H is  normalized
9such that
(26)
where P is  a kXr m atrix , and 1  ^ i s  the rXr id e n t i t y  m atrix . In th is  case the 
e r r o r  v e c to r  e may be p a r t i t io n e d  in to
e = [_y 1 x j (27)
where and x are r and k dimensional binary v ec to rs  r e s p e c t iv e ly .  The con ­
s t r a in t s  (16) can then be so lved  e x p l i c i t l y  f o r  _y, s in ce
% + xP = s; (mod.2) (28)
The ex p ress ion  f o r  is  th e re fo re  given by
y i  = s j0 [ x i p l i ® . . •®xkPk i ] > i  - l , 2 , . . . , r  (29)
which in a pseudo-Boolean form becomes
k
2 y . = l - ( l - 2 s . )  n ( l - 2 x . p . . )  (30)i  l . - i i iJ=1
Ths s u b s t i tu t io n  o f  (30) in (15) r e s u l t s  in the f i n a l  form o f  the fu n c t io n  to  
be minimized
k r k
F (x ) = 2 2x . - 2 t ( l - 2 s . )  n ( l - 2 x . p . . ) ]  
j - 1  J i= l  1 j = l  J J1
(31)
10
The advantage o f  th is  form is  that the number o f  v a r ia b le s  is  reduced from n 
to  the sm aller number k.
The m inim ization a lgorithm  and i t s  l im ita t io n  w i l l  be considered  in 
the next s e c t i o n .
2 .3 .  The m inim ization a lgorithm
The a lgorithm  fo r  minimizing a pseudo-Boolean fu n c t io n  is  very complex 
and not e a s i l y  com puterized. I t  is  e f f i c i e n t  on ly  f o r  small number o f  v a r ia b le s ,  
To i l l u s t r a t e  the m inimization a lgorithm , the f i r s t  steps  in minimizing F (x ) in 
(31) w i l l  be g iven . The fu n c t io n  to  be minimized is  expressed  as
F (x )  F ( x  ^ . ,x^) x 1g 1(x 2 , . . . , x k) + h^(x2 , .  »« >x k) (32)
where f o r  (31) the fu n ct ion s  g-^ and h^ are given by
L IX
S , ( x , ..........x ) = 2 {1  + £  [ ( l - 2 s  )p  n ( l - 2 x  p ) ] }
1 2  K i=1 1 L1 j - 2  3 J1
k r k
h (x , . . , , x  ) = 2 2 x - E [ ( l - 2 s  ) II ( l - 2 x  p ) ] }
L Z k j=2 J i= l  1 j - 2  J J
(33a)
(33b)
Then the v a r ia b le  x^ i s  determined by the fu n c t io n  cp^  which should be expressed 
in a pseudo-Boolean form, and is  d e f in ed  by
x l =  CP 1 ( X 2 ’
\
, f o r  gl < 0 
, f o r  gl ^ 0
(34)
11
or e q u iv a le n t ly
<Pi =
1 , for £ [ ( l - 2 s . ) P i .  II ( l - 2 x . p . . ) ]  < -1
i - l  1 l x j=2 3 31
0 , otherwise
(35)
The second s tep  w i l l  be to  d e f in e  the fu n c t io n  F2 which is  then decomposed in 
the same manner as F^, i . e „ ,
F 2 (x 2 »• • • ,x k> = F 1(cP1 »x 2 , . . .  ,x k) =
= ^2g2 (x 3 , . . . ,x k) + h2 (x3 , . . . 9xk) (36)
In th is  case the express ion s  f o r  g2 and h2 are given by
M x3 ’ . , x . )  = 2 (G {l  + 2 C  ( l -2 s  . )  p, ( l - 2 p 0 .)  n ( l - 2 x  p ) ] )i= l i  l i  2 i  . qJ=3 J J1
- G{1 + 2 [ (l-2 s  . ) p. . n (l-2x  P ) ] }  
i - l  j=3 J 3
+ 1 + 2 [ ( l - 2 s . ) p  II ( l - 2 x  p ) ] )  
1=1 j=3
(37a)
h2 (x 3 , . x . )  = 2 2 x -  2 [  ( l - 2 s .)  II ( l - 2 x  p ) ]  
K j=3 3 i - l  j=3 3 J1
+ 2G{1 + 2 [ < l - 2 s  )p  n ( l - 2 x  p ) ] ]  
i - l  11j=3 3 3
(37b)
where the fu n c t ion  G(*) is  de fin ed  by the r e la t io n s h ip
12
g o o  =
l < 0 
i ^ 0
(38)
The v a r ia b le  x^ can now be determined as the fu n c t ion  cp^  which is  d e fin ed  by
/
x 2 =<P2(x 3 ’ - - - ’ Xk) = '
g2 < 0
otherwise
(39)
In th is  manner the process  con t in u es ,  and in general is  d e fin ed  and then 
decomposed as fo l lo w s
F . (x . ,x - ,l v i  l+ l * ’ XP  F i - l ^ i - l , x i + l : ,xk] =
= x , g , ( x i+ 1 , .
1 1
. ,x, ) + h . (x i+ 1 ’ •’ x k> (40)
The corresponding  exp ress ion  f o r  x^ w i l l  be given by
x . = cp . (x .1 T i v i-t-1
t
1 9 g i  < 0
0 9 Si 2 0
(41)
The process  continues u n t i l  x^ is  ob ta in ed , and then by su ccess iv e  s u b s t i tu t io n  
in (41) a l l  the x^ w i l l  be d er iv e d .  I t  is  ev iden t  that the m inim ization p ro ­
cedure in th is  case is  in general i n e f f i c i e n t  and is  equ iva len t  to  exhaustive
1csearch . The number o f  steps requ ired  w i l l  th ere fo re  be 2 , except  where s i m p l i f i ­
ca t ion s  are p o s s ib le .  The s tru ctu re  o f  the coding problem makes ce r ta in  s i m p l i f i ­
ca t ion s  in the a lgorithm s, however the improvement in the number o f  steps is  not
13
s i g n i f i c a n t .  One b as ic  d i f f i c u l t y  in the pseudo-Boolean programming form ulation  
is  that the co n s tr a in ts  are n on lin ea r ,  which com plicates  the a lgorithm . A 
l in e a r  programming form ulation  is  p o s s ib le  by the in trod u c t ion  o f  a d d it io n a l  
v a r ia b le s .  Such a form ulation  is  the zero-one  in teger  programming which is  
con s id ered  in the next s e c t i o n .
14
I I I .  ZERO-ONE INTEGER PROGRAMMING FORMULATION 
3 .1 .  Problem form ulation
The zero-one  in teg er  programming method [ 3 ,5 ]  uses an im p l i c i t  enumer­
a t io n  technique f o r  the m inim ization o f  the l in e a r  s c a la r  product
_c * x (42)
s u b je c t  to  the l in e a r  co n s tr a in ts
x aA + b ^ 0 (43)
The opera tion s  in (4 2 ) ,  (43) are the usual a d d it io n  and m u l t ip l i c a t i o n ,  the 
v ec to r  x takes on ly  b inary (0 ,1 )  values while  the elements o f  the vectors  
_b, c and the matrix A are in te g e r s .
S ince the decoding problem involves  the minim ization o f  a l in ea r  
exp ress ion  s u b je c t  to  non linear c o n s t r a in t s ,  i t  may be transformed in to  the 
zero -on e  in teg er  programming i f  the co n s tr a in ts  are l in e a r iz e d .  One approach 
o f  a ch iev in g  th is  o b je c t iv e  is  to  in troduce a d d it io n a l  binary v a r ia b les  {nu .} 
such that the c o n s tr a in t  (3) may be w r it ten  as
a
j - 1E e. h. .  = s.  + 2 E  m. .2J , i = 1 , 2 , . . . , 4j j i  i  . . l i  ’ ’ ’j= l  J J=1 J
(44)
The number o f  new v a r ia b le s  is  vi and i is  determined by the r e la t i o n
i > lo g 2{ [ t ] + l }  2 i - 1
15
where |i is  an upper bound on the number o f  e r r o r s .  In the normalized case
r
|i = E s . 
i = i 1
however, i t  may be rep laced  by a b e t te r  bound as the minim ization process  is
perform ed. I f  an rX4 matrix M is  formed o f  the nu , the c o n s tr a in ts  (3) may be 
w r it te n  as
e*H - d*M' - s £ 0
- e*H + d*M' + s ^ 0
(46)
r 2 Xnwhere d = L2, 2 , . . . , 2 J .  In order to  ob ta in  the f i n a l  fo rm u la t ion , the
v ecto rs  x ,  c and the matrix A are d e fin ed  as fo l lo w s  — — o
A = o H'
o . o
-d 1 0 |
- 1 -d «
• 
lo
* 
lo
••
0 1 o * !
l
and where a
is  th e re fo re
e c t to  the 2r
] , b =
0
-d
(47)
(48)
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This form ulation  a llow s the use o f  the zero -on e  in teger  programming method fo r  
the s o lu t io n  o f  the decoding problem« Some aspects  o f  the methods are d i s ­
cussed in the next s e c t i o n .
3 .2 «  The zero-one  programming a lgorithm
An i n i t i a l  s o lu t io n  which a ls o  provides an upper bound on the number 
o f  e r r o rs  is  derived  and s to re d .  The a lgorithm  is  based on s e l e c t in g  a p a r t ia l  
s o lu t io n  S which is  a p a r t ic u la r  value assignment to  some o f  the v a r ia b le s  in x ,  
Then complete so lu t io n s  based on the p a r t ia l  s o lu t io n  are checked, and i f  one 
such s o lu t io n  r e s u lt s  in a lower value o f  c*x i t  re p la ce s  the e a r l i e r  s o lu t i o n ,  
A fte r  a l l  com pletions to  a p a r t ic u la r  p a r t ia l  s o lu t io n  have been checked the 
a lgorithm  backtracks and chooses a new p a r t ia l  s o lu t i o n ,  which has not been a 
part o f  previous s o lu t io n s .  Due to the s im p l i c i t y  o f  the c o n s t r a in t s ,  the process  
o f  checking a p a r t ia l  s o lu t io n  and i t s  com pletions can be s im p l i f i e d .  However, 
the backtracking requ ires  a large number o f  i t e r a t i o n s ,  and there is  no genera l 
way o f  reducing th is  number except  in s p e c ia l  ca ses .
To i l l u s t r a t e  how the s tru ctu re  o f  the in e q u a l i t ie s  are h e lp fu l  in 
s im p l i fy in g  the check o f  a p a r t ia l  s o lu t io n  a few o f  the co n d it io n s  f o r  the 
genera l program w i l l  be found fo r  th is  ca se .  Let W be the se t  o f  in d ice s  o f  
assigned  v a r ia b les  o f  a p a r t ia l  s o lu t io n  S. The f o l lo w in g  q u a n t it ie s  are de fin ed
y . ( S )  = b . + E x .a . „ = current value o f  i - t h  in e q u a l i ty ,
1 1 jew J 31
4 . ( S )  = y . (S )  + £ a . . = min. value o f  i - t h  in e q u a l i ty ,
1 1 jew J1
a . .<0 
Ji
u . (S )  = T . (S )  + Z a ..
1 1 J1
= max, value o f  i - t h  in e q u a l i ty .
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I t  is  easy to  see that in the decoding problem
y i + r (S) = - y i (S) 
i i + r (S) = ' ui (S)
ui + r (S) = - i ± (S)
i  = 1 , 2 , . . . , r (49)
Some o f  the co n d it io n s  which may be based on the above d e f in i t i o n s  are:
(1 ) I f  u. < 0 or  1 .  < 0 f o r  some i  = l , 2 , . . . , r ,  then the p a r t ia l  s o lu t io n  S 
is  not f e a s i b l e ,
(2 ) For r ^ i  ^ 1, i f  ¡a ^ |  > ^ 1 f o r  some j$W, then x^ . = 0, and i f
a ..1 > -& . ^ 1 f o r  some then x . = 1 
1 J i 1 i  J
(3) I f  u. = 0 , then x .  = 0 f o r  i > n and i#W; and i f  a lso  h . .  = 1, thenl  j  J J j i
0  ^ = 1 f o r  j?W.
(4) I f  - 0 , then x^ = 1 f o r  j  > n and j$W; and i f  a lso  h  ^ = 1, then
e . = 0 f o r  i#W.
J
A d d it io n a l  s im p l i fy in g  co n d it io n s  f o r  com pleting the p a r t ia l  s o lu t io n  S may be
s im i la r ly  ob ta in ed . Another s im p l i fy in g  fea tu re  is  the fa c t  that as a new
bound (jl^  f o r  c °x  is  ob ta in ed , the corresponding i  ^ from (45) may then be used,
and the v a r ia b le s  m . . f o r  j > i, w i l l  be s e t  to  z e r o .  In th is  manner the number
i j  1
o f  f r e e  v a r ia b le s  w i l l  decrease as the procedure is  continued . However, s in ce  
the number o f  co n s tr a in ts  is  r e l a t i v e l y  small (2 r )  compared to  the number o f  
v a r ia b le s  (n+rj£) the a lgorithm  is  expected  to  be i n e f f i c i e n t  due to  the back­
t ra ck in g .  An estim ate o f  the number o f  i t e r a t i o n s  required  f o r  the decod ing may 
be obta ined  on ly  through s im u lat ion . I t  is  expected  that even though th is  
number may be p r o h ib i t iv e ly  la rg e ,  i t  s t i l l  may be lower than the number requ ired  
by d i r e c t  exhaustive  search .
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IV. OMURA'S ALGORITHM
4 .1 ,  Basic r e la t io n s
In th is  s e c t io n  a randomized decoding a lgorithm  proposed by Omura [ 4] 
w i l l  be summarized f o r  com pleteness. The a lgorithm  is  based on comparing s o lu ­
t ion s  obtained  a f t e r  in terchanging  two rows in the H matrix and then norm aliz ing . 
The matrix H and the v e c to r  e are p a r t i t io n e d  as fo l lo w s
(50)
where B is  a nonsingular rXr m atrix . Let B con ta in  the rows { i , , i _ , . . . , i  } = I .1 2  r
The b a s ic  equation  (2) may now be w r itten  as
xB + %R = s_ (mod.2 )  (51)
Since B is  nonsingular (2) may be normalized as fo l lo w s
x + jRB "*" = sB  ^ (mod.2)
jg
or by p rop er ly  d e f in in g  Z and s we have
x + Z = £
(52)
(53)
A s o lu t io n  to  the decoding problem s a t i s f y in g  (53) is  given by
x 2 =  0 (54)
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Furthermore, there e x i s t s  a B such that the s o lu t io n  given by (54) is  the des ired  
minimum-weight so lution .,
I f  now a row h. in B is  interchanged with a row h in R where z . = 1,—j6 —m nul
then the new matrix B' is  a ls o  nonsingular. The s o lu t io n  e '  o f  (54) corresponding to  
B 1 may then be compared to  the s o lu t io n  e corresponding  to  B. The d i f f e r e n c e  in 
weight A^ o f  the two s o lu t io n s  is  given by
/
Am
n
= 2 (e ! -e  . ) = <. , v l  i yi= l
0
r R1 + 2 z . ( l -2 s  . ). , mi li= l
, i f  = 0
. .  B _ 1s -  1
(55)
This la s t  r e la t i o n  forms the basis  o f  the a lgorithm  which is  descr ibed
next.
4 . 2 o The randomized a lgorithm
The a lgorithm  performs a random search as f o l l o w s :
B(a) A b a s ic  matrix B is  chosen , the equations are normalized to  ob ta in  s and Z, 
and the corresponding s o lu t io n  f o r  e is  found,
(b ) The d i f f e r e n c e  in weight A^ in (55) is  ca lc u la te d  f o r  a l l  m ^ I .
( c )  I f  there are more than one A < 0 ,  the m with sm a llest  A is  chosen, and anm m
g
a rb itr a r y  £ € I  is  chosen such that z ^  = 1 and s^ = 1.
(d) I f  a l l  A^ ^ 0 , an m and £ are picked at random such that z ^  = 1 and = 0.
(e )  With m and £ from ( c )  or  (d) a new basis  is  formed by interchanging h  ^ and 
h^, and the procedure is  repeated as in ( a ) .
The l im ita t io n s  o f  the a lgorithm  is  that i t  is  not p o s s ib le  to  guarantee 
convergence, or that a l l  p o s s i b i l i t i e s  have been exhausted, T h ere fo re ,  an 
adequate stopp ing  ru le  is  r e q u ire d ,  in case o f  no convergence a f t e r  a c e r ta in  
number o f  s te p s .  Omura [4 ]  sim ulated the a lgorithm  f o r  two codes: one BCH code
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and the other a randomly generated cod e . The average number o f  i t e r a t i o n s  was
sm aller f o r  the random code , T h ere fo re ,  i t  seems that i f  the s tru ctu re  o f  c e r ta in
known codes is  u t i l i z e d  in proposing  an a lgorithm , i t  may be p o s s ib le  to  reduce
the number o f  i t e r a t i o n s  requ ired  f o r  decod ing .
F in a l l y ,  in general m inim ization methods, i f  a system atic  search is
k]to  be performed, then the number o f  i t e r a t io n s  requ ired  is  given by —7-77 , ,
M< • M*) *
where p. i s  the number o f  e rr o rs  ( i . e . ,  the weight o f  the s o l u t i o n ) .  The number 
f o r  large k increases  e x p o n e n t ia l ly  w ith  k. I t  provides a meaningful method o f  
s o lv in g  the decoding problem only  i f  p, is  very sm all .  I t  should be noted , that 
a l l  the above methods are r e s t r i c t e d  to  the binary symmetric channel. I t  is  
p o s s ib le  to  con s id er  other e r r o r  models which may r e s u l t  in a sm aller number o f  
steps f o r  decod ing la rg er  number o f  e r r o r s .  In the next s e c t i o n ,  such a simple 
model is  in v e s t ig a te d .
/
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V. MARKOV ERROR MODEL
5 .1 .  In trod u ct ion
The problem o f  decoding is  to  f in d  a v ecto r  £  s a t i s f y in g
eH = s (mod«2) (56)
which has the la rg e s t  p r o b a b i l i t y «  In the BSC case such a s o lu t io n  should have 
the sm allest  number o f  ones« T h e re fo re ,  the system atic  a lgorithm  to  achieve 
th is  would be to  try  f i r s t  a l l  p o s s ib le  vectors  £  w ith  only one e r r o r ,  then a l l  
p o s s ib le  vectors  w ith  only  two e r r o r s ,  and so on u n t i l  a v e c to r  s a t i s f y in g  (56) 
is  found. I f  the H is  norm alized , then the number o f  steps  to  decode |i e rro rs  
w i l l  be
k:
^ ( k - i ) * ! ' (57)
I t  is  ev iden t that a system atic  a lgorithm  searches f o r  the more probable e r r o r  
patterns f i r s t .  I f  the channel e rro rs  are not independent, the. number o f  e rrors  
w i l l  no longer determine t h e ir  p r o b a b i l i t y ,  and the pattern  w i l l  a ls o  be 
important. T h ere fo re ,  i f  the search  is  s t i l l  performed in such a way that the 
more probable patterns are checked f i r s t ,  i t  may be p o s s ib le  to  reduce the 
number o f  s te p s .  As an example, con s id er  the case that bursts  are more probable 
than two independent e r r o r s ,  then the search f o r  bursts w i l l  be performed f i r s t ,  
and s in ce  i t  requ ires  le ss  steps  than the search fo r  two e r r o r s ,  the number o f  
i t e r a t io n s  w i l l  be reduced. A model f o r  the errors  in the channel is  proposed, 
and the r e s u l t in g  decoding a lgorithm  based on a system atic  search  is  con s id ered .
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5 .2 .  Error Model
The model to  be con sidered  is  a f i r s t - o r d e r  Markov chain fo r  the e rro rs  
in the channel. As l im it in g  cases the BSC case or the burst e rro rs  case may be 
ob ta in ed . I t  can be shown by the fo l lo w in g  s ta te  diagram
l-(3
l-Ck'
where O', |3 , 1 -a ,  1-3 are the t r a n s i t io n  p r o b a b i l i t i e s  P(e jJ e  ^ ]) f ° r two ad jacent 
e r r o r  b i t s .  In the l im it in g  case 3 = (1-cO i t  reduces to  the BSC channel. The 
more in te r e s t in g  case o f  non-independent e rro rs  w i l l  be considered  with the
m
assumptions
3 > ( l - a )
The steady s ta te  e r r o r  p r o b a b i l i t y  p w i l l  be given by
1+ £f>
(58)
which fo r  a r e a l i s t i c  channel requ ires  that
(if) » 1
s in ce  u su a lly  p is  very sm all .
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The s t a t i s t i c a l  p ro p e rt ie s  o f  the e r r o r  patterns can be determined by 
the fo l lo w in g  p r o b a b i l i t y
f^(l-L) = Prob, {a  p a r t ic u la r  sequence o f  i non-ad jacent bursts  having 
t o t a l  e r r o rs }  , |i ^ i
I t  can be shown that the fu n c t ion  f^(M.) is  given approxim ately by
f,(pO  = c (— ) ( " J ” ) <f) (59)
where the b lo ck  length is  assumed large w ith  re sp e c t  to  the number o f  e r r o r s .  
S ince the a lgorithm  is  based on search ing  f o r  more probable patterns f i r s t ,  i t  
i s  h e lp fu l  to  ob ta in  in e q u a lity  r e la t io n s  f o r  the f^((j,), I t  can be e a s i l y  seen 
that
i f
where
V 1 = V "-1 , 0 ^ i  £ (k -i )m
= r l o g ( l - 0 ) q - c O - 2 1 o  
log^ -log3
(60)
(61)
In p a r t i c u la r ,  f o r  JL = 1, k = 2 , i t  is  seen that a s in g le  burst o f  up to  mo
e rr o rs  is  more l i e k ly  than two independent e r r o r s .  As an example f o r  the value 
o f  mQ, f o r  a = 0 ,3 ,  p = 10 then m^  = 10, The decoding a lgorithm  w i l l  be a 
system atic  search based on the r e la t i o n  (6 0 ) ,
5 ,3 ,  The search a lgorithm
The a lgorithm  w i l l  search f o r  the e rro rs  accord in g  to  the decreas ing  
order o f  the p r o b a b i l i t y  o f  the p a ttern . I t  may be shown in the f o l lo w in g  flow  
diagram:
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The r e s u lt in g  number o f  steps can be shown to  be sm aller than the number o f  steps 
requ ired  fo r  the BSC case« Further a n a ly s is  o f  the average number o f  steps is 
requ ired«  S im i la r ly ,  exp ress ion s  f o r  the p r o b a b i l i t y  o f  e r r o r  a f t e r  decod in g , 
and the c a p a b i l i t y  o f  a given code have to  be in v e s t ig a te d .  As an example o f  
the redu ct ion  in the number o f  s t e p s ,  con s id er  the case where e i t h e r  one burst 
o f  length up to  m^  or 2 s in g le  e rr o rs  are more probable than 3 s in g le  e r r o rs »
The number o f  steps in th is  case w i l l  be
k ( k - l )
2
m
o
E
i= l
(k - i+ 1 )
while  the number o f  steps f o r  3 s in g le  e rro rs  is
k + k ( k - l )  k ( k - l ) ( k - 2 )  
2 6
which is  c l e a r l y  much la rger  than the former ex p re ss io n .  However, f o r  a more 
genera l comparison, and f o r  the number o f  e r r o r  patterns which can be co r r e c te d  
by a g iven  code fu rth er  in v e s t ig a t io n  is  re q u ire d .  More complex models may 
a ls o  be more h e lp fu l  in develop ing  f a s t e r  a lgorith m s.
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V I „ CONCLUSION
The p r o b a b i l i s t i c  decoding problem has been formulated as a mathe­
m atica l  programming problem. The pseudo-Boolean programming form ulation  is 
n on lin ea r ,  and requ ires  an exhaustive  search in g en era l .  The zero -on e  in teger  
programming method is  l in e a r ,  however, the number o f  v a r ia b le s  is  la rg e .  The 
a lgorithm  req u ires  a large number o f  i t e r a t io n s  unless some fu r th er  p rop ert ie s  
o f  p a r t ic u la r  cases are u t i l i z e d .  A randomized a lgorithm  proposed by Omura 
has a ls o  been summarized, and the r e s u lt s  in d ica te  a slow a lgorithm  with no 
guarantee o f  convergence. Further s im p l i f i c a t io n s  in the three algorithm s may 
be p o s s ib le  i f  one con s id ers  the s tru ctu re  o f  s p e c ia l  codes instead  o f  the 
general case o f  an a r b i tr a r y  check m atrix . A promising problem may be the study 
o f  e rro r  models which are not independent. Algorithms f o r  such models may 
requ ire  a sm aller number o f  i t e r a t i o n s .  A simple example o f  a f i r s t - o r d e r  
Markov case has been in v e s t ig a te d  b r i e f l y  and the r e s u lt in g  a lgorithm  has been 
con s id ered . Further study is  requ ired  o f  the average number o f  steps needed 
f o r  decod ing , the p r o b a b i l i t y  o f  e r r o r  a f t e r  decod in g , and the c a p a b i l i t i e s  o f  
given codes f o r  such models.
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