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El reconocimiento automa´tico de la forma y/o el movimiento es uno de los problemas ma´s
sobresalientes en visio´n computacional. Buena parte de las aplicaciones industriales esta´n
enfocadas hacia el reconocimiento de objetos r´ıgidos B. Para casos ma´s amplios correspon-
dientes a objetos deformables B(λ) (donde λ ∈ Λ) o que evolucionan a lo largo del tiempo
B(t), la resolucio´n de este problema sugiere introducir un soporte deformable para la for-
ma S (shape), caracter´ısticas cinema´ticas para el movimiento M y los procedimientos de
estimacio´n para ambos.
Nuestro enfoque utiliza estructuras superpuestas para la “forma” y diferentes tipos de cam-
pos para representar sus deformaciones (reales o aparentes) y el movimiento. Los campos
que representan la evolucio´n espacio-temporal pueden ser escalares, vectoriales y tensores
correspondientes a la representacio´n como funciones (incluidas las funciones de probabili-
dad de densidad), distribuciones D de los campos vectoriales (eventualmente aleatorios) o
su versio´n dual dada por los sistemas S de formas diferenciales o sus productos formales
correspondientes a los tensores.
Todos los datos anteriores deben ser estimados preservando caracter´ısticas de la forma o del
movimiento que permitan organizar la informacio´n segu´n varias jerarqu´ıas. La estimacio´n
es la clave para actualizar, corregir y adaptar las versiones provisionales de la forma o el
movimiento, mediante estrategias de refinamientos sucesivos (coarse-to-fine) . Por lo tanto,
la retroalimentacio´n entre los modelos diferenciales y su estimacio´n estad´ıstica desempen˜a
un papel central.
Las distribuciones dispersas e irregulares de los datos capturados por diferentes dispositivos
de imagen o rango sugieren el uso de mallas superpuestas para formas y trayectos mu´ltiples
para una descripcio´n en teor´ıa de conjuntos de las caracter´ısticas de movimiento. Por lo
tanto, la topolog´ıa algebraica ba´sica proporciona un marco natural inicial. Adema´s, para
recuperar las propiedades globales o para completar la informacio´n disponible es necesa-
rio identificar las correspondencias entre los datos, as´ı como los modelos de propagacio´n
usando estructuras de datos cinema´ticos que actualizan la informacio´n disponible en trozos
frecuentemente desconectados entre s´ı a los que llamaremos “parches”.
Desde el punto de vista de la inteligencia artificial (AI: Artificial Intelligence), se introdu-
cen diferentes variantes de redes neuronales artificiales (ANN, Artificial Neural Networks).
Se describen en te´rminos de varias capas con funciones sobre nodos y diferentes tipos de
conexividad que facilitan el aprendizaje de objetos o de tareas. La variante a utilizar debe
proporcionar un apoyo a las funcionalidades caracter´ısticas ma´s relevantes para el reconoci-
miento: deteccio´n, descripcio´n y clasificacio´n. Las ANNs utilizan una estructura multicapa
con un enrejado regular (habitualmente cuadrangular) para cada capa con pesos variables
para los nodos en cada capa. Los pesos se ajustan en funcio´n de la disparidad entre los
resultados obtenidos y los deseados (funcio´n objetivo).
Los enfoques habituales para las tareas de aprendizaje y formacio´n en las ANNs siguen un
esquema secuencial entre las capas sucesivas. Las entradas para cada capa se modifican de
acuerdo con las transformaciones locales dadas por convoluciones discretas. La arquitectura
de las ANNs habituales esta´ compuesta por 5 capas (entrada, salida y tres capas ocultas
intermedias). En el esquema inicial (au´n predominante) las ce´lulas en cada capa eran ide´nti-
cas y so´lo estaban conectadas con ce´lulas en capas adyacentes. Las operaciones se describen
en te´rminos de productos tensoriales por matrices de pesos (nu´cleo de una convolucio´n dis-
creta). Los pesos wij en los nodos se modifican inicialmente de manera aleatoria, y despue´s
por medio de campos de control para lograr una convergencia del resultado proporcionado
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El desarrollo de los procedimientos de aprendizaje profundo (Deep Learning, en lo sucesivo)
utiliza las ANNs con un nu´mero muy elevado de capas, un nu´mero muy alto de ce´lulas
(actualmente de dos tipos) por capa eventualmente conectadas. El entrenamiento utiliza
millones en lugar de unos pocos miles de datos para el entrenamiento y puede llevarse a cabo
de forma distribuida tanto en la misma capa como en capas contiguas, con procedimientos
de realimentacio´n.
Los algoritmos desarrollados inicialmente para las ANN utilizaban procedimientos de fuerza
bruta, asignacio´n aleatoria de pesos en procesos inicialmente secuenciales (posteriormente
en la misma capa usando convoluciones) o bien refinamientos basados en el me´todo del
gradiente (descenso ma´s ra´pido) para funciones objetivo sencillas asociadas a problemas de
optimizacio´n. La introduccio´n de las convoluciones ma´s sencillas y de funciones de pesos
ma´s sofisticadas permitio´ ya en los setenta mejoras sustanciales sobre la adaptabilidad, pero
siempre con una u´nica funcio´n objetivo fija para cada red neuronal.
Desde los an˜os ochenta se han desarrollado refinamientos adaptativos en diferentes contextos
vinculados a Algoritmos Gene´ticos (Genetic Algorithms o GAs), Programacio´n Evolutiva
(Evolutionary Programming o EP) y Mapas Auto-Organizantes (Self-Organizing Maps o´
SOM) desarrollaron estrategias alternativas ma´s eficientes. Los avances recientes llevados a
cabo sobre Redes Neuronales Convolucionales (CNN) y las mejoras en estrategias recurrentes
(RNN) sobre arquitecturas hardware distribuidas mucho ma´s eficientes han dado lugar a un
crecimiento exponencial de contribuciones en los u´ltimos diez an˜os bajo la etiqueta de Deep
Learning.
Los objetivos principales de este TFG consiste en reformular de forma rigurosa los mode-
los geome´tricos y topolo´gicos subyacentes para mejorar el rendimiento de redes adaptando
algunas de las ideas de SOM al contexto Deep Learning.
Estrategias propuestas:
Para alcanzar el objetivo descrito, se adaptan modelos y herramientas procedentes de la
topolog´ıa algebraica, la geometr´ıa y topolog´ıa diferencial para un modelado ma´s eficiente de
espacios y, en menor medida, de procesos de aprendizaje.
La Topolog´ıa Algebraica se utiliza para describir trayectorias descritas por diferentes agentes
como “multi-caminos” Γ = (γ1, . . . , γk), as´ı como para el PL
1-modelado tanto de objetos (en
te´rminos de grupos de cadenas) como de PL-funcionales (grupos de co-cadenas) definidos
sobre dichos objetos. Aunque el marco ma´s habitual es el simplicial (o su extensio´n al caso
singular), en este trabajo se introduce el cuboidal, pues facilita la transicio´n hacia modelos
parametrizados t´ıpicos de la Geometr´ıa y la Topolog´ıa Diferencial.
La Geometr´ıa Diferencial se utiliza para propiedades formales de los diferentes tipos de
campos (escalares, vectoriales, tensoriales). Los “eventos” relativos a a la (des)aparicio´n de
agentes o cambios en las apariencias o atributos de dichas apariencias (color, p.e.) se abordan
en te´rminos de singularidades de funciones, lugares cr´ıticos de distribuciones de campos o de
sistemas de formas. Todos ellos se agrupan con ma´s generalidad en distribuciones de campos
tensoriales de bigrado (r, s) “bajo”, es decir, con r + s ≤ 4.
La Topolog´ıa Diferencial se utiliza para describir las “variaciones” en la topolog´ıa de las
hipersuperficies de nivel asociadas a campos (lugar cr´ıtico de una funcio´n en el caso escalar)
o de distribuciones (lugar discriminante de una aplicacio´n). Para ello, se adaptan resultados
de la Teor´ıa Cla´sica de Morse; su reinterpretacio´n en te´rminos de la (co)homolog´ıa de las su-
perficies de nivel extiende el uso de herramientas de Topolog´ıa Algebraica a la (co)homolog´ıa
persistente.
Nuestras contribuciones:
Las contribuciones ma´s relevantes desde el punto de vista matema´tico conciernen a un
tratamiento unificado de los diferentes tipos de campos para el modelado de objetos y el
aprendizaje de multi-tareas en entornos distribuidos; el cara´cter distribuido en Matema´ti-
cas se representa como la coexistencia e interaccio´n entre diferentes tipos de campos. En
1PL ≡ ”Piecewise Linear”
5cualquier caso, los campos se interpretan como secciones de fibrados o, con ma´s genera-
lidad, fibraciones. Este tratamiento unificado proporciona una versio´n global en te´rminos
de (funcionales sobre) fibraciones topolo´gicas como extensio´n de los fibrados vectoriales
de la Geometr´ıa Diferencial. Asimismo, se introducen estimadores robustos para formas
eventualmente cambiantes y adaptativos para los procesos vinculados al reconocimiento de
objetos y de la funcio´n que desempen˜an. Esta idea permite incorporar tanto las funciones
objetivo-coste de procesos de optimizacio´n convencionales, como las herramientas de control
robusto-adaptativos a objetos y tareas.
Una aportacio´n relevante es la introduccio´n de elementos centrales para el reconocimien-
to (detectores, descriptores, clasificadores) en te´rminos de objetos habituales en Fibrados
Vectoriales o, con ma´s generalidad, Fibraciones. Esta introduccio´n proporciona un marco
comu´n para unificar la inmensa casu´ıstica presente en Sistemas Expertos y sus aplicaciones
al Reconocimiento.
Con ello, se espera mejorar el rendimiento de Sistemas Expertos en relacio´n con la aparicio´n
(y/o desaparicio´n) de eventos. Desde el punto de vista matema´tico, la clave consiste en refor-
mular las distribuciones D de campos vectoriales y de sistemas S de formas diferenciales, no
necesariamente regulares. Nuestra propuesta consiste en desarrollar herramientas de control
adaptativo que se formulan en te´rminos de filtraciones graduadas cambiantes asociadas al
procesamiento de la informacio´n parcial de tipo visual.
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1.1. Deformacio´n y pegado de caminos mu´ltiples.
En esta seccio´n se introducen algunas nociones ba´sicas sobre caminos mu´ltiples o multi-
caminos que permiten describir las diferentes trayectorias llevadas a cabo por un nu´mero
finito de agentes que se presentan en escenas reales. Tambie´n se pueden aplicar a otros
objetos a reconocer como por ejemplo un nudo de ADN o´ estructuras filamentosas del
aparato circulatorio o del sistema nervioso, p.e..
Figura 1.1: Nudo de ADN
Para ello, se presentan algunas ideas ba´sicas de la teor´ıa de trenzas y nudos que facilita un
tratamiento topolo´gico de las deformaciones en este espacio.
Definicio´n 1.1 Sea γ : [0, 1] −→ X un camino abierto y γ : S1 −→ X un camino cerrado.
Un multi-camino se define como una coleccio´n finita de caminos abiertos o´ cerrados que
denotamos mediante
Γab = {γi : [0, 1] −→ X, para todo i ∈ N}
Γce = {γi : S1 −→ X, para todo i ∈ N}.
Denotamos mediante Γ al espacio de multi-caminos o caminos mu´ltiples (γ1, . . . , γk) donde
cada camino γi puede ser tanto abierto como cerrado, es decir, topolo´gicamente equivalente
a [0, 1] como a S1.
En Topolog´ıa Algebraica se describen las deformaciones de un camino en otro mediante
homotop´ıas. Aqu´ı se presenta una situacio´n ma´s complicada porque las deformaciones a
estudiar dan lugar a trenzas que no deber´ıan reconectarse para poder mantener un control
de la topolog´ıa. Asimismo, la comparacio´n (incluso cuando no se reanudan) presenta una
mayor complejidad en el espacio.
1.1.1. Teor´ıa ba´sica de trenzas.
Comencemos dando una definicio´n de lo que es una trenza desde el punto de vista matema´ti-
co.
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Definicio´n 1.2 Sea D el cubo unidad [0, 1]3 en R3. Consideremos una coleccio´n ordenada
de n puntos en la cara superior p1, . . . , pn (puntos finales) y otra coleccio´n ordenada de n
puntos p′1, . . . , p
′
n (puntos iniciales) de D. A continuacio´n unimos un par de puntos mediante
un arco/segmento di que cumple las siguientes condiciones:
1. d1, d2, ..., dn son disjuntos.
2. Cada di conecta un pj con un p
′
k, donde j y k pueden o no ser iguales, pero di no puede





3. Cada plano de nivel Es (planos horizontales), con 0 ≤ s ≤ 1, interseca a cada di en
un u´nico punto.
Al arco di se le llama el i-e´simo filamento de la trenza. Al resultado de esta construccio´n le
llamamos una n-Trenza (Braid, Tresse), o una trenza con n filamentos.
Figura 1.2: Ejemplo 3-Trenza
Denotamos al conjunto de trenzas de n filamentos por Bn (braids). De forma ana´loga al
caso cla´sico, se obtiene una estructura de grupo para las (clases de) trenzas con respecto un
producto interno. Veamos esto con mas detalle.
La primera cuestio´n que se plantea es la equivalencia entre dos trenzas. Para que dos trenzas
sean equivalentes debe ocurrir que si tomamos una de las dos trenzas y aplicamos movimien-
tos elementales sobre ella podamos llegar a obtener la otra trenza. Para formalizar esta idea
definimos los movimientos elementales que podemos aplicar a las trenzas.
Definicio´n 1.3 Sea AB un trozo del filamento d. Sea C un punto en D tal que el tria´ngulo
4ABC solo interseca AB y no interseca con ningu´n otro filamento. Supongamos adema´s
que:
1. AC ∪ CB interseca a Es entre A y B en un u´nico punto.
2. Entonces, podemos reemplazar AB por los dos segmentos AC ∪ CB.
A esta accio´n, denotada por Ω, la definimos como movimiento elemental en una trenza. La
operacio´n inversa ser´ıa revertir esta accio´n, Ω−1 que se considera tambie´n como movimiento
elemental.
De esta manera podemos formalizar el concepto de equivalencia.
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Definicio´n 1.4 Una n-Trenza α se dice que es igual o equivalente a otra n-Trenza α′, y lo
denotamos por α ∼ α′, si α puede ser deformada en α′ por la aplicacio´n de una serie finita
de movimientos elementales.
Es inmediato comprobar que la relacio´n anterior es una relacio´n de equivalencia.
En el contexto matema´tico de esta teor´ıa, pasando al cociente mo´dulo dicha relacio´n, las
trenzas equivalentes se representan mediante un u´nico elemento. Denotamos por Bn al con-
junto de n-Trenzas no-equivalentes (es decir, Bn = Bn/ ∼).
Supongamos que tenemos dos trenzas en las que se presentan un nu´mero distinto de cru-
zamientos (por ejemplo, en la primera se produce un nu´mero p de cruzamientos y en la
segunda q 6= p); entonces esas dos trenzas no pueden ser equivalentes una de la otra, es
decir, αp  α′q. De este modo, se obtiene un primer criterio tosco que permite distinguir una
trenza de otra.
A continuacio´n, desde el punto de vista del algebra abstracto, daremos al conjunto de n-
Trenzas una estructura de grupo. Para ello debemos describir el producto interno en este
conjunto junto con el elemento neutro e inverso. De esta manera damos una presentacio´n
algebraica del grupo de trenzas.
Definicio´n 1.5 Sean α1 y α2 dos n-Trenzas en Bn. Podemos crear una tercera n-Trenza
a partir de estas dos que definimos como el producto de ellas que denotaremos por α1α2 y
que consiste en hacer corresponder los puntos p′1i con los puntos p
2
i .
Figura 1.3: Ejemplo ilustrativo
Proposicio´n 1.1 Supongamos que α, α′, α¯, α¯′ tal que α ∼ α′ y α¯ ∼ α¯′. Entonces,
αα¯ ∼ α′α¯′




−→ · · · Ω
±1
−→ αm = α′.




−→ · · · Ω
±1
−→ αmα¯ = α′α¯.
Por tanto, tenemos que αα¯ ∼ α′α¯.
De la misma manera vemos que α′α¯ ∼ α′α¯′ y finalmente, por la transitividad de la relacio´n,
tenemos que αα¯ ∼ α′α¯ ∼ α′α¯′.

Proposicio´n 1.2 El producto de trenzas es asociativo, es decir,
(α1α2)α3 ∼ α1(α2α3).
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A pesar de que el producto es una operacio´n asociativa, no es un producto conmutativo, es
decir, no tiene por que´ ocurrir que α1α2 ∼ α2α1.
Proposicio´n 1.3 Sea αe la trenza que se muestra en Figura 1.4. Entonces, para toda n-
Trenza α,
ααe ∼ α y α ∼ ααe.
Llamamos a esta trenza αe la trenza identidad (o´ trivial) y la denotaremos por 1n.
Figura 1.4: n-Trenza trivial.
Proposicio´n 1.4 Para cada n-Trenza α existe una n-Trenza α¯ tal que
αα¯ ∼ 1n y α¯α ∼ 1n.
Las demostraciones se ilustran mediante construcciones gra´ficas en [1].
Para definir una estructura de grupo, debemos considerar las clases de equivalencia de n-
Trenzas, Bn. Como consecuencia de la Proposicio´n 1.1 tenemos que el producto de dos
elementos [α1] y [α2] en Bn esta´ bien definido, pues [α1][α2] = [α1α2]. Con los elementos
descritos podemos dotar a Bn con una estructura de grupo no-conmutativo:
Teorema 1.1 El conjunto de las clases de equivalencia de n-Trenzas, Bn, forma un grupo.
A este grupo se le llama grupo de n-Trenzas de Artin.
Demostracio´n: El producto (operacio´n binaria) esta´ dado por la Definicio´n 1.5; la aso-
ciatividad es una consecuencia de la Proposicio´n 1.2. El elemento identidad es 1n en virtud
de la Proposicio´n 1.3. Por u´ltimo, el elemento inverso de [α], denotado por [α]−1, es [α−1],
como consecuencia de la Proposicio´n 1.4.

Si consideramos una aplicacio´n f del conjunto de todas las trenzas Bn en algu´n objeto
algebraico que cumple la propiedad:
α ∼ α′ ⇒ f(α) = f(α′),
decimos que f es un invariante topolo´gico de Bn o ma´s precisamente un invariante de trenza.
Su rec´ıproco proporciona otro criterio para saber si 2 trenzas cualesquiera son equivalentes.
Un ejemplo de la construccio´n descrita consiste en considerar la aplicacio´n pi de permutacio´n












Es claro que pi(α1) 6= pi(α2), por lo que α1  α2.
Si tenemos una n-Trenza tal que
pi(α) =
(
1 2 . . . n
1 2 . . . n
)
,
llamamos a este tipo de trenza una n-Trenza Pura y denotamos mediante Pn, con n ≥ 1, al
conjunto de este tipo de trenzas.
Con la notacio´n anterior damos una presentacio´n para el grupo de las trenzas (de la misma
forma que en el Seminario N.Bourbaki dado por Bennequin sobre el enfoque desarrollado
por V.I.Arnold’s).
Denotamos gi como la operacio´n en la que cruzamos el i-e´simo filamento sobre el (i + 1)-
e´simo y al operador g−1i como el cruzamiento del (i + 1)-e´simo filamento sobre el i-e´simo
filamento.
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Proposicio´n 1.5 Cualquier n-Trenza α (en Bn) se puede escribir como el producto de los
elementos del conjunto {g±1i }, es decir,
α = gε1i1 g
ε2
i2
. . . gεkik ,
donde 1 ≤ i1, i2, . . . , ik ≤ n− 1 y εi = ±1 para i = 1,. . . , k.
A continuacio´n damos la presentacio´n del grupo de trenzas:
Teorema 1.2 Para todo n ≥ 1 el grupo de n-Trenzas Bn tiene la siguiente presentacio´n,
Bn = 〈g1, g2, . . . , gn−1
∣∣∣∣ gigj = gjgi para |i− j| > 1gigi+1gi = gi+1gigi+1 para i = 1, 2, . . . , n− 2 〉.
Un invariante algebraico asociado a las propiedades algebraicas de las trenzas es el siguiente:
Proposicio´n 1.6 Sea α una n-Trenza dada por α = gε1i1 g
ε2
i2
. . . gεkik , donde εi = ±1. Defini-
mos la suma de los exponentes de α(en te´rminos de gi), denotada por exp(α), como
exp(α) = ε1 + ε2 + · · ·+ εk.
Entonces, exp(α) es un invariante del grupo de trenzas, es decir,
α1 ∼ α2 ⇒ exp(α1) = exp(α2).
Otro de los aspectos importantes en esta teor´ıa es la relacio´n que hay entre el grupo de
trenzas y el grupo de simetr´ıa Sn. El objetivo aqu´ı es encontrar una relacio´n o un conjunto
de relaciones para las cuales se pueda pasar de mi grupo infinito de trenzas a un grupo
cociente finito. La solucio´n de a este problema motiva que debemos incluir ma´s relaciones
en el grupo de presentacio´n de nuestro grupo de trenzas. Como las trenzas pueden ser
interpretadas como objetos geome´tricos una primera intuicio´n que tenemos es buscar una
relacio´n geome´trica.
Posiblemente la ma´s sencilla sea lo que en esta teor´ıa se conoce como ∆-operador (o como
la accio´n “desanudar”) que consiste ba´sicamente en intercambiar la superposicio´n de un
filamento en el cruce con otro filamento.
El ∆-operador se puede interpretar como una transformacio´n del operador gi en el g
−1
i (o
viceversa). Dicho de otra forma, el ∆-operador es una transformacio´n de g2i en 1. Por tanto,
consideraremos esta u´ltima relacio´n en nuestro grupo Bn. Esta idea permite enunciar la
siguiente proposicio´n.
Proposicio´n 1.7 Sea Bn(2) el grupo cuya presentacio´n es la misma que Bn con la relacio´n
extra g2i = 1, para todo i = 1, 2, . . . , n − 1. Se tiene que Bn(2) es isomorfo a Sn y por
consiguiente |Bn(2)| = |Sn| = n!.
Usando el resultado anterior, podemos dar una presentacio´n de algu´n subgrupo de Sn. Para
n ≥ 2, uno de los subgrupos ma´s importantes del grupo de simetr´ıas es el llamado grupo
alternado, An. En la referencia [1] puede encontrase una presentacio´n del grupo An dado a
partir de unas modificaciones de la presentacio´n del grupo de simetr´ıa.
1.1.2. Teor´ıa ba´sica de nudos.
Para enlazar la teor´ıa de nudos con la teor´ıa de trenzas nos apoyamos en el teorema de
Alexander. Antes de enunciar este teorema daremos algunos resultados para que no haya
confusio´n con ciertos te´rminos como por ejemplo nudo y enlace. Una referencia para es-
ta parte es [13], en la que encontramos un estudio ma´s a fondo sobre esta parte de las
Matema´ticas. En este trabajo suponemos que los nudos son curvas cerradas, suaves y sin
autointersecciones, tal y como se muestra en la siguiente figura.
Figura 1.5: Nudos en R3
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Una definicio´n ma´s formal de nudo desde el punto de vista matema´tico es la siguiente:
Definicio´n 1.6 Un nudo K es embebimiento de S1 en alguna 3-variedad M .
Un ejemplo especial de nudo es el conocido nudo to´rico. Es un tipo especial de nudo que se
encuentra en la superficie de un toro T2 en R3. Cada nudo to´rico se especifica por un par
de nu´meros enteros p y q tales que mcd(p, q) = 1. Un enlace to´rico esta´ caracterizado por
la condicio´n mcd(p, q) 6= 1, en cuyo caso, sera´ el nu´mero de componentes. Un nudo to´rico es
trivial si y so´lo si p o q es igual a ±1. El ejemplo ma´s sencillo no trivial es el nudo (2, 3),
tambie´n conocido como nudo de tre´bol.
El nudo (p, q) se puede describir por la parametrizacio´n:
x = r cos(pφ); y = r sin(pφ); z = − sin(pφ)
donde r = cos(qφ) + 2 y 0 < φ < 2pi.
Figura 1.6: Nudo to´rico (2,3)
La equivalencia entre dos nudos es similar a la formulada en teor´ıa de trenzas: Dos nudos K
y K ′ son equivalentes si mediante una serie de movimientos aplicados a K se puede obtener
K ′. Los movimientos que consideramos en esta teor´ıa son los conocidos como movimientos
de Reidemeister que constan de tres tipos diferentes:
Tipo 1: Girar y desenroscar en cualquier direccio´n.
Tipo 2: Superponer un filamento con otro.
Tipo 3: Mover un filamento por debajo o encima de otro/s.
(a) TIPO 1 (b) TIPO 2 (c) TIPO 3
Es fa´cil darse cuenta de que estos movimientos se pueden obtener a trave´s de movimientos
elementales Ω aplicados sobre los filamentos de los nudos como hemos descrito en la teor´ıa
de trenzas del principio.
Ana´logamente al enfoque de la Topolog´ıa conjuntista, para realizar la suma conexa de dos
nudos se retira un segmento de un filamento de cada uno de ellos y a continuacio´n se pegan
los extremos que quedan libres (en Topolog´ıa para obtener la suma conexa de dos toros
se recorta un disco D2 de cada uno y se identifican los bordes de los espacios vac´ıos que
quedan).
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Figura 1.7: Sumas conexa de K1 y K2
En presencia de una coleccio´n ordenada de nudos, K1, . . . ,Kn con n > 1, se obtiene una
n-componente o enlace. La equivalencia entre dos enlaces L1 y L2 se da cuando cada nudo
Ki1 es equivalente a algu´n nudo K
j
2 .
Para finalizar esta parte enunciaremos un resultado muy importante que permite relacionar
la teor´ıa de trenzas y la teor´ıa de nudos.
Teorema 1.3 (Teorema de Alexander) Cualquier nudo o enlace se puede representar
como una trenza cerrada.
La demostracio´n puede consultarse en [1].
Una primera idea de como podemos ver un nudo como una trenza ser´ıa pegando los puntos
pi con los p
′
i de la trenza.
(a) Ejemplo 1 (b) Ejemplo 2
Este resultado no implica que dos trenzas distintas representen dos nudos o enlaces distintos.
Puede ocurrir en la teor´ıa de nudos estudiada a trave´s de la teor´ıa de trenzas que dos trenzas
distintas den lugar a nudos equivalentes (la propiedad de conmutatividad s´ı es cierta en los
nudos). La respuesta a este problema es el famoso teorema de Markov junto con los dos
tipos de movimientos de Markov.
1.2. Estructuras y deformaciones PL-superpuestas.
La homolog´ıa consiste en la asignacio´n de una coleccio´n finita de grupos y homomorfismos
de grupos a un espacio topolo´gico. Esto se puede realizar de diversas formas, lo que da origen
a diferentes Teor´ıas de Homolog´ıa que proporcionan los mismos invariantes para espacios
con descomposiciones celulares.
En Rn los s´ımplices, los cubos y las ce´lulas n-dimensionales son homeomorfos entre s´ı; sin
embargo, dependiendo del marco teo´rico o de las aplicaciones consideradas a otras a´reas una
homolog´ıa puede ser ma´s intuitiva (simplicial), ordenada (cuboidal) o flexible (celular).
Figura 1.8: S´ımplice,cubo y ce´lula 2-dimensional, respectivamente
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En esta seccio´n se presta ma´s atencio´n a la (co)homolog´ıa cuboidal [4]. Como ya se comento´
en el Prefacio, esta homolog´ıa facilita la transicio´n hacia modelos parametrizados t´ıpicos
de la Geometr´ıa y la Topolog´ıa Diferencial. Adema´s, permite parametrizar los objetos que
se desee reconocer, pudiendo recubrirlos con mallas cuboidales reparametrizables usando
argumentos sencillos de subdivisio´n regular.
Figura 1.9: Objeto recubierto por una malla cuboidal
En ocasiones, estas estructuras pueden presentarse de forma superpuestas unas con otras.
Adema´s y de forma similar a lo que ocurre en algunas aplicaciones a Geometr´ıa Compleja
Singular, pueden aparecer feno´menos de colapso o, por el contrario, de “emergencia” de
ciclos reales (feno´menos de “suspensio´n”). Estos feno´menos aparecen asociados a “eventos”
correspondientes a componentes u objetos que aparecen o desaparecen en los modelos de-
pendiendo de la localizacio´n de un observador eventualmente mo´vil (estos conceptos sera´n
tratados ma´s adelante).
Figura 1.10: Estructuras PL-superpuestas
1.2.1. Homolog´ıa cuboidal.
Empezamos definiendo la nocio´n de n-cubo, que es la generalizacio´n natural del intervalo
unidad I = [0, 1] o´ del cuadrado unidad I × I. Esto nos permite considerar subconjuntos de
varias dimensiones en un espacio topolo´gico.
Definicio´n 1.7 Llamamos n-cubo, y lo denotamos por In, al conjunto [0, 1]n = [0, 1]
n veces× . . .×
[0, 1] para todo n ≥ 0.
Para el caso n = 0 se considera el conjunto como un u´nico punto.
Definicio´n 1.8 Un n-cubo singular en un espacio topolo´gico X es una aplicacio´n continua
T : In → X para todo n ≥ 0.
En ocasiones, se identifica un cubo singular con su imagen en X.
Denotamos por Qn(X) al grupo abeliano libre generado por el conjunto de todos los n-cubos
singulares en X. Cualquier elemento de este grupo tiene una u´nica representacio´n como una
combinacio´n lineal con coeficientes enteros de n-cubos singulares en X (si u ∈ Qn(X), u
tiene una u´nica representacio´n de la forma u = ΣiniTi).
Definicio´n 1.9 Un n-cubo singular T es degenerado si existe un entero i, 1 ≤ i ≤ n, tal
que T (x1, . . . , xn) no depende de xi.
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Sea Dn(X) el subgrupo de Qn(X) generado por los n-cubos singulares degenerados, y sea
Cn(X) el grupo cociente Qn(X)/Dn(X) llamado el grupo de n-cadenas cuboidales singulares
en X o n-cadenas en X.
Un concepto fundamental para la definicio´n de homolog´ıa es el de la aplicacio´n borde pero
antes de pasar a este concepto tenemos que dar un breve conocimiento de lo que son las
“caras” de un n-cubo singular.





AiT (x1, . . . , xn−1) = T (x1, . . . , xi−1, 0, xi, . . . , xn−1),
BiT (x1, . . . , xn−1) = T (x1, . . . , xi−1, 1, xi, . . . , xn−1).
Llamamos a AiT la i-cara frontal de T y a BiT la i-cara trasera de T .
Estos operadores satisfacen las siguientes identidades para 1 ≤ i < j ≤ n:
AiAj(T ) = Aj−1Ai(T ); BiBj(T ) = Bj−1Bi(T );
AiBj(T ) = Bj−1Ai(T ); BiAj(T ) = Aj−1Bi(T ).
Definicio´n 1.11 El operador borde de orden n, para n ≥ 1, es el homomorfismo ∂n :





Este operador dota a los cubos singulares de una dimensio´n menos de una orientacio´n y
cumple dos propiedades muy importantes:
∂n−1(∂n(T )) = 0 [n > 1],
∂n(Dn(X)) ⊂ Dn−1(X) [n ≥ 0].
A consecuencia de la segunda, ∂n induce un homomorfismo Cn(X) → Cn−1(X), que lo
denotaremos por la misma notacio´n que el operador borde.
Entonces tenemos una secuencia de grupos de homomorfismos
· · · → Cn(X) ∂n−→ Cn−1(X) ∂n−1−→ · · · ∂2−→ C1(X) ∂1−→ C0(X) ∂0−→ 0
donde, por definicio´n, ∂0 = 0. Llamamos a esta secuencia complejo de cadenas.
A continuacio´n definimos Zn(X) = Ker ∂n (el conjunto de los ciclos) y Bn(X) = Im ∂n+1
(el conjunto de los bordes). Por la primera propiedad del operador borde podemos afirmar
que Bn(X) ⊆ Zn(X), lo que nos permite dar la siguiente definicio´n.
Definicio´n 1.12 El n-e´simo grupo de homolog´ıa de un espacio topolo´gico X es el grupo
cociente Hn(X) = Zn(X)/Bn(X).
Proposicio´n 1.8 Si X es un conjunto formado por un u´nico punto, entonces
Hn(X) = { Z si n = 0,0 si n 6= 0.
Proposicio´n 1.9 Si X es conexo por arcos, entonces H0(X) ≈ Z.
Definicio´n 1.13 Se considera la secuencia
· · · → Cn(X) ∂n−→ Cn−1(X) ∂n−1−→ · · · ∂2−→ C1(X) ∂1−→ C0(X) ε−→ Z→ 0,





Los grupos de homolog´ıa H˜n(X) de este complejo de cadenas se llaman los grupos de homo-
log´ıa reducida de X y se tiene que Hn(X) ≈ H˜n(X), para n > 0, y H0(X) ≈ H˜0(X)⊕ Z.
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Si X es homeomorfo a Y , entonces es inmediato que Hn(X) es isomorfo a Hn(Y ) (las cadenas
en Y son las composiciones de las cadenas en X con el homeomorfismo).
Proposicio´n 1.10 Sea X = unionsqiXi la unio´n disjunta de los espacios topolo´gicos Xi, i ∈ I.
Entonces se tiene un isomorfismo Hn(X) ≈ ⊕iHn(Xi).
Historicamente, el grupo fundamental aparecio´ despue´s de los grupos de homolog´ıa, en la
tentativa de obtener un invariante ma´s fuerte que el primer grupo de homolog´ıa. Estos dos
invariantes esta´n relacionados por el siguente teorema.
Teorema 1.4 Sea X un espacio topolo´gico conexo por arcos. Entonces H1(X) es isomorfo
a la abelianizacio´n de pi1(X).
Cada aplicacio´n continua f : X → Y induce un homeomorfismo f∗ entre los grupos de
homolog´ıa de X e Y . El objetivo ahora es como definimos este homomorfismo f∗.
Lo primero que hacemos es definir el homomorfismo f] : Qn(X) → Qn(Y ) de manera que
f](T ) = f ◦ T . Este homomorfismo tiene las siguiente propiedades:
Si T es degenerado, f](T ) tambie´n lo es, por lo que f] induce un homomorfismo de
Cn(X) en Cn(Y ) que denotamos por la misma f].
El siguiente diagrama es conmutativo:
Qn(X)
f]−→ Qn(Y )
∂n ↓ ↓ ∂n
Qn−1(X)
f]−→ Qn−1(Y )
La prueba de esto en darse cuenta de que f](AiT ) = Ai(f]T ) y que f](BiT ) = Bi(f]T ).
De esto se sigue que el siguiente diagrama tambie´n es conmutativo:
Cn(X)
f]−→ Cn(Y )
∂n ↓ ↓ ∂n
Cn−1(X)
f]−→ Cn−1(Y )
Como f] lleva Zn(X) en Zn(Y ) yBn(X) enBn(Y ) para todo n ≥ 0, induce un homomorfismo
de los grupos cocientes denotado por
f∗ : Hn(X)→ Hn(Y ).
A esta aplicacio´n se la conoce como homomorfismo inducido y cumple las propiedades for-
males habituales que permiten calcular los grupos de homolog´ıa para un espacio topolo´gico
X:
Proposicio´n 1.11 El homomorfismo inducido posee las siguientes propiedades:
1. id∗ = id.
2. (f ◦ g)∗ = f∗ ◦ g∗.
Proposicio´n 1.12 Si dos aplicaciones continuas f, g : X → Y son homoto´picas, entonces
f∗ = g∗.
Corolario 1.1 Si f : X → Y es una equivalencia homoto´pica, entonces f∗ : Hn(X) →
Hn(Y ) es un isomorfismo.
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1.2.2. Homolog´ıa relativa cuboidal.
A continuacio´n se presenta la homolog´ıa relativa cuboidal, donde la teoria sobre homomorfis-
mo inducidos que acabamos de estudiar funciona de la misma manera. Para ello, se selecciona
un subconjunto A de un espacio topolo´gico de X y se identifican todas las n-cadenas que
tenemos en A como un solo elemento.
Definicio´n 1.14 Sea A un subespacio de un espacio topolo´gico X. Se define el grupo de las
cadenas relativas Cn(X,A) = Cn(X)/Cn(A). Como el operador borde verifica que ∂n(Cn(A)) ⊂
Cn−1(A) podemos definir un operador borde relativo ∂n : Cn(X,A) → Cn−1(X,A). Sea
Zn(X,A) = Ker ∂n y Bn(X,A) = Im ∂n+1. Como se cumple que ∂n ◦ ∂n+1 = 0, se de-
fine como el n-e´simo grupo de homolog´ıa de X relativa a A al grupo cociente Hn(X,A) =
Zn(X,A)/Bn(X,A).
No es cierto que Hn(X,A) = Hn(X)/Hn(A), ya que esta la igualdad solo es cierta cuando
A es un retracto por deformacio´n de X.
A continuacio´n introducimos el concepto de secuencia exacta, que es una propiedad de un
complejo de cadenas que ayuda demostrar el teorema de Mayer-Vietoris que enunciaremos
posteriormente.
Definicio´n 1.15 Una secuencia
· · · → Gn+1 ϕn+1−→ Gn ϕn−→ Gn−1 → . . .
es exacta si Ker ϕn = Im ϕn+1, ∀n.
Una secuencia exacta 0 → G ϕ−→ H Ψ−→ K → 0 se dice que es una secuencia exacta corta.
No´tese que la secuencia 0 → Cn(A) i−→ Cn(X) j−→ Cn(X,A) → 0 es exacta, donde i es la
aplicacio´n inclusio´n y j es la proyeccio´n sobre el cociente, por lo que es sencillo ver que el
siguiente diagrama es conmutativo:
Con esto, se tiene el siguiente resultado.
Proposicio´n 1.13 La aplicacio´n ∂∗ : Hn(X,A) → Hn−1(A) definida por ∂∗[z] = [∂n(w)],
con j(w) = z, es un homomorfismo que llamamos homomorfismo de conexio´n.
Es fa´cil demostrar que la secuencia
· · · → Hn(A) i∗−→ Hn(X) j∗−→ Hn(X,A) ∂∗−→ Hn−1(A)→ . . .
es exacta (con i∗ y j∗ las aplicaciones de inclusio´n y de proyeccio´n, respectivamente, sobre los
grupos de homolog´ıa). Tan solo debemos estudiar la exactitud de cada grupo del complejo
de cadenas y aplicar lo que acabamos de ver sobre homolog´ıa relativa. Esto tambie´n es cierto
para cuando se consideran grupos de homolog´ıa reducida.
El teorema de Van Kampen da el grupo fundamental de A ∪ B en te´rminos de los grupos
fundamentales de A, B y A ∩B. La secuencia de Mayer-Vietoris es ana´logo a este teorema
para la homolog´ıa.
Llamamos escisio´n a la aplicacio´n inclusio´n (X \U,A \U)→ (X,A) que induce un isomor-
fismo
Hn(X \ U,A \ U)→ Hn(X,A), ∀n.
20 CAPI´TULO 1. ELEMENTOS BA´SICOS
Consideramos la terna (X,X1, X2) ordenada de espacios donde X1 y X2 son subespacios de
X. Tenemos las funciones de inclusio´n
Ki : (Xi, X1 ∩X2)→ (X1 ∪X2, Xj), ∀i, j ∈ {1, 2} con i 6= j,
obtenidas por la escisio´n de X2\(X1∩X2), X1\(X1∩X2) de X1∪X2. Si ambas aplicaciones
K1 y K2 son escisiones, se dice que la terna es exacta (o propia). Por tanto
Hn(Ki) : Hn(Xi, X1 ∩X2)→ Hn(X1 ∪X2, Xj) ∀i, j ∈ {1, 2} con i 6= j,
es un isomorfismo para todo n.
Supongamos que X = X1 ∪X2 y A = X1 ∩X2. Entonces, las diferentes aplicaciones de in-
clusio´n inducen el siguiente diagrama de homomorfismos, donde los tria´ngulos y recta´ngulos
son conmutativos.
El siguiente lema es puramente algebraico, usando so´lo la conmutatividad y propiedades de
exactitud del diagrama.
Lema 1.1 (Lema Hexagonal) Asumiendo que la terna (X,X1, X2) es exacta, tenemos
que
0 = ∂′Hn(k1)−1Hn(s2) + ∂′′Hn(k2)−1Hn(s1)
Este lema, conocido como lema hexagonal, permite construir la secuencia de Mayer-Vietoris:
· · · → Hn(A) Ψ−→ Hn(X1)⊕Hn(X2) Φ−→ Hn(X) ∆−→ Hn−1(A)→ . . .
donde
Ψ(a) = (Hn(m1)(a), −Hn(m2)(a)),
Φ(x1, x2) = Hn(i1)(x1) +Hn(i2)(x2),
∆ = ∂′′Hn(k2)−1Hn(s1) = −∂′Hn(k1)−1Hn(s2).
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Teorema 1.5 Si (X,X1, X2) es una terna exacta, entonces la secuencia de Mayer-Vietoris
es exacta.
La demostracio´n de este teorema, as´ı como el lema anterior, pueden encontrarse en [3]. Pero
esta no es la u´nica forma de demostrarlo. Otra manera de demostrar el Teorema de Mayer-
Vietoris es a trave´s del Lema de Barratt-Whitehead o del Lema de la serpiente (ambos lemas
pueden consultarse en [19] y [22], respectivamente).
1.2.3. Subdivisiones y Escisio´n en complejos cuboidales.
En esta seccio´n definimos como se forman los complejos cuboidales y como podemos subdi-
vidirlos. Despue´s enunciamos el teorema de escisio´n.
Complejos cuboidales.
La construccio´n de estos complejos se basa en el “pegado de los bordes de unos cubos con
otros”. Por ejemplo, el cubo unidad I3 se forma a partir dedel producto de cuatro 2-cubos
I2.
Para pegar n-cubos entre si usamos el a´lgebra de Boole con operaciones de unio´n e intersec-
cio´n teniendo as´ı que:
1. La unio´n de dos cubos se lleva a cabo sobre “caras k-dimensionales enteras comparti-
da”.
2. La interseccio´n de dos cubos es “trivial” (vac´ıa o e´l mismo), a lo largo de una cara
comu´n, a lo largo de una arista comu´n o es un ve´rtice comu´n.
Como sabemos, cada n-cubo hereda una orientacio´n inducida por la orientacio´n positiva (en
el sentido contrario a las agujas del reloj) con referencia a una base ortonormal ordenada de
la esfera n-dimensional a trave´s del homeomorfismo natural. El pegado de cubos orientados
a lo largo de una cara k-dimensional o arista comu´n presenta dos casos:
(a) Si la cara o arista comu´n tiene orientaciones opuestas, el pegado es orientable.
(b) Si la cara o arista comu´n tiene orientaciones comunes, el pegado es no-orientable.
Definicio´n 1.16 Un complejo cuboidal K es el resultado del pegado de cubos con las con-
diciones anteriores relacionadas con su unio´n e interseccio´n.
La caracter´ıstica de Euler-Poincare´ tendra´ un papel muy importante como invariante to-
polo´gico. Se define de la siguiente manera:
Definicio´n 1.17 El i-e´simo nu´mero de Betti bi de un complejo cuboidal K es el rango de
la parte libre de Hi(X).
Definicio´n 1.18 La caracter´ıstica de Euler-Poincare´ χ(K) de un complejo cuboidal K es






Es importante introducir te´cnicas de subdivisio´n de cubos singulares para obtener un refi-
namiento de las mallas; ello permite una mejor adaptacio´n a la forma de objetos complejos.
Para ello, se procede de forma similar al caso simplicial, pero ahora introduciendo la sub-
divisio´n de un cubo. La idea ma´s simple es subdividir el cubo In en 2n cubos de lado 1/2
mediante los hiperplanos mediatrices xi = 1/2, con i = 1, . . . , n.
Definicio´n 1.19 Sea νn = {e ∈ Rn|ei = 0 o 1 ∀i} el conjunto de todos los ve´rtices del In
cubo. Para todo n-cubo singular T y e ∈ νn se define la aplicacio´n
Fe(T ) : I
n → X
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por
(FeT )(x) = T (1/2(x+ e)), ∀x ∈ In.




Fe(T ), ∀n ≥ 1.
Si T es el 0-cubo singular, Sd0(T ) = T . Este operador que acabamos de definir, junto con
algunas propiedades que cumple, proporciona una herramienta fundamental para demostrar
el teorema de escisio´n que enunciamos a continuacio´n:
Teorema 1.6 Sea A un subespacio de un espacio topolo´gico X y sea U tal que U¯ ⊂ int A.
Entonces la inclusio´n (X \ U,A \ U)→ (X,A) induce un isomorfismo
Hn(X \ U,A \ U)→ Hn(X,A), ∀n.
1.2.4. Cohomolog´ıa cuboidal.
Antes de enunciar la cohomolog´ıa cuboidal introducimos elementos ba´sicos de la teor´ıa de
categor´ıas para facilitar las relaciones entre diferentes enfoques y su posterior unificacio´n.
La teor´ıa de categor´ıas trata de axiomatizar diversas estructuras como una sola a trave´s del
uso de objetos y morfismo u homomorfismo.
Definicio´n 1.20 Decimos que A es una categor´ıa si consta de:
a) Una clase de objetos de A, que denotamos por Ob(A).
b) ∀A, B ∈ Ob(A), un conjunto cuyos elementos son los morfismo (u homomorfismos)
de f : A→ B. es el conjunto que se denota por Mor(A,B) (o Hom(A,B)).
c) Una operacio´n binaria que es la composicio´n de morfismos u homomorfismos que sa-
tisface dos propiedades:
1. Asociatividad: (f ◦ g) ◦ h = f ◦ (g ◦ h).
2. Existencia de identidad: Un elemento de Hom(A,A) tal que
1A ◦ g = g; f ◦ 1A = f,
con g : C → A y f : A→ B.
Una categor´ıa se puede relacionar con otra mediante funtores. Un funtor asocia a cada objeto
de una categor´ıa un objeto de la otra, y a cada aplicacio´n (o morfismo) de la primera una
aplicacio´n (o morfismo) de la segunda. Recordemos que los morfismos (u homomorfismos)
son las aplicaciones entre estructuras matema´ticas que preservan la estructura interna.
Los grupos de homolog´ıa con coeficientes en el grupo R se obtienen de la siguiente manera:
1. Tenemos el grupo de cadenas cuboidales C(X) = {Cn(X), ∂n}.
2. Aplicamos el funtor ⊗R para obtener as´ı un nuevo grupo de cadenas:
C(X)⊗R = C(X;R).
3. Construimos as´ı los grupos de homolog´ıa de este grupo de cadenas:
Hn(X;R) = Hn(C(X;R)).
En caso de que no se especifique el grupo R de la homolog´ıa, se toma el grupo de los nu´meros
enteros Z.
Los grupos de cohomolog´ıa de X con coeficientes en R se construye de una manera similar a
lo que acabamos de hacer, solo que en el segundo paso aplicamos el funtor ⊗Hom( , R) en
lugar de ⊗R. De esta manera, definimos el grupo de las co-cadenas n-dimensionales como
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Cn(X) := Hom(Cn(X), R) = Hom(Cn(X),Z)⊗Z R.
Entonces, si cada n-cadena ten´ıa una representacio´n u´nica de la forma u = ΣiniTi, una
co-cadena tambie´n de manera que si ϕ ∈ Cn(X), ϕ(u) = Σiniϕ(Ti).
En el ambiente que estamos trabajando exponemos dos resultados sin demostracio´n que nos
facilitan ciertos aspectos.
Proposicio´n 1.14 Para toda variedad compacta, orientable y conexa todas las teor´ıas de
(co)homolog´ıa coinciden.
Proposicio´n 1.15 Para toda variedad compacta, orientable y conexa la homolog´ıa es dual
de la cohomolog´ıa en grado complementario.
Las demostraciones de estos resultados pueden encontrase en [5].
Supongamos f : X → Y induce una aplicacio´n Cn(X)→ Cn(Y ). Por dualidad se construye
f∗ tal que
ϕ ∈ Hom(Y,R) 7→ f∗ := ϕ ◦ f ∈ Hom(X,R).
Por tanto, f induce una aplicacio´n f : Cn(Y ) → Cn(X). Entonces ∀ϕ ∈ Cn(Y ) con ϕ :
Cn(Y ) → R le corresponde Cn(ϕ) := ϕ ◦ Cn(f) una aplicacio´n lineal entre grupo de n-
cocadenas.
Dualizando el operador borde ∂n obtenemos el operador coborde, δn, definido de la siguiente
manera:
Consideramos el siguiente complejo de cocadenas
· · · → Cn−1(X) δn−1−→ Cn(X) δn−→ Cn+1(X)→ . . .
el operador coborde se define como
δn := ϕ ◦ ∂n+1, ϕ ∈ Cn(X).
En el marco del Ana´lisis este operador se conoce como “operador adjunto”, ∂∗, mientras
que en el marco de la Geometr´ıa se conoce como “operador diferencial”, d.
Es fa´cil comprobar que el operador coborde verifica las misma propiedades que el opera-
dor borde gracias a las cuales hemos definido los grupos de homolog´ıa. De forma paralela,
estas propiedades, desde el punto de vista de la cocadenas, permiten definir los grupos de
cohomolog´ıa.
Definicio´n 1.21 Sea Bn(X) := Im ϕn−1 los n-cobordes de X y Zn(X) := Ker ϕn los n-
cociclos de X. Teniendo que Bn(X) ⊆ Zn(X), definimos el n-e´simo grupo de cohomolog´ıa





Como Hn(X,R) es un invariante topolo´gico de la clase de homotop´ıa de X, H
n(X,R)
tambie´n lo es.
De forma paralela a la teor´ıa de la homolog´ıa, si f : A→ B entonces induce una aplicacio´n
entre los grupos de cohomolog´ıa Hn(f) : Hn(Y )→ Hn(X).
La cohomolog´ıa permite identificar la solubilidad o la obstruccio´n a resolver cualquier siste-
ma de ecuaciones relativas a cualquier tipo de campos (escalares, vectoriales o tensoriales)
gracias a la dualidad entre ciclos y cociclos. La clave para esta dualidad esta´ en la estructura
multiplicativa de la cohomolog´ıa que se expresa en te´rminos de productos (exterior, interior,
etc. . . ). En nuestro contexto, se formalizan el producto exterior y el interior mediante el
cup-producto, ∪, y el cap-producto, ∩, respectivamente. Estos dos operadores nos ayudara´n
para formalizar los procesos de contraccio´n y de expansio´n mencionados en diferentes lugares
de la Memoria.
24 CAPI´TULO 1. ELEMENTOS BA´SICOS
Definicio´n 1.22 Dados dos co-cubos c ∈ Cp(X) y d ∈ Cq(X), definimos el cup-producto,
c ∪ d, de la forma siguiente
[c ∪ d, T p+q] := [c, ipT p+q][d, iqT p+q]
donde ipT
p+q (iqT
p+q, resp.) es el p-cubo (q-cubo, resp.) correspondiente a la tapa inferior
(superior, resp.) correspondiente a los ve´rtices A0, . . . , Ap (Ap, . . . , Ap+q, resp.).
Otra manera de definir el cup-producto seria de la manera siguiente a trave´s de la aplicacio´n
Cp(X)× Cq(X) ∪−→ Cp+q(X)
(c, d) 7−→ c ∪ d : Cp+q(X)→ R
con (c ∪ d)(Tp+q) := c(i0,...,pTp+q)d(ip,...,p+qTp+q) donde el primer elemento del producto
genera un p-cubo y el otro genera un q-cubo.
El cup-producto dota a C∗(X) de estructura multiplicativa compatible con el operador
coborde, verificando que δ es una anti-derivacio´n (en el sentido de Leibnitz), es decir,
δ(c ∪ d) = (δc) ∪ d+ (−1)pc ∪ δd.
Este producto no es conmutativo. Se verifica que
c ∪ d = (−1)pqd ∪ c.
Definicio´n 1.23 Definimos el cap-producto como la aplicacio´n
Cp+q(X)× Cp(X) ∩−→ Cq(X)
(z, c) 7−→ z ∩ c
En el contexto topolo´gico, el cap-producto se interpreta como la contraccio´n de c a lo largo
de las “direcciones de z”. En el contexto diferencial o anal´ıtico corresponden a la integracio´n
de una p-forma con respecto a las variables que aparecen en c ∈ Cp(X). Adema´s, el cap-
producto es el operador adjunto del cup-producto, que se define asimismo como
[z ∩ c, d] := [c ∪ d, z].
1.3. Teor´ıa ba´sica de Morse.
La Teor´ıa de Morse nos ayudara´ para construir los complejos celulares a trave´s de funciones
que llamamos funciones de Morse [2]. Las funciones de Morse que utilizamos para construir
un complejo celular son completamente independientes, en el sentido de que la homolog´ıa
celular es isomorfa a la homolog´ıa cuboidal. Un resultado importante en esta teor´ıa y que
sera´ una herramienta muy importante en nuestro trabajo son las desigualdades de Morse
(cap´ıtulo 3 de [15]) que veremos al final de esta parte ya que establecen una relacio´n entre
la forma del objeto que estamos intentando reconocer y las funciones en el objeto.
1.3.1. Funciones de Morse.
Denotamos por M una variedad diferenciable, es decir, de clase C∞. Si p ∈ M , siendo p
un punto, denotamos por Tp(M) al espacio tangente en el punto p de la variedad M . Si
f : M → N es una aplicacio´n diferenciable (donde N es otra variedad diferenciable), es
decir, f ∈ C∞, tenemos que f induce una aplicacio´n lineal entre los espacios tangentes
∂f/∂x : Tp(M)→ Tf(p)(N).
Definicio´n 1.24 Sea f una funcio´n real diferenciable en M . Decimos que un punto p ∈M
es un punto cr´ıtico de f si la aplicacio´n ∂f/∂x : Tp(M) → R es nula. Llamamos al valor
f(p) valor cr´ıtico de f .
Supondremos que la aplicacio´n φ : U → Rn; φ(x) = (x1, . . . , xn) es una carta local, es decir
∂
∂xi
(f ◦ φ−1)(φ(p)) = 0, ∀i ∈ {1, . . . , n}.
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Definicio´n 1.25 Se dice que un punto cr´ıtico p ∈M es no-degenerado si la matriz Hessiana
asociada a la funcio´n f en el punto p, Hp(f), es no singular.
Definicio´n 1.26 Toda funcio´n f diferenciable en una variedad M cuyos puntos cr´ıticos son
no-degenerados es una funcio´n de Morse.
Si tenemos u, v ∈ Tp(M), siendo p un punto cr´ıtico, entonces u y v tienen extensiones u′
y v′ al campo de vectores ya que podemos interpretar Hp(f) como un funcional bilineal
sime´trico
Hp(f) : Tp(M)× Tp(M)→ R.
Definicio´n 1.27 Se define ı´ndice de p de un funcional bilineal F en un espacio de vectores
V como la dimensio´n del subespacio de V en el que F es definida negativa, es decir, el
nu´mero de autovalores negativos de F .
Definicio´n 1.28 Se define nulidad de un funcional bilineal F en un espacio de vectores V
como la dimensio´n del subespacio de V que consiste en todos los u ∈ V tales que F (u, v) = 0,
∀v ∈ V .
El lema de Morse nos permite describir el comportamiento de la funcio´n f en p a trave´s de
su ı´ndice.
Lema 1.2 (Lema de Morse) Sea p un punto cr´ıtico de f no-degenerado. Sea φ(x) =
(x1, . . . , xn) una carta local en un entorno ξ de p con xi(p) = 0, ∀i ∈ {1, . . . , n}. En estas
condiciones se tiene que
(f ◦ φ−1)(x1, . . . , xn) = f(p)− x21 − · · · − x2λ + x2λ+1 + · · ·+ x2n,
donde λ es el ı´ndice de p.
Terminamos esta seccio´n dando un resultado que nos ayudara´ en las construcciones teo´ricas
futuras.
Definicio´n 1.29 El grupo uniparame´trico de difeomorfismos de una variedad M induce una
funcio´n diferenciable
Υt : M →M, ∀t ∈ R
que cumple:
1. La funcio´n Υt(p) = Υ(t, p) es un difeomorfismo.
2. Υm+n = Υm ◦Υn, ∀m, n ∈ R.
Con esta funcio´n Υt definimos un campo de vectores X en M de la siguiente manera.







Se suele decir que el campo de vectores X esta´ generado por el grupo Υ.
Lema 1.3 Un campo de vectores en M , el cual contiene un compacto K, genera un u´nico
grupo uniparame´trico de difeomorfismos de M .
Este resultado motiva la introduccio´n a la nocio´n de “flujo de una variedad” (abuso termi-
nolo´gico):
Definicio´n 1.31 El flujo de una variedad M es una aplicacio´n diferenciable
ϕ : M × R→M
que satisface:
1. ϕ(p, 0) = p, ∀p ∈M
2. ϕm+n = ϕm ◦ ϕn, ∀m, n ∈ R
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1.3.2. Homotop´ıa en te´rminos de valores cr´ıticos.
De ahora en adelante definimos Ma := {p ∈M |f(p) ≤ a} donde f : M → R.
Lema 1.4 Sean a < b nu´meros reales tales que f no tiene valores cr´ıticos en el intervalo
[a, b]. Entonces Ma es difeomorfo a Mb. Adema´s, Ma es un retracto por deformacio´n de Mb,
por lo que la aplicacio´n inclusio´n Ma ↪→Mb es una equivalencia homoto´pica.
La idea de esta demostracio´n consiste en “pegar” Mb con Ma a lo largo de las trayectorias
ortogonales a las hipersuperficies f = k ∈ R.
El siguiente resultado es central en esta teor´ıa, pues justifica los procedimientos de pegado
en la variedad para pasar de un tipo de homotop´ıa a otra conservando la estructura interna.
Teorema 1.7 Sea f : M → R una funcio´n de Morse y sea λ el ı´ndice de p ∈ M con
f(p) = c. Supongamos que f−1[c − , c + ] es compacto y no contiene ningu´n otro punto
cr´ıtico distinto de p. Por tanto se tiene que el tipo de homotop´ıa de Mc+ y de Mc− con
una λ-ce´lula es el mismo.
Demostracio´n: Una idea de la demostracio´n de este teorema esta ilustrada en la Figura
1.11. La regio´n Mc− es la ma´s sombreada. Introducimos una nueva funcio´n F : M → R que
coincide con la funcio´n f , salvo en un pequen˜o entorno de p donde F < f . Entonces la region
F−1(−∞, c− ] consiste en la region Mc− junto con la regio´n H cerca de p. Eligiendo una
ce´lula adecuada en ⊂ H, un argumento directo (contrayendo a lo de las lineas horizontales)
muestra que Mc− ∪ en es un retracto por deformacio´n de Mc− ∪H. Finalmente, aplicando
el Lema 1.4 a la funcio´n F y a la regio´n F−1[c−, c+] vemos que Mc−∪H es un retracto
por deformacio´n de Mc−.
Figura 1.11: Toro T2

Podemos explicar el pegado de una n-ce´lula como sigue:
Sea X un espacio topolo´gico, y sea en := {x ∈ Rn| ||x|| ≤ 1} una n-ce´lula. Denotamos
al borde de esta ce´lula mediante e˙n = Sn−1 := {x ∈ Rn| ||x|| = 1}. Si g : Sn−1 → X es
una funcio´n continua, denotamos por X ∪g en al resultado de identificar cada x ∈ Rn con
g(x) ∈ X. La idea consiste en “pega” a lo largo del borde de la n-ce´lula a X obteniendo as´ı
una nueva estructura. Por ello, a la funcio´n g se conoce por funcio´n de pegado. Notese que
para el caso de n = 0 se obtiene la unio´n disjunta de X con un punto, ya que S−1 = ∅.
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Figura 1.12: Pegado de una 1-ce´lula
A continuacio´n se dan dos lemas que sirven para demostrar el Teorema 1.8 que se enuncia
al final de esta parte.
Lema 1.5 (Whitehead) Sean g1 y g2 funciones homoto´picas de la esfera Sn−1 en X. La
funcio´n identidad de X se extiende a la equivalencia homoto´pica
K : X ∪g1 en → X ∪g2 en.
Lema 1.6 Sea g : Sn−1 → X una funcio´n de pegado. Cualquier equivalencia homoto´pica
f : X → Y se extiende a la equivalencia homoto´pica
F : X ∪g en → Y ∪f◦g en.
Aplicando los dos resultados precedentes se tiene:
Teorema 1.8 Si f : M → R es una funcio´n de Morse y cada Ma es compacto entonces se
tiene que M tiene el mismo tipo de homotop´ıa de un complejo celular con una λ-ce´lula por
cada punto cr´ıtico de ı´ndice λ.
1.3.3. Desigualdades de Morse.
Los grupos de homolog´ıa Hn(X) de un complejo celular son grupos abelianos, por lo que se
pueden expresar como
Hn(X) ' Z⊕ · · · ⊕ Z⊕ T,
donde T es un grupo abeliano que contiene algunos elementos finitos y es conocido como la
torsio´n de Hn(X). El resto de la expresio´n es conocida como la parte libre de Hn(X). El
nu´mero de copias de Z corresponde al rango de Hn(X) que es lo que hemos definido ante-
riormente como el n-e´simo nu´mero de Betti y en esta parte juega un papel muy importante.
Teorema 1.9 Sea M una variedad diferenciable y f : M → R una funcio´n de Morse. Sean
cn el nu´mero de puntos cr´ıticos de ı´ndice n y bn el n-dimensional nu´mero de Betti de M .
Entonces se tiene que
cn ≥ bn.
Esta desigualdad es conocida como Desigualdad De´bil de Morse. En particular, si bn > 0
entonces la funcio´n de Morse tiene por lo menos un punto cr´ıtico de ı´ndice n. No´tese que el
nu´mero de Betti no depende de la funcio´n de Morse.
Las siguientes desigualdades son conocidas como Desigualdades fuertes de Morse o simple-
mente Desigualdades de Morse y dan una mayor relacio´n entre las funciones que aplicamos
en M y la forma de M .
Teorema 1.10 Para cualquier funcio´n de Morse f : M → R donde M es una variedad











Corolario 1.2 Si cn+1 = cn−1 = 0, entonces bn = cn y bn+1 = bn−1 = 0.
Este u´ltimo resultado es u´til cuando se desea calcular los grupos de homolog´ıa del espacio
proyectivo complejo sin recurrir al Teorema 1.8 [2].
28 CAPI´TULO 1. ELEMENTOS BA´SICOS
1.3.4. Reconocimiento bajo informacio´n incompleta.
En las aplicaciones pra´cticas, habitualmente se desconoce la naturaleza de la variedad M .
So´lo se tiene informacio´n parcial sobre la parte visible o detectable a partir de los sensores.
Adema´s esta informacio´n puede aumentar o disminuir en te´rminos de oclusiones parciales
debidas a la localizacio´n (posicio´n y orientacio´n) de los dispositivos de captura de informacio´n
con respecto a los objetos (modelables inicialmente como PS-variedades) o tareas a reconocer
(modelables en te´rminos de campos).
En una primera aproximacio´n, los objetos se modelan como PS-variedades (aproximables
mediante PL-espacios topolo´gicos), mientras que las tareas se modelan en te´rminos de PS-
campos (escalares, vectoriales o tensoriales). En esta seccio´n, so´lo se abordan PS-modelos
M con funciones de Morse f : M → R definidas sobre los modelos.
A diferencia de la Teor´ıa de Morse Cla´sica donde se supone que M es conocida, aqu´ı se
construye una representacio´n a partir de la parte visible. Por ello, aparecen singularidades
asociadas al lugar discriminante ∆pi de la proyeccio´n pi desde la localizacio´n de la ca´mara.
Dicho lugar se define como el lugar de anulacio´n de pi y de dpi. El soporte supp(∆pi) es la
interseccio´n del cono tangente desde la localizacio´n de la ca´mara con el objeto, en funcio´n
del campo de visibilidad para el dispositivo de captura. As´ı, p.e., para una superficie S el
lugar discriminante esta´ dado por una curva alabeada llamada contorno aparente que se
proyecta en el plano de imagen sobre una silueta cambiante con el movimiento de la ca´mara.
Por ello, la representacio´n puede incluir aparicio´n y desaparicio´n de componentes, depen-
diendo de la geometr´ıa del cono de visibilidad. Estos feno´menos modifican la descomposicio´n
celular del objeto en funcio´n de las singularidades de la aplicacio´n proyeccio´n dada en este
caso por la profundidad de cada objeto con respecto a la ca´mara. Para adaptar este enfoque
a la Teor´ıa Cla´sica de Morse, so´lo consideramos un nu´mero finito de puntos cr´ıticos (extre-
mos con respecto a coordenadas p´ıxel en la imagen, p.e.) situados sobre cada componente
de la imagen del lugar discriminante.
Las desigualdades de Morse presentadas en el apartado anterior permiten relacionar los
caracteres diferenciales asociados al nu´mero de puntos cr´ıticos con invariantes topolo´gicos
de las descomposiciones celulares. En la segunda seccio´n del Cap´ıtulo 2 se introducen los
invariantes homolo´gicos para controlar la variabilidad de los complejos celulares asociados.
1.4. Elementos de fibrados vectoriales.
Los fibrados vectoriales (y sus generalizaciones a fibraciones) proporcionan estructuras sen-
cillas (desde el punto de vista topolo´gico) que permiten “pegar” datos locales de estructuras
para obtener un objeto global. Localmente, son isomorfos a un producto cartesiano de un
abierto U de la variedad base por una fibra F ; a dichos abiertos se les llama abiertos de
trivializacio´n.
Un primer ejemplo de estructuras superpuestas a una variedad M esta´ dado por el “pegado”
de espacios tangentes Tp(M) para cada p ∈ M que da lugar al fibrado tangente τM =
(TM, pi,M,F ); los campos vectoriales tangentes dados localmente por
∑
fi∂/∂xi son las
secciones locales s : U → TU de dicho fibrado tangente verificando que pi ◦ s = 1U . Los
fibrados vectoriales proporcionan una “linealizacio´n global” que facilita el estudio de las
propiedades de las variedades M . Una referencia cla´sica sobre esta teor´ıa es [14].
Las propiedades fundamentales de los fibrados (o con ma´s generalidad, las fibraciones),
son el cara´cter localmente trivial (expresio´n topolo´gica como producto), es decir, la Cr-
equivlaencia pi−1(U) ∼Cr U ×F que se restringe a un isomorfismos entre la fibra gene´rica F
y la fibra espec´ıfica Fp := pi
−1(p) en cada punto p ∈ M . En el caso ma´s simple del fibrado
vectorial tangente, se tiene un isomorfismo como espacios vectoriales entre Tp(M) y Rm. Este
isomorfismos permite describir y comparar datos lineales en fibras en te´rminos de grupos
estructurales de fibrados. La situacio´n ma´s frecuente corresponde a grupos cla´sicos que son
subgrupos o grupos cociente del grupo lineal general GL(m;R) que conservan una forma
cuadra´tica (asociada a una me´trica), una forma bilineal (asociada a un producto interior)
o, con ma´s generalidad, una forma multilineal.
En esta seccio´n, antes de comenzar las nociones ba´sicas sobre fibrados vectoriales, comen-
zamos presentando la idea de fibrado para mejorar la comprensio´n de esta parte.
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1.4.1. Nociones ba´sicas de Fibraciones.
En esta subseccio´n se muestra una versio´n geome´trica de la nocio´n de fibracio´n que es de
utilidad desde el punto de vista de la Geometr´ıa Diferencial. Para ello comenzamos con un
sencillo ejemplo que utilizamos para definir la nocio´n de fibracio´n: Consideremos el cilindro
infinito que tiene como base la circunferencia S1 con su embebimiento natural como se
muestra en la siguiente figura.
Cada punto p del cilindro se representa mediante las coordenadas p = (a, b) con a ∈ S1 y
b ∈ R. Este cilindro es una variedad diferenciable que se puede construir mediante el pegado
de rectas paralelas reales R en los puntos de de la circunferencia S1. Por ello podemos denotar
al cilindro como el producto cartesiano E = S1 × R que constituye el espacio total de la
variedad. Entonces podemos presentar el cilindro por tres elementos: E ≡“Espacio total”,
S1 ≡“Espacio base” y R ≡“Fibra”.
En la definicio´n posterior de fibracio´n se extiende la fibra sobre B = S1 a espacios ma´s
generales que la recta R. Adema´s consideramos el homomorfismo de proyeccio´n
pi : E −→ S1
p = (a, b) 7−→ a
Notese que, si tenemos otro punto q = (c, d) ∈ E, las ima´genes inversas pi−1(a) ' Ra y
pi−1(c) ' Rc son diferentes entre s´ı, pero ambas son isomorfas a R.
La descripcio´n precedente proporciona un ejemplo sencillo geome´trico de la nocio´n de pro-
ducto cartesiano y motiva la siguiente definicio´n.
Definicio´n 1.32 Llamamos fibracio´n localmente trivial o´ simplemente fibracio´n a una 5-
upla ξ = (B,F,E, pi,G) con las siguientes caracter´ısticas:
1. Un espacio topolo´gico conexo B (en ocasiones una variedad) llamado “Espacio base”.
2. Un espacio topolo´gico F (en ocasiones una variedad) llamado “Fibra general”.
3. Un espacio topolo´gico E (en ocasiones una variedad) llamado “Espacio total”.
4. Una aplicacio´n continua y suprayectiva pi : E → B que es localmente trivial. A la
imagen inversa pi−1(p) de p ∈ B respecto de B se le llama “Fibra” de ξ en p, se
denota tambie´n mediante Ep
1 y se tiene un difeomorfismo pi−1(p) ' F con la fibra
gene´rica.
1En algunos libros se denota mediante E a la fibracio´n, dando lugar a una confusio´n terminolo´gica
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5. Un recubrimiento U = {Ui}i∈Λ por abiertos de B verificando que para cada i ∈ Λ
existe un difeomorfismo
φi : Ui × F → pi−1(Ui)
que se llama “trivializacio´n local” de ξ (suele denotarse tambie´n por (pi, ψi)
−1 donde
en este caso pi : pi−1(Ui) → Ui y ψi : pi−1(Ui) → F ) tal que (pi ◦ φi)(p, f) = p para
cualquier p ∈ Ui ⊂ B y f ∈ Ep.
6. Sobre cada interseccio´n Uij = Ui ∩Uj 6= ∅, si ψ(i,p) : pi−1(p)→ F denota la restriccio´n
de la aplicacio´n de trivializacio´n a la fibra Ep relativa a Ui, entonces cada aplicacio´n
gij(f) := (ψ(j,p) ◦ ψ−1(i,p))(f)
es un difeomorfismo en F , es decir, es un elemento del grupo de Cr-equivalencias
(difeomorfismos Diff(F ) en el caso diferenciable) de F , . Por ello, ψi y ψj esta´n
relacionadas por
ψi(p, f) = ψj(p, gij(f))
y expresan el cambio en la expresio´n de un elemento f de la fibra pi−1(p) debido
al cambio de carta en la base. A dichas aplicaciones se les llaman “Funciones de
transicio´n” de la fibracio´n.
7. Los elementos de Diff(F ) se pueden expresar como composicio´n de las funciones de
transicio´n de una fibracio´n topolo´gica. Ello motiva la necesidad de dotar a este conjunto
con una estructura de grupo dando lugar a la nocio´n de “Grupo estructural” G; en la
categor´ıa diferenciable, le grupo estructural G es equivalente a Diff(F ). Por ello, en
ocasiones la fibra puede ser el grupo G o´ un subgrupo suyo (en el ejemplo anterior del
cilindro infinito, G = {1}).
Figura 1.13: Diagrama de fibracio´n
Los fibrados vectoriales son fibraciones en los que la fibra es un espacio vectorial n-dimensional
sobre un cuerpo K sobre el que actu´a el grupo lineal general G = GL(n;K) de forma natural.
No´tese que la aplicacio´n pi dota a E con la topologia cociente, es decir, τE = {pi−1(Ui)|Ui ∈
τB}.
El conjunto {(Ui, φi)}i∈Λ se llama Atlas de la fibracio´n.
Las fibraciones no tienen porque´ tener una fibra continua; en el caso discreto pueden tener
una cantidad infinita de puntos.
Algunos ejemplos de fibraciones son:
La aplicacio´n proyeccio´n pi1 : B × F → B sobre la primera componente del producto
que es una fibracio´n globalmente trivial (como el ejemplo del principio del todo).
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La aplicacio´n f : S1 → S1 dada por fn(z) = zn define una fibracio´n cuya fibra en
cada punto es el conjunto de ra´ıces n-e´simas de la unidad. No´tese que esta fibracio´n
presenta puntos de ramificacio´n correspondientes a los valores en los que se “solapan”
varias ra´ıces.
La aplicacio´n exponencial
exp : R −→ S1;
t 7−→ e2piit,
es una fibracio´n localmente trivial cuya fibra en cada punto es isomorfa a Z.
Consideramos la banda de Mo¨biusM = [0, 1]× [0, 1]/ ∼, donde (t, 0) ∼ (1− t, 1). Sea
C = {(1/2, s) ∈M} la “circunferencia central” y consideramos la proyeccio´n
pi :M−→ C;
(t, s) 7−→ (1/2, s).
Esta construccio´n proporciona el primer ejemplo de fibracio´n no-trivial con fibra F =
[0, 1] y grupo estructural G = {1,−1}.
Figura 1.14: Construccio´n de la Banda de Mo¨bius extendida como fibracio´n
Los espacios recubridores son otro ejemplo de fibracio´n de uso comu´n en Topolog´ıa y
en Geometr´ıa Algebraica.
Definicio´n 1.33 Sean ξ y ξ′ dos fibraciones. Llamamos morfismos fibrados a cualquier par
de aplicaciones (α, β) con α : E → E′ y β : B → B′ de manera que pi′ ◦ α = β ◦ pi, es decir,
hace que el siguiente diagrama sea conmutativo
E
α−→ E′
pi ↓ ↓ pi′
B
β−→ B′
Definicio´n 1.34 Sea ξ una fibracio´n y Ui ∈ U un abierto del espacio base de la fibracio´n.
El conjunto Γ(Ui, E) de secciones de E sobre Ui es el conjunto de aplicaciones continuas
s : Ui → E tales que (pi ◦ s)(p) = p, ∀p ∈ Ui, es decir, la composicio´n de ambas funciones
es equivalente a la aplicacio´n identidad.
De este modo se establece una equivalencia entre el espacio base y su imagen a trave´s de
la aplicacio´n s. As´ı, por ejemplo, si E esta´ dada globalmente como una variedad producto
M×F , entonces es posible describir un nu´mero de secciones funcionalmente independientes
(es decir, con diferenciales linealmente independientes) igual a dim(F ).
Las secciones de una fibracio´n pueden tener un comportamiento bastante ma´s complicado
que el correspondiente a las secciones de un fibrado vectorial. Un ejemplo de esto es la
fibracio´n de Hopf H : S3 → S2 con fibra S1.
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Figura 1.15: Fibracio´n de Hopf asociada a un corte de la fibracio´n
Las funciones de transicio´n permiten “pegar datos” utilizando transformaciones sobre la
fibra de cada punto p ∈ B, fibra que se visualiza de diferentes formas dependiendo del
abierto Ui al que pertenece p. En el caso de fibrados vectoriales, como la fibra es un e.v.
de dimensio´n finita r = rang(ξ), las diferentes formas de visualizar la fibra esta´n dadas por
transformaciones regulares sobre pi−1(p) ' Rn, es decir, por automorfismos de Rn que se
representan mediante elementos del grupo lineal general GL(n;R). Por ello, las funciones de
transicio´n esta´n dadas localmente por aplicaciones
gij : Uij → GL(n;R),
es decir, no son propiamente funciones, pues toman valores en Rn, sino en un grupo. Esta
nocio´n se extiende de forma natural a otros grupos diferentes del grupo lineal general y
permite el “pegado” de datos locales utilizando transformaciones sobre la fibra.
Proposicio´n 1.16 Las funciones de transicio´n de una fibracio´n ξ verifican:
1. gij ◦ gjk = gik, ∀i, j, k ∈ Λ, con Uijk 6= ∅ (Transitividad).
2. gii = 1G, ∀i ∈ Λ (Identidad).
Las propiedades anteriores permiten comparar y clasificar fibraciones.
Corolario 1.3 Si i, j ∈ Λ con Uij 6= ∅, entonces gij = g−1ji .
Asimismo, las funciones de transicio´n proporcionan herramientas para el “pegado” de datos
locales sobre una estructura superpuesta a una variedad.
1.4.2. Enfoque funtorial.
De una forma intuitiva podr´ıa decirse que el enfoque funtorial consiste en estudiar de forma
simulta´nea los objetos y los morfismos entre objetos. En el caso de esta seccio´n, los objetos
son fibrados vectoriales y los morfismos son aplicaciones fibradas.
El enfoque funtorial tiene intere´s para identificar propiedades formales que facilitan la clasi-
ficacio´n salvo isomorfismo de los fibrados vectoriales (K-Teor´ıa) y el ca´lculo de invariantes
topolo´gicos de los fibrados vectoriales. Estos invariantes (clase de cohomolog´ıa, por ejemplo)
so´lo dependen de la clase de homotop´ıa del morfismo, lo cual proporciona una motivacio´n
adicional para el estudio de aplicaciones clasificantes sobre espacios homoge´neos (como la
Grassmanniana, p.e.).
Definicio´n 1.35 Llamamos fibrado vectorial sobre una variedad M a una fibracio´n sobre M
tal que la fibra F es un K-espacio vectorial r-dimensional. Llamamos rango y lo denotamos
como rang(ξ) o simplemente r(ξ) de un fibrado vectorial ξ a la dimensio´n de la fibra general
F como espacio vectorial. Diremos que un fibrado vectorial ξ = (B,F,E, pi,G) es trivial si
E es equivalente a M × F .
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Figura 1.16: Banda de Mo¨bius como fibrado vectorial
Definicio´n 1.36 Llamamos seccio´n local del fibrado vectorial ξ a cualquier aplicacio´n s :
Ui → E tal que pi ◦ s = idM. Denotamos mediante Γ(Ui, E) al conjunto de secciones locales
definidas sobre Ui y mediante Γ(M,E) a las secciones globales.
Definicio´n 1.37 Dados dos fibrados vectoriales ξ y ξ′ y una aplicacio´n σ : B → B′, lla-




pi ↓ ↓ pi′
B
σ−→ B′
y cuya restriccio´n a las fibras respectivas es un K-homomorfismo, siendo K el cuerpo base
del espacio vectorial isomorfo a la fibra.
Dados dos fibrados vectoriales ξ y ξ′ sobre un mismo espacio base B, denotamos al conjunto
de homomorfismos de ξ en ξ′ por HOM(ξ, ξ′). Este conjunto tiene asimismo estructura de
fibrado vectorial con fibra isomorfa a HomK(F, F ′).
Frecuentemente denotaremos a los elementos de HOM(ξ, ξ′) mediante pares de la forma
(Θ, σ) donde Θ : E → E′, σ : B → B′ de modo que pi′ ◦ Θ = σ ◦ pi y la restriccio´n de Θ
a cada fibra induce una aplicacio´n lineal entre espacios vectoriales, es decir, Θp : pi
−1(p)→
pi′−1(σ(p)), o´ si se prefiere, Θ | pi−1(p) ∈ Hom(ξp, ξ′σ(p)), ∀p ∈ B.
Definicio´n 1.38 Dados dos fibrados vectoriales ξ y ξ′ sobre un mismo espacio base B,
diremos que ξ es isomorfo a ξ′ si existe un homeomorfismo E → E′ entre los espacios
totales, cuya restriccio´n a cada cifra induce un isomorfismo pi−1(p) ' pi′−1 como espacios
vectoriales para cualquier p ∈ B.
Ejemplos importantes de fibrado vectorial de uso comu´n en Geometr´ıa Diferencial esta´n
dados por el fibrado tangente y el fibrado cotangente.
Definicio´n 1.39 El Fibrado Tangente τM de una variedad real m-dimensional M es una
4-tupla (TM, pi,M,F ) cuyo espacio total TM es la unio´n disjunta de los espacios tangentes
Tp(M) a M en cada p ∈ M , con espacio base M , aplicacio´n proyeccio´n pi : TM → M con
pi(Tp(M)) = p y fibra gene´rica F = Rm isomorfa de forma no-cano´nica a pi−1(p) := Tp(M).
Dicha 4-tupla verifica que
Para cada p ∈ M existe un abierto de trivializacio´n U ⊂ M tal que pi−1(M) es
difeomorfo (de forma no-cano´nica) a U × Rm;
El difeomorfismo anterior se restringe a un isomorfismo no-cano´nico entre la fibra
pi−1(p) := Tp(M) y la fibra gene´rica Rm es isomorfa como espacio vectorial a R <
∂
∂x1
, . . . ∂∂x1 > (evaluacio´n de las derivaciones en el punto p ∈M).
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Figura 1.17: Ejemplo de fibrado tangente con espacio base S2 y fibras Tp(S2)
Definicio´n 1.40 El Fibrado Cotangente Ω1M de una variedad real m-dimensional M es una
4-tupla (T ∗M,pi,M,F ) definido como el dual HOM(τM , ε1M ) del fibrado tangente, donde
ε1M := (M ×R, pi,M,R) el fibrado trivial de rango 1 sobre M . En este caso, la fibra gene´rica
Rm es isomorfa como espacio vectorial a R < dx1, . . . dxm > (evaluacio´n de las diferenciales
en el punto p ∈M).
Las secciones del fibrado tangente τM son campos vectoriales sobre M , mientras que las
secciones del fibrado cotangente Ω1M son 1-formas diferenciales sobre M . Ambas son dos
casos particularmente simples de tensores tr,sM de tipo (r, s) sobre M que se definen como
las secciones del producto tensorial ⊗rτ∗M ⊗⊗sτM . En particular, los tensores de tipo (0, 1)
son campos vectoriales, los tensores de tipo (1, 0) son 1-formas diferenciales y los de tipo
(2, 0) son me´tricas sobre M . La teor´ıa sobre el campo de tensores se desarrollara´ con ma´s
detalle en la siguiente seccio´n.
1.4.3. Algebra lineal de fibrados vectoriales.
Las operaciones algebraicas que se efectu´an en a´lgebra lineal con espacios vectoriales y
homomorfismos se pueden definir tambie´n en fibrados vectoriales y homomorfismos fibrados,
procediendo en cada punto de la base con las fibras.
Definicio´n 1.41 Dada una aplicacio´n σ : B′ → B y un fibrado vectorial ξ, definimos el
producto fibrado de B′ y ξ como el conjunto de pares
{(p, z) ∈ B′ × E | σ(p) = pi(z)}
al que denotamos por Eσ, dotado con la aplicacio´n proyeccio´n natural piσ que a cada par
(p, f) ∈ Eσ le asocia la primera componente p ∈ B′.
Haciendo Θ(p, z) := (σ(p), z) se obtiene un isomorfismo entre las fibras pi−1σ (p) ' pi−1(σ(p))
como espacios vectoriales sobre el cuerpo base. Por u´ltimo, sea V un abierto de trivializacio´n
local de ξ (de modo que pi−1(V ) es equivalente a V ×F ) y hagamos U := f−1(V ) (para ello
f debe ser al menos continua). Definimos entonces
φU : U × Fσ → pi−1σ (U) | φU (p, z) := (p , φV (σ(p), z))
Las aplicaciones as´ı definidas dan un atlas de trivializacio´n para σ, por lo que la imagen
rec´ıproca σ es un fibrado vectorial sobre B′.
Las nociones de orientabilidad y de orientacio´n son asimismo importantes. Para analizar
la orientabilidad de un fibrado vectorial se introduce una orientacio´n sobre cada fibra y
se evalu´a si al desplazarse continuamente sobre la base sobre caminos cerrados (lazos), la
orientacio´n de las fibras correspondientes se mantiene o no al cerrar el lazo.
Definicio´n 1.42 Diremos que un fibrado vectorial ξ es orientable si para cada punto p ∈ Uij
(donde Ui y Uj son abiertos de trivializacio´n de ξ) la restriccio´n a pi
−1(Uij) del cambio de
carta ϕj ◦ ϕ−1i induce una transformacio´n sobre la fibra que conserva la orientacio´n (como
espacio vectorial).
El cambio de carta ϕj ◦ ϕ−1i en cada punto p ∈ Uij esta´ dado por el valor de la funcio´n de
transicio´n gij(p). Por ello, un fibrado vectorial es orientable si y so´lo si det(gαβ(p)) > 0 para
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cualquier p ∈ B. En particular, una variedad M es orientable si y so´lo si su fibrado tangente
τM es orientable. Si una variedad M es orientable y tiene k componentes conexas, entonces
admite 2k posibles orientaciones.
Definicio´n 1.43 Llamamos orientacio´n de un fibrado orientable ξ a una de las clases de
equivalencia determinadas por la orientabilidad. Dicha clase recibe el nombre de clase de
Euler del fibrado y se denota mediante e(ξ); es no nula para cualquier fibrado orientable.
El fibrado tangente τSm de la esfera m-dimensional Sm es orientable, mientras que la banda
de Moebius extendida presentada ma´s arriba es no-orientable.
Figura 1.18: Fibrado vectorial no-orientable
Por u´ltimo damos la definicio´n de la suma de Whitney de fibrados vectoriales.
Definicio´n 1.44 Dados dos fibrados vectoriales ξ y ξ′ sobre un mismo espacio base B, se
define el fibrado suma de Whitey y se denota mediante ξ ⊕ ξ′ como el fibrado cuya fibra en
cada punto base b ∈ B esta´ dado por la suma directa pi−1(b)⊕ pi′−1(b) de las fibras de ξ y ξ′
en b ∈ B
Dados dos fibrados vectoriales ξ y ξ′ sobre un mismo espacio base B, construimos el espacio
E(ξ ⊕ ξ′) := {(z, z′) ∈ E × E′ |pi(z) = pi′(z′)} .
Haciendo piξ⊕ξ′(z, z′) := pi(z) = pi′(z′), se tiene que la 4-upla (E(ξ ⊕ ξ′), piξ⊕ξ′ , B, Fξ ⊕ F ′)
es un fibrado vectorial al que llamamos suma de Whitney de ξ y ξ′, y denotamos mediante
ξ ⊕ ξ′.
Las funciones de transicio´n de la suma de Whitney ξ ⊕ ξ′ respecto a dicha trivializacio´n
esta´n dadas por aplicaciones a valores en matrices diagonales por bloques:





∀p ∈ Uij ,
donde hij (respectivamente, kij) denota un sistema de funciones de transicio´n para el fibrado
vectorial ξ (respectivamente, ξ′). Esta descripcio´n nos permite dar asimismo una expresio´n
expl´ıcita para el isomorfismo natural ξ ⊕ ξ′ ' ξ′ ⊕ ξ.
1.5. Flujos tensoriales en Matema´ticas e Ingenier´ıa.
Un tensor de tipo (r, s) sobre una variedad diferenciable M es una seccio´n del fibrado dado
por el producto tensorial de r copias del fibrado cotangente τ∗M = Ω
1
M y s copias del fibrado
tangente τM . Por ello, permite representar de forma simulta´nea la evolucio´n espacio-temporal
de una distribucio´n de s vectores y evaluar el comportamiento de r covectores (formas
diferenciales). Esta descripcio´n intuitiva permite justificar la ubicuidad de los tensores en
casi todas las ramas de Matema´ticas, F´ısica e Ingenier´ıa.
Formalmente, el a´lgebra tensorial es un a´lgebra bigraduada con la diferencial exterior d y
derivada parcial ∂ como operadores diferenciales. En la segunda subseccio´n se revisan algu-
nas propiedades formales ba´sicas asociadas a la contraccio´n y expansio´n de tensores. Estas
operaciones son significativas para relacionar propiedades de objetos asociadas a diferentes
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dimensiones, as´ı como para gestionar “eventos” vinculados a la (des)aparicio´n de elemen-
tos significativos, tal y como ocurre en secuencias de v´ıdeo debido a la entrada-salida de
elementos o bien a oclusiones parciales, p.e..
Desde el punto de vista discreto, el producto tensorial se lleva a cabo en te´rminos de convolu-
ciones que se interpretan simplemente como productos ordinarios (componente a componen-
te) con “pesos” asociados a “cantidades” (vectores o covectores) variables sobre una variedad
o, con ma´s generalidad, un espacio topolo´gico. En particular, todos los filtros utilizados para
el procesamiento de cualquier tipo de sen˜al se expresan en te´rminos de convoluciones que no
son otra cosa que la expresio´n discreta de un producto tensorial. La adaptacio´n al marco de
Redes Neuronales Artificiales (ANN) es inmediata en el marco de las CNN (Convolutional
Neural Networks).
En esta seccio´n se revisan algunos aspectos ba´sicos de los tensores que sera´n utilizados en el
u´ltimo cap´ıtulo. Aunque los tensores pueden tener un tipo r + s arbitrario Para fijar ideas,
nos restringimos a tensores de orden “bajo”, es decir, con r + s ≤ 4 de forma ana´loga al
enfoque que se lleva a cabo en la Geometr´ıa Riemanniana Cla´sica de finales del S.XIX.
El ca´lculo tensorial es un instrumento que, si bien se utilizan coordenadas, las reglas opera-
torias son tales que siempre dan lugar a propiedades independientes del sistema utilizado,
es decir, sus operaciones y resultados son invariantes por cambios de coordenadas. Luego el
ca´lculo tensorial nos ofrece un aspecto invariante.
Comenzaremos tratando los Tensores Cartesianos y posteriormente los Campos tensoria-
les, ya que estos primeros sirven para interpretar la teor´ıa ba´sica del marco y como un
entrenamiento para el caso general. Los Tensores cartesianos se refieren a cambios de coor-
denadas cartesianas ortogonales2 en otras del mismo tipo. Para cambios de coordenadas ma´s
generales (coordenadas oblicuas o curvil´ıneas), la definicio´n de tensor debe generalizarse.
1.5.1. Tensores Cartesianos.
En el ca´lculo tensorial aparece con mucha frecuencia sumatorios que en matema´ticas denota-
mos por Σ. En el ca´lculo tensorial se “suprime” esta notacio´n por comodidad y abreviatura.
Esta convencio´n se la conoce como Convencio´n de Einstein y establece que cuando en una
expresio´n monomia figuren dos ı´ndices repetidos, se entendera´ que se trata de una suma en
la que los ı´ndices repetidos van sumados de 1 a n.
De esta manera se escribira´ simplemente
aibi = a1b1 + · · ·+ anbn;
aibjci = a1bjc1 + · · ·+ anbjcn.
Una observacio´n importante sobre esta “notacio´n” es que los ı´ndices repetidos, puesto que
u´nicamente indican que deben tomar los valores de 1 a n y sumarse, pueden representarse
con cualquier letra, sin que la suma cambie. Se tiene as´ı que
aibi = ajbj
ambos miembros representan la suma a1b1 + · · ·+ anbn.
A continuacio´n consideramos el espacio ordinario de tres dimensiones, referido a un sistema
de coordenadas cartesianas ortogonales. Representaremos las coordenadas de un punto en
el espacio por x1, x2, x3.
Un cambio de coordenadas xi a las coordenadas x
′
i de otro sistema tambie´n cartesiano
ortogonal con el mismo origen viene dado por
x′i = aihxh (i = 1, 2, 3).
En matema´ticas definimos un vector como el conjunto de tres componentes ui que por un
cambio de coordenadas (igual que en la ecucacio´n anterior y que sera´ el mismo en adelante)
se transforman en
u′i = aihuh
2Son los que se cumple la expresio´n d2 = (y − x)t(y − x) para la distancia entre dos puntos.
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donde en el segundo miembro, segu´n el convenio establecido anteriormente, el ı´ndice h va
sumado de 1 a 3.
Sea vj las componenetes de otro vector las cuales, por el mismo cambio de coordenadas se
transformara´n en
v′j = ajkvk.
Consideramos los nueve productos
ui ⊗ vj = (uivj) =
 u1v1 u1v2 u1v3u1v1 u1v2 u1v3
u1v1 u1v2 u1v3

que constituye un nuevo ente geome´trico que se conoce como producto tensorial de los
vectores ui y vj . La ley de transformacio´n induce a establecer la siguiente definicio´n.
Definicio´n 1.45 Dadas las 9 cantidades anteriores, tij, se dice que son componentes de un
tensor cartesiano de segundo orden cuando por un cambio de coordenadas se transforman
segu´n la ley
t′ij = aihajkthk.
Segu´n esta definicio´n, el producto tensorial de dos vectores es un tensor, pero no todos los
tensores de segundo orden son el producto tensorial de dos vectores. Un ejemplo ba´sico de un
tensor de segundo orden es el Tensor de Kronecker, el cual se define a partir de el s´ımbolo
de Kronecker δij .
Ana´logamente, el producto tensorial de tres vectores ui, vj , wk es el conjunto de los 27







Este producto tensorial es un ejemplo de tensor cartesiano de tercer orden. En analog´ıa sobre
lo escrito, dadas las 27 cantidades tijk, que por un cambio de coordenadas se transformen
segu´n la ley t′ijk = aihajlakmthlm, diremos que ellas son componentes de un tensor de tercer
orden.
Con esto podemos dar una definicio´n general.
Definicio´n 1.46 Dadas 3p cantidades ti1,...,ip se dice que son componentes de un tensor
cartesiano de orden p si por un cambio de coordenadas se transforman en
t′i1,...,ip = ai1h1 . . . aiphpth1,...,hp
Tantos los ı´ndices i como h pueden tomar los valores 1, 2 y 3.
Segu´n esta definicio´n los vectores son tensores de primer orden. Adema´s, dadas las com-
ponentes de un tensor en un sistema de coordenadas, la igualdad en la Definicio´n 1.46
permite calcular las mismas en cualquier otro sistema.
La propiedad fundamental de los tensores, de la cual deriva su importancia en la geometr´ıa
y la f´ısica, es que siendo las fo´rmulas de transformacio´n lineales y homoge´neas, si las com-
ponentes de un tensor se anulan en un sistema de coordenadas, se anulara´n tambie´n en
cualquier otro sistema3.
El convenio de Einstein hace que todo lo anterior valga exactamente, sin modificaciones,
para el espacio euclidiano n-dimensional (para fijar ideas hemos estado suponiendo n = 3).
Definicio´n 1.47 Dado el espacio euclidiano n-dimensional, llamaremos tensor cartesiano
de orden p al conjunto de np componentes ti1,...,ip .
Es facil comprobar por induccio´n que los tensores cumplen la propiedad de transitividad
(es necesaria para que la definicio´n sea admisible), es decir, que por nuevos cambios de
coordenadas por ley de transformacio´n se conserva [24].
3La anulacio´n de un tensor da siempre una propiedad intr´ınseca, independiente del sistema de coordena-
das.
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Definicio´n 1.48 Un invariante o tensor de orden 0 es una expresio´n que toma la misma
forma en cualquier sistema de coordenadas.
Por ejemplo, el producto escalar de dos vectores es un invariante.
A continuacio´n describimos las operaciones con tensores cartesianos:
Suma/Resta: Esta operacio´n solo esta´ definida para tensores del mismo orden. El
tensor suma o diferencia de otros es el nuevo tensor que tiene por componentes la
suma o diferencia de las componentes respectivas.
Multiplicacio´n por un escalar: Para multiplicar un escalar por un tensor se mul-
tiplica por el escalar cada componente del tensor.
Producto de tensores: El productor de un tensor de orden p por otro tensor de orden
q, es el tensor de orden p+ q cuyas componentes son los productos de las componentes
del primero por las del segundo.
Contraccio´n de ı´ndices: Es una operacio´n que permite obtener tensores de menor
orden a partir de un tensor dado de orden p ≥ 2. Consiste en lo siguiente: Dado un
tensor de orden p ≥ 2, igualando dos ı´ndices y sumando respecto del ı´ndice igualado,
el resultado es un nuevo tensor en el que han desaparecido estos dos ı´ndices.
Supongamos, por ejemplo, un tensor tijk. Consideremos las componentes
uk = tijk






u′k = δhlakmthlm = akmthhm − akmum.
Es decir, las uk son componentes de un vector (tensor de orden uno), que se llama
tensor contraido del tijk respecto de los dos primeros ı´ndices.
A partir del tensor tijk todav´ıa se pueden formar otros dos tensores contraidos (vj =
tiji; wi = tijj).
Mediante esta operacio´n de contraccio´n, un tensor de segundo orden tij puede consi-
derarse en cierto modo como un operador que a un vector le hace corresponder otro
vector. As´ı, al vector vi le hace corresponder el vector
ui = tijvj .
Expansio´n de ı´ndices: Supongamos, para fijar las ideas, un tensor de segundo orden
tij cuyas componentes sean funciones de las coordenadas de xi, es decir, un tensor
funcio´n de punto. Lo mismo ser´ıa para un tensor de cualquier orden. Se dice entonces
que constituyen un campos de tensores.
En la ley de transformacio´n
t′ij = aihajkthk
los coeficientes aih son independientes del punto considerado, de manera que al derivar













Segu´n las fo´rmulas de transformacio´n, la relacio´n anterior se puede escribir de la si-
guiente manera
t′ij,m = aihajkamsthk,s,
lo cual nos dice que las derivadas parciales thk,s son componentes de un vector de
tercer orden.
La demostracio´n es general para cualquier tensor de manera que: Las derivadas par-
ciales de las componentes de un tensor cartesiano respecto de las coordenadas son
componentes de un nuevo tensor de un orden superior en una unidad. A este nuevo
tensor se le conoce como tensor derivado del primero.
Permutacio´n de ı´ndices: A partir de un tensor, permutando los ı´ndices de cada una
de sus componentes, se obtiene otro tensor.
En [24] se muestra un ejemplo claro de que no vale con permutar las componentes para
obtener un nuevo vector.
Definicio´n 1.49 Un tensor de segundo orden tij se llama sime´trico si se verifica
tij − tji = 0
y antisime´trico si
tij + tji = 0.
Al igual que para las matrices, se cumple que todo tensor de segundo orden es suma de un








1.5.2. Tensores Cartesianos para representar deformaciones.
Desde mediados del S.XX, los tensores han sido utilizados en Ingenier´ıa para representar
aspectos vinculados a la deformacio´n de objetos (elasticidad y viscosidad, p.e.) y la propa-
gacio´n de ondas, incluyendo feno´menos de interaccio´n con la materia que pueden dar lugar
a dislocaciones o fracturas (debidas a la aparicio´n de vibraciones). Una referencia cla´sica es
[18].
Las mallas triangulares o cuadrangulares proporcionan una aproximacio´n topolo´gica discreta
a los feno´menos de deformacio´n. Los Me´todos de Elementos Finitos (FEM) proporcionan
la versio´n computacional para representar los efectos representados por los tensores. La
estructura graduada de los complejos simpliciales y cuboidales proporcionan el soporte para
modelar los feno´menos observados (tal como se explico en la subseccio´n anterior).
En esta parte hablaremos de los tensores de tensiones y del tensor de deformaciones, que son
de orden dos (Cap´ıtulo 7 de [25]). En esta parte, al tratarse de orden 2, los tensores describen
una aplicacio´n lineal que llevan vectores de R3 en R3 ya que pueden representarse por
matrices 3×3, es decir, elementos de lin(R3,R3) (que tiene estructura de espacio vectorial).
El tensor de tensiones.
Supongamos que tenemos un so´lido o un fluido continuo que esta´ sometido a un sistema
de fuerzas. La fuerza por unidad de a´rea debida a la interaccio´n entre partes internas del
continuo inducidas por el sistema de fuerzas externo se llama vector de tensio´n o vector de
traccio´n, t.
Para visualizar t, imaginemos que en el interior del medio continuo realizamos en el punto
P un pequen˜o corte separando la materia en dos partes. Este corte genera una pequen˜a
superficie de a´rea 4A y el vector unitario n, perpendicular a la suerficie. En este caso, t4A
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es la fuerza que ejerce la parte de materia a donde apunta n sobre el elemento de superficie
n4A.
El primer postulado de Cauchy establece que el vector de tracciones t depende del punto P
y de la normal n del elemento de superficie, pero no de la forma del elemento de superficie.
El teorema de Cauchy sobre las tensiones en un cuerpo establece que las tracciones t depen-
den linealmente de la orientacio´n n del elemento de superficie, es decir, existe un tensor de
segundo orden S de forma que
t = S n.
Al tensor S se le conoce como tensor de tensiones de Cauchy que envia cualquier vector
n al vector de tensio´n t que actu´a sobre el elemento de superficie de normal n. Se puede
demostrar que el tensor de tensiones de Cauchy es sime´trico, imponiendo el balance del
momento angular.
Si elegimos un sistema de coordenadas cartesiano anclado a un punto del cuerpo, podemos
obtener las componentes cartesianas de S en ese punto a trave´s
Sij = ei · S ej = ei · tj .
Podemos visualizar las componentes Sij como las componentes de vectores de traccio´n ac-
tuando en las caras de un pequen˜o cubo de aristas paralelas a los ejes de coordenadas.
Las componentes S11, S22 y S33 se denotan por tensiones normales, mientras que el resto
son tensiones tangenciales. De forma esquema´tica se puede decir que al tirar o empujar un
objeto se crean tensiones normales mientras que al retorcer un objeto se crean tensiones
tangenciales.
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Tensor de deformaciones.
Este tipo de tensores se ven dentro de la cinema´tica de un medio continuo. En otras palabras,
supongamos que cada part´ıcula de un so´lido o fluido se despaza de su posicio´n inicial a x a
una posicio´n final dada por T x, siendo T un tensor de segundo orden. Como el volumen
de un obejto real no se puede reducir a cero, sabemos que det(T) > 0, por lo que podemos
aplicar el teorema de descomposicio´n polar a T el cual nos dice que todo tensor de segundo
orden no singular puede ponerse como composicio´n de un tensor ortogonal y un tensor
sime´trico definido positivo, es decir,
T = S R.
Como det(T) = det(S)det(R) y S es definido positivo4 tenemos que det(S)¿0 implicando
que det(R)=1, es decir, R es un tensor de rotacio´n. R representa un movimiento so´lido
r´ıgido del continuo, preservando la distancia de dos puntos cualesquiera.
Con esto podemos definir el siguiente tensor de deformacio´n
Γ = (T ·Tt) 12 − I = S− I.
El tensor de segundo orden Γ es una medida de la cantidad de distorsio´n que tiene lugar
en un proceso de deformacio´n. Si denotamos a las componentes cartesianas de Γ por γij (es
decir, γij = ei · Γej) las componentes γ11, γ22 y γ33 se denominan deformaciones norma-
les, de extensio´n o longitudinales, mientras que el resto son las deformaciones de corte o
transversales.
A modo de ejemplo, supongamos que queremos deformar una goma ela´stica de forma que
la goma pase de ser un so´lido rectangular de longitud de aristas (l1, l2, l3) a otro so´lido
rectangular de longitud de aristas (λ1l1, λ2l2, λ3l3).
Una part´ıcula que estaba inicialmente en la posicio´n x = xi ei en la goma sin deformar pasa
a la posicio´n
T x = xiT ei = λixiei = λ1x1e1 + λ2x2e2 + λ3x3e3
en la goma deformada, por lo que
T = λ1e1 ⊗ e1 + λ2e2 ⊗ e2 + λ3e3 ⊗ e3.
Como T es sime´trico, el tensor R = I, por lo que no hay rotacio´n de so´lido r´ıgido y el tensor
de deformacio´n viene dado por
Γ = (λ1 − 1)e1 ⊗ e1 + (λ2 − 1)e2 ⊗ e2 + (λ3 − 1)e3 ⊗ e3










4vi ·S vi = vi · (λivi ⊗ vi)vi = λivi · (vi · vi)vi = λivi · vi = λi, donde λi > 0 son los autovalores de T
asociados a los autovectores vi.
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mientras que las deformaciones de corte son cero. Si adema´s suponemos que la goma es
incomprensible, es decir, no cambia su volumen, entonces tenemos
det(T)) = 1 = det(Γ + I) = (1 + γ11)(1 + γ22)(1 + γ33).
Por simetr´ıa de la extensio´n aplicada a la goma (como se muestra en la figura anterior), las
deformaciones longitudinales transversales al estiramiento son iguales por lo que obtenemos




Es decir, si triplicamos la longitud de la goma ela´stica (λ1 = 3), cada una de las dimensiones
transversales se reducira´ alrededor de un 42 %.
1.5.3. Campos Tensoriales.
Con el objetivo de conectar sobre la interpretacio´n que tenemos de un tensor en esta subsec-
cio´n daremos un enfoque general sobre los tensores a partir de las funciones multilineales.
Definicio´n 1.50 Sean V1,. . . , Vn y W espacios vectoriales. Decimos que una funcio´n es
multilineal cuando es lineal para cada uno de sus argumentos, es decir
f(v1, . . . , λvi + µv
′
i, . . . , vn) = λf(v1, . . . , vi, . . . , vn) + µf(v1, . . . , v
′
i, . . . , vn) ∀i ∈ {1, . . . , n}.
Cuando es lineal solo para cierto argumento vi decimos que es i-lineal.
Definicio´n 1.51 Supongamos que τ ∈ V ∗ y θ ∈ W ∗ (funciones lineales de valor real).
Definimos el producto tensorial de τ y θ como la funcio´n bilineal real τ ⊗ θ : V ×W → R
tal que
τ ⊗ θ(v, w) = (τv)(θw).
Las funciones multilineales pueden multiplicarse por un escalar o se pueden combinar dos
funciones multilineales (deben tener el mismo rango y dominio) y el resultado sigue siendo
una funcio´n multilineal del mismo tipo. Esto nos muestra que el espacio de funciones i-
lineales de V1 × . . . Vn en W forma un espacio vectorial, denotado por L(V1, . . . , Vn;W ).
Sea ahora V un espacio vectorial. Las funciones multilineales reales con argumentos en V (o
V ∗) sera´n tensores sobre V y el espacio vectorial que forman sera´ el espacio tensorial sobre
V . El nu´mero de variables de V y V ∗ son lo que se conoce como grados de un tensor. El
nu´mero de V es el grado covariante, mientras que el nu´mero de V ∗ es el grado contravariante.
De esta manera decimos que un tensor en V ∗ × V × V tiene grado (1, 2).
De esta manera un tensor de grado (r, s) tendra´ r grados contravariantes y s grados cova-
riantes. Cuando se encuentra una relacio´n en cuanto a la permutacio´n de los dominios de
los tensores decimos que tienen una propiedad de simetr´ıa (estas propiedades son estudiadas
desde la seccio´n 2.15 a la 2.19 en [23]).
Al espacio de funciones multilineales en V ∗ × V × V lo denotaremos por
V ⊗ V ∗ ⊗ V ∗ = T 12 (V ;R).
El “cambio” en los espacios es intencionado y esta´ justificado por el hecho de que es una
generalizacio´n del caso de los tensores de grado 1. De hecho, al ser V ∗ el espacio que consiste
en las funciones lineales en V y tener que V ' (V ∗)∗, podemos considerar como (V ∗)∗, es
decir, el espacio de funciones lineales en V ∗. De manera general, un tensor de tipo (r, s)
forma un espacio vectorial denotado por
T rs = T
s,r = V⊗ r veces. . . ⊗V ⊗ V ∗⊗ s veces. . . ⊗V ∗,
que consiste en funciones multilineales sobre
V ∗⊗ r veces. . . ⊗V ∗ ⊗ V⊗ s veces. . . ⊗V.
El producto tensorial5 de un tensor A del tipo (r, s) y un tensor B del tipo (p, q) es un tensor
A⊗B del tipo (r + p, s+ q) definido, como una funcio´n sobre (V ∗)(r+p) × V (s+q), por
A⊗B = A(τ1, . . . , τ r, v1, . . . , vs)B(τ r+1, . . . , τ r+p, vs+1, . . . , vs+q).
5Cumple la asociatividad y la distributividad respecto de la suma.
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De esta manera, un tensor de tipo (0, 0) es un escalar (T 00 = R). Un tensor de tipo (1, 0) es
llamado vector contravariante y uno de tipo (0, 1) es un vector covariante. A un tensor del
tipo (r, 0) se le llama tensor contravariante y uno de tipo (0, s) es un tensor covariante.
1.5.4. Contraccio´n y expansio´n.
En esta subseccio´n al espacio vectorial lo denotaremos por E y el cuerpo de valores por F
por tener una notacio´n mas general.
Definicio´n 1.52 Dado un tensor t ∈ T rs (E;F ) se define la (k, `)-contraccio´n como una
aplicacio´n Ck` : T
r
s (E;F )→ T r−1s−1 (E;F ) dada por
Ck` (t
I
JeI ⊗ eJ) := ti1...ik−1pik+1...isj1...j`−1pj`+1...jrei1 ⊗ . . .⊗ eˆik ⊗ . . .⊗ eis ⊗ ej1 ⊗ . . .⊗ eˆj` ⊗ . . .⊗ ejr ,
donde I = {i1, . . . is} y J = {j1, . . . , jr}.
Alteraciones.
Por u´ltimo, tenemos otras dos operaciones que consisten en bajar y subir ı´ndices respec-
tivamente que (por analog´ıa con la graf´ıa utilizada en la notacio´n musical para indicar
modificaciones de semitonos en las notas) representaremos mediante [ y ], respectivamente.
Ma´s expl´ıcitamente, si gij es la matriz de una me´trica con inversa g
ij , entonces el producto
interior define isomorfismos que se denota mediante
[ : E = T 10 (E)→ E∗ = T 01 (E) | (x[)i := gijxj ;
] : E∗ = T 01 (E)→ E = T 10 (E) | (α])i := gijαj .
A partir de estas dos u´ltimas operaciones, es posible visualizar en te´rminos de cada me´trica
g sobre E co´mo se llevan a cabo los isomorfismos entre tensores de tipo (r, s) con r + s fijo
en te´rminos de las bases para el producto tensorial descritas ma´s arriba. En particular, se
tiene que gjkgik = δ
j
i , donde se interpreta la δ de Kronecker como un tensor de tipo (1, 1).
Subida y bajada de ı´ndices.
A partir del tensor t = tijk`mei⊗ ej ⊗ ek ⊗ e`⊗ em ∈ T 32 (E), se construyen diferentes tensores
asociados mediante las operaciones de subir y bajar ı´ndices. Por ejemplo,
tijk`
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Cap´ıtulo 2
Contribuciones teo´ricas
2.1. Topolog´ıa Algebraica Computacional.
La Topolog´ıa Algebraica es la parte de la Topolog´ıa que usa me´todos algebraicos y/o dis-
cretos (incluyendo aspectos combinatorios) para identificar y caracterizar propiedades to-
polo´gicas de espacios topolo´gicos X y aplicaciones f : X → Y entre espacios topolo´gicos
bajo relaciones de equivalencias dadas por los homeomorfismos. Estos me´todos usan propie-
dades algebraicas para relacionar (clases de equivalencia de) multi-caminos Γ vinculados a
puntos de control (Teor´ıa de la homotop´ıa), y/o PL-estructuras superpuestas vinculadas a
complejos simpliciales o cuboidales.
La generacio´n automa´tica de dichas PL-estructuras a partir de nubes de puntos con densidad
irregular es un problema no trivial que se resuleve de forma recursiva a partir de modelos
de propagacio´n. De este modo, es posible generar PL-aproximaciones a ”formas” que se
gestionan en te´rminos de Teorias de Homolog´ıa para complejos graduados.
Las caracter´ısticas ba´sicas de los objetos a representar se reformulan en te´rminos de in-
variantes algebraicos las cua´les son dadas por el grupo fundamental pi1(X) y los grupos
de homolog´ıa Hn(X). Esta informacio´n debe ser completada con otros “descriptores” que
proporcionen informacio´n sobre aspectos ma´s finos de los objetos.
A lo largo de este trabajo veremos como la Topolog´ıa Algebraica Computacional proporciona
herramientas para generar y comparar PL-modelos con objetos complejos, proporcionando
soporte para el ana´lisis de todo tipo de funcionales definidos sobre los PL-complejos.
El tratamiento de mu´ltiples objetos (a veces representados por puntos) y estructuras cam-
biantes de objetos particulares (representadas por blobs1, por ejemplo) son dos to´picos usua-
les en el manejo de la informacio´n de gran cantidad de datos. Desde el punto de vista ma-
tema´tico, la Topolog´ıa nos ofrece una coleccio´n de modelos y me´todos para el tratamiento
de objetos en te´rminos de multi-caminos y PL-estructuras superpuestas.
En este trabajo se adaptan las estrategias de la Topolog´ıa desde un punto de vista compu-
tacional; en la pra´ctica podemos encontrarnos con problemas computacionales dif´ıciles de
resolver encontra´ndonos con que alguno de ellos son problemas NP debido al crecimiento
exponencial del nu´mero de operaciones a realizar para resolverlos.
En el marco de la CAT (Computational Algebraic Topology), presentamos las PL-estructuras
superpuestas en te´rminos de n-cadenas cuboidales cuya utilizacio´n formal da lugar a com-
plejos cuboidales sobre las nubes originales de puntos.
El tipo de homotop´ıa de los espacios topolo´gicos ofrece un criterio inicial para distinguir
un objeto de otro (es decir, no son homeomorfos). El problema esta´ en dar un criterio
efectivo para calcular el tipo de homolog´ıa y otras caracter´ısticas ma´s finas. Por este motivo
introducimos los conceptos de multi-caminos (representando interpolaciones, deformaciones,
trayectorias) y PL-estructuras superpuestas (cuboidal, celular).
Para fijar ideas, las estructuras de datos ma´s simples esta´n dadas inicialmente en te´rminos
de listas asociadas a nubes de puntos. A dichas listas se asocian de forma automa´tica PL-
estructuras superpuestas (incluyendo PL-caminos y PL-mallas). Las estructuras algebraicas
1Basic Large Object; elementos utilizados en las bases de datos para almacenar datos de gran taman˜o
que cambian de forma dina´mica.
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ba´sicas las cuales pueden estar superpuestas a espacios topolo´gicos esta´n dadas por (multi-
)caminos y mallas generalizadas.
2.1.1. Mallas en PL-formas.
Las mallas cuboidales y simpliciales son de uso comu´n para proporcionar un enfoque ma´s
sencillo a los objetos complejos. Proporcionan modelos continuos que se pueden adaptar a
distribuciones arbitrarias o datos discretos. Los complejos simpliciales y cuboidales ofrecen
un marco ma´s general, que puede manipularse en te´rminos de PL- o de transformaciones
continuas. Ana´logamente, la relacio´n entre los objetos se representan inicialmente mediante
aplicaciones topolo´gicas f : X → Y que permiten asociar PL-deformaciones dadas por
PL-caminos entre los complejos (simpliciales o cuboidales).
Figura 2.1: Complejo simplicial y cuboidal, respectivamente.
Motivacio´n.
De una forma intuitiva, una malla es una “teselacio´n” eventualmente irregular de un espacio
ambiente que se reasigna en objetos o escenas segu´n una coleccio´n de funciones. En los casos
ma´s simples, se consideran las mallas dadas por las ce´lulas ba´sicas que son un pol´ıgono o un
poliedro del mismo tipo.
El caso ma´s simple corresponde a las ce´lulas ba´sicas dadas por pol´ıgonos regulares que corres-
ponden exactamente a un tipo de pol´ıgono. Por medio de un simple argumento geome´trico
(conocido ya por Euclides), se puede probar que la ce´lula ba´sica en el plano es un tria´ngulo
equila´tero, un cuadrado o un hexa´gono regular.
Este argumento se extiende a dimensio´n tres dando lugar a tres tipos ba´sicos (salvo dualidad)
de poliedros regulares que proporcionan teselaciones del espacio eucl´ıdeo ordinario dadas por
tetraedros, hexaedros (duales de los octaedros) y dodecaedros (duales de los icosaedros) 2.
En este trabajo, se destacan las teselaciones asociadas a cubos debido a una mayor facilidad
para el tratamiento computacional. Desde el punto de vista matema´tico, los cubos genera-
lizados o´ cuboides esta´n dados por la imagen de una aplicacio´n continua T sobre un n-cubo
[0, 1]n.
Teselaciones y deformaciones.
Una deformacio´n gene´rica de una teselacio´n triangular o cu´bica da lugar a mallas simpliciales
o cuboidales en el espacio. En particular, la descripcio´n triangular cla´sica se puede extender a
complejos tridimensionales reemplazando las celdas ba´sicas por tetraedros, cubos o prismas
hexagonales regulares. En este trabajo la mayor´ıa de las aplicaciones esta´n restringidas a
casos de baja dimensio´n, donde las aplicaciones, transformaciones y/o deformaciones pueden
ser ma´s fa´cilmente controlables. Las teselaciones ma´s fa´ciles de gestionar desde el punto de
vista computacional (en relacio´n con procedimientos de insercio´n y borrado) esta´n dadas
por representaciones cuboidales.
Una malla plana normal viene dada por una coleccio´n de mapas continuos definidos en
una teselacio´n plana normal sobre un plano euclidiano o en el plano af´ın asociado. Para el
caso 3D, basta con reemplazar “planar” por “volume´trico” y “plano” por “espacio”. Esta
2La prueba ya era conocida, al menos, por los matema´ticos griegos en el siglo IV a.C.
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descripcio´n permite considerar las mallas normales en objetos planos o volume´tricos que
verifican las condiciones de compatibilidad en los l´ımites de las celdas ba´sicas.
Aqu´ı utilizamos mallas cuboidales porque el coste computacional para teselaciones trian-
gulares en el caso planar es manejable (complejidad O(N logN); su extensio´n al caso 3D
presenta una complejidad O(N2logN). En presencia de varios cientos de miles (o incluso
millones de puntos capturados con un escaneo la´ser, por ejemplo) de puntos distribuidos
irregularmente, es necesario llevar a cabo un muestreo e implementar procesos distribui-
dos con algoritmos paralelizables que permitan descomponer y pegar mallas a diferentes
LoDs (Niveles de detalle). Las diferentes estrategias para trabajar a diferentes resoluciones
(LoD: Level of Detail) presentando problemas de descomposicio´n y pegado que ralentizan
los ca´lculos y, por consiguiente, la toma semi-automa´tica de decisiones.
Modelos algebraicos.
Alternativamente, se pueden introducir modelos cuboidales que son fa´cilmente parametriza-
bles. Los complejos cuboidales proporcionan un enfoque general para los modelos parametri-
zables emparejando las aplicaciones f : [0, 1]n → X. En particular, una “serpiente”de grado
d se puede considerar como la imagen de una “pieza ponderada” (pesos relativos) de una
curva normal racional de grado d. Por tanto, una snake se puede considerar como una curva
localmente parametrizada por la imagen de una subdivisio´n (no necesariamente regular) del
intervalo unidad [0, 1].
El producto tensorial de dos serpientes de grado d1 y d2 da una superficie spline S de bigrado
(d1, d2) de uso comu´n en ingenier´ıa y disen˜o. Ana´logamente, un T-spline (triple) de trigrado
(d1, d2, d3) se define como el producto tensorial de tres serpientes de grados d1, d2 y d3.
Los productos de snakes se utilizan comu´nmente para el modelado 3D de objetos complejos,
como por ejemplo los o´rganos internos del cuerpo humano.
Para simplificar, en este TFG no se consideran T-splines. Para facilitar el tratamiento compu-
tacional se supone que los PL-modelos esta´n dados por expresiones algebraicas de grado bajo
(habitualmente, menor o igual que cuatro); es decir, por
Snakes (serpientes) para curvas, es decir, curvas racionales de grado bajo d con “pesos”
apropiados.
B-splines de bigrado (p,q) para superficies dadas como el producto de dos trozos de
curvas racionales de grado p y q, con p+ 1 y q+ 1 puntos de control, respectivamente.
2.1.2. Las α-formas.
Las α-formas o formas α son una secuencia de complejos derivados del diagrama de Voronoi
y la triangulacio´n de Delaunay (son construcciones fundamentales en la geometr´ıa compu-
tacional que explicaremos a continuacio´n). Las α-formas fueron definidas por Edelsbrunner,
Kirkpatrick y Seidel. Las definieron para un conjunto finito de puntos en el plano [20] y
posteriormente Edelsbrunner y Mu¨cke lo generalizaron a dimensiones superiores [21]. Las
α-formas asociadas a un conjunto de puntos es una generalizacio´n del concepto de envoltura
convexa de un conjunto.
Como una breve idea pensemos en que, dependiendo del valor α, podremos describir dife-
rentes envolturas y con ello crear diferentes tipos de complejos.
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Figura 2.2: Tipos de envolturas en funcio´n de α
Para poder describir lo que son las α-formas debemos saber ciertos conocimientos previos.
Definicio´n 2.1 Un subcomplejo L de un complejo cuboidal K es un complejo cuboidal tal
que L ⊆ K.
Definicio´n 2.2 Una filtracio´n de un complejo K es una secuencia anidada de subcomplejos,
∅ = K0 ⊂ K1 ⊂ K2 ⊂ · · · ⊂ Km = K. Llamamos a un complejo K con una filtracio´n un
complejo filtrado.
No´tese que el complejo Ki+1 = Ki ∪ T i, donde T i es un conjunto de cubos singulares.
Diagrama de Voronoi.
El diagrama, teselacio´n o descomposicio´n de Voronoi, tambie´n conocido como teselacio´n
de Dirichlet o Pol´ıgonos de Thiessen (debido a que estos matema´ticos tambie´n realizaron
estudios sobre esta materia) es una construccio´n geome´trica formalizada por el matema´tico
ruso de origen ucraniano G.F. Voronoi (1868-1908) en [8]. El diagrama de Voronoi es una
solucio´n local al problema de caracterizacio´n del a´rea de influencia para un conjunto finito S
de sitios [7]. Tiene una amplia gama de aplicaciones en geometr´ıa computacional en relacio´n
con la resolucio´n de problemas de localizacio´n-asignacio´n de recursos o´ de obtencio´n de
rutas o´ptimas de desplazamiento en navegacio´n automa´tica, por ejemplo. Las triangulaciones
de Delaunay son duales de los diagrama de Voronoi en el plano; por ello son igualmente
importantes en la geometr´ıa computacional y proporcionan un nexo estructural con los
complejos simpliciales planares (hablaremos sobre ellos en la siguiente subseccio´n).
Definicio´n 2.3 Sea P = {p1, . . . , pm} ⊂ Rn un conjunto de puntos y d una distancia.
Definimos Ce´lula de Voronoi o Regio´n de Voronoi, V(pi), de un punto pi ∈ P como el
conjunto de todos los puntos ma´s cercanos a pi que cualquier otro punto en P , es decir,
V(pi) = {x ∈ Rn|d(x, pi) ≤ d(x, pj), para j 6= i}.
La coleccio´n de estos elementos forman el diagrama de Voronoi.
Figura 2.3: Diagrama de Voronoi de un conjunto P de puntos
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Proposicio´n 2.1 El diagrama de Voronoi tiene las siguientes propiedades:
1. Toda V(pi) es convexa.
2.
⋃
p∈P V(p) = Rn.
3. Si V(pi) ∩V(pj) 6= ∅ entonces su interseccio´n es un subconjunto del hiperplano que es
perperdicular y bisecciona a la arista pipj.
4. Los interiores de las ce´lulas de Voronoi son disjuntos.
5. V(pi) es ilimitada si y solo si pi se situ´a en la envolvente convexa de P.
6. El centro de la circunferencia que pasa por los puntos de P de V(p1), V(p2) y V(p3)
es precisamente el ve´rtice en el que se juntan las tres regiones.
7. El interior de la circunferencia definida anteriormente descrita no contiene ningu´n
punto de P .
8. El punto vecino ma´s cercano a pi dentro del conjunto P , al que se denomina pj define
una arista de una ce´lula de Voronoi.
9. Un diagrama de Voronoi de N puntos tiene a lo sumo 2N−5 ve´rtices y 3N−6 aristas.
La demostracio´n de las propiedades se puede encontrar en [6] y [7].
Existe una amplia variedad de algoritmos para el ca´lculo del diagrama de Voronoi de un
conjunto de puntos. Dos de los me´todos de co´mputo del diagrama ma´s importantes son el
me´todo de la interseccio´n de semiplanos (uno de los me´todos pioneros) y el algoritmo de
Fortune (mejoro´ sensiblemente la complejidad del me´todo de la interseccio´n de semiplanos).
Triangulacio´n de Delaunay.
Si en un diagrama de Voronoi se conectan todos los pares de puntos p ∈ P de ce´lulas adya-
centes el conjunto de segmentos resultante forma una triangulacio´n del conjunto, llamada
triangulacio´n de Delaunay, una construccio´n dual del diagrama de Voronoi de gran utilidad
en el modelado de la superficie de terrenos.
Definicio´n 2.4 El complejo Delaunay o Triangulacio´n de Delaunay, τ , es definido como el
dual geome´trico del diagrama de Voronoi.
Figura 2.4: Triangulacio´n de Delaunay asociada al diagrama de la Figura 2.4
El dual geome´trico es una construccio´n similar al nervio de la envolvente: Si las ce´lulas
V(p0), . . . ,V(pm) tienen interseccio´n no vac´ıa, entonces la envoltura convexa de p0, . . . , pm
es su dual.
En una triangulacio´n de Delaunay, por definicio´n cada ve´rtice correspondera´ a un punto p ∈
P de Voronoi, y por lo tanto la superficie de cada tria´ngulo correspondera´ igualmente a un
u´nico ve´rtice del diagrama de Voronoi. Adema´s se da la circunstancia de que la triangulacio´n
de Delaunay forma un grafo, ya que ninguna de las aristas de los tria´ngulos se cruza con
otra.
50 CAPI´TULO 2. CONTRIBUCIONES TEO´RICAS
Los α-complejos.
A continuacio´n describimos co´mo Edelsbrunner introduce un para´metro α en el diagrama de
Voronoi y la triangulacio´n de Delaunay. Esta operacio´n genera una secuencia de complejos
que triangulan los α-vecinos del conjunto de datos P .
Definicio´n 2.5 El cerrado α-vecinos, Pα, es la unio´n de las bolas cerradas de radio α con




Bα(p), donde Bα(p) = {x|d(x, p) ≤ α}.
Estas α-bolas adema´s forman una envoltura de Pα.
Consideramos ahora la interseccio´n de las α-bolas con las ce´lulas de Voronoi:
Vα(p) = V(p) ∩Bα(p).






Si los puntos de P esta´n en una posicio´n general, entonces el nervio del α-diagrama es un sub-
conjunto de la triangulacio´n de Delaunay, conocido como α-complejo, Cα. Las construccio´n
de los α-complejos es muy u´til en el desarrollo de algoritmos eficientes.
En primer lugar, ya que Cα ⊂ τ , podemos ver que si α < α′, entonces Cα ⊂ Cα′ . Adema´s,
si la triangulacio´n de Delaunay es finita, existe un nu´mero finito (distintos entre si) de
α-complejos
∅ = Cα0 , . . . , Cαn = τ.
Estos esta´n ordenados por el incremento del para´metro α3. A partir de estos complejos
nosotros formamos las α-formas que son muy u´tiles en el reconocimiento de objetos.
Figura 2.5: Diagrama de Voronoi, Triangulacio´n de Delaunay y α-forma asociada a un con-
junto de datos
Utilidad de los α-complejos.
Los α-complejos permiten reconstruir objetos con un LoD que var´ıa segu´n el para´metro α
que testeamos. Si razonamos desde el punto de vista dual, podemos considerar funcionales
lineales definidos sobre cada α-complejo para cada grado. De este modo, se obtiene una
PL-aproximacio´n pesada a diferentes LoD para campos definidos sobre el complejo de las
α-formas.
El ajuste a una “forma” se puede entender como un proceso de optimizacio´n en el que se
minimiza la diferencia entre la forma que se desea alcanzar y las aproximaciones dadas por
α-formas. De manera similar, el ajuste (incluyendo el aprendizaje) a una tarea entendida
como un (multi-)camino en el espacio de funcionales se puede entender asimismo como el
problema dual del ajuste a una forma; en otras palabras, es un problema de control para el
que existen asimismo diferentes opciones dependiendo del tipo de campo a considerar.
Estas ideas tan simples sugieren que las α-formas deber´ıan adaptarse bien a procesos de
tipo recurrente como los utilizados en sistemas inteligentes que se abordan en el Cap´ıtulo
3Por convenio tomamos α0 = 0 y C0 = ∅.
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3. Sin embargo, aparentemente, este enfoque au´n no ha sido desarrollado en relacio´n con el
aprendizaje de una forma o de una tarea.
2.1.3. Colapso y Expansio´n.
En el problema del Reconocimiento Automa´tico de objetos modelados como unio´n de varie-
dades topolo´gicas en una escena, puede ocurrir que alguno de estos objetos este´ “tapando”
otro objeto de la escena; su re-aparicio´n da lugar a cambios bruscos (discontinuidades) que se
traducen en una “expansio´n” para las listas de elementos ba´sicos. Alternativamente, puede
ocurrir que, en lugar de surgir nuevas variedades topolo´gicas, algunos objetos desaparezcan
de la escena; etiquetamos como “colapso” a este feno´meno, en los que disminuye el nu´mero
de objetos. Una referencia para esta parte es el cap´ıtulo 4 de [17].
Para simplificar, supondremos inicialmente que los objetos que (des)aparecen no tienen agu-
jeros en ninguna dimensio´n4. Esta hipo´tesis esta´ justificada por la eleccio´n de envolventes
cuboidales para el tratamiento computacional en tiempo real de los objetos capturados. En
una terminolog´ıa ma´s matema´tica, un colapso reduce un complejo cuboidal (o, mas general-
mente, un CW-complejo) a un subcomplejo equivalente por homotop´ıa. Estas aplicaciones
dentro del marco de la homolog´ıa computacional fueron introducidas y estudiadas inicial-
mente por J.H.C.Whitehead.
Interesa desarrollar modelos matema´ticos y herramientas computacionales (algoritmos) que
permitan conectar de manera semi-automa´tica (seleccio´n interactiva de opciones) bordes de
regiones planares o volume´tricas atendiendo a puntos de control en el borde de las regiones y,
eventualmente, puntos de control en el interior de dichas regiones. La dificultad del proceso
esta´ vinculada a la (des)aparicio´n de elementos cuboidales, dando lugar a contracciones o
expansiones de ce´lulas ba´sicas.
Representacio´n simbo´lica.
Para tratar de explicar este tipo de proceso realizamos una reformulacio´n de los complejos
cuboidales.
Definicio´n 2.6 Un conjunto X ⊂ Rn es cu´bico si X puede ser escrito como la unio´n finita
de n-cubos.
Si X ⊂ Rn es un conjunto cu´bico, entonces adoptamos la siguiente notacio´n:
K(X) := {C(X) ∈ K | C(X) ⊂ X}
y
Kn(X) := {C(X) ∈ K | dim(C(X)) = n}
para referirnos a los diferentes niveles de cadenas cuboidales del complejo cuboidal que forma
el conjunto cu´bico X. Es decir, los elementos de K0(X) son los ve´rtices, los de K1(X) son
los segmentos, etc. . .
Definicio´n 2.7 A cualquier C ∈ K(X) se le llama una cara de X y se le denota mediante
C  X. Decimos que C es una cara propia de X, C ≺ X, si existe P ∈ K(X) tal que P 6= C
y C  K(P ). Si C no es una cara propia, entonces es una cara maximal. Denotamos por
Kmax(X) al conjunto de caras maximales del complejo. Una cara propia formada por un
n-cubo elemental se dice que es una cara libre.
Ejemplo: Sea X = [0, 1]3. Entonces, K0(X) ∪K1(X) ∪K2(X) es el conjunto de las caras
propias. El conjunto de caras libres esta´ dado por K2(X).
Ejemplo: Refirie´ndonos al conjunto cu´bico de la Figura 2.6, los siguientes cubos elementales
son caras libres:
[−1]× [2], [0, 1]× [0], 0, 1]× [1], [0]× [0, 1], [1]× [0, 1]
4Esta hipo´tesis permite aplicar argumentos de retraccio´n
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Figura 2.6: Cubos elementales en R2
Simplificando la representacio´n.
Como se ha mostrado ma´s arriba, incluso los conjuntos cu´bicos muy simples contiene un gran
nu´mero de cubos elementales. Precisamos reducir este nu´meros de cubos que es necesario
para computar la homolog´ıa del conjunto.
Lema 2.1 Sea X un conjunto cu´bico. Sea ∈ K(X) una cara libre tal que C ≺ P . Entonces,
P no es la cara propia de otro cubo en K(X) y dim(C)=dim(P − 1).
Definicio´n 2.8 Sea C una cara libre en K(X) y sea C una cara propia de P . Entonces
definimos






Entonces X ′ es un espacio cu´bico obtenido a partir de K(X) a trave´s de lo que llamamos
un colapsamiento de C sobre P .
Ejemplo: Sea X = [0, 1]2 ⊂ R2. Entonces
K2(X) = {[0, 1]× [0, 1]},
K1(X) = {[0]× [0, 1], [1]× [0, 1], [0, 1]× [0], [0, 1]× [1]},
K0(X) = {[0]× [0], [0]× [1], [1]× [0], [1]× [1]}.
En total hay 4 caras libres que se corresponden a los elementos de K1(X). Sea C = [0, 1]×[1],
entonces C ≺ P = [0, 1]× [0, 1]. Si tomamos X ′ el espacio cu´bico obtenido a partir de K(X)
a trave´s del colapsamiento de C sobre P se tiene que X ′ = [0]× [0, 1]∪ [1]× [0, 1]∪ [0, 1]× [0]
y
K1(X
′) = {[0]× [0, 1], [1]× [0, 1], [0, 1]× [0]},
K0(X
′) = {[0]× [0], [0]× [1], [1]× [0], [1]× [1]}
No´tese que las caras libres de K(X ′) son diferentes de las de K(X). En particular, [0]× [1]
y [1]× [1] son caras libres con [0]× [1] ≺ [0]× [0, 1]. Sea X ′′ el espacio por el colapsamiento
de [0]× [1] sobre [0]× [0, 1]. Entonces,
K1(X
′′) = {[1]× [0, 1], [0, 1]× [0]},
K0(X) = {[0]× [0], [1]× [0], [1]× [1]}.
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En K(X ′′) podemos colapsar [1]× [1] sobre [1]× [0, 1] obteniendo as´ı X ′′′ donde
K1(X
′′′) = {[0, 1]× [0]},
K0(X
′′′) = {[0]× [0], [1]× [0]}.
Y finalmente podemos colapsar [1]×[0] sobre [0, 1]×[0] obteniendo as´ı el puntoX ′′′′ = [0]×[0].
Este ejemplo se ilustra en la figura de abajo y muestra que en ciertos espacios podemos redu-
cir un conjunto cu´bico a un punto; a este tipo de conjuntos cu´bicos los llamamos plegables.
Figura 2.7: Secuencia de colapsamientos de [0, 1]× [0, 1]
Teorema 2.1 Sea X ′ el conjunto cu´bico obtenido a partir de X (conj. cu´bico) a trave´s del
colapsamiento de un cubo C sobre otro P . Se verifica que
Hn(X
′) ' Hn(X).
El caso relativo. Invariantes.
Este tipo de feno´menos se pueden describir en tambie´n en te´rminos de aplicaciones entre
diferentes complejos cuboidales.
Definicio´n 2.9 Una aplicacio´n cuboidal fK : K(X) → K(Y ) entre dos complejos cuboi-
dales es una aplicacio´n cuya restriccio´n a cada cubo singular es una aplicacio´n entre cubos
singulares.
De esta manera, al igual que en la Topolog´ıa General, se obtiene un criterio de compara-
cio´n entre complejos cuboidales donde uno guarda informacio´n del otro. A partir de ahora
denotamos por K̂ al complejo cuboidal sobre el que se ha aplicado “‘colapsamientos”.
Expansio´n.
El proceso inverso al colapsamiento se conoce como suspensio´n o extrusio´n. Es el feno´meno
en el cua´l ocurre todo lo contrario, es decir, o bien el nu´mero de variedades en la escena
aumenta o en los complejos cuboidales pasamos a “expandirlos” e una direccio´n con la
aparicio´n de nuevos cubos en el complejo.
Este proceso se puede describir de varias formas dependiendo del contexto. Las construccio-
nes de tipo prisma´tico se pueden describir en te´rminos de PL-aplicaciones:
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Definicio´n 2.10 Diremos que ϕ : K1 → K2 es una PL-aplicacio´n si existe una aplicacio´n
cuboidal ϕ̂ : K̂1 → K̂2.
La condicio´n de PL-aplicacio´n se puede reemplazar por PQ-aplicacio´n (cuadra´tica a trozos)
para disminuir el nu´mero de elementos ba´sicos a considerar y mantener baja la complejidad
en las operaciones de pegado. Algunos casos particulares importantes corresponden a cilin-
droides o conoides, de uso comu´n en procesos de comparacio´n de estructuras o de funcionales
lineales sobre dichas estructuras en Topolog´ıa Algebraica.
2.1.4. Representaciones simbo´licas.
Grafos de aspecto.
Los Grafos de aspecto, Gs en el marco de la topolog´ıa, son una representacio´n gra´fica desde
distintos puntos de vista caracter´ısticos de un objeto que ha sido ampliamente desarrollada.
El te´rmino Aspecto se refiere al aspecto topolo´gico de un objeto; es decir, desde un punto
de vista espec´ıfico donde podemos observar una particio´n del espacio (espacio de particio´n
del aspecto) en regiones que van alterandose en base a eventos de suspensio´n y de colapso;
en particular las vistas “singulares” corresponden a subcomplejos minimales de la ma´xima
dimensio´n.
La descripcio´n del aspecto cambiante de subcomplejos maximales pero no coincidentes con el
complejo total se conoce tambie´n en otras a´reas como Potencia visual o Vista caracter´ıstica
(por esta razo´n, en el marco de la ingenier´ıa, a los grafos de aspecto tambie´n se les suele
llamar Grafos de visibilidad, Gv).
Los grafos de aspecto se pueden describir para poliedros (no) convexos, una escena de po-
liedros y objetos no-polie´dricos como el toro T2. Tienen importantes aplicaciones en Visio´n
por computador (Reconocimiento de poliedros), Procesos de visibilidad (Representacio´n de
escenas de poliedros), Ima´genes bases de representacio´n, etc. . . . Una aplicacio´n a priori de
los grafos de aspecto ser´ıa las diferentes formas que puede adoptar un objeto desde diferentes
a´ngulos.
En visio´n por computador, para el reconocimiento de objetos 3D, el input esta´ dado por una
imagen digital que se interpreta en te´rminos de agrupamiento de p´ıxeles con caracter´ısticas
geome´tricas o radiome´tricas similares. Tras la supresio´n del ruido y la correccio´n automa´tica
de distorsiones, el programa realiza un agrupamiento identificando segmentos “largos” y
junturas donde confluyen aristas largas, en relacio´n con las vistas caracter´ısticas o´ gene´ricas.
La idea ba´sica para el Reconocimiento de la forma consiste en comparar los datos obtenidos
(resultado del agrupamiento) con a vista caracter´ıtica almacenada ma´s pro´xima. Asimismo,
en una fase posterior se puede calcular la transformacio´n que lleva la vista obtenida sobre la
vista almancenada ma´s pro´xima. En ausencia de deformaciones del objeto y presencia so´lo de
deformaciones aparentes (debidas a la localizacio´n relativa de la ca´mara), esta comparacio´n
se lleva a cabo mediante transformaciones afines, habitualmente5.
El caso general correspondiente a objetos deformables (personas, p.e.) presenta una com-
plejidad bastante mayor, pues las PL-transformaciones son insuficientes para modelos ma´s
finos de reconocimiento de postura, p.e. La diversidad de eventos crece con la complejidad
de los objetos a analizar; puede requerir tomar en consideracio´n regiones no-equivalentes
desde el punto de vista topolo´gico, debido a oclusiones parciales, presencia de incertidumbre
o informacio´n incompleta; por ello, el me´todo basado en informacio´n procedente de una sola
ca´mara es insuficiente para proporcionar el reconocimiento de un objeto).
Los ejemplos ma´s sencillos de grafos de aspecto corresponden al tetraedro y al cubo que
son las piezas ba´sicas de los complejos tetraedrales y cuboidales. Si aplicamos giros a un
tetraedro obtenemos diferentes puntos de vista caracter´ısticos.
5El procesamiento de esta informacio´n para comparar formas relacionadas se puede paralelizar, lo cual
permite acelerar el proceso de comparacio´n de unas formas con respecto a otras.
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Figura 2.8: Giros sobre el tetraedro
donde es fa´cil observar los eventos de colapsamiento correspondientes a una u´nica cara
visible.
Figura 2.9: Dejamos de ver una de las dos caras
y eventos de suspensio´n
Figura 2.10: Aparece una de las caras que no ve´ıamos
Todos los grafos de aspectos del tetraedro son elementos del siguiente grafo que conocemos
como Grafo de adyacencia (son grafos sin auto-intersecciones entre las aristas que denotamos
por Ga). De forma ma´s general, se cumple que Gs ⊂ Ga.
Figura 2.11: Grafo de adyacencia del Tetraedro
El ejemplo de los correspondientes grafos para el cubo es similar al ejemplo del tetraedro
aplicando giros al cubo donde se producen los mismo eventos.
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(a) Ejemplo de giro sobre el cubo (b) Grafo de adyacencia del cubo
Obviamente, en la pra´ctica se presentan feno´menos mucho ma´s complejos debido a las ad-
yacencias entre diferentes elementos (tetraedrales o cuboidales) del PL-complejo utilizado
para aproximar los objetos reales. Por ello, es necesario utilizar estrategias de descompo-
sicio´n en unidades ma´s simples que esta´n guiadas por multicaminos interpretables como
“cortes virtuales” de la PL-estructura subyacente.
Como conclusio´n topolo´gica para los modelos ba´sicos vemos que los invariantes homolo´gicos
de los grafos de aspectos Gs y Ga se mantienen al ser los grafos de aspectos transformaciones
homeomorfas de los grafos de adyacencia.
En el reconocimiento de objetos ma´s complejos podemos encontrarnos con estructuras poli-
edricas que dan lugar a oclusiones (eventualmente, auto-oclusiones) como las que aparecen
en la siguiente figura.
Figura 2.12: Los c´ırculos indican las diferentes oclusiones
El c´ırculo azul sen˜ala un punto doble (oclusio´n en forma de L) que son fa´ciles de describir
como confluencia de dos aristas. Los c´ırculos rojos sen˜alan puntos triples (oclusio´n en forma
de Y y otra en forma de flecha →). El me´todo que se sigue para diferenciar una oclusio´n de
otra es el siguiente: Prolongamos las aristas visibles de forma consecutiva y a continuacio´n
aplicamos un barrido rotacional de forma que, girando alrededor del nodo, se identifica las
aristas (visibles o prolongadas) que vayamos encontrando. Contando el nu´mero de aristas
visibles consecutivas es posible diferenciar una juntura triple con respecto a otra6.
Grafos de Reeb.
La Cr-estructura de una funcio´n continua definida sobre una variedad M se puede hacer
expl´ıcita visualizando la evolucio´n de las componentes de los conjuntos de nivel. La evolucio´n
de los conjuntos de nivel se representa simbo´licamente mediante el grafo de Reeb de la
funcio´n. Tiene aplicaciones en ima´genes me´dicas y otras a´reas de ciencia e ingenier´ıa.
6Este me´todo se usa en oclusiones de grado mayor.
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Los grafos de Reeb son un ejemplo muy importante en relacio´n con los grafos de aspecto de
una variedad en el espacio; esta descripcio´n se aplica tambie´n en dimensiones ma´s altas. La
idea es la siguiente:
Consideremos una funcio´n de Morse f : X →M sobre una 2-variedad como por ejemplo la
funcio´n altura descrita en apartados anteriores. Los puntos cr´ıticos de la funcio´n f permiten
descomponer nuestro objeto en diferentes regiones obtenie´ndose as´ı una filtracio´n; esta idea
aparecera´ ma´s adelante en la parte de “Persistencia” de nuestro trabajo). Los puntos cr´ıticos
son conocidos como nodos de Reeb y, a trave´s de una asignacio´n entre diferentes nodos, nos
permite representar un grafo de nuesta variedad.
Figura 2.13: Ejemplo de los conjuntos de nivel de una 2-variedad con puntos cr´ıticos y la
formacio´n de su correspondiente grafo de Reeb.
Para una explicacio´n mas detallada y ma´s precisa sobre como funcionan lo grafos de Reeb
y algunos resultados sobre esta teor´ıa puede consultarse en [11].
2.2. Topolog´ıa Diferencial Computacional.
La Topolog´ıa Diferencial Computacional (CDT, Computational Differential Topology) es un
campo emergente en las te´cnicas derivadas de diferentes extensiones de Geometr´ıa Compu-
tacional y Topolog´ıa Diferencial. Las motivaciones generales para la CDT derivadas de las
a´reas de ingenier´ıa son comunes a otras a´reas de la dina´mica computacional en F´ısica o Bio-
log´ıa. Afectan al modelado de formas o medios en evolucio´n, el reconocimiento de formas y
la personalizacio´n adaptable a las necesidades del usuario en aplicaciones multimedia, entre
otras a´reas.
Una diferencia importante con respecto al enfoque basado en PL-aproximaciones a objetos
o aplicaciones radica en el cara´cter suave de las transformaciones o deformaciones a realizar.
Contrariamente a lo que podr´ıa parecer a primera vista, este cara´cter ampl´ıa el marco teo´rico,
pues la categor´ıa diferenciable es “densa” (con respecto a la topolog´ıa compacta-abierta) en
la categor´ıa Cr para 1 ≤ r <∞. Por ello, la categor´ıa diferenciable se adapta mejor que la
lineal a trozos a problemas t´ıpicos casi universales como los relacionados con optimizacio´n
y control donde la PL-categor´ıa es bastante menos u´til.
El estudio relativo de objetos se lleva a cabo mediante morfismos (dados por aplicaciones
definidas localmente en el complementario de cerrados) entre estructuras superpuestas como
fibrados o, con ma´s generalidad fibraciones. Esta´n dados como pares de aplicaciones entre
los espacios base y total de las estructuras que hacen conmutativo el diagrama subyacente.
Los morfismos permiten describir informacio´n cambiante sobre la evolucio´n de objetos cam-
biantes o procesos que tienen lugar en el espacio-tiempo correspondiente a la descripcio´n de
feno´menos observados.
Por ello y de cara a las aplicaciones, el principal problema a resolver se refiere a la esti-
macio´n y caracterizacio´n de estructuras. Para ello, utilizamos funciones (campos escalares)
o campos ma´s generales de tipo vectorial o covectorial. Los campos tensoriales esta´n da-
dos como productos formales de campos escalares, vectoriales y co-vectoriales; permiten
describir las formas y sus deformaciones, as´ı como “atributos” relativos a la evaluacio´n de
funcionales sobre regiones (no necesariamente variedades) del soporte. Las deformaciones
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asociadas a cualquier tipo de campos definidos sobre objetos (espacios y aplicaciones) pro-
porcionan pequen˜os entornos para modelos tentativos de Cr-estructuras y morfismos entre
Cr-estructuras.
A primera vista y desde el punto de vista de la ingenier´ıa, las observaciones anteriores
parecen demasiado abstractas para ser u´tiles. Pero esta primera sensacio´n es erro´nea. Las
estrategias de retroalimentacio´n entre modelos y observaciones que aparecen en ingenier´ıa
pueden describirse en te´rminos de deformaciones que actu´an sobre los espacios de origen y
destino para las aplicaciones correspondientes a sus respectivas relaciones de equivalencia.
Esta accio´n se puede entender de forma desacoplada (accio´n producto o izquierda-derecha)
o acoplada (accio´n de contacto sobre el grafo de la aplicacio´n).
Interesa no so´lo detectar caracter´ısticas topolo´gicas que sean invariantes por deformaciones,
sino identificar la variacio´n en los caracteres geome´tricos (grado y clase en el caso ma´s
sencillo de curvas, p.e.). La persistencia de invariantes topolo´gicos y su relacio´n con caracteres
proyectivos para variedades M inmersas en el espacio proyectivo tiene una gran cantidad
de aplicaciones. En particular, permiten representar feno´menos dina´micos asociados a la
propagacio´n de frentes de ondas como olas, burbujas o formacio´n de arrugas (en la tela o
la cara, por ejemplo), o incluso para esbozar un primer acercamiento a muchos feno´menos
complejos relacionados con la evolucio´n de las nubes, por ejemplo, desempen˜an un papel
importante para comparar formas “cercanas”. Esta comparacio´n (so´lo resuelta en el caso
1D) tiene gran intere´s para el reconocimiento semiautoma´tico con respecto en te´rminos de
sistemas expertos.
2.2.1. Auto-intersecciones.
Las auto-intersecciones se estudian habitualmente en el contexto geome´trico como propie-
dades que pueden presentar las variedades. Sin embargo, su estudio tambie´n es u´til en el
contexto de campos donde se considera la interseccio´n del soporte de una funcio´n con una
deformacio´n gene´rica suya; un ejemplo tipico en Topolog´ıa Diferencial esta´ dado por la
autointerseccio´n de la seccio´n nula de un fibrado, p.e.
La no-trivialidad de estas construcciones se ilustra con las 2-variedades compactas y no
orientables sin borde que no admiten embebimiento en R3; por ello, todos sus modelos
se representan con auto-intersecciones en el espacio ordinario. Por el contrario, todas las 2-
variedades compactas orientables admiten embebimientos, pero sus modelos pueden aparecer
con auto-intersecciones inesperadas aparentes (debidas a oclusiones, p.e.).
Los modelos suaves no presentan auto-intersecciones; por ello, en dicho marco interesa elimi-
narlas. Sin embargo, los PL-modelos o los modelos algebraicos de objetos presentan habitual-
mente auto-intersecciones; por ello, es necesario incorporarlas, pues proporcionan relaciones
entre las Geometr´ıas Intr´ınseca y Extr´ınseca del objeto a modelar.
El caso suave.
Para fijar ideas, consideramos inicialmente variedades M y las aplicaciones f : M → R3 son
diferenciables o suaves. A continuacio´n se repasan algunos conceptos ba´sicos.
Definicio´n 2.11 Sea M una 2-variedad compacta sin borde. Definimos una carta como un
par (U, φ) donde U ⊂ M es abierto y φ : U → R2 es un homeomorfismo sobre su imagen.
Decimos que dos cartas (U, φ) y (V, ψ) son compatibles si U ∩ V = ∅ o bien la aplicacio´n
φ ◦ ψ−1 : ψ(U ∩ V )→ φ(U ∩ V )
se extiende a una funcio´n diferenciable de R2 a R2.
Definicio´n 2.12 Una funcio´n f : M → R es diferenciable si para cada carta (U, φ) la
composicio´n f ◦ φ−1 es diferenciable. Una aplicacio´n f : M → R3 es diferenciable si cada
una de las funciones fi = pii ◦ f , ∀i ∈ {1, 2, 3}, tambie´n lo son (pii denota la aplicacio´n
proyeccio´n sobre la i-e´sima componente).
Con una carta tenemos una parametrizacio´n local de M con dos variables x1 y x2. Junto
con la aplicacio´n f : M → R3 obtenemos la matriz Jacobiana de f :
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Jf =
 ∂f1/∂x1 ∂f1/∂x2∂f2/∂x1 ∂f2/∂x2
∂f3/∂x1 ∂f3/∂x2

La descripcio´n anterior motiva la siguiente definicio´n.
Definicio´n 2.13 La aplicacio´n f es una inmersio´n si su diferencial tiene rango ma´ximo en
todos sus puntos; en coordenadas locales, la diferencial esta´ dada localmente por la matriz
jacobiana Jf . Decimos que f es un embebimiento si f es una inmersio´n inyectiva y propia
sobre su imagen.
Un embebimiento es necesariamente una inmersio´n pero no viceversa.
Los embebimientos no tienen auto-intersecciones, y las inmersiones solo tienen los dos pri-
meros tipos; es decir, no tienen puntos de ramificacio´n.
Figura 2.14: Punto doble, punto triple y punto de ramificacio´n
Los puntos dobles y triples han aparecido previamente en relacio´n con junturas de intere´s
para el Reconocimiento de objetos y de escenas; la ma´s novedosa a efectos diferenciales es la
correspondiente al punto de ramificacio´n que puede aparecer de formas distintas. Un ejemplo
muy conocido es el paraguas de Whitney cuya construccio´n se ilustra en la siguiente figura.
Figura 2.15: Se corta un disco por la mitad menos el punto central y despue´s se pega
Una aplicacio´n a complejos cuboidales.
Frecuentemente, interesa comparar PL- y PS-aproximaciones a objetos o aplicaciones. En
nuestro caso, las OK-aproximaciones de tipo cuboidal son las ma´s cercanas al enfoque basado
en cartas utilizado en Geometr´ıa y Topolog´ıa Diferencial.
La clasificacio´n gene´rica de auto-intersecciones es similar en el caso PL donde M viene
dada como un complejo cuboidal, K. En la parte de Estructuras y deformaciones
PL-superpuestas se ha descrito la construccio´n de un complejo; sin embargo, en el re-
conocimiento de objetos pueden aparecer feno´menos de auto-interseccio´n que es necesario
incorporar en las fases previas de modelado.
60 CAPI´TULO 2. CONTRIBUCIONES TEO´RICAS
Figura 2.16: Tipos de cruzes de dos 2-cubos
Consideremos un complejo K inmerso en el espacio ambiente asignando cada ve´rtice del
cuadrado a un punto en R3. Las aristas y cuadrados correspondientes al borde forman parte
de la envolvente convexa de las ima´genes de sus ve´rtices. Esta asignacio´n es un embebimiento
si dos cuadrados cualesquiera son o bien disjuntos, o bien comparten un ve´rtice, una arista
o bien comparten una cara (frontal o trasera). Cualquier otro tipo de intersecciones es
inapropiada y se conoce como cruzamiento. Es conveniente suponer que los puntos esta´n en
posicio´n general; en nuestro caso, no hay tres que sean colineales y no hay cuatro que sean
coplanares. Bajo esta hipo´tesis, so´lo hay tres tipos de cruces posibles entre dos cubos que
son los que se muestran en la figura precedente.
La extensio´n de este enfoque al caso dual (funcionales sobre complejos cuboidales) esta´ jus-
tificada por el Teorema de Transversalidad de Thom en espacio de jets. Cabe suponer que
el desarrollo de un enfoque “estratificado” para las cuestiones de clasificacio´n utilizara´ este
resultado, pero au´n es necesario desarrollar aspectos ba´sicos de dicha “estratificacio´n” en el
marco del Reconocimiento. Por ello, no profundizamos en esta cuestio´n, centrando la aten-
cio´n en el estudio de representaciones simbo´licas para los complejos graduados introducidos.
2.2.2. Persistencia.
La idea ba´sica de esta subseccio´n consiste en reducir la informacio´n mediante la supresio´n o
minimizacio´n de los datos “innecesarios” o´ redundantes en tareas de reconocimiento. Para
ello, debemos resolver problemas que afectan al muestreo (seleccio´n de los datos ma´s signi-
ficativos), eliminacio´n de informacio´n redundante o´ fuera de umbral (incluyendo outliers) y
asignacio´n de formas segu´n jerarqu´ıas.
No existe una estrategia u´nica para alcanzar estos objetivos y su implementacio´n compu-
tacional puede presentar una gran dificultad; en particular, la diferencia entre lo necesario
e innecesario no esta´ bien definida. En cualquier caso, se adopta un enfoque multiescala
en el que se ignora lo que esta´ fuera del rango de dicha escala (por ser “ma´s pequen˜o” o
“ma´s grande”). En otras palabras, seleccionamos un “taman˜o significativo” (dado por una
me´trica)y una “unidad” de comparacio´n para objetos o procesos.
La eleccio´n de los elementos de referencia tampoco es un´ıvoca y puede estar vinculada a
aspectos cualitativos (variedades o aplicaciones deformables), estad´ısticos (distribuciones
permitidas) o´ me´tricos (diferentes tipos de me´trica sobre tipos particulares de objetos o de
aplicaciones7). Para abordar estas cuestiones se introduce la nocio´n de “persistencia”.
El concepto de Persistencia.
La homolog´ıa persistente se puede utilizar para medir la “escala” de objetos o la “resolucio´n”
de aplicaciones entre estructuras asociadas a una caracter´ıstica topolo´gica. Hay dos “ingre-
dientes”: Uno geome´trico o con ma´s precisio´n topolo´gico (asociado a una funcio´n definida
sobre una variedad o, con ma´s generalidad, un espacio topolo´gico X) y otro anal´ıtico (que
convierte la funcio´n en mediciones). Las mediciones solo tienen sentido si la funcio´n lo tiene.
Sea X un espacio topolo´gico conexo y f : X → R una funcio´n continua. El flujo acumulado
asociado a los conjuntos de nivel f−1(r) de f (introducidos en Homotop´ıa en te´rminos
de valores cr´ıticos) se interpreta en te´rminos de un grupo uniparame´trico de subespacios
anidados, Xa ⊆ Xb (a ≤ b). Es conveniente escribir sobre esta familia como si se tratara de
un conjunto de subniveles que evoluciona a medida que aumenta el umbral.
Visualizamos la evolucio´n de los subniveles dibujando cada componente de Xa como un
punto. El resultado es un gra´fico 1-dimensional, Gf . Si se interpreta f como si fuera una
“funcio´n de altura”, dibujamos el gra´fico de abajo hacia arriba. Como las componentes nunca
7En general, ninguno de ellos es un espacio metrizable
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se deforman, los arcos del gra´fico se pueden fusionar, pero nunca se dividen. Al final, para
un umbral lo suficientemente grande a, tenemos una sola componente. Por tanto, Gf es un
a´rbol y lo llamamos a´rbol de fusio´n de la funcio´n f .
A continuacio´n, descomponemos el a´rbol de fusio´n en sendas disjuntas que aumentan mono´to-
namente con f . Para obtener el trazado, lo dibujamos de abajo hacia arriba, simulta´neamen-
te, manteniendo sus puntos finales superiores a la misma altura, a. El trazado se extiende
hasta completar los subniveles no vac´ıos cuando M es compacta; sin embargo, cuando se
fusionan, terminamos el que comenzo´ ma´s tarde. Si interpretamos la diferencia entre dos
valores de funcio´n como si fuera la “edad”, damos prioridad a la ruta ma´s antigua.
Ejemplo: En la figura de la izquierda se tiene una funcio´n en la unidad cuadrada visualizada
que se obtiene dibujando 6 conjuntos de nivel con diferentes colores que indican valores ma´s
grandes; mientras que, en la figura de la derecha tenemos la descomposicio´n de la ruta del
a´rbol de combinacio´n de la funcio´n.
Este ejemplo se puede entender de otra manera distinta, dando la vuelta a la imagen de
la derecha e interpreta´ndola como un mapa topogra´fico donde el inicio de cada uno de los
caminos se corresponder´ıa con los picos de las montan˜as de una cordillera.
Para gestionarla informacio´n seguimos la siguiente regla: “El ma´s antiguo de los dos caminos
de fusio´n continu´a y el camino ma´s joven termina”, esta “regla” se conoce como regla del
anciano.
Sean a ≤ b dos umbrales y denotamos por β(a, b) el nu´mero de componentes en Xb que
tienen a intersecciones no vac´ıas con Xa. En te´rminos del a´rbol de fusio´n, este es el nu´mero
de suba´rboles con puntos ma´s arriba en el valor de b que alcanzan hasta el nivel a o por
debajo. Cada uno de estos suba´rboles tiene un camino u´nico, el ma´s largo, que abarca todo
el intervalo [a, b]. De esto se sigue que β(a, b) es tambie´n el nu´mero de trayectorias en la
descomposicio´n del trayecto de Gf que abarca [a, b].
No´tese que cualquier descomposicio´n del camino que no se genere usando la regla del anciano
no tiene esta propiedad. En particular, si f es una funcio´n de Morse, entonces la regla del
anciano genera una descomposicio´n de trayecto u´nica, que es la u´nica para la cual el nu´mero
de trayectorias que abarcan [a, b] es igual a β(a, b) para todos los valores del intervalo.
Este proceso es similar al presentado en la Teor´ıa de Morse, donde la funcio´n f es la funcio´n
altura y los subniveles son los diferentes Ma := {p ∈ M |f(p) ≤ a}, donde ahora M ser´ıa el
espacio con el que trabajamos y a es el umbral.
Figura 2.17: Diferentes subniveles del Toro.
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Filtraciones y Homolog´ıa persistente.
Ahora estamos interesados en la evolucio´n topolo´gica de la cadena de complejos. Para ello,
utilizamos la nocio´n de filtracio´n: Como cada nivel de filtracio´n tiene su propia homolog´ıa
interesar ver como podemos relacionar unas con otras. Para ello, se introduce una secuencia
correspondiente a los grupos de homolog´ıa que presentamos a continuacio´n. Para cada i ≤ j,
tenemos que la aplicacio´n inclusio´n Ki ↪→ Kj induce un homomorfismo
f (i,j)n : Hn(K
i)→ Hn(Kj).
Por tanto, la filtracio´n de un complejo permite obtener la siguiente cadena de grupos de
homolog´ıa que muestra una “evolucio´n” en te´rminos de las n-cadenas de K que nacen y
mueren:
0 = Hn(K
0)→ Hn(K1)→ · · · → Hn(Kn) = Hn(K).
A medida que nos desplazamos de Ki a Ki+1, existe la posibilidad de obtener nuevas clases
de homolog´ıa y de perder algunas cuando se vuelven triviales o si se fusionan entre s´ı. Esta
idea es similar a la de los ciclos evanescentes (Lefschetz) que aparecen en la Topolog´ıa de
las Variedades Complejas. La idea ba´sica consiste en agrupar las clases que nacen “en”
o “antes de” un umbral dado y las que mueren despue´s de otro umbral en los grupos de
homolog´ıa8. De este modo, se obtiene un primer modelo topolo´gico, cuya representacio´n
simbo´lica permite gestionar eventos vinculados a la (des)aparicio´n de objetos a lo largo de
procesos.
Figura 2.18: Nacimiento de nuevos ciclos.
Definicio´n 2.14 Los n-e´simos grupos de homolog´ıa persistente son las ima´genes de los
homomorfismos inducidos por la aplicacio´n inclusio´n, es decir,
H(i,j)n = Im f
(i,j)
n , ∀ 0 ≤ i ≤ j ≤ n.
De forma similar a como describimos la homolog´ıa reducida en el primer cap´ıtulo, defini-
mos los grupos de homolog´ıa persistentes reducidos9. Ba´sicamente, los grupos de homolog´ıa




(Bn(Kj) ∩ Zn(Ki)) .
Podemos especificar ma´s en relacio´n con las clases contadas por los grupos de homolog´ıa
persistente. Por ello, debemos especificar los procesos de “muerte de cadenas” y “nacimiento
de cadenas”.
Definicio´n 2.15 Sea γ ∈ Hn(Ki) una clase.
1. γ nace en Ki si γ /∈ H(i−1,i)n .
2. Si γ nace en Ki, entonces decimos que muere entrando en Kj si se fusiona/une
con una clase ma´s antigua/anterior a medida que vamos de Kj−1 a Kj (es decir,
f
(i,j−1)
n (γ) /∈ H(i−1,j−1)n pero f (i,j)n (γ) ∈ H(i−1,j)n ).
8Los super´ındices de los complejos de una filtracio´n tambie´n suelen llamarse tiempos, ya que puede









2.2. TOPOLOGI´A DIFERENCIAL COMPUTACIONAL. 63
El criterio que se acaba de mostrar es una variante de la regla del anciano: Cuando dos
clases se unen, la clase que persiste es la ma´s antigua.
Figura 2.19: La clase γ nace en Ki y muere entrando en Kj .
Definicio´n 2.16 Con la notacio´n anterior, decimos que una clase γ que nace en Ki y
muere en Kj tiene un ı´ndice de persistencia
Pers(γ) = j − i.
Si γ nunca muere decimos que Pers(γ) =∞.
Los correspondientes n-e´simos nu´meros de Betti persistentes son los rangos de los corres-





Los diagramas de persistencia y los co´digos de barras son las dos formas ma´s habituales
de presentar el resultado de la homolog´ıa persistente sobre una filtracio´n. En este trabajo
tratamos el caso de los diagramas de persistencia que permiten codificar la diferencia entre
las homolog´ıas de la filtracio´n de un complejo. De este modo, es posible visualizar toda la
informacio´n de estos grupos.
A las clases de nivel n10 que nacen en i y mueren en j las llamamos la generacio´n de i a j.
Con esto damos paso a la siguiente definicio´n.
Definicio´n 2.17 Llamamos multiplicidad de la generacio´n de i a j al nu´mero de clases en
la generacio´n de i a j de nivel n, µ
(i,j)
n .
La multiplicidad de una generacio´n esta´ relacionada con los nu´meros de Betti persistentes.




n − β(i,j)n )− (β(i−1,j−1)n − β(i−1,j)n ).
De los diagramas de persistencia debemos ser capaces de extraer la siguiente informacio´n:
La persistencia de las distintas clases.
Las multiplicidades de las generaciones.
Los nu´meros de Betti persistentes.
Para ello, necesitamos poder obtener informacio´n que de alguna manera sea invariante, es
decir, que dependa de lo menos posible de la filtracio´n.
La construccio´n de estos diagramas es sencilla y requiere seguir una serie de pasos:
1. Fijar un nivel 0 ≤ p ≤ n.
2. Calcular que´ generaciones de i a j no son vac´ıas.
10Hace referencia al sub´ındice del grupo de homolog´ıa.
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3. Para cada una de ellas calcular su multiplicidad de µ
(i,j)
n .
4. Marcar los puntos (i, j) ∈ R× (R ∪ {∞}) y ponerle un µ(i,j)n para indicar su multipli-
cidad.
El objeto obtenido se le conoce como Diagrama de persistencia de nivel p y se le denota por
Diagp(=) donde = es la filtracio´n asociada al complejo K.
Teorema 2.2 (Lema fundamental de la Homolog´ıa persistente)
Sea ∅ = K0 ⊆ K1 ⊆ · · · ⊆ Kn = K. Para cada par de ı´ndices 0 ≤ p < q ≤ n y cada nivel










Esta es una de las propiedades ma´s importantes que nos dice que los diagramas de persis-
tencia codifican toda la informacio´n sobre los grupos de homolog´ıa persistente.
Persistencia extendida.
En este apartado se discute una extensio´n de la persistencia que esta´ motivada por un enfo-
que para encajar formas entre s´ı, lo cual permite la reconstruccio´n del objeto. Una ilustracio´n
del problema de encajar las formas esta´ dada por la resolucio´n de un rompecabezas.
En te´rminos de la Teor´ıa de Morse, sea M un embebimiento de una 2-variedad diferenciable
en R3. Dada una direccio´n u ⊂ S2, la funcio´n altura en la direccio´n u, f : M → R, esta´
definida por f(x) =< x, u >. Anteriormente toma´bamos u como la direccio´n vertical y se
utilizaba la altura como la distancia que hay desde el corte de nivel por un plano hasta la
base como se muestra en la siguiente figura.
Figura 2.20: Puntos cr´ıticos de la funcio´n altura de la variedad.
Al igual que en la seccio´n 1.3 de la memoria, consideramos Ma = f
−1((−∞, a]) donde a ∈ R
es el umbral del conjunto de subnivel. Estos conjuntos esta´n anidados y son los que definen
la persistencia del objeto a trave´s de la secuencia de los grupos de homolog´ıa que hemos visto
anteriormente. En general, en las variedades diferenciables los valores cr´ıticos homolo´gicos
de una funcio´n de altura son los valores de altura de los puntos cr´ıticos aislados. Si, adema´s,
la direccio´n es gene´rica, entonces so´lo hay tres tipos diferentes:
Mı´nimos que inician las componentes.
Puntos de silla que fusionan componentes.
Ma´ximos que rellenan/finalizan la componente.
Suponiendo que los puntos cr´ıticos se encuentran a diferentes alturas, los puntos de los
diagramas de persistencia de f corresponden a pares de puntos cr´ıticos. La elevacio´n en
los puntos x e y de un par de este tipo se traduce como |f(x) − f(y)|. Suponiendo que
x es un punto cr´ıtico para ambas direcciones opuestas, tenemos que asegurarnos de que
2.2. TOPOLOGI´A DIFERENCIAL COMPUTACIONAL. 65
el emparejamiento es el mismo en ambas direcciones; de lo contrario tenemos asignaciones
contradictorias de elevacio´n. Tambie´n necesitamos que todos los puntos cr´ıticos este´n empa-
rejados, pues de lo contrario se obtienen “a´reas vac´ıas”, es decir, a´reas en las que la elevacio´n
permanece indefinida. Esta u´ltima es la razo´n por la que extendemos la persistencia y la
primera es una restriccio´n que debemos observar en esta extensio´n.
Definicio´n 2.18 Sean a1 < a2 < . . . < am los valores cr´ıticos de la funcio´n altura f .
Consideramos valores intermedios
b0 < a1 < b1 < a2 < . . . < am < bm,
donde los subniveles Mbi = f
−1((−∞, bi]) son 2-variedades con borde. De forma sime´trica,
consideramos las 2-variedades complementarias a los subniveles con el mismo borde, M bi =
f−1([bi,+∞)), que llamamos superniveles. Finalmente, junto con la aplicacio´n de inclusio´n,
usamos ambos para construir una secuencia de grupos de homolog´ıa “ascendentes” y otra
secuencia de grupos de homolog´ıa relativa “descendentes”:
0 = Hn(Mb0)→ · · · → Hn(Mbm);
Hn(M,M
bm)→ · · · → Hn(M,M b0) = 0,
A esta construccio´n se la conoce como filtracio´n extendida.
El recorrido del grupo trivial al grupo trivial se interpreta diciendo que “todo lo que na-
ce eventualmente muere”. Como consecuencia, todos los nacimientos se emparejan con las
muertes correspondientes, segu´n se desee.
Rastrear lo que nace y muere en los grupos de homolog´ıa relativa es menos intuitivo que
para los grupos de homolog´ıa absoluta que van hacia arriba. Sin embargo, podemos traducir
los eventos entre la homolog´ıa absoluta de M bi y la homolog´ıa relativa del par (M,M bi).
Bajando, el umbral disminuye, por lo que el conjunto de supernivel crece.
Diremos que una clase de homolog´ıa en el conjunto de superniveles es esencial si vive todo
el camino hasta el umbral b0. Aunque para evitar anomal´ıas, debemos seguir unas reglas:
1. Una clase de Hn(M
bi) muere al mismo tiempo que una clase de Hn+1(M,M
bi) muere.
2. Una clase no esencial deHn(M
bi) nace al mismo tiempo que una clase deHn+1(M,M
bi)
nace.
3. Una clase esencial de Hn(M
bi) nace al mismo tiempo que una clase de Hn(M,M
bi)
muere.
Las relaciones precedentes se demuestran estudiando el nu´cleo y el conu´cleo de las aplica-
ciones entre los grupos de homolog´ıa de M bi y M11.
2.2.3. Estabilidad.
La persistencia es un concepto de teor´ıa de la medida construido sobre estructuras alge-
braicas. Su propiedad ma´s importante es la estabilidad con respecto a perturbaciones en los
datos. En otras palabras, pequen˜os cambios en los datos implican pequen˜os cambios en la
persistencia medida. En esta subseccio´n estudiamos co´mo el cambio continuo de los datos
afecta a la persistencia.
Para ello, adoptamos un enfoque basado en deformaciones gene´ricas que puedne afectar a
cada uno de los tipos de campos. Ser´ıa interesante disponer de represetaciones simbo´licas
asociadas a los tipos que pueden aparecer en baja codimensio´n para facilitar el reconocimien-
to semi-automa´tico, pero el estado actual de conocimientos presenta au´n serias limitaciones
en este terreno.
11Los diagramas/subdiagramas de persistencia extendida/relativa junto con el teorema de la dualidad per-
sistente proporcionan una herramienta muy importante en este estudio de casos relevantes para el problema
del Reconocimiento.
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Familias uniparame´tricas de funciones.
Sea f : K → R y g : K → R dos funciones mono´tonas12 sobre complejos. Definimos la
homotop´ıa por linea-recta F : K × [0, 1]→ R mediante
F (σ, t) = ft(σ) = (1− t)f(σ) + tg(σ),
que interpola f con g. Como ft tambie´n es mono´tona, podemos encontrar una ordenacio´n
compatible de los cubos singulares, es decir, un orden total que ampl´ıa las o´rdenes parciales
definidas por ft. Con este orden, calculamos los diagramas de persistencia de ft.
Sin embargo, si ya tenemos el diagrama para f , entonces podemos considerar modificaciones
para obtener el diagrama de ft. Esto resulta ma´s eficaz que volver a recalcular los diagramas,
siempre y cuando los dos no sean demasiado diferentes. Para describir esto, trazamos los
valores de la funcio´n con el tiempo; esta construccio´n proporciona una linea recta para cada
cubo singular).
Es conveniente suponer que tanto f como g son inyectivas porque esto implica que ft lo
es excepto en ciertos momentos t cuando dos o ma´s l´ıneas se cruzan. Para simplificar esta
situacio´n, supondremos que no hay dos pares diferentes de l´ıneas cruzadas en el mismo
momento. Equivalentemente, como ma´ximo dos cubos singulares tienen el mismo valor.
Haciendo un barrido de izquierda a derecha en la direccio´n de incremento de t, vamos pasando
por los diferentes puntos dobles mediante la transposicio´n de dos dos cubos singulares. Esto
motiva a estudiar el impacto de una transposicio´n sobre la Persistencia.
Familias uniparame´tricas de campos.
La trayectoria γi(t) llevada a cabo por un agente ai se puede interpretar como la curva
integral de un campo vectorial X0. Una perturbacio´n sobre el campo vectorial X0 en la
direccio´n de otro campo vectorial Xj (gene´ricamente transversal) se puede describir en
te´rminos de una deformacio´n uniparame´trica (1 − λ)X0 + λX1 del campo inicial X0. Por
ello, inicialmente podr´ıamos esperar que la curva integral gene´rica γ0(t) solucio´n de X0 se
deformara en la curva integral gene´rica γ1(t) solucio´n de X1 sobre un trozo de superficie
dado localmente por el grafo Γ01 asociado al camino producto Γ0 × γ1.
Interpretemos la trayectoria γ0(t) en te´rminos del aprendizaje de una tarea llevada a cabo
por un agente inicial a0. Una perturbacio´n de grado bajo ≤ 2 a lo largo de un camino
γ1 con los mismos extremos y gene´ricamente transversal, permite ajustar la realizacio´n de
dicha tarea de acuerdo con un funcional de energ´ıa asociado a la vibracio´n local de una
la´mina ideal definida asociada al producto γ0× γ1. Esta idea tiene intere´s para el modelado
del aprendizaje individual en relacio´n con la realimentacio´n interna en el Ciclo Percepcio´n-
Accio´n (PAC: Perception-Action Cycle) que se aborda en el u´ltimo cap´ıtulo.
Asimismo, la interaccio´n entre dos agentes a0 y a1 se puede interpretar en los puntos de
“coincidencia” (ma´xima proximidad entre trayectorias) en te´rminos de una secuencia de aco-
plamientos (para distancia mı´nima y orientacio´n o´ptima) vs desacoplamientos de los campos
vectoriales asociados. Esta interpretacio´n se puede modelar en te´rminos de propiedades de
los correspondientes campos asociados y de funciones de energ´ıa asociadas tanto a cada
campo por separado como a su transferencia en el momento del acoplamiento. Esta idea tan
simple tiene intere´s para el modelado del aprendizaje colaborativo por reforzamiento, p.e.
12Significa que ofrece un orden parcial, es decir, si tenemos una secuencia de cubos singulares T1, . . . , Tm
entonces f(Ti) < f(Tj) (para i < j) o se da el caso de que Ti es una cara de Tj .
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Familias uniparame´tricas de formas.
Frecuentemente, el espacio de para´metros asociado a un modelo tiene una dimensio´n muy
elevada o la mayor parte de los datos que lo determinan no son observables en tiempo real
13. Sin embargo, es posible observar algu´n atributo o propiedad significativa que evaluamos
de forma nume´rica. La variacio´n de este valor nume´rico en el espacio-tiempo se representa
mediante un forma lineal H : V → R definida sobre un espacio vectorial V a valores en R.
La versio´n diferencial de esta construccio´n sobre una variedad M se representa mediante
una 1-forma ω cuyo soporte es un hiperplano Hp (lugar de anulacio´n de la forma lineal H
comentada ma´s arriba) dependiente de p ∈ M . Formalmente, la 1-forma ωU es una seccio´n
local del fibrado cotangente Ω1M ; por ello, es la dual de un campo vectorial X (seccio´n local
del fibrado tangente τM ) sobre M .
De la misma forma que se ha mostrado en el apartado anterior, podemos considerar una
perturbacio´n gene´rica de la 1-forma inicial ω0 en te´rminos de otra 1forma ω1 que sea gene´ri-
camente transversal.
Para controlar de manera ma´s eficiente la deformacio´n podemos suponer que la interseccio´n
de los dominios de cada forma es un subespacio de codimensio´n 1 para el soporte de cada
forma en cada punto.
Familias uniparame´tricas de tensores.
Un tensor tr,s de tipo (r, s) es un producto formal de r campos vectoriales y s formas
diferenciales definidos en cada punto p ∈ M . Se pueden visualizar como una coleccio´n de
r l´ıneas (tangentes a r trayectorias en p ∈ U ⊂ M) y una coleccio´n de s hiperplanos
(formas lineales definidas sobre el espacio tangente Tp(M)) que var´ıan con el punto base
p ∈M . Desde el punto de vista local esta´n dados por la restriccio´n a un abierto U ⊂M del
producto de una distribucio´n D generada por r campos vectoriales y un sistema S generado
por s formas diferenciales.
Existe un nu´mero creciente de aplicaciones en Ingenier´ıa donde se utilizan tensores para
representar “cantidades mixtas” de tipo multilineal. Su estimacio´n se lleva a cabo mediante
procedimientos de “votacio´n tensorial” (tensor voting). En estos procedimientos, se presen-
tan varios candidatos entre posibles tensores en relacio´n con la resolucio´n de un problema
y se elige el que tiene “mayor nu´mero de votos” desde el punto de vista de compatibilidad
con un mayor nu´mero de muestras para su determinacio´n un´ıvoca.
Un ejemplo t´ıpico es la estimacio´n de la matriz fundamental F correspondiente a la restric-
cio´n estructural TpiFp
′
i = 0 para cada par de candidatos a puntos homo´logos (pi,p
′
i) en un
par de vistas, es decir, verificando pi(Pi) = pi y pi
′(Pi) = p′i. Para determinar F de forma
un´ıvoca se utiliza un algoritmo lineal de 8 puntos debido a su rapidez en la convergencia.
Por ello, la estimacio´n tipo RanSaC (Random Sampling Consensus) de F utiliza 8-tuplas
de candidatos a homo´logos en “posicio´n general”. Para una estimacio´n de F se evalu´a el
resultado para 8-tuplas de candidatos a homo´logos; se elige la primera estimacio´n de F
que presenta resultados satisfactorios para un 60 % de las 8-tuplas candidatas. A pesar del
cara´cter aparentemente enrevesado del procedimiento es el ma´s estable y robusto para la
estimacio´n de la matriz fundamental.
En general, como det(F) = 0, uno de los autovalores de F es nulo, lo cual permite llevar
a cabo procedimientos de “redondeo” en las proximidades del autovalor nulo para F. Sin
embargo, el procedimiento RanSaC se vuelve inestable cuando la matriz F tiene rango 1
en lugar del rango esperado 2. Esto ocurre p.e. si los 8 puntos de una de las 8-tuplas
esta´n contenidos en un plano de la escena (parte trasera de un camio´n, p.e. en una escena de
tra´fico). Una estrategia para resolver este problema consiste en generar de forma automa´tica
una perturbacio´n gene´rica (1−λ)tr,s0 +λtr,s1 sobre el tensor inicial tr,s0 que permita recuperar
las condiciones de genericidad sobre el tensor asociado a la Reconstruccio´n 3D.
En este caso, no nos preocupamos de mantener las condiciones de integrabilidad para el
producto tensorial de la distribucio´n D de r campos vectoriales Xi y del sistema S de s
formas diferenciales ωj . Ello se debe a que una perturbacio´n gene´rica de una distribucio´n o´
de un sistema integrable en general no es integrable. En te´rminos estad´ısticos, la probabilidad
13Una gran cantidad de modelos estad´ısticos utilizados para estimacio´n son no-parame´tricos, situacio´n
en la que no podemos aplicar directamente los me´todos basados en campos vectoriales (incluso aunque el
modelo sea “regular”), pero s´ı las formas diferenciales.
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de que la perturbacio´n de una distribucio´n o un sistema integrable siga siendo integrable es
nula. Por ello, mantener la condicio´n de integrabilidad en modelos experimentales es poco
realista. En otras palabras, hay que poner e´nfasis en la estabilidad (y, por consiguiente en
soluciones aproximadas) y no en la integrabilidad (soluciones exactas).
Adema´s, hay un gran nu´mero de distribuciones o sistemas que funcionan con una elevada
estabilidad, incluso aunque no conozcamos las soluciones de forma exacta. Un ejemplo t´ıpico
esta´ dado por el problema de tres cuerpos (Sol, Tierra, Luna, p.e.) que no es integrable y, sin
embargo, es estable. A medida que aumenta el nu´mero de cuerpos (agentes mo´viles) verificar
condiciones de integrabilidad se vuelve un problema pra´cticamente imposible de resolver. En
consecuencia, la cuestio´n crucial no es calcular la solucio´n de forma exacta, sino garantizar
la estabilidad para distribuciones o sistemas suficientemente generales.
Teoremas de Estabilidad.
La Persistencia nos sirve como un dispositivo de medicio´n y los diagramas de Persistencia
son los que nos permiten leer estas medidas y establecer ciertas similitudes.
Recordemos que un diagrama de Persistencia es un conjunto de mu´ltiples puntos en el plano
R2. Bajo las suposiciones que hacemos en este trabajo, el diagrama presenta varios puntos
por encima de la diagonal. Para este multi-conjunto finito an˜adimos infinitos puntos en la
diagonal, cada uno con una multiplicidad infinita. Estos puntos no son esenciales para el
diagrama, pero su presencia simplifica las pro´ximas definiciones y resultados.
Definicio´n 2.19 Sean X y Y dos diagramas de Persistencia. Consideramos la biyeccio´n
η : X → Y y registramos el supremo de las distancias entre los puntos correspondientes
a cada uno. Midiendo la distancia entre puntos x = (x1, x2) e y = (y1, y2) con la norma
infinito ‖ x− y ‖∞= max{|x1 − y1|, |x2 − y2|} y tomando el ı´nfimo de todas las biyecciones
η, obtenemos la distancia de cuello-de-botella14 entre los diagramas:




‖ x− η(x) ‖∞ .
Como se ilustra en la siguiente figura, podemos dibujar cuadrados de longitud lateral dos
veces mayor que la distancia de cuello-de-botella centrada en los puntos de X de manera
que cada cuadrado contenga el punto correspondiente de Y.
Figura 2.21: La superposicio´n de dos diagramas de persistencia consiste en los puntos blancos
y negros. So´lo los puntos en la diagonal corresponden a puntos fuera de la diagonal en el
otro diagrama. La distancia de cuello-de-botella es la mitad de la longitud lateral de los
cuadrados que ilustra la aplicacio´n biyectiva.
Proposicio´n 2.2 Si X , Y y Z son diagramas de Persistencia, se verifica que
X = Y ⇔ W∞(X ,Y) = 0.
W∞(X ,Y) = W∞(Y,X ).
W∞(X ,Z) ≤W∞(X ,Y) +W∞(Y,Z).
14Este tipo de distancia es una variante de la distancia de Hausdorff.
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Corolario 2.1 La distancia de cuello-de-botella W∞ es una me´trica.
Teorema 2.3 (Teorema de Estabilidad para Filtraciones)
Sea K un complejo y f, g : K → R dos funciones mono´tonas. Si X e Y son los diagramas
de Persistencia de f y de g, respectivamente, se tiene que para diferentes niveles p de los
diagramas
W∞(X ,Y) ≤‖ f − g ‖∞ .
La idea de este resultado consiste en considerar las familias parame´tricas de la seccio´n
anterior. En concreto, cada una de las funciones ft proporciona un diagrama de Persistencia.
Se debe considerar la variable del tiempo t como una tercera variable que nos sirve para
estudiar la transicio´n de los diferentes puntos de un diagrama de un tiempo a otro en
R2 × [0, 1].
Figura 2.22: La familia uniparame´trica de los diagramas de Persistencia de la l´ınea recta
homoto´pica entre f0 = f y f1 = g. Un trozo marca una “ra´ız” que abarca todo el intervalo,
mientras que el otro desaparece en la diagonal en la mitad de la homotop´ıa.
Para aplicar el teorema de Estabilidad es conveniente extenderlo a funciones ma´s generales.
Sabemos que toda funcio´n continua en un espacio topolo´gico cu´bico puede ser aproximada
por PL-funciones, para cada una de las cuales existe una funcio´n mono´tona que genera los
mismos diagramas de Persistencia.
Definicio´n 2.20 Decimos que a ∈ R es un valor cr´ıtico homolo´gico si existe algu´n  > 0
para el cua´l f
(a−,a+)
n es un isomorfismo para cada dimensio´n n.
Definicio´n 2.21 Decimos que f es una funcio´n moderada (o de crecimiento moderado) si
f so´lo tiene un nu´mero finito de valores cr´ıticos homolo´gicos y todos los grupos de homolog´ıa
de todos los conjuntos de subniveles tienen rango finito.
La principal motivacio´n para esta definicio´n es la relativa facilidad con la que podemos
definir los diagramas de Persistencia. Con estas definiciones podemos enunciar el siguiente
Teorema de Estabilidad.
Teorema 2.4 (Teorema de Estabilidad para funciones moderadas)
Sea K un complejo y f, g : K → R dos funciones de “suavizado” (correccio´n de irregulari-
dades). Si X e Y son los diagramas de Persistencia de f y de g, respectivamente, se tiene
que para diferentes niveles p de los diagramas
W∞(X ,Y) ≤‖ f − g ‖∞ .
La idea de la demostracio´n se ilustra en la siguiente figura.
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Figura 2.23: Izquierda: Dos funciones con pequen˜a distancia respecto a la norma infini-
to. Derecha: Los dos diagramas de persistencia correspondientes con pequen˜a distancia de
cuello-de-botella.
2.3. Sistemas Expertos y fibraciones.
De una forma muy general, un Sistema Experto es una versio´n computacional de un conjunto
de reglas lo´gicas. Existen diferentes tipos de lo´gica; una primera clasificacio´n distingue entre
lo´gica de clases (A = A), lo´gica proposicional (Si A, entonces B) y lo´gica descriptiva (Si A
entonces Bi, con cierta probabilidad pi para 1 ≤ i ≤ r), segu´n orden creciente de dificultad
y, por consiguiente, de implementacio´n computacional.
Los Sistemas Expertos avanzados pueden utilizar varios tipos de lo´gica de forma simulta´nea
(procedimiento distribuido) o de forma consecutiva (procedimiento secuencial). Para facili-
tar la toma de decisiones se utilizan a´rboles de decisio´n. Un a´rbol multidimensional se puede
interpretar como una representacio´n simbo´lica de una fibracio´n con singularidades que re-
presentan las bifurcaciones del a´rbol. Un ejemplo ba´sico esta´ dado por grafos de Reeb para
fibraciones de curvas integrales asociadas al campo gradiente de una funcio´n de Morse.
La toma de una decisio´n se toma en funcio´n de “pesos” relativos localizados en los elementos
(aristas, caras, etc) del grafo dirigido que esta´n situados por encima que confluyen en cada
ve´rtice. De forma complementaria, se toman en funcio´n de la “esperanza” (integral de una
distribucio´n de probabilidad) asociada al suba´rbol situado por debajo de cada ve´rtice en
el grafo dirigido. Los esquemas de tipo bayesiano proporcionan una realimentacio´n entre
ambos sistemas de pesos variables.
La toma automa´tica de decisiones requiere diferentes fases que afectan a
1. El procesamiento (seleccio´n, extraccio´n, mejora) de la informacio´n digital (esta´tica o
dina´mica):
2. El ana´lisis local (agrupamiento de primitivas ba´sicas, p.e.) y la evaluacio´n (cuantitativa
o cualitativa) de la informacio´n asociada al procesamiento;
3. la interpretacio´n global en funcio´n del contexto o de la tarea a realizar;
4. la simulacio´n de los efectos producidos por la decisio´n seleccionada (sobre una repre-
sentacio´n simplificad)
El objetivo fundamental de esta seccio´n es proporciona una introduccio´n a estas fases que
pueden combinar multitud de procesos diferentes (la ordenacio´n no es un´ıvoca). Para facilitar
una mejor comprensio´n de los modelos subyacentes se ilustran con las correspondientes fases
para ima´genes digitales como primer paso para la comprensio´n del contenido en secuencias de
v´ıdeo. Para ello, es necesario disponer de un modelo matema´tico de una imagen digital como
soporte y del reconocimiento de su contenido como proceso; la primera cuestio´n es conocida
desde hace ma´s de cincuenta an˜os, mientras que la segunda es au´n objeto de investigacio´n.
2.3.1. Un ejemplo ilustrativo: Ima´genes Digitales.
Hay muchos tipos de ima´genes digitales. En esta seccio´n se supone que una imagen es un
mapa de bits (bitmap), es decir, una aplicacio´n discreta definida sobre un recta´ngulo cuyos
puntos son p´ıxeles sobre los cuales se tiene definida una funcio´n (escalar o vectorial) discreta
de intensidad. Por ejemplo, para una imagen de 8 bits en escala de grises, la funcio´n de
intensidad Ig en la escala de grises puede tomar 2
8 = 256 valores que se representan como
2.3. SISTEMAS EXPERTOS Y FIBRACIONES. 71
los puntos de coordenadas enteras en el intervalo [0, 255]. Para una imagen en color RGB
en 8 bits se tienen tres canales de intensidad que toman valores en el intervalo [0, 255] cada
uno, lo cual da lugar 2563 colores p.e. (los utilizados en aparatos digitales de TV, p.e.).
La extraccio´n de informacio´n contenida en ima´genes o v´ıdeos digitales se lleva a cabo me-
diante una estrategia basada en “hechos detectables” (enfoque bottom-up) o bien basada
en “modelos” (enfoque top-down). Habitualmente, se utiliza una realimentacio´n entre am-
bos. El reconocimiento automa´tico presenta una complejidad bastante mayor que requiere
Sistemas Expertos (ver ma´s abajo).
A continuacio´n se ilustran las fases descritas en la introduccio´n para ima´genes digitales15.
Procesamiento.
Salvo casos triviales de ima´genes sinte´ticas generadas por el ordenador, la distribucio´n de
la intensidad es habitualmente muy irregular. Es necesario realizar procesos de suavizado
y procesos de realzado en la imagen digital. Los primeros refuerzan las restricciones de
continuidad para Ig y, por consiguiente, facilitan el agrupamiento local de p´ıxeles con pro-
piedades similares contenidos en la imagen. Los segundos, refuerzan las discontinuidades
de Ig (tras minimizar el ruido) y, por consiguiente, permiten extraer las primitivas ba´sicas
lineales (mini-segmentos).
Ana´lisis.
El objetivo del Ana´lisis de ima´genes digitales es proporcionar una coleccio´n de primitivas
topolo´gicas ba´sicas (regiones rα) y geome´tricas ba´sicas (bordes o siluetas sα = ∂rα de
regiones). Los elementos a detectar y enlazar en los bordes bα son puntos (junturas) y mi-
nisegmentos agrupados segu´n condiciones de colinealidad para los PL-modelos subyacentes.
Para ello se utilizan estrategias de agrupamiento y de seguimiento a lo largo de poligo-
nales simples (topolo´gicamente equivalentes a una curva de Jordan, es decir, sin auto-
intersecciones). Las caracter´ısticas de la forma resultantes se describen en te´rminos de mo-
mentos (eventualmente centrales) de orden bajo; por consiguiente, los modelos algebraicos
usan curvas de grado bajo (habitualmente ≤ 4).
Interpretacio´n.
La interpretacio´n requiere agrupar regiones adyacentes rα con caracter´ısticas “similares”
relativas a “alguna propiedad” de la imagen o de la escena. Esta propiedad se expresa ini-
cialmente en te´rminos de una funcio´n continua definida (profundidad, altura, p.e.) o´ alguna
caracter´ıstica cinema´tica (energ´ıa, p.e.), tanto en su versio´n determinista como probabilista
(usando pdf: probability density function).
El agrupamiento de un nu´mero finito de regiones rα,i proporciona objetos planares bα con
caracter´ısticas comunes respecto a la funcio´n elegida. Dependiendo de la funcio´n se pueden
obtener diferentes resultados. La interpretacio´n requiere distinguir entre los objetos bα de
intere´s situados en el fondo BG (Background) con respecto a los objetos situados en el
primer plano FG (Foreground). Los objetos contenidos en BG proporcionan el contexto.
En esta fase es necesaria la utilizacio´n de Sistemas Expertos a bajo nivel para discriminar
objetos usando diferentes tipos de restricciones. Existe un gran nu´mero de restricciones
que se pueden etiquetar como lo´gicas, topolo´gicas, geome´tricas, o´ anal´ıticas para el caso
esta´tico. Todas ellas tienen su correspondiente versio´n estad´ıstica o cinema´tica o ambas a
la vez. Los sistemas Expertos se construyen sobre modelos de razonamiento que facilitan la
automatizacio´n en procesos de razonamiento a trave´s del aprendizaje (Machine Learning).
Los Sistemas Expertos utilizan diferentes tipos de restricciones (asociadas al alineamiento o´
ajuste con respecto a curvas, p.e.), la mejora (suprimiendo outliers, minimizando el ruido,
p.e.) y complecio´n de ima´genes (corrigiendo discontinuidades mediante enlazado automa´tico,
p.e.). Como resultado se obtienen “primitivas” radiome´tricas (relativas a regiones con color
casi-homoge´neo, es decir, mo´dulo un umbral de variabilidad) y geome´tricas (relativas a
bordes de dichas regiones) que sean significativos y computacionalmente manejables en un
modelo anal´ıtico de la imagen.
15Una versio´n detallada con referencias adicionales se puede encontrar en los apuntes de Javier Finat
correspondientes al mo´dulo 1 (Procesamiento y Ana´lisis de Ima´genes) de CEViC (Curso de Especialista en
Visio´n por Computador)
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Simulacio´n.
Para identificar si la informacio´n resultante de las fases anteriores es consistente o no con
modelos de objetos o de escenas, o bien con caracter´ısticas de tareas (multicaminos, acciones,
interacciones), es necesario estimar las transformaciones o´ las deformaciones que afectan a
los objetos bα, las escenas S o´ su evolucio´n conjunta a lo largo del tiempo que denotamos
mediante bα(t) y S(t), respectivamente.
Las tareas o las (inter)acciones se modelan en te´rminos de campos (co)vectoriales o, con
ma´s generalidad, tensoriales. La simulacio´n de la propagacio´n se lleva a cabo en te´rminos
de derivadas de Lie de los diferentes tipos de campos (escalares, vectoriales, tensoriales).
Debidoi a su mayor complejidad, en este TFG no se aborda esta cuestio´n.
2.3.2. Una introduccio´n a las Redes Neuronales.
Las redes neuronales son uno de los paradigmas de programacio´n ma´s interesantes jama´s
inventados. En el enfoque convencional de la programacio´n, es necesario fijar objetivos in-
terpretables por el ordenador, descomponiendo cada problema en muchas tareas pequen˜as y
definidas con precisio´n que el equipo puede realizar fa´cilmente. Por el contrario, en una red
neuronal no se llega a un nivel de especificidad tan elevado; en particular, no se especifica
co´mo resolver el problema. En lugar de ello, se introducen procedimientos de aprendizaje
a partir de datos observacionales, que es necesario interpretar para obtener una solucio´n al
problema en cuestio´n.
El objetivo de la red neuronal es resolver los problemas de forma similar a co´mo opera
el cerebro humano; no se pretende imitar la morfolog´ıa del cerebro ni su estructura en
cinco capas, aunque inicialmente las redes neuronales artificiales (ANN: Artificial Neural
Networks)) tuvieran asimismo cinco capas (entrada y salida ma´s tres capas intermedias).
Para ello, se utilizan modelos simplificados abstractos en las que las ANN tienen un nu´mero
relativamente bajo de “ce´lulas” ide´nticas entre s´ı, pero con pesos diferentes. Por ello, las
ANN son ma´s abstractas que las biolo´gicas donde es posible encontrar ma´s de diez tipos
de ce´lulas diferentes. Las ANN actuales pueden contener desde unos miles a unos pocos
millones de unidades neuronales.
Una red neuronal es un modelo computacional basado en el comportamiento del cerebro
humano. Consiste en un conjunto finito de neuronas artificiales. El modelo inicial de una
neurona artificial esta´ dado por un perceptro´n. Las ce´lulas de capas consecutivas se conectan
entre s´ı mediante “segmentos” (aristas de un grafo) que se activan o no dependiendo del
nivel de intensidad de la sen˜al; este comportamiento es ana´logo al de las neuronas biolo´gicas
conectadas entre s´ı en funcio´n de caracter´ısticas de las sen˜ales recibidas; dicha sen˜al es
modificada y transmitida a las neuronas adyacentes. La modificacio´n depende del peso wij
de la j-e´sima neurona en la capa i-e´sima, as´ı como de los pesos en las neuronas adyacentes.
Segu´n el esquema tradicional, la informacio´n en la capa de entrada (asociada a sensores)
se transmite a las capas sucesivas atravesando la red neuronal a lo largo de caminos que
conectan neuronas en diferentes capas, hasta suministrar valores de salida que deben ser
comparados con los esperados.
Figura 2.24: Estructura neuronal
Perceptrones.
El Perceptro´n es un tipo de red neuronal artificial ba´sica que utiliza un modelo de discri-
minacio´n lineal, es decir, basado en la evaluacio´n con respecto a hiperplanos: se asigna el
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valor uno o cero, dependiendo del signo que toma w · x − u, donde u es un umbral y w · x
el producto escalar del vector de pesos w por el de valores actuales x de las variables a
evaluar. Los perceptrones fueron desarrollados en la de´cada de 1950 y 1960 por Frank Ro-
senblatt, inspirado en los trabajos de Warren McCulloch y Walter Pitts. Hoy en d´ıa, es ma´s
comu´n utilizar otros modelos de neuronas artificiales con una respuesta no necesariamente
binaria (uno de los modelos ma´s utilizados esta´ dado por la Neurona Sigmoidea, de las que
hablaremos ma´s adelante).
Un Perceptro´n tiene varias entradas binarias y produce una sola salida binaria.
Figura 2.25: Representacio´n Perceptro´n
En el ejemplo mostrado, el Perceptro´n tiene 3 entradas: x1, x2.x3. En general podr´ıa tener
ma´s o menos entradas. Rosenblatt propuso una regla simple para calcular la salida. Introdujo
pesos w1, w2, w3 expresando la importancia de las entradas correspondientes a la salida de
los nu´meros reales. La salida de la neurona y, que puede ser 0 o 1 segu´n que la suma
ponderada
∑
j wjxj (producto escalar) sea menor o mayor que cierto valor umbral u = δ.
Al igual que los pesos, el umbral δ es un nu´mero real que es un para´metro de la neurona.






j wjxj ≤ δ,
1 Si
∑
j wjxj > δ.
Obviamente el Perceptro´n es un modelo muy simplificado para la toma de decisiones huma-
nas, que afecta esencialmente a la lo´gica de clases. Sin embargo, una combinacio´n distribuida
de perceptrones puede sopesar diferentes tipos de evidencia para tomar decisiones. Esto hace
parecer plausible que una red compleja de Perceptrones podr´ıa tomar decisiones bastante
sutiles.
En esta red, la primera capa de perceptrones (representado por una columna), esta´ tomando
tres decisiones muy simples, junto con los pesos de las entradas. Cada uno de los perceptrones
de la segunda capa esta´ tomando decisiones en base a las salidas de la primera capa. Mediante
este procedimiento recurrente, un Perceptro´n en la segunda capa puede tomar decisiones en
un nivel ma´s abstracto y ma´s complejo que los perceptrones situados en la primera capa.
Decisiones au´n ma´s complejas se pueden hacer por el Perceptro´n en la tercera capa16. De
esta manera, una red de muchas capas de perceptrones puede participar en tomas de decisio´n
ma´s sofisticadas.
16Las salidas de un perceptro´n son todas la misma, solo tienen una salida.
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De una forma ma´s sinte´tica, el perceptro´n es un modelo en el que las entradas y los pesos
pueden ser interpretados como dos vectores cuyo producto escalar es w · x = ∑j wjxj , y el
umbral se desplaza al otro lado de la desigualdad y se renombra como Sesgo del Perceptro´n,
b ≡ −δ. El nuevo modelo se reescribe de la siguiente manera:
y =
{
0 Si w · x+ b ≤ 0,
1 Si w · x+ b > 0.
Los Perceptrones se describen como un me´todo que permite “pesar la evidencia” en relacio´n
con la toma de decisiones. Otra forma en que se pueden utilizar los perceptrones es para
computar las funciones lo´gicas elementales que solemos pensar como computacio´n subyacente
(funciones como AND, OR y XOR).
Neuronas sigmoides.
Supongamos que tenemos una red de perceptrones que nos gustar´ıa usar para aprender a
resolver algu´n problema. Por ejemplo, las entradas a la red podr´ıan ser los datos de p´ıxel sin
procesar de una imagen escaneada manuscrita de un d´ıgito. nos gustar´ıa que la red aprendiera
pesos y sesgos para la salida, incluyendo que la salida de la red clasifique correctamente un
d´ıgito o´ una letra (caracteres alfa-nume´ricos). Para ver co´mo podr´ıa funcionar el aprendizaje,
supongamos que realizamos un pequen˜o cambio en algu´n peso (o sesgo) en la red. Ser´ıa
deseable que este pequen˜o cambio de peso cause so´lo un pequen˜o cambio correspondiente
en la salida de la red. De este modo, el aprendizaje es no so´lo posible, sino tambie´n robusto
con respecto a “pequen˜as perturbaciones”. Esquema´ticamente, esto es lo que queremos:
Si fuera cierto que un pequen˜o cambio en un peso (o sesgo) so´lo causa un pequen˜o cambio en
la salida, entonces podr´ıamos usar este hecho para modificar los pesos y sesgos para conseguir
que nuestra red se comporte ma´s de la manera que queremos. Por ejemplo, supongamos que
la red clasifica erro´neamente una imagen como un “8” cuando debe ser un “9”. Podr´ıamos
averiguar co´mo hacer un pequen˜o cambio en los pesos y sesgos para que la red se acerque un
poco a clasificar la imagen como un “9”. Y luego repetimos esto, cambiando los pesos y los
sesgos una y otra vez para producir una mejor y mejor salida. La red estar´ıa aprendiendo.
El problema es que esto no es lo que sucede cuando nuestra red contiene perceptrones. De
hecho, un pequen˜o cambio en las ponderaciones o el sesgo de cualquier Perceptro´n en la
red a veces puede hacer que la salida de ese Perceptro´n se voltee por completo, digamos
desde 0 hasta 1. Esa “vuelta” puede hacer que el comportamiento del resto de la red cambie
por completo de una manera muy complicada. As´ı, mientras el “9” podr´ıa clasificarse ahora
correctamente, el comportamiento de la red en todas las dema´s ima´genes es probable que
haya cambiado por completo en alguna manera dif´ıcil de controlar. Eso dificulta ver co´mo
modificar gradualmente los pesos y sesgos para que la red se acerque al comportamiento
deseado.
Podemos superar este problema introduciendo un nuevo tipo de neurona artificial llamada
Neurona sigmoidea. Las neuronas sigmoides son similares a los perceptrones, pero modifi-
cadas para que pequen˜os cambios en sus pesos y sesgos causen so´lo un pequen˜o cambio en
su produccio´n. Ese es el hecho crucial que permitira´ que una red de “neuronas sigmoides”
para aprender.
Para describir las neuronas sigmoides usamos la misma representacio´n que el perceptro´n en
la figura anterior. La diferencia es que las entradas pueden ser tambie´n valores entre 0 y 1,
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es decir, xj ∈ [0, 1]. Otra diferencia es que la salida no es 0 o 1 sino σ(w · x+ b) donde σ se









A primera vista, las neuronas sigmoides parecen muy diferentes a los perceptrones. La forma
algebraica de la funcio´n sigmoide puede parecer opaca y prohibir si no esta´s ya familiarizado
con ella. De hecho, hay muchas semejanzas entre perceptrones y neuronas sigmoides; en
particular, la forma algebraica de la funcio´n sigmoide resulta ser ma´s un detalle te´cnico que
una verdadera barrera a la comprensio´n.
Para entender la semejanza con el modelo del Perceptro´n, supongamos que z = w · x es un
nu´mero positivo grande. Luego e−z ≈ 0 y por tanto σ(z) ≈ 1. En otras palabras, cuando
z = w · x es grande y positivo, la salida de la neurona sigmoide es aproximadamente 1, tal
como lo habr´ıa sido para un Perceptro´n. Por otra parte, supongamos que z = w · x es muy
negativo. Por tanto e−z → ∞, luego σ(z) ≈ 0. As´ı que cuando z = w · x es muy negativo,
el comportamiento de una neurona sigmoidea tambie´n se aproxima estrechamente a un
Perceptro´n. Es solo cuando el valor de z es de taman˜o “neutral” que hay mucha desviacio´n
del modelo del Perceptro´n.
Lo realmente importante de la funcio´n sigmoide σ es la forma de la funcio´n cuando se traza:
Esta forma es una versio´n suavizada de una funcio´n de salto/paso:
Si σ de hecho hab´ıa sido una funcio´n de salto, entonces la neurona sigmoide ser´ıa un Per-
ceptro´n, ya que la salida ser´ıa 1 o 0 dependiendo de si z fuera positiva o negativa. Mediante
el uso de σ se obtiene un Perceptro´n “suavizado”. De hecho, es la suavidad de la funcio´n σ
donde reside su importancia. La suavidad de σ significa que pequen˜os cambios en los pesos,
∆wj , y en el sesgo, ∆b, producira´ pequen˜os cambios en la salida (output) de la neurona,










donde ∆salida es una funcio´n lineal de los cambios ∆wj y ∆b. Esta linealidad hace que sea
fa´cil elegir pequen˜os cambios en los pesos y sesgos para lograr cualquier cambio pequen˜o
deseado en la salida. As´ı, aunque las neuronas sigmoides tienen en buena parte un compor-
tamiento cualitativo similar al de los perceptrones, su cara´cter suave hace mucho ma´s fa´cil
averiguar co´mo cambiar los pesos y sesgos para modificar la salida de una forma gradual.
17A veces a esta funcio´n se llama funcio´n log´ıstica, y esta nueva clase de neuronas llamadas neuronas
log´ısticas.
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Arquitectura de la Redes Neuronales.
Supongamos que tenemos la siguiente red:
Como se menciono´ anteriormente, la capa ma´s a la izquierda en esta red se llama la capa
de entrada, y las neuronas dentro de la capa se denominan neuronas de entrada. La capa
ma´s a la derecha o de salida contiene las neuronas de salida, o, como en este caso, una sola
neurona de salida. La capa media se llama capa oculta, ya que las neuronas de esta capa no
son ni entradas ni salidas. El te´rmino “oculto” realmente significa nada ma´s que “no es una
entrada o una salida”. La red anterior tiene una sola capa oculta, pero algunas redes tienen
varias capas ocultas. Por ejemplo, la siguiente red de cuatro niveles tiene dos capas ocultas:
Por razones histo´ricas y a pesar de alguna confusio´n asociada, las redes de mu´ltiples capas
a veces se denominan perceptrones multicapa o MLPs (multilayer perceptrones), aunque
puedan estar formadas por neuronas sigmoides, no perceptrones.
Mientras que el disen˜o de las capas de entrada y salida de una red neuronal es a menudo
sencillo, se requiere una habilidad especial para el disen˜o de las capas ocultas. En particular,
no es posible resumir el proceso de disen˜o de las capas ocultas con unas pocas reglas simples.
Para avanzar en ese terreno, los investigadores de las redes neuronales han desarrollado
muchas heur´ısticas de disen˜o para las capas ocultas, que ayudan a los desarrolladores a
obtener el comportamiento que quieren de sus redes. Por ejemplo, esta heur´ıstica se puede
utilizar para ayudar a determinar co´mo negociar el nu´mero de capas ocultas en el tiempo
necesario para entrenar la red.
Hasta ahora, hemos estado discutiendo redes neuronales donde la salida de una capa se
usa como entrada para la siguiente capa. Estas redes se denominan redes neuronales de
alimentacio´n directa. Esto significa que no hay bucles en la red (la informacio´n siempre se
alimenta hacia adelante, nunca se vuelve a alimentar). Si tuvie´ramos bucles, terminaremos
con situaciones en las que la entrada a la σ funcio´n depend´ıa de la salida.
Sin embargo, hay otros modelos de redes neuronales artificiales en los que los bucles de
retroalimentacio´n son posibles. Estos modelos se denominan redes neuronales recurrentes.
La idea en estos modelos es tener neuronas que “disparan” (se activan) durante un tiempo
limitado, antes de volverse quiescente o´ temporalmente inactivo. Ese disparo puede estimular
otras neuronas, que pueden disparar un poco ma´s tarde, tambie´n por una duracio´n limitada.
Eso provoca que au´n ma´s neuronas se disparen, y as´ı con el tiempo se obtiene una cascada
de neuronas “disparando”. Los bucles no causan problemas en un modelo de este tipo,
ya que la salida de una neurona so´lo afecta a su entrada en algu´n momento posterior, no
instanta´neamente.
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Las redes neuronales recurrentes han sido menos influyentes que las redes de avance, en parte
porque los algoritmos de aprendizaje para redes recurrentes son (al menos hasta la fecha)
menos poderosos. Pero las redes recurrentes siguen siendo extremadamente interesantes.
Esta´n mucho ma´s cerca en esp´ıritu de co´mo funcionan nuestros cerebros que las redes de
feedforward. Y es posible que las redes recurrentes puedan resolver problemas importantes
que so´lo pueden resolverse con gran dificultad por las redes de alimentacio´n directa.
Aprendizaje con descenso degradado.
Denotaremos por x a una entrada de entrenamiento y por y = y(x) la correspondiente
salida. Lo que nos gustar´ıa es un algoritmo que nos permite encontrar pesos y sesgos para
que la salida de la red se aproxima a y(x) para todas las entradas de entrenamiento x. Para







Aqu´ı, w denota la coleccio´n de todos los pesos en la red, b todos los sesgos, n es el nu´mero
total de entradas de entrenamiento, a es el vector de salidas (depende de w, x y b) de
la red cuando x es la entrada, y la suma es sobre todas las entradas de entrenamiento,
x. Llamaremos a C la funcio´n de coste cuadra´tico; tambie´n se conoce a veces como error
cuadra´tico medio o simplemente MSE (Mean Squared Error).
Inspeccionando la forma de la funcio´n de coste cuadra´tico, vemos que C(w, b) no es negativo,
ya que cada te´rmino en la suma no es negativo. Adema´s, el coste C(w, b) se vuelve pequen˜o,
es decir, C(w, b) ≈ 0, precisamente cuando y(x) es aproximadamente igual a la salida, a,
para todas las entradas de entrenamiento x. Por tanto un algoritmo sera´ “eficiente” si puede
encontrar pesos y sesgos para que C(w, b) ≈ 0. El caso contrario significar´ıa que y(x) no esta´
cerca de la salida. El objetivo esta´ en minimizar el costo, es decir, encontrar un conjunto de
pesos y sesgos que hacen que el coste sea lo ma´s pequen˜o posible. Esto se consigue usando
un algoritmo conocido como descenso degradado.
Supongamos que queremos minimizar una funcio´n C(v), donde v = v1, v2, . . . es un vector
real19. Pensemos por ejemplo que v = (v1, v2) ∈ R2.
Figura 2.26: Ejemplo de grafo de una funcio´n C(v).
Lo que queremos es encontrar donde alcanza su mı´nimo global. Podr´ıamos aplicar el ca´lculo
de las derivadas de la funcio´n para encontrar los diferentes sitios donde se puede encontrar
el extremo, pero esto en las redes neuronales es muy costoso pues las dimensiones son muy
grandes. Pero existe una analog´ıa que sugiere un algoritmo que funciona bastante bien. La
idea es la siguiente: Imaginemos que el grafo de la funcio´n es como un “valle” y colocamos
una pelota en una de sus laderas, entonces la pelota descendera´ por la pendiente y quedara´
atraida por el punto ma´s bajo del valle. Por tanto, comenzamos eligiendo un punto de partida
al azar (donde colocamos esa pelota imaginaria) y luego simulamos la ca´ıda de ese punto por
la pendiente hasta el punto ma´s bajo. A trave´s del ca´lculo de las derivadas de C(v) podemos
conocer la forma local del grafo, y por tanto saber tambie´n como cae nuestra pelota.
18A veces se la conoce como pe´rdida que esta´ relacionado con la diferencia con respecto a la funcio´n
objetivo
19No´tese que hemos reemplazado w y b por v.
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De una forma ma´s precisa, cuando movemos el punto de partida en una pequen˜a cantidad
∆v1 en la direccio´n de v1 y una pequen˜a parte ∆v2 en la direccio´n de v2. El ca´lculo nos dice







Veamos como encontrar una forma de elegir ∆v1 y ∆v2 con el fin de hacer ∆C negativo (as´ı
la pelota quedara´ en el fondo del valle). Para ello denotamos ∆v = (∆v1,∆v2)
T , donde T es
la operacio´n “trasposicio´n”. Tambie´n denotamos por ∇C = ( ∂C∂v1 , ∂C∂v2 )T al vector gradiente
de C. Con esta notacio´n tenemos que
∆C ≈ ∇C ·∆v.
Supongamos que elegimos ∆v = −η∇C, donde η es un pequen˜o para´metro positivo conocido
como tasa de aprendizaje. Entonces la ecuacio´n anterior nos dice que
∆C ≈ −η∇C · ∇C = −η‖∇C‖2.
Como ‖∇C‖2 ≥ 0, esto garantiza que ∆C ≤ 0, es decir, C siempre disminuira´, nunca
aumentara´ si cambiamos v segu´n la expresio´n anterior. Esta es la propiedad que busca´bamos.
Tomaremos la ecuacio´n ∆v = −η∇C para calcular un valor para ∆v, luego moveremos la
posicio´n del punto de partida por esa cantidad:
v → v′ = v − η∇C.
A continuacio´n, usaremos de nuevo esta regla de actualizacio´n para realizar otro movimiento.
Si seguimos haciendo esto, una y otra vez, vamos a seguir disminuyendo C hasta llegar al
mı´nimo global.
Figura 2.27: Representacio´n gra´fica del algoritmo.
Todo esto que acabamos de explicar funciona igual de bien para v = (v1, . . . , vn) ∈ Rn.
Para hacer que el descenso de degradado funcione correctamente, tenemos que elegir la tasa
de aprendizaje η lo suficientemente pequen˜a como para que la ecuacio´n
∆C ≈ ∇C ·∆v.
sea una buena aproximacio´n. Si no lo hacemos, podr´ıamos terminar con ∆C > 0, que
obviamente no es lo que queremos. Al mismo tiempo, no queremos que η sea demasiado
pequen˜o, ya que eso hara´ que los cambios ∆v sean pequen˜os, y por lo tanto el algoritmo de
descenso degradado funcionara´ lentamente.
Algoritmo Backpropagation.
Anteriormente hemos visto co´mo las redes neuronales pueden aprender sus sesgos y pesos
usando el algoritmo de descenso degradado. Sin embargo no discutimos co´mo calcular el
gradiente de la funcio´n de costo. En esta parte explicaremos un algoritmo ra´pido para
computar tales gradientes, un algoritmo conocido como backpropagation. Este algoritmo nos
da informacio´n detallada sobre co´mo cambiar las ponderaciones y los sesgos que implican
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cambios en el comportamiento general de la red. Backpropagation se introdujo originalmente
en la de´cada de 1970, pero su importancia no fue completamente apreciada hasta 1986 por
David Rumelhart, Geoffrey Hinton y Ronald Williams. Hoy en d´ıa backpropagation es el
algoritmo usado habitualmente para el aprendizaje en las redes neuronales.
Vamos a escribir el algoritmo a continuacio´n:
1. Entrada (x):Se establece la activacio´n correspondiente a1 para la capa de entrada.
2. Feedforward:Para cada l = 2, 3, . . . , L computar zl = wlal−1 + bl y al = σ(zl).
3. Error de salida δL:Computar el vector δL = ∇aC  σ′(zL).
4. Retroalimentar el error:Para cada l = L−1, L−2, . . . , 2 computar δl = ((wl+1)T δl+1)
σ′(zL).










Examinando el algoritmo se puede ver por que´ se llama backpropagation: Calculamos los
vectores de error δl hacia atra´s, comenzando por la capa final. Puede parecer peculiar que
estemos atravesando la red hacia atra´s. Pero si pensamos en la prueba de retropropagacio´n,
el movimiento hacia atra´s es una consecuencia del hecho de que el coste es una funcio´n
de las salidas de la red. Para entender co´mo el coste var´ıa con pesos y sesgos anteriores,
necesitamos aplicar repetidamente la regla de cadena, trabajando hacia atra´s a trave´s de
las capas para obtener expresiones utilizables. El algoritmo de retro-propagacio´n se basa
en operaciones algebraicas lineales comunes (como la adicio´n de vectores, multiplicacio´n de
un vector por una matriz,. . . ). Pero una de las operaciones es poco frecuente y es conocido
como Producto de Hadamard o Producto de Schur que denotamos mediante , aunque en
realidad corresponde a ⊗ en el lenguaje algebraico del A´lgebra Tensorial.
Se define de la siguiente manera: Sean las matrices
Am,n ≡ (aij); Bm,n ≡ (bij); Pm,n ≡ (pij).
Se dice que la matriz P es el producto de Hadamard, Schur o´ Kronecker de las matrices A
y B (diferentes formas de llamar al producto tensorial), y se denota AB o´ A⊗B, si
Pm,n = Am,n Bm,n ⇒ pij = aijbij ∀i = 1, 2, . . . ,m; ∀j = 1, 2, . . . , n.
2.3.3. Algunas extensiones de las ANN.
Para remediar los problemas mencionados en relacio´n con el disen˜o inicial de las ANN,
a lo largo de los an˜os ochenta se introducen estructuras adicionales que aceleran de forma
sustancial procesos de aprendizaje y entrenamiento. Los desarrollos ma´s relevantes permiten
describir:
Cambios cualitativos aleatorios o “mutaciones” (GAs: Algoritmos Gene´ticos);
Procesos evolutivos controlados de acuerdo con funciones de coste (EP: Evolutionary
Programming); o, bien
Distribuciones de probabilidad convergentes sobre representaciones planares obtenidas
como “proyeccio´n no-lineal” (submersiones) de colecciones de multivectores localmente
parametrizables (SOM: Self-Organizing Maps).
El enfoque basado en ana´lisis de datos procedentes de mu´ltiples fuentes utiliza estrategias
supervisadas o, alternativamente, no-supervisadas. En los dos apartados siguientes se pre-
sentan una breve descripcio´n de ambas estrategias para el Reconocimiento Estad´ıstico de
Patrones. Los t´ıtulos de los diferentes items son los que aparecen en la seccio´n 1.3 de [12],
aunque los comentarios son del autor.
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Clasificacio´n supervisada.
A continuacio´n se presentan los me´todos ma´s relevantes para clasificacio´n supervisada junto
con una interpretacio´n geome´trica:
Ana´lisis de los K-Vecinos ma´s pro´ximos etiquetado como KNN (K-Nearest Neigh-
borhoods) basado en una discretizacio´n del espacio de vectores de referencia mi y la
seleccio´n de aquellos que se presentan con una mayor frecuencia. Utiliza una reali-
mentacio´n entre me´todos Bayesianos y me´tricas sobre el espacio de muestras. En la
pra´ctica, soporta me´todos de optimizacio´n que combinan ma´xima verosimilitud para
valores esperados (MLE: Maximum Likelihood Expectation) y sumas ponderadas de
distancias L1 (para suprimir outliers) y L2 (para acelerar la convergencia). El enfoque
probabilista de la Geometr´ıa Riemanniana proporciona el contexto geome´trico ma´s
pro´ximo a este enfoque.
Clasificacio´n por a´ngulos correspondientes a las “tendencias” o direcciones predomi-
nantes de acuerdo con ana´lisis de vectores propios asociado a SVD (Singular Value
Decomposition). Especialmente indicado en presencia de varias me´tricas locales con
diferentes comportamientos. En la pra´ctica, compara los cosenos de las direcciones
seleccionando aquellos que maximizan la proyeccio´n (minimizando el a´ngulo) en espa-
cios que representan posibles deformaciones espaciales o evolucio´n temporal asociada
a tareas (ajuste de distribuciones irregulares a superficies, p.e.).
Funciones de importancia que utilizan informacio´n significativa o´ conocimiento a priori
para orientar la bu´squeda en torno al soporte de dichas funciones. Los procedimientos
de muestreo ImpSaC (Importante Sampling Consensus) son una variante de RanSaC
(Random Sampling Consensus) que incluye dicha informacio´n y que se puede entender
como una convergencia hacia las “variedades” representadas por el lugar de ceros
de dichas funciones. Dicha convergencia se evalu´a en te´rminos de las normales a las
variedades segu´n me´todos de descenso ma´s ra´pido tipo gradiente.
Ana´lisis Discriminante basado en la introduccio´n de funciones que “separan clases”
de acuerdo con criterios me´tricos (minimizacio´n de distancias para mu´ltiples centros o´
sitios), algebraicos (basados en la deteccio´n del lugar discriminante asociado a ra´ıces
mu´ltiples de polinomios o, con ma´s generalidad, el lugar singular de aplicaciones) o
probabil´ısticos (segu´n criterios de tipo Bayesiano y sus extensiones, p.e.).
Clasificacio´n parame´trica donde los para´metros se detectan en te´rminos de una mayor
“concentracio´n” de datos en torno a valores “medios locales” de acuerdo con distribu-
ciones con “buenas propiedades” matema´ticas (Poisson en el caso discreto, normales
en el continuo). Estos me´todos se extiende de forma inmediata a un ana´lisis basado en
matrices de covarianza que se interpretan geome´tricamente en te´rminos de distribu-
ciones de curvatura; de una forma intuitiva, los autovalores de la matriz de covarianza
son estimadores de los autovalores de la matriz de curvatura.
Clasificacio´n no-supervisada.
A continuacio´n se presentan los me´todos ma´s relevantes para clasificacio´n no-supervisada
junto con una interpretacio´n simbo´lica:
Agrupamiento simple basado en la verificacio´n exacta o bien aproximada de un predica-
do, una funcio´n o bien un funcional de tipo determinista o probabilista. Este me´todo se
corresponde con la utilizacio´n de diferentes tipos de lo´gica (clases, proposicional, des-
criptiva) y es compatible con cualquier tipo de representacio´n geome´trica o topolo´gica
(cuando se “relaja” la exactitud por una “banda de fluctuacio´n”).
Agrupamiento jera´rquico basado en sistemas de reglas (taxonomı´as). Las clases resul-
tantes expresan una jerarqu´ıa que se puede visualizar en te´rminos de algu´n tipo de
estratificacio´n para variedades. Las clases se representan como nodos de grafos que
interesa convertir en a´rboles mediante supresio´n de aristas (conservando la conexivi-
dad del grafo). Los algoritmos tipo MST (Minimum Spanning Tree) proporcionan una
herramienta de uso comu´n en el tratamiento computacional de la informacio´n.
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Me´todos de descomposicio´n asociados a la localizacio´n espacio-temporal de clases y la
introduccio´n de una me´trica para representar la ““atraccio´n” con respecto a cada valor
t´ıpico promedio. Los diagramas de Voronoi proporcionan el prototipo 2-dimensional
que descompone el espacio muestral con los “sitios” como atractores, las aristas como
puntos de silla y los ve´rtices como repulsores.
Aplicacio´n de Sammon para representar las relaciones geome´tricas entre las muestras
mediante un grafo 2D que permite ajustar de manera simulta´nea las tasas de variacio´n
de primer y segundo orden; las primeras esta´n representadas por derivadas direccio-
nales (a lo largo de direcciones con variacio´n maximal), mientras que las segundas
proporcionan informacio´n sobre la variacio´n en la “curvatura” para acelerar la con-
vergencia. La ratio entre ambas tasas de variacio´n permite formalizar la variabilidad
espacio-temporal en los procedimientos de clasificacio´n.
Me´todos basados en subespacios.
La topolog´ıa de multi-caminos es una extensio´n natural en Topolog´ıa Algebraica para dife-
rentes caminos o tareas que pueden tener de forma simulta´nea sobre espacios topolo´gicos.
En Geometr´ıa y Topolog´ıa Diferencial el estudio de distribuciones de campos o de sistemas
de formas diferenciales es la extensio´n natural del estudio de campos o de 1-formas aisladas.
La extensio´n es no-trivial pues, un campo o una 1-forma siempre es integrable (al menos
localmente), mientras que una distribucio´n de campos o un sistema de formas diferenciales
rara vez es integrable. Debe verificar el Teorema de Frobenius que define un cerrado de
elevada codimensio´n en los espacios correspondientes.
De forma ana´loga, en Sistemas Expertos interesa detectar subespacios vectoriales que per-
mitan identificar el comportamiento agrupado de “cantidades” (geome´tricas o anal´ıticas)
en el espacio-tiempo muestral. Para ello, existen diferentes estrategias donde las clases se
pueden representar como subespacios variables con sus correspondientes herramientas de
estimacio´n basadas en Ana´lisis de Componentes Principales (PCA: Principal Component
Analysis) como variante probabilista del me´todo SVD (Singular Value Decomposition) o´
bien en propiedades de “proyectores” sobre subespacios. Ambos me´todos son muy antiguos
y se utilizaban ya en los an˜os treinta.
La novedad de cara a cuestiones de optimizacio´n sobre ANN consiste en interpretar los
subespacios k-dimensionales Lk como elementos de una Grassmanniana Gras(k,N) donde
N >> 0 es la dimensio´n del espacio muestral o bien como el conu´cleo de la proyeccio´n sobre
el subespacio de “mayor significacio´n” (por su capacidad discriminatoria). Este enfoque
permite incorporar de forma natural las condiciones de equilibrio (como ceros de sistemas
dina´micos lineales sobre la Grassmanniana) y la evolucio´n estable incluyendo convergencia
hacia puntos cr´ıticos o ciclos l´ımite en te´rminos de las ecuaciones diferenciales tipo Ricatti
sobre espacios de matrices como ecuaciones estructurales sobre las Grassmannianas.
Redes Neuronales para Reconocimiento.
El Reconocimiento en Visio´n Computacional utiliza diferentes tipos de Sistemas Expertos
para extraer la informacio´n. Segu´n la aproximacio´n bottom-up, el reconocimiento de objetos
mo´viles utiliza habitualmente descriptores, detectores y clasificadores como elementos de un
modelo estructural. La inmensa mayor´ıa de las aproximaciones a este to´pico utiliza una
aproximacio´n muy casu´ıstica a cada uno de los 3 objetos.
La introduccio´n de un marco general en el contexto de fibrados vectoriales (ver la segunda
seccio´n del cap´ıtulo siguiente) para descriptores, detectores y clasificadores, proporciona un
nexo comu´n que permite transvasar informacio´n entre diferentes aproximaciones.
El enfoque tradicional de las ANN presenta mu´ltiples problemas relacionados con el elevado
nu´mero de muestras necesario para entrenar una ANN (a veces de varios miles), el elevado
coste del entrenamiento (tanto humano como computacional), la lentitud en la convergencia
(el aprendizaje se realiza off-line y de forma supervisada), la falta de robustez en los modelos
(cualquier pequen˜a perturbacio´n en los datos o en las caracter´ısticas del modelo convierte
en inu´til los procesos anteriores.
Para remediar estos problemas, desde finales de los an˜os ochenta se han desarrollado diferen-
tes extensiones de las Redes Neuronales Artificiales (ANN). En la reformulacio´n presentada
en este trabajo, todos ellos se reinterpretan en te´rminos de estructuras superpuestas a mallas
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cuboidales. Localmente se pueden interpretar como una versio´n discreta local de fibrados
vectoriales. Los nodos representan “neuronas” que pueden activarse o no en funcio´n de la
intensidad de las sen˜ales recibidas y transformadas por capas anteriores.
Las funciones de activacio´n pueden presentar diferentes patrones de activacio´n-inhibicio´n; es
frecuente utilizar patrones de tipo sigmoidal o ma´s recientemente ond´ıculas (wavelets). En
el disen˜o original la inicializacio´n se lleva a cabo de forma aleatoria; en fases ma´s avanzadas,
se puede introducir “funciones de importancia” de acuerdo con las tareas a aprender y,
posteriormente, realizar. Algunos de los mecanismos de aprendizaje ma´s frecuentes siguen
patrones de aprendizaje por reforzamiento, pudiendo incluir o no precisio´n me´trica.
En el contexto cla´sico, si S(x) := (1 + e−x)−1 es la funcio´n sigmoidal, el modelo ma´s simple









donde o`i denota el output de la i-e´sima ce´lula en la capa `, w
`−1
ki representa el peso en
las ce´lulas de la capa precedente (ma´scara del nu´cleo) y b`i el sesgo (bias). En particular,
como la funcio´n de salida es una sigmoide asociada a los valores de un hiperplano af´ın
variable (sometido a incertidumbre), debemos desarrollar una aproximacio´n que garantice
la “regularidad” de la proyeccio´n entre capas sucesivas. En el contexto de la Topolog´ıa
Diferencial, las inmersiones y las submersiones son los ejemplos naturales para garantizar
dicha regularidad. Curiosamente, so´lo las submersiones han sido utilizadas hasta ahora en
los SOM de Kohonen que se abordan en la subseccio´n siguiente.
2.3.4. Aplicaciones Auto-Organizantes de Kohonen.
En esta subseccio´n se reformulan en lenguaje geome´trico algunos de los elementos ba´sicos
de las Aplicaciones Auto-Organizantes (Self-Organizing Maps) de Kohonen [12].
Aunque el enfoque basado en SOM sea el menos desarrollado en la literatura (debido a una
mayor complejidad aparente), esta propuesta es la ma´s consistente y robusta desde el punto
de vista estructural. Asimismo, presenta aplicaciones espectaculares a lo largo de los noventa
como los sistemas ma´s avanzados de reconocimiento de voz y habla.
Un reto importante es la extensio´n de dicho enfoque al Reconocimiento de contenidos sobre
sen˜ales 2D (la sen˜al acu´stica es 1D) y ma´s alla´ correspondientes a video convencional para
sen˜ales 2D+1d, representaciones volume´tricas para sen˜ales 3D, v´ıdeo 3D para sen˜ales 3D+
1d. El reconocimiento automa´tico de estas extensiones es un a´rea incipiente de investigacio´n.
Actualmente, se esta´n desarrollando los primeros modelos para reconocimiento automa´tico
de contenidos en sen˜ales 2D+1d (video digital) basadas en seguimiento simulta´neo de mu´lti-
ples objetos utilizando RNN (Recurrent Neural Networks), que son una extensio´n natural de
ls CNN (Convolutional Neural Networks) basadas en productos tensoriales convencionales.
Debido a su mayor complejidad, en este TFG no se abordan las RNN salvo en aspectos
teo´ricos que se describen en te´rminos de Flujos Tensoriales (ver u´ltima seccio´n del cap´ıtulo
3). Por ello, centramos la atencio´n en sen˜ales esta´ticas y sus posibles deformaciones (enfoque
casi-esta´tico) donde disponemos de modelos robustos ya probados.
El desarrollo de modelos para reconocimiento de contenido en sen˜ales 2D (sobre ima´genes
digitales) se lleva a cabo inicialmente mediante entrenamiento supervisado de un nu´mero
“suficiente” de muestras etiquetadas20.
El sistema experto debe ser capaz de reconocer (mediante barrido) la zona etiquetada y
extraer las caracter´ısticas a detectar de esa zona etiquetada. Una vez validada la primera
fase del aprendizaje, se introducen ima´genes no-etiquetadas, algunas de las cuales no con-
tienen los elementos buscacos y se evalu´an tanto los falsos positivos (deteccio´n incorrecta de
hechos buscados que no esta´n presentes) como los falsos negativos (ausencia de deteccio´n en
presencia de hechos).
Un modelo ba´sico.
Inicialmente y segu´n T.Kohonen (cap´ıtulo 3 de [12]) una aplicacio´n auto-organizante es una
“proyeccio´n no-lineal” de un array de “vectores de referencia” mi = [µi1, . . . , µin] ∈ Rn
20Actualmente, es posible gestionar poblaciones de varios millones de datos con entrenamiento basado en
decenas de miles de muestras etiquetadas
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(representando pesos escalares variables) sobre elementos de una red discreta 2D corres-
pondientes al soporte de una red neuronal planar que representamos mediante un ret´ıculo
regular Λ.
Para que este enfoque sea compatible con aprendizaje bajo condiciones de informacio´n in-
completa o de incertidumbre, se utiliza un vector x de datos aleatorios con funcio´n de
densidad de probabilidad (pdf) dada por f(x). La proyeccio´n no-lineal debe ser compatible
con la nocio´n de “topolo´gicamente pro´xima” con respecto a una distancia topolo´gica. En
te´rminos matema´ticos, la aplicacio´n proyeccio´n debe ser “propia”.
Realimentacio´n y control.
El cara´cter auto-organizante procede de minimizar cualquier tipo de distancia21 con respecto
al resultado esperado (salida de la red). Este enfoque es compatible con la utilizacio´n de
diferentes tipos de distancias que induce “cambios” en el vector de pesos usando un efecto
de suavizado (formalmente, difeomorfismos) o de relajacio´n local (PL-aproximacio´n a un
difeomorfismo). La actualizacio´n de la informacio´n para mejorar el aprendizaje (de una
forma o de un proceso) se lleva a cabo inicialmente en te´rminos de
mi(t+ 1) = mi(t) + hci[x(t)−mi(t)]
donde r representa una discretizacio´n del tiempo y hci es una “funcio´n de entorno” para
generar un suavizado sobre el ret´ıculo.
Alternativamente, el aprendizaje se puede definir en te´rminos de un producto escalar maxi-
mizando la proyeccio´n con respecto a las direcciones “o´ptimas” para la estimacio´n de una
forma o bien la ejecucio´n de una tarea (descrita en te´rminos de proximidad para las funciones
coeficientes de campos).
Figura 2.28: Una ilustracio´n de la formacio´n de un mapa de auto-organizacio´n. La gota azul
es la distribucio´n de los datos del entrenamiento, y el pequen˜o disco blanco es el dato actual
de formacio´n de esa distribucio´n. Al principio los nodos (izquierda) del SOM se colocan
arbitrariamente en el espacio de datos. Se selecciona el nodo (resaltado en amarillo) que
es la ma´s cercana de los datos de referencia de formacio´n. Se mueve hacia el dato de la
formacio´n, como (en menor medida) son sus vecinos en la red. Despue´s de varias iteraciones
la red tiende a aproximar la distribucio´n de datos (derecha).
Una reformulacio´n en el marco de la Topolog´ıa Diferencial.
En el contexto de la Topolog´ıa Diferencial, el espacio de “estados” asociado a los “vecto-
res de referencia” se reemplaza por una variedad M cuyas coordenadas locales (x1, . . . , xm)
esta´n dadas por variables aleatorias X1, . . . , Xm con funcio´n de distribucio´n de probabilidad
p(X)dX, siendo dX la medida de Lebesgue sobre Rm. De la misma forma que en Geometr´ıa
Diferencial de Variedades, suponemos que las variables aleatorias son funcionalmente inde-
pendientes en cada abierto U de trivializacio´n; el cara´cter independiente de dichas variables
permite escribir p(X) como p(X1) . . . p(Xm).
la “proyeccio´n no-lineal” de los datos se reemplaza por una submersio´n sobre el ret´ıculo Λ en
R2. Los avances recientes en arquitectura distribuida para ANN permiten gestionar no so´lo
ret´ıculos planares sino volume´tricos Λ. Para simplificar supondremos que todos los ret´ıculos
son de tipo cuboidal, pudiendo presentar diferentes tipos de caminos asociados a diferentes
21Esta descripcio´n sugiere que el espacio soporte es un espacio de Banach (donde las me´tricas son equiva-
lentes), hipo´tesis que no aparece de forma expl´ıcita en los trabajos de T.Kohonen
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“hilos” (multithread architecture) cuya versio´n topolo´gica ha sido descrita en el Cap´ıtulo
1.
La actualizacio´n de la informacio´n descrita ma´s arriba corresponde a una versio´n af´ın de la
derivada direccional con respecto a la direccio´n asociada a hci. Obviamente, esta versio´n se
puede reinterpretar geome´tricamente en te´rminos de una “conexio´n af´ın” entendida como
derivada covariante de un campo vectorial o´ con ma´s generalidad de un tensor (ver seccio´n
siguiente). Esta reformulacio´n geome´trica permite abordar situaciones mucho ma´s generales
como las correspondientes a derivadas direccionales de tensores de uso comu´n en Geometr´ıa
Diferencial de Variedades.
Asimismo, la “funcio´n de entorno” se puede reinterpretar como una funcio´n “radial” co-
rrespondiente a un entorno tubular (retraccio´n del fibrado normal punteado) encargado del
ajuste a la forma deseada o al proceso de aprendizaje de una tarea (entendida como un
campo). La “funcio´n de entorno” permite evaluar la “bondad del ajuste”, pudiendo inter-
pretarse la proyeccio´n con la funcio´n de entorno como una “submersio´n controlada” en el
sentido de R.Thom [26].
Con estas adaptaciones terminolo´gicas, reformulamos la nocio´n de aplicacio´n auto-organizante
en los te´rminos siguientes:
Definicio´n 2.22 Una aplicacio´n auto-organizante es una submersio´n controlada M → Λd
del espacio de estados M de un sistema sobre un ret´ıculo d-dimensional Λ con d = 2 o´ d = 3
cuya funcio´n de control es gene´ricamente regular (rango ma´ximo).
Extensio´n al PAC.
De una forma abstracta, el Ciclo Percepcio´n Accio´n (PAC) se puede formalizar como una
coleccio´n de fibraciones sucesivas soportadas por capas sucesivas de una ANN. Los SOM son
submersiones controladas entre capas sucesivas. Por ello, desde el punto de vista matema´tico,
proporcionan los elementos ba´sicos para controlar el rendimiento de los Sistemas Expertos
basados en funciones.
El reto consiste en extender esta idea tan simple a campos (co)vectoriales o, con ma´s genera-
lidad, tensoriales que se puedan definir sobre el soporte dado por la red neuronal subyacente,
entendido como una coleccio´n de fibraciones sucesivas. Para poder abordar este problema,
es necesaria una reformulacio´n de aspectos funcionales del cerebro en te´rminos tensoriales.
Cap´ıtulo 3
Un enfoque computacional en
Reconocimiento
El objetivo del reconocimiento automa´tico (machine recognition) es la deteccio´n, ana´lisis
y clasificacio´n de regularidades relacionadas con objetos y relaciones entre dichos objetos.
Tanto unos como otros, pueden ser locales o globales; se pueden describir de mu´ltiples formas
(lo´gicas, funcionales, estad´ısticas, ico´nicas, p.e.). Por ello, utilizan me´todos y herramientas
procedentes de todas las a´reas de Matema´ticas.
El tratamiento computacional de la informacio´n utiliza asimismo diferentes estructuras de
datos (arrays, listas, tablas, p.e.) sobre los cuales es necesario disen˜ar e implementar algorit-
mos (insercio´n y borrado, p.e.) y procedimientos (clasificacio´n, p.e.). La gestio´n simbo´lica se
lleva a cabo mediante diferentes tipos de grafos (binarios, k-dimensionales, a´rboles ma´s gene-
rales, p.e.) que facilitan los procedimientos de bu´squeda, as´ı como conexiones estructurales
con me´todos matema´ticos para la gestio´n de objetos y de escenas.
Para articular ambos enfoques (matema´tico vs computacional) es necesario utilizar herra-
mientas de Inteligencia Artificial (AI). En una primera aproximacio´n, los Sistemas Expertos
son conjuntos de reglas lo´gicas que facilitan la capacidad de deduccio´n automa´tica a partir
de datos o de predicados sobre dichos datos.
La evaluacio´n de objetos se lleva a cabo inicialmente en te´rminos de operadores lo´gicos,
funcionales o´ estad´ısticos (para incluir condiciones de incertidumbre); cada operador pro-
porciona una particio´n en semiespacios y se les etiqueta como detectores.
Los operadores lo´gicos utilizan diferentes tipos de lo´gica tales como la lo´gica de clases
(resumible en la aparentemente trivial A = A, p.e.), proposicional (si A ⇒ B, p.e.) o´
descriptiva (Si A, entonces B con una probabilidad del 60 % o´ C con una probabilidad
del 40 %, p.e.). Los ma´s dif´ıciles de implementar son los correspondientes a modelos
de lo´gica descriptiva.
Los operadores funcionales ma´s simples devuelven un valor nume´rico f(x) ≤ 0 vs
f(x) ≥ 0 con respecto al valor esperado f(x) = 0 donde f es una funcio´n (a valores en
Z2, Z,Q, R, p.e.) no siempre definida en todo el dominio1. Para acelerar la convergencia
hacia los valores esperados habitualmente utilizan criterios de optimizacio´n basados
t´ıpicamente en distancias definidas sobre el espacio de funciones.
Los operadores estad´ısticos ma´s simples son funciones de densidad de probabilidad;
los criterios de decisio´n ma´s sencillos son de tipo bayesiano que proporcionan una re-
alimentacio´n entre lo que ya sabemos (probabilidades a priori) y la informacio´n que
vamos aprendiendo (probabilidades a posteriori). La utilizacio´n de modelos de infe-
rencia ma´s avanzados sobre espacios no parame´tricos permite extender los operadores
precedentes a situaciones ma´s generales usando lo´gica difusa (fuzzy) o relaciones de
semejanza o proximidad que no pueden ser especificados en un contexto geome´trico o
funcional. Para acelerar la convergencia hacia patrones esperados se utilizan diferentes
criterios de optimizacio´n que extienden la Estimacio´n basada en Ma´xima Verosimilitud
(MLE).
1La indeterminacio´n se puede representar en te´rminos de funciones racionales
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La utilizacio´n de un nu´mero finito k de detectores como los descritos en los items precedentes
da lugar a descriptores, es decir, si pensamos en un detector como si fuera una funcio´n fi,
un descriptor ser´ıa una aplicacio´n con k componentes fi. La variabilidad de los detectores
dependiendo del punto base da lugar a campos; la variacio´n de la informacio´n proporcionada
por dichos detectores da lugar a flujos. De acuerdo con el enfoque presentado en el Cap´ıtulo
2, hay campos escalares (representados localmente por funciones), vectoriales (conjuntos
finitos de campos escalares), covectoriales (duales de los vectoriales) o tensoriales (productos
formales de todos los anteriores), segu´n un orden creciente de complejidad. La clasificacio´n
se lleva a cabo en te´rminos de isomorfismos entre las estructuras superpuestas asociadas a
los diferentes tipos de campos.
Idealmente el soporte para todos los tipos de campos (escalares, co-vectoriales, tensoriales)
que acabamos de describir es una variedad diferenciable M . Las estructuras superpuestas
ma´s simples esta´n dadas por fibrados vectoriales y, en casos “ma´s estructurados” por fibrados
principales; en general, so´lo se tiene una estructura como fibracio´n localmente trivial. En la
pra´ctica, los procedimientos de “suavizado” (minimizacio´n del ruido, generacio´n automa´tica
de PL-estructuras superpuestas, alisamiento a trozos para el soporte y las funciones, etc)
so´lo permiten contar con una PS-estructura para el modelo M que, en el mejor de los casos,
es una variedad.
Algunos problemas dif´ıciles que habitualmente se ignoran consiste en que
Los espacios de “formas” (asociadas a las apariencias) no son metrizables. Para in-
tentar evitar este problema, habitualmente. so´lo se utiliza una realimentacio´n entre
diferentes me´tricas locales; un ejemplo t´ıpico es la realimentacio´n entre las distancias
L1 (para suprimir outliers, p.e.) y L2 (para ajustar de forma ma´s precisa los resulta-
dos).
La informacio´n disponible es incompleta. En este caso, el recurso a procesos estoca´sti-
cos es inconsistente, pues por un lado se ignora habitualmente el modelo diferencial
estructural a perturbar y, por otro, se ignoran la “adyacencia” entre aspectos ba´sicos
(funcionales) de los datos con los que se trabaja. En nuestra aproximacio´n la informa-
cio´n disponible se trata en te´rminos de subespacios k-dimensionales L en un espacio
ambiente N -dimensional (la dimensio´n puede ser infinita), es decir, en te´rminos de
Grassmannianas, Grass(k,N), sobre los cuales se disen˜an diferentes estrategias dife-
renciales (eventualmente estoca´sticas) para identificar la convergencia hacia los valores
de equilibrio de sistemas dina´micos (representados globalmente por fibrados vectoriales
o por fibraciones ma´s generales).
Los argumentos presentados ma´s arriba sugieren un enfoque topolo´gico que sea compatible
con variabilidad en la “forma” (representada por deformaciones de variedades), las propie-
dades de los funcionales definidos sobre objetos (deformaciones de campos definidos sobre
variedades) y las relaciones entre objetos (representadas por morfismos entre estructuras
superpuestas). Lamentablemente, en la literatura no existe un enfoque unificado de estas
caracter´ısticas. Por ello, en este TFG se han utilizado materiales no publicados proceden-
tes del mo´dulo 4 (Reconocimiento) del Curso de Especialista en Visio´n por Computador
(CEViC) redactados por Javier Finat.
3.1. Me´todos topolo´gicos en Reconocimiento.
El Reconocimiento Automa´tico de objetos en Visio´n Computacional debe ser compatible
con “pequen˜as” deformaciones de los objetos y de los funcionales (detectores y, con ma´s
generalidad, descriptores). Asimismo, con diferentes tipos de ruido (so´lo consideramos ruido
blanco, es decir, perturbaciones aleatorias de una sen˜al) e incertidumbre. Por ello, el enfoque
que desarrollamos en esta seccio´n pone e´nfasis en los aspectos estructurales de los modelos
que afectan tanto al soporte (una variedad en el caso ma´s simple), como a los diferentes
tipos de campos (escalares, vectoriales, tensoriales) definidos sobre el soporte.
Para los objetos, las deformaciones afectan a la “forma” o apariencia del objeto y pueden ser
aparentes (asociadas a diferentes localizaciones relativas de la ca´mara con respecto al objeto)
o reales (debido a propiedades de elasticidad o plasticidad de los objetos considerados); por
ello, se dedica una primera subseccio´n a la nocio´n de forma. Para los funcionales generaliza-
dos asociados a flujos de campos las deformaciones ma´s simples se describen en te´rminos de
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familias uniparame´tricas de funciones, campos vectoriales o formas diferenciales, relegando
a un segundo plano el enfoque basado en tensores debido a su mayor complejidad formal.
Las deformaciones aparentes ma´s simples proceden de la interpretacio´n ideal de una ca´mara
como un modelo de proyeccio´n central cuya imagen es un modelo de perspectiva. En este
caso, deformaciones aparentes se estiman en te´rminos de transformaciones afines que se co-
nectan entre s´ı usando transformaciones proyectivas. El problema radica en las herramientas
a utilizar para estimar dichas transformaciones. La utilizacio´n de grupos de transformacio-
nes permite dotar de estructura localmente homoge´nea a la informacio´n estructural que se
va generando sobre el agrupamiento de datos de cara a construir un modelo.
Para formalizar la estrategia de estimacio´n, se adopta un esquema de complejidad creciente
basado en “momentos” centrales de orden superior para los objetos. Los momentos permiten
evaluar la concentracio´n o dispersio´n de los datos en torno a “valores centrales” cuyo soporte
(inicialmente desconocido) puede tener dimensio´n cero (puntos aislados) o´ uno (trozos de
l´ıneas o de curvas); ambos juegan el papel de “organizadores” (en el marco estad´ısticos) o
de “atractores” (en el marco diferencial) para la informacio´n que debe ser ordenada para su
ajuste con respecto a un patro´n (clase de equivalencia con respecto a una relacio´n).
Desde un punto de vista ma´s general, cuando el desplazamiento tiene lugar sobre una PS-
variedad M , el “transporte” de una cantidad multilineal (representada por un tensor) a lo
largo de un camino γi (sobre la escena o sobre el espacio de representacio´n) se representa
mediante una conexio´n af´ın que no requiere ningu´n tipo de me´trica.
3.1.1. Sobre el concepto de “forma”.
La nocio´n de “forma” es elusiva y presenta diferentes descripciones en la literatura de-
pendiendo del contexto topolo´gico, geome´trico o estad´ıstico, entre otros. El contexto ma´s
general es el topolo´gico, pero las clases de equivalencia (mo´dulo homeomorfismo) son dema-
siado generales para ser u´tiles; no obstante, existen ya aproximaciones computacionales a la
construccio´n de homemorfismos locales en te´rminos de la integracio´n de campos vectoriales.
Enfoque lo´gico.
Las caracter´ısticas topolo´gicas ma´s simples son de tipo conjuntista y afectan a propiedades
de igualdad, inclusio´n, complementariedad y las operaciones booleanas ba´sicas (unio´n e
interseccio´n, y sus composiciones). Todas ellas son fa´cilmente implementables en cualquier
tipo de lo´gica, incluyendo la lo´gica difusa (fuzzy). Como sus versiones en lo´gica ba´sica
(tablas de verdad) y lo´gica proposicional de primer orden son bien conocidas, nos limitamos
a comentar el enfoque basado en lo´gica difusa.
Para ello, denotemos mediante F(X) el conjunto de todos los subconjuntos difusos de X,
es decir, m ∈ F(X) si y so´lo si, m : X → [0, 1] (interpretable como una funcio´n de pro-
babilidad). Si mA denota la funcio´n asociada a un subconjunto A tenemos las siguientes
descripciones 2:
Igualdad: A = B ⇔ mA = mB .
Inclusio´n A ⊆ B ⇔ mA ≤ mB .
Complementaridad: mA(x) = 1−mA(x).
Interseccio´n: m(A∩B)(x) = min[mA(x),mB(x)].
Unio´n: m(A∩B)(x) = max[mA(x),mB(x)].
Enfoque topolo´gico.
Las operaciones ba´sicas conjuntistas descritas ma´s arriba permiten caracterizar propiedades
topolo´gicas de objetos. De cara a su implementacio´n computacional es importante evitar el
uso de cuantificadores (existenciales o´ universales), salvo que se disponga de criterios para
su verificacio´n en un nu´mero finito de pasos. El cara´cter discreto del soporte digital para las
2Aparentemente, la primera descripcio´n se debe a Zadeh (1965).
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ima´genes y el disen˜o de procedimientos rapid´ısimos de barrido para toda la imagen permite
evitar ambos problemas3.
A mayores, frecuentemente es necesario contar con operaciones lo´gicas sobre regiones con-
tenidas en cada imagen digital. En este caso, se utilizan operadores morfolo´gicos ba´sicos
(suma o diferencia de Minkowski) para las operaciones booleanas ma´s simples (dilatacio´n o
erosio´n); su composicio´n (cierre vs apertura) permite obtener una primera simplificacio´n de
regiones contenidas en ima´genes que proporciona las regiones rα a analizar como candidatas
a formar parte de objetos bbetaα = ∪α∈Arα.
Sobre esta representacio´n se pueden aplicar los filtros usuales de procesamiento y ana´lisis de
imagen dados localmente por convoluciones (productos tensoriales “pesados”) de funciones
discretas definidas sobre el soporte de la imagen. Estos filtros permiten extraer tanto las
regiones radiome´tricamente homoge´neas (nivel de intensidad “similar” o distribucio´n de
color similar para el caso de texturas) como sus bordes a los que se etiqueta como “siluetas”
sα := ∂rα (borde de rα).
Aproximacio´n estad´ıstica.
El enfoque estad´ıstico ma´s simple utiliza “momentos de orden bajo” para los estimadores de
la forma procedente del enfoque topolo´gico. Estas “cantidades” son el resultado de aplicar
herramientas estad´ısticas ba´sicas (asociadas a histogramas, p.e.) para evaluar la concentra-
cio´n de datos en torno a valores centrales (medias, modas, medianas), direcciones lineales
(eventualmente orientadas) o figuras geome´tricas muy sencillas (correspondientes a curvas
de grado bajo, habitualmente d ≤ 4).
Para una funcio´n continua f(x, y) definida sobre el plano (correspondiente a la funcio´n de
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para p, q = 0, 1, 2, . . . . En particular, para el caso discreto si f es la funcio´n de intensidad







El resultado crucial que muestra el intere´s de los momentos esta´ reflejado en [28].
Proposicio´n 3.1 Si f(x, y) es una funcio´n continua a trozos y con soporte compacto, en-
tonces existen los momentos Mpq de cualquier orden, y la coleccio´n de momentos Mpq esta´
un´ıvocamente determinada por f(x, y). Rec´ıprocamente, la coleccio´n Mpq determina de for-
ma un´ıvoca f(x, y).
Detectando la forma geome´trica.
En la pra´ctica para las regiones rα contenidas en una imagen so´lo se consideran unos pocos
momentos de orden bajo. Frecuentemente, se toman “momentos centrales” correspondientes
a una “traslacio´n” de los momentos descritos en el apartado anterior a un centroide dado por
los momentos de orden cero (x¯, y¯) = (M10M00 ,
M01
M00
) de cada una de las regiones casi-homoge´neas
(viabilidad por debajo de un umbral) segmentadas en la imagen.
Los momentos proporcionan valores nume´ricos asociados a las formas. Por ello, se pueden
reinterpretar como tipos avanzados de detectores de la forma. Adema´s de los momentos
de ordencero descritos ma´s arriba, los momentos de orden 1 (interpretables en te´rminos de
rectas de regresio´n) se pueden interpretar como detectores de orden 1.
Un ejemplo un poco ma´s sofisticado esta´ dado por los momentos de orden 2 que permiten
calcular la elipse que mejor se ajusta a la distribucio´n de los datos (inicialmente dispersos)
asociados a la regio´n. Una primera aproximacio´n regio´n se puede calcular en te´rminos de
una envolvente convexa aproximada (calculable en tiempo real) a la que se ajusta la elipse
3Cuando la imagen es demasiado grande (ima´genes ae´reas, p.e.) o cuando la tasa de captura es superiior
a la de procesamiento (en feno´menos que ocurren a gran velocidad, p.e.) se utiliza muestreo sobre la imagen
o sobre el nu´mero de ima´genes.
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de inercia basada en la POSE (Position, Orientation, Size, Eccentricity) asociada a los
momentos de orden dos.
Este ejemplo se utiliza para representaciones intermedias de objetos articulados complejos
como el cuerpo humano donde la cabeza, el tronco y las componentes de cada extremidad
se representan mediante elipses conectadas entre s´ı. El a´rbol poligonal obtenido conectando
los semiejes mayores de cada elipse proporciona una representacio´n esqueletal que se utiliza
para la simulacio´n de modelos biomeca´nicos para la dina´mica del cuerpo humano.
Desde un punto de vista formal, es importante destacar que la seleccio´n del “orden bajo”
p+q de los momentos seleccionados Mpq corresponde a identificar los valores extremos sobre
la truncacio´n de orden p + q (de la parte sime´trica) del a´lgebra tensorial graduada en x, y.
Esta observacio´n tan simple es clave para la extensio´n al reconocimiento de tareas represen-
tadas por aplicaciones entre espacios de baja dimensio´n. Debido a su mayor complejidad,
no desarrollamos este enfoque.
3.1.2. Descriptores usados en Visio´n Computacional.
En la literatura sobre el tema no se hace una distincio´n clara entre detectores y descriptores.
Esta falta de distincio´n da lugar a una confusio´n entre procedimientos de tipo cualitativo
(deteccio´n)( y cuantitativo (descripcio´n) que es contraria a la metodolog´ıa usada frecuente-
mente en AI en relacio´n con modleos no parame´tricos vs parame´tricos.
Para fijar ideas, detectar la localizacio´n relativa (derecha, izquierda, arriba, abajo) de un
punto con respecto a una curva en el plano resulta relativamente fa´cil (salvo para casos
patolo´gicos como la curva de Peano, p.e.). Basta evaluar el signo de una forma (lineal o no)
en el punto 4. Sin embargo, detectar la localilzacio´n (posicio´n y orientacio´n) exacta tiene un
coste computacional mucho mayor.
Segu´n nuestro enfoque los descriptores son colecciones de campos definidos en cada punto
que son invariantes con respecto a un grupo G de transformaciones:
Los campos escalares esta´n dados por funciones que proporcionan informacio´n puntual
sobre “puntos salientes” (junturas mu´ltiples, ma´ximos de intensidad) para ima´genes
esta´ticas; son las ma´s utilizados actualmente.
Los campos vectoriales permiten una variabilidad en los coeficientes para cada una de
las direcciones de variacio´n (representadas por operadores de la forma ∂/∂xi); permiten
incorporar datos asociados a la cinema´tica correspondiente al movimiento relativo de
una ca´mara en una escena.
Los campos tensoriales son producto de campos escalares, vectoriales y co-vectoriales
(duales de los vectoriales). Permiten evaluar predicados, direcciones de movimiento y
evaluar caracter´ısticas complicadas como las asociadas a una textura (modelable como
una 2-forma) o gestionar propiedades radiome´tricas complicadas como la reflectancia
de una superficie (modelable localmente como una 2-forma diferenciable).
Para fijar ideas, nos centramos en descriptores asociados a los descriptores correspondientes
a los campos escalares ma´s usados en Visio´n Computacional desde comienzos del siglo XXI
son SIFT, SURF, GLOH y HOG. A continuacio´n se describe brevemente cada uno de ellos.
SIFT.
La transformacio´n de la caracter´ıstica invariante por cambio de escala SIFT (Scale-Invariant
Feature Transform), es un algoritmo de deteccio´n de caracter´ısticas en visio´n artificial pa-
ra detectar y describir las caracter´ısticas locales en las ima´genes que son invariantes por
transformaciones de semejanza, es decir, rotaciones, traslaciones y cambios de escala.
Este descriptor de imagen (desarrollado por David Lowe, 1999-2004) permite emparejar“hechos
geometr´ıcos salientes” (junturas mu´ltiples, p.e.) y reconocer configuraciones de puintos in-
variantes por dichas transformaciones. El descriptor SIFT es robusto en relacio´n con las
transformaciones de perspectiva (transformaciones afines que dejan invariante una recta del
infinito) y pequen˜as variaciones de iluminacio´n. Experimentalmente, el descriptor SIFT ha
4Por ello, al nivel ma´s tosco las formas (incluidas las formas diferenciales) se pueden considerar como
detectores.
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demostrado ser muy u´til en la pra´ctica para el reconocimiento pues permite emparejar datos
del modelo del objeto y datos contenidos en la imagen en condiciones reales.
En su formulacio´n original, el descriptor SIFT incluye un me´todo para la deteccio´n de
puntos de intere´s de una imagen en escala de grises. La estrategia ba´sica consiste en agrupar
(usando histogramas) los datos relativos a las direcciones del campo vectorial gradiente ∇Ig
de imagen que representan las normales locales a la curva. Para reforzar el emparejamiento,
es conveniente an˜adir restricciones locales en el proceso de emparejamiento asociadas a la
seleccio´n de una pequen˜a “ventana de bu´squeda” (me´todo “windowing”).
Posteriormente, el descriptor SIFT se ha aplicado a nubes de puntos “semidensas” obte-
niendo resultados estables desde el punto de vista estad´ıstico que incluyen aplicaciones a
tareas como categorizacio´n, clasificacio´n de textura, alineacio´n de la imagen y biometr´ıa. Un
inconveniente de este me´todo radica en la elevada dimensio´n del espacio de para´metros aso-
ciado a SIFT; esta elevada dimensio´n procede de la necesidad de comprobar la invariancia
con respecto a una discretizacio´n de las transformaciones de semejanza utilizadas.
SURF.
El descriptor SURF (Speed-Up Robust Features) fue desarrollado por Hebert Bay como un
detector robustoy un descriptor asociado a configuraciones de puntos de intere´s. El descriptor
SURF guarda cierta similitud con la filosof´ıa del descriptor SIFT, si bien presenta notables
diferencias relacionadas con:
Velocidad de ca´lculo considerablemente superior sin ocasionar perdida del rendimiento.
Mayor robustez ante posibles transformaciones de la imagen.
Estas mejoras se consiguen mediante la reduccio´n de la dimensionalidad y complejidad en
el ca´lculo de los vectores de caracter´ısticas de los puntos de intere´s obtenidos que persisten
en ima´genes sucesivas, siempre y cuando sigan siendo “elementos caracter´ısticos” (junturas
mu´ltiples vs ma´ximos de intensidad, p.e.).
Las diferencias ma´s originales respecto del descriptor SIFT son las siguientes:
La normalizacio´n o longitud de los vectores de caracter´ısticas de los puntos de intere´s
es considerablemente menor; de forma ma´s espec´ıfica, se trata de vectores con una
dimensionalidad igual a 64, lo que supone una reduccio´n de la mitad de la longitud
del descriptor SIFT.
El descriptor SURF utiliza siempre la misma imagen, la original.
Utiliza el determinante de la matriz Hessiana para calcular tanto la posicio´n como la
escala de los puntos de intere´s.
HOG.
El HOG (Histogram of Oriented Gradients) es un descriptor que se utiliza para detectar
objetos en el procesamiento de ima´genes y visio´n por computador. La te´cnica del descriptor
HOG permite detectar y describir localmente la orientacio´n del campo gradiente (normal a
la silueta) o del campo asociado al movimiento. Esta deteccio´n y descripcio´n se realiza sobre
una ventana de deteccio´n de ima´genes o regio´n de intere´s (ROI).
La implementacio´n del algoritmo del descriptor es la siguiente:
1. Se divide la imagen en pequen˜as regiones conectadas llamadas ce´lulas y para cada celda
se calcula un histograma del gradiente para identificar las direcciones u orientaciones
de borde para los p´ıxeles dentro de la ce´lula.
2. Se discretiza cada ce´lula en compartimentos angulares (discretizacio´n del a´ngulo polar
θ) segu´n la orientacio´n local.
3. Los p´ıxeles de cada ce´lula contribuyen al gradiente (mediante un sistema de pesos) de
la coordenada angular correspondiente.
4. Los grupos de ce´lulas adyacentes se consideran como regiones espaciales llamadas
bloques. La agrupacio´n de ce´lulas en un bloque es la base para la agrupacio´n y nor-
malizacio´n de histogramas.
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5. El grupo normalizado del histograma representa el histograma de bloque. El conjunto
de estad´ısticos asociados a estos histogramas de bloques representa el descriptor.
A la vista de la diversidad de datos o dispersio´n que pueden presentar los histogramas, en
la pra´ctica, se agrupan los datos en torno a valores centrales (media, moda, mediana) ma´s
frecuentes (algoritmos de K-medias) y se realiza algu´n tipo de agrupamiento (suavizado vs
escalonado) en torno a dichos valores.
Figura 3.1: Esquema de la implementacio´n del algoritmo.
GLOH.
El descriptor local de GLOH (Gradient Location and Orientation histogram) esta´ disen˜ado
para aumentar la robustez del conocido descriptor SIFT, que atenu´a tanto la apariencia
local como la informacio´n de posicio´n. Similar al descriptor SIFT o al descriptor HOG
incorporando la ventaja de localizacio´n de los elementos ma´s significativos dentro del campo
gradiente (habitualmente normalizado). Tambie´n se basa en evaluar histogramas locales bien
normalizados de las orientaciones de gradiente de imagen en una rejilla densa.
3.1.3. Una interpretacio´n en secuencias de video.
En secuencias de v´ıdeo la percepcio´n ba´sica corresponde a regiones cambiantes con una tasa
de variacio´n diferente dependiendo de la profundidad, la orientacio´n relativa y la posibilidad
de movimiento propio para elementos detectados en la secuencia de v´ıdeo. En ausencia de
una informacio´n bien definida sobre dichas regiones, es conveniente introducir una jerarqu´ıa
con un a´rbol de decisio´n que facilite la aplicabilidad de diferentes criterios de bu´squeda.
Esta jerarq´ıa debe incorporar las diferentes posibilidades para las tasas de variacio´n de
datos mo´viles.
Una primera distincio´n afecta al cara´cter esta´tico o mo´vil de la ca´mara de v´ıdeo con la que
se captura la informacio´n.
Segmentacio´n de video.
En una secuencia de v´ıdeo, el fondo BG (Background) se caracteriza como el conjunto
de regiones sin movimiento para una ca´mara fija, o bien dotadas de movimiento relativoi
inercial en relacio´n con el movimiento propio de la ca´mara (egomotion). El complementario
del fondo es el primer plano FG (Foreground).
La segmentacio´n de v´ıdeo consiste en la descomposicio´n de cada frame de la secuencia en
unio´n de regiones contenidas en el fondo BG (Background) y en el primer plano FG.
Dichas regiones se caracterizan en te´rminos del histograma orientado asociado a la coor-
denada polar correspondiente a los vectores mo´viles detectados que representan pequen˜os
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desplazamientos evaluados entre frames consecutivos. Habitualmente, se toman vectores uni-
tarios, para minimizar las distorsiones debidas a diferente profundidad en la escena; en una
primera aproximacio´n, la profundidad es inversa de la disparidad, es decir, de la diferencia
en la localizacio´n de datos homo´logos en ima´genes alineadas.
Sustraccio´n del fondo.
Para una ca´mara esta´tica y suponiendo que la intensidad de la luz no var´ıa entre dos frames
consecutivos, la sustraccio´n del fondo consiste en calcular la diferencia It(x, y) − It−1(x, y)
entre ima´genes correspondientes a dos instantes consecutivos. La regio´n nula (BG) corres-
ponde al fondo esta´tico, mientras que el soporte de la regio´n no-nula (FG) corresponde a los
objetos mo´viles.
Como la informacio´n correspondiente a los objetos resultantes de esta operacio´n de sustrac-
cio´n pueden estar corrompidos por el ruido o presentar irregularidades en el borde de las
regiones debido a un efecto de emborronamiento (blurr), es conveniente aplicar operadores
morfolo´gicos tales como suma o diferencia de Minkowski, o sus versiones iteradas (cierre y
apertura). De este modo, se obtiene una primera aproximacio´n al desplazamiento de una
silueta mo´vil sα(t) = ∂bα(t) para cada objeto mo´vil bα(t) presente en la escena dotado de
movimiento propio5.
La extraccio´n y el seguimiento de “puntos salientes’ (esquinas en los PL-modelos subyacen-
tes) contenidos en la silueta sα(t) proporcionar una estimacio´n tosca de las caracter´ısticas
cinema´ticas para cada componente del objeto bα(t) eventualmente articulado (como ocurre
con las extremidades de una persona, p.e.). La estimacio´n de las velocidades (resp. acelera-
ciones) en cada punto de control se expresan en te´rminos de las tasas de variacio´n de primer
orden (resp. de segundo orden) para cada uno de los puntos significativos en dos (resp. tres)
frames consecutivos.
De este modo se obtiene una descripcio´n tosca de las caracter´ısticas cinema´ticas asociadas
al movimiento de objetos para una ca´mara mo´vil. Otros procedimientos ma´s avanzados que
permiten relacionar el movimiento de varios puntos pertenecientes al mismo objeto o bien a
objetos relacionados utilizan versiones avanzadas (IEKF) de Filtros de Kalman6.
Segmentacio´n de v´ıdeo para ca´mara mo´vil.
Recordemos que la segmentacio´n de imagen es una descomposicio´n de cada imagen en unio´n
de regiones con caracter´ısticas radiome´tricas similares (mo´dulo un umbral de tolerancia); en
otras palabras, la segmentacio´n de imagen produce como salida un mapa de regiones rα.
Una secuencia de v´ıdeo se puede considerar inicialmente como una coleccio´n finita de frames
o ima´genes consecutivas que representamos mediante It.
Por ello, la estrategia descrita para segmentacio´n de imagen se puede aplicar a cada una de
las ima´genes de una secuencia de v´ıdeo, dando lugar a un mapa de regiones mo´viles rα(t).
Este proceso recibe le nombre de segmentacio´n espacial de una secuencia de v´ıdeo.
La segmentacio´n temporal de v´ıdeo consiste en una descomposicio´n a lo largo de la l´ınea
de tiempo en colecciones de ima´genes que presentan “baja variacio´n” en el histogram de
frecuenciasH(It) de las ima´genes It. La descripcio´n de ‘baja variacio´n” depende del contexto.
En particular, la (des)aparicio´n de regiones mo´viles proporciona modelos a bajo nivel de los
“eventos” detectables que separan minisecuencias con un contenido similar.
A las ima´genes que separan dos minisecuencias de video con contenidos similares se les
llama disparos (shots) y corresponden a los elementos cr´ıticos de una aplicacio´n del espacio
de histogramas de frecuencias sobre el espacio de para´metros cuyas componentes son los
estad´ısticos del histograma. Por ello, admiten un tratamiento en te´rminos de una extensio´n
de la teor´ıa de Morse al ana´lisis del lugar discriminante de una aplicacio´n.
La segmentacio´n espacio-temporal de v´ıdeo consiste en la descomposicio´n de una secuencia
de v´ıdeo en una coleccio´n de regiones mo´viles significativas rα(t) cuyo “enlazado” proporcio-
na una coleccio´n finita de superficies espacio-temporales, identificando los posibles eventos
asociados a (des)aparicio´n de regiones mo´viles (shots). La utilizacio´n de esta segmentacio´n es
5Este procedimiento no permite detectar objetos eventualmente mo´viles que esta´n esta´ticos en instantes
consecutivos.
6Estas cuestiones se tratan con ma´s detalle en el mo´dulo B33 (Ana´lisis del Movimiento) del Curso de
Especialista en Visio´n por Computador (CEViC) de Javier Finat.
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clave para cuestiones de etiquetado automa´tico, as´ı como para la compresio´n y codificacio´n
de v´ıdeo (y los procesos inversos).
Desde el punto de vista del reconocimiento, este ultimo tipo de segmentacio´n es la ma´s
interesante, pues permite centrar la atencio´n en dar respuesta a los eventos significativos
que puedan aparecer en relacio´n con la gestio´n de la informacio´n. Para ello, se requieren
elementos ma´s avanzados de Inteligencia Artificial que permitan relacionar aspectos locales
y globales; en nuestro enfoque dichas relaciones se describen en te´rminos de fibrados (ver
seccio´n 2 de este cap´ıtulo). La parte de Inteligencia Artificial relevante para este problema
se presenta a partir de la seccio´n 3 de este cap´ıtulo.
Actualizando la informacio´n.
Para una ca´mara mo´vil el problema es ma´s complicado de resolver, pues todas regiones
contenidas en la secuencia de v´ıdeo tienen un movimiento aparente, incluso aunque toda
la escena sea esta´tica y lo u´nico que se mueva sea la ca´mara. Adema´s, las caracter´ısticas
del movimiento no esta´n distribuidas de manera homoge´nea en las regiones. De una forma
gene´rica, los objetos situados en la parte perife´rica de las ima´genes It(x, y) de la secuencia
de v´ıdeo tienen una tasa de variacio´n mucho ma´s elevada que los objetos situados en la parte
central de la imagen.
As´ı, p.e. en una escena de conduccio´n en autov´ıa el punto de fuga para un modelo de
perspectiva frontal esta´ aparentemente inmo´vil, mientras que los objetos situados a derecha
o izquierda desaparecen muy ra´pidamente. Ana´logamente, cuando se gira en una calle hacia
la derecha, la tasa de variacio´n de los objetos situados a la derecha es mucho menor que la
de los situados a la izquierda.
Por ello, es necesario descontar el efecto de la profundidad o de la orientacio´n relativa con
respecto al movimiento de la ca´mara. La estrategia de segmentacio´n debe tener en cuenta la
distribucio´n asociada a la cinema´tica relativa asociada a las diferentes regiones mo´viles que
aparecen en la segmentacio´n de v´ıdeo. Para fijar ideas, empezamos con el caso ma´s simple.
Supongamos una ca´mara en movimiento rectil´ıneo a lo largo de una escena urbana simplifica-
da (sin texturas complicadas debidas a vegetacio´n, p.e.). La extraccio´n de elementos lineales
y el alineamiento de mini-segmentos en l´ıneas de perspectiva permite generar de forma au-
toma´tica un mapa de perspectiva. Adema´s de los elementos estructurales 0-dimensionales
de la imagen (puntos de fuga) se tiene un nu´mero reducido de junturas mu´liples (puntos
triples, t´ıpicamente) que son fa´ciles de extraer usando filtros espec´ıficos (filtro de Harris,
p.e.).
La estimacio´n tosca del movimiento, permite poner en correspondencia elementos comunes
contenidos en una vista frontal. Para alinear dos ima´genes consercutivas (muestreadas dentro
de la secuencia de video) basta aplicar una transformacio´n de escala vinculada al movimiento
relativo que permite alinear las dos ima´genes y calcular el desplazamiento relativo de los
elementos homo´logos.
A pesar de su simplicidad, el ejemplo anterior muestra la estrategia a seguir que se basa en
los items siguientes:
1. Realizar una segmentacio´n de la secuencia con dos hilos (threads) en paralelo: temporal
para un hilo, espacial para la otra.
2. Fusionar las dos segmentaciones en una segmentacio´n espacio-temporal.
3. Estimar las caracter´ısticas del movimiento en te´rminos de una transformacio´n r´ıgida
(composicio´n de traslaciones y rotaciones planares) en la escena.
4. Descontar el efecto del movimiento efectuado entre dos instantes consecutivos t− 1 y
t para facilitar el alineamiento entre ima´genes.
5. Calcular las caracter´ısticas cinema´ticas del movimiento para cada una de las regiones
segmentadas rα(t) en te´rminos de diferencias finitas para la localizacio´n de “puntos
salientes” (junturas triples y ma´ximos de intensidad, t´ıpicamente).
6. Propagar las caracter´ısticas cinema´ticas estimadas sobre una representacio´n simplifi-
cada de la escena.
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7. Predecir posibles eventos que puedan alterar la realizacio´n del movimiento planeado.
8. Evaluar posibles incidencias y resolverlas mediante a´rboles de decisio´n.
Este esquema razonable no contiene grandes novedades con respecto a los modelos utilizados
de forma experimental para conduccio´n en autov´ıas monitorizadas y con tra´fico restringido
a finales de los noventa. Sin embargo, lo que se pretende ahora es bastante ma´s ambicioso,
pues se desea aplicarlo a tra´fico real en escenarios urbanos donde la mayor´ıa de los veh´ıculos
no tienen dispositivos artificiales inteligentes. Por ello, es conveniente incorporar efectos
adicionales inesperados, incluyendo el cara´cter imprevisible (incluyendo comportamientos
estu´pidos o irracionales) de conductores humanos.
Este es un objetivo a medio plazo; por ello, la seccio´n siguiente esta´ dedicada a incorporar
modelos “globales” que puedan ser compartidos por diferentes agentes, lo cual requiere
herramientas de pegado tanto para el soporte (una variedad en el caso ma´s favorable, p.e.)
como para las estructuras superpuestas (fibrados vectoriales en el caso ma´s favorable). Como
es lo´gico, el tratamiento de diferentes tipos de acciones se lleva a cabo en te´rminos de campos
sobre variedades. Por ello, el marco para la unificacio´n esta´ dado por el complejos graduados
“fluctuantes” definidos sobre un A´lgebra Tensorial.
3.1.4. Modelo tensorial para aspectos funcionales del ciclo PAC.
En la subseccio´n anterior se ha mostrado como la informacio´n mo´vil detectada correspon-
diente a los objetos del primer plano se puede describir en te´rminos de campos vectoriales
(representados por trayectorias para los puntos de control) o bien en te´rminos de formas
diferenciales (correspondientes a la evaluacio´n de propiedades que representamos mediante
hiperplanos cambiantes como soporte para las formas).
El producto formal de s campos vectoriales y de r formas diferenciales es un tensor de tipo
(r, s). Por ello, la estimacio´n simulta´nea de trayectorias y atributos esta´ dada geome´trica-
mente por un tensor. El uso de tensores es cada vez ma´s comu´n en Visio´n Computacional.
Dos ejemplos t´ıpicos esta´n dados por el tensor de estructura y el tensor de estructura ge-
neralizado a los que dedicamos los dos primeros apartado de esta subseccio´n. Un tensor de
uso comu´n en Reconstruccio´n 3D es el tensor multilineal como extensio´n de las matrices
fundamental o esencial (para dos vistas) o el tensor trilineal (para tres vistas).
El u´ltimo apartado esta´ dedicado al enfoque de Pelionisz [30] en relacio´n con el modelado
funcional del cerebro humano el cua´l comentamos muy brevemente.
Tensor de estructura.
En Matema´ticas y sus aplicaciones a Dina´mica de Fluidos, Robo´tica, Visio´n Computacional
o Informa´tica Gra´fica (los 4 mo´dulos etiquetados como Bi en los apuntes de Javier Finat),
el tensor de estructura esta´ representado localmente por las matrices correspondientes a los
momentos de orden 2 (descritos en la seccio´n 1 de este cap´ıtulo).
En este trabajo hablamos sobre el tensor de estructura en el caso 3D.











donde Ix, Iy, Iz son las derivadas parciales de I y w es algo fijo conocido como funcio´n
ventana.
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donde
S0[p] =




Cuando se evalu´an formas geome´tricas complicadas, pueden aparecer varias direcciones pre-
dominantes, que pueden evolucionar a lo largo del tiempo, pudiendo ser compatibles con
feno´menos de bifurcacio´n o de agrupamiento (como ocurre con feno´menos t´ıpicos de la
Dina´mica de Fluidos, incluyendo escenas de tra´fico).
Este tensor permiten representar las direcciones predominantes (semieje mayor) del elipsoide
de inercia asociado a una funcio´n o, con ma´s generalidad, a una aplicacio´n.
Figura 3.2: Representacio´n elipsoidal 3D del Tensor de estructura.
Tensor de estructura generalizado.
Las posibles deformaciones de los feno´menos observados en las a´reas citadas ma´s arriba pue-
den afectar a los objetos o bien a su comportamiento en relacio´n con otros objetos (modelos
de interaccio´n). Afortunadamente, la matriz jacobiana para la aplicacio´n que representa
dichas acciones proporciona una solucio´n general al problema.
Adema´s, la matriz jacobiana J describe la diferencial del cambio de carta, por lo que faci-
lita un soporte para extender la versio´n local (relativa a un abierto U de trivializacio´n de
una estructura superpuesta) al caso “global” utilizando el solapamiento sobre dos abierts. La
estratificacio´n por el rango de la matriz jacobiana induce una descomposicio´n celular (exten-
diendo la de Morse asociada al campo gradiente) en la que los valores cr´ıticos se reemplazan
por el ana´lisis del lugar discriminantes.
Asimismo, la utilizacio´n de la matriz jacobiana proporciona una representacio´n natural de
procesos de realimentacio´n asociados a la diferencial de la aplicacio´n proyeccio´n pi : E →
B para fibraciones topolo´gicas como las que se presentan en Robo´tica en relacio´n con la
aplicacio´n de transferencia pi : C → W (donde C es el espacio de configuraciones y W es
el espacio de trabajo) o en el disen˜o de Sistemas Expertos para el ciclo Percepcio´n Accio´n,
cuya componente ba´sica es la fibracio´n P → A (donde P es el espacio de percepcio´n y A
es el espacio de accio´n. En ambos casos, la realimentacio´n esta´ dada por el producto de
matrices JJT o´ bien JT · J extendiendo la aproximacio´n cla´sica basada en ∇f2.
La extensio´n de este enfoque a aspectos dina´micos requiere una formulacio´n intr´ınseca de la
diferencial de orden 2 que excede el marco de este TFG.
Modelado funcional del cerebro segu´n Pelionisz.
Pellionisz afirmaba que las sen˜ales del cerebro llevan “informacio´n biolo´gica”, pero que la
definicio´n matema´tica de este te´rmino es inexistente y que adema´s el nu´cleo de la funcio´n
cerebral reside en su representacio´n por un modelo (1983).
Por ello, Pellionisz desarrolla una teor´ıa cerebral representacional conceptual y formalmente
homoge´nea que se basa en la filosof´ıa y la estructura algebraica que considera ma´s adecuada
basada en A´lgebra Tensorial.
El concepto espec´ıfico y el formalismo en la teor´ıa de los campos tensoriales es que la fun-
cio´n cerebral se implementa mediante transformaciones de redes neuronales que representan
objetos f´ısicos por vectores generales multidimensionales duales, sensoriales y de tipo mo-
tor (matema´ticamente, estos son tensores covariantes y contravariantes). La teor´ıa sobre
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tensores se acerca al estructural cerebro-mente o a la entidad funcional desde el punto de
vista de la geometr´ıa funcional multidimensional, utiliza´ndolo para construir una teor´ıa de
representacio´n geome´trica.
Matema´ticamente hablando, la teor´ıa sobre los tensores se basa en el hecho de que la estruc-
tura de la geometr´ıa f´ısica de los organismos determina aquellos sistemas de coordenadas
naturales que son intr´ınsecos a la expresio´n de su funcio´n. En [30] se muestra un esquema
con el ejemplo de los movimientos del cuello a trave´s de contracciones musculares que de-
muestra la posibilidad de aplicacio´n de esta teor´ıa de tensores sobre las funciones del sistema
nervioso central o´ CNS (Central Neuronal System).
Durante mucho tiempo ha sido costumbre representar matema´ticamente las redes neuronales
masivamente paralelas del CNS por matrices que se convierten, desde el enfoque de Pellio-
nisz, en implementaciones concretas espec´ıficas de los operadores de tensores espec´ıficos. La
solucio´n propuesta por Pellionisz (1984) frente a las principales dificultades que plantea una
coordinacio´n/transformacio´n general del sistema (por ejemplo, el sistema motor del cuello)
utiliza la diferencia entre las representaciones covariantes y contravariantes del movimiento
deseado, ambas determinadas por la geometr´ıa muscular. La representacio´n covariante se
puede establecer de forma u´nica proyectando el vector de movimiento sobre cada uno de
los ejes musculares. El problema es encontrar su inversa u´nica, la representacio´n contrava-
riante. En un sistema sobredeterminado el problema no es que esto no exista, sino que hay
un nu´mero infinito de inversas. Pellionisz propone que el CNS elige una solucio´n u´nica, la
inversa de Moore-Penrose7.
En el cap´ıtulo 4 de [30] se muestran ejemplos sobre modelos de redes tensoriales como el
sistema motor del cuello o el sistema visual de los ojos.
En la actualidad, existe un intere´s cada vez mayor en la computacio´n por las redes neuronales.
Por lo tanto, puede plantearse la cuestio´n de co´mo el enfoque tensorial se relaciona con esta
tendencia en desarrollo. En primer lugar, mientras que otros enfoques tienen por objeto
interpretar la funcio´n de las redes neuronales imaginarias que carecen de una estructura
espec´ıfica (caracterizada por un conjunto de interconexiones “todo a todo”), el enfoque
tensor se ocupa de las existentes, no redes neuronales arbitrarias. Adema´s, este enfoque
proporciona medios formales para manejar tanto su estructura como su funcio´n, en te´rminos
de transformacio´n de expresiones vectoriales generales. Tal vez la diferencia ma´s importante
es, sin embargo, que el formalismo tensor define la naturaleza matema´tica intr´ınseca del
ca´lculo, afirmando que los ca´lculos realizados por las redes son transformaciones de vectores
generalizados que se expresan en coordenadas intr´ınsecas. As´ı, en el caso del cerebelo, por
ejemplo, es posible indicar la funcio´n general de circuitos cerebelares espec´ıficos (por ejemplo,
en diferentes especies).
3.2. Una reformulacio´n de Sistemas Expertos.
En este apartado se comentan brevemente los tres tipos de Sistemas Expertos de cara´cter
general que se pueden superponer a las ANN. Estos tres tipos esta´n dados por Algorit-
mos Gene´ticos (GAs), Programacio´n Evolutiva (EP) y Mapas Auto-Organizados (SOM) de
Kohonen. El ma´s potente y universal corresponde a los SOM, adema´s de ser el ma´s pro´ximo
a la formulacio´n en te´rminos de fibrados vectoriales. Por ello, este apartado esta´ centrado so-
bre todo en mostrar algunas aplicaciones ba´sicas de los SOM al problema de Reconocimiento
en ima´genes digitales.
Desarrollos tecnolo´gicos recientes (ANN con decenas o cientos de capas, paralelizacio´n de
datos y procesos, diferentes tipos de neuronas en la red, realizacio´n de procesos en algunas
capas sin esperar a la salida final, etc) proporcionan un soporte para modelos de recono-
cimiento ma´s avanzados que mejoran en un factor superior a cien el rendimiento de los
me´todos de finales del S.XX. Deep Learning proporciona el marco apropiado para todos
estos desarrollos.
Lamentablemente, apenas existen manuales que incorporen una introduccio´n a este tema.
Asimismo, existe una elevada casu´ıstica y una ausencia de modelos estructurales. La propues-
ta que se presenta a continuacio´n proporciona algunos elementos que facilitan el desarrollo
7En a´lgebra lineal, una pseudoinversa A+ de una matriz A es una generalizacio´n de la matriz inversa. El
tipo ma´s conocido de pseudo inversa es la inversa de Moore-Penrose.
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de dichos modelos estructurales que combinan aspectos robustos y adaptativos de forma
simulta´nea. La propuesta se basa en una “traslacio´n” de conceptos ba´sicos de la Teor´ıa de
Fibrados que, a pesar de su cara´cter elemental, no esta´ au´n desarrollada en la literatura.
La aproximacio´n que se propone en este trabajo consiste en realizar un tratamiento de estos
tres tipo de elementos ba´sicos en la que
Los descriptores correspondan a (transformaciones entre) sistemas coordenados locales
para un espacio base B de un fibrado.
Los detectores a la evaluacio´n nume´rica de datos (contenidos en descriptores) como si
fueran las componentes de campos representados localmente por vectores variables.
Los clasificadores correspondan a transformaciones sobre las fibras que “empaque-
tan” los detectores y que se reinterpretan como (clases de) funciones de transicio´n de
fibrados vectoriales asociados.
En las subsecciones siguientes se formalizan los descriptores, detectores y clasificadores en el
contexto de Fibrados Vectoriales. Es importante destacar que todos ellos se pueden definir
tanto sobre el espacio base como sobre el espacio total del fibrado. En el segundo caso y a la
vista del cara´cter localmente trivial del fibrado, supondremos inicialmente que esta´n dados
por un par de elementos (detectores, descriptores, clasificadores) definidos sobre (un abierto
de) la base y la fibra.
3.2.1. Detectores.
El objetivo de un detector es “descodificar” una sen˜al de acuerdo con un patro´n heredado
o aprendido. El ajuste ma´s sencillo con respecto al patro´n corresponde a un procedimiento
de regresio´n lineal con respecto a las “direcciones predominantes” (autovectores asociados
a autovalores de mo´dulo ma´ximo de operadores lineales). El aprendizaje de dicho ajuste se
puede llevar a cabo mediante modelos ela´sticos que facilitan el ajuste de para´metros. Por
ello, el ajuste con respecto a una “forma” o una “tarea” se puede entender como un proceso
definido por campos (escalares, vectoriales, tensoriales) que actu´an sobre un soporte ela´stico.
En el caso ma´s simple, los detectores esta´n asociados a la evaluacio´n nume´rica de datos
correspondientes a funciones fi (discretas, continuas, de probabilidad) definidas sobre un
espacio topolo´gico X de muestras. Es necesario minimizar la diferencia con respecto al
valor esperado o, con ma´s generalidad, con respecto al soporte de la distribucio´n dada por
los campos. Las funciones a evaluar se pueden interpretar como las componentes de una
aplicacio´n F (funcio´n vectorial) que no tienen por que´ estar definidas globalmente (debido a
falta de informacio´n, p.e.). La formulacio´n probabil´ıstica permite incorporar la incertidumbre
relacionados con los datos, su distribucio´n o su evolucio´n.
Por ello, suponemos inicialmente que cada detector ba´sico esta´ dado como una funcio´n real
fi : X → R, aunque su rango pueda ser Z2 (operadores lo´gicos), Z (precisio´n entera),
Q (precisio´n racional) o cualquier dominio de R. Por ello, en te´rminos geome´tricos cada
funcio´n es una seccio´n del fibrado trivial ε1X sobre el espacio muestral X. Una coleccio´n finita
de detectores ba´sicos es una aplicacio´n; su variacio´n espacio-temporal esta´ dado por una
distribucio´n de campos vectoriales o co-vectoriales que se aborda en te´rminos de descriptores
(ver subseccio´n siguiente).
En todos los casos es necesario proporcionar una estimacio´n del error, as´ı como te´rminos que
permitan corregir tanto los falsos positivos (deteccio´n de un objeto como correcto, cuando
es falso) como los falsos negativos (deteccio´n de un objeto como falso, cuando es verdadero).
Estas cuestiones afectan a aspectos ma´s profundos de las redes neuronales artificiales (ANN)
que no se consideran en esta memoria por razones de espacio.
Detectores discretos.
Para los elementos muestreados, los detectores discretos pueden ser de tipo lo´gico o bien
tomar valores aislados en un rango finito de posibles valores. En el primer caso, se aplican
me´todos de la lo´gica de clases para la toma de decisiones en los correspondientes sistemas ex-
pertos. En el segundo caso, adema´s de evaluar el valor nume´rico, se consideran los diferentes
estad´ısticos ba´sicos asociados al histograma de valores obtenidos.
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Los algoritmos t´ıpicos para gestionar la informacio´n relativa a valores aislados extraen in-
formacio´n para hechos muy relevantes (ma´ximos de intensidad en una imagen, p.e.) o bien
proporcionan una evaluacio´n de la concentracio´n en torno a los valores ma´s significativos.
Un ejemplo t´ıpico de los segundos esta´ dado por los algoritmos de K-means, donde “means”
no es necesariamente la media aritme´tica, sino que tambie´n puede referirse a otros valores
“centrales” como la moda o la mediana. La aplicacio´n del me´todo de K-means proporciona
criterios para facilitar un agrupamiento (clustering) en torno a los valores “medios”.
Detectores continuos.
En este caso, se supone que el soporte digital para llevar a cabo el ana´lisis es continuo y se
trata de evaluar propiedades locales (no aisladas). Esta evaluacio´n se realiza para facilitar
una propagacio´n de los valores estimados a los elementos cercanos tales como p´ıxeles en una
imagen, vo´xeles en una representacio´n o trayectorias realizadas por elementos significativos
aislados en una mini-secuencia de v´ıdeo.
Por ello, los detectores continuos afectan sobre todo a propiedades locales de regiones repre-
sentadas por funciones sobre abiertos. Desde el punto de vista topolo´gico desarrollado en el
primer cap´ıtulo son 0-cociclos. Ejemplos t´ıpicos esta´n dados por la funcio´n de intensidad en
la escala de grises Ig, la intensidad de cada uno de los canales utilizados para ima´genes en
color, la profundidad d o la altura h para representaciones tridimensionales, etc.
Funciones de probabilidad.
Las funciones de probabilidad se pueden describir de forma discreta o “continua”. Ejemplos
t´ıpicos de las primeras se describen en el marco bayesiano como una realimentacio´n entre
las probabilidades a priori y a posteriori (Teorema de Bayes) asociadas a una distribucio´n
discreta de datos.
De forma complementaria, las funciones de densidad de probabilidad (pdf ) juegan un papel
fundamental para especificar las relaciones entre nubes de datos densas y las asociadas a
diferentes tipos de muestreo que aparecen en relacio´n con la toma de datos. Para organizar
a bajo nivel la informacio´n relativa a dichas nubes es frecuente utilizar funciones de energ´ıa
R o de entrop´ıa H (medida del desorden) para gestionar la informacio´n (Shannon) asociada
a las configuracio´n de datos.
Detectores mixtos y Optimizacio´n.
En la pra´ctica, para analizar cualquier tipo de soporte digital (ima´genes, secuencias de
v´ıdeo, representaciones volume´tricas esta´ticas o en movimiento) se utilizan todos los tipos de
detectores que se han comentado ma´s arriba. Se puede trabajar con ellos por separado o bien
de forma conjunta. La gestio´n separada se interpreta como una “aplicacio´n” de deteccio´n (con
componentes discretas, continuas, probabilistas) que proporciona los inputs “instanta´neos”
para los descriptores que se abordan en la subseccio´n siguiente.
Cuando se combinan varios detectores en uno solo, es necesario especificar el “peso relativo”
de cada componente, identificando la “importancia relativa” (coordenadas afines genera-
lizadas) de cada componente en relacio´n con una deteccio´n correcta. La seleccio´n de las
“funciones de importancia” puede ser realizada por el disen˜ador del experimento (enfo-
que supervisado) o bien emerger a partir del ana´lisis de datos (enfoque no-supervisado); el
muestreo condicionado a funciones de importancia es un to´pico que empieza a desarrollarse
a finales de los noventa en diferentes suba´reas de Visio´n Computacional. El problema de
optimizacio´n multiobjetivo (asociada a las diferentes componentes) subyacente va ma´s lejos
del alcance de este trabajo.
3.2.2. Descriptores.
Los descriptores correspondan a algu´n tipo de campos (escalares, vectoriales, tensoriales)
definidos localmente sobre un abierto U del espacio base B de una fibracio´n ξ = (E, pi,B, F )
localmente trivial, en la que F puede ser Z2, Z, Q o cualquier dominio de R. El cara´cter
localmente trivial de la fibracio´n ξ sobre U se expresa como pi−1(U) ' U×F . Esta propiedad
permite extender (usando secciones locales) los datos obtenidos sobre el abierto U del espacio
base B (un espacio muestral en las aplicaciones pra´cticas) al espacio total E de ξ.
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Los campos escalares sobre U ⊂ B son esencialmente lo mismo que los detectores, pero
su elevacio´n a E (so´lo definida localmente, es decir, sobre pi−1(U)) extienden la nocio´n de
detector. Esta extensio´n es el ana´logo a la consideracio´n de la energ´ıa potencial de un sistema
como funcio´n sobre un espacio de configuraciones de un sistema o, con ma´s generalidad, sobre
el espacio de las fases cuando se considera su elevacio´n (via la seccio´n nula) al espacio total
del fibrado (co)tangente para dar la componente escalar del funcional de energ´ıa total de un
sistema.
Campos vectoriales como descriptores.
Los campos vectoriales son la extensio´n natural de una coleccio´n finita de campos escala-
res en su forma funcional (es decir, sin evaluar au´n en cada punto). Cada campo Xi se
expresa localmente mediante un operador lineal (sobre el espacio de funciones) dado por∑m
j=1 fij(x1, . . . , xm)∂/∂xj que a cada funcio´n g : U → R le asocia X(g). La condicio´n de
linealidad para cualquier campo X se expresa como
X(af + bg) = aX(f) + bX(g) ∀a, b ∈ R , ∀f, g ∈ Cr(U,R)
Cada campo es integrable de forma individual, aunque el conjunto finito de k campos (dis-
tribucio´n vectorial) debe verificar condiciones adicionales para su integrabilidad (Teorema
de Frobenius). La solucio´n para cada campo Xi se puede interpretar como una “trayectoria”
γi para 1 ≤ j ≤ k. En la pra´ctica, la estimacio´n se lleva a cabo en te´rminos de diferencias
finitas que pueden afectar a coordenadas espaciales (para deformaciones, p.e.), temporales
(para desplazamientos, p.e.) o espacio-temporales (para deformaciones que tienen lugar a lo
largo del tiempo).
Los campos vectoriales permiten representar feno´menos complejos de acoplamiento que
se expresan usando relaciones entre las funciones fij(x1, . . . , xm) dependientes de varias
coordenadas o para´metros para j = 1, . . . , p. En el caso diferenciable se expresan como∑
j fj(x1, . . . , xn)∂/∂xj ; en el caso discreto, hay que reemplazar las derivadas parciales por
diferencias finitas. En las aplicaciones pra´cticas, las fi son funciones de probabilidad y las
distribuciones D de campos son distribuciones de probabilidad (eventualmente generadas
por campos de Markov para incorporar la incertidumbre). En este trabajo, para simplificar
suponemos que los modelos estad´ısticos son “parame´tricos”, es decir, disponemos de un sis-
tema de variables o coordenadas locales (eventualmente variables aleatorias) con respecto a
los cuales representamos los campos.
Como conclusio´n, el efecto conjunto de estos campos se puede interpretar como un “desplaza-
miento simulta´neo” de “cantidades” o bien como una “deformacio´n” que permite relacionar
modelos teo´ricos (enfoque top-down) con los emergentes del pegado de observaciones locales
(enfoque bottom-up). Por ello, su modelado es crucial para cuestiones de Reconocimiento
tanto de objetos como de procesos, incluyendo tareas o acciones realizadas por dispositivos
inteligentes (agentes).
Formas como descriptores.
En ocasiones, es dif´ıcil parametrizar un feno´meno incluso desde el punto de vista local y tan
so´lo podemos inferir propiedades a partir de la evaluacio´n de ciertos funcionales inicialmente
de tipo (multi)lineal. Los funcionales lineales ma´s simples en un espacio cartesiano esta´nm
dados por formas lineales
∑m
i=1 aixi cuya anulacio´n representa un hiperplano Hi; la no
anulacio´n permite representar “de que´ lado esta´” el punto con respecto a la forma que se
evalu´a en dicho punto.
Esta representacio´n con coeficientes constantes se extiende de forma natural al caso de
coeficientes variables dadas por funciones que toman diferentes valores dependiendo del
punto base. En este caso, en cada abierto coordenado U de una variedad M se tiene una
expresio´n local
∑
j fjk(x1, . . . , xm)dxj a la que se llama 1-forma diferencial ωk, donde dxj se
interpreta como una forma lineal sobre el espacio tangente TpM a una variedad M en cada
punto p ∈M . En particular, dxj(∂/∂xi) = δij es la delta de Kronecker. Como consecuencia,
ωk(Xj) =
∑m
k=1 fikgjk. La condicio´n de linealidad para cualquier forma X se expresa como
ω(aXf + bXg) = aω(Xf ) + bω(Xg) ∀a, b ∈ R , ∀Xf , Xg ∈ Γ(U, TU) ,
donde Γ(U, TU) denota el espacio de las secciones del fibrado tangente restringido a U (cam-
pos vectoriales locales). Un ejemplo t´ıpico esta´ dado por la coleccio´n de valores nume´ricos
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asociados a una representacio´n tridimensional del color que var´ıa con respecto a las con-
diciones de iluminacio´n, por ejemplo. Otros ejemplos ma´s sofisticados corresponden a la
evaluacio´n simulta´nea de los valores nume´ricos que presentan las distribuciones de velocida-
des para veh´ıculos mo´viles en una escena de tra´fico, p.e.
Formalmente, las 1-formas ωj son las duales de los campos vectoriales. Por eso a las for-
mas diferenciales tambie´n se les llama covectores. Aunque sean expresiones funcionales,
en cada punto evaluan nume´ricamente el comportamiento de los campos vectoriales para
identificar posible convergencia o no hacia la funcio´n o la distribucio´n objetivo, de acuer-
do con los principios ba´sicos de optimizacio´n. En el caso diferenciable se expresan como∑
j fj(x1, . . . , xn)dxj ; en el caso discreto, hay que reemplazar las diferenciales por diferen-
cias finitas.
Productos formales para el agrupamiento.
Los campos tensoriales esta´n dados por productos formales de r campos vectoriales y de
s formas diferenciales; en otras palabras, al mismo tiempo que se describe la evolucio´n
espacio-temporal de algunos datos, se evalu´an nume´ricamente otros. Al objeto obtenido se
le llama un campo tensorial de tipo (r, s) sobre el espacio muestral X y se le denota mediante
ts,r ∈ T s,r(X).
El conjunto de tensores de cualquier tipo tiene estructura de a´lgebra tensorial a la que se
denota mediante T ∗,∗(X) :=
∑
s,r T
s,r(X). La evolucio´n ts,r de un tensor en un espacio-
tiempo se puede describir en te´rminos de la derivada de Lie LXts,r a lo largo de la curva
integral del campo vectorial X. Una representacio´n ma´s intr´ınseca esta´ dada por la nocio´n
de conexio´n que representa la “diferenciacio´n covariante” definida sobre el a´lgebra tensorial
T ∗,∗(X). Adema´s, se tienen operadores de contraccio´n y de expansio´n T ∗,∗(X) que permiten:
Modificar la distribucio´n de (r + s) dentro del par (s, r); as´ı, p.e. es posible pasar
de una me´trica dada por un tensor de tipo (2, 0), a una forma bilineal (1, 1, o a una
me´trica sobre el espacio dual dada por (0, 2).
Aumentar o disminuir el grado total r + s; un ejemplo cla´sico esta´ dado por la trans-
formacio´n del tensor de Rieman de grado total 4 al tensor de Ricci de grado total 2, de
uso comu´n en Relatividad General o, ma´s recientemente, en aplicaciones a Informa´tica
Gra´fica en relacio´n con la Geometr´ıa Conforme.
Algunos ejemplos en Ingenier´ıa.
La utilizacio´n de tensores o, con ma´s generalidad, campos tensoriales, permite formalizar una
gran cantidad de propiedades observadas en relacio´n con posibles eventos tanto esta´ticos o
dina´micos. Los tensores son de uso comu´n en F´ısica e Ingenier´ıa desde finales del s.XIX. Los
tensores ma´s frecuentes en Ingenier´ıa aparecen en relacio´n con propiedades de la Meca´nica
de Medios Continuos con la Dina´mica de Fluidos como to´pico central.
Tambie´n en relacio´n con la Teor´ıa de la Elasticidad para objetos deformables (tensores de
deformacio´n, de restricciones, de contacto, viscosidad, etc). En este u´ltimo contexto apare-
cen“singularidades” para los tensores correspondientes a feno´menos de dislocacio´n de gran
intere´s para aplicaciones relacionadas con la meca´nica de materiales o, ma´s recientemente,
la Robo´tica.
En Visio´n Computacional aparecen tensores en relacio´n con el procesamiento y ana´lisis
de ima´genes biome´dicas (para modelos no-lineales de propagacio´n sobre medios aniso´tro-
pos, p.e.). Es el elemento clave para la Reconstruccio´n 3D a partir de dos vistas (matrices
fundamental y esencial), tres vistas (tensor trilineal) o mu´ltiples vistas (tensor multilineal).
Asimismo, el tensor de estructura asociado al gradiente de la intensidad en la escala de grises
proporciona el soporte para un enfoque intr´ınseco vinculado a la estimacio´n del movimiento.
Un reto actual es la estimacio´n de las caracter´ısticas cinema´ticas para veh´ıculos en movimien-
to, el seguimiento simulta´neo y la coordinacio´n supervisada en relacio´n con la navegacio´n
automa´tica de flotas de veh´ıculos. Adema´s de la distribucio´n de velocidades o aceleraciones
(cinema´tica propiamente dicha), se evalu´an la variacio´n de las caracter´ısticas radiome´tricas
de los veh´ıculos o de la escena (incluyendo color, textura, iluminacio´n, reflectancia, etc)
que se representan com “formas” o aplicaciones lineales definidas sobre el espacio de la
Radiometr´ıa.
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3.2.3. Clasificadores.
El problema de la clasificacio´n es crucial para la automatizacio´n en los procesos de Recono-
cimiento automa´tico. Afecta al tipo de objetos a clasificar y la construccio´n expl´ıcita de las
clases mo´dulo algu´n tipo de transformaciones; esta cuestio´n se aborda en el primer apartado.
Clasificando objetos y transformaciones.
Los objetos pueden ser continuos (variedades topolo´gicas, p.e.) o discretos (nubes de puntos,
p.e.). Pueden tener un cara´cter denso o discreto. Se les puede asociar una Cr-estructura con
los casos r = 1 (PL-estructuras) y r =∞ (PS-estructuras) como casos extremos.
La Topolog´ıa Algebraica y Diferencial proporciona herramientas para identificar invariantes
y mostrar de forma expl´ıcita posibles deformaciones a visualizar en estructuras superpuestas
(fibrados o fibraciones, p.e.). Para simplificar nos restringimos al caso de fibrados vectoriales.
Las transformaciones permiten agrupar el nu´mero de tipos que pueden aparecer en una lista
ma´s reducida. Dependiendo del cara´cter (discreto vs continuo) de los objetos se tienen dife-
rentes tipos de transformaciones algebraicas vs topolo´gicas que afectan a las configuraciones
de objetos. En el caso cla´sico dichas transformaciones generan un grupo finito (permuta-
ciones, reflexiones, p.e.), de dimensio´n finita (grupos cla´sicos de Lie, p.e.) o de dimensio´n
infinita (subgrupos del grupo de los homeomorfismos).
De cara a las aplicaciones, el problema ma´s complicado consiste en dar criterios efectivos
para estimar las transformaciones. Una estrategia frecuente consiste en linealizar la accio´n
del grupo, convirtiendo dicha accio´n algebraica en una infinitesimal (a´lgebra de Lie), para
resolver el problema.
Clasificando estructuras superpuestas.
La caracterizacio´n de detectores y descriptores dada ma´s arriba como campos escalares o
(co)vectoriales en un fibrado, sugiere desarrollar el problema de clasificacio´n en te´rminos
de clases de fibrados vectoriales ξ sobre una variedad M . Esta cuestio´n afecta al grupo de
transformaciones que actu´an sobre la fibra, al que se llama grupo estructural G del fibrado
ξ.
En el marco diferenciable la clasificacio´n de los fibrados vectoriales (mo´dulo isomorfismo)
sobre una variedad M es equivalente a la clasificacio´n (modulo conjugacio´n) de los sistemas
de funciones de transicio´n gij : Ui ∩ Uj → G para cualquier par i, j ∈ I correspondiente a
dos abiertos Ui, Uj con interseccio´n no vac´ıa; inicialmente G = GL(m,R), pero en realidad
puede ser cualquier grupo (incluyendo grupos discretos o grupos infinito-dimensionales para
deformaciones arbitrarias).
Por ello, las funciones de transicio´n permiten relacionar mediante la accio´n de un elemento de
un grupo G datos comunes de la misma observacio´n desde dos localizaciones diferentes o bajo
condiciones ambientales diferentes. Este enfoque es compatible con el enfoque probabilista
(distribuciones de probabilidad sobre grupos).
Por ello, en la reformulacio´n de Sistemas Expertos que llevamos a cabo en la seccio´n siguiente,
los clasificadores correspondan a las clases (mo´dulo conjugacio´n) de los grupos de transfor-
maciones sobre las fibras generadas por los descriptores. En otras palabras, si partimos de la
extensio´n de un sistema de descriptores si al espacio total E del fibrado (como seccio´n local
si : U → E del fibrado), la accio´n del grupo G sobre el subespacio < s1, . . . , sk > generado
por los descriptores permite relacionar los resultados proporcionados por diferentes sistemas
de deteccio´n y “empaquetarlos” en clases mo´dulo la accio´n de conjugacio´n de un grupo G o´
al menos de un a´lgebra de Lie g := TeG para el caso vectorial
8.
Adema´s y desde un punto de vista global, la clase algebraica resultante para las funciones
de transicio´n es equivalente a la clase (modulo isomorfismos) de la fibracio´n, lo cual permi-
te comparar diferentes estrategias de clasificacio´n. Cuando los fibrados resultantes no son
equivalentes, la comparacio´n se lleva a cabo inicialmente en te´rminos de homomorfismos
entre fibrados (ver ma´s arriba). A cada homomorfismo ϕ : ξ → η entre fibrados se le puede
asociar el nu´cleo Ker(ϕ) y el conu´cleo Coker(ϕ). Estos objetos “codifican” las relaciones
8La aplicacio´n exponencial proporciona un difeomorfismo local g→ G
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de “inclusio´n parcial” o las “diferencias” sobre un espacio de referencia comu´n (“proyeccio´n
no-lineal” en el sentido utilizado por Kohonen en SOM, p.e.) 9.
Fibrados principales para Reconocimiento.
De la misma forma que ocurre en la Teor´ıa Cla´sica de Fibrados, la estructura de la fibra como
espacio vectorial no es imprescindible. En particular, la fibra puede ser un grupo en lugar
de un espacio vectorial, lo cual da lugar a la nocio´n de fibrado principal P = (P, pi,B,G)
sobre un espacio base B en el que se utilizan detectores, descriptores o clasificadores para
resolver problemas de Reconocimiento (entrenamiento y aprendizaje, p.e.).
En este caso, se supone que la transformacio´n entre los PL- o´ PS-modelos asociados a cada
par de vistas pro´ximas esta´ dada por un elemento de un grupo G correspondiente a un grupo
cla´sico o bien a (un subgrupo del) grupo de los difeomorfismos del espacio ambiente.
As´ı p.e., las representaciones de una escena se definen como observables desde diferentes
localizaciones de la ca´mara. En el caso de modelos de perspectiva para la escena, se tienen
diferentes tipos de transformaciones lineales (eucl´ıdeas, afines, proyectivas) dependiendo de
las restricciones sobre la ca´mara y su localizacio´n relativa, en funcio´n del marco estructural
elegido para representar la escena. En este caso, la accio´n del grupo correspondiente sobre
una representacio´n permite dotar de estructura natural de fibrado principal, anticipando
posibles movimientos de ca´mara en funcio´n de las condiciones iniciales para la trayectoria
inicialmente prevista. En particular, las clases de equivalencia (modulo la accio´n de con-
jugacio´n) que representan los clasificadores se construyen como funcionales elegidos por su
capacidad de discriminacio´n.
Reconocimiento en ima´genes segmentadas.
La segmentacio´n de una imagen es la descomposicio´n en unio´n disjunta de objetos to-
polo´gicos bβ definidos como unio´n de regiones rβi correspondientes a primitivas geome´tricas
adyacentes. En presencia de movimiento real o aparente (asociado al movmiento real de la
ca´mara), el problema es bastante ma´s dif´ıcil. En este caso, se adopta una estrategia tosca-fina
(refinamientos sucesivos) procediendo a una loclaizacio´n relativa dentro de ima´genes mues-
treadas, acotando la regio´n (mediante cuadrila´tero, p.e.) y llevando a cabo un seguimiento
de los cuadrila´teros.
El seguimiento de un punto aislado esta´ resuelto desde los an˜os setenta en te´rminos de
variantes de filtros Kalman. Sin embargo, el seguimiento de configuraciones eventualmente
deformables de configuraciones de puntos es un problema au´n abierto. Una simplificacio´n
de este problema es el seguimiento de tria´ngulos o cuadrila´teros de aspecto cambiante.
Un modelo matema´tico pseudo-determinista esta´ dado por el seguimiento de una distribucio´n
D generada por tantos campos vectoriales (eventualmente de Markov) como ve´rtices tenga el
pol´ıgono asociado como envolvente. Si trabajamos en el espacio de tria´ngulos o cuadrila´teros
“generalizados” (que admiten degeneraciones a pol´ıgonos con nu´mero menor de lados), el
problema del seguimiento simulta´neo se reduce a seguir un punto en el espacio generalizado
correspondiente.
Esta descripcio´n se extiende de forma natural a objetos deformables (diferentes tipos de
agentes) o al caso de objetos mo´viles reemplazando las caracter´ısticas geome´tricas iniciales
por caracter´ısticas topolo´gicas o cinema´ticas (incluyendo tasas de variacio´n de primer y
segundo orden para las coordenadas locales o las correspondientes funciones asociadas).
Las descomposiciones cuboidales descritas en el cap´ıtulo 1 de este trabajo proporcionan el
marco natural para una gestio´n jerarquizada de la informacio´n global (resp. local) asociada
a una escena esta´tica. Ana´logamente, las descomposiciones simpliciales corresponden a di-
ferentes agentes locales (personas, animales, etc) que operan en la escena. De este modo, se
introduce un tratamiento por “capas” que facilita los procesos de reconocimiento tanto en
el caso de ima´genes esta´ticas como mo´viles.
9Una descripcio´n ma´s formal y rigurosa se presenta en el cap´ıtulo siguiente, incluyendo consideraciones
sobre su naturaleza cambiante (no tienen por que´ ser fibrados vectoriales, p.e.)
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3.2.4. Una posible extensio´n a reconocimiento en v´ıdeo.
El problema del Reconocimiento para objetos esta´ticos se ha comentado en la subseccio´n
anterior; empezamos recordando algunos hechos ba´sicos en el primer apartado. Aunque au´n
quedan much´ısimos problemas abiertos esta´ razonablemente bien entendido. De una forma
afecta en el fondo a un disen˜o e implementacio´n eficientes de Sistemas Expertos. Actual-
mente, hay una casu´ıstica gigantesca, pero cabe esperar que la adopcio´n de un lenguaje
ma´s potente como el presentado en las subsecciones anteriores para detectores, descriptores,
clasificadores, permita avanzar en la reorganizacio´n de materiales.
La dificultad crece de forma exponencial para secuencias de v´ıdeo. Adema´s, el crecimiento
del volumen de contenidos (en su mayor parte no etiquetados) para secuencias de v´ıdeo
en la red hace realmente dif´ıcil la resolucio´n efectiva de los problemas de Reconocimiento.
Basta pensar que en 2016 un humano para necesitar´ıa 85 an˜os de su vida para etiquetar
los contenidos de las secuencias de v´ıdeo que se suben un d´ıa a la red (sin contar los co-
rrespondientes a las redes sociales). Este simple hecho muestra el intere´s y la necesidad de
avanzar en herramientas para la deteccio´n, descripcio´n, etiquetado, extraccio´n y clasificacio´n
de contenidos, en secuencias de v´ıdeo digital.
Sobre el problema de Reconocimiento.
El problema ma´s dif´ıcil en Visio´n Computacional es el desarrollo de estrategias lo ma´s gene-
rales posibles al reconocimiento del contenido en ima´genes digitales. Los Sistemas Expertos
facilitan criterios para entrenamiento (supervisado o no), etiquetado semi-automa´tico, inde-
xacio´n y clasificacio´n final. Para ello, utilizan diferentes tipos de detectores, descriptores y
clasificadores, con caracter´ısticas “deterministas” o “probabilistas”. El intercambio de infor-
macio´n entre ambos enfoques es fundamental para avanzar en modelos ma´s estructurados.
Existen dificultades en todos los terrenos, pero uno de los mayores es la “ausencia” de una
jerarqu´ıa lo ma´s universal posible para los Sistemas Expertos a implementar. Las jerarqu´ıas
deben afectar no so´lo a los objetos, sino a las tareas realizadas por dichos objetos o los
procesos en los que se ven involucrados. Estas cuestiones afectan sobre todo al contexto, es
decir, a la Sema´ntica del contenido digital de la secuencia de v´ıdeo.
Una digresio´n sobre Sistemas Expertos.
Ba´sicamente, un Sistema Experto es un conjunto de reglas lo´gicas; sin embargo, hay dife-
rentes tipos de lo´gica:
Lo´gica de clases correspondiente a la comparacio´n (estricta o relajada) con un patro´n
bien conocido. Se resume en la sentencia aparentemente tautolo´gica A = A, que no es
tan trivial como parece, pues cuando hay pequen˜as diferencias el sistema debe facilitar
el mo´delo ma´s cercano. Un ejemplo t´ıpico esta´ dado por la complecio´n de una palabra
en la pantalla de un dispositivo mo´vil, p.e.
Lo´gica proposicional en te´rminos del sistema de tablas de verdad para los razonamien-
tos ma´s simples en la lo´gica de primer y de segundo orden. Un ejemplo t´ıpico esta´ dadp
por Si A, entonces B que expresamos simbo´licamente como A⇒ B, de uso comu´n en
la “demostracio´n automa´tica de teoremas”.
Lo´gica descriptiva en la que se utilizan criterios de tipo probabilista (lo´gica difusa, p.e.)
para la toma de decisiones. Un ejemplo t´ıpico esta´ dado por Si A entonces B con una
problabilidad de un 40 % o bien B con una probabilidad dle 60 %. La distribucio´n de
probabilidades puede verse alterada por la acumulacio´n de informacio´n que se formaliza
usando criterios de ma´xima verosimilitud para esquemas de razonamiento de tipo
bayesiano.
En las aplicaciones pra´cticas y, por consiguiente, en su implementacio´n computacional, se
pueden presentar varios de estos tipos de lo´gica de forma simulta´nea. En este caso, es
necesario, asignar “pesos diferentes” a cada componente que pueden verse modificados en
funcio´n de eventos. El desarrollo de Sistemas Expertos Mixtos para la navegacio´n automa´tica
de veh´ıculos en escenas de tra´fico urbano.
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Segmentacio´n de v´ıdeo.
En una primera aproximacio´n, un v´ıdeo digital es una coleccio´n finita de ima´genes digitales.
Por ello, el procesamiento y ana´lisis de una secuencia de v´ıdeo se puede llevar a cabo ini-
cialmente de forma secuencial; es decir, analizando cada frame por separado. En fases ma´s
avanzadas, aparecen feno´menos de entrelazamiento, persistencia de contenidos fa´cilmente
detectables que se pueden “empaquetar” y feno´menos de propagacio´n que simplifican el
ana´lisis del contenido.
En el caso esta´tico (ima´genes aisladas procedentes eventualmente de una secuencia de v´ıdeo)
es importante minimizar efectos de sobre-determinacio´n , lo cual conlleva la resolucio´n de
problemas de optimizacio´n geome´trica. Este ana´lisis se extiende de forma natural a opti-
mizacio´n cinema´tica para ima´genes en movimiento utilizando el flujo de imagen asociado a
las diferentes regiones mo´viles con movimiento inercial (caracter´ıstico de la ca´mara) o bien
propio (de los objetos en la escena). Los casos ma´s “simples” corresponden a ca´mara fija y
objetos mo´viles (CFOM) o bien ca´mara mo´vil y objetos fijos (CMOF) en la escena.
Habitualmente, se supone que es imposible describir todos los elementos que pueden aparecer
en ima´genes digitales. Por ello, una estrategia ba´sica consiste en tratar de detectar si existen
objetos correspondientes a una lista creciente de patrones; actualmente, dependiendo del
sistema, la lista es de varios cientos o unos pocos miles de objetos. Un objetivo a medio
plazo consiste en desarrollar criterios de Optimizacio´n (Geome´trica y Cinema´tica) asociados
a restricciones ba´sicas para los tipos de operadores ma´s simples utilizados en Reconocimiento.
Un problema bastante ma´s dif´ıcil es la extraccio´n del contenido en mini-secuencias de v´ıdeo.
Esta cuestio´n afecta no so´lo al tratamiento individualizado del contenido extra´ıble en ca-
da frame, sino al seguimiento de algunos de ellos a lo largo de la secuencia, tratando de
identificar los procesos que les afectan, las acciones que llevan a cabo y las interacciones
con otrs agentes que se puedan presentar. Para abordar estos problemas es imprescindible
desarrollar te´cnicas bastante ma´s avanzadas que se esbozan en las dos secciones siguientes
de este cap´ıtulo.
3.3. Desde SOM a Deep Learning.
En esta seccio´n se presentan algunas de las redes neuronales ma´s relevantes para le problema
del reconocimiento de la forma cuyos fundamentos teo´ricos se han presentado ma´s arriba.
3.3.1. Redes neuronales convolucionales.
En 1998, Yann LeCun y sus colaboradores desarrollaron un reconocedor muy eficiente para
d´ıgitos manuscritos llamados LeNet. Es un modelo de capas organizado segu´n un modelos
de realimentacio´n sobre una red con muchas capas ocultas. Cada capa contiene mapas de
unidades replicadas, dispone de una puesta en comu´n para las salidas de unidades replicadas,
una amplia red que puede enfrentarse a varios “caracteres” de forma simulta´nea aunque se
solapen y una forma inteligente de formacio´n de un sistema completo, no so´lo un reconocedor.
Ma´s tarde se formalizo´ bajo el nombre de Redes Neuronales Convolucionales (CNNs).
Las CNNs son muy diferentes de la mayor´ıa de las dema´s redes. Siguen principios muy
similares a los utilizados en procesamiento de ima´genes digitales, pero puede tambie´n usarse
para otros tipos de entrada como audio. Un caso t´ıpico de uso para un entrenamiento
supervisado de CNNs consiste en introducir ima´genes (inicialmente etiquetadas de forma
manual) para que la red clasifique los datos.
Una estrategia ba´sica por capa.
Las CNNs empiezan con un escaneo de entrada que no esta´ disen˜ada para analizar todos
los datos del entrenamiento a la vez. Por ejemplo, para introducir una imagen de 100 x 100
p´ıxeles, no es necesaria una capa con 10.000 nodos. En lugar de ello, se crea una ma´scara
para la capa de entrada de taman˜o 10 × 10 que es alimentada por los primeros 10 × 10
p´ıxeles de la imagen. A continuacio´n, se traslada la mascara formada por los 10× 10 p´ıxeles
siguientes segu´n un procedimiento de barrido por bloques hasta completar la primera banda.
Una vez terminada, se comienza por la siguiente.
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De este modo, la “ma´scara pesada” (habitualmente cuadrada) proporciona el “nu´cleo” del
operador que funciona como un mecanismo de activacio´n o de modificacio´n de la sen˜al origi-
nal. Dependiendo de los valores nume´ricos que aparecen en la ma´scara se pueden conseguir
efectos de realzado o de suavizado, o bien una combinacio´n de ambos.
Conectando capas sucesivas.
La entrada de datos se alimenta a trave´s de capas convolucionales sucesivas en lugar de
sobre una capa aisalda, donde no todos los nodos esta´n conectados a todos los nodos. Cada
nodo so´lo esta´ conectado inicialmente a ce´lulas vecinas cercanas. De este modo, es posible
desarrollar modelos de activacio´n locales con objeto de evaluar posibles correlaciones que
tengan en cuenta la estructura planar (en fases ma´s avanzadas, espacial para redes 3D o´
espacio-temporal para redes 2D+1d como las vinculadas a v´ıdeo digital, p.e.).
Las capas convolucionales tambie´n tienden a disminuir el taman˜o de la ma´scara con la
profundidad; para ello, se utilizan factores fa´cilmente divisibles de la entrada inicial. Este
procedimiento recibe el nombre de “abstraccio´n piramidal” y es de uso comu´n en Visio´n
Computacional; dos casos t´ıpicos esta´n relacionados con pira´mides gaussianas o pira´mides
laplacianas para procesos de suavizado o de realzado.
Agrupamiento y muestreo.
Adema´s de estas capas convolucionales, a menudo tambie´n cuentan con procedimientos de
agrupamiento o de muestreo por capas. La capa de muestreo filtra los datos utilizando alguna
funcio´n definida sobre la ma´scara para procesos de agrupamiento; un ejemplo t´ıpico utiliza
criterios de maximizacio´n; as´ı, p.e. para una ma´scara de taman˜o 2 × 2 p´ıxeles, se toma el
p´ıxel que presenta un mayor valor para la funcio´n de intensidad que se esta´ considerando.
Otras funciones de uso comu´n que no dan lugar a las discontinuidades asociadas a tomar
el ma´ximo de los valores que aparecen en cada celda tras la aplicacio´n de la ma´scara esta´n
dadas por la funcio´n tanh(x) (o ma´s bien su mo´dulo) y por la sigmoide σ(x) := (1 + e−x)−1.
Invariancia.
Es conveniente que el entrenamiento de una CNN sea invariante con respecto a las trans-
formaciones geome´tricas o´ radiome´tricas (condiciones de iluminacio´n, p.e.). Las transfor-
maciones geome´tricas ma´s simples son las del grupo de semejanza: traslaciones,rotaciones,
escala. Para ello, se introducen “vectores de hechos” asociados a descriptores de acuerdo con
las ideas ba´sicas presentadas en la primera seccio´n o su reformulacio´n (como secciones de
fibrados) en la segunda seccio´n.
Para formalizar esta idea, se utilizan transformaciones entre referencias dentro del espacio
de “hechos” que deben reformularse en te´rminos de transformaciones a describir sobre la
capa. Un ejemplo t´ıpico muy simple esta´ asociado a las transformaciones tipo compa´s para
detectar la direccio´n predominante (mayor crecimiento de la derivada direccional discreta) de
un segmento. Este procedimiento se puede aplicar asimismo en relacio´n con los histogramas
de gradientes orientados (HOG) de intere´s para estimar las direcciones predominantes de
movimiento para cada una de las regiones mo´viles (con movimiento real o aparente) en una
secuencia de v´ıdeo.
3.3.2. Incorporando la topolog´ıa a las CNN.
Escalas y formas.
La seleccio´n del taman˜o de la ma´scara para la convolucio´n condiciona los resultados a obte-
ner. Frecuentemente, se adopta una estrategia de tipo piramidal partiendo de una plantilla
de elevado taman˜o que se subdivide progresivamente dependiendo del hallazgo o no de la
informacio´n buscada o bien del grado de precisio´n requerido.
Dos estrategias t´ıpicas procedentes del enfoque piramidal en Visio´n Computacional con-
sideran pira´mides gaussianas o laplacianas para el suavizado o el realzado de las posibles
discontinuidades que puedan aparecer. As´ı, p.e. si se parte de una plantilla de taman˜o 16×16,
la subdivisio´n en 4 partes da lugar a 4 plantillas de taman˜o 4× 4 que a su vez se subdividen
en 4 plantillas de taman˜o 2×2. De este modo, se obtiene un mapa con tres niveles de profun-
didad en el que la mayor parte de las ce´lulas pueden ser etiquetadas como vac´ıas E (empty)
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debido a la no-presencia de los elementos buscados. De hecho, el proceso de subdivisio´n so´lo
se continu´a para las ce´lulas marcadas como llenas F (full).
Las sub-ce´lulas llenas pueden ser adyacentes o bien estar desconectadas entre s´ı (a distancia
superior a un umbral).
Revisitando relaciones entre componentes.
La traslacio´n de la plantilla asociada a una red convolucional permite detectar elementos
en cada super-ce´lula a enlazar con los correspondientes a otras superce´lulas. Una vez detec-
tados y enlazados, se enlazan para detectar regiones o hechos significativos de acuerdo con
caracter´ısticas globales o locales de la forma a localizar y estimar.
El enlazado de regiones con caracter´ısticas similares se realiza mediante aristas de un grafo
de acuerdo con criterios de adyacencia. Estas aristas representan posible interacciones entre
los agentes representados por las regiones con caracter´ısticas similares. Como la localizacio´n
de los diferentes agentes puede cambiar (t´ıpico en escenas de tra´fico, p.e.) se tiene una
representacio´n dada por multicaminos (ver Cap´ıtulo 1).
Las componentes pueden presentar caracter´ısticas similares y pertenecer al mismo objeto
(discontinuidades debidas a oclusiones parciales, p.e.) o, por el contrario, presentar carac-
ter´ısticas diferentes en te´rminos de propiedades geome´tricas (profundidad o´ aspecto, pe.) o
radiome´tricas (intensidad en grises, color, reflectancia, p.e.).
En cualquier caso, pueden estar separadas por obsta´culos (fijos o mo´viles) que dan lugar
a que algunos caminos cerrados no sean contractibles a un punto. Este hecho da lugar a
representaciones topolo´gicas equivalentes a la suma conexa de #gT2 de g toros T2 = S1×S1
utilizada en cuestiones de Planificacio´n de Movimientos para Robots descritas por Latombe
(1991).
Operadores y restricciones.
De acuerdo con la descripcio´n de los Sistemas Multiagente presentada ma´s arriba, los as-
pectos topolo´gicos de MAS a formalizar desde el punto de vista topolo´gico conciernen a
Objetivos del sistema para llevar a cabo las tareas. Se pueden representar como dados
por una variedad topolo´gica que representa la anulacio´n de las funciones objetivo.
Planes asociados a la utilizacio´n de una biblioteca de planes para gestionar eventos y
alcanzar los objetivos. Esta biblioteca representa posibles me´todos que se visualizan
como trayectorias. Cada plan o estrategia se visualiza como un camino. La compe-
tencia entre caminos (de cara a posible optimizacio´n) se visualiza en un espacio de
multicaminos introducido en el primer cap´ıtulo.
Eventos que aparecen al procesar y actualizar las “creencias” de acuerdo con las ac-
ciones a llevar a cabo por los diferentes agents. Los eventos se describen como “dis-
continuidades” del sistema o de su evolucio´n temporal.
En presencia de k agentes a1, . . . ak operando de forma independiente en el espacio, pode-
mos representar dicha accio´n como un multicamino correspondiente a colecciones finitas de
caminos (eventualmente cerrados). Su gestio´n utiliza un espacio topolo´gico X con k puntos
base b1, . . . bk (representing the reduction of agents to points). Los invariantes topolo´gicos se
describen por el grupo fundamental pi1(X; b1, . . . bk), que es la extensio´n obvia del grupo fun-
damental ordinario pi(X;x) de lazos correspondientes a las clases de homotop´ıa de caminos
cerrados. La primera dificultad a resolver esta´ relacionada con la descripcio´n de todas las po-
sibles configuraciones de (el complementario de) k puntos mo´viles (agentes) a1(t), . . . ak(t).
La dificultad procede de que algunos de ellos pueden presentar comportamientos correlacio-
nados o incluso solaparse.
3.3.3. Memoria y aprendizaje.
Buena parte de los mamı´feros superiores tienen un memoria a corto y a largo plazo. La
primera tiene un cara´cter ef´ımero (duracio´n de pocos segundos), mientras que la segun-
da presenta caracteres “irreversibles” en el horizonte temporal. Para consolidar el cara´cter
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irreversible se desarrollan mecanismos de reforzamiento. Adema´s, existen memorias de tipo
asociativo que pueden funcionar indistintamente para las memorias a corto y largo plazo.
Las Redes Neuronales Recurrentes (RNN) permiten incorporar procesos que tienen lugar
a lo largo del tiempo, mediante una realimentacio´n asociada a mecanismos de propagacio´n
hacia adelante y hacia atra´s. Por ello, se esta´n convirtiendo en una de las herramientas ma´s
potentes para el modelado espacio-temporal. Desde el punto de vista computacional, ello
requiere una gestio´n ma´s eficiente de diferentes tipos de memoria que puedan proporcionar
mecanismos de reforzamiento, no so´lo sobre elementos aislados (modelables como trayecto-
rias eventualmente discretas), sino sobre co´mo evoluciona su distribucio´n espacial a lo largo
del tiempo.
Por falta de espacio y por coherencia con el resto de materiales, en este trabajo no se
desarrollan las RNN (Recurrent Neural Networks). Sin embargo, a la vista de su utilidad
en procesos temporales es conveniente tenerlas presente como una posible extensio´n de los
contenidos presentados en este TFG.
Empezamos recordando algunos aspectos ba´sicos de las memorias a corto y largo plazo.
Memoria a corto plazo.
Requiere un nu´mero bajo de items correspondientes a eventos que, habitualmente, no esta´n
correlacionados. Por ello, a menudo siguen comportamientos reactivos que afectan so´lo a
partes aisladas de la red neuronal. Un t´ıpico ejemplo esta´ dado por la concatenacio´n de
letras para formar una palabra que no tiene por que´ tener un significado, como p.e. una
clave de acceso temporal a un sistema.
Es de utilidad para un etiquetado, pero una vez realizado el proceso no se retiene en memoria.
Se puede modelar como un feno´meno disipativo o como un feno´meno en el que no hay
realimentacio´n de ningu´n tipo.
Memoria a largo plazo.
Requiere la formacio´n de una representacio´n (procedente del procesamiento y ana´lisis como
la informacio´n acu´stica o visual p.e.), almacenamiento con restricciones estrictas (de tipo
me´trico, p.e.) o ma´s relajadas (de tipo af´ın o asociada a deformaciones ma´s generales, p.e.)
y reutilizacio´n (en funcio´n del contexto).
Mecanismos de aprendizaje.
Algunos de los ma´s frecuentes esta´n dados por reforzamiento o, a un nivel superior (de
tipo sema´ntico) por memorias asociativas. Para verificar si el proceso de aprendizaje esta´
dando los resultados esperados, es necesario que el sujeto del aprendizaje responda de forma
positiva con respecto a los est´ımulos favorables e ignore los desfavorables.
Una reformulacio´n en RNN.
Hochreiter y Schmidhuber (1997) resolvieron el problema de conseguir un RNN (Recurrent
Neural Network) para memoria a largo plazo mediante la construccio´n de lo que se conoce
como Long Short-Term Memory (LSTMs). Las redes LSTM tratan de combatir el proble-
ma de anulacio´n (o de explosio´n, como inversa) del gradiente mediante la introduccio´n de
“puertas” y una ce´lula de memoria definidos expl´ıcitamente.
La ce´lula de memoria almacena los valores anteriores y se aferra al actual salvo que una
“puerta a olvidar” mande a la ce´lula olvidar esos valores. LSTMs tambie´n tienen una “puerta
de entrada” que an˜ade datos nuevos a la ce´lula y una “puerta de salida” que decide Cua´ndo
pasar a lo largo de los vectores de la ce´lula al siguiente estado de oculto. En te´rminos
diferenciales, juegan un papel similar a un ma´ximo vs un mı´nimo local para un funcional o
bien un repulsor vs un atractor de uso comu´n en Sistemas Dina´micos.
LSTMs simplemente an˜ade una capa de la ce´lula para asegurarse de que la transferencia
de informacio´n (mediante iteracio´n) desde un estado oculto al siguiente es “razonablemente
alta” (por encima de un umbral u0). Dicho de otro modo, queremos recordar estados o
propiedades de iteraciones anteriores a lo largo del tiempo que sea necesario; las ce´lulas de
LSTMs proporcionan un soporte para que esto suceda. LSTMs han demostrado ser capaces
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de aprender secuencias complejas, como escribir al estilo de Shakespeare o componer mu´sica
primitiva.
3.3.4. ¿Que´ red elegir?.
A la vista de la enorme diversidad de ANN, la eleccio´n de la red ma´s apropiada es un
problema no-trivial. Formalmente, una red esta´ compuesta por un nu´mero finito de capas,
cada uno con un elevado nu´mero de nodos encargados del procesamiento. Las neuronas se
representan como variables de estado que, a su vez, se expresan como combinaciones lineales
“pesadas” de variables input y otras variables output pro´ximas, dependiendo de la funcio´n
de activacio´n (tipo umbral o sigmoide, p.e.) y del tipo de conexividad, sobre todo.
Una primera taxonomı´a.
Dos criterios iniciales para clasificar ANN utilizan el tipo de activacio´n o bien el tipo de
conexividad. En relacio´n con el tipo de activacio´n podemos distinguir entre
Redes deterministas dadas por una funcio´n a valores reales mono´tona creciente, habi-
tualmente, como p.e. el Perceptro´n inicial y la red binaria de Hopfield. Las extensiones
a Perceptro´n multicapa (con la funcio´n sigmoidal que da lugar a una distribucio´n
log´ıstica) y las redes continuas de Hopfield (ver ma´s abajo) son algunas de las ma´s
utilizadas a lo largo de los ochenta y noventa.
Redes estoca´sticas con activacio´n asociada a funciones de densidad de probabilidad
(pdf). La variante estoca´stica de estas redes y de redes de Hopfield se etiqueta como
redes de Boltzmann y ha sido de uso creciente desde mediados de los noventa.
En relacio´n con el tipo de conexividad podemos distinguir entre
Redes de retro-alimentacio´n (feedforward); En este caso todas las conexiones son uni-
direccionales tal y como ocurre en el Perceptro´n Multicapa, no existiendo conexiones
entre las neuronas de la misma capa. Proporcionan un modelo universal [Hor89] 10.
Sin embargo, presentan un cara´cter muy esta´tico en relacio´n con las necesidades de
ra´pida adaptacio´n para un nu´mero creciente de aplicaciones
Redes Recurrentes Neuronales (RNN): En este caso, puede haber conexiones dentro de
la misma capa, lo cual da lugar a que el estado cambie a medida que pasa el tiempo.
Fueron introducidas asimismo por Hopfield (1982, 1984) y permiten abordar problemas
complicados de optimizacio´n combinatoria y NP-completos que otras redes cla´sicas no
pueden abordar.
Debido precisamente a su mayor flexibilidad, las Redes Recurrentes (RNN) de unidades no
lineales son generalmente muy dif´ıciles de analizar. Puede comportarse de diferentes maneras:
converger a un estado estable, oscilar o seguir trayectorias cao´ticas que no se puede predecir
el momento en el futuro.
Redes de Hopfield.
Son significativas tanto para el tipo de activacio´n como el tipo de conexividad. En las rede
de Hopfield (HN) cada neurona de una capa esta´ conectada a cualquier otra neurona de la
capa siguiente. Esta arquitectura da lugar a una elevad´ısima complejidad del soporte f´ısico.
Las redes se entrenan de acuerdo con el valor que toman las funciones en las neuronas con
respecto al patro´n deseado una vez que los pesos se pueden calcular invirtiendo las matrices
correspondientes. Una vez calculado el peso, dicho valor permanece inalterado despue´s del
entrenamiento. Una vez entrenadas las redes para uno o varios patrones, la red se orienta
siempre a uno de los patrones aprendidos porque la red es solamente estable en esos Estados.
Las redes de Hopfield juegan otro papel en relacio´n con la memoria. En lugar de utilizar
la red para almacenar recuerdos, se pueden utilizar para construir interpretaciones de en-
trada sensorial. La entrada esta´ representada por las unidades accesibles, la interpretacio´n
esta´ representada por los estados de las unidades ocultas, y el desajuste con respecto a
la interpretacio´n esta´ representada por la energ´ıa. Esta observacio´n las hace especialmente
indicadas en relacio´n con to´picos de la Teor´ıa Cla´sica de Morse presentada ma´s arriba.
10K.Hornik, M.Stinchcombe and H.White: “Multilayer Feedforward Networks are Universal Approxima-
tors”, Neural Networks, 2., 359-366, 1989.
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Redes de Boltzmann.
Lamentablemente, la red de Hopfield tiene muchas limitaciones debido a una escasa capa-
cidad. Una red de N unidades de Hopfield so´lo puede memorizar patrones 0.15N debido a
los llamados falsos mı´nimos en funcio´n de su energ´ıa. En este contexto se puede aplicar el
me´todo del descenso del gradiente ma´s ra´pido que es fa´cilmente discretizable.
Sin embargo y como es habitual en este tipo de me´todos se puede caer en “falsos mı´nimos”.
La idea es la siguiente: Como la funcio´n de energ´ıa es continua en el espacio de sus pesos,
si dos mı´nimos locales esta´n muy cercanos, se puede “caer” en uno que es so´lo un mı´nimo
local que no corresponde a ninguna muestra o´ patro´n utilizado en el entrenamiento, al
tiempo que se olvida de las dos muestras introducidas para memorizar. Este feno´meno limita
significativamente el nu´mero de muestras que puede aprender una red de Hopfield.
Este problema se resuelve mediante una perturbacio´n estoca´stica en las ma´quinas de Boltz-
mann, inicialmente motivado por el problema del viajante. Como es bien sabido, se trata de
un problema con dificultad NP para el que se han desarrollado diferentes estrategias de tipo
heur´ıstico (incorporando hipo´tesis ad hoc) o bien de tipo estoca´stico (redes de Boltzmann
propiamente dichas).
Las primeras dan lugar a una casu´ıstica sin resultados estructurales, mientras que las segun-
das requieren una potencia de ca´lculo formidable que hace muy dif´ıcil su entrenamiento en
tiempo razonable. Cabe esperar que la aplicacio´n de herramientas tipo DeepLearning permi-
ta avanzar en este problema, pero ello requiere desarrollar herramientas para el aprendizaje
de los “flujos entre cantidades” completamente generales (representados en nuestro caso por
tensores). Estas construcciones se abordan en la u´ltima seccio´n.
Redes no-lineales.
Los desarrollos presentados en los dos cap´ıtulos anteriores sugieren aproximaciones basadas
en extensiones no-lineales de los me´todos desarrollados para las primeras ANN. Ba´sicamente,
hay dos aproximaciones:
Redes Neuronales Semi-lineales que utilizan sumas pesadas de estados y variables
input como argumentos de las funciones de activacio´n. Se han utilizado para modelar
procesos biolo´gicos sencillos. En el contexto de los fibrados vectoriales presentados en
la seccio´n §2,3 corresponder´ıan a funciones elementales definidas sobre el espacio total
E de un fibrado vectorial ξ = (E, pi,B, F ).
Redes Neuronales de orden superior que utilizan funciones no-lineales para la activa-
cio´n. Permiten acelerar de forma espectacular la tasa de convergencia dependiendo de
las funciones elegidas y proporcionan un enfoque adaptativo a feno´menos cambiantes
que otras redes no ofrecen. Por ello, cabe esperar que la adaptacio´n de las herramientas
de Deep Learning a esta estrategia proporcione resultados mucho ma´s eficientes.
3.4. Flujos tensoriales en Variedades y TensorFlow en
ANN.
El marco de los tensores sobre variedades es bien conocido en Matema´ticas, pero su utiliza-
cio´n en Inteligencia Artificial es au´n muy limitada. En las subsecciones siguientes se esbozan
los pasos a dar para facilitar las conexiones entre el marco diferencial del Ca´lculo Tensorial
sobre Variedades y el marco computacional dado por TensorFlow en relacio´n con Redes
Neuronales Artificiales.
3.4.1. Ca´lculo Tensorial en el marco suave.
Recordemos que dado un espacio vectorial V , un tensor de tipo (s, r) sobre V esta´ dado por
una forma multilineal, es decir, se expresa en te´rminos de combinaciones lineales de la forma∑
I,J
aIJϕI ⊗ vJ = ai1...isj1...jr (ϕi1 ⊗ . . .⊗ ϕis)⊗ vj1 ⊗ . . .⊗ vjr
producto tensorial de s covectores ϕi : V → R para 1 ≤ i ≤ s) y r vectores vj ∈ V para
1 ≤ j ≤ r.
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Como el soporte de ϕi es un subespacio de codimensio´n 1, podemos visualizar dicho tensor
(mo´dulo coeficientes) como una coleccio´n de s hiperplanos Hi y de r rectas `j cuyo vector
director es vj . En Geometr´ıa, todos esos datos dependen del punto base p ∈ M de una
variedad M que, inicialmente, suponemos diferenciable para simplificar.
Tensores sobre una variedad suave.
Si M es una variedad diferenciable, un tensor de tipo (s, r) es una seccio´n local del fibrado
vectorial (τ∗M )
⊗s ⊗ (τM )⊗r de s copias del fibrado cotangente τ∗M = Ω1M y de r copias del







ai1...isj1...jr [dxi1 ⊗ . . .⊗ dxis ]⊗ [
∂
∂xj1
⊗ . . .⊗ ∂
∂xjr
]
producto tensorial de s formas diferenciales dxik : Tp(M) → R para 1 ≤ k ≤ s (secciones
locales del fibrado cotangente) y r campos vectoriales X` = ∂/∂x
j` para 1 ≤ ` ≤ r (seccio-
nes locales del fibrado tangente). De forma intuitiva y de cara a las aplicaciones, estamos
evaluando de forma simulta´nea r trayectorias γj(t) asociadas a r campos vectoriales Xj y s
“cantidades nume´ricas variables” asociadas a s formas diferenciables.
Un campo vectorial arbitrario X se transforma por multiplicacio´n a la izquierda por la matriz
jacobiana Jac(ψβ ◦ ψ−1α ) del cambio de base ψβ ◦ ψ−1α : ψα(Uα ∩ Uβ) → ψα(Uα ∩ Uβ). Por
dualidad, una forma diferencial arbitraria ω se transforma por multiplicacio´n a la izquierda
por la transpuesta de la matriz jacobiana Jac(ψβ ◦ ψ−1α )T .
Como consecuencia, por cambio de carta un tensor de tipo (r, s) se transforma por multipli-
cacio´n a la izquierda de un producto de r matrices jacobianas y un producto de s matrices
transpuestas de las Jacobianas. Esta descripcio´n es crucial para entender las transformacio-
nes gene´ricas que tienen lugar sobre los nodos del ret´ıculo que representa la herramienta
computacional TensorFlow.
Transformaciones tensoriales del mismo tipo.
Una convolucio´n es ba´sicamente un producto tensorial 11. Para tensores de grado total r+s =
2 se representa mediante una operacio´n de producto tensorial (componente a componente)
por una matriz de pesos W = (wij) que habitualmente (CNN, RNN) se supone cuadrada y
con coeficientes constantes.
En Matema´ticas no tiene por que´ ser as´ı: Las matrices pueden ser rectangulares y con pe-
sos variables dados por funciones que ni siquiera tienen por que´ ser continuas. El cara´cter
rectangular de las matrices permite relacionar informacio´n que se procesa sobre capas con-
secutivas de una red neuronal, tal y como ocurre en las redes recurrente (RNN). Adema´s, la
generacio´n de los mapas auto-organizantes se expresa en te´rminos de submersiones locales.
Por otro lado, los pesos variables se consideran de forma impl´ıcita en cuanto se introdu-
cen funciones no-lineales (de tipo sigmoideo, p.e.) que toman valores sobre las celdas de la
ma´scara.
Para simplificar, en este apartado suponemos que las matrices de pesos a las que se llama
nu´cleo de la ma´scara, son cuadradas y con pesos constantes, aunque con taman˜o k × k o´
variable. La aplicacio´n de esta ma´scara sobre una red cuadrangular regular (correspondiente
a los p´ıxeles de una imagen o´ ce´lulas en la misma capa de una red neuronal, p.e.) se lleva a
cabo de una forma iterativa mediante un procedimiento de barrido (habitualmente horizontal
o vertical).
Dos ejemplos ba´sicos.
Dos “ejemplos” ba´sicos para ma´scaras esta´n asociados a procesos de suavizado o de realza-
do de las discontinuidades que aparecen en la sen˜al. El ejemplo ma´s simple corresponde a
ima´genes digitales en las que el proceso de suavizado genera un efecto de emborronamiento
(dependiendo del tampo de la ma´scara, lo cual permite suprimir outliers) y el proceso de
realzado acentu´a los perfiles (obteniendo “mejor definicio´n” en los bordes, al tiempo que
11En la literatura utilizada en Ingenier´ıa adopta mu´ltiples denominaciones como producto de Hadamard,
Kronecker, Schur, entre otros, dependiendo de la tradicio´n en la que se enmarca la escuela del autor y con
diferentes s´ımbolos lo cual contribuye a incrementar la confusio´n.
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incrementa el “ruido” en el resto). Habitualmente, interesa aplicar los dos de forma secuen-
cial12.
Los diferentes procesos de filtrado (como producto tensorial) son bien conocidos y amplia-
mente utilizados para cualquier tipo de sen˜ales desde los an˜os ochenta. El marco conceptual
para estos desarrollos corresponde a los diferentes tipos de funciones que se pueden definir
sobre un ret´ıculo regular. En otras palabras, los expertos en este a´rea au´n no han descu-
bierto que, adema´s de los campos escalares (funciones sobre variedades o funcionales sobre
espacios de funciones), existen otros tipos de campos (co)vectoriales o con ma´s generalidad,
tensoriales; y eso, a pesar de que las operaciones esta´n definidas por productos tensoriales.
3.4.2. Conservando el grado total.
Llamamos bigrado de un tensor de tipo (r, s) al par (r, s) asociado al nu´mero r de vectores
y s de covectores. Llamamos “grado total” a la suma r + s. Algunas de las operaciones
ma´s relevantes tanto en A´lgebra Multilineal como en Geometr´ıa Diferencial conciernen a
transformaciones que conservan o alteran el grado. En esta subseccio´n nos ocupamos de las
primera, mientras que en la siguiente nos ocupamos de las segundas.
La primera extensio´n significativa (que no aparece descrita en la literatura) consistir´ıa en
mostrar el significado de tensores de bigrado (s, r) para cada valor fijo del grado total r+ s,
en te´rminos de las particiones de s + r. A pesar de la diversidad en las descripciones que
aparecen ma´s abajo, el nexo comu´n esta´ proporcionado por la existencia de un soporte
comu´n dado por convoluciones (auto´nomas o no, es decir, dependientes del tiempo) sobre el
producto tensorial de un nu´mero creciente de s copias de V ∗ y de r copias de V .
Grado total 1.
El primer caso (casi-trivial) corresponde a s + r = 1 con dos particiones correspondientes
a (1, 0) (formas lineales ϕH sobre el espacio vectorial V ambiente) y (0, 1) (vectores v o
direcciones en el espacio ambiente); aunque son trivialmente duales entre s´ı, su significado
es diferente pues en el primer caso estamos evaluando “atributos” (cuyo valor proporciona
un nu´mero), mientras que en el segundo estamos evaluando “direcciones” (en te´rminos de
diferencias finitas como versio´n discreta de derivadas). En otras palabras, los datos son
“puntuales” o “direccionales”.
Grado total 2.
El segundo caso corresponde a s+ r = 2 con tres particiones correspondientes a (2, 0) (pares
de formas lineales ϕH1 , ϕ
H
2 sobre el espacio vectorial V ambiente), (1, 1) (formas lineales ϕ
H
1
sobre el espacio vectorial V ambiente y vectores v ∈ V ) y (0, 2) (pares de vectores (v1, v2) o
direcciones en el espacio ambiente). El significado es una extensio´n inmediata del comentado
en el item anterior.
Grado total 3.
El tercer caso corresponde a s + r = 3 con cuatro particiones y un significado similar al
expuesto ma´s arriba. El intere´s de esta extensio´n radica en que actu´a sobre mallas cu´bicas
“pesadas” gestionadas en te´rminos de productos de hipermatrices (con un cubo de Rubik
“pesado” como soporte para el caso ma´s simple). Esta situacio´n es clave para gestionar conte-
nidos tridimensionales (asociados a una reconstruccio´n 3D, p.e.) o para gestionar contenidos
2D+1d (como los correspondientes a las secuencias de v´ıdeo).
Aplicacio´n a Redes Neuronales.
Desde el punto de vista de las redes neuronales, el caso correspondiente a grado total 2
se gestiona computacionalmente en te´rminos de CNN (Convolutional Neural Networks). El
caso correspondiente a grado total 3 sugiere la utilizacio´n de RNN (Recurrent Neural Net-
works) para incorporar mecanismos de retroalimentacio´n ma´s complejos basados en tracking
que tengan en cuenta las capas L0 (actual), L−1 (anterior para facilitar prediccio´n) y L+1
(siguiente para validar la prediccio´n) en tareas de seguimiento.
12El filtro de Canny (1984) proporciona una solucio´n o´ptima para esta idea.
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3.4.3. Incorporando pesos variables.
El modelo tradicional supone que, tras un proceso de aprendizaje, los pesos son constantes;
en otras palabras, el dispositivo “inteligente” se vuelve “tonto” una vez aprendida la leccio´n.
Este comportamiento es incapaz de incorporar funcionalidades superiores relacionadas con
la capacidad de modificacio´n de pesos y la capacidad de auto-organizacio´n del conocimiento
en funcio´n de nueva informacio´n. Las nuevas generaciones de Redes Neuronales requieren
incorporar procedimientos ma´s flexibles en la asignacio´n de pesos en los mecanismos de
realimentacio´n interna.
Para incorporar la variabilidad de pesos en las plantillas, es necesario adoptar el enfoque de
la Geometr´ıa Diferencial en la que las entradas de las hipermatrices se modifican en funcio´n
de la variabilidad de campos vectoriales o de formas. Los diferentes tipos de “curvaturas”
(tasas de variacio´n de segundo orden) permiten representar dicha variabilidad.
Para representar dicha variabilidad se recurre a una representacio´n intr´ınseca de la nocio´n de
derivada direccional que extiende a objetos geome´tricos (co-vectores o con ma´s generalidad
tensores) la nocio´n bien conocida en Ana´lisis para funciones (campos escalares). La evolucio´n
espacio-temporal de tensores en el espacio ambiente M se describe mediante la derivada de
Lie LX de un tensor a lo largo de un campo vectorial X. Para fijar ideas, se describe la
derivada de Lie para cada una de los tipos particulares de tensores.
Derivada de Lie de una funcio´n.
La derivada de Lie de una funcio´n es la extensio´n geome´trica de la nocio´n de derivada direc-
cional utilizada en Ana´lisis. La u´nica diferencia radica en que para evitar la dependencia con
respecto a la eleccio´n de coordenadas locales, se formula en te´rminos vectoriales. Empezamos
recordando la nocio´n de derivada direccional que suponemos conocida de Ana´lisis:
Definicio´n 3.2 Dado un campo vectorial X y una funcio´n f : M → R sobre una variedad






Una versio´n geome´trica ma´s adaptada al contexto geome´trico esta´ dada por
Definicio´n 3.3 Dado un campo vectorial X y una funcio´n f : M → R sobre una variedad





donde γ(t) es una curva con un contacto de orden ≥ 2 con M en p y d es el operador
diferencial. Formalmente, se representa la derivada de Lie como
LX(f) = X(f)
Derivada de Lie de un campo vectorial.
Fijado un campo vectorial X ∈ ΘM sobre una variedad diferenciable, la derivada de Lie de
cualquier campo vectorial Y ∈ ΘM se define como el conmutador de ambos campos
LX(Y ) = [X,Y ] ∀Y ∈ ΘM
Supongamos que U ⊂ M es un abierto de trivializacio´n para un atlas A sobre M , con













son las expresiones locales de los campos X,Y sobre el abierto U . Entonces, el corchete de
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que es un campo vectorial bien definido sobre X verificando la propiedad antisime´trica.
Utilizando el Teorema de la Funcio´n Impl´ıcita (regularidad de la matriz Jacobiana) para el
cambio de carta, se obtiene una expresio´n similar. Por ello, la derivada de Lie LX(Y ) esta´
definido globalmente como operador diferencial, es decir,
LX(Y ) = X(Y (f))− Y (X(f)) ∀f ∈ EM
El cara´cter global es significativo para mantener la coherencia de los pegados locales o
facilitar la transferencia de informacio´n entre diferentes agentes que este´n capturando si-
multa´neamente informacio´n desde diferentes localizaciones.
La identidad de Jacobi [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 se puede reformular en
te´rminos de derivadas de Lie observando que
LX [Y,Z] = [X, [Y,Z]] = [Y, [X,Z]]− [Z, [X,Y ]] = Y LXZ − ZLXY
lo cual muestra que la derivada de Lie es una anti-derivacio´n sobre el a´lgebra de Lie de los
campos vectoriales.
Derivada de Lie de una forma diferencial.
Denotemos mediante φt el flujo correspondiente a un campo vectorial X ∈ ΘM (dado por
las curvas integrales). Para cualquier forma diferencial α ∈ Ω1M la derivada de Lie LX(α) de





que, intuitivamente corresponde a comparar dos hiperplanos (representando el soporte de
las 1-formas) “infinitamente pro´ximos”. Obviamente, la comparacio´n debe hacerse sobre el
mismo punto, lo cual justifica la utilizacio´n del “cambio de base” representado por φ∗t (α).
Con ma´s generalidad, para cualquier par de campos vectoriales X,Y ∈ ΘM y cualquier
tensor T , la derivada de Lie de T con respecto al corchete [X,Y ] se define como
L[X,Y ]T = LXLY (T )− LY LXT.
Hablando estrictamente no es propiamente una definicio´n, sino el resumen de una coleccio´n
de operaciones que, para ahorrar espacio no se llevan a cabo aqu´ı.
Aplicando la derivada de Lie de un tensor.
El formalismo para la derivada de Lie de un tensor de tipo (s, r) es similar al descrito
en los dos apartados anteriores. Debido a la notacio´n expl´ıcita tan engorrosa, aqu´ı no lo
reproducimos; ver [29] para detalles.
La derivada de Lie de cualquier tensor de tipo (s, r) conserva el bigrado. Por ello, se trata
de una operacio´n interna que modifica el “aspecto” del tensor, pero no sus propiedades
geome´tricas. En consecuencia, etiquetamos como “regulares” a este tipo de transformaciones
que tienen lugar en los nodos dentro del ret´ıculo correspondiente a TensorFlow. Adema´s de
estas operaciones regulares, es interesante analizar transformaciones que alteran el bigrado
conservando el grado total del tensor.
3.4.4. Contraccio´n y expansio´n.
En el apartado anterior se ha descrito la derivada de Lie de un tensor como una transforma-
cio´n que conserva el tipo (s, r) del tensor. En particular, transforma funciones en funciones,
campos en campos, y formas diferenciales en formas diferenciales del mismo grado total.
Adema´s de estas operaciones existen otras que permiten modificar tanto el tipo como el
grado total r+ s del tensor. En algunos libros antiguos se denominaban a estas operaciones
inducidas por una me´trica ds2 como “subida” y “bajada” de indices.
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Transformaciones en grado total 1.
La transformacio´n de un tensor de tipo (1, 0) (covector) en uno de tipo (0, 1) (vector) se
realiza por dualidad. La conversio´n de un tensor de tipo (2, 0) (me´trica) en uno de tipo
(1, 1) (forma bilineal) se lleva a cabo contrayendo una 1-forma (mediante integracio´n, p.e.)
y expandiendo a lo largo de una direccio´n (dual de la 1-forma contra´ıda, p.e.). Con ma´s
generalidad, es posible mantener el grado total s+r de un tensor de tipo (s, r); en particular,
estamos interesados en operaciones sobre los tensores de grado total 3 (para el ana´lisis de
secuencias de v´ıdeo, p.e.) o bien 4 (para el ana´lisis de volu´menes cambiantes, p.e.).
La contraccio´n de la 1-forma dxj se puede interpretar como una integracio´n a lo largo de
una fibracio´n cuyas curvas integrales γi en la direccio´n de la variable contra´ıda xj (estamos
reparametrizando la curva integral en te´rminos de dicha variable). La expansio´n a lo largo
de una 1-forma se interpreta como un producto exterior.
Transformaciones en grado superior.
Con ma´s generalidad, se pueden contraer k-formas diferenciales de manera simulta´nea me-
diante integracio´n sobre la fibra en el espacio total correspondiente al fibrado de las k-formas
diferenciales. De forma inversa, el producto exterior por formas cuyo soporte yace en varie-
dades transversales permite expandir el grado de la parte contravariante.
Las operaciones similares con campos vectoriales se interpretan como las duales de las dos
operaciones descritas; en este caso, afectan a la aplicacio´n fibracio´n de una proyeccio´n.
Una aplicacio´n a SOM.
Esta simple observacio´n permite extender el enfoque de los mapas auto-organizantes de
Kohonen en el marco tensorial; en este caso, el cara´cter auto-organizante procede de una
evaluacio´n de una submersio´n (“proyeccio´n no-lineal” en la terminolog´ıa de Kohonen) sobre
el espacio base dado por la capa neuronal siguiente. En el esquema original de Kohonen, el
cara´cter auto-organizante se puede describir en te´rminos de fibraciones sucesivas. En nues-
tro esquema, adema´s de las contracciones sucesivas, tambie´n pueden aparecer expansiones
locales que permiten “pegar” datos asociados a cilindroides o conoides.
Una especulacio´n sobre tensores de grado 4.
Uno de los “ejemplos cla´sicos” ma´s importantes de contraccio´n de un tensor es la conversio´n
del tensor (3, 1) de curvatura de Riemann (en el espacio tiempo) en el tensor (2, 0) de
curvatura de Ricci (sobre una superficie). Esta operacio´n es un “ejemplo” en el que se
contrae un tensor de tipo (1, 1), es decir, una forma bilineal a un punto; en particular,
permite evaluar la deformacio´n real que se presenta en la superficie de un objeto como
resultado de una interaccio´n (gravitatoria en el caso de Relatividad General).
En el ana´lisis simulta´neo de la forma y el movimiento, podemos partir de forma ana´loga de un
tensor de tipo (1, 3) en el que la 1-forma representa la seccio´n temporal en el espacio-tiempo
4D que proporciona una representacio´n volume´trica cambiante. La informacio´n relativa a
la puesta en correspondencia de elementos homo´logos contenidos en dos vistas pro´ximas
esta´ “codificada” por una forma bilineal (matriz fundamental, en el caso af´ın) que es un
tensor de tipo (1, 1). Por consiguiente, la contraccio´n del tensor de tipo (1, 3) en otro de
tipo (1, 1) se lleva a cabo mediante una me´trica sobre el espacio de campos vectoriales. La
cuestio´n inmediata es: ¿Que´ representa dicha 2-forma diferencial? La solucio´n es sencilla: Es
la contraccio´n del plano tangente al objeto en la direccio´n del cono visual (envolvente de los
rayos o´pticos) que, algebraicamente, corresponde al cono tangente al lugar discriminante de
la proyeccio´n sobre el plano de imagen.
La cuestio´n siguiente que se plantea es co´mo estimar estos datos. Para ello, recurrimos a un
ejemplo de estimacio´n de la forma controlando las condiciones radiome´tricas. En te´rminos
estad´ısticos, podemos interpretar la matriz de covarianza (asociada a diferentes condicio-
nes de iluminacio´n sobre una superficie, p.e.) como una matriz de curvatura asociada a la
respuesta a condiciones cambiantes “controladas”.
El movimiento relativo de un objeto con respecto a las fuentes de iluminacio´n cambia la
apariencia. Por ello, el esquema basado en la reinterpretacio´n de las condiciones de ilumi-
nacio´n controlada deber´ıa poderse extender a situaciones en las que no se dispone de dicho
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control. La solucio´n es clara: Basta estimar el mapa de reflectancia utilizanod herramientas
de IBR (Image Based Rendering) para el caso esta´tico o de VBR (Video Based Rendering)
para el caso dina´mico. El enfoque tradicional que se hace en Visio´n Computacional o en
Informa´tica Gra´fica utiliza funciones que es preciso estimar en cada punto por cada frame.
El enfoque basado en funciones (campos escalares) es tedioso y muy poco pra´ctico. Para
resolver el problema de forma dina´mica, basta con reinterpretar el mapa de reflectancia
como una 2-forma diferencial que se propaga sobre la superficie de cada objeto. Sus derivada
de Lie a lo largo de las direcciones planares del movimiento en la superficie de la escena
proporcionan una distribucio´n generada por dos campos vectoriales X1, X2 sobre un soporte
suave a trozos.
La distribucio´n D =< X1, X2 > no tiene por que´ ser integrable, pero cada curva inte-
gral corresponde a una trayectoria factible en la escena realizada un por agente mo´vil. De
este modo, la solucio´n al problema anterior se describe en te´rminos de un tensor de tipo
(2, 2) que almacena informacio´n radiome´trica (2-forma de reflectancia) y cinema´tica (campos
vectoriales asociados al desplazamiento). Mediante transformaciones elementales podemos
reconvertir en un tensor de tipo (1, 3) o´ de tipo (3, 1) que, dependiendo de la informacio´n
sobre la iluminacio´n o sobre la escena sean ma´s fa´ciles de reinterpretar. Cabe esperar que
en un futuro pro´ximo, TensorFlow proporcione una solucio´n de forma automa´tica a esta
descripcio´n.
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Conclusiones
A lo largo de este TFG se han presentado varias l´ıneas de trabajo que justifican el intere´s en
la utilizacio´n de me´todos topolo´gicos para el ana´lisis y la caracterizacio´n tanto de objetos,
como de tareas. El modelado de objetos deformables se ha desarrollado en las categor´ıas
lineales a trozos y suaves a trozos, dentro del marco de la Topolog´ıa Algebraica y de la
Topolog´ıa Diferencial, respectivamente. Se ha puesto especial intere´s en aspectos que puedan
ser aplicados desde el punto de vista computacional, mostrando algunos de los me´todos que
se esta´n desarrollando en ambos campos.
La utilizacio´n de PL y PS-complejos graduados para el modelado de objetos es comu´n desde
los an˜os noventa. En nuestro caso, se ha puesto especial hincapie´ en el enfoque basado en
complejos cuboidales (debido a una mayor facilidad en la parametrizacio´n y, por consiguien-
te, en la actualizacio´n de la informacio´n) y en algunos desarrollos recientes de Topolog´ıa
Diferencial como extensio´n de la Teor´ıa de Morse. En ambos casos, se han introducido re-
presentaciones simbo´licas basadas en diferentes tipos de grafos. Esto es ba´sicamente lo que
hemos tratado en el Cap´ıtulo 1.
En el Cap´ıtulo 2, de forma complementaria, se han introducido tambie´n las α-formas
como un me´todo de modelado que permite combinar PL-aproximaciones (sobre todo de tipo
simplicial) con un tratamiento computacional pro´ximo a la Geometr´ıa Computacional, lo
cual permite una adaptacio´n ma´s natural de estrategias bien conocidas para el tratamiento
computacional de la informacio´n.
El tratamiento de las tareas o procesos llevados a cabo por diferentes tipos de agentes es
ma´s novedoso. El enfoque habitual utiliza multi-caminos o multi-funciones (no confundir
con funciones multivaloradas) que se pueden remitir a la Topolog´ıa Algebraica tradicional
(en te´rminos de trenzas, p.e.) o bien a la cohomolog´ıa (en te´rminos de funciones definidas
sobre complejos).
El tratamiento que se da a la informacio´n contenida en complejos graduados variables sugiere
la introduccio´n de diferentes tipos de campos que extiendan el enfoque cohomolo´gico basado
simplemente en clases de funciones verificando “buenas propiedades” (condicio´n de coci-
clo, p.e.). Nuestro enfoque adopta el punto de vista de campos vectoriales y co-vectoriales,
as´ı como su extensio´n a campos tensoriales para representar cualquier tipo de flujo o de
interaccio´n dado sobre variedades o, con ma´s generalidad, espacios topolo´gicos.
El enfoque basado en campos es bien conocido en F´ısica donde lleva utiliza´ndose de forma
sistema´tica desde los an˜os cincuenta del siglo XX. Sin embargo, en Ingenier´ıa y, de forma
ma´s espec´ıfica, en las Tecnolog´ıas de Informacio´n y Comunicaciones es bastante menos fre-
cuente, a pesar de estar subyacente a una gran cantidad de desarrollos recientes en Visio´n
Computacional, Robo´tica y Sistemas Expertos, entre otras a´reas. Por esta razo´n, esta me-
moria tambie´n trata de establecer puentes entre el marco de las Matema´ticas y el marco de
la Ingenier´ıa (en lo referente al Cap´ıtulo 3).
Para ilustrar el alcance de los me´todos basados en campos (escalares, vectoriales o tenso-
riales) se han esbozado algunos “ejemplos” procedentes de la Visio´n Computacional relacio-
nados con la Visio´n Computacional y los Sistemas Expertos. El reconocimiento automa´tico
de objetos o´ de tareas realizadas por agentes inteligentes proporciona un terreno comu´n
en el que se solapan ambas a´reas de conocimiento. El marco natural para la superposicio´n
de ambas a´reas esta´ dado por las Redes Neuronales Artificiales (ANN: Artificial Neural
Networks).
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Algunos de los problemas iniciales presentados por las ANN en los an˜os sesenta del pasado
siglo estaban relacionados con la convergencia extremadamente lenta del aprendizaje, la
rigidez de las redes una vez que han sido entrenadas y, por consiguiente, la incapacidad de
auto-adaptarse a condiciones cambiantes (lo que se conoce como “Los inviernos de la IA”).
Estos problemas han ido resolvie´ndose en los u´ltimos veinte an˜os del siglo XX, en te´rminos
de Sistemas Expertos que utilizan variantes de aprendizaje supervisado (basado en modelos
geome´tricos) con respecto a no-supervisado (emergencia de patrones a partir del ana´lisis
estad´ıstico de datos).
Una realimentacio´n entre ambas estrategias de aprendizaje se da en el marco de Aprendi-
zaje Profundo (Deep Learning) donde la utilizacio´n de dispositivos f´ısicos con un nu´mero
creciente de capas de neuronas y de distribucio´n de procesos ha proporcionado un avance
exponencial en la rapidez de ca´lculos y la convergencia de procesos. Las arquitecturas actual-
mente disponibles permiten entrenar procesos con varios millones de muestras a partir de un
nu´mero relativamente reducido (unos pocos miles) de muestras etiquetadas correctamente.
Obviamente, la topolog´ıa proporciona un lugar de encuentro para estas estrategias, pero
para demostrarlo de forma expl´ıcita es necesario desarrollar un enfoque computacional de los
campos. El tipo ma´s general de campos en Geometr´ıa, Ana´lisis o Topolog´ıa esta´ dado por los
campos tensoriales. De forma complementaria, en el marco computacional se ha desarrollado
una librer´ıa llamada TensorFlow que se puede representar simbo´licamente como un ret´ıculo
regular cuyos nodos son transformaciones y cuyas aristas representan tensores (el tipo ma´s
general de campos). Cada vez que un tensor atraviesa un nodo, el tensor se modifica de
acuerdo con la operacio´n representada por dicho nodo. Si el tensor resulta incompatible con
la operacio´n, el tensor atraviesa el nodo sin modificacio´n alguna.
Ninguna de las transformaciones regulares (derivadas de Lie, p.e.) o irregulares (contraccio´n
vs expansio´n) de un tensor se ha considerado en la literatura sobre Sistemas Expertos. Por
ello, el enfoque adoptado en este trabajo abre un monto´n de posibilidades para represen-
tar comportamientos que puedan incluir cambios de “tendencia” (“estado” en el caso de
variedades, “fase” cuando analizamos la Cinema´tica).
Lo realmente relevante no es esta descripcio´n novedosa, sino la posibilidad de que pueda ser
aprendida de forma semi-automa´tica por un dispositivo artificial: Este to´pico va bastante
ma´s alla´ de la demostracio´n automa´tica de teoremas de finales de los ochenta y principios
de los noventa, pues incorpora tipos de lo´gica ma´s alla´ de la lo´gica de clases o de la lo´gica
proposicional de primer orden, incorporando la lo´gica descriptiva (razonamiento bajo incer-
tidumbre) que es caracter´ıstica de actividades humanas ma´s complejas (como p.e. vinculadas
al uso correcto del lenguaje hablado o simbo´lico). Esto es una idea importante que dejamos
reflejado en este TFG.
Se ha vaticinado que hacia el an˜o 2045, la Inteligencia Artificial habra´ sobrepasado la inte-
ligencia humana. Obviamente, esto plantea problemas e´ticos de otro tipo, pero esta´n ma´s
alla´ del alcance de esta Memoria.
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