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We address the problem of assessing the coherent character of physical evolution. We take the
quantum Zeno effect (QZE) as a characteristic trait of quantum dynamics, and derive relations among
transfer rates as a function of the strength of a measurement. These relations support the intuition
that only quantum dynamics is susceptible to QZE. With the derived bounds on the magnitude of
coherent dynamics, we propose an experimentally accessible coherence witness. Our results have
potential application in assessing coherence of quantum transport in biological and other complex
many-body systems.
I. INTRODUCTION
In the famous "Hitchhiker’s guide to the Galaxy" [1]
the author shows that formulating a proper question
may turn out to be more difficult than finding its an-
swer, be it 42 or anything else. In physical systems a
well stated question on the character of a given system
has a fundamental role. Inspired by Douglas Adams we
have approached the question of witnessing coherence
in the evolution of an open system of which we have a
limited knowledge and on which we are allowed to per-
form a limited set of measurements. The difficulty of
formulating a proper question here comes from stating
what is understood by quantum coherence, in general
terms. To address the latter we have referred to an ef-
fect that is a signature of quantum behavior: quantum
Zeno effect and from this we have derived our opera-
tional definition of coherence.
Characterization of open systems’ dynamics is of gen-
eral interest on its own. However, it becomes even more
interesting when applied to systems that are known for
their complexity. Prominent examples are many-body
systems [2, 3], nanostructures [4] and biological com-
plexes [5–9]. Recent debate on the presence of quantum
coherence in certain biological complex systems [10–12]
is a prime example that assessing coherence and its char-
acter is far from straightforward.
These issues have been addressed from a variety of
perspectives. In addition to the early studies of deco-
herence in quantum walks [13], a considerable amount
of theoretical effort is devoted to understanding the role
of quantum coherence in more general contexts, such
as resource theories [14, 15] and thermodynamics [16].
In addition, coherence witnesses of quantum states has
been linked to the ability of describing the evolution of
the system’s populations in terms of stochastic propa-
gators, namely, a necessary condition for the absence of
quantum inferference [17].
Regarding the assessment of coherence in physical
evolution, several approaches have been put forward.
Most notably, the methods of Quantum Process To-
mography, –first developed with the profiling of hy-
pothetical quantum computers in mind– are now be-
ing exploited to assess coherence in biological com-
plexes [18]. Other proposals include the Leggett-Garg
inequality [19–21], temporal CHSH inequalities [22, 23]
and the so-called no-signalling in time condition [24].
These proposals rely in one way or another in assum-
ing that classical systems can be subject to measurement
without perturbation.
In this article, we draw a quantitative link between
quantum coherence and the Quantum Zeno effect [25–
27]. Our approach draws from the intuition that the
Quantum Zeno effect has a close relationship with the
quadratic buildup of probabilities of unitary evolution.
In contrast to quantum evolution, it is well under-
stood that classical rate equations are not subject to the
QZE even in the presence of measurement back-action.
Hence, one may expect that the extent to which a sys-
tem’s dynamics can be subjected to Quantum Zeno ef-
fect is an indicator of the amount of coherence present
in the evolution. We provide a rigorous quantitative for-
mulation of these ideas. In addition, we show that quan-
tum coherence of physical evolution can be assessed
with a minimal set of state preparations and a single
measurement setup, providing coherence witnesses po-
tentially tight. Our approach should be regarded as a
proof-of-principle, showcasing the essential features of
these ideas, but open to a wide variety of extensions tai-
lored to the particular systems or contexts of interest.
The paper is organized as follows. In Section II we
define the problem and outline the main result of our
work, stating without proof several facts that will be dis-
cussed in greater detail in the following sections. In Sec-
tion III we describe in detail our measurement protocol,
and discuss the experimentally accessible quantities that
will be used to extract our coherence witness. Section IV
derives the effective dynamics within our approxima-
tions, by performing an exact adiabatic elimination of
population transfer via coherent transitions. This pro-
vides a generic closed form for the measured quantities,
that will be used in Section V to extract the witnesses
that we are interested in. Section VI illustrates our pro-
cedure with three examples, and discusses the perfor-
mance of our bounds. Section VII concludes with some
general observations and suggests future lines of work.
2II. GENERAL FRAMEWORK AND MAIN RESULTS
Our analysis is concerned with a generic finite-
dimensional quantum system described by a finite-
dimensional Hilbert space H . We denote subspaces of
H by script uppercase symbols, e.g. P . The most gen-
eral time-independent evolution in the Markovian ap-
proximation is described by the master equation
d
dt
ρ(t) = L[ρ(t)], (1a)
where L is a time-independent, Lindblad-Kossakowski
superoperator [28, 29]
L[ρ] = −i[H, ρ] +∑
µ
(
WµρW
†
µ −
1
2
{W†µWµ, ρ}
)
. (1b)
Here H stands for a Hamiltonian and {Wµ} is a set
of jump operators representing the noise. As a gen-
eral rule, we will write linear operators on H with
Greek or upper case symbols, and superoperators (lin-
ear maps thereof) will be written in calligraphic letters
(e.g. P) with the single exception of φ, which denotes a
completely-positive superoperator.
Given L and a set of jump operators {Wµ}, Hamilto-
nian H is uniquely determined. Here we do not assume
detailed knowledge of jump operators, but we assume
certain property of noisy mechanism at work and focus
on the question as to how to obtain information on the
missing H. Cases when we cannot uniquely determine
the Hamiltonian part of L will be mentioned later.
We focus our attention on systems for which there ex-
ists a set of n orthogonal projections {Pi}, ∑ni=1 Pi = 1 ,
PiPj = Piδij, such that
∑
r 6=s
∑
µ
PrWµPiW
†
µPs = ∑
r 6=s
∑
µ
PrW
†
µPiWµPs = 0, (2)
for all i. Intuitively, this condition enforces that there
exists a decomposition of the system’s Hilbert space
H =
n⊕
i=1
Pi, (3)
with respect to which the incoherent mechanism does
not create coherence, and neither does its adjoint –
incoherent states remain incoherent in the Schroedinger
picture, and so do observables in the Heisenberg
picture–. This is the only property of the noisy evolu-
tion that we assume to be known. In Section VI we will
provide natural examples where this is the case.
Our work aims at providing experimentally accessi-
ble measures of coherence obtained by the outcomes
of a unique measurement characterized by projectors
{Pi}. By implementing a Hamiltonian kHm = k ∑i ηiPi
in addition to the system’s dynamics L, the coherent
coupling among subspaces Pi is suppressed at lead-
ing order in 1/k. The actual transition probabilities
are mediated, at leading order (O(1)), by the effective
incoherent dynamics derived from the dissipative part
of L. At subleading order O(1/k) the population trans-
fer among Hm’s eigenstates is mediated via virtual tran-
sitions through superposition states. It will be this de-
pendence on k that will reveal the contribution of quan-
tum coherence to the observed population transfer rates.
We consider two types of coherence measures: on
the level of decomposition (3), we consider the off-
diagonal blocks Hij = PiHPj and their 2-norm ‖Hij‖2 =
(tr[H†ij Hij])
1/2 as a measure of how strongly subspaces
Pi and Pj are coupled. These quantities are readily ac-
cessible from our formalism. In addition, our scheme
provides lower bounds to the spectral spread of the sys-
tem’s Hamiltonian H,
C(H) ≡ λmax(H)− λmin(H), (4)
where {λi(H)} represent H’s eigenvalues.
Consider the probabilities of preparing the system in
states ρj = Pj/dimPj at time 0 and obtianing outcome
Pi at time t, when the coupling strength is set at k. These
probabilities are arranged in [P(k, t)]ij. As a general rule
all matrices of observable magnitudes derived from P
will be written in sans-serif caption. With a suitably cho-
sen tensor Wijk whose components depend on the cho-
sen values of k, the time t and the eigenvalues ηi of Hm,
we have that for i 6= j
‖Hij‖2 =
√
dimPj ∑
k∈K
Wijk[P˙(k, t)]ij, (5)
with P˙ denoting the probabilities’ derivativesw.r.t. time,
and the sum over k running over a finite set of values
K. This provides a quantifier for the size of each off-
diagonal block in the Hamiltonian. In the ideal case of
decomposition (3) into one-dimensional subspaces, this
procedure determines the norm of each off-diagonal en-
try in H. This information is sufficient, in itself to bound
C(H) away from zero. However, the ‖Hij‖ do not con-
tain all the information present in P˙. In the following we
provide a lower bound based on the latter.
A coherence witness for C(H) is an experimentally ac-
cessible quantity Ω such that
Ω ≤ C(H). (6)
As we will show, the following is a coherence witness
for C(H),
Ω =
∥∥∥∥(∑
i 6=j
∑
k∈K
WijkD
−1/2
P˙(k, t)D1/2
)1/2∥∥∥∥
∞
, (7)
where ‖X‖∞ denotes the operator bound norm, i.e. X’s
largest eigenvalue, D = diag(dimP1, . . . , dimPn) and
K is a finite set of values of parameter k.
In deriving this inequality, we will show that it is the
system’s susceptibility to Zeno effect, namely, the po-
tential for altering the system’s dynamics by continuous
3measurement, that reveals the presence of a coherent
contribution to the system’s evolution.
The present work is a proof-of-principle for establish-
ing noise-independent lower bounds on C(H) and esti-
mates of ‖Hij‖2 with minimal assumptions and prepa-
ration/measurement setups.
III. MEASUREMENT SCHEME
We begin with a generic master equation of the form
Eq. (1) with time-independent generator L, subject to an
additional controllable Hamiltonian
Hm =
n
∑
i=1
ηiPi, (8)
which we call measurement Hamiltonian. We will use an
overall parameter k to denote the intensity of this, and
thus regard Hm as dimensionless.
We use Hamiltonian Hm to induce a continuous co-
herent driving, with Hm having no more degeneracy
than that imposed by the ranks of the projectors Pi,
(ηi = ηj ⇔ i = j). The effective result of this driv-
ing is an induced quantum Zeno effect on the coherent
part of the system’s dynamics. With our setup, the Zeno
subspaces are {Pi}, and we make no assumptions on
their dimensions other than being known, di ≡ trPi.
It is not necessary for us to assume any specific values
of eigenvalues ηi, however, from the perspective of the
technique used in the course of this work, our preferred
choice of the measurement design is to make the differ-
ences (ηi − ηj) unique.
The dynamics of the system is given by the equation
d
dt
ρ(t) = L[ρ(t)] − ik[Hm, ρ(t)]. (9)
We assume that the frequencies related to kHm are
not faster nor comparable to the frequencies related to
the processes underlying decoherence in the dynamics
given by jump operators {Wµ}. In other words, the
magnitude of kHm does not conflict with the Marko-
vian approximation underlying Eqs. (1). In the follow-
ing, when we refer to the large k limit, and denote it by
k → ∞, one must bear in mind that this limit is con-
strained within the validity of the Markovian approx-
imation underlying Eq. (1). With this consideration in
mind, we can safely assume that the Lindblad repre-
sentation of the evolution is valid throughout the en-
tire measurement and the system’s dynamics remains
Markovian [30].
We consider the system initialized in the maximally
mixed state in one of the measurement subspaces,
namely, ρ(0) = ρi ≡ Pi/di. Next, we introduce the
projection superoperator, a centralizer of Hm, defined as
P [ρ] ≡ ∑
i
PiρPi, (10)
along with its complementary projector
Q[ρ] ≡ (I − P)[ρ] = ∑
k 6=l
PkρPl, (11)
where I is the identity superoperator. With the above
mentioned choice of the initial state, we satisfy ρ(0) =
P [ρ(0)].
We choose the measurement protocol to be the follow-
ing:
1. Preparation: The system is prepared at time 0 in
one of the measurement subspaces: ρ(0) = ρj,
2. Evolution: Let the system evolve for the appropri-
ately chosen small time t, with continuous driving
kHm (with strength k).
3. Measurement: At time t a conclusive projective
measurement {Pi} is performed.
4. Estimation: Repetition of this process with differ-
ent initial preparations yields the probabilities of
finding outcome i at time t, when the system was
prepared at time 0 in state j, and the evolution is
continuously driven with Hm at strength k.
This procedure yields the generalized transition prob-
abilities pi←j(k, t), which can be conveniently arranged
in a matrix [P(k, t)]ij = pi←j(k, t). By measuring P(k, t)
at various times and coupling strength values, k, one
obtains sufficient information about the dynamics to be
able to place lower bounds to the amount of coherence
and decoherence present in the dynamics. We regard
the rates [P˙(k, t)]ij =
d
dt pi←j(k, t) as the time-derivative
of the transition probabilities
P˙
(k)
ij ≡ [P˙(k, t)]ij ≡
d
dt
pij(k, t). (12)
Our set of experimental data will consist of transition
rates between various measurement subspaces (i, j) for
a set of measurement strengths K = {k1, . . . , kN}, mea-
sured at appropriately chosen small time t.
The next requirement in our analysis is to establish an
analytical correspondence between transition rates and
specific properties of the Lindblad superoperator that
we are interested in.
IV. EFFECTIVE DYNAMICS
Now we obtain the dynamics of the centralized den-
sity operator P [ρ(t)] at suitably chosen small times t, in
terms of the initial state ρ(0) = P [ρ] and the driving
strength k. It is convenient for our purposes to write L
as a combination of two terms,
d
dt
ρ = −iadH [ρ] +Lφ[ρ], (13)
4where we have defined
adH [ρ] = [H, ρ], (14a)
Lφ[ρ] = φ[ρ]− 1
2
{φ∗(1 ), ρ}. (14b)
Here, adH is the adjoint action well known in the theory
of Lie algebras [31], and φ is a completely-positive map,
φ(ρ) =∑
µ
WµρW
†
µ . (15)
In (14b) φ∗ = ∑µW†µ · Wµ denotes the adjoint of φ
with respect to the Hilbert-Schmidt inner product, i.e.,
tr[X†φ(Y)] = tr[(φ∗(X))†Y].
We start with the generalized Liouville equation [32]
including kHm, where k controls the strength of the driv-
ing mechanism,
d
dt
ρ(t) = L[ρ(t)] − ik adHm [ρ(t)]. (16)
We are interested in the dynamics of the system for
small times t ≪ 1/‖L‖ as compared with the typi-
cal timescales of the Lindblad generator. The details of
the derivation are contained in Appendix A. At next-to-
leading order in t we have
d
dt
P [ρ(t)] = (17)
= PL
(
P +
∫ t
0
dsU (s− t)LP +O
(
t2‖L‖2
))
[ρ(0)],
where U (t)[x] = eitk Hmxe−itk Hm . One can readily see
that first term PLP = −iPadHZP + PLφP gives rise
to the effective Zeno Hamiltonian Hz = P [H], to-
gether with the effective dissipative dynamics among
subspaces {Pi}. The second term contains the adiabat-
ically eliminated population transfer due to coherences,
which occur only at next-to-leading order in the strong
driving kHm. This expression is amenable to exact inte-
gration, thus yielding
d
dt
P [ρ(t)] = (D0(t) +D1(t) +L×O(t2‖L‖2))[ρ(0)],
(18a)
with
D0(t) ≡ PLP(I + tPLP), (18b)
D1(t) ≡ PLQI − e
−itk adHm
ikadHm
QLP . (18c)
This equation is valid for small times defined by t ≪
1/‖L‖ and for all values of k. We neglect the term
PL × O(t2‖L‖2) as it is subleading w.r.t. the other
terms. The detailed derivation of Eq. (18) can be found
in Appendix A.
Note that when we take k → ∞, the master equation
reduces to
d
dt
P [ρ(t)] = D0(t)[ρ(0)] = PLP(I + tPLP)[ρ(0)].
(19)
The above can be understood as an effective (Zeno) dy-
namics characterized by LZ = PLP , which acting on
centralized states ρ(0) = P [ρ(0)] can be expressed as
LZ = −iadHZ +Lφeff (20)
where HZ = P [H] is the Zeno Hamiltonian, φeff = PφP
describes the effective decoherence process and the or-
der t term in Eq. (19) corresponds to the first term in the
expansion ρ(t) = exp(tLZ)ρ(0).
Our main interest lies in the operator D1(t) which a)
depends on k Hm, b) couples subspaces defined by P
and Q and c) imprints phases onto the (i, j) blocks in Q.
Notice that the adjoint action adHm has support on the
subspace defined by Q, thus the expression Qad−1HmQ is
well defined, and can be written as
Qad−1HmQ[X] = ∑
i 6=j
1
ηi − ηj
PiXPj, (21)
with immediate generalization to the expression en-
countered in Eq. (18c).
Superoperators D0 and D1 capture the essential
physics revealed by the measurements, and the popu-
lation transfer rates (Eq. (12)) are given by
[P˙(k, t)]ij = tr
[
Pi
(D0(t) + D1(t))[ρj]]. (22)
To discuss the consequences of both D0(t) and D1(t)
we need to treat them on equal footing. Therefore we
need to guarantee that the second order term in D0(t)
can be compared with D1(t), due to the magnitudes of
tL and k. We find that kt ∼ 1 is a suitable regime of k to
work with.
V. BOUNDS ON COHERENCE
We are now in a position where we can derive bounds
for coherence measures of adH , and thus, come to the
main results of the present work. As has been discussed
in the introduction, in the strong driving regime (Zeno
regime, k → ∞) all coherent population transfer be-
tween the Zeno subspaces is suppressed, and the re-
maining dynamics between those can ultimately be at-
tributed to the incoherent processes of the system. We
illustrate this with examples in Section VI. This does
not mean that incoherent dynamics is unaffected by the
measurement. As shown in Eq. (20) the map φ de-
scribing the incoherent process is also modified, but it
remains relevant as long as population transfer is re-
5The main observation which will be recurring in the
following is that the rate matrix, P˙, can be regarded
as a minor of the matrix representation of the super-
operator D0 + D1 in a suitably chosen basis of L(H),
{P1, . . . , Pn, T1, . . . Td2−n}, where T’s complete the basis
defined by {Pi}. Since this basis is not orthonormal, we
introduce the orthonormal operators P˜i = Pi/
√
di, so
that
tr[P˜iP˜j] =
tr[PiPj]
(didj)1/2
= δij. (23)
In addition, we arrange dimensions di in the matrix
D = diag(d1, . . . , dn), so that we can define the normal-
ized rate matrix R
R
(k)(t) = D−1/2P˙(k, t)D1/2. (24)
The normalized rates R
(k)
ij (t) can be written as
R
(k)
ij (t) = tr
[
P˜i
(D0(t) +D1(t))[P˜j]]. (25)
Recalling that Q(·) = ∑r 6=s Pr(·)Ps and HmPr = ηrPr
we can write
R
(k)
ij = tr
[
P˜i
(
D0(t) + ∑
r 6=s
1− eikt(ηr−ηs)
ik(ηr − ηs) PLQrsLP
)
[P˜j]
]
,
(26)
whereQrs[·] = Pr · Ps projects on a specific off-diagonal
block corresponding to the pair (r, s),
Qrs[ρ] =


0 · · · 0 · · · 0
...
...
...
0 · · · PrρPs · · · 0
...
...
...
0 · · · 0 · · · 0


. (27)
With the right choice of {ηr}, the differences ηr − ηs are
unique, and the off-diagonal blocksQrs gain unique fre-
quencies. Next, we recover the matrix representation of
PLQrsLP by a suitable linear transform.
The contribution to the R matrix away from the Zeno
regime (k→ ∞) has been shown to beR(k) = R(Z)+R(1),
where R(Z), R(1) are given by
R
(Z)
ij = tr[P˜iL(I − tPL)[P˜j]] (28a)
R
(1)
ij (k) = −i tr[P˜i PLQ
I − e−itk adHm
k adHm
QLP [P˜j]]. (28b)
In order to recover the details of the superoperator adH ,
it is convenient to work in the superoperator eigenba-
sis of adHm . Operators of the form PrOPs = O span
the eigenspace of adHm with eigenvalue ωrs = ηr − ηs.
Namely, eigenvectors consist of operators with nonzero
entries liying in a unique off-diagonal block, labeled
by row-column indices (r, s). We label pairs of indices
with Greek letters, so that if (r, s) = µ we write ωµ
for the frequencies in D1 and Qµ[ρ] = PrρPs. No-
tice that ker(adHm ) = kerQ, so that the expression
Q(1− U ∗(t))ad−1HmQ appearing in Eq. (28a) is well de-
fined even though adHm is singular. Defining
Mkµ =
e−itkωµ − 1
ikωµ
(29)
we can write R(1) as
R
(1)
ij (k) = −∑
µ
Mkµtr[P˜i PLQµLP [P˜j]]. (30)
The matrixM is indexed by the different values of k ∈ K
and the frequencies µ = {1, . . . , n(n − 1)}. Therefore
M is not necessarily a square matrix, and the number
of rows depends on our choice of how many values of
k are sampled. Let us assume that we chose to sample
one more value of k than that of frequencies, i.e., |K| =
n(n− 1) + 1, thus k ∈ K = {k0, k1, . . . , kn(n−1)}.
Let us introduce the pseudoinverse of M,W such that
∑
k∈K
WµkMkν = δµν, (31a)
∑
k∈K
Wµk = 0. (31b)
This can be always satisfied when |K| = n(n− 1) + 1 by
taking the singular value decomposition of M,
M = U
(
0
S
)
V (32)
where we have highlighted the lower n(n− 1)× n(n−
1) block corresponding to the S = diag(s1, . . . sn(n−1))
singular values of M. Let ukk′ be the matrix elements of
U. Then the choice
W = V†
(
x
∣∣∣S−1)U† (33)
where x is a vector defined as
xµ = −
∑k u
∗
kµ
sµ ∑k u
∗
k0
, µ = 1, . . . , n(n− 1), (34)
is a solution to Eqs. (31). A few words of caution are in
order. In choosing the energy levels of Hm and values of
k, one must ensure thatM has n(n− 1) nonzero singular
values. Otherwise Eq. (34) is ill-defined. Fortunately,
the freedom in choosing these values is large enough to
make sure this case is always avoidable.
Having at hand the pseudoinverseW one can use it to
obtain
Tµ = ∑
k
WµkR
(k) (35)
= ∑
k
Wµk[R
(Z) + R(1)(k)] (36)
6The first sum vanishes due to Eq. (31b) leading to
[Tµ]ij = −tr[P˜i PLQµLP [P˜j]]. (37)
The Tµ matrix may be called Zeno susceptibility as it de-
termines how the system’s frequency ωµ responds un-
der the Zeno measurement, or continuous driving. Fi-
nally, by taking into account assumptions discussed in
the beginning of this work (2), one can show that [See
Appendix B 1]
QLφP [Pi] = 0 (38a)
QL∗φP [Pi] = 0, (38b)
so that Tµ can be written as
[Tµ]ij = tr[P˜i adHQµadH [P˜j]]. (39)
Tµ is the matrix representation of adHQµadH within the
subspace of L(H) spanned by {Pi}. These matrices con-
tain the essential information which we are interested
in. The motivation of assumption (2) –or equivalently
(38)– is now clear. It ensures that incoherent dynam-
ics does not couple Zeno subspaces in the adiabatically
eliminated virtual –second order– transitions.
A. Coherent coupling between Zeno subspaces
The magnitude of C(H) characterizes the fastest
timescales at which the system can coherently evolve
and will concern us later. However, as will be seen in
Section VI, the measurement specified by {Pi} often rep-
resents a physically meaningful decomposition of the
system’s Hilbert space. It is therefore of interest to quan-
tify the coupling among subspaces Pi induced by the
system’s Hamiltonian H. Consider a pair of subspaces
Pi, Pj, and the corresponding block in the Hamilto-
nian, given by the operator Hij = PiHPj. The norm
on the latter immediately quantifies the strength of the
coupling between Pi and Pj. In particular, the Hilbert-
Schmidt norm, ‖X‖2 =
√
tr[XX†], is directly related
to Zeno susceptibility Tµ. Indeed, an easy calculation
shows that, for i 6= j
√
(didj)1/2[Tij]ij = ‖Hij‖2 (40)
which shows that the 2-norm of Hij is readily available
from our measurement scheme. Eq. (40) combined with
Eqs. (35) and (24) gives the claimed result, Eq. (5).
The singular value decomposition of Hij suggests
that there are bases in Pi, Pj such that [supposing
dim(Pi) > dim(Pj)]
Hij = U


s1
s2
. . .
0


V† (41)
with U, V unitaries in Pi, Pj respectively. Hence the
singular values of hij are the largest coupling strengths
that two orthogonal sets of vectors in Pi, Pj can have.
Thus, ‖Hij‖2 =
√
∑n s
2
n measures the coherent coupling
strength between subspaces Pi and Pj.
B. A universal measure of coherence
The magnitudes ‖Hij‖2 characterize the coupling
strengths among Zeno subspaces Pi, Pj, but one may
be interested in obtaining estimates of the overall to-
tal strength of the Hamiltonian H. This is of course
not always possible due to couplings occurring within
any given Zeno subspace, which are not accessible to
our measurement scheme. However, the dependence of
the rates R on k can provide nontrivial lower bounds to
C(H).
Summing Eq. (39) over all distinct pairs µ = (r, s),
r 6= s we get
Cij = ∑
µ
[Tµ]ij = tr
[
P˜iadHQadH [P˜j]
]
. (42)
Observing that QadH [Pj] = adH [Pj], –namely, commu-
tators only couple populations to coherences and vicev-
ersa, so the presence of P˜j allows to remove the coher-
ence projector Q,– leads to the conclusion
Cij = tr
[
adH [P˜i]
† adH [P˜j]
]
. (43)
Clearly C is positive semidefinite, thus it has a well de-
fined square root. Let us define its operator norm
Ω = ‖
√
C‖∞. (44)
Exploiting the monotonicity of the operator norm [See
Appendix B 2] we show that Ω is a lower bound to the
induced Hilbert-Schmidt superoperator norm of adH
Ω ≤ max
‖X‖2=1
∥∥adH [X]∥∥2 ≡ ‖adH‖2. (45)
The induced Hilbert-Schmidt norm is ‖adH‖2 = C(H)
[see Appendix B 3],
Ω ≤ |Emax − Emin | = C(H), (46)
7where Emax , Emin are the highest and lowest energy
eigenvalues respectively. This combined with Eqs. (42),
(35) and (24) yields our main result, Eq. (7). A nonzero
value of Ω is a witness that there is a nontrivial Hamil-
tonian contributing to the dynamics. This, in turn is an
indicator that the dynamics of the system cannot be ex-
plained solely in terms of classical rate equations.
More precisely, the experimentally accessible Ω pro-
vides a lower bound on the spectral spread of H, C(H).
Notice that in obtaining this bound, only generic as-
sumptions of the dissipation are made, and no require-
ment is put on its strength. Naturally, if ‖L‖ is very
large, the timescales t at which the system needs to be
measured become small; this may be due to very high
decoherence rates. However, given the order of magni-
tude of the ‖L‖, and a properly chosen small time t, the
resulting bounds are independent of the details of the
decoherence process or its actual strength.
VI. EXAMPLES
A. A qubit undergoing Rabi oscillations
As a first example we consider a simple two level sys-
tem undergoing a spontaneous emission type incoher-
ent process. We use the Pauli basis to write
H =
∆
2
(cos θ σz + sin θ σx), (47)
L[ρ] = −i[H, ρ] + γ(σ−ρσ+ − 1
2
{σ+σ−, ρ}), (48)
Hm = η1|1〉〈1| + η2|2〉〈2|, (49)
where σ− = |0〉〈1| and E, θ and γ are parameters of
the model. Our measures of coherence in this model are
easily shown to be
‖H12‖2 = 12 |∆ sin θ|, (50)
C(H) = |∆|. (51)
In addition, there is only one nontrivial decomposi-
tion Eq. (3), consistent with Eq. (2), namely: P1 = |1〉〈1|
and P2 = |2〉〈2|.
The effective Zeno dynamics given by
LZ[ρ] = −i[HZ, ρ] + γ
(
σ−ρσ+ − 1
2
{σ+σ−, ρ}), (52)
is governed by the Zeno Hamiltonian HZ =
∆
2 cos θσz
and the incoherent part which stays unaffected. The rel-
evant superoperators take the form
Qad−1HmQ[X] =
1
η1 − η2
(
〈1|X|2〉|1〉〈2| − 〈2|X|1〉|2〉〈1|
)
,
(53)
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FIG. 1. Plot for the coherence measure C (upper) and its lower
bound, as a function of parameter θ. The outer line represents
the constant value of C = |∆|, which has been normalized
to 1. The inner line represents the bound obtained from the
measurement protocol. Clearly, when H is proportional to σz
(θ = 0,π), no possible Zeno effect can be induced and the re-
sulting lower bound is zero. The bound is tight when the Zeno
dynamics completely suppress the coherent population trans-
fer (θ = π/2).
and
D1(t)[X] = PL
(
fQ12 + f ∗Q21
)
LP [X], (54)
Q12[X] = 〈1|X|2〉|1〉〈2|, (55)
f =
1− exp{ikt(η1 − η2)}
ik(η1 − η2) , (56)
yielding the following results,
C =
1
2
∆2 sin2 θ
(
1 −1
−1 1
)
, (57)
Ω = |∆|| sin θ|. (58)
Fig. 1 shows the relation between C(H) and the bound
Ω provided by our scheme. It illustrates in the sim-
plest possible scenario the performance and limitations
of our proposal. When the effective Zeno Hamilto-
nian differs the most from the true undriven Hamilto-
nian (θ = π/2) our methods provide the best bound
(Ω = C(H) = 1). In all other cases, the bounds may
be loose, to the extreme case of being trivially zerowhen
the dynamics rests unaffected by the decoupling mech-
anism (θ = 0, π).
Most remarkably, this simple example shows that the
coherence witness Ω is potentially tight.
B. N-site spin chain with roller coaster energy landscape
As a second example we take a N-site spin chain with
nearest neighbor coupling J and a roller coaster type en-
ergy landscape with a gap E between the consecutive
sites,
H = ∑
n
En|n〉〈n|+ J
(
∑
n
|n〉〈n+ 1|+ |n+ 1〉〈n|
)
,
En = E×
[
n mod 2
]
. (59)
8The action of the environment is given by incoher-
ent hoping among nearest-neighbor sites, described by
jump operatorsWnm
Wnm =


√
γeβE|m〉〈n| if mod2n = 1&m = n± 1,√
γe−βE|m〉〈n| if mod2n = 0&m = n± 1,
0 otherwise.
(60)
The effective dynamics in the Zeno regime is given by
HZ = ∑
i
PiHPi. (61)
Clearly, a more coarse grained decomposition in Zeno
subspaces results in more off-diagonal terms from H
persistent in HZ, whereas with less coarse grained Zeno
subspaces (i.e. more ’resolution’ in the measurement set-
ting) more off-diagonal terms are eliminated in the Zeno
regime. Therefore the performance of Ω will strongly
depend on the resolution of the measurement. It is wor-
thy of mentioning that a coarse grained Zeno subspace
decomposition {Pi} leaves Lφ unaffected if the fine-
grained also does so, i.e., Lφeff = Lφ, as is the case for
the model considered here.
Let us go back now to the discussion of the perfor-
mance of witness Ω. Fig. 2 shows C(H) itself (dotted
curve) and its lower bounds Ωd1,...,dn , where subscript
denotes the number of sites (dimension) in each sub-
space of the {Pi} decomposition. We have evaluated
Ωd1,...,dn for a variety of decompositions, and plot their
performance at different number of sites N = ∑ni=1 di.
It is clear that the best bound is obtained with rank-1
(single-site) projectors. We can see as well, that for in-
creasing number of sites the coarse grained type of mea-
surement, Ω1,N−2,1 approaches Ω1,N−1; which is to be
expected. More details on the behavior of Ω1,...,N can be
seen in Fig. 3: it shows C(H) and Ω1,...,N obtained from
a single-site resolving measurement, both as functions
of the number of sites and coupling J. As can be seen
Ω1,...,N follows the behavior of C(H).
C. N-site spin chain with ladder energy landscape
Here we take the N-site spin chain with the nearest
neighbor coupling J and a ladder type energy landscape
characterized by the energy step E
H = E∑
n
(N − n)|n〉〈n|+ J
(
∑
n
|n〉〈n+ 1|+ |n+ 1〉〈n|
)
.
(62)
Similarly to the previous case, the action of the environ-
ment is given by incoherent hoping, Eq. (60). The effec-
tive dynamics in the Zeno regime takes analogous form
as in the previous subsection, Eq. (61), but with the en-
ergy levels decreasing linearly with n. As previously,
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FIG. 2. Performance of the different measurement schemes
for the rollercoaster [solid] and the ladder [dotted] models, at
J = 5. As these two Hamiltonians differ only in their diagonal
entries, the values of Ω are identical for either of them. The
value of C(H) is not. This makes Ω a better or worse bound
depending on each particular case. In addition, as explained
in the text, the bounds become worse under coarse graining,
being the (1,N − 2, 1) and the (1,N − 1) measurements vir-
tually equivalent for large number of sites. As discussed in
Sec. V B, both C(H) and Ω are independent of the type and
strength of decoherence, and only determined by H and the
Zeno subspace decomposition..
FIG. 3. [Upper] C(H) for the rollercoaster Hamiltonian as a
function of the number of sites N and the nearest-neighbor co-
herent hopping interaction J varying from 0 to 5. Notice that
for large number of sites, C(H) becomes linear in J and satu-
rates at a constant value. [Lower] Single-site resolving mea-
surement provides a good bound Ω1,...,N with similar behav-
ior.
FIG. 4. [Upper] C(H) for the ladder Hamiltonian as a func-
tion of the number of sites N, and nearest-neighbor coher-
ent hopping interaction J varying from 0 to 5. Notice that
for large number of sites, C(H) becomes linear in J and N.
[Lower] Single-site resolving measurement provides a lower
bound Ω1,...,N . The linearity in J is captured by Ω1,...,N , al-
though not that in N.
9the incoherent part of the dynamics is unaltered in the
Zeno regime: Lφeff = Lφ.
Fig. 2 (dashed curve) shows results for C(H) for the
ladder model. The larger N, the looser are the bounds
obtained. This is due to the fact that for a fixed value of
J and increasing N the coherence measure C(H) is dom-
inated by the diagonal part of H and is of order N. This
is a general feature of our method: the more "aligned"
with the eigenspaces of H the Zeno subspaces are, the
less effective our witness is. This occurs because in these
situations the Zeno effect has essentially little coupling to
suppress.
Nevertheless, Fig. 4 illustrates that even for the lad-
der model, our scheme provides bounds sensible to the
strength J and the measurement can reveal the magni-
tude of the couplings between the Zeno subspaces.
In both cases, roller coaster and ladder type energy
landscape, one could consider also dephasing. It can be
shown that also for this type of noise Lφ = Leff. How-
ever, we have checked that in the examples provided
dephasing does not bring anything new to the discus-
sion and therefore we have focused on the incoherent
hopping as a main source of decoherence.
VII. DISCUSSION
We have shown how a measurement protocol and
analysis based on the notion of Zeno susceptibility can
be used as a means for witnessing coherence. Our re-
sults constitute a proof-of-principle for using the Zeno
effect, implemented by means of continuous driving, as
a signature of nonclassicality. That the Quantum Zeno
Effect is a genuinely quantum phenomenon is rather in-
tuitive. The flipside of this statement is that dynamics
susceptible to QZE are necessarily quantum. However,
for noisy systems this susceptibility will only be partial.
Hence, the amount by which the system’s dynamics is
affected upon continuous driving is an indicator of how
much of said dynamics is due to coherent processes.
Here we have shown how to make this statement quan-
titative, rigorous and operational.
The approach outlined heremay be extended towards
situations in which some of our assumptions fail to hold.
This could be done in a variety of ways, and an exhaus-
tive study is well beyond the scope of this work. We
outline here a few of them.
A. Generalizations
The measurement protocol suggested has advantages
and disadvantages: it does not rely on any specific
choice of dimensions of Pi but it relies on the fact that
the system’s Hilbert space can be decomposed into Zeno
subspaces compatible with the noise (in accordance
with Eq. (2)) and that this decomposition is known. This
requirement may be lifted if one is willing to generalize
our notion of coherence. We propose here candidates
for extension of our approach. Given a Lindblad super-
operator of the form Eq. (1b), the Hamiltonian and jump
operators are not uniquely defined. The transformations
H → H + 1
2i ∑µ
(
α∗µWµ − αµW†µ
)
(63a)
Wµ →Wµ + αµ1 , αµ ∈ C (63b)
leaveL invariant [33]. A universal measure of coherence
which is independent of the particular representation of
L could be given by
C(L) = inf
α∈Cn
C
(
H +
1
2i ∑µ
(
α∗µWµ − αµW†µ
))
, (64)
where it is understood that H and Wµ are the Hamil-
tonian and jump operators of any representation of L.
This quantity becomes zero if and only if the system’s
master equation can be entirely written in terms of jump
operators –with no Hamiltonian–. In addition, it is in-
variant under the addition of a decoherence term –e.g.,
C(L) = C(L+ Lφ) for arbitrary φ– which supports the
notion of being able to single out the coherent part of L
despite the presence of noise. We leave as open problem
to determine whether this quantity can be easily com-
puted and/or measured.
The lifting of C(H) to C(L) can be seen as a relaxation
or a tightening of our problem. On the one hand it tight-
ens our framework by requiring to optimize a superop-
erator norm over all possible representations of L. On
the other hand, it is a relaxation because the only natu-
ral setup for using Eq. (64) is when no assumptions are
made about Wµ’s. In particular, relaxation of assump-
tions (2) seems a natural framework in which to con-
sider quantities which depend solely on L and not one
of its particular representations, as is Eq. (64).
Along with the general notion of coherence comes a
natural question on ameasure of decoherence that could
be used as a reference. In this work we refer to ‖L‖, the
fastest timescales of the system’s dynamics, as an upper
bound to the fastest decoherence timescales (assuming
that they are known) which dictate the smallness of t.
However, a systematic approach is suggested by the so-
called Leibnitz defect [33] ∆L,
∆L
(
A, B
)
= L(AB) − L(A)B − AL(B), (65)
that is zero if and only if L can be written solely in terms
of a Hamiltonian. ∆L determines how much L fails to
be of the commutator form −i[H, ]. Thus, a suitable
norm on ∆L is a reasonable candidate for a measure of
the decoherence in L. Both measures will be discussed
in more detail in future work.
B. Implementations
Experiments with continuous driving may be chal-
lenging in certain physical systems of interest. How-
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ever, the QZE can be induced by other means, such
as continuous measurement [34] or dynamical decou-
pling [35]. Since the essence of our analysis relies not
in the Zeno limit, but in how this limit is approached
(the next-to-leading order contribution in the asymp-
totic expansions), it is not immediate that the same re-
sults will translate to these other setups. The ideas, how-
ever, should not vary in their essence. We leave the task
of understanding how our ideas carry over to these se-
tups for future work.
In the case of implementation by means of continu-
ous measurement, one may also track the set of mea-
surement outcomes and not only the outcome of the fi-
nal projective measurement. Then a parameter estima-
tion could be applied, such as [36], where authors dis-
cuss parameter inference from a continuously measured
system with an application to quantum optics. The dif-
ficulty then relies in designing a general enough sta-
tistical parametric model capturing the specifics of our
problem, while general enough to accommodate for un-
known L dynamics. This proceduremay allow to obtain
more accurate estimates of Ω and even tighter bounds
of C.
Regarding the tightness of inequality (46), one should
note that only as much as is measured can be learnt:
Hamiltonians that commute with the measurement
Hamiltonian will be totally beyond reach of witness Ω.
In such cases, a different measurement basis and/or
preparations will be required. For all other systems,
Ω will provide a nontrivial lower bound to C(H). As
shown by examples, the more "noncommuting" the un-
known Hamiltonian, the tighter inequality (46) will be.
The virtue of this method is that it assumes noisy dy-
namics and, in our scheme, it provides bounds that are
robust to the strength of noise.
Building the statistics needed for estimating P˙ is sim-
ple, but it may be challenging to work in the regime of
small times and appropriate values of k. A deeper study
of the timeframes for which the reduced system dynam-
ics is Markovian (for large k) will allow to safely lift this
small time constraint.
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Appendix A: Derivation of the effective dynamics
In the derivation of Eq. (18) we absorb k in the cou-
pling Hamiltonian Hm, since our results will be inde-
pendent of the strength of Hm.
We start decomposing the density operator ρ in parts
which we will call populations P [ρ] and coherences Q[ρ].
We define the unitary superoperator U (t) = exp itadHm ,
which is just U (t)[x] = eitHmxe−itHm , and write down
the density operator in the interaction picture w.r.t. Hm,
ρI(t) = U (t)[ρ(t)] (A1a)
LI(t) = U (t)LU ∗(t), (A1b)
where we skip the composition symbol between super-
operators and regard it as a product of operators in
Hilbert-Schmidt space. The master equation Eq. (16)
reads, in the interaction picture,
d
dt
ρI(t) = LI(t)[ρI(t)], (A2)
where, essentially, the Hamiltonian Hm is canceled
out. Our approach follows the derivation of the time-
convolutionless master equation [32] which uses pro-
jection operator techniques [37], in order to derive the
propagator from time 0 to time t.
The time-evolution for the populations P [ρI(t)] and
coherencesQ[ρI(t)] then reads
d
dt
P [ρI(t)] = (PLI(t)P +PLIQ)[ρI(t)], (A3a)
d
dt
Q[ρI(t)] = QLI(t)[ρI(t)]. (A3b)
Now, let Γ(t, t0) = T exp
∫ t
t0
dsQLI(s) be the time or-
dered exponential (see [32]), e.g. the solution to
d
dt
Γ(t, s) = QLI(t)Γ(t, s), (A4)
with boundary condition Γ(t, t) = I . With this one can
solve for the coherences Q[ρI(t)]
Q[ρI(t)] = Γ(t, t0)Q[ρI(t)]
+
∫ t
t0
ds Γ(t, s)QLI(s)P [ρI(s)], (A5)
which used in Eq. (A3a) yields
d
dt
P [ρI(t)] = (A6)
PLI(t)
(
P [ρI(t)] +
∫ t
0
ds Γ(t, s)QLI(s)P [ρI(s)]
)
.
We are interested in writing the time-derivative of
P [ρ(t)] at time t as a function of the preparationP [ρ(0)],
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therefore we can write the time-evolution channel (in
the interaction picture) and the density operator as
E (t, t0) = T exp
∫ t
t0
dsLI(s), ρI(t) = E (t, s)[ρI(s)].
(A7)
Then, the evolution of populations is given by
d
dt
P [ρI(t)] =PLI(t)
(
PE (t, 0) +
+
∫ t
0
ds Γ(t, s)QLI(s)PE (s, 0)
)
[ρI(0)].
(A8)
Writing in the Schroedinger picture we obtain
d
dt
P [ρ(t)] = PLPE (t, 0)[ρ(0)] (A9)
+ PL
∫ t
0
dsU ∗(t)Γ(t, s)U (s)QLPE (s, 0)[ρ(0)]
Several considerations are worth making about this ex-
pression. The first line can be conveniently expressed
as Leff[ρ(t)] , where Leff = PLP . As we will see, this
represents the dominant part of the dynamics at time t.
On the other hand, the essential part of the second line
is characterized by the memory kernel
K(t) =
∫ t
0
dsU ∗(t)Γ(t, s)U (s)QLPE (s, 0) (A10)
This operator characterizes the nonmarkovianity of
P [ρ(t)], as its evolution cannot be uniquely determined
without reference to the coherences Q[ρ]. The opera-
tor K(t, s) provides the accumulated non-Markovianity
at time t. Numerical evidence shows that for relatively
large values of k ∼ ‖adHm‖, K(t) is of order 1/k up to
some time T, afterwhich it becomes an important contri-
bution, suggesting that after time T the system acquires
enough memory to make the non-Markovian effects rel-
evant. A detailed study of this phenomenon is beyond
the scope of this work.
Nevertheless, it is interesting to note that the contri-
bution of the second line in Eq. (A9) characterizes the
adiabatically eliminated transitions among Zeno sub-
spaces, mediated by coherences originated at time s, and
evolving over time until t. The overall effect of this
is a correction to the leading order dynamics. The rel-
ative relevance of this term will dictate whether tran-
sitions among subspaces occur due to incoherent first-
order processes or through these virtual second-order
transitions.
Instead of attempting a full solution of Eq. (A9) we
find it constructive to consider the evolution at small
times t such that ǫ = t‖L‖ ≪ 1. In this case, ‖L‖ has
the dimension 1/t and determines the magnitude of the
fastest timescales arising in Eq. (1). With the small pa-
rameter introduced, we can write
E (t, 0) = I +
∫ t
0
dsLI(s) +O(ǫ2), (A11)
Γ(t, s) = I +
∫ t
s
ds′QLI(s′) +O(ǫ2). (A12)
We use the above expansions to write the equation for
the evolution of the populations
d
dt
P [ρ(t)] = (A13)
= PL
(
P +
∫ t
0
dsU (s− t)LP +O(ǫ2)
)
[ρ(0)]
Here we note that the action of unitaries (related to ’adi-
abatic elimination term’) can be represented as
∫ t
0
dsU (s− t) = tP + QI − e
−itadHm
iadHm
Q. (A14)
Therefore, we can write the second order term as
PL
∫ t
0
dsU (s− t)LP = tPLPLP + PLQI − e
−itadHm
iadHm
QLP , (A15)
and finally
d
dt
P [ρ(t)] = PL
(
P(I + tPLP) +QI − e
−itadHm
iadHm
QLP +O(ǫ2)
)
[ρ(0)]). (A16)
One can check that chosing k ∼ ‖adHm‖ of the order 1/t so that tadHm ∼ 1 leads to superoperators D0 and D1
of similar magnitudes. This is the desirable regime to work in, which will render the dependency of D1 in k most
visible despite statistical and experimental errors.
Appendix B: Proofs of results regarding superoperators
We provide here proofs of some of the facts stated in
the text that may not be obvious to all readers.
1. Implications of the preferred basis
Introducing the anticommutator superoperator
acA[X] =
1
2
(AX+ XA) (B1)
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one can check that for selfadjoint A = A†, acA is also
self-adjoint,
ac∗A = acA. (B2)
Using this notation, Lφ reads
Lφ = φ− acφ∗(1 ) (B3)
and our assumptions (2) read
Qφ[Pi] = 0 (B4a)
Qφ∗[Pi] = 0. (B4b)
From this, we go on to show that
QLφ[Pi] = 0 (B5a)
(LφQ)∗[Pi] = 0. (B5b)
From Eq. (B4b) it is readily seen that
Qacφ∗(1 )[Pi] = 0 (B6)
which shows thatQLφ[Pi] = Qφ[Pi]−Qacφ∗(1 )[Pi] = 0,
Eq. (B5a). Using self-adjointness of Q and acφ∗(1 ) we
have that Eq. (B5b) reads
QL∗φ[Pi] = Q(φ∗ − acφ∗(1 ))[Pi]
= 0. (B7)
This implies that Eq. (39), [Tµ]ij = −tr[P˜i LQµL[P˜i]]
when written as
[Tµ]ij = − 1√
didj
tr[(QL∗[Pi])†QµQL[Pj]] (B8)
can be expressed as [Tµ]ij = tr[B
†Qµ[A]], with
A = Q(−i adH +Lφ)[Pj] = −i adH [Pj] (B9a)
B = Q(−i adH +Lφ)∗[Pi] = i adH [Pi] (B9b)
so that [Tµ]ij reduces to
[Tµ]ij = tr[(adH [P˜i])
†Qµ adH [P˜j]]
= tr[P˜i adHQµadH [P˜j]]. (B10)
2. Monotonicity of the operator norm
Recall that {P˜i} is an orthonormal basis in a subspace
V of L(H) and {P˜i, Tr} is its extension to L(H). In this
sense Cij = tr[P˜iad
2
H [P˜j]] is the matrix representation of
superoperator ad2H restricted to subspace V. It is posi-
tive semidefinite as can be seen by
x⊤C x = tr
[
adH [X]
† adH [X]
] ≥ 0, (B11)
where X = ∑i xiP˜i. Thus,
√
C is uniquely defined and
its operator norm is given by∥∥∥√C∥∥∥
∞
= sup
‖x‖=1
∥∥∥√Cx∥∥∥
= sup
‖x‖=1
x⊤Cx
= sup
‖x‖=1
∥∥∥adH[∑
j
xjP˜j
]∥∥∥
2
, (B12)
where ‖x‖ =
√
x⊤x is the standard Euclidean norm and
‖X‖2 is the Hilbert-Schmidt norm ‖X‖2 =
√
tr[X†X].
For any x such that ‖x‖ = 1 we have that X = ∑i xi P˜i is
‖X‖2 =
(
∑
ij
x∗i xjtr[P˜iP˜j]
)1/2
= 1. (B13)
Hence, we can upper bound Eq. (B12) by relaxing the
maximization to all operators in L(H) normalized w.r.t
the 2-norm, thus obtaining the induced Hilbert-Schmidt
superoperator norm
‖
√
C‖∞ ≤ sup
‖X‖2=1
∥∥adH [X]∥∥2 ≡ ‖adH‖2. (B14)
3. Computation of the induced Hilbert-Schmidt norm
Here we show that ‖adH‖2 = λmax(H) − λmin(H),
where λi(H) are H’s eigenvalues and we will drop their
dependence on H. Notice that eigenvectors of adH are
given by |ψα〉〈ψβ|, where |ψα〉 constitute the eigenba-
sis of H. Then, any operator X can be expressed in the
eigenbasis of adH ,
X = ∑
αβ
xαβ|ψα〉〈ψβ| (B15)
and hence
‖adH(X)‖2 = ‖∑
αβ
xαβ(λα − λβ)|ψα〉〈ψβ|‖2
=
(
∑
αβ
|xαβ|2(λα − λβ)2
)1/2
≤ λmax − λmin (B16)
Clearly, ∑αβ |xαβ|2 = 1 ⇔ ‖X‖2 = 1, thus the bound
is attainable, with X = |ψmax〉〈ψmin | ∈ L(H), where
|ψmax〉, |ψmin〉 are eigenvectors corresponding to λmax ,
λmin resp. Thus
‖adH‖2 = sup
‖X‖2=1
∥∥adH [X]∥∥2
= λmax − λmin . (B17)
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