Abstract-We study the convergence behavior of a class of projection methods for solving convex feasibility and optimization problems. We prove that the algorithms in this class converge to solutions of the consistent convex feasibility problem, and that their convergence is stable under summable perturbations. Our class is a subset of the class of string-averaging projection methods, large enough to contain, among many other procedures, a version of the Cimmino algorithm, as well as the cyclic projection method. A variant of our approach is proposed to approximate the minimum of a convex functional subject to convex constraints. This variant is illustrated on a problem in image processing: namely, for optimization in tomography.
is nonempty, find a point . In the literature, an iterative method that provides a sequence of points that converges to a point in is considered to solve the problem (see [1] and [7] for surveys on this topic). In particular, the so-called string-averaging projection methods (introduced in [5] , see also [6] and [12] ) solve the consistent convex feasibility problem in this sense. Our purpose here is to present a large subset of the class of string-averaging projection methods, containing what we call the amalgamated projection methods. Among the amalgamated projection methods are most of the already known metric projection methods for solving the consistent convex feasibility problem. Most importantly, we give a variant of the method that can be used to steer a convex functional towards its minimum subject to consistent convex constraints. This operator is continuous because each is a continuous function on . is also nonexpansive; i.e., for any . (The are well known to be nonexpansive and hence so are the , for any index vector . The result for follows from (I.4) and the inequality properties for the norm of a linear combination of vectors.)
With these notions and notations, the amalgamated projection method for the amalgamator is (I.5)
Clearly, such a method is a string-averaging projection scheme, as presented in [5] and [6] . Many known projection methods can be described as amalgamated projection methods. For instance, if with then and the amalgamated projection method with the amalgamator gives the cyclic projection method originating in [17] ; if the amalgamator 1932-4553/$25.00 © 2007 IEEE consists of , where, for each and with then the amalgamated projection method gives a generalization of the Cimmino algorithm originating in [8] . More generally, it can be seen easily by direct comparison that the unrelaxed versions of many projection methods for solving convex feasibility problems (such as those discussed in [1] , [5] , [6] , and [13] ) can be described as amalgamated projection methods.
In order to see that some relaxed projection methods are also describable as amalgamated projection methods, observe that the convex feasibility problem is equivalent to: find a common point of the sets where
In this case, , for all . If is an amalgamator of the original problem of finding a common point of the sets then for any the pair , where and is defined by
is an amalgamator of the problem of finding a common point of the sets , and the amalgamated projection method for the amalgamator is the relaxed iterative algorithm:
In Section II, we prove a novel result regarding the amalgamated projection method, namely that its convergence to a solution of the given consistent convex feasibility problem is stable under summable perturbations of the iterates. Precisely, we prove the following Theorem. Theorem: Let be closed convex sets with a nonempty intersection . If is a sequence of positive real numbers such that and is a bounded sequence of vectors in , then for any amalgamator the procedure (I.9) converges, and its limit is in .
The exact form of the perturbation model in (I.9) is motivated by our intended application (discussed in Section IV) of defining the perturbations in such a way as to steer the algorithmic process towards a minimizer of a given convex function. However, our theorem is immediately applicable to the alternative point of view in which perturbations are considered to be numerical errors due to the fact that inexact projections are computed. In this case, a more appropriate model is (I.10)
By setting
, it is easily shown by induction that, for
where the sequence is generated by (I.9). From the convergence of that sequence to an element in and from the conditions of the and , the convergence of the sequence of generated by (I.10) to an element of follows.
The stability under perturbations of the convergence of projection methods for solving convex feasibility problems was also considered in [1] , where the behavior of such procedures is studied under the assumption that the sets are given by approximations. By contrast, our Theorem deals with the situation in which the sets are precisely given, but the projections on them are determined only approximately. A result similar to our Theorem was obtained in [9] concerning the following: fix such that and use the procedure
Note that this is just that special case of (I.10) that we get from the choice of amalgamator that gave rise to the generalization of the Cimmino algorithm that we discussed earlier.
We have noted that many known algorithms for solving convex feasibility problems can be described as amalgamated projection methods. The functioning of some amalgamated projection methods with not so standard features is described in Section III. In Section IV, we present a variant using subgradients that can be used to approximate the solutions of some constrained convex optimization problems [20] . In Section V, we illustrate the performance of this variant when applied to problems in tomography. Section VI contains a summary.
II. PROOF OF THE THEOREM
The proof is in two stages. In the first, we prove convergence when there are no perturbations of the computational process.
Claim 1: If for all then the sequence specified by (I.9) [or, equivalently in this case, by (I.5)] converges to a fixed point of .
This claim is a consequence of Theorem 2.2 of [5] , here we give an alternative proof.
Let and recall that the projection operator is 1-attracting with respect to (in the sense given to this term in [1] According to (II.8), the nonexpansive operator is asymptotically regular and, clearly, any element of is a fixed point of . Therefore, Theorem 2 in [18] applies to and shows that converges to a fixed point of . To complete the proof of the Theorem, we prove the following.
Claim 2: If and are sequences satisfying the hypotheses of the Theorem, then any sequence generated according to (I.9) converges, and its limit is in .
Since the operator is nonexpansive, for each , we have that (II.9)
Consequently, denoting by a finite upper bound of the bounded sequence , we have that (II. 10) showing that the sequence is summable. According to [2, Theor. 4.2], combined with the already-proven Claim 1, the summability of this sequence ensures that the sequence converges and its limit is a fixed point of . and so and, hence, the sequences generated by (I.9) converge to points in .
III. ILLUSTRATIONS
In this section, we illustrate the way in which the amalgamated projection methods function in some particular instances and how they compare with the cyclic projection method whose convergence behavior is well researched.
Consider the amalgamator for which consists of index vectors of the form (III.1) and . The functioning of the corresponding algorithm (which we call here the averaged projection method) in the case is illustrated by Fig. 1 , where two iterates and are indicated in parallel with the first two iterates of the cyclic projection method starting from the same initial point . In the illustrated case, the second iterate of the cyclic projection method is closer to the common point of the lines and than the second iterate of the averaged projection method. Another possible amalgamator is one for which consists of all permutations of the set and Step of the algorithm with amalgamator (; w) for which contains all permutations of f1; 2; 3g and w(t) = 1=6 for all t. Here, x is the center of mass of the six points P P P ; P P P ; .. . ; P P P .
for each . The functioning of the resulting amalgamated projection method is illustrated in Fig. 2 . It is interesting to note that, in Fig. 2 , the point marked is, in fact, the first iterate of the cyclic projection method. This is not as close to the solution of the feasibility problem as the iterate generated by the amalgamated projection method.
IV. APPLICABILITY TO OPTIMIZATION
The Theorem guarantees the convergence of the amalgamated projection method when the calculation of the iterates is affected by summable perturbations. We can make use of this property to steer the iterates towards the minimizer of a given convex function ; i.e., to the that provides the solution of the problem (IV.1)
The heuristic provided below is not guaranteed to achieve actual convergence to the minimizer . It is, however, demonstrated by examples in the next section that it proceeds so that the value of the given function tends to be reduced and yet convergence to a feasible point is not compromised.
Consider a convex function which has a minimizer over the set . For any , let be a subgradient of at , and define (IV.2) Clearly, the sequence defined by (IV.2) is bounded. Therefore, by the Theorem, for any summable sequence of positive real numbers the sequence generated according to (I.9) converges to an element of .
The relevance of this is seen in the context of the theory of projected subgradient methods for solving constrained convex optimization problems [20] . The iterative step of a projected subgradient method is (IV. 3) where the vectors are given by (IV.2) and is the metric projection operator onto the set . Determining projections onto can be a computationally complicated process even if the sets defined by the constraints of the problem of minimizing over are relatively simple sets, such as hyperplanes or halfspaces. By contrast, calculating the projections onto the individual is frequently easy and, in such cases, implementation of (I.9) instead of (IV.3) can be very advantageous from the point of view of the computational burden.
In our implementation, we use the following methodology for generating the real numbers . We define, for an (IV. We terminate the iterative process when we find an such that , where is a user-specified small positive number. The complete "optimization" algorithm consists of (I.9) with the defined by (IV.2) and the defined by the pseudocode that makes use of (IV.4). We put quotes around optimization, since our algorithm is heuristic and we have no proof of convergence to the optimizer of under the given constraints. What the algorithm performs is a steering process towards a small value of (see Step 4 of the pseudocode), while attempting to maintain the convergence to an element of the set , as guaranteed by the Theorem for a proper choice of the sequence (see Step 7 of the pseudocode).
V. EXAMPLES FROM TOMOGRAPHY
We illustrate our approach on an area of image processing: tomographic reconstruction of images that are not uniquely determined from the available data, with the help of a convex functional that assigns to each image a nonnegative number that indicates, in some sense, the "undesirability" of the image. (For example, we may know that most images in our application area should be "piece-wise smooth." In that case, should measure the extent to which piece-wise smoothness is violated in the image represented by ). Fig. 3(a) shows a phantom that is a 243 243 digitized image (thus, ), representing a cross-section of a human head ( [15, Sec. 4.3] ). The components of represent the average X-ray attenuations within the 59 049 pixels, each of each is of size 0.0752 0.0752 (the assumed unit of length is 1 cm). The values of these components range from 0 to 0.5637; for display purposes, any value below 0.1945 is shown as black (gray value 0) in Fig. 3 , and any value above 0.2200 is shown as white (gray value 255), with a linear mapping of the -component values into gray values in between. Data were collected by calculating line integrals through the digitized image for 82 sets of equally spaced parallel lines. Each such line integral gives rise to a linear equation in the components of ; the set of that is consistent with such a line integral is a hyperplane in . The phantom itself lies in the intersection of all these hyperplanes. In our experiments, we used measurements for 25 452 lines, making our problem very much underdetermined. (The intersection of all the hyperplanes is an at least 33 597-dimensional subspace of ). In the terminology of our paper and, for is one of the hyperplanes; i.e., (V.1) where and . A classical method for finding a common point in such hyperplanes is the cyclic projection method, which is commonly known as ART in tomography ( [15, Ch. 11] ). If it is initialized with being the zero vector, it is known ([15, Sec. 11.2]) to converge to that point in the intersection of the hyperplanes for which is minimal. In practice, ART needs to be stopped after a finite number of steps. In Fig. 3(b) , we show the result obtained by ART when we stopped at a for which Res . On an Intel Xeon 1.7-MHz processor 1-G RAM workstation, obtaining such a good fit to the data by ART required just over 112 minutes. (To demonstrate that 0.005 is indeed a small value in our context, we point out that Res .) There are some obvious differences between the phantom in Fig. 3(a) and the ART reconstruction in Fig. 3(b) . This indicates that may not be a particularly good measure of the undesirability of in this situation. Many research workers in image processing have been advocating the use of total variation rather than the norm; e.g., [3] , [11] , [14] , [19] , [21] , and [22] . For a image whose pixels are denoted by , the total variation (TV) of is (V.2) By mapping into a -dimensional vector (by stacking into a single column all the columns of ), this definition gives rise to a functional that can be used in our algorithm designed above. As for ART, we selected to be that of the cyclic projection method. The only difference between ART and this new algorithm comes from the perturbations aimed at reducing the total variation. Again we started the process with being the zero vector and stopped it when Res . Fig. 3(c) illustrates the output of the algorithm. It is visually superior to the reconstruction of Fig. 3(b) . (As a numerical measure, the norm of the difference between the ART reconstruction and the phantom is more than 16 times greater than the norm of the difference between the TV-reducing reconstruction and the phantom.)
What is particularly interesting is that the TV-reducing algorithm is significantly less expensive than ART: The total time required was less than 15 minutes. The reduction in Res as a function of computer time is plotted in Fig. 4 for both algorithms. Even though a single iterative step of ART is less expensive than that of the TV-reducing algorithm, the perturbations in the latter steer it towards the correct result (i.e., in the general direction of the phantom) and so much fewer steps are needed to get Res below a given . In the first two rows of Table I , we report on the values of the norm and TV for the outputs of the two algorithms (as well as the distance between the reconstruction and the phantom and the time in minutes needed to obtain the reconstruction). As can be seen, the algorithms tend to minimize the function that they are supposed to be minimizing; the superiority of the reconstruction in Fig. 3(c) to that in Fig. 3(b) is due to TV minimization being a more appropriate aim than norm minimization in the current circumstances.
To show how well our new method is doing at minimizing TV as compared to an established procedure, we adapted a TV-minimizing version of Algorithm 6 in [10] to our data. (The most essential part of our adaptation was that where the algorithm called for a projection onto , in our implementation we approximated this by doing a single cycle of consecutive projections onto .) Again, starting the process with the zero vector and stopping it when Res , we obtained an output for which the TV value is 471.3, which is not quite as low as obtained by our new algorithm . Also, the time required to get to termination was just over four times longer for the algorithm based on [10] than for our new algorithm. All the relevant numbers for this algorithm are also reported in Table I .
As a further illustration, we also report on results of experiments in which in addition to the hyperplanes of (V.1) we also have half-spaces that correspond to nonnegativity constraints on the pixel values; i.e., sets of the form (V. 3) for . In setting up the exact formulation of the problem, in the sequence of convex sets each set of the form (V.1) is followed by the sets of the form (V.3). We compared the performance of our TV-reducing method with a version of ART (called ART2, introduced in [16] , see also [7, p. 152] ), which minimizes the norm under such mixture of constraints. The results are reported in Table II .
All the computational work reported here was done using snark05 [4] ; the phantom, the data, the reconstructions, displays , TABLE II  NUMERICAL VALUES FOR THE OUTPUTS OF THE ALGORITHMS  (WITH NONNEGATIVITY CONSTRAINTS) and plots were all generated within this same framework. In particular, this implies that differences in the reported reconstruction times are not due to the different algorithms being implemented in different environments.
VI. SUMMARY
We have proposed a class of projection methods for solving the consistent convex feasibility problem and proved their convergence to a feasible point even under summable perturbations. We have discussed how this property can be used to steer the iterative process towards minimizing a convex function, and have illustrated the potential usefulness of this by applying it to the problem of total variation minimization in tomography.
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