is offered by the molecular mechanics-generalized Born or Poisson-Boltzmann surface area (MMGBSA or MMPBSA) methods that analyze only the free and bound states of the system (Kollman et al., 2000) .
The MMGBSA/MMPBSA methods have been widely used in the identification of active ligands and their affinities and binding modes (Genheden & Ryde, 2015) . With MMGBSA, protein-ligand and protein-protein interaction energies can be estimated relatively quickly when compared with alchemical free energy methods. Several studies have shown that MMGBSA generally outperforms the scoring functions of docking algorithms in terms of accuracy in ranking ligands by their binding affinity (Hou, Wang, Li, & Wang, 2011a; Sun, Li, Shen, et al., 2014) . Reported correlations between experimental and MMGBSA-derived binding affinities range from excellent to poor, indicating that the performance of MMGBSA/MMPBSA methods is highly case-specific (Niinivehmas, Virtanen, Lehtonen, Postila, & Pentikäinen, 2011; Virtanen, Niinivehmas, & Pentikäinen, 2015; Ylilauri & Pentikäinen, 2013) . Because of this variance, the careful selection of essential parameterssuch as the length of the MD simulation, dielectric constants, and whether to include or exclude the entropy term-has been advised, as such parameters can greatly influence the precision of the method (Hou, Wang, Li, & Wang, 2011b) . Significant correlations between experimental and computational binding free energies have been obtained both by averaging the binding free energy over multiple protein-ligand complexes derived from MD simulation snapshots and by running an MMGBSA analysis on a single minimized snapshot (Hou et al., 2011a; Karami, Saboury, Rezaee, & Tabatabai, 2017; Rastelli, Del Rio, Degliesposti, & Sgobba, 2010; Sun, Li, Shen, et al., 2014) . Still, FEP has been shown to be generally more capable of identifying active ligands and their correct binding modes than MMGBSA, making it the preferable method for the final binding free energy estimation (Kaus et al., 2015) . In general, MMGBSA method enables rapid estimation of binding affinity but only with the cost of crude approximations. In particular, the lack of conformational entropy and free energy of solvent binding cause significant standard error of estimation, which again limits the applicability of the method in drug discovery (Genheden & Ryde, 2015) .
The difficulty of adequately sampling the relevant ligand binding modes has traditionally been one of the major limitations of FEP and other alchemical free energy methods (Chodera et al., 2011) . Particularly in cases of multiple possible binding modes, this inability may cause a substantial decrease in the precision of the free energy calculation (Boyce et al., 2009; Mobley et al., 2007) . Generally, considering different ligand binding modes requires the utilization of multiple calculations, which significantly increases the computational cost of the protocol. This has constrained the use of alchemical free energy methods in many applications, such as virtual screening, where computational efficiency is one of the main priorities (Homeyer, Stoll, Hillisch, & Gohlke, 2014) . The problem has been addressed by utilizing methods, such as replica exchange with solute tempering (REST) and accelerated MD, that aim to enable consideration of multiple ligand binding modes during a single calculation by lowering the energetic barriers between them (Arrar, de Oliveira, Fajer, Sinko, & McCammon, 2013; De Oliveira, Hamelberg, & McCammon, 2008; Hamelberg, Mongan, & McCammon, 2004; Liu, Kim, Friesner, & Berne, 2005; Moors, Michielssens, & Ceulemans, 2011; Wang, Berne, & Friesner, 2012; Wang, Friesner, & Berne, 2011) . Another possible way to tackle the issue is to decrease the number of necessary calculations by identifying the biologically relevant binding modes with computationally less demanding methods prior to using the free energy methods. The reported good performance of MMGBSA indicates the usefulness of this method in filtering irrelevant ligand binding modes to facilitate the completion of the computationally more intensive alchemical free energy analysis.
Here, we have used MD simulations together with MMGBSA analysis to rescore docking results. Specifically, we have studied the stability of both formed complexes and binding energies using MD simulation snapshots without and with energy minimization. Three protein targets that we have studied also previously (Juvonen et al., 2016; Kurkinen et al., 2018; Niinivehmas et al., 2011; Shubina, Niinivehmas, & Pentikäinen, 2015; Virtanen & Pentikäinen, 2010 )-cytochrome P450 type 2A6 (CYP2A6), androgen receptor (AR), and phosphodiesterase 4B (PDE4B)-were utilized to evaluate the performance of MMGBSA in identifying ligand binding modes. CYP2A6 has a relatively small binding site for ligands, and thus, it is an important player in the oxidation of the smallest xenobiotics (Raunio & Rahnasto-Rilla, 2012) . It is also an excellent model enzyme because its binding cavity is limited in size and has easily definable sites for polar interactions. AR belongs to nuclear receptors and is a traditional target for the discovery of prostate cancer treatments (Heinlein & Chang, 2004) . PDE4B belongs to a large family of PDE enzymes that degrade cAMP and cGMP by catalyzing the breakage of their phosphodiester bond. PDE4 has many implications in drug discovery, and it has been suggested that PDE4B inhibitors could act as therapeutic agents, for example, against depression and schizophrenia (Maxwell, Kanes, Abel, & Siegel, 2004) and chronic obstructive pulmonary disease (Brown, 2007) . 2017). The coumarin-bound structure was used for CYP2A6 (PDB code: 1Z10 (Yano, Hsu, Griffin, Stout, & Johnson, 2005) ). The following twelve crystal structures for AR were chosen: 1GS4 (Matias et al., 2002) , 1Z95 (Bohl, Gao, Miller, Bell, & Dalton, 2005) , 2AM9 (Pereira de Jésus-Tran et al., 2006) , 2AMB (Pereira de Jésus-Tran et al., 2006) , 2HVC (Wang, Liu, et al., 2006) , 2IHQ (Sun et al., 2006) , 2OZ7 (Bohl, Wu, Miller, Bell, & Dalton, 2007) , 2PNU (Cantin et al., 2007) , 3B66 (Bohl et al., 2008) , 3RLL (Duke, Jones, Bohl, Dalton, & Miller, 2011) , 4OHA (Hsu et al., 2014) , and 5V8Q (Aikawa et al., 2017) . In structure selection, the structural variability of the crystallized ligands and the resolution of the crystal structure were emphasized. For PDE4B, we used crystal structure of PDE4B with bound inhibitor (PDB code: 4W5E (Goto et al., 2014) ) for two reasons: (a) It contains also the additional part to many other structures, which forms a lid into the inhibitor binding site in PDE4B, and (b) it is easier to compare the results to our previous results (Shubina et al., 2015) . Hydrogens were added to protein structures using reduce 3.23 (Word, Lovell, Richardson, & Richardson, 1999) .
| METHODS AND MATERIALS

| Protein structures
| Ligand preparation
For CYP2A6, two known substrates, coumarin and 6-methylcoumarin, were selected. Both compounds are 7-hydroxylated in CYP2A6 oxidation (Juvonen et al., 2016; Pelkonen, Rautio, Raunio, & Pasanen, 2000) . For AR, ligands were separated from the chosen protein crystal structures. In the case of PDE4B, we used 152 previously published PDE4B inhibitors that have been measured with comparable methods (Allcock et al., 2011; Irvine, Patrick, Kewney, Hastings, & MacKenzie, 2008; Kuang et al., 2007 Kuang et al., , 2012 Ochiai et al., 2012 Ochiai et al., , 2013 . Three-dimensional molecules for CYP2A6 and PDE4B were obtained by using LigPrep in Maestro 2017-4 (Schrödinger Inc, Portland, OR, USA), with following options: (a) OPLS2005 force field, (b) protonization at physiological pH 7.4 ± 0.0, where ligands were ionized with Epik, (c) tautomers were generated, (d) specific chiralities were retained, (e) maximum number of tautomers and chiralities was set to 32/ligand. For tautomers and chiralities, only one low energy conformation was kept. For AR, bonds and stereochemistry of ligands were checked to comply with that given in PDB. Hydrogens and partial charges were added using OPLS2005 force field in maestro (Schrödinger Inc, Portland, OR, USA).
| Molecular docking
Molecular docking for CYP2A6, AR, and PDE4B was performed with plants v.1.2 (Korb, Stützle, & Exner, 2009 ) with chemplp scoring function to produce four binding modes for each ligand that differ significantly (RMSD = 2.5 Å (AR/ PDE4B) or 2.0 Å (CYP2A6)). The docking area was set to the center of the binding cavity defined by the bound ligand in each protein structure. In the case of AR, the ligands separated from the protein crystal structures were cross-docked back to the different crystal structures. In all used three examples, the ligand binding site does not contain large cavities to surrounding solvent, and accordingly, the docking area was relatively easy to define, and all of the docked ligand poses were located at the defined binding sites.
| Parameterization of ligands
Parameterization of ligands for MD simulations was performed with two different methods: (a) The 3D structures of CYP2A6 substrates were optimized quantum mechanically with gaussian 09 (Gaussian, Inc., Wallingford, CT) at the HF/6-31 + G* level using a polarizable continuum model. The RESP method (Bayly, Cieplak, Cornell, & Kollman, 1993) was used to calculate the atom-centered point charges from the electrostatic potentials; and (b) AR ligands and PDE4B inhibitors were optimized and parameterized with antechamber (Wang, Wang, & Kollman, 2001 ) method utilizing charge method AM1-bcc.
| Preparations for MD
Tleap in antechamber 17 (Wang, Wang, Kollman, & Case, 2006 ) was used to: (a) generate force field parameters for protein and combine protein-ligand parameterizations; (b) add hydrogen atoms; and (c) solvate the system with a rectangular box of transferable intermolecular potential threepoint (TIP3P) water molecules (Jorgensen, Chandrasekhar, Madura, Impey, & Klein, 1983) extending 13 Å in every dimensions around the solute. The ff14SB force field (Maier et al., 2015) was used for the protein structures. For CYP2A6, parameters suitable for heme with a six-co-ordinate iron were used (Giammona, 1984) (https://personalpages.manchester. ac.uk/staff/Richard.Bryce/amber/index.html).
| MD simulations and MMGBSA
MD simulations were performed with namd 2.9 (Phillips et al., 2005) in four steps: (a) 15,000 steps of energy minimization where Ca atoms were restrained with 5 kcal/mol; (b) 15,000 steps of energy minimization without restraints; (c) 180,000 steps of MD where Ca atoms were restrained with 5 kcal/mol; and (d) 1,200,000 steps (2.4 ns) of MD without restrains. The energy minimization of snapshot structures from the MD simulation was performed for 15,000 steps without constraints. Otherwise, all parameters were kept similar as in our previous study (Ylilauri & Pentikäinen, 2013 ). All energy minimizations were performed using the default conjugate gradient energy minimization method.
Superpositioning of protein-ligand complexes was performed with Vertaa in Bodil (Lehtonen et al., 2004) . All MD trajectory analyses were made with Cpptraj (Roe & Cheatham, 2013) . RMSD calculations in relation to crystal structures were conducted with rmsd.py script in schrödinger release 2017-4 (Schrödinger Inc, Portland, OR, USA). MMGBSA analyses were performed with MMPBSA.py script (Miller et al., 2012) implemented in Antechamber. For generalized Born calculations, three different igb models, namely igb1, igb2, and igb5, were employed. Shortly, the main difference between these three igb models is that the original description of solute boundaries in terms of effective radii (igb1) has been rescaled in igb2 and igb5 to mimic primarily the computationally more demanding Poisson-Boltzmann model.
| RESULTS AND DISCUSSION
The general aim of this research was to study the ability of MMGBSA to identify the biologically relevant binding modes of small molecules in various target proteins. First, a key challenge in drug discovery is understanding the metabolism and especially the consequent metabolites for the developed molecules. Accordingly, we studied the possible binding modes of coumarin and 6-methylcoumarin into CYP2A6 to determine whether their site of metabolism (SOM) can be predicted using MMGBSA. Second, the identification of biologically relevant binding modes is an essential quality in computational methods. As such, we used AR to study the binding modes that are verifiable from the protein crystal structures. Last, we tested the effect of ligand binding pose selection using MMGBSA for the correlation coefficient between experimental and computational data with PDE4B. Short (2.4 ns) MD simulations with relatively fast MMGBSA analysis were employed, although, longer simulations could expose to larger conformational changes and the usage of implicit solvation model has significant drawback in case the solvent molecules form explicit hydrogen-bond network in order to stabilize the ligand binding. From these two possible problems, the short simulation time was compensated with the usage of multiple starting poses from docking. Another issue is the rather limited number of study cases. However, it has been previously shown that a small number of study cases can demonstrate the usability of the method, although more cases are needed to draw broad conclusions. For example, it has been shown that ensemble docking for only two (Motta & Bonati, 2017) or three study cases, one of which was AR (Swift, Jusoh, Offutt, Li, & Amaro, 2016) , was enough to indicate the applicability of the method. In addition to that, with molecular docking and MD, promising results have been obtained in studying the binding of AR ligands in detail to predict agonism and antagonism (Wahl & Smieško, 2018) , and MD combined with MMGBSA showed success in studying interaction mechanism ARs with only one specific compound (Liu, Han, Li, Liu, & Zheng, 2016) .
| CYP2A6: Identification of the SOM
The recognition of the correct SOM(s) is crucial in drug discovery because it can act as the first step in identifying the formed metabolites of new molecules and thus understanding their possible toxicity effects in living organisms. Because MMGBSA has been used somewhat successfully in the prediction of binding affinities, our aim was to study whether the most likely binding mode for CYP2A6 substrates can be recognized solely by using MMGBSA. All calculations were directly performed using MD simulation snapshots and energy-minimized snapshots.
Coumarin is the most used reference compound with CYP2A6 because the catalysis of coumarin to fluorescent 7-hydroxylcoumarin is specific to the 2A6 form in the array of human CYP enzymes. The crystal structure of CYP2A6 in complex with coumarin (Yano et al., 2005 ) explains, at the structural level, the likely mechanism of catalysis. The carbonyl oxygen atom of coumarin accepts a hydrogen bond from Asn297 ( Figure 1a : orange dotted line), and position 7 (C7) locates toward the heme iron ( Figure 1a ). Furthermore, there is a small electron density in the vicinity of the iron and C7 of coumarin, where oxygen (O, O2, OH, etc.) could be placed for the catalysis to occur (Figure 1a ).
| MD simulations with coumarin
The MD simulations were started from four coumarin docking poses, of which the pose 2 is closest to the crystal structure binding mode ( Figure 1b ). Twenty snapshots with their minimized correspondents from each MD trajectory were used in the binding energy estimation with MMGBSA. A comparison of the numerical MMGBSA values from the simulation snapshots without and with minimization (Table 1) reveals that all four binding poses, with all three igb models, give a clearly lower energy value with the minimized snapshots (igb1: −3.7 ± 0.4; igb2: −4.7 ± 0.4; igb5: −5.8 ± 0.3) and that the standard deviations of the values are also clearly lower (igb1: −0.7 ± 0.2; igb2: −0.7 ± 0.1; igb5: 0.7 ± 0.3). The difference is highest with igb5, which seems to be very sensitive to hydrogen bond distances and angles. In the binding poses without minimization, the large variations in the igb5 energies are highly in accordance with the variation of the distance and angle of the interaction of Asn297 with the carbonyl oxygen atom of coumarin.
The MMGBSA binding energies rank the coumarin pose 4 the highest both without and with minimization in igb2 and igb5, while docking ranked the initial pose the lowest (Table 1 ). The MMGBSA-based order of the poses stayed the same between snapshots without/with minimization in igb2
and igb5, and they changed only slightly in the igb1 energies. Only the igb1 energy from minimized snapshots ranks the crystal structure-like pose 2 the highest. The comparison of energy values between the binding poses shows that in the snapshots without minimization, the difference between the most favorable and the worst pose is much higher than in the minimized snapshots (igb1: 0.8; igb2: 0.8; igb5: 0.5). In addition, without minimization, the differences between the best and the second-best poses are approximately three to ten times those of the corresponding minimized snapshots (without/with minimization: igb1: 0.74/0.08; igb2: 0.90/0.09; igb5: 1.27/0.51). However, as the standard deviations are also clearly higher for the coumarin binding poses without minimization, the MMGBSA values for all poses are within the error limits of each other. The gain in binding energy from minimization is similar in all coumarin poses with each igb model (e.g., igb1 pose 1: −4.1; pose 2: −3.9; pose 3; −3.6; pose 4: −3.1). This results from the above-mentioned observation, first, that the improvement of hydrogen bonding interactions is clearly a significant factor for lowering the MMGBSA value in minimization, and second, that all binding poses of coumarin eventually formed a hydrogen bond to CYP2A6 during the MD simulations (see below) that could be improved in the minimization step. As the MMGBSA values of the coumarin binding poses are within error limits of each other, the binding energy estimations alone cannot be used to identify the most likely binding mode for coumarin.
Examining the coumarin orientation in simulations from the four different starting poses, it is notable that from each, the substrate rotates in such way that the carbonyl oxygen accepts a hydrogen bond from Asn297 (Table 2) , which is the only polar residue in the vicinity of the coumarin binding site. Furthermore, from two starting poses (poses 2 and 3), C7 is or becomes the closest to the heme iron (Table 2; average distance without/with minimization 3.6/3.4 Å) and the whole ligand pose is or becomes similar to the crystal structure based on both visual and RMSD analyses (Table 1) . Simultaneous to the C7 flip toward the heme in pose 3, the energy of the complex drops notably as the coumarin forms the hydrogen bond with Asn297 (without/with minimization: igb1: −7.6/−6.7; igb2: −8.5/−7.4; igb5: −8.6/−6.9). From the other two starting poses (poses 1 and 4), position 5 (C5) is or becomes closest to the iron, but the distance of the C5 is farther than that of the C7 in poses 2 and 3 (Table 2 ; average distance without/with minimization 3.9/3.8 Å). When considering the typical distances of the groups closest to the iron in the crystal structures of CYP2A6 (e.g., coumarin: 3.2 Å; methoxsalen (PDB code: 1Z11; Yano et al., 2005) : 3.3 Å), the C7 of the minimized binding modes 2 and 3 is at a similar optimal distance to typical values, while the C5 of poses 1 and 4 is slightly farther compared to typical values. The variations in the distances are also clearly lower when C7 is the closest to iron (without minimization: 0.38 versus 0.59; minimized: 0.23 versus 0.45). In both the simulations without and with minimization, conformation 2 is the most stable based on the RMSD from both the ligand and the heme, but it is within the error limits of binding modes 1 and 4 (Table 2) .
While the binding energy or the stability alone does not strictly differentiate the preference of coumarin hydroxylation for C7 over C5, the distance and variation of the closest substrate carbon atom to the heme iron do suggest that C7 is more susceptible for oxidation by CYP2A6, which is in line with experimental data (Pelkonen et al., 2000) . Altogether, the combination of MMGBSA binding energy estimation, stability calculation, and considering the distance (together with its variations) of the coumarin's atomic positions to the heme iron form an in silico protocol that gives detailed insight into the binding mode of coumarin and provides an in silico workflow for the prediction of the SOM, in this case the hydroxylation of position 7, of coumarin. 
| MD simulations with
6-methylcoumarin
The docking of 6-methylcoumarin into CYP2A6 yielded four starting poses for MD simulations (Figure 1c) , where the closest ligand positions to the heme iron are as follows: (a) position 6-methyl and position 7; (b) positions 4 and 6; (c) positions 3 and 4; and (d) position 6-methyl and 5. In the MD simulations, poses 1 and 4 were clearly the most stable ones, based on the RMSD of the ligand and the heme group (Table 2) , and in pose 1, the C7 and 6-methyl groups are in close proximity to the heme iron (Table 2 ). There was still enough space to accommodate the catalytic oxygen needed for oxidation in pose 1, as seen with coumarin in the crystal structure ( Figure 1a ). In addition, the distance of C7 from the iron remained low enough for catalysis, although not as low as it was for C7 in the coumarin simulations ( Table 2 ). The estimations of binding energy, done using MMGBSA, indicated that the pose 1 was energetically preferred ( Table 1) . As opposed to the case of coumarin where MMGBSA recognized the native binding mode better than docking, MMGBSA and docking ranked the same 6-methylcoumarin pose 1 highest (Table 1) . However, the MMGBSA binding energy estimations for poses 3 and 4 were always within the error limits of pose 1, while pose 2 was clearly worse, as it was the only pose that did not rotate in the catalytic site to accept a hydrogen bond from Asn297 during the simulation. Pose 2 also gained the least in binding energy in minimization due to the lack of a hydrogen bond with the enzyme (e.g., igb1 pose 1: −4.2; pose 2: −3.3; pose 3; −4.5; pose 4: −4.8). In the case of 6-methylcoumarin, there is no difference between the MD snapshots without and with minimization for the selection of the preferred binding mode. The ligand-heme RMSD-and the MMGBSA-based order of the poses stayed generally the same from both without and with minimization. Altogether, the stability, the distance of the closest carbon to the heme iron, and the binding energy estimations suggested that the primary SOM in 6-methylcoumarin would be C7 in pose 1 (Tables 1 and 2 ). This result, where C7 is the preferred SOM, correlates with the experimental results, which show that the primary metabolite is hydroxylated at C7 (Juvonen et al., 2016) .
| Identifying the correct binding mode and SOM
Although the simulation times were short, from a catalytic point of view it is crucial to understand how well the substrate is stabilized into favorable reaction co-ordinates. As a simple measurement, the RMSD of docked substrate and substrate plus the heme was calculated from the simulation trajectories (Table 2 ). In the case of two rigid substrates, the substrate-only RMSD values originate mainly from slight variations in bond distances and methyl group rotation in 6-methylcoumarin, and accordingly, it is highly beneficial to calculate the RMSD together with the heme. Adding the heme to the RMSD calculation brings forward the bigger shifts in the substrate's orientation in relation to the catalytic site. With coumarin, binding poses 1, 2 and 4 were again within error of the measurement of this RMSD value, although pose 2, in which the C7 is toward the heme, has a slightly lower RMSD. With 6-methylcoumarin, the most stabilized substrate and heme positions are for poses 1 and 4. The minimization step did not bring added value to either MMGBSA or RMSD analysis, but it stabilized the substrate positions that were toward the heme iron a little closer to the distances seen in crystal structures. Using both the ligand and heme-based RMSD and the distance of the substrate atoms to the heme iron to analyze the stabilization of the substrate to the favorable reaction co-ordinates is suggested to be an essential addition to MMGBSA binding energy estimations for finding the active binding modes (i.e., those binding modes in which the substrate is truly oxidized) and SOM(s) for CYP substrates. When considering both the predicted binding energy and the stabilization of the reaction co-ordinates (Tables 1  and 2 ), it would be logical to suggest that for coumarin, the most favored binding mode is either pose 2 or 4, and for 6-methylcoumarin, it is pose 1. The results suggest that it is possible that coumarin has two favorable SOMs instead of just one, while 6-methylcoumarin has one clearly favorable site for CYP2A6 catalyzed oxidation. Altogether, this is in line with typical phenomena among xenobiotic-metabolizing CYP enzymes. A single CYP form can quite often oxidize the same substrate from multiple sites, as can be found in databases of SOMs for substrates of different CYP enzymes (Sheridan, Korzekwa, Torres, & Walker, 2007; Zaretzki et al., 2012) . The malleability of the catalytic sites allows the substrate to orient into several binding modes in the site, resulting in the ability of the enzyme to oxidize various positions of the small molecule. Even in the relatively small and rigid catalytic site of CYP2A6, the variations in the shape of the catalytic site can play a major role in determining the success of structure-based regioselectivity prediction of the enzyme's substrates (Sheng et al., 2014) .
The flexibility of xenobiotic-metabolizing CYP enzymes and the multitude of possible binding modes for substrates create a challenge for finding the active binding mode(s) of CYP substrates. Furthermore, finding the active binding mode from multiple possible equally stable and energetically favorable ones is complicated by the fact that the substrate may also have an inhibiting binding mode. For instance, pilocarpine that is a competitive inhibitor of CYP2A6 (Kimonen, Juvonen, Alhava, & Pasanen, 1995; Kinonen et al., 1995) has been crystallized in the inhibiting binding mode, where its lone-pair nitrogen is co-ordinated with the heme iron (DeVore Note. Underline: Docking pose that resembles crystal structure binding mode; bold: the best binding energy and the lowest RMSD value of the molecule's binding poses within the MMGBSA method; ±: standard deviation in MD snapshots. RMSD1 = RMSD value to the crystal structure from the beginning of the MD simulation (the first frame). RMSD20 = RMSD value to the crystal structure from the end of the MD simulation (the last frame). (Continued) et al., 2012). However, it is also oxidized by CYP2A6 at its position 3 (Endo et al., 2007) , which, in the crystal structure, is further away from the usual reaction co-ordinates that lie near the heme iron. This is where, for instance, the SOM C7 of coumarin is placed in the crystal structure complex with CYP2A6 ( Figure 1a ; Yano et al., 2005) . The inhibiting effect can occur when a non-reactive group faces the heme (i.e., the substrate is stabilized into an orientation where oxidation cannot occur efficiently), or when the CYP mediated catalysis results in a reactive metabolite that can irreversibly inhibit the enzyme. Finding both the active and inhibitive compounds and their binding modes in different CYP forms using in silico methods can be a helpful step in the risk assessment of new molecules (Raunio, Kuusisto, Juvonen, & Pentikänen, 2015) . Altogether, projecting the simulations here to a larger context, the workflow and observations can provide a plausible starting point into following studies for gaining a more detailed view of the defining interactions between small molecules and CYP enzymes.
T A B L E 3
| AR: Identification of binding modes
| Docking
For virtual screening purposes, it is important that the docking protocol can utilize any protein structure to produce biologically relevant and reliable binding poses for variable compounds (Ramírez & Caballero, 2018; Wang et al., 2016) . In general, molecular docking identifies "correct" (i.e., crystal structure-like) binding mode for AR ligands very well. In cross-docking, with ten ligands out of twelve, the best ranked docking pose resembles the crystal structure ligand binding mode and is thus considered correct. Also, with the two "failed" docking results (i.e., for which crystal structure-like pose is not the best ranked pose), the correct binding mode is among the four saved poses (Table 3) . One of the failed docking structures, the 3RLL ligand, was cross-docked into the 3B66 protein structure. In the 3B66 protein, Met745 turns toward the binding pocket, and thus, the binding pocket is not favorable for 3RLL ligand binding (Figure 2a) . In addition, the original 3RLL protein has a Thr877Ala mutation in the binding site; however, the absence of this mutation should not affect the docking result much because it does not restrict the binding area. In self-docking, the 3RLL ligand repeats the crystal structure binding pose. The 5V8Q ligand was docked into the 2AMB protein. In the 2AMB protein, the position of Thr877 is altered in the binding area, but this does not affect the usable binding area. However, the docking scores for different poses of the 5V8Q ligand are relatively similar (−81.5 to −77.6; −78.9 for the crystal structure-like pose; Table 3 ). In self-docking, the crystal structure-like pose of the 5V8Q ligand is identified as the best pose. It is notable that, in selfdocking, the scale of the docking scores is very different than that of the scores in cross-docking (−118.5 versus −102.4 for 3RLL and −90.6 versus −78.9 for 5V8Q). All in all, molecular docking seems to be a reasonable way to relatively quickly identify biologically relevant binding modes, at least in cases where there is some prior knowledge about the binding site. However, here, only ligands that are known to bind to AR were cross-docked into varying protein conformations.
| MD simulations and MMGBSA
As mentioned, the general aim of this study was to examine the ability of MMGBSA to identify biologically relevant binding modes of small molecules. The AR ligands seemed to be rather stable during the simulations, and none of the docking poses were drastically changed, which was observed both in visual inspection and by calculated RMSD values (Table 3 ). This could be partly due to the relatively short MD simulations (2.4 ns). However, we expect that usage of several starting poses with such a short simulation time reflects better the situation than if only one starting pose would be employed. After the minimization of the MD snapshots, the energy values were lower and the standard errors were smaller in all cases (Table 3) .
In coarse numerical comparison, MMGBSA without minimization using igb5 recognizes the correct binding mode of cross-docked 3RLL ligand (which failed in docking). After minimization, in addition to igb5, igb2 recognizes the correct binding mode (Figure 2b ). This shows that small changes in the protein conformations are crucial for the identification of biologically relevant small molecule binding modes, at least when identification is based on coarse numerical comparison. When MD simulations and MMGBSA originate from self-docked 3RLL ligand, MMGBSA calculations with and without minimization clearly recognize the correct binding mode as the best pose (data not shown). With 5V8Q (which failed in docking), MMGBSA recognizes the correct binding mode with and without minimization, using all three igbs.
With the 1GS4 ligand, after minimization using igb1 and igb2, pose No. 4 ranks over correct pose No. 1 in coarse numerical comparison (Table 3 ; Figure 3) . However, the differences in the energy estimations are not significant and are clearly within the error ranges (Table 3 ). The 1GS4 protein is a double mutant (Leu701His, Thr877Ala; Figure 3a) ; as such, when the 1GS4 ligand is cross-docked into wild-type protein structure (2AM9), the reverse binding mode also seems reasonable (Figure 3c ). Unfortunately, there is no experimental data or crystal structure of the 1GS4 ligand with wild-type protein, so the actual binding mode remains unclear. However, this shows that novel and potentially biologically relevant binding modes can be obtained via computational methods.
With the 2PNU ligand, only igb1 without minimization recognizes the correct binding mode in coarse numerical comparison. After minimization, igb2 also raises the correct binding mode into the first place. The 2PNU ligand is a steroidal ligand with a bulky chain (Figure 4a ) directed toward helix 12. This creates a challenge when docking. Basically, the ligand has two more or less reasonable binding modes: crystal structure-like and reversed (Figure 4b ). The formation of other poses is sterically hindered, leading to a situation in which three poses (out of four saved) resemble the crystal structure binding mode after MD simulation (Figure 4c ). All these binding modes behave similarly, with or without minimization in MMGBSA (Table 3 ; 2PNU conformations 1, 2, and 4). Different docking poses can be produced by increasing the required RMSD value. However, novel poses created this way are unreasonable and, thus, easily separated from the biologically relevant binding mode, both with docking scores and with MMGBSA energy estimations (data not shown).
In all other cases, MMGBSA with and without minimization identifies the correct binding pose to be the best choice in coarse numerical comparison. The MMGBSA results are clearly over the error limits, with ligands from 1Z95, 2AMB, and 2HVC, with and without minimization, with all igbs; with ligands from 2IHQ and 2OZ7 with minimized igb1 and igb2; and with ligands from 3B66 with minimized igb2 and igb5. In other cases, differences in the biologically relevant binding modes are not over the error limit. For most of the cases, MD/MMGBSA does not bring added value because the method is computationally demanding, and correct binding poses can already be identified in molecular docking. Molecular docking, MD, and MMGBSA have all been previously used to study the binding of AR ligands. For example, molecular docking and MD were used to create antagonist AR structures, which led to a vast improvement in docking AR antagonists and separating them from decoy compounds, (Wahl & Smieško, 2018) and MD/MMGBSA has proven accurate enough to study the interaction mechanism between R-bicalutamide and wild-type/mutant ARs (Liu et al., 2016) . Also, in this study MD/MMGBSA facilitated the identification of some AR ligands and their relevant binding poses. MD helped to improve two mediocre docking poses into biologically relevant forms, which were identified as correct via MMGBSA (2PNU, pose No. 2, and pose No. 4). One igb model before minimization and two igb models after minimization identified the 3RLL ligand, which failed in docking. 5V8Q also failed in docking but was identified using all igb models, both with and without minimization.
| PDE4b
Last, we tested the effect of ligand binding pose selection with MMGBSA to the correlation between experimental and computational data. For this, PDE4B was used as a test case, along with 152 published inhibitors whose inhibition data have been measured using a similar method, enabling a rough assumption about the homogeneity of the biological data. The selected data set is reasonable for the identification of possible correlation between computed and experimental data, as the pIC50 spreads seven log units (3.4-10.5).
| Effect of inhibitor binding pose
All compounds were docked four times into the PDE4B structure, which yielded a total of 488 protein-ligand complexes. The RMSD difference between the acceptable poses was set to 2.5, ensuring that all the binding modes were truly different. All 488 complexes were subjected to short MD simulation with MMGBSA postprocessing to determine whether MMGBSA can produce free energy binding estimations that correlate with experimentally obtained IC50 values. Already, igb models have found that the top poses from docking produce R 2 values of 0.64 to 0.71 ( Figure 5 : blue). This shows that the data used are likely meaningful. When the lowest MMGBSA energy for each molecule is selected, the correlation with experimental results increases significantly, up to 0.77 (Figure 5 : red; igb1, with and without energy minimization of snapshots). Interestingly, when the lowest binding energy is sought, the second ranked docking result is most often selected, by a slight margin; however, together, all four results seem highly useful as the ranked docking solutions are roughly selected in a ratio of 25:32:25:18, with only small variation between the different igb models.
| Effect of energy minimization of MD in simulation snapshots
Not surprisingly, as with CYP2A6 and AR, the minimized snapshots of protein-ligand complexes yield systematically lower free energy of binding estimations, on average, from 10 kcals/mol (igb1 and igb2) to 13 kcals/mol (igb5) ( Figure 5 ). Furthermore, the average error of the all measurements is lowered by 0.7 kcal/mol, regardless of igb model used. The minimization of the MD snapshots that were used in the MMGBSA calculations barely affects the correlation coefficient ( Figure 5 ). It is impossible to determine whether the selection of the binding pose for each molecule is correct in large data sets, especially when the structural data are not available. Accordingly, if possible, the methods used in such case should be verified with existing experimental data. In general, for example, docking methods are reasonable for the identification of possible binding modes for each molecule, but the scoring functions associated with them need to compromise between speed and accuracy. Thus, these scoring functions do not recognize the "correct" binding mode as their first option, and their ability to rank active ligands is quite often poor (Cross et al., 2009; Virtanen & Pentikäinen, 2010; Warren et al., 2006) . Therefore, the choice of the binding pose for each molecule or the identification of active molecules should be done using an alternative scoring function(s) (Charifson, Corkery, Murcko, & Walters, 1999; Clark, Strizhev, Leonard, Blake, & Matthew, 2002; Kurkinen et al., 2018) . In many cases, yet another rapid scoring may help with this; although this is a more time-consuming method, it might give more relevant data, as we show here using MMGBSA, which resulted in a relatively high correlation coefficient between the calculated and experimental data. Whether the selected poses truly represent the biologically relevant complex structure cannot be verified. It is notable that the correlation coefficient for this data set is relatively high and is significantly higher when compared to docking alone (Plants R 2 = 0.66; Glide SP R 2 = 0.03), or to the use of the best docking pose with Prime MMGBSA (from Plants poses R 2 = 0.38; from Glide SP poses R 2 = 0.25) or all poses from Plants (R 2 = 0.53) (Shubina et al., 2015) . As in this case, the MMGBSA results clearly show that highly active PDE4B inhibitors (pIC50 > 7.5) can be identified relatively reliably, suggesting that this combination of methods could be employed in the future studies where novel PDE4B inhibitors are searched.
| CONCLUSIONS
Here, we have used MMGBSA, with and without the energy minimization of trajectory snapshots, to study whether the correct binding conformation of a small molecule to its target protein can be identified using several docking conformations. To provide a wider perspective, we employed three different types of problems: (a) the identification of a substrate binding mode in CYP2A6 enzyme, (b) the identification of AR ligand binding modes, verified using crystal structures, and (c) the improvement of correlation coefficient between experimental and computational data using a set of PDE4B inhibitors. Not surprisingly, in all cases, the minimization of MD simulation snapshots lowered the free energy of binding estimations. This phenomenon was most profoundly seen with igb5, which suggests that igb5 is the most sensitive for precise distances and angles in interactions. In the case of CYP2A6, it was possible to identify the likely binding mode(s) for the substrates by combining the estimation of free energy of binding to a heme and ligand-based RMSD and atomic distance calculations from MD simulation snapshots. In the case of AR, MMGBSA improved the identification of binding conformations in contrast to docking, and with minimized MD trajectory snapshots, it was possible to identify the correct binding mode within error limits. With PDE4B, the correlation between the experimental and computational results was significantly improved when the docking conformation was selected based on MMGBSA. Although energy minimization helped only in the case of AR, it was obvious that the minimization of MD snapshots tends to lower the errors in the free energy of binding estimation throughout the MD simulation, which often helps in the selection of the best binding pose. The choice of short MD simulations (2.4 ns) was based on previous studies that suggest that longer simulations do not necessarily improve the outcome but already minimization of protein-ligand complexes is quite often enough (Hou et al., 2011b; Virtanen et al., 2015) . Obviously, if large conformational changes would be expected, then longer simulation time would be a more reasonable choice.
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