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REa.JMO 
A tese tem por objetivo fornecer Metodologias 
alternativas para enquadramento do problema da ocupação funcional de instala-
... ... 
çoes numa empresa. 
Desenvolve JOOd~os determinísticos na área de 
Programação Quadrática e Programação Linear Mista, bem como um algorttmo esp.§ 
cÍfico de resolução do problema, através dos métodos de Enumeração Implícita. 
Incorpora, ainda, programas computacionais de 
"' ... montagem desses modelos, em paralelo com o desenvolvimento de rotina de ••••• 




The objective of this thesis was to offer 
alternative methodologies for solving the problem of functional occupation 
of the physical facilities existing in e building. 
Deterministic models for "Quadratic 
Programming" and "Mixed Programming" 1 as well as e speci fie algori thm for 
solving the problem through the "Implicit Enumeration" method were developed. 
Computar programs for the stablishment of these models, as well as routine of 
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I - INTAOD.JC1o 
I.l - AREAS DE APUCAÇ~O DO MJD~LO 
Ã medida em que se tomam mais co~lexas as estl\l. .. 
turas administrativo-produtivas das grandes empresas, maiores se tornam as dif! 
culdades em co~atibilizar suas disponibilidades de área, e as reais necessid,a 
des de ocupação e colllJnicação inerentes a cada uma delas. 
ma seguinte : 
.. .. 
Em termos gerais, o problema pode ser posto na fot, 
i) - "Para a ocupação de suas novas instalações, que 
~ .. 
distribuicag funcional deve uma ~resa promover a 
fim de obter-se a "situação - ideal", relativa às 
suas necessidades de ocupação e coll\Jnicação inter-
setorial"? 
ii) - "Para uma dada disposição já i~lantada, que ben!_ 
fÍcios podem advir de sua re-distribuiçãc funci.9. 
nal, ponderados os gastos e ganhos decorrentes de§. 
sa IJlJdança"? 
T r~ aspectos sobressaem das proposições acima : 
i) - Trata-se de problema que, por natureza, 
• # , 
grande numero de veriaveis exogenes, em 
com difícil relacionamento. 
abrange 
maioria 
ii) - O problema presta-se a mais de um tipo de solução, 
.. ' e todos os fatores restritivos podem ser matemati, 
cernente expressáveis. 
iii) - t; possível definir critérios de avaliação (JJe dif!, 
renciam as soluções entre si, bem como associa-las 
a valores numéricos, que representarão uma medida 
(relativa) da "qualidade" de cada solução. 
2 
Está caracterizado, evidentemente, um problema ti 
pico de pesCJ,Jisa operacional, cujos campos de aplicação, entre outros, podem 
ser: 
i) - Refornulação e racionalização de lay-outs 
triais. 
indu!_ 
ii) - Distribuição setorial da hospitais e clínicas de 
grande porte. 
iii) - "Distribuição ideal", em Faculdades e Institutos, 
da disciplinas/salas dispon!veis, com vistas a uma 
minimização do deslocamento global dos alunos*. 
iv) - "Distribuição ideal" dos departamentos ou 
,. 
setores 
de uma Empr'êsa, pelas instalações disponíveis na 
Sede.** 
"" O presente modelo desenvolve metodologias de enqu.a. 
,. , 
dramento orientadas para esse ultimo aspecto, vi 
sendo uma distribuição específica de um edifício-
,. 
sede, CJ,Je minimize sue. g.,antidade de esforco-deslo 
camento Íinter-departamental),*ff e assim. o tempo 
total de espera por elevadores, tambem demandado 
pelos respectivos fluxos. 
( *) - Oriundos de cursos diversos e para os quais uma mesma disciplina pode 
constituir requisito obrigatório. 
( **) - Com vistas à "otimização" de suas necessidades de ocupação e conunica 
ção intel"-setorial. 
( *<ff) - Com base nos fluxos associados. 
J 
I.2 - PAOCESBJS OE BJUJÇ,t} 
Foi elaborado um modêJ.o de Programação linear Mia-
.ta.*, e O trabalho será desenvolvido de um caso mais simples para a situação ge-
... .. .. 
neralizada. em que sao abordados, sin\Jltaneamente, tempos de "espera" e esforço 
deslocamento, nos sentidos vertical e horizontal. 
Alem das facilidades didáticas de uma exposição 
progressiva, o trabalho incorpora, a cada etapa, um conjunto de restrições e 
componentes da função-objetivo, que representam problemas práticos específicos. 
Assim, considerando tais situações, (que não reúnem todos os fatÔres introduz!, 
dos no mod~lo mais generalizado), um problema de alocações seria processado de 
forma meis eficiente, tendo em vista o menor desgaste co8']utacional e a desceu 
sideração de restrições eventualmente supérfulas. 
N;sses têrmos, o plano de trabalho discriminado a 
seguir, arrola, em cada item, um estágio completo do desenvolvimento do mod~lo, 
podendo ser implementado sempre que uma situação espec! fica recomende o seu ã 
proveitamente. 
I • 3 - PLANO DE TRABAU-0 
I - INTRJllJCÃO 
I-1. Areas de Aplicação do Modêlo. 
I-2. Processos de Solução utilizados. 
I-3. Plano de Trabalho. 
II - DEFINIÇÃO DO PFOBLEMA 
II.1. "Esfôrço-Deslocamento". 
11.2. Formalização do Problema. 




II.3. "CondiçÕes Especiais". 
III - METODOLOGIA DE EQJACIDNAMENTO 
III.l. Um ModêJ.o Sinplificado 
l. Variáveis básicas do Problema 
... .. -2. Expressao da distancia media dos departamentos ao solo. 
3. Orupação total dos pavimentos pelas parcelas de departa 
mentas. 
4. Função - Objetivo. 
s. Esc~po de Restrições 
5.1. EquilÍbrio dos Departamentos 
s.2. Equilíbrio dos Andares 
s.3. "Restrições Modulares" 
s.3.1. Alten,ativa das "distâncias menores" 
5.3.2. Alternativa das "variáveis simétricas". 
s. Resumo da estrutura do Mod~o. 
?. Dimensionamento. 
a. Sub - routina de montagem das restrições e F.o. 
9. Caso - Exemplo. 
III.2. QJSTOS DE INSTALAÇJ(o 
1. Instalação Inicial. 
2. Re - Instalação. 
3. Alterações na Estrutura do Mod~lo (F.o.) 
4. Sub - rotina para geração da função - objetivo modificada. 
s. Casos - Exemplos : 
S.l. Instalação Inicial 
s.2. Re - Instalação. 
III.3. Custos de Espera 
1. Premissas 
2. Variáveis Adicionais. 
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3. Restrições Adicionais. 
4. Col1l)onente Adicional da Função..Objetivo. 
s. Resumo da Nova Estrutura do Modêio. 
6. Sub-rotina de montagem das restrições. 
IV - AESTRiçQES EEPECIAIS 
IV.l. Justificativa. 
IV.2. Restrições Especiais. 
IV.3. Sub-rotina de geração das restrições "especiais". 
V - PFOGAAMAC~ BIVALENTE 
v.1. As-definição das variáveis. 
,. 
v.2. Resumo da estrutura do Modelo Modificado. 
V.3. Sub-rotina de montagem do Mod~lo "binário". 
VI - EXTEN3'ES 00 MOO~ 
ANEXOS: 
VI.1. Conceito de Módulo e Deslocamento Horizontal. 
VI.2. As-definição do Modêlo. 
VI.2.1. Variáveis básicas e auxiliares 
VI.2.2. Função-Objetivo 
VI.2.3. EscÔpo de restrições. 
VI.3. Deslocamento pela distância (física) entre módulos 
VI.3.1. Premissas 
VI.3.2. Restrições Auxiliares 
VI.3.3. Resuroo da estruture. do Modêlo 
VI.3.4. Sub-rotina de montagem, na forma atual. 
i) Metodologia de enquadramento do problema à Programação Quadrática. 
6 
iii) Um processo de enumeração impl{ci ta. 
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II - DEFINICAcl DO PROBLEMA 
II.1. ESFt)AÇO - DESLOCAMENTO 
Define-se como ums unidade de esfôrço - deslocamen-
to, ao deslocamento vertical, em elevadores, de um indiv:Íduo padrão*, por um an 
dar das instalações em estudo. 
II.2. FOAMAUZA® DO PFOBLEMA 
O problema de alocação ideal dos departamentos de 
' ... uma unidade operativa CJ,Jalquer, com vistas a minimizaçao de sua quantidade de 
A , 
esforço- deslocamento, e definido, na forma mais silll)les, como se segue: 
11 Ob,jetivos 
n n 
min f=[i:1 j:o qij fij yij] , onde j=~ ou j<i, e 
f ij - é o fluxo provável do departamento 1 para o departamento J., 
(ou para o andar térreo das instalações), numa unidade de 
tempo considerada. 
qij - é o custo (CJ,Jalificado) do deslocamento unitário .... 
( *) - Vide "CJJalificação dos fluxos", a seguir. 
(,..) - T amando-se como base uma unidade de deslocamento - padrão. A partir de 
sua illl)ortância funcional na organização, atribui-se um custo diferencia 
do para seu deslocamento. 
(Ex: 1 servente • 1 u.o. 1 diretor = 100 u.o.) 
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# A 
yij - e a distancia projetada, em andares, do departamento 1 para 
o departamento j ou pavimento térreo. 
n - é o número total de departamentos e/ou andares da instala 
... 
çao em estudo. 
2. Restrições 
2.1. Todos os andares devem ser ocupados, e os departamentos 
completamente alocados. 
2.2. A ocupação de um andar 1 pelo departamento j qualquer, im 
plicará na exclusão obrigatória de outras alocações, W!m .. 
esse pavimento, de todos os demais departamentos. 
YJ· 0 :f- Y • , :f- Y • " J o J o ... para 
jfj':f-j" 
A .,. 
2. 3. Os valores assumidos por y jk, para todo j ou k, serao i!:!, 
teiros e positivos. 
para ji [1 ,n]' 
2.4. A função- mÓdulo da diferença entre a distMcia ao térreo 
.. 
de dois departamentos CJ,Jaisquer, implica necessariamente 
9 
na medida da distância entre ambos*. 
li Yjo - Yko li= Yjk' para 
j = [ 1 , n ] , k = [ 1 , n ] , j f k 
II.3. OONDIC0ES ESPECIAIS 00 PROBLEMA 
Embora o problema possa ser, como se viu, perfeita, 
mente caracterizado, são evidentes os embargos à aplicação direta dos algor!,t. 
mos de programação linesr, tendo em vista os tr~ illl)edimentos básicos a se9Jir: 
,. 
1. Os valores de yjk' pela natureza do problema real, dJl 
vem ser inteiros e positivos, o que vai de 
aos requisitos da P.L. "contínua". 
encontro 
2. A condição de gÚtua- exclusividade necessária ao prg 
cesso (yjo # yj~ J yj~ ••• ), não é pertinente, por tra, 
tar-se de restrição não linear. 
3. A condição de equilíbrio entre as diferenças (o módulo 
da diferença de distância entre dois andares e o té.t 
• • reo, deve necessariamente corresponder a medida da di.§. 
,. ) # .. tancia entre ambos, tambem nao pode assumir represe,!l 
tação linear, já que se trata de espaço orientado. 
(*) - ~sse tipo de restrição, no decorrer do trabalho, será referido simplifica, 
damente como "restrição - Modular". 
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CASO- 1 CASO- 11 
A ~ r u 1: :1 (YAB~YBA) .1 (YBA) 
(YAO) TQ __ ~ Q (Ys l -- T Y\O Yio ,, 
o) 
Com efeito, tendo em vista os requisitos da P.L. p,a 
ra valÔres não - negativos da variável, (y jk , ~ em qualquer j ou k), a expreã 
são y jk • y jo - y ko , nos casos em que yko seria maior que y jo tom:-se incom 
pat:Ível. A restrição demanda 11 y jo - yko li • y jk , ou [ Y jo - Yko] ª Y Jk e, 
A • # 
por decorrencia, programaçao nao- linear. Problemas complexos ou .,__.ito densos, 
# A 
fazem impraticavel esse tipo de tratamento. 
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III - METODOLOGIAS DE EGUACIDNAMENTO 
III.l. UM MODELO SIMPLIFICAOO 
Tendo em vista os aspectos supra enumerados, 
o processo presentemente desenvolvido utiliza uma metodologia que, a partir de 
# , , -
nova çonceityacao da yariavel basica. mantem a natureza linear das restriçoes e 
função - objetivo, convergindo para uma solução Ótima co111JatÍvel com os requisi 
.. 
tos inteiros e rutuamente exclusivos do problema dado, 
V 
# # 
1. ariaveis basices 
1.1. Admite-se, em princípio. que um departamento 
(j) possa ser distribuído pelos diferentes andares (i) da instala 
ção, tal que ~represente a parcela do departamento .1 alocada no 
pavimento i a,,algyer. 
1.2. Igualmente ao que se estabelecaJ na caracter! 
• # A 
zaçao inicial do problema, yjk e a distancia em andares do departa 
mento j ao departamento k. 
Um requisito j < k é introduzido para elimi-
,. .. ,. 
nar o simetrico da distancia entre andares, desde que, se yAB e a 
distância do departamento A para o departamento B, YaA ( distância 
de B para A ) é redundante. 
,.. A # 
2. Expressao da distancia media dos departamentos ao solo 
Considerando o princípio de que um departameJl 
to é distribuido em parcelas pelos diversos andares, a medida de SaJ 
afastamento ao solo será dada pela média ponderada entre a a1 tura do 
pavimento (distância), e a quantidade de departamento que ~e aprg, 
pria: 
n 
(p.)= E (x .. ), onde j=[l,n] 




3. Ocupação total dos pavimentos. pelas parcelas de departamento 
Tendo em vista CJJ e apenas uma fração do depa,c 
tamente j é alocada em i, o espaço excedente (complemento), -sera 
preenchido com parcelas de outros departamentos, tal CJJe a ocupação 
total do andar se represente por : 
4. Fyncão - Ob,jetivo 
n 
(p.)=.r. (x .. ), onde j= [ l,n 
l. J=l. l.J 
Embora o objetivo do problema seja o mesmo e~ 
pecificado na sua fonrulação inicial, a nova conceituação de variá 
veis básicas, desenvolvida na presente metodologia, implica em altj! 
rações de forma, para a componente da F .o. que reune as distâncias 
do departamento ao térreo. 
Tomando-se fjo* como o fluxo provável do d~ 
partamente j para o andar térreo das instalações, e fjk como o movi 
mente inter-departamental de j para k, assume-se : 
n n-1 n 
m1.n ~ = [ E (f d.)]+ [ E E (f.k y.k)] , 
·j=l jo J j=l k=j+l J J 
onde Oj é a distância do departamento j ao pavimento térreo. 
- Substituindo-se Dj pelo equivalente em . (I) 
n n n-1 n 
min ~=[E f. * E (ix .. )] + [ E E f.k y.k] 
j=l JO i=l 1 J j=l k=j+l J J 
(*) Já inclui o custo qualificado (qj
0
) do deslocamento 
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- Reagrupando : 
n 
m1.n ~ = I: 
j=l 




(ix .. ) + 
l.J 
onde f .. é variável exógena (pre-deter-
1.J 
minada) 
5. EscÔpo de Restrições 
s.1. • A soma em idas diversas parcelas de um de 
- .. partamente ,1 gyalgu er, sera senpre igual a 
unidade. 
Desde que se consideram todos os 
mentes com um tamanho padrão, embora admite-se, até o presente, uma 
sua partição segundo os andares, é manifesto que o somatório dessas 
parcelas, (tomadas em relativo), deverá corresponder à unidade. 
n 
I: (x .. ) = 1, para j= 1,n 
. . l.J 
1.=J 
• A sorna em ,i das diversas partições de um 




Conr:,'já observado para o tamanho dos depB!: 
A # 
tamentos, se todos os andares tem igual medida de area, e existeuma 
relação lÓgica de ocupação (1 departamento~ 1 andar), a soma das 
14 
diferentes parcelas de departamento, num mesma andar, corresponderá 





(x .. ) = 1. parai= (1,n) 
J= 1J ' 
s.a. • Restrições modulares de compatibilização das .. 
distancias entre as departamentos, ou suas 
distâncias ao térreo. 
... 
Como observado inicialmente, a pragramaçao 
linear é desenvolvida num espaço vetorial, onde o valor assumida, 
para qualquer variável, deve ser não - negativo. 
Assim, a restrição [ y ja - yk
0
J • y jk , 
q.,e compatibilizaria a distância entre departamentos, (restrição mg, 
dular), com base na diferença de suas distâncias ao andar térrea, 
exclui a passibilidade de yk
0
* assumir maior valor que yjo. 
Por outra lado, essa f'onnalização no Modi 
la é imprescindível, desde que pretende-se minimizar o con1ynto de 
fluxos ponderados entre cada departamento e a andar térrea, e É!!!: 
bem dos departametos entre si. Em adição, a relação f:Ísica de dif~ 
rença entre y jo e yko , implicará, efetivamente, em 11 y jk 11 
A identificação das distâncias absolutas 
entre dois departamentos quaisquer, sem violentar requisitos da PIU 




51 31 11 Alternativa das "distâncias menores" 
Pela análise do problema descrito, infere-se 
,, . " que a dificuldade basice em determinar as distancias inter-de-
partamentais repousa no fato de q.,e não se conhece, a priori. 
A _, 
qual das distancias ao solo e dominante. Assim, pode-se criar 
uma variável auxiliar vMINjk , limitada superiormente em yjo • 
_, A 
yko , de forma a q.,e represente, no maxinp, o menor dos valo-
res de X• 
yMIN •1 ~ y JK ko 
A 
Desde que a distancia inter-departamental a-
propriará uma diferença entre a~ de suas distâncias ao so-
" * lo e o~ desses afastamentos, assume-se: 
Yjk = YjO + YkQ - 2YM1Njk 
1--YkQ~ 




~ ...,OQ,,------(Yjo + Yko) -------'>l>i 
i-c~---- Yjk -----,. 
(*) Supondo yjo dominante em relação a yko , (sem perda de generalidade) 
• 
• • 
• • • 
16 
A N , ' 
Uma vez que a funçao - utilidade e induzida a 
minimização dos y, o limite inferior de yjk, com base nas 
restrições I e II, ocorrerá para yMINjk máximo, ou seja, •• •• 
yMIN • min 
jk { Yjo, Yko} , ou ainda, para o verdadeirp ve-
lor do afastamento entre gs departamentos ,1 e k. 
linear, o 
Embora mantendo os requisitos da programação 
n 




adicionais, e, paralelamente, ~(2) novas restri-
çÕesi!'. 
51 31 21 Alternativa das "variáveis simétricas" 
... 
Pelo uso dessa segunda alternativa, sao cri.;, 
das novas variáveis auxiliares, referidas, daqui por diante, 
como "simétricas"...,, às quais estarão atribuidos, na F.o., os 
mesmos pesos originalmente considerados para os yjk. 
n n n-1 
min ~{.~
1
f. E (ix .. )}+{[ E 
J- Jºi=l iJ j=l 
- Reagrupando 
n n 
min ~= E [f. . E (ix .. ) + 
j=l JO i=l iJ 
1 ---------- 1 
n 
] 
1 n-1 u ] 1 E f.k y.k 1 + E i f.kyk. } 1 
k=j+l J J I j=l k=j+l J J I 
L __________ _j 
n 
E fjk* (yjk + YkJ_)] ' 
k=j+l 
(*) - Tr~s a cada combinação de departamentos. 
( **) - O tÊ3rmo é apenas didático, não ocorrendo necessariamente numa simetria. 
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As restrições "modulares" podem agora ser i,!l 
troduzidas na forma seguinte: 
Considerando a "forma" das variáveis de di.§. 
" tancia ao solo, 
n n 
.E 1X .. - 1X.k = 
i=l iJ i=l 1 
n 
E i (x .. -x.k) = [ YJ•k-ykJ.] , 
i=l 1J i 
j= [1; n-1] 
k= [j+l; n] 
T r~s aspectos sobressaem da expressão acima : 
" 1. Quaisquer que sejam os valores de yjo e Yko' 
" existem sempre valores de y jk e ykj que .f! 
.. 
tendem a igualdade estabelecida. 
2. Mesmo para yk maior que y. (ou seja, para 
O JO 
um resultado negativo da diferença), as va 
riáveis y jk e ykj podem sempre assumir valg 
res não- negativos. 
3. A diferença entre yjo e yko, ao contrário 
da situação real, implica em infinitas com-
... " binacoes de valores para yjk e ykj , embora 
A .., -mantendo-se, entre eles, uma relaçao µnica. 
No sentido de contornar-se essa indiferença 
Exemplos: 
( *) fjk 
(**) - x43 • 1 . , 
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... 
de valores para y jk e ykj t foram introduzidos, na F ·º.. as V,Sl 
rtáveis "simétricas" (ykj), com os mesmos coeficientes atribuÍ 
dos às variáveis iniciais (yjk)*. 
Desde que a otimização do Modêlo, com vistas 
... , 
a esse aspecto. corresponde a uma analise isolada para 
par de variáveis (yjk 8 ykj), é conclusivo que o programa 
mirá sempre o valor da diferença em uma das variáveis (no 
mo à esquerda - RHS), anulando a segunda variável. 
cada 
assu .. te.e 
Suposta uma "alocação - ideal" em que y 30 • 4 
H, • 
e y 50 • 7 , e o seguinte o comportamento da "restriçao modu-
lar" [ D 3 - D 5 ] • [ y 35 - y 53 J 
- Combinações Possíveis 
Efeito na 
Y53 Y35 F.o. 
7 4 11 
6 3 9 
4 1 5 
3 o 3 
2 - 1 * 
1 - 2 * 
(*) Inviável, por não atender yij, O 







Efeito m!nimo viável 3 
para I Y35 • (J e Y53 • 3 
Do exerrplo acima depreende-se (J.Je a afirmação 
anterior é realmente válida, ou seja: 
para as diversas combinações de Y,jk e Yk.j 
que decorrem em [º,1 - ºk] 1 o efeito, na F, 
O 
, f , 
11 sera minimo viavel senpre que 9,1alcuer 
das variáveis for nula*. 
Mesmo considerando a incorporação da terceira 
restrição, (descrita na alternativa anterior), à função-objet! 
..... - . - - .. vo, e evidente que o uso das variaveis "simetricas decorr~ 
rá em menor desgaste corrputacional, (durante a resolução do 
algor! tmo) , da! eleger-se, para efeito de estruturação do mo-
A , A ~ 
dela nos itens seguintes, esse conjunto de restriçoes modula-
res como alternativa em uso. 
• A ocupação de um andar ( i) pelo departamen 
to ( ,j) qualquer, implicará na exclusão o-
brigatÓria de outras alocações, para 
.. 
esse 
( *) - Por tratar-se de comportamento evidente, não se promove sua deroonstração 
teÓrica. 
(**) - min ~ ... + [(y. + yk) - 2 yMIN.k] + ••• 
JO O J 
Sujeito a yMINjk < yjo 
yMINjk ~ yko 
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pavimento de todos os demais departamen-
Essa restrição de nÚtua exclusividade, repra 
sentando o verdadeiro elemento de ligação entre o conjunto de equ~ 
çÕes e função utilidade anteriores, e o coq>ortamento discreto que 
caracteriza o problema real, decorre em : 
n n 
E (ix .. ) :f: E (ix.k), para j= [1,n] , k= [1,n] e j:/:k 
i=l iJ i=l 1 
A introdução dos requisitos de programação in 
teira para todas as variáveis xij, associada às restrições 5.1 e 
s.2., ~e definem limites unitários na composição de um pavimento, 
ou departamento, asseveram o requisito de nÚtua exclusividade em 
pauta. 
s. Resynp da Estrutura do Modêl.o 
s.1. Função - Objetivo 
n n 
min ~ = E [f .. E (ix .. ) + 
j=l JO i=l iJ 
6.2. Restrições 









s.2.2. Eguil:Íbrio da -00,!eacao dos andaces eglas 
partamente 
n 
E (x .. ) = 1, para 1 = [1, n] 
j=l 1J 
6.2.3. AestriçÕes Modulares 
n 
E [i(x .. - x.k)] = [yJ.k - ykJ.J , para 
i=l 1J i 
J= [1, n-1] , k= [j+l, n] 
6.3. Tipos de variáveis: Discretas 
,. * 7. Dimensionamento do Modelo 
7.1. N~mem ~~ Restriçges 
7.1.1. Tipo s.2.1. ••••••••••••••••••••••• 
7.1.2. Tipo s.2.2. ••••••••••••••••••••••• 
7.1.3. Tipo s.2.3. • •••••••••••••••••••••• 
7.1.4. Total • •••••••••••••••••••••• 
** ?.2. Densidade da matriz 
7.2.1. N~mero de Variáveis 
7.2.2. ~mero de celas da matriz*** 
Durante o processo de "solução contínua" 
Relativa às variáveis originais 
•••••••• 
•••••••• 
ear~e,as de dg 
n 
n 
n (n - 1)/2 















Total •••••••••••••••••••••••••• n(n +2n-1) 
7.2.4. Densidade [ 2( n
2
+2n-1)] /n(2n
2 + Sn-3) 
s. Montagem das Restrições 
Tendo em vista o número de variáveis e re.§. 
triçÕes da presente metodologia, a composição das equações e fun-
ção-objetivo é atendida através de um programa computacional de 
montagem (programa montador -I) , cujos dados de entrada são os flu, 
xos ao solo e inter-departamentais, e a saída é o proprio 
.. 
modelo 
P.L., já nos formatos requeridos pelo MPSX/MIP, ou pelo otimizador 
anexado ao trabalho. 




a - Parcela do de .j no andar i 
JJ .. dep. 
b - Distância do dp .j ao dp k 
Y*JJ*KK* onde JJ = dep. 
KK • dep. 
Restrições 
a - Eooil!brio dos dE1Jartam. 
EQw:DP*JJ onde JJ • dp. 
b - Equilíbrio dos andares 
EQ•AN•II onde II• andar 
c - Restrições modulares 




T ITULO,N (numero de depart.) 
o TITULO 
1 = 1, N 





DP1 = 1,(H-1) ) 
DP2 = (DP1+1),N 
1 o ~l,OP2 
1 
CJ 
r----------1 l INICIALIZAÇ~ES I 












C ---- MONTAGEM DA FUNCAO-OBJET IYO 
01 ------------ VARIAYEIS TIPO-X 
DP, FLUXO 
AN" 1,N 
COEF " 1 • FLUXO 
1 o OP, AN, FWXO 
r-





DP1, DP2, FWXO 
DP1, DP2, FLUXO V 
DP2, DPt, FLUXO 
o. -•• MOffl' AGEII DA SEÇAO 11 COWMNS11 





DP = 1 ,N 
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DP, AN, OP/ 
OP, DP, AN 
C. --- REST R IÇOES MO Ili LARES 
F 
DP1 • 1, (N-1) 
F 
DP2,. (DP1+1) 1 N 
AN • 1,tl 
o DP1, DP2, AH, OP1 1 AN/ DP1, OP2, AN, DP2, AN 
27 
OP1, OP2, OP1, DP2, 
DP1, DP2, DP2, OP1, 
cb 
1 
o 1 EN0 1 
L 
( * ) 
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9. Caso - Exemplo 
Foi desenvolvido, para efeito de avaliação,um 
exemplo-base em CJ,Je se considera a ocupação funcional das novas inã 
talaçÕes de uma empresa, admitida a organização composta de seis d,i 
partamentos, e com o edi fÍcio-sede apropriando igual nÚmero de and_a 
* res. 
As matrizes de suporte, para o problema, eã 
tão detalhadas nas tabelas seguintes: 
9 111 Matriz de fluxos ao solo 








~sse exemplo - base será expandido para todas as situações gerais d,i 
senvolvidas nos capítulos posteriores. 
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9.2. Matriz de fluxos inter - departamentais 
A * 9.3. Dimensionamento do Modelo 
9.3.1. NÚmerp de Restrições 
i) - Tipo I (Ocupação total dos Andares) 
ii) - Tipo II (Distrib.Total dos departamentos) 
iii) - Tipo III (Restrições Modulares) 
iv) - Total 
9.3.2. Densidade da Matriz 






i) - Número de Variáveis 66 
ii) - Celas da Matriz 1?82 
iii) - Ocorrências não-nulas 282 
iv) - Densidade .15 
III.2. OJSTOS DE INSTALAÇÃO 
1. INSTALAÇJfo INICIAL 
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Paralelamente à minimização do esfôrço - de,! 
locamento, CJ,Je se constitui no objetivo inicial do presente mod~lo, é possível 
influenciar a solução quanto aos 9JStos de instalação da unidade j, num pavime.a 
to i qual CJJ er. 
Considerando-se custos diferenciados de in,! 
talação, segundo o andar e o departamento, novos parâmetros (cij) podem ser ;. 
tribuÍdos à função - objetivo, os CJ,Jais, expressos em unidade conum aos demais, 
orientam a solução para um valor mínimo de ocorrências dessa grandeza. 
Dois aspectos sobressaem no exposto acima : 
1.1. Diferentemente de uma análise isolada dos des-
locamentos, cujos fluxos independem da unidade 
padrão~ um objetivo co""osto (fluxos+ instal,a 
çÕes) demanda o estabelecimento preliminar de 
um fator de conversão, CJ,Je associará "l~gic,ã 
mente" as unidades de deslocamento e de insta, 
lações. 
Assim, se há fluxos inter - departamentais 
si 
,. , .., , 
tomados em homen mes, e ha custos de instalaçao em cruzeiros, e necessário o 
fator de conversão que, aplicado ao primeiro, expresse o fenômeno em unidade CJ;Z. 
num ao segundo. 
1.2. A consideração da ocupação dos andares pelos 
departamentos não pode, de per si, definir uma 
solução Ótima para o Modêio, desde que os flu. 
xos de deslocamento são permanentes (renová-
veis), enquanto a instalação das unidades 
, 
e 
(*) - Desde CJ,Je são sempre mantidas as proporções de medida. 
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instantanSfl. 
Com efeito, uma situação extrema de ocuptt 
ção, por um penado de apenas um dia, orientará a solução para a distribuição 
dos departamentos (J.le represente o Custo M:Ínimo de Instalações, sem qual(J.ler i!l 
fluência dos fluxos de deslocamento. Se, ao contrário, é atribuido ao Mod~o 
um período de 2DD anos, os custos de instalação inicial não influenciam signif,! 
cativamente o vetor - Ótimo, que representará a medida mínima dos fluxos de des 
locamento. 
A função- objetivo, para o caso presente, 
assume: 
n n n n n 
m1.n :t = I [ f. . I ( ix .. ) + I f. k (y • k + yk . ) ] + I I ( e . . x .. ) 
j=l JO i=l. 1.J k=j+l J J J j=l i=l 1.J 1.J 
- Reagrupando : 
n n 
min :t = L [ I 
j=l i=l 
(e .. + if. ) * x .. + 
1.J JO 1.J 
1.3. Dimensionamento de períodos 
* 
~ evidente que os diversos critérios de d,! 
mensionamento do 1, não serão necessàriamente ideais para a maioria dos casos. 
De fato, cada situação particular recomendará um critério de tratamento espec,! 
fico, mais adequado às características individuais do dado problema, da! porque, 
n~sse trabalho, não se desenvolvem processos de detenninação do pertodo. 
2. Custos de Re - Instalação 
(*) - Com cij e fij em unidade colllJm. 
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... 
O Modelo pode ainda ser aproveitado para r~ 
distribuição de Unidades já instaladas, desde que os custos de ocupação, no a.11 





"Para uma situação de ocupação ,1Ó implantada, 
até que ponto ,iusti fica-se a redistribuição 
dos departamentos (para um esfÔrço- desloca -
menta menor) 1 tendo em vista os custos de ins 
- ' talaçao inerentes a nydança"? 
E em peral elo, 
ii) - que nova distribuição ideal corresponde a yma 
... * ** redyçeo dos deslgçamentos. 8 pgyçg çysto • de 
forma a obter-se ym vetor Ótimo I representa ti 
vo da minimizecão con.1unta "Deslocamento/ Re-
instalação"? 
Depreende-se, do expÔsto, que a solução do MI! 
dêlo, nos casos de owpacão inicial, caracteriza uma e somente uma distribuição 
Ótima para o problema**'! en(JJanto os casos de re-instalação estarão influencia, 
dos pela distribuição anterior, e pela redução do Esf;rço-Oeslocamento/Custosde 
Mudança, agregados à nova ocupação dos andares pelos Departamentos. 
Assim, é possível que uma mesma matriz de 
fluxos de deslocamento e de custos de instalação, converjam para "Ótimos" dif~ 
rentes, a partir de duas distribuições iniciais diversas, e, ainda, que nenhum 
d~sses "Ótimos" represente solução ideal para uma primeira ocupação das instal~ 
... 
çoes. 
Que não necessàriamente decorrerão num valor mínimo. 
... ' -- Que, igualmente, nao deve corresponder a distribuiçao de menor custo de 
instalações. 
(""*"") - Sem considerar soluções indiferentes do simplex. 
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3. Alterações na Estrutura do Mod~lo 
Tendo em vista os novos conceitos introduz!, 
dos junto aos custos de Instalação/A&-Instalação, a função-objetivo é expandi, 
... ,. 
da, pela anexaçao dos parametros Cij, decorrendo em: 
n n 
min ~ = ~ [ ~ (e .. + if. )* 
j=l i=l iJ 10 
x .. + 
1J 
n 
4. Sub-Rotina para geração da função-ob,jetivo nDdificada 
y 
O ---- MONTAGEM DA FUNOAO-OBJET IVO 
0-{ 
....___( 8'< _____.li 
( 
B ) AN • 1,N 
,--,------, 
ó 
DP,FWXO,CINST(AN), AN = 1,N 
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0 - FOTINA OE MONTAGEM DA SEÇ~ COWMNS 
a) 
s. Casos - Exemplos 
5.1. Instalação Inicial 
(Idem~ apresentada no item••••• 
Pode ser utilizado, para efeito de compara-
ção, o mesmo exemplo desenvolvido no processo de solução anterior, em 
que se considerava a minimização isolada do esfôrço-deslocamento. 
A matriz de custos de instalação, a ser a-




1 2 3 4 5 6 
1 2 3 1 2 5 4 
2 4 5 3 2 9 2 
3 4 ? 6 8 3 1 
4 3 5 9 1 ? 2 
5 1 1 6 5 4 ? 
6 6 2 3 9 ? 2 
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s.2. Re-Instalação 
Supondo que os custos de 11\Jdança do departJ:1 
mente j, (de um andar i para o departamento i'), correspondam ao custo ini 
N A •* # cial da instalaçao desse departamento no pavimento i, que sao mantidas as 
matrizes de suporte utilizadas no exemplo-base do presente trabalho (fluxos--
deslocamento). e considerando-se ainda a distribuição inicial abaixo, as55.L 
mir-se-á uma matriz de custos conn apresentado em s.2.2. 








s.2.2. Custos de Re - Instalação 
(*) - ~sse disposto não necessàriamente ocorre para todos os casos. 
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DEP 
1 2 3 4 5 6 
ANO 
1 5 4 
2 9 2 
3 3 1 
4 
5 
6 6 2 3 9 
III,3, QJSTOS DE ESPERA 
1. PREMISSAS 
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O problema da alocação dos departamentos, 
pode ainda ser abordado a partir de uma redefinição dos condicionantes da deci-
são, ou seja, considerando-se uma minimização do tempo de espera por elevadores, 
independentemente do tempo de deslocamento. ou número de andares percorridos, 
.. 
De fato, desde que os elevadores, em termos 
gerais, percorrem a dist:ncia total dos andares (qualquer que seja o número de 
pessoas transportadas), e tendo em vista as velocidades crescentes dos equip!_ 
mentes mais modernos, o tempo de deslocamento, nos elevadores, seria pouco rJ! 
presentativo em relação ao terrpo de espera pgr elevadores. 
O Modêlo pode então ser reforrulado, cons! 
.. 
derando identico efeito para um deslocamento de.!!! pessoas por .Is. ou j, pavimentos 
da instalação. 
Como, na maioria dos problemas, é possível 
associar-se ambos os aspectos (tempo de deslocamento e tempo de espera), a ree.§_ 
truturação do Modêlo, com vistas ao tratamento atual, assume : 
i) - Andares adjacentes não implicam em tempo de e.§_ 
pera e/ou deslocamento (uso de escadas) 
ii) - A utilização dos elevadores decorrerá s~re 
nos seguintes efeitos: 
a) Tenpo de Espera, que independe do número de 
andares a perco?Ter, 
b) Tempo de deslocamento. que representa a ITIJ! .. 
dida do esforço-deslocamento analisada nas 
.. .. 
hipoteses anteriores desse trabalho. 
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2. Variáveis Adicionais 
A fim de estabelecer-se os novos efeitos 
do Modêlo, foram introduzidas as variáveis auxiliares wjk' onde w assume a oco,t 
rência de espera e deslocamento (zero ou valÔres inteiros e positivos)* , e jk 
corresponde ao Índice dos departamentos onde ocorre o fluxo jk, ou fluxo ao s.e, 
lo (k • o). 
3. Restrições Adicionais 
Desde que departamentos adjacentes são COJl 
siderados sem efeito de espera ou deslocamento, é lícito introduzir restrições 
, 
em ~e wjk sera azarada sempre que 




(y + y ) - 1] :;;. n wjk' onde - jk kj , 
J • [ 1, n-1 l k• [J+l,n]_ 
Em se tratando de movimento ao solo, e ti 
do o primeiro pavimento como de acesso pela escada, as restrições, no caso, rJi! 




(ix .. ) - 1 J~ n w. , onde J= [1,nJ 
. l.J J o 
... ,. , 








(ix .. ) -nw. ( 1 
l.J JO 
para j= [l,n-11 
k= [j+l,nJ 
para j=!l,nl 
Não é necessária a definição de limites 51,L 
periores para w jk ou wjo (, 1), tendo em vista que o próprio objetivo (minim,i 
zação) e os requisitos de programação inteira para a variável em ep{gra.fe, im. 
plicam na assunção dos valÔres ~ e 1 pretendidos. 
4. Corrponente Adicional da F,O. 
Pelo novo conceito de otimização present!. 
mente considerado, a função-objetivo receberá novos parâmetros ( tempos de esp.Ji!. 
) 
# A A N 
ra, e ssra alterada nos parametros de esforço-deslocamento, pela exclusa.o do ..li!. 
feito atribuido ao departamento locado no primeiro andar, ou aos departamentos 
adjacentes. 
Para uma melhor percepção das alterações, 
e função-utilidade é distribuida (did~ticamente) como se segue: 
i) Compon§Ote !'Deslocamento" 





n n n 
min zi'= D. E [f .. E (ix .. ) + E f.k(y.k + yk.)] 
j=l JO i=l iJ k=j+l J J J 
ii) Conponente "Espera" (A introduzir) 
min zi" = E. 
n n 
{E~- w. + E fJ.k wJ.k]} 
j=l JO JO k=j+l 
A criação dos parâmetros D e E, permite 
correlacionar, em unidade conum, o Tempo Unitário de Espera (por elevadores), e 
o Tempo Unitário de Deslocamento (por andar percorrido). 
Depreende-se, das expressões acima, que o 
efeito-deslocamento atribuído aos fluxos do departamento no primeiro andar, bem 
como dos departamentos adjacentes, ainda permanecem considerados, o que vai de 
encontro aos requisitos da atual metodologia. 
Como a minimização incorrerá sempre na a§_ 
sunção de D (wjk) para as adjacências, e 1 para os demais casos, é lícito agrJl 
gar o conplemento da variável ~ componente (I) da F.o., conforme desenvolvido e 
seguir: 
min zi' 
<.-n---n---(I) n > 1 
= D*{ E [f. E (ix .. ) + E f.k(y.k + yk.)]} -
j=l Jºi=l 1 J k=j+l J J J 
n n 
- D*{-E [f. (l- ) + E f.k(l-w.k)]} 
j=l JO wjo k=j+l J J 
<.------(11)-------> 
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Pods-se observar que, ocorrendo 
.. 
adjacen-
eia, wjk ... ~ e [-fjk(l-wjk)].,. - fjk • Desde que, em tais casos, o efeito-
deslocamento anterionnente atribuido representava fj:' a col'fl)onente (II) estará 
anulando o efeito acima verificado. 
,.,, .. 
Por outro lado, nos casos da nao - adjacen-
cia, incorre-se wjk = 1, e [-fjk(l-wjk) J.,. ~. ou seja, apenas a componente ve,t 
dadeira [ fjk(yjk + ykj)] d~sse deslocamento, assumirá seu real efeito na fuJl 
ção minimizante. 
Caso se pretenda atribuir um novo custo ao 
deslocamento pelas escadas, basta introduzir o elemento G*fjk(wjk) • Se G f~r 
representativo, é necessário amarrar wjk em~ nas adjac~ncias, e não apenas in-
duzi-lo na F.o., cont> se vem observando. 
Há que considerar, nessa hipótese, o deã 
gaste computacional decorrente da criação de novas restrições associadas a ~sse 
aspecto. 
Reagrupando a Função Objetivo, em sua fo.r: 
ma modificada, tem-se: 
n n n 
m1.n z3 = D{ I [f. * (ix .. ) + f.k(y.k + yk.)] -
j=l JO i=l l.J k=2 J J J 
A 
- Pelo evento da adjacencia, yjk + y = kj 1, e 
= fjk • 
n n n 
{ I [f. I (. ) I f ( ) ] } = D j=l JO i=l ixjo + k=2 jk yjk + ykj -
n n 




+ D{ I fJ.k WJ.k} + 
j=l k=O 
+ E { I I (fJ.k wJ.k)} , onde k=O ou k j 
j=l k=O 
n n 
Para I I (f. ) constante, e por deco.t, 
j=l k=O Jk 
rência, sem capacidade de efeito na condução da solução-ótima, a função-objeti-
vo assume: 
n n n 
min i=D { I [ f. * I (ix .. ) + I f jk (yjk+ykj)]} + 
j=l JO i=l iJ k=j+l 
n n 
+ {(D+E) [ I (f. w. + I fjkwjk)}} 
j=l JO JO k=j+l 
~ evidente que, segundo cada problema espe-
c:! fico, os par~metros D ou E podem ser azarados, quando então a solução será CQ.Cl 
duzida para a ocorr~cia mínima do Tempo de Espera ou do EsfÔr;:co-Desloçamento To 
.tlJ.., considerados isoladamente. 
s. Resumo da nova estrutura do Mod~o 
s.1. Fyncão-Dbietivg. 
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n n n 
m1n ~ = D{ E (f. 
j=l. JO 
E (ix .. ) + E f.k(y.k + ykJ.))}+ 
i=l 1 J k=j+l J J 
n n 
+{(D+E)( E (f. w. + E f.kw.k))} 
j = 1 JO JO k = j + 1 J J 
5.2. Restrições 




(x .. ) = 1, 
1] 
para j= [1 ,n] 
s.2.2. Equilíbrio da Ocupação dos Andares 
n 
E (x .. ) = 1, 
j =l 1J 
par a i = [1 , n] 
5.2.3. Restrições Modulares 
n 
E (i(x .. - x1.k)) = (yJ.k + ykJ.) 
i=l 1 J 
para 
J = [1 , n - 1] , k = [i + 1 , n] 
5.2.4. Restrições Auxiliares 
(I) yjk + ykj - nwjk < 1 , para j • 1), n-il 
k .., [j + 1, n] 
n 
(II) E (ix .. ) - nw. ~ 1, para 
i=l 1J JO 
j = [1 ,n] 
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6. MONTAGEM DAS RESTRIÇÕES E FUNÇÃO OBJETIVO 
T 
T tTµLO, N 
TITULO 
J = 1,3 




1 RES(I) • •EQ•OP• 1 
1 RES(2) = •EQ•AN' 1 
1 RES(3) • 1 AUXIL 1 1 








OP1 = 1,(N-1) 
OP2 = (OP1+1),N 
l , 
----0 





C:. ---- MONTAI.EM DA FUNCAO-OBJET IVO 
C1 .. -- VARIAVEIS TIPO-X ---------
DP, FWXO 
AN.:: 1,N 
COEF o: fLUXO•AN•D 
o OP, COEF 




C1. -· VAIHAVEIS TfPO-Y OU TIPO•W 
--1 
COEF • FLUXO • D 
COEF = FLUXO * (D+E) 
DP1, DP2, FLUXO 
DP1, DP2, COEF/ 
DP2, OP1, COEF/ 
OP1, DP2, COEF 
C. --- MONTAGEM DA SEÇAO "COWMNS11 





DP = 1 ,N 
AN ., 1,N 
Di, AN, DP / DP, Df', AN / DP, AN, DP, AN 




C1. -• RESTR IÇOES MODULARES E AUX ILIAfl (P/VAR Y) 
A 
0,1 = 1, ( N;-1) 
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y 
Df'2 = (DP1+1),N 






DPt, DP2, AN, DP1, AN / DP1, DP2, AN, OP2, AN 
DP1, DP2, OP1, DP2, DP1, DP2, OP2, OPt / 
DP1, DP2, DP2, Df't, OP1, DP2, DP2, DP1 / 
DP1, DP2, DPt, OP2, N 
IV - AESTAicQES ESPECIAIS 
IV.l • ..USTIFICATIVA 
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Embora o escÔpo de restrições apresentadas 
no !tem III.2.5. anterior já seja suficiente à viabilização das soluções do prg_ 
blema, é possível ainda influenciar o tempo de seu processamento em computador, 
pela introdução de novas expressões restritivas, que implicarão numa menor def~ 
sagem entre o "Ótimo-contínuo" e o "Ótimo-inteiro" efetivamente produzido. 
# N 
De fato, apropria observaçao dos exemplos 
já desenvolvidos até o momento, permite estabelecer que o vetor-Ótimo, atingido 
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no processo de solução "cont!nua", está orientado para uma distribuição fraci2 
nária dos departamentos, (segundo os andares), que implique em distâncias mê-
* dias dg solo minimamente dispersas. O exemplo a seguir, ilustra formalmente a 
A N 
tendencia em discussao. 
EOWÇ1ío-I sowç,O_rr 
xll = .5 
.5 xll = 
1. 
x13 ª 
x31 • • 5 x22 • 1 • 
x33 .. .s 1. X • 
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x22 .. 1. 
Ambas as composições listadas no exemplo, 
representam soluções viáveis do simplex "contínuo", desde g_,e :_ 
• xll + xl2 + xl3 = 1 t 
• x21 + x22 + x23 = l j Eq. dos dep. é atendido 
• x31 + x32 + x33 .. 1 
r: ::: : :: : :: : 
l· 
1 
1 Eq. dos and. é atendido 
1 
n 




Entretanto, pode-se observar que as distan 
cias médias ao solo, na Soluçâo-I, coincidem com um mesmo valor, dado que: 
·.- D1 = l><il + 2x12 + 3x13 = .s + 1.5 = 2 









• .s + 1.s. 2 
Considerando-se a segunda componente da F. 
A o. que avalia os efeitos dos fluxos e distancias dos departamentos entre si, e 
ainda, que essa medida representa o módulo da diferença de seus afastamentos ao 
w,g,, é conclusivo : 
n 
i) L i(x .. -x .. ) :::s (yJ.k-ykJ.) = <p 
i=l 1J 1J 
* ii) f ( ) jk yjk + ykj = <p , ou seja: 
- No processo de solução "contínua", o Mod~ 
lo é conduzido a um vetor onde os fluxos 
inter-departamentais não são considerados, 
.., ,. X 
pela atribyicao de valores a i.j que impli 
quem numa mesma distância média do 
para todo departamento j. 
solo, 
Pretende-se, com a introdução de "restri-
ções indutivas", reduzir essa defazagem entre o vetor Ótimo "contínuo" e a solµ_ 
ção inteira posterior, i.e., melhorar a eficiência global do programa, pela a-
(*) - Por indução de mÍnimo. 
... # * proxirnaçao dos dois "otimos". 
Assim, o desenvolvimento a seguir procure. 
estabelecer relações que, embora não necessárias ao cerceamento do Modêlo, râ 
,,. ~ - , 
presentem uma tendencia de seu comportamento, com vistas a soluçao otima intei 
ra. 
Considerou-se, em princípio, um vetor solu_ 
ção viável no problema contínuo, e que atenda aos requisitos de programação di,â 
ereta para uma instalação de quatro pavimentos quaisquer. (Essa associação, a 





A soma dos afastamentos inter-setoriais 
(desconsiderados os fluxos), é uma c;Etfida constante (e igual a 1~ para o caso 
em estudo - n • 4). 
A -------•·7 ····1 
AB=1 A0=2 
===~-:.:.-=-==:; .. l ---- ·-·----1 B -------··1 
--------1 -··----s11 AD=j 3 e ::---------T-·-· B0=2 
---------! ::::::=:;j_~·-······-···.1 
D --·············-··--·····-······ 
S4 e AB + AC + AD + BC + BD + CD ,. 10 
(*) - Desde que, como se sabe, a converg;ncia do processo contínuo é mais acelâ 
rada que a do caso discreto. 
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A expressão da soma (por reagrupamento), é 
tambem definida como 
64 • 1(3) + 2(3-1) + 3(3-2) 
* Generalizando-se e induzindo para !l pavi-
mantos: 
S • l(n-1) + 2(n-2) + ••• + (n-l)(n-n+l) 
n 
n-1 
Sn = I j(n-j) (I) 
j=l 
2. AestricÕes Adicionais : 
Com base na expressão (I) acima, 
+ ••• + l(yn-1,n - Yn,n-1) J • ou 
n-1 n n-1 
I I (yJ.k ~ ykj) = I j (n-j) 
j=l k=j+l j=l 
l<-const,->I 
Por outro lado, os conceitos emitidos na 
(*) - Por tratar-se de comportamento evidente, não será promovida a respectiva 
demonstração teórica. 
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u p ' ~ ~ * metodologia de Enc:JJadramento do roblema a Programaçeo Gluadratica, no que ref~ 
re às suas "restrições currylativas", também são válidas como processo de aprox1 
mação dos dois "Ótimos", e podem, de a~rdo com as características individuais 
de cada situação, ser aproveitados. 
3. Sub-rotina de geração das restrições-especiais 
No fluxograma a seguir, está considerada ã 
penas a geração da restrição especial-II, dado que as demais serão englobadasna 





1 = 1,M 
COEF = COEF + f • (N-1) 
--Ó 
C --- 1 NCORPORAR AO PROGRAMA, NA GERAÇÃO DA SEÇAO 
C --- 11 ROWS", - E • • • ESPECIAL ••• COEF ---------
(*) - Vide Anexo-I. ó 
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y 
C ---- COMPLEMENT AÇAO DA SEÇAO 11 COLUMNS" 
/ \ 1 = 1,M ) 
1 
1( = 1 • 1 
1 
( ) J ,.. K,N 




V) - PROGRAMAÇÃO-BIVALENTE 
1. Tendo em vista os frequentes aperfeiçoame!!. 
tos de alguns algorÍtmos de resolução da P .I., é possível reforll\Jlar o Mod~lo de 
Alocações, pela utilização de processos específicos de programação-binária (Ba,! 
las), cuja convergência é comprovadamente mais rápida. 
Assim, de acÔrdo com o "hardware" e o •••• 
"software" disponível a um usuário do Modêlo, as variáveis serão introduzidas 
na forma binária, ou discreta em geral, sendo que, no primeiro caso, devem ser 
consideradas as al teraçÕes seguintes : 
1.2. Alterações do Mgd~o 
Atribuindo a uma classificação das variá-
veis de decisões anteriores os tipos I e II, (distâncias dos departamentos 
ao solo e distâncias dos departamentos entre si), é evidente que as prime,! 
ras já atendem aos requisitos de programação bi-valente, dado que assumem 
apenas os valÔres 1 (ocupação do andar pelo departamento) e~ (caso contri 
rio). 
As variáveis tipo-II, embora não restringi 
.., , . " -das de forma direta, sao tambem induzidas, pelo escopo de restriçoes, a um 
comportamento discreto. Especificamente, sai campo de variação é o inter-
valo inteiro entre 1 e (n-1). 
Pode-se substituir cada par de variáveis 
y' ' 
e y ed) , pelo con,junto de al temativas bivalentes I dei. Y edi I onde i 
= 1, 1111 (n-1), significativas da assunção, (ou não), de uma distância de 
terminada ( constante) 1 para cada par de departamentos. 
Exemplificando, ybc? • 1* indica que, para 
A 
os departamentos B e C, a distancia de 7 andares foi assumida. Igualmente, 
(*) - Por facilidade didática, a partir dêsse ponto todos os y' são descritos 
como y, considerando-se ressalvada a diferença entre ambos. 
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y bc3 • ~ indica que não ocorre uma distância de 3 pavimentos entre os depart,a 
mentes se. 
As "restrições-modulares" de distância intei;: 
departamental, representariam então : 
n 
i:l i(xij-xki) = {(yjkl-ykjl) + Z(yjk2-ykj2) + ...••.•• 
· • • • .+(n-l) (yjk(n-1)-ykj (n-1))} 
n n 
E ( i (x .. -xk. ) ) = 
i=l Jl. 1 
E (i(y.k.-yk .. )) 
i=l J 1 Jl. 
para 
J = [1 , n - 1] , k = G + 1 , n] 
4. Restrições Adicionais 
Novamente seriam necessárias restrições ad! 
tivas, que garantissem a característica de nYtua exclusividade, inerente a cada 
uma das igualdades acima. De fato, se num exemplo y ª? e yb = 1, o vetor 
ao o 
Y~bl = 1, Y;b2 = 1 e Yab3 = l, satisfaz ao conjunto de restrições enumeradas, 
desde que 
l(y ) + 2(y ) + 3(y ) • l * l + 2 * l + 3 * 1 • 6 abl ab2 ab3 
.. 
Depreende-se a necessidade, tambem nesse Câ 
so, dos requisitos de ~tua exclusividade já introduzidos para as variáveis xijª 
A restrição, necessária e suficiente, repr~ 
sentar-se-ia, então, por: 
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n 
2:: ( y . k . ) = 1 , p ar a j = [1 , n - 1] , k = IJ + 1 , n] 
i=l J 1. 
Há que considerar, entretanto : 
i) - que o efeito, na função utilidade, é idêntico para ambos os procedi 
mentoS, (yabl ª t1 ; Yab2= IJ ; ••• Yab?ª 1 e Yabl•l; Yab2=l; Yab3• li 
• •.; y 
7
= D), e assim, não se justificam essas restrições aditivas. 
ab 
ii) - uma carga adicional de variáveis, decorrente da substituição de CJ! 
da y jp por !l variáveis tipo y' jkm ou seja ; a expansão do mod~lo em 
"' n "' , cerca de - vezes o numero de colunas originais. 
- , y 5. Aedefiniçao das variaveis abi 
Pretende-se, pois, utilizar um processo aux,1 
liar de composição da variável, similar~ representação binária dos números i!,l 
teiros em computador. Se y jk pode assumir valÔres discretos entre 1 e 15, por 
exemplo, definimos 
4 m-1 
yJ.k = 2:: (2 x .k) 
m=l mJ 
Assim, 
ma 4 m ... 3 ffl D 2 m• 1 
yjk = 1 o o o 1 
yjk.,. 2 o o 1 o 
yjk = 3 o o 1 1 
' 
• • • • • • • • • • • • • • • 
yjk • 14 1 1 1 o 
yjk "' 15 1 1 1 1 
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As restriçÕe&-modulares estão pois refornula, 
das para 
n 
2:: (i(x .. -xk.)) = 
i=l Jl. 1. 
t . 
2:: ( 2 i-1 (y ! k. -yk' .. ) ) 
i=l J ~ Jl. 
onde t é a menor po-
,. 
tencia de 2 que satiã 
faz a 2t n* 
As restrições de nÚtua-exclusividade, no ca, 
so, passam a redundantes, e podem ser eliminadas. 
5. Fynção-Ob.jetivo 
A função-objetivo, ajustada para a nova ca, 
racterização das variáveis yjki, constitui : 
m1.n ~ = 
n n n t m-1 ) 
2:: (f. 2:: (ix .. ) + 2:: f.k 2:: 2 (y.k +yk. ) 
j=l JO i=l l.J k=j+l J m=l J m Jm 
,. 
s. Resumo da Estrutura do Modelo 
s.1. Fynção..Objetivo 
Idem 5 
(*) - Dado que a menor dist~ncia entre departamentos é (n-1). 
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s.2. Restrições 
s.2.1. EgyilÍbrio da distribuição dos departamentos segundo os andares 
n 
I ( x . . ) = 1 , p ar a j = [1 , n] 
i=l iJ 
s.2.2. EguilÍbrio da ocupação dos andares pelas parcelas de departamento 
n 
I (x .. ) = 1, para 
j =l 1J 
6.2.3. Restrições Modulares 
n 
i= [1 ,n] 
t 
I (i(x .. -xk.)) = 
i=l J i i 
( m-1 ) I 2 (y.k -yk. ) 
m=l J m JID 
j = Ü , n- 1] ; k = [j + 1 , n] 
6.3. Tipos de variáveis: Bivalentes 




e. -- CALCULO DE T ----
T = 1,N 
NAO 
ERRO V 





J = 1,2 
-\--------..-1 • 1,N ) 
RES(j), 1 
\ 
DP1 = 1, (N-1} 
"----.-----' 





O • .,. ___ MONTAGEM DA FUNÇAO-OBJET IVO 
01. --- VARIAVEIS TIPO-X 
ó 
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OP1, OP2, FLUXO 
AN = 1,N ) 
/ 
V 
COEF = 1 • FLUXO 
---0 








M ::e 1, T 
COEF = 2••(M-1) 
1 




G. --• MONTAGEM DA SEÇAO " COUJNNS" 
C1 •• --- RESTRIÇOES TIPOS-1 E 2 -----
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AN = 1,N 
DP, AN, OP / OP, OP, AN 
02. ---• RESTR IÇOES MODULARES 
27 
DP1 = 1,(N-1) 
27 
DP2 = (DP1+1),N 
AN = 1,R 
o DP1, DP2, AN, DP1, AN / OP1, DP2, AN, DP2, AN 
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M = 1 ,T 
o DP1, DP2, DP1 1 DP2, M, COEF, OP1, DP2 1 OP2, OP1, M, COEF 
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VI - EXTENâlES 00 MODt:LO 
1. Conceito de 'Módulo' e Deslocamento Horlzpntal 
Um dos elementos que, até o nnmento, tem se 
apresentado como mais restritivo ao uso geral do Mod';uo, é justamente a necessi, 
... ( ~ dada de equi val encia do tamanho entre os departamentos, "lllJl tiplos" entre si) 
# .. J' * A ou das areas de alocaçao disponiveis. Assim, pretende-se estender o Modelo a a-
plicação nos casos gerais em que as instalações não são necess~riamente unifor-
,. 
mes, e os departamentos tem tama.nhls diversos. 
A 
Considere-se o disposto abaixo, em que os P!. 
vimentos estão distribuidos por módulos padronizados: 
,,,....,,_ __ b---?~ 
,~ ~' 
/ 
1-=====-====-=--=--====-====-==- --~ e 
a 
RR 
( *} - Mui to embora êsse aspecto possa ser parcialmente contornado - pelo desmem 
bramente de um d , ou pela sua assimilação em conjuntos. 
p 
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Uma seção S de departamento, situada no MÓdy 
lo A, está perfeitamente caracterizada em sua distância vertical a um ref.!! 
rencial RR (a), e pelas distâncias horizontais, (nos dois sentidos), 2 e~• 
2, Redefinição do ModêJ.o 
.., X 
Entao, si,jk apropria a parcela de S com co 
ordenadas i ( vertical) , .j ( horizontal-senti-
do I) e A (horizontal-sentido II). 
,. 
Tendo em vista essa abertura do modelo para 
deslocamento tambem horizontal, e a redefinição das variáveis básicas, sua e~ 
trutura sofre alterações de forma, embora mantidos os conceitos até então já e~ 
te.belecidos. 
2.1. Variáveis básicas do Problema 
xdijk - Quantidade de departamento g apru 
priada pelo andar 1 e módulo J. ( de§ 
locamento-horizontal-I), k (desl.-hg 
rizontal-II) 
Distância vertical, (em andares), 8!l 
y-VdE -
tre os departamentos g e .!!• 
ylde - Distância horizontal, (em módulos), 
entre os departamentos g e .!!, sent!, 
do-I. 
y2de - Idem para sentido-II. 
w - Adjacência (ou não) entre os departa 
de -




+ yl d+y2d +y2 d))}+(D+E){ I (fd wd + I fd wd lJ 
e e e d=l o o e=d+l e e 
2.3. Restrições 
2.3.1. EguilÍbrio de distribuição dos departamentos segundo os andares 
r P q 
I I I (xdiJ_k) = 1, 
i=l j =l k=l 
para 
, 
n • numero de departamentos 
r = número de andares da instalação 
p • afastamentc;i máximo (em mÓdulos), nos senti 
do-I 
q • idem, sentido-II 
2.3.2. Equilíbrio de ocupação dos mÓdulos pelas parcelas de departamen 
~ 
• _ ,- -, • _ ,- • 1- 7 
para 1.- 1.J.,rJ, J- ]..p_, k= _]..q_ 
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2.3.3. Restrições "Modulares"* 
r P q 
I I I (i(xd .. k-x .. k)) = 
i=l j=l k=l iJ eiJ 
(y d -y d) , para 
v e ve 
d= [1 , n - (/ , e = [2 , n] e d < e 
2.3.4. Restrições Auxiliares-!-
ii) 
d= [1 , n -1] , e= [2 , n] e d < e 
r 
( I Cixd .. k} ""'1)- < nwd,l, , para d=/J.,n] 
i=l iJ 'I' 
Considerando-se o caso de um pavimento di,2 
tribuido por m mÓdulos, é evidente que o deslocamento, de um a 
- - ,,. !. outro modulo, nem sempre representara a distancia f sica entre 
ambos. Há que definir, nessas situações, linha de escoamento 
(rotas), e uma ligação específica a cada par de mÓdulos num me,2 
mo pavimento. 
São admitidas, portanto, duas alternativas, 
de caracterização do problema, e o enquadramento, na 
dar-se-á segundo cada caso em particular. 
prática, 
(*) - Não confundir funcâo-mÓdulo com o conceito de "Módulos" acima introduzi 
dos. 
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.. , , 
Dado CJ,Je esse ultimo cri terio envolve gran 
des implicações de natureza CO!lllutacional (tamanho da matriz), 
a presente metodologia enfatiza o problema de alocações segundo 
a distância física entre módulos. 
2.4. Deslocamento pela distância (física) entre mÓdulos 
Do expÔsto no gráfico 2.~ anterior, determi 
nadas situações específicas admitem, como aproximação válida, o uso 
.. f , 
das distancias "fisicas" entre dois modules, como medida do deslocamen 
to entre os departamentos que apropriam. No gráfico a seguir, estão ~ 
xemplos do critério de afastamento presentemente considerado. 
1-~----- d1 ____ __,,_ 
/••------ d2 ------:1'7.., / 
/ / / 
2.4.1. Premissas 
• 
Pela observação do esquema acima, infere-se 
que o deslocamento horizontal, (em qualquer sentido), representa: 
i) - A soma das distâncias dos mÓdulos ao e! 
xo (dl + d2) + (d3 + d4) 




ii) - A soma das diferenças entre os afasta 
mentes dos módulos, nos casos em que a,m 
bos os departamentos si tua~se num me§_ 
mo andar (dl - d2) + (d3- d4) 
.. 
Para caracterizar esse comportamento alterna, 
, ' tive, foram utilizadas novas variaveis "dummy~ semelhantes a(J.J~ 
las já introduzidas no correr do trabalho, que indicaram uma ~ 
correncia de se;Ões ou dp~ adjacentes (deslocamento vertical -
Como, no caso presente, está tambem admitida .. 
uma distancia vertical nula entre duas unidades quaisquer, vale 
observar que as variáveis binárias .! permanecem com a assunção do 
A A N 
valor zero nas adjacencias ou nas coincidencias de alocaçao ve~ 
tical, e assim, mentem-se eliminado o efeito da espera por eleva. 
• A dores, na instancia de departamentos nivelados. 
A 
Denotando-se por II de os novos pare.metros que 
indicarão uma ocorr~ncia de departamentos em mesmo andar, (yde + 
y ) < n À d restringiria os valÔres nulos da variável ~penas _a ed - e 
quelas situações onde YV d e = YV·ed = <P 




lo é reformulado em seus conceitos de determinação da distancia 
vertical entre departamentos, pela aplicação do segundo critério 
analisauo no !tem III.l (5.3.1) anterior (alternativa das distân 
cias menores). 
2.4.2.Expressão da distância vertical entre departamentos -
r p q 
Se y \rode ' L L L ]. (xdijk) i=l j=l k=l 
r p q 
yvmde ~ L L L ]. (x .. k) 
i=l j =l k=l el.J 
, 
onde y mde e o menor dos afastamentos y d0 e 
y e0, 
representará o valor absoluto da dist~ncia entre os afastamentos 
LLL-( ) LLL.( ) 
i j kl. xdijk e i j kl. xeijk considerados. 
2.4.3. Determinação de de 
À de~ 1/n. dvde 
(*) - A expressão de DV é apenas didática, uma v~z q.re pode ser implicitamente 
formalizada na F. Objetivo. 
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par a d= [1 , n - 1] , e= [2 , n] e d< e 
Como Àde será induzido (na função-utilidade) 
a assumir valor nulo sÔmente quando ~ E E i ( x d i j k) fÔr igual a 
1 J k 
E E E i ( x .. k) , ou seja, quando 
i J k eiJ 
r p q 
i;l j;l k;li(xdijk+xeijk) A • 
yvMde = __ _,_.__ ___________ ' o parametro À nao n!t 
2 
cessita ser estritamente positivo, 
liares de' 
Pretende-se gerar, novamente, variáveis auxi, 
que assumirão: 
i) Ó no caso de departamentos não nivelados 
ii) O menor de seus afastamentos horizontais (em mÓdJ.L 
los ao elevador), no caso de dp's situados em me~ 
mo pavimento. 
2.4,4. Restrições Ayxiliare~IL. 
O termo de restrições a seguir*, associado a 
(*) - Uma v~z que a análise do deslocamento horizontal será a mesma para qual 
quer dos dois sentidos considerados, a expressão abaixo, que se reporta 
ao sentido-I, (glde), aplica-se igualmente ao sentido-II (gzde) apenas P!t 
la alteração da nomenclatura. 
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novos parâmetros da função-objetivo, condiciona o Mod~lo no in-
.. 
tuito de assumir esse aludido comportamento. 
81ae ~ (1-Àde). M 
r p q 
- restri.çÕes : 81ae ~ E E E j (xdijk) 
i=l j=l k=l 
r p q 
81ae ~ E E E j (x .. k) 
i=l j=l k=l e1.J 
- Componente adicional da F.O. 
r p q 
fde { [ E E E j (xd .. k + x .. k) ]- 2. 8 ld } 
i=l j=l k=l I.J e1.J e 
Depreende-se, pela análise das relações, que: 
i) - Se d e e são nivelados -
b) 8lde ~(1-Àde).n -- 8 lde < n -- 8lde não restrigido 
r p q r p q 
e) 8lde~ mm [ E E E j (xa1.·J·k); E E E j (x .. k)] 





ii) Se d e e situam-se em pavimentos distantes 
e) Supêrfulo 
Decorre 
emax = cp 
lde 
. F-0. (adie) 
r p q 
= fde { L L L (j(xd .. k+x .. k))} 
i=l j=l k=l iJ eiJ 
(I) 
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A consolidação dos novos elementos consider&!, 
dos na função-objetivo (componentes adicionais relativas aos dois 
sentidos horizontais), é dada pela expressão : 
r p q 
M.fde .{( L L L j(xd .. k + x .. k)] 
i=l j =1 k=l 1.J e1.J 
- 20 }+ 
lde 
r p q 
+ M f { [ L L L k (xd .. k + x .. k)] - 202de } , ou ' de ' i=l j=l k=l 1.J e1.J 
r p q 2 
M.fd .{[ L L L (j+k)(xd .. k + x .. k)] -2 L 0lde} , d<k e . . 1.J e1.J . 
1.=l J=l k=l 1.=l 
.. ... 
onde M representa um parametrc incidente so-
bre tÔdas as variáveis de deslocamento-entre-módulos • 
.. 
Com efeito, uma vez que o deslocamento entre 
módulos implica em medidas de esfôrço diferentes daquelas aplic!! 
das ao movimento vertical (uso de escadas ou elevadores), novos 
par~metrcs são atribuídos aos seus respectivos componentes na 
função-objetivo, A e M, tais que Af e Mfde podem ser avaliados 
- - de 
em unidades de mesma grandeza. 
Pela incorporação de (I) ~ função- utilidade 
originalmente considerada : 
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ANEXO - I 
METODOLOGIA DE ENQJADRAMENTO 00 PROBLEMA DE ALDCAcQES Ã PAOGRAMAÇ~ QJAOMTICA. 
1. O processo metodológico atualmente desenvol, 
# ... .. 
vida, e uma variante do modelo da programaçao linear mista anterior, e repres8Jl 
ta um enquadramento do problema de alocações ..à Programação Quadrática. 
Desde que implica numa carga de restrições 
substancialmente maior, acrescida do desgaste computacional decorrente de uma 
convergência mais lenta, (caracter!stica de todos os algoritmos de programação 
quadrática), a presente metodologia assume caráter apenas ilustrativo, e só em 
{ ... ... casos nui to espec ficas pode representar ventagens sobre o modelo discreto ant~ 
riormente detalhado. 
I # # 
1 11 Variaveis Basices 
Define-se como variável básica do probl'ema, 
a distância vertical is, de um departamento 1 ao departamento J. das instalações 
(xij), ou pavimento térreo (x10), tomada em número de andares. 
I.21 EscÔpo de Restrições 
Ao contrário do que se estabeleceu para o M~ 
d~lo de Programação Inteira, pretende-se desenvolver uma sistemática que, a pa~ 
tir de novas restrições indutivas, (posterionnente detalhadas), e parâmetros ã 
dicionais na função-objetivo, permita aplicar, ao caso em estudo, os métodos 
condicionais de programação quadrática, (através do algor!tmo de Beale), para 
os referidos problemas. 
Em outros têmas, pretende-se, com a introctu. 
ção de uma nova componente na F.o., associada a restrições lineares adicionais, 
8j 
provocar xio t x1, 0 ~ ••• J xi\*, qualquer que seja o valor de i, e por outro 
A A 
lado, estabelecer uma correspondencia entre dois departamentos, e sua distancia 
entre si ( 
~ necessário, entretanto, o desenvolvimento 
da demonstração a seguir, ruja utilidade será evidente para aceitação da metods. 
A 
logia em sequencia. 
Teorema: Para diferentes conjuntos de 




de seus quadrados será tão maior .,;;;;;;;;::..----=-
A 
quanto mais afastados estiverem es-
A 
ses valores entre si. 
Procura-se demonstrar, no teorema acima, que 
se f;r estabelecido um intervalo entre dois n~meros quaisquer, a soma do quadr.f! 
do de seus pontos extreroos, será sempre maior que a soma dos quadrados de dois 
outros pontos interiores, para os quais o resultado da soma simples é igual .. a 
A 
soma dos valores extremos considerados. 
,~ (a-111) '>t 
1 1 
1 1 r (b+m) ~ 1 
1 1 1 
1 1 1 
1 
o B e o A 
~ 
1 1 1 1 
b :>Ice--- m--~ 1+--. ... 
l 1 1 
I 1 
a ~· 










Tomando-se o quadrado de (1) 
n 2 2 
(Ex.) =k (II) 
i=l i 
n 2 n 2 
E [x. +2 E x.x.] = k 
i=l i j=i+l i J 
n 2 n-1 n E x. = k2 - 2 E E x.x. 
i=l i i=l j=i+l i J 
Dado que 
n-1 n n 2 E E X.X. ~ '/J E x. 




+ x.x + ... +x 
1
x) = k2 i n n- n 
n 2 n-1 n 2 Ex. + 2 E E xix. = k; com J f i 
i=l i i=l j=i+l J 
(III) 
X.p 0 vi= i [1 ;n] 
~ k2 (IV) 
n-1 n n 2 
De (III) temos que o máximo de E x. ocorre rã quando 
i=l i 
[ r r X.X. 1 
i=l j=i+l i J 
=, (V) 
Infere-se,das relações. 
i) x. = '/J 
i 
V 1. = l;n 
ii) x. = k ex.= 0 
1. J 
iii) x. = k. 
i i 
V i e I; 
de um elemento 
V J f 1. 
x. = 0 
J 
inviável por não atender (I) 
satisfaz a (V) e (I) 
V j e J, onde I U J = N e oiconjunto tem mais 
Inviável, pois (V) não seria satisfeito. 
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VAL DE X1 
VAL DE X2 4 3 
O VALOR MININO OCORRE 









I 1 31 Novos componentes da F,o, e restrições adicionais introduzidas 
Como já observado no início do trabalho, a 
representação matemática da função-objetivo (real) do mod;lo é: 
IDl. n ( 
n n ) 
~ = E E f. .y .. 
onde fj é constante prs-detE!J: 
. 1 . O l.J l.J 
1.= J = minada, e j i (ou j = fl) 
Introduziu-se na função-utilidade, um novo 
componente, como explicitado a seguir, que forçosamente elegerá, dentre as pos-




O r;rmo ~. representa uma constante, igual à .. 
soma dos quadrados das distancias dos departamentos ao solo. 
De fato, uma restrição efetivamente -necess!!_ 
n 
ria, seria . rr 1 (x .. -i) = <P V i,a qual, associada à restrição básica de equilÍ 1.= . l.J 
brio do mod~o, . ~ (x. ) =k 2 onde k2 = n(n-1)/2, implica em valÔres 1,2, 3, •• 1.=l 1.0 
.,n (n • n2 de andares), para qualquer solução viável do problema. 
Tratando-se de expressão não linear, procy 
rou-se substituí-la por uma componente na F.o., que induzisse o mod;lo a assy_ 
,., .. 
mir, de forma preferencial, essas soluçoes 11\Jtuamente exclusivas. 
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Conhecido o valor de !s, ( soma do quadrado dos 
valÔres de 1 a o., sabe-se, a priori, que existem diversas combinaçÕespossíveis* 
deco?Tendo em 
( ~ (x. ) 2 ) 
i=l 1.o 
= [ ~ (m) 2 ) = n(n-1)/2, ou seja, 
m=l 
anulando o primeiro componente da função-utilidade acima referida. 
m1.n (~) = M { ( - ~ ( X • )7! 
\ l i=l 1.0 J 
J,nin (13) = cp + { •••• } 
Considerando que a soma das dist~cias dos 
departamentos ao térreo é uma restrição de igualdade [ ~ (xio) 2 = K~ e com b!!, 
( n ) m=l 'f 
se no teorema anteriormente demonstrado t . ~ (xi 
O
) 
2 será máximo se e s~mente 
se [x.- = ~ (m) 2 ] e x.- = (*i~para1 ~alquer valor dei diferente dei. 
io m=l i.o 
(*) - De maneira precisa, existem n! combinações poss!veis 
(**) - Onde k = n(n-1)/2 
( H*) - Pelos requisitos de Programação Quadrática, x
1
j é sempre maior que ou 
igual a zero. 
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EXEMPLO: ( INSTALAÇAO DE 3 ANDARES) 
-- ~ r~r-= ~: 
--1> 00 
BO 
--~ ,~ l A 
b PARA QUALQUER COMIINAÇ .. POSSIYEL OCORRE SEMPRE .......... ;, (,( .. 1)/2) q 
[ ~ (rn) 2 ) 
rn= 1 
x. x-.-
1.0 1. o 
... ... .. 
Essa situaçao, que nao corresponde a limitil 
çÕes reais do problema, é contornada com a introdução de novas restrições CUfl\L 
lativas, que definem limites superiores para cada xio isolado, para cada par de 
valÔres (xio + xi' o), temos, (xio + xi' o + xi "o), etc, até o máximo de (n-1) pai: 
celas de soma. 
~sse raciocínio origina-se no fato de que, 
para uma instalação de !l pavimentos, a distância ao térreo de um andar 1 qual-
quer, será menor ou igual a !l (caso em que ~le apropria o n-ésimo andar). Adi.§. 
tância ao solo de dois departamentos 1 e!', somada, será sempre menor ou igual 
a n + (n-1) 
, A 
, na hipotese extrema de situarem-se eles, respectivamente, no 
n-ésimo e (n-1)-ésimo andar, ou vice-versa* 
(*) - Os limites mínimos, ao contrário, seriam acul'Ttllados crescentemente: 
( x
1 
~ 1 ; ( x. + xi, ) ~ 31 ( x. + x . , + ••• + x
1
k ) > ( 1 +2+ • • • +k), etc. 
O 10 O 10 1 O O 
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- LIMITES SUPER !ORES -
• CASOS EXTftEMOS (POSSIYEIS) • 











Xio Xio \ \ 
\ 
Xi 1o - n-k+1 Xi to r jl ~ 
Xilto 
'f V 1 
T 
Xio~ n T. T I..__• .(Xio+Xl•o+.,.•Xi o),[n+(n-1)•••••(n-k•1)1 
l • (Xio+Xi'o), [11+(n-1)} 
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-=--=ss-a---=------c--
- LIMITES INFERIORES -
e-==-==-------=-----=---t DISTANCIA (em ,od,ces) 
r I-K+1 
( 
--o~ (Xio+ .. ,+Xi o)~ (1+2+ ... +k) 
X io ~1 (Xio+Xi•o) • (1+2) = 3 
Tendo em vista o conjunto das restrições de 
limite superior acima enumeradas, e o teorema de maximização da soma, tambem Já 
demonstrado, assume-se que: 
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xio • n - (para atender xio ~ n) 
X t = i o 




1 O • n-(k+l) - (para atender[xi + ••• + xik ]~[kn-n(n-1)/2] ) 
~ o o 
• • • 
Xin 
o - 1 
onde i J i' t ••• • ik ~ ••• t in 
Vale observar que, se o sub-conjunto das so-
luçÕes apontadas .. ... [ n 2 ] corresponde a maximizaçao de _L (xi 0 ) , o valor mínimo de 
i=l n 2 
m [ k - L (x. ) 
, , ~ 
tambem ocorrera para esse mesmo conjunto. 
i=l 1.0 
n 2 2 
{ [ L (m) ] - [ L (x. ) ] } , 
m 1 . 1 io m= i= 
n 
L (x. ) = n(n-1)/2, 
i=l 1.0 
X ~ n 
io 
(x + x, )~ n + (n-1) 







Em resumo, a minimização de 
sujeito a restrições: 
e ainda, 
(x10 + ••• + x1k0 ) ~ n+(n-1) + ••• + (n-k+l), onde 
i' i' ' ••• ' ik, 
ocorre se. e somente se: 






para i qualquer e i J i' ~ ••• ~ i kj. •• • # ln 
Pretende-se, com a introdução da "componente 
indutiva" na função-objetivo, e das "restrições cumulativas" de limite superior 
(ou inferior), utilizar o método contínuo da programação quadrática, para aso-
# # A ' 
luçao de um problema cujas variaveis assumem valores inteiros, positivos e !!LI::. 
tuamente exclusivas. 
,,. 
Cumpre observar que o parametro multiplica-
,,. 
dor desse componente, admite os mesmos conceitos do "Big M" tradicionalmente u-
tilizado nos algor:!tmos "simplex", tão grande quanto se queira, onde qualquer 
resultante da expressão intra-par~nteses assume valor escalarmente alto, e por 
A { * N ~ ** decorrencia, incompat vel com a soluçao minima pesquisada • 
Assim, por essa diferença escalar entre os 
dois t~roos da função-objetivo (conceito do Big-M), sua conponente-real ••••••• 
( *) - O valor da componente é sempre maior que ou igual a zero, desde que o li-
mite superior de 
, 
e por f~rça das restrições cu-
nt1lativas anteriormente referidas. 
(**)- Sabe-se, a priori, que qualquer combinação rnt':.tuamente exclusiva de xio , 
implica na assunção do valor~ pela COMPONENTE-!. 
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para 
~ =={ ~ ~ C .. f. . x .. }) , com j i ou j • (J , sÔmente é 
i=l j=l 1J 1J 1J 
o sub-conjunto das soluções viáveis que impliquem em COMP-I = D* 





UM M~TOOO DE ENUMEAAC~ IMPL1CITA 
O método de enumeração presentemente dese.u 
volvido, define um esquema alternativo de resolução do problema, a partir das 
variações do Branch and Bound detalhadas abaixo : 
i) - ~ possível eleger, através de processo e~Íriex>, u-
ma solução sub-Ótima do problema, que sirva de base 
inicial ao truncamento dos nós, por ultrapassagem, 
~ medida em que evolua o algor!tmo específico. 
ii) - Como discutido a seguir, a aplicação do conceito de 
"departamentos-dominantes" i~lica sempre na obten-
ção de somas efetivamente inferiores ao valor dos 
fluxos-de-deslocamento, considerados como objetivo 
de minimização. 
1. Conceito de "departamento-dominante" 
Se os fluxos associados a um departamento 
específico (d), f~ssem "dominantes" em relação aos demais, ou seja, se seus va-
A ' leres estivessem em ordem de grandeza suficientemente superior a dos demais fll,L 
, ,w A # 
xos, e fato que a soluçao de um modelo de alocaçoes estaria diretamente influe.u 
ciada por ~sse departamento, representando mesmo sua própria distribuicão-m:!ni-
Assim, dado que o dp é dominante, um pro-
- - A cesso de formulaçao da sua distribuiçao mais economica consiste em fixar pro-
.. 
gressivamente os demais departamentos, nas suas adjacencias, em ordem decresce.u 
te dos respectivos fluxos. 
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2. Exenplo: 
- Oupondo-se D dominante, e 
- FLUXO (D,A). 1 FLUXO (o,s)- 2 FLUXO (o,c)- 3; FLUXO (D,E)- 4; 
FLUXO (D,F). 5 
- 11 fixação 
• [ max (1,2,3,4,5) J o 
1 F . 
• soma dos fluxos • ~1-s L1_l 
- 2• fixacãp 
• ( max (1,2,3,4)] D t 1 F 
• soma-fluxos • 5+4*1•9 L1_j L,_j 
- 31 fixacêp 
• [ max (1,2,3) J 
D 
; 1 F 1 




• ( max (1,2) J 
D 
B 
'- 1 F, 
• soma-fluxos• 15+2*2-19 
L,_I L,_J 
2 li 2 
e 
e 
- 51 fixação 
• (1) o B E F e A 
• soma-fluxos = 19+1*3,,,22 L,_Jl_,_ILJ 1 
'----2 li 2__J 














Do exemplo, depreends-se que o afastamento 
dos dp' s, em relação ao dominante, decorrerá no deslocamento mínimo sempre CJ.Je 
N A " # a distribuiçao for pro11Dvida segundo esse critério. 
Fonnalmente, o processo é estabelecido no 
fluxograma seguinte, onde 
D• departamento dominante; 
N • conjunto dos demais departamentos. 
- J = conjunto dos departamentos ainda não fixados. 
- AFAST • matriz-inteira 
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1 
i = 1,N 
K,. MAX(FLUXO(D,J)) 
AFAST ( 01 J) : { 1+1 )/2 
SOMA = SOMA + AFAST ( D,1<) • FLUXO ( D,K) 
ELIMINAÇlO OE K DO 
CONJUNTO J 
1 
onde J € JJ 
porque são consideradas 2 
adjacências (1up. e lnf.) 
Uma v~z fornulada a distribuição para D d~ 
minante, o esf~rço-deslocamento, (çom D dominante), será tido pela soma dos fl!J. 
... 
xos a ele associados, ponderados os respectivos afastamentos. 
Exemplo: 
SOMA(o)- 2t1-FUJXO(D,B)+l*FUJXOS(D,E)+l*FWXO(D,F)+~wxo(o,c)+~(FW.XO(A,D) 
afastamentos do dominante 
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Se o processo é repetitivo para todos os 
outros departamentos, ou seja, se os considerarmos isoladamente como maiores--
dominantes, obter-se-á um conjunto de !l somas, associadas aos !l dp's. 
Estão duplamente cgnpytados na soma, entrJ! 
.. 
tanto, os diversos pares de departamentos, ij, uma vez que os respectivos flu-
xos estiveram presentes nos cálculos parai-dominante, como também na apuração 
de j-dominante. 
Por outro lado, sabe-se que, na solução 
real do Modêlo, todas as combinações ij de departamentos estarão igualmente coa 
sideradas. 
4. Exenplg: 
O processo consistirá, pois, de: 
i) - Acumular as diversas somas de cada maior-dominante 
num totalizador SCM. 
) 
A A A 
ii - Eliminar, desse parametro, o maior dos dois valo-
res* (FLUXO(ij)*afastamento ( i j )] verif-icado .WC 
ra cada par de dp's. 
FWXOS 
(*) MAX joESL(I,J); DESL(J,I)I 
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SCU.SOM(A)+OOM(B)+ ••• +OOM(E) - MAX(DESL(AB); DESL(BA)] -
- MAX[DESL(AC); OESL(CA)]- ••• - MAX[DESL(DE); DESL(ED)] 
SCM • 20 + 29 + •• • - ( 4+ ,. •• ) 
s. O totalizador SCM representa, então, uma 
soma de deslocamentos obrigatôriamente inferior ao verdadeiro efeito do esf~r-
ço-deslocamento, (mínimo), correspondente à solução do problema. 
De fato, trata-se de processo em que este-
ve mantido um critério de otimalidade, sem 
restrições de viabilização das soluções. 
Assim, pela aplicação do processo ante-
rior, se ij • l e jk = 1, e ambos, j e k, estão acima dei, ik não foi forçado 
... , ... 
a assumir valor maior que ou igual a 2, condiçao necessaria para uma solucao-
viável do problema real*. 
~sses aspectos, entretanto, são elementos 
básicos no desenvolvimento do processo, desde que: 
- Se o ~ encontrado é superior a um valor 
da função-utilidade já disponível, a solu-
ção-m!nima do problema real,(compat!velcom 
as restrições consideradas na obtenção do 
SCM) , será também não inferior à solução 
# , 
ja dispon:i.vel. 
(*)- Pelo próprio exerrplo, infere-se que o SCM incorpora AC.1, C0..1, A0-1 e AE-i 
== 1, e que não é admissível como solução-viável do Mod~o. 
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Com efeito, deve-se observar que os conce! 
tos emitidos para o §9! e para as "soluções-mínimas", são válidos em CJ,Jalquer 
n:Cvel, isto é : 
s. Exenplo : 
Tendo-se que : A• 
e= 
8,0 
- Se forem fixados alguns departamentos, e 
aos demais, aplicado o critério de maior-
dominante, permanece estabelecido que uma 
solução-ótima do Modêlo, (mínima), fixadas 
algumas alocações, será não-menor que a sg_ 
ma dos fluxos-inter-departamentais verifi-
cada para êsset dp' s, acuntJlada ao SCM COl'-
respondente aos demais. 
fixado no andar N 
fixado no andar (N-1) 
e E= Não fixados. 
A solução-Ótima (real) do Modêlo, com 
A = N e C • (N-1), será serrpre não me-
nor que (N*FLUXO(A,D)+(N-1)-llf'WXO(C,Ó) • 
l*FLUXD(A,c)]+[sCM(B,D,E)] 
A -Do exposto, o atual processo de enumeraçao 
desenvolve a metodologia seguinte: 
i) Determinar solução-sub-Ótima, por processos errp:Íricos. 
ii) Fixar progressivamente os departamentos nos Últimos 




iii) Aplicar os critérios de gaj.or-dominante aos departa -
mentas restantes, estabelecendo o~ correspondente 
(SOMA-II). 
iv) AculllJlar OOWLI e SOMA-II. 
v) Se o valor encontrado é superior ou igual ao efeito-
deslocamento de uma solução .iá dispon!vel, nenhuma dis 
tribuicão I em que este.iam fixados os departamentos do 
* # # Grupo-I, podera ser otima. 
vi) Se a soma é inferior, promove-se uma fixação adicio-
nal, repetindo-se o processo a partir de ii. 
a) - Solução disponível (sub-Ótima) valor F.O. • 
b) - Fixando-se A em N. 
(*) - Nas suas respectivas posições. 
NO TRUNCADO • 
TODAS AS (N-1), 
SOWÇOES EM QUE 
A = N NAO PODEM 
CORRESPONDER À 
SOWÇAO SUB-OT l 
MA. 
1 














SOMA( 1) = N * FLUXO(A,O) 
SOMA(II) = SCM(B,c,o,e) 
SO,MA • SOMA( 1) + SOMA( 11) .. 






D E ......__, 
/ 
1 
SOMA(I) :e N • FLUXO(A,O) + (N - 1) • 
* FLUXO(B,O) + FLUXO(A,B) 
SOMA( 11) = SOM( G,D,E) 
SOMA= SOMA( 1) + SOMA( li) 
SE SOMA (V1 
SOMA(!)= N • FLUXO(A,O) + (N - 1) • FUJXO(B,O) + (N - 2) • 
• FLUXO(c,o) + 1 • FLUXO(A,B) + 2 • FLUXO(A,C) + 
+ t • FLUXO(B,C) 
SOMA( li) • SOM(D,E) 
SOMA" SOMA{!) +. SOMA( 11) 
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Trata-se, evidentemente, de variações apli 
cadas ao método de branch and bound, pelo truncamento de nós que ultrapassam um 
valor já disponível da função-objetivo, eliminando-se assim a .. enumeraçao das 
(N-R)! soluções correspondentes~ perrrutação dos departamentos não fixados. 
Cumpre observar que o valor dessa solução 
dispon!vel é atualizado sempre que todos os departamentos estão fixos, (ou seja 
quando o critério de menor dominante não é aplicado), e o efeito-deslocamento é 
inferior ao sub-Ótimo armazenado (solução-corrente). 
s. Caso Exemplo 
Foi desenvolvido um prograMa computacional 
de resolução do atual processo, e utilizado o exemplo-base já definido nos Í-
tens anteriores. 
O método convergiu em 199 iterações, con-
tra as 720 soluções possíveis (N:), o que vem demonstrar sua aplicabilidade a 
problemas maiores. 
Nos !tens seguintes, está detalhada a evo-
lução do algorftmo. 
i) Valor inicializado para a funcão-ob.jetivo : 230 
ii) - Evolução do alaorítmo: 
-----------------------------e-----
CD NUMERO DA ITERAÇAO y, ~ 
::=:: ATUALZ. 00 VALOR DA SOL.COIIREMl'E ~ 
== TOTALZ. ULTRAPAS. A SOL.CORRENTE ,------, ~ 
11 , _______ , 
1 DEPART.FIXAOO 
® 
2 OEP. FIXADOS _,12 1--113 , __ ,14 1--
1 \ 15 - \ ',êb 
3 __ ,, 2 3 , __ ,-,-2-4-1--(1 2 5 , __ ,, 2 6 1--11 4 2 1-
~ 
/ ·l ~- /•1 ~....-------, ·\ 
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