The quotient digit selection in the SRT division algorithm is based on a few most significant bits of the remainder and divisor, where the remainder is usually represented in a redundant representation. The number of leading bits needed depends on the quotient radix and digit set, and is usually found by an extensive search, to assure that the next quotient digit can be chosen as valid for all points (remainder, divisor) in a set defined by the truncated remainder and divisor, i.e., an "uncertainty rectangle." This paper presents expressions for the number of bits needed from the truncated remainder and divisor (the truncation parameters), thus eliminating the need for a search through the truncation parameter space for validation. The analysis is then extended to the digit selection in SRT square root algorithms, where it is shown that, in general, it may be necessary to increase the number of leading bits needed for digit determination in a combined divide and square root algorithm. An easy condition to check the number of bits needed is established, also checking the number of initial digits of the root may have to be found by other means, e.g., by table look-up. The minimally redundant, radix-4 combined divide and square root algorithm is finally analyzed and it is shown that, in this case, it can be implemented without such a special table to determine initial digits for the square root.
INTRODUCTION
T HE SRT class of division algorithms is characterized by the use of redundant representations for the quotient and most often as well for the remainder. Since the invention in the late 1950s simultaneously by Sweeney, Robertson [2] , and Tocher [3] and the introduction of the use of redundant representations for the remainders by Atkins [4] , these methods have been extensively studied and implemented in processors. The famous "Pentium bug," where certain anomalies in the behavior of the floating-point divide instruction were discovered, turned out to be caused by a few incorrect entries in the table employed by the quotient digit determination algorithm used for the radi 4 SRT implementation [5] .
Due to the redundancy in the quotient digit set, there are overlaps between digit selection regions in the Robertson diagram, allowing a choice between two digit values. Hence, even if the information on the remainder and divisor is incomplete (representing an uncertainty interval), it may be possible to choose one of the alternative quotient digit values. By allowing such a relaxed quotient digit determination, it is possible to base the quotient digit selection on leading digits of the divisor and of the remainder in a redundant representation. The determination of the truncation parameters, i.e., how many digits of the remainder and divisor will be needed, has been extensively studied since the paper by Atkins, e.g., in [6] , [7] , [8] , [9] , [10] to list a few. These all use extensive searches to check the validity of a given set of parameters; recently, [11] reduced the search to four pairs of truncation parameters. To cite [10] , "It is not possible to determine the optimal choices of and f analytically, as several factors are involved in making these choices." ( and f here being the number of fractional digits needed in the truncated divisor resp. remainder.) It is, however, well-known that there is a simple lower bound on ; [12] has a lower bound on f, and [11] has upper bounds on and f.
It is shown here that, given a value of satisfying the bound mentioned above, it is indeed possible to determine analytically the other parameter f such that a valid quotient digit selection function can be specified, eliminating the need for checking by search.
The analysis is then repeated for the SRT square root algorithm, where it is shown that, in general, it may be necessary to increase the number of bits needed for digit selection compared to the equivalent parameters for division. It is also shown how to determine the number of initial digits that may have to be determined by other means. A combined divide and square root algorithm is developed, sharing digit selection intervals. For the radix 4 case, it is shown that there is a simple way to determine the single needed initial digit, thus avoiding a special table for this purpose, along the lines also found in [13] , however, realized differently. Section 2 introduces the fundamentals of SRT division and the notation, together with certain bounds used in the quotient digit selection. Section 3 then develops the theory leading to the determination of the truncation parameters and, thus, the specification of the quotient digit selection function. A few examples then illustrate the results. The analysis is then, in Section 4, repeated for square root, concluding how to determine the truncation parameters for a combined divide and square root algorithm and the number of initial digits that may have to be determined by other means for the square root determination. To complete the picture, the special case of minimally redundant radix 4 is analyzed, determining selection constants for the combined algorithm, including the possibility in this case to also determine the leading digit for the square root, avoiding a special table to initialize the algorithmin this case. Finally, Section 5 concludes with some comments on the extensibility of the results to more complicated truncation procedures.
FUNDAMENTALS OF SRT DIVISION
SRT is not really a specific kind of division, rather, it is a class of division methods, characterized by the following:
. The divisor is normalized.
. A redundant symmetric quotient digit set is used. . Quotient digits selected by a few leading digits of remainder and divisor. . The remainders may be in a redundant representation. Let be the quotient radix and D ¼ fÀa; Á Á Á ; 0; Á Á Á ; ag the quotient digit set with =2 a À 1 and define the redundancy factor
where ¼ 1 corresponds to a maximally redundant digit set. Let x be the dividend and y the positive divisor, r i the remainder (with r 0 ¼ x) and d i the digit selected in the ith step. The purpose of the digit selection function, ðr i ; yÞ, is to select the next quotient digit d iþ1 while keeping the new remainder r iþ1 ¼ r i À d iþ1 y bounded, say with bounds B and B,
Let the selection interval ½L d ; U d be the interval for r i , B r i B, for which it is possible to choose d iþ1 ¼ d while keeping the updated remainder r iþ1 ¼ r i À dy bounded by (2), i.e., for L d r i U d ,
must hold, corresponding to the Robertson diagram in Fig. 1 . From the diagram, it is seen that
in particular, (3) must hold for d iþ1 ¼ AEa, the extremal digit values, hence
But, as seen from Fig. 1 
To assure that at least one digit value can be chosen for any r i , every value of r i must fall in at least one digit selection interval, i.e., it is necessary that
hence, by (4), we must require that ðd À 1 þ Þy ! ðd À Þy or ! 1 2 , which is always satisfied since a ! =2. Actually, by (1) , recalling that we require y > 0,
thus, consecutive selection intervals overlap such that there are values of r i for which, in general, there is a choice between two digit values (and possibly three for ¼ 1).
In summary, provided that Ày r i y, then the selection function can deliver at least one digit value d iþ1 such that the new remainder satisfies Ày r iþ1 y. However, for i ¼ 0, the dividend is used as the first remainder, r 0 ¼ x, thus we must require that x and/or y are normalized such that Ày x y or À x y . Any scaling applied for this normalization must then be used to correct the final quotient remainder pair. Observation 1. With quotient radix ! 2, quotient digit set fÀa; Á Á Á ; 0; Á Á Á ; ag, and ¼ a À1 , there exists a digit selection function ðr i ; yÞ that delivers a next quotient digit d iþ1 such that the next remainder
provided that the dividend x, equal to the initial remainder r 0 , and divisor y > 0 are normalized such that À x y .
To simplify the analysis of the digit selection, we are assuming that y > 0. We will also assume that the digit selection and remainder updating takes place in binary arithmetic and, implicitly, also that the quotient radix is of the form ¼ 2 m for some m ! 1.
QUOTIENT DIGIT SELECTION
Due to the overlap U dÀ1 À L d ¼ ð2 À 1Þy > 0, it is not necessary to know the exact value of the remainder r i to be able to select a correct next digit d iþ1 . The digit selection intervals are conveniently illustrated in a P-D diagram or Taylor diagram as in Fig. 2 , showing the intervals as functions of the divisor y, assumed normalized 1 2 y < 1, and the shifted remainder r i .
For any given fixed value of the divisor y, it is now possible to choose partition points, S d ðyÞ, in the selection intervals ½L d ðyÞ; U d ðyÞ or, rather, in the stricter overlap intervals S d ðyÞ 2 ½L d ðyÞ; U dÀ1 ðyÞ, such that the selection function ðr i ; yÞ returning d iþ1 is defined by
using the symmetry around the y-axis, allowing us to restrict the analysis to d ! 0, assuming that the remainder r i ! 0 without loss of generality, as there is a simple way of mapping negative remainders (and divisors) into their positive equivalents [1] , adjusting the sign of the digit appropriately.
To simplify the following discussion, we shall often assume that y is fixed and drop the argument y in the notation of selection intervals ½L d ðyÞ; U d ðyÞ and partition points S d ðyÞ. However, these can be pictured as functions of y as in Fig. 3 .
Due to the overlap between selection intervals, the partition points can be chosen such that it is sufficient to check a few of the leading digits of the (possibly redundant) value of r i . Let c r r i denote a truncated value of r i , and ulpð c r r i Þ denote the unit in the last place of the truncated value, say ulpð c r r i Þ ¼ 2 Àt . Define the truncation error, " r , by
then, for various binary representations 1 of r i , we have:
2 0 s complement : 0 " r < ulpð c r r i Þ 2 0 s compl:carry-save : 0 " r < 2ulpð c r r i Þ borrow-save :
Àulpð c r r i Þ < " r < ulpð c r r i Þ as illustrated below, where is the number of integer bits, which we shall not be concerned with here.
It is essential to note that truncation of the remainder for digit selection is assumed to take place on the redundant representation, before conversion into nonredundant representation. Thus, it is not necessary to convert the full-length remainder.
Similarly, considering only a few leading digits of the divisor, let b y y denote the truncated value of y with ulpðb y yÞ ¼ 2 Àu for u ! 1, and truncation error defined by y ¼ b y y þ , where 0 < ulpðb y yÞ for y in 2's complement. The function S d ðyÞ now becomes a step function, delimiting rectangles within which a particular quotient digit can be chosen, as pictured in Fig. 4 . We shall assume that S d ðyÞ is chosen as far to the left as possible.
The 
where the point ð b S S d ðb y yÞ; b y yÞ and the truncations have to be chosen such that the next quotient digit d iþ1 ¼ d can be selected for any point in the rectangle (6) .
For the shifted remainder r i in borrow-save, b S S d ðb y yÞ would just have to be chosen as the midpoint of the lower edge, but, for the following analysis, we will assume that 1. Borrow-save is often denoted signed-digit. the representation is carry-save, with the rectangle shown fully drawn in more detail in Fig. 5 , where the modifications for borrow-save are trivial. Using (4) for d > 0, the rectangle has to be to the right of the line L d ðyÞ ¼ ðd À Þy, yielding the following condition on the upper left-hand corner:
These rectangles are overlapping since they are of width 2ulpð c r r i Þ, but are positioned at a horizontal spacing of ulpð c r r i Þ. Since b S S d ðb y yÞ is chosen as small as possible for any point in the (dotted) rectangle overlapping from the left, the digit value d À 1 must be chosen. Thus, the midpoint of the bottom edge must be to the left of the line U dÀ1 ðyÞ, yielding this additional condition:
But, the lower rightmost corner must also be to the left of the line U d ðyÞ, hence we must also require
It is easy to see that, for t ! 1 (which we shall see later is always the case), the upper bound on b S S d ðb y yÞ obtained from (8) is smaller than or equal to the bound found from (9). Thus, combining conditions (6) and (8) to determine the size and position of the rectangles, we must require ðd À Þðb y y þ ulpðb y yÞÞ b S S d ðb y yÞ ðd À 1 þ Þb y y À ulpð c r r i Þ: ð10Þ
But, b S S d ðb y yÞ has to be an integer multiple of ulpð c r r i Þ ¼ 2 Àt , hence, defining b S S d ðb y yÞ ¼ s d;k 2 Àt , we must require:
for d > 0, using ulpðb y yÞ ¼ 2 Àu and defining b
Recall that we required c r r i ! 0 and, thus, it should also be possible to choose d ¼ 0, but, obviously, then b S S 0 ðb y yÞ ¼ 0 for all b y y or s 0;k ¼ 0 for all k, 2 uÀ1 k < 2 u . Note that the rightmost bounds on the uncertainty rectangles for d ¼ 0 are implicitly chosen by the choice of b S S d ðb y yÞ for d ¼ 1. Without restrictions on t, u, and , there is only the integer term À1 which can be moved in and out of the floor and ceiling functions, but, reorganizing terms, then condition (11) for d > 0 can be written as:
where the ceiling and floor expressions are linear functions of k:
with A ! 0, B ! 1, and C > 0 for d ! 1. Clearly, it is necessary that Ck ! B for this condition to be satisfied, but it is easily seen that Ck À B ! 1 is a sufficient condition since then there is at least one integer between the ceiling and floor expressions. Hence, if the condition
holds for the minimal value k ¼ 2 uÀ1 and the maximal value d ¼ a, then this is sufficient for (12) to hold. Thus, the stronger condition derived from Ck À B ! 1
may be used to find values of t, 2 Àt ¼ ulpð c r r i Þ, and u, 2 Àu ¼ ulpðb y yÞ, for which (12) is satisfied for all d 2 f1; Á Á Á ; ag and all k such that 2 uÀ1 k 2 u À 1, i.e., 1 2 b y y < 1. Note, however, that the solutions to (14) need not be optimal in the sense that t is minimal since it might be sufficient to require Ck ! B, i.e., only require
which would allow a solution for t which is one smaller than the solution to (14) . Below, we shall return to the choice between the two conditions. Obviously, the right-hand side of both (14) and (15) must be strictly positive for solutions to exist for t; hence, we want a u satisfying
provided that a > , or > 2, since ¼ 2 is the only case where ¼ að¼ 1Þ. As seen in Example 3 below, the case ¼ 2 can be handled separately. Hence, (16) is a sufficient condition on u for all > 2, d 2 f1; Á Á Á ; ag and all k such that 2 uÀ1 k 2 u À 1.
Returning to (13) and the choice between (14) and (15), to determine a minimal value of t, we need the following lemma:
holds for all k ! k 0 , provided that:
and ÁðxÞ is integral, it follows that ÁðxÞ bCx À Bc. If, on the other hand, bCx À Bc ¼ n, then ÁðxÞ ! n À 1 (there are at least n À 1 integers between Ax þ B and ðA þ CÞx), thus bCx À Bc À 1 ÁðxÞ bCx À Bc:
Hence, ÁðxÞ À 1 bCx À Bc À 1 bCy À Bc À 1 ÁðyÞ for y ! x, thus: y ! x ) ÁðyÞ ! ÁðxÞ À 1:
ð19Þ
ÁðxÞ may not always increase with x, as shown in the following figure:
where
Since C > 0, by (18) there exists a minimal k 0 such that ÁðkÞ ! 0 for k ! k 0 until, eventually, there is a minimal k 1 ! k 0 such that Áðk 1 Þ ! 1. By (19), the lemma then has been proven. t u
We can now combine the previous discussion with the lemma, into the following result: a À :
To determine t for given u, let t 0 be the smallest t satisfying 2 Àt À 1 2 À ða À Þ2 Àu ;
and let
and Áðu; t 0 ; k 1 Þ ! 1 t 0 þ1 otherwise:
Proof. The expression for s d;k is from (11) and the condition on u from (16) was shown to be sufficient for d > 0 by using max d ¼ a and min k ¼ 2 uÀ1 for all values of t.
Rewriting (11), we found that u and t must satisfy the condition
or, equivalently, Áðu; t; kÞ ! 0, for d ¼ a and for all k,
Using Lemma 2, the two first choices for t imply that (11) holds for all k ! k 0 ¼ 2 uÀ1 . As we saw before, Ck À B ! 0 for all d, 1 d a translates into the condition 2 Àt0 À 1 2 À ða À Þ2 Àu :
If the conditions for the first two choices for t fail, then the stronger condition 
thus, by Theorem 3, it is necessary to increase t ¼ t 0 þ 1 ¼ 4; hence, ðu; tÞ ¼ ð5; 4Þ is also a valid pair of truncation parameters, but obviously not as good as ð4; 4Þ found in the previous example. As a check, we find Example 3 (Radix 2 SRT). For ¼ 2 and digit set fÀ1; 0; 1g, the condition on u in Theorem 3 cannot be used since
Thus, only one bit of the fraction part of y is needed for b y y and this bit is always 1 since 1 2 y < 1, implying that the quotient selection is independent of y. Note that ulpð c r i r i Þ ¼ 2 À1 ¼ 1 2 . From (4), the lower and upper bounds are then found to be It now easy to see that b S S 0 ¼ À 1 2 and b S S 1 ¼ 0 since the uncertainty rectangle has height 1 2 and width 1. The resulting full P-D diagram is shown in Fig. 7 .
SRT SQUARE ROOT
The SRT square root algorithm assumes the radicand is normalized in a "relaxed" way since, preferably, the scaling factor applied for normalization should be an even power of the radix, used in the representation of the radicand x, and in the arithmetic. Normally, this will mean that a binary representation and arithmetic is used and that the radix used for representing the quotient is of the form ¼ 2 m . We will initially assume that normalization is to the interval 1 4 x < 1. Let x be the normalized radicand and ðq i ; r i Þ the root, remainder pair such that x ¼ q 2 i þ r i Ài . The purpose of the digit selection function is to select the next root digit,
Let the remainder bounds as before be B i and B i such that
where we shall see that the bounds here turn out to depend on the iteration index i. Let ½L d ðiÞ; U d ðiÞ be the selection interval of r i for which we can select the digit d iþ1 ¼ d, while keeping the scaled remainder r iþ1 bounded:
and update the root by q iþ1 ¼ q i þ d iþ1 ÀiÀ1 . Hence, we have the bounds
With d ¼ a, the maximal digit value, we have, for r i maximal,
whose solution is B i ¼ 2q i þ 2 Ài , which can be checked by insertion. Similarly, the following expression for B can be found such that the remainder r i for all i must satisfy
To find the overlap between selection intervals, we have, using (22), that 
where it is necessary for the digit selection that each value of r i falls in at least one selection interval, i.e., U dÀ1 ðiÞ ! L d ðiÞ, or
Note that this inequality not only depends on d as in division, but also on the iteration index i ¼ 1; 2; Á Á Á . Since 2 À 1 > 0, for (25) to hold for all d 2 fÀa; Á Á Á ; ag, i.e., for all d ! Àa ¼ Àð À 1Þ, and since 1 À 2d 1 þ 2ð À 1Þ ¼ 2 À ð2 À 1Þ 2;
in order to assure an overlap of selection intervals, it is required that q i ! Ài :
Since j ffiffiffi x p À q i j < ulpðq i Þ ¼ Ài and 1 2 ffiffiffi x p < 1, this condition will be satisfied for all i ! i 0 for some i 0 ! 1. Since 1, it is sufficient to require q i ! Ài , in particular, it is possible to use q 0 ¼ d 0 ¼ 1 as the initial value. This is necessary whenever < 1 since the maximally obtainable value of q n ¼ P n 1 d i Ài without a 0 term is q n X n 1 a Ài < a À 1 ¼ :
For maximally redundant digit sets where ¼ 1, it is feasible to start with d 0 ¼ 0 and
Combining SRT Square Root with Division
Looking for a square root algorithm as close as possible to division, we want the selection intervals ½L d ðiÞ; U dÀ1 ðiÞ ¼ ½L i d ð2q i Þ; U i dÀ1 ð2q i Þ to be independent of i and, as functions of 2q i , to coincide with the bounds for division as functions of the divisor y, at least for i ! i 0 for some i 0 ! 1. Since the bounds for root extraction are
where the second term in U i dÀ1 ð2q i Þ is nonnegative and small for large i, this term may be discarded, thus yielding the smaller upper bound
which is now identical to the upper bound U dÀ1 ðyÞ ¼ yðd À 1 þ Þ for division, when y is substituted by 2q i . However, where the range of the divisor y is the interval ½ 1 2 ; 1Þ, this is unfortunately not identical to the range of 2q i % 2 ffiffiffi x p 2 ½1; 2Þ, using the previously assumed normalization of the radicand x 2 ½ 1 4 ; 1Þ. But, changing the normalization of the radicand x such that x 2 ½ Below, we shall see how to determine an index i 0 such that an overlap of selection intervals is assured for all i ! i 0 . Recalling that, for SRT division, it is assumed that dividend x and divisor y are normalized such that À x y , both an approximate quotient q i and an approximate root q i can be written as q i ¼ P i 1 d i i , i.e., as a proper fraction. Rewriting the right-hand expression of (26) into
we notice that this can be considered a value of the bound for division L d ðzÞ ¼ zðd À Þ, where the argument z ¼ 2q i þ d i is a perturbed version of the argument y used for division, the perturbation being d i ¼ ðd À Þ Àðiþ1Þ . As for division, we shall again assume that r i > 0, handling negative remainders by symmetry. Observing then that 0 d À a À for 1 d a;
the perturbation d i can be made arbitrarily small by requiring i ! i 0 for some sufficiently large i 0 . Since the line L d ðzÞ is to be the left boundary for the uncertainty rectangles, the (nonnegative) perturbation can be compensated for by increasing the height of these rectangles by the maximal perturbation.
We shall now turn our attention to the selection function, in the form of determining the step-wise functions S d ðzÞ, where z ¼ 2q i here takes the place of the divisor y in division. In particular, we will first attempt to determine a value i 0 such that the perturbations max d ð d i Þ are sufficiently small for i ! i 0 , using the same truncation parameters u and t as for division. Recalling (10) for choosing the step function b S S d ðb z zÞ for division, but now adding the perturbation in the left bound, we get the condition:
where b z z now is either b y y or c 2q i 2q i . As for division, b S S d ðb z zÞ has to be an integer multiple of ulpð c r r i Þ ¼ 2 Àt , hence, defining b S S d ðb z zÞ ¼ s d;k 2 Àt , we must require:
using ulpðb z zÞ ¼ 2 Àu , and defining b z z ¼ k2 Àu , for integer k, 2 uÀ1 k < 2 u , assuming that the range of z is the half-open interval 1 2 z < 1. Now, we want to determine a minimal bound " > 0 as a function of i 0 such that
for i ! i 0 , preferably without changing the values of the discretization parameters u and t. However, this will not be possible in general. Let Áðu; t; k; "Þ be defined as in Theorem 3, but modified with the inclusion of a perturbation "
Consider the case of radix 4 SRT as in Example 1, where Áð4; 4; k; 0Þ ! 0 for 8 k 15, but Áð4; 4; 8; "Þ À1 for any " > 0, since 2 tÀu ða À Þðk þ 1Þ happens to be integral. Thus, (29) cannot be satisfied and it will be necessary to increase u and/or t. Inserting the bound " from (30) in (31), changing the function Á now to be a function of i 0 instead of ", we obtain
whose values must be nonnegative for all values of k, 2 uÀ1 k 2 u À 1 for a chosen set of parameters u, t, and i 0 .
Theorem 4. The digit selection of radix ! 2 SRT square root can, for i ! i 0 , be implemented using the same algorithms as SRT division, when i 0 is chosen such that Á 0 ðu; t; 2 uÀ1 ; i 0 Þ ! 1 or ððÁ 0 ðu; t; k; i 0 Þ ¼ 0 for k ¼ 2 uÀ1 ; Á Á Á ; k 1 À 1Þ and Á 0 ðu; t; k 1 ; i 0 Þ ! 1Þ
for suitable values of u and t. These values must satisfy u ! u 0 and t ! t 0 , where u 0 and t 0 are the values determined for division by Theorem 3. It is assumed that the divisor y is normalized to the interval ½ 1 2 ; 1Þ and the radicand x to the interval ½ 1 16 ; 1 4 Þ. Proof. By Theorem 3, the choices of u and t assure that digit selection for division is possible for > 2, what remains is to show that they are also valid for digit selection for square root when i ! i 0 in these cases. The condition of the theorem on u, t, and i 0 implies, by Lemma 2, that Á 0 ðu; t; k; i 0 Þ ! 0 for all k, 2 uÀ1 k 2 u À 1, such that (29) or, equivalently, (28), holds for all digits d > 0. But, the latter condition on the step function SðzÞ defined by the points b S S d ðb z zÞ is equivalent to requiring that the "height extended" uncertainty rectangles (see Fig. 8 ) for all k, d, d i , and i ! i 0 lie between the lines L d ðzÞ and U Ã dÀ1 ðzÞ, both as defined for division.
This follows from the equivalent of (7) , specifying that the upper left-hand corner must be to the right of the line L d ðzÞ, as specified by
and, similarly, that the midpoint of the lower edge of the rectangle must be to the left of the line U Ã dÀ1 ðzÞ b S Sðb z zÞ þ ulpð c r r i Þ U Ã dÀ1 ðb z zÞ ¼ ðd À 1 þ ÞÞb z z: These bounds are equivalent to (28), thus the uncertainty rectangles, for division as well as for square root, for all digits d > 0 and 2 uÀ1 k < 2 u , for i ! i 0 are properly located.
What remains is to handle the case ¼ 2, where it is easily seen, since ¼ 1, that the perturbations d i 0. For u ¼ t ¼ 1, checking the cases by insertion, it is found that (29) is satisfied for all values of d 2 fÀ1; 0; 1g and k ¼ 1 for all i ! 0 since (29) in this case is simply a rewriting of the condition that Á 0 ð1; 1; 1; 0Þ ! 0.
t u
Values of Á 0 can thus be used to verify parameter choices, e.g., for ¼ 4, minimally redundant, where we know that u ¼ t ¼ 4 is sufficient for division, but that u and/or t must be increased. Trying u ¼ 4, t ¼ 5, and i 0 ¼ 3, we find fÁ 0 ð4; 5; k; 3Þ j k ¼ 8 . . . 15g ¼ f0; 2; 2; 2; 4; 4; 4; 6g;
but also, for i 0 ¼ 2, fÁ 0 ð4; 5; k; 2Þ j k ¼ 8 . . . 15g ¼ f0; 1; 1; 2; 3; 3; 4; 5g;
both satisfying Theorem 4. Choosing u ¼ 5 and t ¼ 4 instead turns out to also be possible: fÁ 0 ð5; 4; k; 2Þ j k ¼ 16 . . . 31g ¼ f0; 0; 0; 0; 0; 0; 1; 1; 1; 1; 1; 1; 2; 2; 2; 2g:
As an illustration some examples are shown in Table 1 , including the ones found above. The smallest possible values of u, t, and i 0 have been chosen, allowing for nonnegative values of Á 0 ðu; t; k; i 0 Þ for all k such that 2 uÀ1 k 2 u À 1.
However, recall that it is not necessary to check all values of k, it is sufficient to check a few initial values, e.g., for ¼ 8, minimally redundant fÁ 0 ð7; 6; k; 3Þ j k ¼ 64 . . . 127g ¼ f1; 1; 0; 1; 1; 1; 2; 1; Á Á Á ; 5; 5; 4; 5; 5; 5; 6; 5g;
the first value Á 0 ð7; 6; 64; 3Þ ¼ 1 is sufficient to assure that the remaining values are nonnegative. Finally, note that, while y is a constant in division normally given in nonredundant representation, for square root, q i is computed for each step. Hence, q i is likely to be in a redundant representation, but can be converted to nonredundant representation "on-the-fly" [14] and then truncated to accuracy ulpð c 2q i 2q i Þ ¼ 2 Àu for digit selection. Ciminiera and Montuschi [12] investigated whether the truncation parameters t and u can be chosen such that some constant value, z ¼ 2q, found by table look-up in nonredundant form, can be used as an approximation of c 2q i 2q i during the iterative phase of the square root algorithm, i.e., for i > i 0 , i 0 suitably chosen.
Assuming that the quotient radix is of the form ¼ 2 m , where m ! 1, having determined 2q i 0 (and, implicitly, digits d 1 ; Á Á Á ; d i 0 ) by table look-up, then ulpð2q i 0 Þ ¼ 2 Àmi 0 þ1 . From the proof of Theorem 4, it is easy to see that the vertical location and size of a uncertainty rectangle can be determined by a modified condition (32) on Á 0 to remain fixed for i > i 0 at b
it is possible to choose u, t, and i 0 such that all subsequent points ð2q i þ d i ; r i Þ for i > i 0 are inside such suitably located uncertainty rectangles. We shall not, however, pursue this possibility further, but, instead, see that it is possible to avoid the initial table look-up phase in the frequently used case of ¼ 4. 
Radix 4 Divide and
resulting in the following table of comparison constants valid for square root digit selection for i ! 2 with z ¼ 2q i , and for all i ! 1 for division with z ¼ y, assuming z 2 ½ 1 2 ; 1Þ:
Utilizing that the definitions of the functions L d ðzÞ and U Ã d ðzÞ are the same as for division, combining with the table of b S S d , yields the P-D diagram for the first quadrant, as shown in Fig. 9 .
Since q i ¼ P i 1 d i 2 Ài % ffiffiffi x p 2 ½ 1 4 ; 1 2 Þ and i 0 ¼ 2, it is sufficient initially to determine d 1 for the square root algorithm, before the general SRT algorithm can be applied. Following [13] for completeness, we now want to see if it is possible to find common selection intervals for d 1 , valid for division as well as square root, thus avoiding a special look-up table to determine the initial digit.
For the square root of the radicand x, there are two possibilities for the choice of the first digit, d 1 2 f1; 2g, as seen by the following based on choosing the initial remainder r 0 ¼ x: with an overlap of width 1 4 between these intervals. Note that q 0 ¼ 0, hence the value of b 2q 2q 0 ¼ 0 cannot be used for digit selection together with c r r 0 ¼ c 4x 4x since b z z ¼ b 2q 2q 0 is supposed to be in the interval ½ 1 2 ; 1Þ. But, we are free to choose any suitable value for b 2q 2q 0 (or k) in the comparisons or table look-up to determine d 1 2 f1; 2g, we may even translate or scale the initial remainder r 0 , as long as we assure that the standard digit selection chooses the proper value of d 1 according to the selection intervals just found.
It is thus possible just using 2 c r r 0 ¼ 2 Ã c 4x 4x instead of c 4x 4x for the initial root digit selection. Recall that the entries in the table of selection constants are lower bounds for the digit selections, since 2 Ã 16 36 ¼ 32 36 < 31 32 , then 31 32 can be used as a lower bound for selecting d 1 ¼ 2, choosing k ¼ 10 for i ¼ 1. The corresponding lower bound for selecting d 1 ¼ 1 is then 2 Ã 1 4 ¼ 16 32 , with an upper bound way beyond the lower bound for choosing d 1 ¼ 2. Note that multiplication by the factor 2 is permissible since the uncertainty rectangle of r 0 here only has half the width because c r r 0 ¼ c 4x 4x is in nonredundant representation, thus it has only half the error as values of c r i r i used in later iterations. Finally, there is another minor problem with the digit selection for square root determination. If the initial digit d 1 ¼ 2 is chosen, then q 1 ¼ 1 2 , which is not in the interval ½ 1 4 ; 1 2 Þ, and there are no selection constants corresponding to the value k ¼ 16 in the table above. Of course, entries for k ¼ 16 (and other larger values of k) could easily be added, but, for a table look-up implementation, this would imply that one additional bit would be needed in the address k for the look-up. Since the entries for k ¼ 16 would be 12 and 47, it is easily seen from the P-D diagram in Fig. 6 that there is plenty of "room" to change the values for k ¼ 15 from 11, respectively 44, to the values 12, respectively 47, and just use the selection constants for k ¼ 15 instead of the missing ones for k ¼ 16. Thus, the following table of selection constants is valid for radix 4 division and square root for all i ! 1:
using k ¼ 10 and 2 c r r 0 ¼ 2 Ã c 4x 4x instead of c 4x 4x for the initial square root digit selection.
CONCLUSIONS
It has been shown that, for SRT division, it is indeed possible to analytically define the truncation parameter t for the shifted remainder, 2 Àt ¼ ulpð c r r i Þ, given a value of the divisor truncation parameter u satisfying a certain bound, e.g., the minimal such value of u. Thus, the quotient digit selection function can be defined without the need to extensively check the validity of some chosen parameters.
The analysis was then modified for the SRT square root algorithm, where it is well known that, initially, some digits may have to be determined by other means, but that it is possible to use the same algorithm to determine digits d i for i ! i 0 , with i 0 suitably chosen. It has been shown that, by possibly increasing the values of the truncation parameters determined for division, such minimal values of i 0 may easily be found from a condition very similar to the one used to determine the division parameters.
A combined divide and square root algorithm has been developed, sharing digit selection intervals. To complete the picture, the particularly important case of minimally redundant radix 4 is analyzed in detail. Along the line of [13] , but differently, it is shown that the initial digit of the square root here can be found by the otherwise unchanged shared divide and square root algorithm, by a slightly different initialization of the square root case.
We have here used standard truncation, just discarding digits below a certain position. In some of the previous papers, e.g., [7] , [10] , [8] , different truncations of the "save" and "carry"-parts in carry-save representations have also been analyzed and similarly for different truncations of the positive and negative parts in borrow-save represented remainders. It is also possible to reduce the truncation error by including a carry-bit from a few extra positions beyond the truncation point, as suggested in [7] . Another (equivalent) possibility is to apply the digit-parallel PN-recoding from [15] . Such extra (user specified) truncation parameters could also be included in the analysis presented here, but will, of course, complicate it.
