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We establish some existence results for the nonlinear problem Au = f in a reﬂexive Banach
space V , without and with upper and lower solutions. We then consider the application
of the quasilinearization method to the above mentioned problem. Under fairly general
assumptions on the nonlinear operator A and the Banach space V , we show that this
problem has a solution that can be obtained as the strong limit of two quadratically
convergent monotone sequences of solutions of certain related linear equations.
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1. Introduction
The application of the Newton method to differential equations resulted in the development of the quasilinearization
method [3,17,20]. The latter has recently gained popularity as a fast monotone iterative technique for solving a variety of
ordinary as well as partial nonlinear differential equations [1,4,5,7,10,18,22,24]. For an account of the history of the method
the reader is referred to [24]. The basis for the monotone method can be found in [16] where numerous applications of
the method and the idea of upper and lower solutions to various ﬁrst- and second-order partial differential equations
can also be found. In [6] the method was used to obtain a sequence of approximate solutions for the nonlinear periodic
boundary-value problem
u(n)(t) = f (t,u(t)), t ∈ I = [0, T ],
u(i)(0) − u(i)(T ) = ci, i = 0,1, . . . ,n− 1,
using the technique of quasilinearization. The convergence rate of the approximates is k where k is the order of smoothness
of f . The approximates themselves are solutions of certain nonlinear equations with homogeneous boundary conditions. The
differentiability requirements on f in [6] were relaxed in [19] without loosing the kth-order convergence. In [13] the same
techniques were used to study nonlinear, second-order three-point boundary value problems that arise in reaction–diffusion
models with quadratic convergence results. A numerical procedure based on the method and applications to a medical
problem and a biomathematical model of blood ﬂow inside an intracranial aneurysm appeared in [14]. The second-order
singular nonlinear differential equation
− 1
w(t)
(
py′(t)
)′ = f (t, y(t)), t ∈ I = (0,1)
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conditions, the existence of solutions is established. The method was used again to obtain two quadratically convergent
sequences of approximate solutions. In [2] a monotone iterative technique is applied to prove the existence of the extremal
positive pseudosymmetric solutions for a three-point second-order p-Laplacian integro-differential boundary value problem.
In [21] the method was applied to a class of functional and delay differential equations. The class of problems considered
in [23] included delay differential equations, functional differential equations with maxima and integro-differential equa-
tions. The case where the operator deﬁning the functional dependence is not necessarily Lipschitzian was also considered.
In [12] the method was developed for the second-order Neumann boundary value problem
y′′(t) = f (t, y(t), y(τ (t)), y′(t)), t ∈ I = [0, T ], y′(0) = 0, y′(T ) = 0,
and to the φ-Laplacian equation
− d
dt
φ
(
u′(t)
)= f (t,u(t),u(τ (t))), t ∈ I, u′(0) = 0, u′(T ) = 0.
The authors used an anti-maximum comparison principle to handle the existence problem.
The quasilinearization method was generalized to coincidence problems of the form
Lu = Nu,
in abstract spaces where L is a linear operator and N is a nonlinear operator in [11] and [24] for partially ordered Hilbert
and Banach spaces, respectively.
In this paper we consider the nonlinear problem
Au = f (R)
where A is a nonlinear operator from a separable reﬂexive space to its dual. The diﬃculty with this problem is the existence.
In the coincidence problem, the burden of existence lies on the linear operator whereas the nonlinear operator is usually
assumed to be “well behaved” with respect to the linear operator. As we shall see in the next section, the proof of existence
is quite involved.
This paper is organized as follows. In Section 2 we provide an existence theorem in a general reﬂexive Banach space.
It has its origin in [8] with a slight generalization and rigorous proof. In Section 3 an existence theorem is proved when
the nonlinear problem has upper and lower solutions. The presence of upper and lower solutions has a relaxing effect
on the requirements imposed on the operator A. The abstract quasilinearization method is considered in Section 4. It is
shown in that section that two monotone sequences of solutions of related linearized problems converge to the solution of
the nonlinear equation. If the operator A is assumed to be strictly monotone, the convergence of these two sequences is
quadratic.
2. An existence theorem
We assume that V is a reﬂexive Banach space and {Vm}∞m=1 is an increasing sequence of ﬁnite dimensional subspaces
of V such that the space V =⋃m Vm is dense in V . We take a mapping A : V → V ∗ and a functional f ∈ V ∗ such that the
following conditions are satisﬁed:
[Continuity] A has one of the following properties:
a. is weakly continuous on ﬁnite dimensional subspaces of V ,
b. is weakly continuous on V ,
c. is continuous on ﬁnite dimensional subspaces of V ,
d. is continuous on V .
[Monotonicity] 〈Au − Av,u − v〉 0 ∀u, v ∈ V .
[Coercivity] There exists a r > 0 such that
〈Au − f ,u〉 0 ( 0) (1)
whenever u ∈ Vm for some m and ‖u‖ = r.
Observe that if A is strictly monotone at 0 (〈Au − A0,u〉 κ‖u‖2 for some κ > 0 and all u ∈ V ) then [Coercivity] (with
 0) follows immediately. Indeed, in this case we get
〈Au − f ,u〉 = 〈Au − A0,u〉 + 〈A0− f ,u〉
 κ‖u‖2 − ‖A0− f ‖‖u‖ 0
for suﬃciently large ‖u‖. We are interested in ﬁnding u ∈ V such that
Au = f , (2)
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〈Au − f , v〉 = 0 ∀v ∈ V . (3)
Theorem 1. Let A : V → V ∗ satisfy [Continuity], [Monotonicity], and [Coercivity]. Then for a given f ∈ V ∗ there is at least one u ∈ V
satisfying (2).
For the proof of the theorem we will need the following two lemmas.
Lemma 2. Theorem 1 is true under the additional assumption that V is ﬁnite dimensional.
Proof. Assume (1) with  0. We can regard V as a Hilbert space and identify V with V ∗ in such a way that the duality
pairing between V and V ∗ can be identiﬁed with the scalar product in V . We claim that (2) has a solution u ∈ B(0, r). If
not, then the continuous function
F (u) := r Au − f‖Au − f ‖
maps B(0, r) into B(0, r) (in fact into ∂B(0, r)). By the Brouwer ﬁxed point theorem, F has a ﬁxed point z ∈ B(0, r). Clearly
z = 0 and then
0 < ‖z‖2H =
〈
F (z), z
〉= r‖Az − f ‖ 〈Az − f , z〉 0,
which is a contradiction. Here, ‖·‖H denotes the Hilbert space norm. The case (1) is satisﬁed with  can be treated similarly
by considering the problem
A˜u = f˜ ,
where A˜ = −A and f˜ = − f . 
Lemma 2 shows that, for m = 1,2, . . . , (3) has a solution um ∈ Vm such that ‖um‖ = r. That is
〈Aum − f , v〉 = 0 ∀v ∈ Vk, km. (4)
Lemma 3. Let {vm}∞m=1 be a sequence satisfying (4), then ‖Avm‖  ‖ f ‖ ∀m.
Proof. For a ﬁxed k, we have
〈Avm, v〉 = 〈 f , v〉
 ‖ f ‖‖v‖ ∀v ∈ Vk, m k.
Hence,
sup
m
〈Avm, v〉 ‖ f ‖‖v‖ ∀v ∈ Vk.
Since k is arbitrary,
sup
m
〈Avm, v〉 ‖ f ‖‖v‖ ∀v ∈ V .
Therefore, for each n,
〈Avn, v〉 ‖ f ‖‖v‖ ∀v ∈ V .
Since V is dense in V , it follows that ‖Avn‖  ‖ f ‖. 
Proof of Theorem 1. The weak compactness of the sequence {um} implies that (a subsequence) um ⇀ u in V . Fix k and
replace v by um − v in (4). Then, using Lemma 3,
〈Aum,um − u〉 = 〈 f ,um − v〉 + 〈Aum, v − u〉
 〈 f ,um − v〉 + ‖ f ‖‖v − u‖ ∀v ∈ Vk, m k.
Taking the limit superior, we get
lim〈Aum,um − u〉 〈 f ,u − v〉 + ‖ f ‖‖v − u‖
 2‖ f ‖‖v − u‖ ∀v ∈ Vk.
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lim〈Aum,um − u〉 0.
Repeating the same steps with v replaced by v − um we arrive at the inequality
lim〈Aum,um − u〉 0.
Therefore,
lim〈Aum,um − u〉 = 0. (5)
The monotonicity of A, its continuity on ﬁnite dimensional subspaces of V and Eq. (5) give [8, p. 43]
lim〈Aum,u − v〉 〈Au,u − v〉 ∀v ∈ V . (6)
The argument from [8] is included here for completeness. Let v ∈ V , λ ∈ (0,1) and w = u+λ(v−u). Since A is monotone,
〈Aum − Aw,um − w〉 0
so 〈
Aum − Aw,um − u − λ(v − u)
〉
 0
and as a result
λ〈Aum,u − v〉−〈Aum − Aw,um − u〉 + λ〈Aw,u − v〉.
Making use of (5) and the weak convergence um ⇀ u,
lim〈Aum,u − v〉 〈Aw,u − v〉.
Now since A is (weakly) continuous of on the ﬁnite dimensional subspace span[u, v] of V and since w ∈ span[u, v] for all
λ ∈ [0,1] we can then take the limit as λ → 0+ and obtain (6).
On the other hand we have from (4) and the weak convergence um ⇀ u,
〈 f ,u − v〉 = lim〈Aum,um − v〉 ∀v ∈ Vk.
Hence, from (6)
〈 f ,u − v〉 〈Au,u − v〉 ∀v ∈ Vk.
Since k is arbitrary and V is dense in V ,
〈 f ,u − v〉 〈Au,u − v〉 ∀v ∈ V .
Replacing v by 2u − v and then by u − v gives
〈 f , v〉 = 〈Au, v〉 ∀v ∈ V .
Therefore,
Au = f . 
3. Upper and lower solutions and existence
In this section we discuss the notion of upper and lower solutions for abstract operators in a reﬂexive Banach space V
with a cone. We show that if Problem (R) has a lower solution α and an upper solution β such that α  β then it has a
solution u “in between”.
Let K be a salient closed convex cone (see [15]) in V deﬁning a partial ordering
u  v ⇐⇒ v − u ∈ K.
We suppose that the norm in V is monotone:
u1  u2  · · · u0 ∈ V ⇒ un → u ∈ V .
The following properties are assumed about K:
[Normality] For some γ > 0,
u  v ⇒ ‖u‖ γ ‖v‖.
[Minihidrality] Each pair u, v ∈ V have a least upper bound u ∨ v ∈ V (and a greatest lower bound u ∧ v ∈ V ).
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for ∧. For a given u ∈ V , we set u+ = u ∨ 0 and u− = u ∧ 0. Then u = u+ + u− for all u ∈ V . Observe that K = {u+: u ∈ V }.
We associate with K its polar cone K∗ where
K∗ = {u∗ ∈ V ∗: 〈u∗,u〉 0 ∀u ∈ K}.
K∗ deﬁnes a partial ordering on V ∗ denoted by :
u∗  v∗ ⇐⇒ v∗ − u∗ ∈ K∗.
We immediately observe that
u ∈ K ⇔ u  0 ⇐⇒ 〈u∗,u〉 0 ∀u ∈ K∗.
We assume that K∗ is also minihedral. In general, this property cannot be inferred from the corresponding one for K. For
example, the cone K = {(x, y) ∈ R2: y  0} is minihedral while its polar cone K∗ = {(0, y) ∈ R2: y  0} is not. Finally we
assume the following properties about K and K∗ .
[Orthogonality] For any u ∈ V ,〈
( ju)−,u+
〉= 0
for all elements ju ∈ Ju, where J : V → V ∗ is the duality mapping.
This assumed [Orthogonality] appears to hold for cones associated with unconditional Schauder bases (see [26]) but it
does not hold in general, not even in Hilbert spaces. The following example, due to M. Sama (2008, personal communica-
tion), gives a case where it does not hold.
Example. Let V = 2 be the Hilbert space of sequences (yn)n∈N ⊂R for which ∑ y2n < ∞ with the usual norm ‖y‖2 =∑ y2n .
Let (rn)n∈N be its standard basis and (en)n∈N be the sequence
e2n−1 = r2n−1 +
∞∑
i=n
αi−n+1r2i,
e2n = r2n, n 1,
where (αn)n∈N ⊂R is the sequence deﬁned by
α1 = 1, αn = 1
n logn
, n 1.
(en)n∈N is a conditional basis for V (see [26]). Take K to be the cone
K =
{ ∞∑
i=1
μiei: μi  0 ∀i  1
}
.
It is shown in [25] that K is strongly minihedral. We have K ⊂ 2+ ⊂ K∗ which is also strongly minihedral. Now if we
consider the element z = e3 − e5 we have
z+ = e3 = r3 +
∞∑
i=2
αi−1r2i,
z− = −e5 = −r5 −
∞∑
i=3
αi−2r2i
and
〈z+, z−〉 = −
∞∑
i=3
αi−1αi−2 < 0.
Proposition 4. Suppose α,β ∈ V such that α  β . Then, for any u ∈ V , precisely one of the following statements is true:
1. u ∨ β > β ,
2. α  u  β , or
3. u ∧ α < α.
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jointly with this one, or u∨β = β , in which case, u  β and we either have u∧α = α, yielding α  u  β or u∧α < α. 
Given α,β ∈ V such that α  β we deﬁne the continuous operator Q : V → V by
Q u =
{
β if u ∨ β > β,
u if α  u  β,
α if u ∧ α < α.
It is not hard to show that Q is continuous, γ −1‖α‖ ‖Q u‖ γ ‖β‖ ∀u ∈ V and Q V = [α,β].
Next we introduce the notions of upper and lower solutions.
Deﬁnition 5. A function α ∈ V is called a lower solution of (R) if Aα  f . A function β ∈ V is called an upper solution of (R)
if Aβ  f .
For the next theorem we need a monotonicity and a positivity assumption on A as follows:
[Bounded Below] 〈Au − Av,u − v〉 λ0‖u − v‖2 for some λ0 ∈R and all u, v ∈ V .
[Sup-Positivity] 〈Au − Av, (u − v)+〉 0 for all u, v ∈ V .
Theorem 6. Assume A satisﬁes [Continuity], [Bounded Below] and [Sup-Positivity] and that Problem (R) has a lower solution α and
an upper solution β such that α  β . Then (R) has a solution u such that α  u  β .
Proof. We may assume without loss of generality that A0 = 0. We begin by proving the theorem ﬁrst when V is ﬁnite
dimensional. Identify V ∗ with V in such a way that the duality pairing between V and V ∗ coincides with the inner product
in V . Choose λ > λ0 and consider the modiﬁed problem
(A + λ)u = Fu, (7)
where Fu := f + λQ u. This problem can be restated as
Âu = 0, (8)
where Â = (A − F + λ). Observe that
〈 Âu,u〉 = 〈(A − F + λ)u,u〉= 〈Au,u〉 + 〈λu − f − λQ u,u〉
 (λ − λ0)‖u‖2 −
(
γ ‖β‖ + ‖ f ‖)‖u‖ 0
for ‖u‖ = r  (γ ‖β‖ + ‖ f ‖)/(λ − λ0). It follows from Lemma 2 that Eq. (8), and consequently, Eq. (7) has a solution u ∈ V .
We claim that α  u  β . If not, then either u∨β > β or u∧α < α. If u∨β > β let z = u−β . Since z+ = 0, ‖z+‖ > 0. Also,
using [Sup-Positivity], the assumption that β is an upper solution and [Orthogonality] we get
0 〈Au − Aβ, z+〉 = 〈 f + λQ u − λu − Aβ, z+〉
−λ〈z, z+〉 = −λ
(〈z−, z+〉 + 〈z+, z+〉)= −λ‖z+‖2 < 0,
a contradiction. We get a similar contradiction if we suppose that u ∧ α < α.
For the general V , we let V ′m be the subspace generated by Vm and α,β:
V ′m = [Vm,α,β], m = 1,2, . . .
and argue that the problem
〈Aum − f , v〉 = 0 ∀v ∈ V ′k, km
has a solution um such that α  um  β . Again, as in Theorem 1 we get a solution u of Problem (R) which is the weak limit
of a subsequence of {um}. Since the cone K is weakly closed and α  um  β , it follows that α  u  β . 
4. The abstract quasilinearization method
In this section we consider a generalized quasilinearization methods [3,17] for Problem (R). We retain the assumptions
made in Section 2 about the Banach space V . The partial orders provided by the cones K and K∗ enable us to speak of
operators that are increasing, decreasing, positive, etc. Several calculus statements follow from this. For example, one can
easily verify that if an operator F :Ω ⊂ V → V ∗ has a positive Fréchet derivative F ′ (F ′u ∈ K∗ for all u ∈ K ∩ Ω) then it is
increasing (u  v ⇒ Fu  F v for all u, v ∈ K ∩ Ω). We assume that α0 and β0 are lower and upper solutions, respectively
for Problem (R) such that α0  β0.
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〈u∗0,u〉 > 0 ∀u ∈ K.
Proof. Let {wn}∞n=1 be a dense subset of K. For each n deﬁne a positive linear functional w∗n on Wn := span[wn] by〈w∗n,wn〉 = 1 and linearity. Then ‖w∗n‖ = 1. Since Wn is in normal position with respect to K (see [15]), w∗n admits an
extension u∗n ∈ K∗ such that ‖u∗n‖ ‖w∗n‖ = 1 (see the proof of Theorem 2.2 in [15]). Deﬁne u∗0 ∈ K∗ by
u∗0 :=
∞∑
n=1
2−nu∗n.
For a given u ∈ K choose k such that ‖u − wk‖ < 1/2. Then
〈u∗0,u〉 =
∞∑
n=1
2−n〈u∗n,u〉 2−k〈u∗k ,u〉
 2−k
(〈w∗k ,wk〉 − ‖u∗n‖‖u − wk‖)
 2−k−1 > 0. 
We strengthen the monotonicity assumption on A to:
[Strict Monotonicity] λ0 > 0 in [Bounded Below].
We will also require some smoothness of A:
[Differentiability] A is bounded on [α0, β0] and has two bounded Fréchet derivatives deﬁned on [α0, β0] with A′ positive
there.
Observe that if in [Bounded Below] we use u = v + tw , t > 0 and w ∈ V , divide by t and take the limit as t → 0+ we get
〈A′vw,w〉 λ0‖w‖2 ∀w ∈ V . Similarly we can show that the [Sup-Positivity] of A gives 〈A′vw,w+〉 0 for all v,w ∈ V .
Lemma 8. Assume A satisﬁes [Differentiability]. There exists an operator H : [α0, β0] → K∗ with negative Fréchet second derivative
H ′′ such that A′′ + H ′′  0 on [α0, β0] × K × K. Consequently, H is concave and H ′ is decreasing on [α0, β0].
Proof. Let
B := {u ∈ K: ‖u‖ = 1} (9)
be as deﬁned by Eq. (9). Since B is weakly compact, and 〈u∗, ·〉 is continuous, it achieves a positive minimum δ on B . Deﬁne
H : [α0, β0] → V ∗ by
Hu = −γ (〈u∗0,u〉)2u∗0.
Then H ′uv = −2γ 〈u∗,u〉〈u∗, v〉u∗ and H ′′uvw = −2γ 〈u∗, v〉〈u∗,w〉u∗ . Now for v,w, z ∈ B and u, r ∈ [α0, β0],
〈A′′uvw + H ′′uvw, z〉 M − 2γ 〈u∗0, v〉〈u∗0,w〉〈u∗0, z〉
 M − 2γ δ3  0
for suﬃciently large γ . For general nonzero vectors v,w, z ∈ K the result follows by writing
〈A′′uvw − H ′′uvw, z〉 = ‖v‖2‖w‖2‖z‖
〈
A′′u v‖v‖
w
‖w‖ − H
′′u v‖v‖
w
‖w‖ ,
z
‖z‖
〉
. 
Now let H : [α0, β0] → K∗ be as deﬁned in the proof of Lemma 8. For given α,β ∈ [α0, β0] with α  β deﬁne the linear
operator Lα,β : V → V ∗ by
Lα,β = A′α + (H ′α − H ′β).
Then Lα,β is positive and increasing in β . Furthermore, we have the following lemma.
Lemma 9. Assume A satisﬁes [Strict Monotonicity], [Differentiability] and [Sup-Positivity]. Suppose α,β ∈ [α0, β0] with α  β . For
every f ∈ V ∗ , the equation
Lα,βu = f (10)
has a solution u. Moreover, if α and β are lower and upper solutions, respectively, of (10) then u ∈ [α,β].
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[Coercivity]. [Continuity] is immediate since Lα,β is linear. For [Monotonicity], we have
〈Lα,βu,u〉 = 〈A′αu,u〉 + 2γ 〈u∗, β − α〉
(〈u∗,u〉)2
 〈A′αu,u〉 λ0‖u‖2 ∀u ∈ V .
[Coercivity] follows from
〈Lα,βu − f ,u〉 λ0‖u‖2 − ‖ f ‖‖u‖ 0
for ‖u‖ ‖ f ‖/λ0. To prove the second part of the lemma we note that Eq. (10) can be rewritten in the form
Lu = Nu,
where L = A′α and N = f − H ′α − H ′β . Since L satisﬁes [Sup-Positivity] and N is weakly and strongly continuous on V ,
the result then follows from a straightforward extension of Theorem 12 in [11] to the case of reﬂexive Banach spaces (or a
slight modiﬁcation of the proof of Theorem 6). 
Lemma 10. Assume A satisﬁes [Differentiability]. For any α,β ∈ [α0, β0] with α  β
Aβ  Aα + Lα,β(β − α).
Proof. For u ∈ [α0, β0] let Φu = Au + Hu. Then, by Lemma 8, Φ ′′  0 on [α0, β0] × K × K. Hence
Φβ Φα + Φ ′α(β − α).
Therefore,
Aβ − Aα = (Φβ − Φα) + (Hα − Hβ)
Φ ′α(β − α) − H ′β(β − α)
= (A′α + H ′α − H ′β)(β − α)
= Lα,β(β − α). 
Consider the linear problems
G(u;α,β) = f , (I)
D(u;α,β) = f , (II)
where
G(u;α,β) = Aα + Lα,β(u − α),
D(u;α,β) = Aβ + Lα,β(u − β),
u ∈ V and α,β ∈ [α0, β0] with α  β . Observe that, since A is continuous on [α0, β0] (being differentiable there), the
functions G, D are continuous in all three variables. Also
G(α0;α0, β0) = Aα0  f ,
and by Lemma 10
G(β0;α0, β0) = Aα0 + Lα0,β0(β0 − α0)
 Aβ0  f .
It follows from Lemma 9 that Problem (I) with (α,β) replaced by (α0, β0) has a solution α1 ∈ [α0, β0]. Let us check that α1
is a lower solution for (II) and for (R). Note that
f = Aα0 + Lα0,β0(α1 − α0)
= Aα0 + Lα0,β0(β0 − α0) + λLα0,β0(α1 − β0)
 Aβ0 + Lα0,β0(α1 − β0) = D(α1;α0, β0),
and
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 Aα0 + Lα0,α1 (α1 − α0) Aα1.
Similarly, we can show that Problem (II) has a solution β1 ∈ [α1, β0] which is at the same time an upper solution for (I) and
for (R).
We can then repeat the same argument above with the interval α0, β0 replaced by α1, β1 to obtain the two solutions
α2, β2 with α0  α1  α2  β2  β1  β0. Continuing by induction, we obtain two sequences {αn}, {βn} of lower and upper
solutions of Problem (R), respectively, with
α0  α1  · · · αn  βn  · · · β1  β0 ∀n.
Theorem11. Assume that Problem (R) has a lower solution α0 and an upper solution β0 such that α0  β0 . Assume also that A satisﬁes
[Strict Monotonicity], [Differentiability] and [Sup-Positivity]. Let {αn}, {βn} be two sequences of lower and upper solutions generated
as described above. Then both sequences converge in V to a solution of (R).
Proof. Since the norm in V is assumed to be monotonic, we get αn → α and βn → β in V with α  β . By the continuity
properties of G, D ,
f = G(α;α,β) = Aα,
f = D(β;α,β) = Aβ.
The strict monotonicity of A implies that α = β . 
Theorem12. Assume that A satisﬁes [Strict Monotonicity], [Differentiability] and [Sup-Positivity]. Then the convergence in Theorem 11
is quadratic.
Proof. Deﬁne the error functions
en = α − αn,
rn = βn − α.
Then, using Lemma 10
Aα = f = G(αn;αn−1, βn−1)
= Aαn−1 + Lαn−1,βn−1(αn − αn−1)
 Aαn − Lαn−1,αn (αn − αn−1) + Lαn−1,βn−1(αn − αn−1).
Hence, using the strict monotonicity of A,
λ0‖en‖2  〈Aαn − Aα,αn − α〉

〈
Lαn−1,βn−1(αn − αn−1) − Lαn−1,αn (αn − αn−1), en
〉
= 2γ 〈u∗,αn − αn−1〉〈u∗, en〉
(〈u∗, βn−1 − αn−1〉 − 〈u∗,αn − αn−1〉)
 2γ ‖u∗‖3‖en‖‖en−1‖
(‖rn−1 + en−1‖ + ‖en−1‖)
 2γ ‖u∗‖3‖en‖‖en−1‖
(‖rn−1‖ + 2‖en−1‖)
 5γ ‖u∗‖3‖en‖
(‖rn−1‖2 + ‖en−1‖2).
Therefore,
‖en‖ 5γ
λ0
‖u∗‖3(‖en−1‖2 + ‖rn−1‖2).
Similarly,
‖rn‖ 5γ
λ0
‖u∗‖3(‖en−1‖2 + ‖rn−1‖2).
This establishes the quadratic convergence of the iterates. 
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