Abstract: Mathematica package LiteRed is described. It performs the heuristic search of the symbolic IBP reduction rules for loop integrals. It implements also several convenient tools for the search of the symmetry relations, construction of the differential equations and dimensional recurrence relations.
Introduction
Demand for the multiloop calculations is constantly growing nowadays. As the number of loops increases, the calculations become more and more complicated and require, almost necessarily, some stages to be done automatically using computers. The reduction of the loop integrals with the help of the integration-by-parts (IBP) identities [1, 2] is an important stage which can be automatized. This reduction allows one to reduce the calculation of the multiloop diagrams to the calculation of a finite set of master integrals. It is important that the reduction also allows one to obtain differential and difference equations, which can be used for the calculation of the loop integrals without explicit itegration.
One of the most successful methods of the IBP reduction is the Laporta algorithm [3] . The algorithm is easy to implement and to use, given a sufficient amount of time, it works flawlessly. It also allows for a number of programming improvements. These advantages explain why many modern most powerful reduction programs heavily rely on this algorithm, in particular, AIR [4] , FIRE [5] , Reduze [6, 7] , and many private versions. However, there are some weak points of this algorithm, which may put some restrictions on its application. First, the reduction generates heavy-weight databases of the discovered rules which can be too expensive to save. Therefore, typically, the reduction is performed each time "from the beginning" which requires the same identities to be solved in each run. Another disadvantage of the Laporta algorithm is due to the huge redundancy of the IBP identities [8] . This redundancy results in many unnecessary calculations which make the reduction slow.
Another approach to the reduction is a derivation of the symbolic rules which can be applied to any problem of a given class. Its advantages are obvious: nothing is being solved in the process of reduction, therefore, the reduction is very fast. depending on the loop momenta l i :
where
The loop integral has the form
where the scalar functions D α are linear polynomials with respect to s ij . The functions D α are assumed to be linearly independent and to form a complete basis in the sense that any non-zero linear combination of them depends on the loop momenta, and any s ik can be expressed in terms of D α . Thus, each integral is associated with a point in Z N . Some of the functions D α correspond to the denominators of the propagators, the other correspond to the irreducible numerators. E.g., the K-legged L-loop diagram corresponds to E = K − 1 and the maximal number of denominators is M = E + 3L − 2, so that the rest N − M = (L − 1)(L + 2E − 4)/2 functions correspond to irreducible numerators.
IBP identities
The IBP identities [1, 2] are based on the fact that, in the dimensional regularization, the integral of the total derivative is zero. They are derived from the identity
Performing the differentiation on the right-hand side and expressing the scalar products via D α , we obtain the recurrence relation for the function J.
LI identities There is also another class of identities, called Lorentz-invariance (LI) identities due to the fact that the integral (2.2) is Lorentz scalar [13] . They have the form
The differential operator in braces is nothing but the generator of the Lorentz transformation in the linear space of scalar functions depending on p k . Again, performing the differentiation on the right-hand side, we obtain LI identity. Though these identities can be represented as a linear combination of the IBP identities [8] , they prove to be useful in real-life reduction.
Sectors The notion of sectors can be introduced as follows. The θ = (θ 1 , . . . , θ N ) sector, where θ i = 0, 1, is a set of all points (n 1 , . . . , n N ) in Z N whose coordinates obey the condition
In particular, the point (θ 1 , . . . , θ N ) belongs to the (θ 1 , . . . , θ N ) sector, and will be referred to as the corner point of the sector. Owing to this definition, the integrals of the same sector have the same set of denominators.
Scaleless integrals
The scaleless integral can be defined as the one which gains additional non-unity factor under some linear transformation of the loop momenta. Obviously, if j (θ 1 , . . . , θ N ) is scaleless, then all integrals of the sector (θ 1 , . . . , θ N ) are zero. We will call such a sector a zero sector. A simple and convenient criterion of zero sectors has been formulated in Ref. [8] . According to this criterion, the sector is zero if the solution of the IBP equations in the corner point (θ 1 , . . . , θ N ) result in the identity j (θ 1 , . . . , θ N ) = 0. Note that this criterion may miss some scaleless sectors. Though this seems to be a small problem (undetected zero sectors are simply reduced to lower sectors), let us explain on a simple example why this happens. Let us consider the massless one-loop onshell propagator integral
Obviously, this integral is zero for any n 1 and n 2 . However, it can be explicitely checked that there is no linear combination of the operators ∂ l · l and ∂ l · k which acts as identity on the integrand for n 1 = n 2 = 1. In other words, the solution of the IBP identities in the corner point of the sector (1, 1) does not result directly to J (1, 1) = 0 (though, it results to, e.g., J (1, 1) ∝ J (0, 2) ). In order to prove that the integral J (1, 1) is scaleless, let us consider instead the following operator
wherek is an auxiliary vector chosen to satisfy the conditionsk 2 = 0 andk · k = 1. It is easy to check that Oj (1, 1) = (d − 4) j (1, 1). Since the operator O is a generator of the linear transformation l → l + l + (l · k)k − l ·k k , the integral j (1, 1) is scaleless. The reason why the IBP identities failed to lead to the identity J (1, 1) = 0 is that the construction of this identity required introduction of the auxiliary vector k. There is an interesting open question: whether the introduction of the auxiliary vectors (or tensors) may lead to a new kind of the identities independent of IBP identities (unlikely) or dependent on them, but still useful for real-life reduction.
Symmetry relations In many cases there exist nontrivial linear transformations of the loop momenta which map the set of the denominators of one sector on the set of the denominators of the same, or another, sector. Those transformations have the form
It is easy to understand that, for nonzero sectors, there is only a finite number of such transformations, all subjected to the condition det M ij | i,j=1,...L = 1. Those transformations induce some mappings of the denominator set and also mappings of the numerators into the linear polynomials of D i . These mappings give nontrivial identities between the integrals of two different (or one) sectors, which are conventionally called symmetry relations (SR).
Ordering For the reduction procedure to work, it is necessary to define some suitable ordering of the integrals, i.e., the ordering in Z N . It is natural to consider the integrals with less denominators to be simpler. This defines a partial ordering of the sectors. We can extend this ordering to the complete one by, e.g., saying, that the two sectors θ 1 and θ 2 with equal number of denominators are ordered lexicographically. For the integrals in sector θ = (θ 1 , . . . , θ N ) with K = N α=1 Θ (n α − 1/2) denominators we choose the folowing ordering. For the integral J (n 1 , . . . , n N ) we determine the ordering weight w = (w −1 , w 0 , w 1 , . . . , w N ), where w −1 = N α=1 |n α | is a total power of the denominators and numerators, w 0 = N α=1 (1 − θ α ) n α is the total power of the numerators, and (w 1 , . . . , w N ) is obtained from (− |n 1 | , . . . , − |n N |) by shifting powers, corresponding to denominators, to K left-most positions. Then, the two integrals in one sector are compared by comparing the left-most dictinct entries of their ordering weights. In particular, the simplest integral in the sector
Of course, the choice of the ordering is not unique. In principle, for the possibility of the reduction, there is only one strictly required property of the ordering. It is that for any integral J (n) there is only finite number of the integrals simpler than it (this number depends, of course, on n). However, the following condition of the chosen ordering is essential for our consideration. For a given sector all components of the ordering weight w are just linear combinations of n i . In particular, it leads to the fact that the relation J (n 1 ) ≺ J (n 2 ) between the integrals in the same sector is invariant with respect to the shift of both n 1 and n 2 by some δn, provided that J (n 1 + δn) and J (n 2 + δn) also belong to the same sector.
Differential equations As it was mentioned above, the differential equations can be used for finding the master integrals. The simplest type of such equations is the differential equation with respect to the mass. Probably, the first example of their application is presented in Refs. [14] [15] [16] . The differential equations with respect to the invariant constructed of the external momenta have been introduced and applied in Refs. [13, 17, 18] . The peculiarity of the latter case is due to the fact that, though the integral depends on the external momenta only via their scalar products, the integrand also depends on the scalar products of the external momenta and loop momenta. Therefore, before differentiating the integral, it is necessary to express the derivative with respect to the invariant via the derivatives with respect to the external momenta. For example, if the integral depends on p 2 , q 2 and p · q, the derivative with respect to p · q at fixed p 2 and q 2 can be expressed in two equivalent
In general case, when there are E > 2 external vectors, we have the following formulas:
Acting by the operator on the right-hand side on the integrand and performing the IBP reduction, one obtains the differential equation for J (n).
Dimensional recurrences Dimensional recurrences have been introduced in Ref. [19] . Since their introduction, they have been successfully applied to the calcultion of the different integrals, see Refs. [19] [20] [21] . Recently, a method of calculation of the multiloop master integrals, based on the dimensional recurrences and analytical properties of the multiloop integrals as functions of d, has been introduced in Ref. [22] and successfully applied in Refs. [23] [24] [25] [26] [27] [28] [29] [30] . For further purposes it is convenient to introduce the operators A α and B α , see Ref. [8] , acting as follows
The original derivation of the dimensional recurrence relation in Ref. [19] relied on the parametric representation. The result of this derivation for the integrals which can be presented as a graph has a nice and compact form 8) where i 1 , . . . , i L numerate the chords of the tree, and µ = ±1 for the Euclidean/Minkovskian case, respectively. For computer implementations, probably, a more convenient formula has been derived in Ref. [26] . It reads
Note that this formula is valid also for the integrals with numerators and dots. We will call Eqs. (2.8) and (2.9) the raising dimensional recurrence relations.
For completeness, we present also the lowering dimensional recurrence relation, obtained in Ref. [22] 
If we consider one of these dimensional recurrence relations for the master integral and make the IBP reduction of the right-hand side, we will obtain the difference equation for this master integral.
Using the LiteRed package
A typical package usage includes two stages: the search of the reduction rules and their application for the reduction. During the first stage the definitions, related to the basis, in particular, the reduction rules, can be saved to the disk. These definitions should be loaded on the second stage and applied for the reduction. The basic example of a program searching the reduction rules is presented in Fig. 1 . This program finds the reduction rules for the two-loop onshell massive propagator.
Let us provide some comments. At each stage the program generates some objects which are then used at the later stages.
E.g., the command NewBasis The central procedure which tries to construct the complete set of symbolic rules for a given sector is SolvejSector which we apply to each unique sector in this example. The result of its work is the set of rules for each js[p2,...] from the UniqueSectors[p2] list. All rules found are saved in the directory "p2 dir" and ready to use for the reduction. The typical program performing the reduction is shown in Fig. 2 .
Drawing graphs There is a possibility to draw graphs, corresponding to the integrals and sectors. We remark that, in principle, the graph is determined, up to some equivalences, by the set of internal lines. The possibility to automatically determine the graph, corresponding to the set of denominators, is planned in the future versions of the package. Meanwhile, the present version implements the following. After defining the basis, one can attach a graph to the highest sector(s) (which can be depicted as a graph) by the command AttachGraph. Then the graph for all subsectors is determined automatically.
For the above example there are no irreducible numerators, so the sector js[p2,1,1,1,1,1] can be depicted by the graph. Then, the graph is attached by the command Learning more There are several reduction examples in the directory Examples of the archive file. One is encouraged to examine these examples for some hints of the package usage. Another good starting point to know more about the functions of the package is to submit a command ?LiteRed'*.
Implementation notes
The LiteRed package depends on small packages Types, Numbers, Vectors, and LinearFunctions, which are also included in the distributive. The Types package allowas one to define types and their transformation rules (e.g. vector plus vector is a vector). The packages Numbers, Vectors introduce specific types for number and vector variables. The package LinearFunctions contains the function LFDistribute which distributes linear functions over sum and pulls out the numbers and expressions having type Number.
AnalyzeSectors uses Criterion 1 from Ref. [8] for the determination of zero sectors. FindSymmetries uses a combined approach based on the Feynman parametrization and on the loop momenta shifts. In the first stage FindSymmetries finds mappings between the simple sectors using approach based on Feynman parametrization very similar to the one described in Ref. [31] . This procedure works sufficiently fast even for complicated examples. E.g., for the four-loop onshell mass operator topologies the typical working time is a few minutes.
As it was stressed above, the package performs a heuristic search of the reduction rules. The result of this search may strongly depend on the order in which the functions D α are listed, as well as on the choice of the irreducible numerators. Therefore, in case the program fails to find reduction rules, it makes sense to try changing the irreducible numerators, as well as the listing order of D α .
Conclusion
In this short note we have presented a Mathematica package LiteRed performing the IBP reduction of the multiloop integrals. The package is based on the heuristic search of the reduction rules (the procedure SolvejSector) and further application of the rules found to the reduction problem. If the heuristic search finishes successfully, the rules found present a very effective solution of the reduction problem for the given class of the integrals. Similar to the algorithm of costruction of s-bases in Ref. [12] , the heuristic search of the reduction rules is not proved to terminate (and, in fact, seems to be not terminating in some complicated cases). However, it appears that the search of the reduction rules, as implemented in LiteRed, succeeds for a larger class of physically interesting cases, see Examples folder in the distributive.
The package can be useful also for some other purposes. In particular, the procedure FindSymmetries can be used to find mapping between equivalent sectors.
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