Film cooling performance for injection through discrete holes in the endwall of a turbine blade is investigated. The effectiveness is measured at sixty locations in the region covered by injection. Three nominal blowing rates, two density ratios, and two approaching flow Reynolds numbers are examined. Analysis of the data reveals that even sixty locations are insufficient for the determination of the field of film cooling effectiveness with its strong local variations. Visualization of the traces of the coolant jets on the endwall surface, using ammonium-diazo-paper, provides useful qualitative information for the interpretation of the measurements, revealing the paths and interaction of the jets which change with blowing rate and density ratio.
NOMENCLATURE
total cross sectional area of injection holes (14 Ai) cross sectional area of injection hole (irD 2/4) chord length (16.91 cm, Fig. la) approaching flow concentration impermeable wall concentration injected flow concentration (the same for all jets) injection hole diameter (1.905 mm, the same for all holes) heat transfer coefficient momentum ratio length of the injection hole (UD=I5.77) j.14 total mass flow rate of coolant ( mass flow rate of a single coolant jet (varies with holes) blowing rate of a single jet (thi / Ai ) / (pec tic.) nominal blowing rate (m / A) / (p,u,), see Table 1 
2'
distance from downstream edge of injection hole along a row ( Fig. lb) 
INTRODUCTION
Designers of aircraft engines strive to increase engine operating temperatures in order to attain higher thrust and improved efficiency. The main limitation on higher temperatures is the structural integrity of engine pans, especially those subject to high stresses. Uncooled metal alloys are not strong enough to withstand the severe conditions within the engine; therefore components must be cooled to avoid structural failure. One popular method used to maintain surface temperatures at acceptable levels is film cooling.
In film cooling, a secondary or coolant flow is injected into the boundary layer through a slot or an array of holes in the surface to be protected. The coolant serves to decrease the temperature in the boundary layer for some distance downstream of injection. The temperature which an adiabatic wall would assume in this process is called the adiabatic wall temperature, I. It is conventionally described by a dimensionless parameter; the film cooling effectiveness: = (T"," -Tr ) / (Tr -Tr )
(1) T, in this equation denotes the temperature with which the coolant jet is injected into the boundary layer and T, is the recovery temperature which the wall assumes under the influence of aerodynamic heating by the mainstream to which it is exposed in the absence of film cooling (Eckert, 1992) .
Often the wall is cooled not only by the coolant injected into the boundary layer but also by convection on the other side. The heat flux qw required to achieve a desired wall temperature, T,, in the combined process is calculated with the equation;
In numerous experiments it was found that the heat transfer coefficient, h, on the solid wall downstream of the cooling holes can be approximated by the values occurring in normal convection without injection except in the immediate neighborhood downstream of the cooling holes. This does, however, not apply to the surface area with the cooling hole arrangement as it is studied in the present paper. Some information on those heat transfer coefficients, expressed in Stanton numbers, is found in Eckert (1984) based on measurements performed at Stanford University.
The focus of the present work is determinaiion of the film cooling effectiveness of the endwall (or platform) to which the blades of a high-pressure turbine are attached. The end-wall cooling problem has attained greater importance in recent years since low aspect ratio and low solidity turbine designs have a higher ratio of end-wall to blade surface area. Mass (heat) transfer measurements have shown regions on the endwall with very high transfer coefficient that need protection (Goldstein and Spores, 1988) . While considerable research has been done on three-dimensional flows in a turbine passage and their effects on the heat transfer coefficient at the end-wall, little published work is available concerning end-wall film cooling. Results of this investigation would also be complementary to the earlier film cooling, heat transfer, and flow visualization studies carried out in the same rig (Goldstein and Chen, 1985; Goldstein and Chen, 1987; Goldstein and Spores, 1988; Chen and Goldstein, 1992; Jabbari et al., 1992) . Blair (1974) , in a pioneering work on turbine end-wall heat transfer, studied film cooling injection from a thin angled slot in the end-wall slightly upstream of the blade passage. Film effectiveness values were found to be quite high near the slot, but dropped off rapidly downstream. It was noted that, due to the secondary flows in the passage, the injected coolant is swept away from the pressure surface of one blade toward the suction surface of the other. Yamao et al. (1987) investigated the film cooling performance resulting from the leakage of sealing air through the flexible joints between adjacent blade platforms. Two slots were used to simulate these joints -one at the leading edge of the passage (similar to Blair) and one down the middle of the passage between the two blades. Sparse measurements of the adiabatic wall effectiveness showed agreement with Blair concerning injection through the leading edge slot. The intra-passage slot produced very little cooling effect on the end-wall except in the corner near the trailing edge of the blade suction surface. Granser and Schulenberg (1990) also measured the adiabatic wall effectiveness due to injection from a slot at the cascade leading edge and compared these results to a partially-parabolic numerical calculation.
Film cooling performance by discrete-hole coolant injection was investigated by Bourguignon (1985) and Sato et al. (1987) . Bourguignon gives a general discussion on the effects of coolant injection on end-wall secondary flows and heat transfer coefficients. Sato et al. determined the adiabatic wall effectiveness distribution on the end-wall resulting from heated injection through an array of approximately 80 film cooling holes.
The present study is also concerned with end-wall film cooling by discrete hole injection. The adiabatic wall effectiveness distribution resulting from coolant injection through a small array of 14 film cooling holes is determined using mass transfer measurements and visualizations produced using ammonia gas and diazo paper. The use of only 14 injection holes leads to a vast reduction in the total mass flow of coolant when compared to the 80 holes used by Saw et al. Also, creative use of the ammonia-diazo visualizations in combination with the mass transfer measurements produces a reasonably detailed picture of the adiabatic wall effectiveness distribution on the end-wall.
EXPERIMENTAL APPARATUS AND MEASUREMENT TECHNIQUE
Experiments are conducted in a low-speed wind tunnel with a planar cascade of six scaled-up turbine blades. This is essentially the same apparatus described in Ito et al. (1978) . The blades have a chord length of 169.1 mm, a span to chord ratio of 3.55, an inlet flow angle of 44.3°, and an outlet flow angle of 62.7°. Some details of the cascade and the film cooling hole arrangement are shown in Figure Ia Film effectiveness values are obtained using a mass transfer technique described by Goldstein (1971) . Air with a foreign gas tracer (a mixture of air with helium or sulfur hexafluoride) is injected into the mainstream and the resulting mass concentration of admixed gas on the impermeable wall (C 1",) is measured by analyzing gas samples obtained through the sampling, taps in the endwall. The corresponding impermeable wall effectiveness is defined as:
In this experiment, C1 = 0, therefore:
The temperature field in film cooling of an adiabatic surface and the concentration field in the mass transfer experiment on an impermeable surface are similar as long as the transport properties do not vary within the field (extension of Reynolds analogy between heat and momentum transfer). Subject to this restriction the two effectiveness parameters are then equal (77=0,). This condition is satisfied in the experiment with mixture of air and helium by the small amount of the tracer gas. Sulfur hexafluoride was mixed in Iola flow Figure la -Sketch of the test section the secondary air stream to produce a density ratio, It of the injected gas to the air in the mainstream near a value 2. This is characteristic of the density ratio of the cooling air to the hot mainstream gas in gas turbines. For this condition, the analogy between heat and mass transfer is only approximately fulfilled (Shadid, 1991) .
The effect of the injected jets on the end-wall is visualized using ammonia gas and diazo paper in a manner similar to the tests of Dring et al. (1980) . Commercial grade blue-line diazo paper is attached to the end-wall. Small amounts of ammonia and water vapor are added to the flow passing through the film cooling holes. Diazo paper contains an aromatic diazo compound and a coupler that, when allowed to react, will produce a colored dye. However, this reaction is suppressed by an acid embedded in the paper. In order to affect a color change, ammonia and water vapor are introduced to neutralize the acid and allow the coupling reaction to occur. The blue shadings left on the diazo paper, not only show the positions of the cooling jets and their interaction along the endwall, they also relate to the amount of ammonium absorbed by the paper (mass transfer at the wall) which is due to the combined effect of the local ammonia concentration and the local mass transfer coefficient. Experiments are conducted for two approaching freestream velocities (Re, 0. 86x 10 5or I. 23x10'), three nominal blowing rates (M 1.0, 1.5, or 2.0), and two density ratios (R 1,0 or 2.0). The endwall boundary layer is tripped and for Re c =1.23x105 , a freestream velocity of 11.79 m/s, a boundary layer thickness of 28.51 mm, a displacement thickness of 3.10 mm, and a momentum thickness of 2.20 mm, are measured at a location 14.5 cm upstream of the blade's leading edge.
Over the endwall, the local freestream velocity varies due to the passage geometry. In Fig. 2 , a contour plot of measured endwall pressure distribution is presented as :
which is equivalent to : II -/ 1102 1 assuming potential flow through the passage. Contours shown in Fig.2 remain almost the same for both of the Reynolds number used in this experiment. Additional information regarding the flow field in the passage are available in Chung and Simon (1990) , Chen and Goldstein (1992) , and Jabbari et al. (1992) .
Since the injection holes are fed from a single plenum chamber, it is clear that the flow rate through the film cooling holes is influenced by the endwall distribution. Therefore, to study the jets' performance collectively, rather than individually, a nominal blowing rate is defined as total coolant mass flow divided by total injection area and mass velocity of the approaching freestream :
The nominal blowing rate, as indicated in Table 1, injection hole is determined from the measured wall pressure distribution given in Fig. 2 . In Table 1 values of Mj and u,,,/u, are given for Re, = I. 23x105 . It is important to note that the change in hole blowing rate (going from hole Ito hole 14) at M=1 .07 is opposite that of M=2.06 (as seen in Table 1 ). This is because of the diminishing difference between plenum chamber pressure and the endwall pressure at some hole locations, leading to a very small flow rate through those holes. In fact, reverse flow into the plenum chamber through holes 1 or 2 (see Fig. la ) is a possibility at nominal blowing rates less than 1.0. For the values of Re, examined, the dimensionless velocities (or the endwall pressure coefficient) show slight dependence on Re,. This is also true for the hole blowing rates at a fixed nominal blowing rate.
DISCUSSION OF RESULTS
In Fig. 3 and Fig. 4 measurements of effectiveness for nominal blowing rates 1.0 and 2.0 are presented, respectively. The effectiveness (in percent) is written next to the sampling taps where it is measured. Plots of effectiveness variation along several rows (labeled in figure lb) are shown in Figs. Sand 6. Visualization of the trace of the film cooling jets on the endwall are obtained and presented in Figs. 7, 8 , and 9. The uncertainties of the presented data, employing the method suggested by Moffat (1982) , are; 5.7 % for film cooling effectiveness, 3.1 % for nominal blowing rate, and 2.9 To for density ratio. In the discussion that follows the injection holes and the sampling taps are referred to by the grid nearest to them (see Fig. lb ), for example, injection hole A2, D3, F6 (injection holes F4, F6, F8, FIO are actually between rows E and F) or sampling tap A2, C4, E6, F7, etc. Considering the large spacing between the injection holes A2, A4, and A6 (more than 7 hole diameters), one may expect that the effectiveness distribution downstream of these holes to resemble those previously reported for injection through a single or a row of holes (Goldstein, 1971) . To verify this, comparison is made with the measurements reported by Pedersen et al. (1977) in Fig. 5 . Pedersen's data are a centerline effectiveness for injection through a row of tubes (UD=60) into a mainstream that has uniform velocity field outside its boundary layer. The tubes are spaced three diameters apart and are inclined at 35. The present data are effectiveness along rows 2, 4, 6 (between rows A and D), for injection through holes A2, A4, and A6, into a mainstream with varying velocity field. The holes have UD=15.77 and the injection angle is 25°. Although the mainstream flow fields and the injection geometries of the two sets of data are different, the comparison proves useful in interpreting some features of the present data.
For density ratio of about 2, and at low to moderate blowing rates, the difference between the present data and those of Pedersen et al. (1977) are not substantial. (Fig. 5a) . Similar results are found along row 4 (Mj=0.57, Ij=0.16) though not shown in the figure. At higher blowing rates (M1 =2), however, while the effectiveness values along row 4 (except close to the injection point) are close to those of Pedersen's, considerably lower values are measured along row 2 (Fig. 5b) . This deviation seems rather peculiar and will be discussed later when the visualization results are examined. Examination of the present effectiveness distribution along transverse rows (rows C. E, F, G shown in Fig. 6 ) reveals other peculiar features : For example, at the same distance downstream of injection holes 05, 07. 139, and for approximately the same blowing rates through them, the effectiveness downstream of injection hole 07 is much higher than those of holes 05 or 09 (compare readings of sampling taps E7, 65 and E9 along row E in Fig. 6 ). Along row F. a higher effectiveness is measured at sampling tap F2 -farther away from its aligned injection hole A2-than is measured at either of the taps El or F3 which are closer to their respective injection holes DI and D3. While taps 06, 08. GIO (downstream of injection holes F6, F8, F10) indicate values of effectiveness that change with blowing rates ; the off-center taps 05, 07, and 09 (between the same injection holes) show approximately the same values of effectiveness independent of blowing rate.
It must be emphasized that the mainstream velocity field in this study is three dimensional and that the velocity varies, both in magnitude and direction, along and above the endwall. That is, each jet encounters a different velocity as it enters the mainstream and interacts with a varying flow field along its path. This could force changes on the jets and their trajectories, thus, altering the distribution of effectiveness. To provide information on the jet paths needed for the interpretation of the data, ammonium-diazo visualization of the jets' traces on the endwall is employed. In Fig. 9 visualization for M=2 and R=0.93 is shown. In the visualization figures, traces of the film cooling jets on the endwall (blue colors) and their location relative to the sampling taps are visible. This shows which regions of the endwall are covered by the jets and how the boundaries of these regions have changed with a change in blowing rate and/or density ratio. Closer examination reveals details that help to explain the unusual features of the effectiveness data which were discussed earlier.
Focusing on the trace of the jet from hole A2 in Fig. 7 , it is seen that the trace centerline is close to the first two sampling taps (A2 & B2) but farther downstream shifts away from the third (C2) and the fourth (D2) taps. This is what the data in Fig. 5a along row 2 (M5=0.35) show: the effectiveness at tap A2 (z / D=I.7) and tap B2 (z / 0=7.1) are higher than those of Pedersen's but fall below them at taps C2 (z / 0=I5.4) and 02 (z / 0=23.9). The near centerline effectiveness of the present study is higher than Pederson's possibly due its shallower injection angle (Goldstein and Stone, 1994) and its mainstream acceleration (Jabbari and Goldstein, 1978) , and those at taps C2 and 02 are lower because they are off-centerline values. The displacement of the trace centerline from the sampling taps is more pronounced for row 2 in Fig. 8 , revealing that the data for Mi =2.3 in Fig. 5b are also off-centerline effectivenesses, therefore, lower than the centerline values which may have been comparable to Pedersen's data (as are for row 4). 
r•
Agreement / disagreement between effectiveness distribution along row 6 and data of Pedersen (see Fig. 5a ) is explained in similar fashion. The lower effectiveness measured at tap A4 (x / D=2.67) of row 4, the first data point of row 4 in Fig. 5b , appears to be a result of the jet not covering this tap because of its higher penetration and the tap's misalignment (see Fig. 8 and compare it with Fig. 7) . Earlier, it was noted that effectiveness at tap E7 was higher than those at taps ES and E9 (as seen in Fig. 6 ). Examination of the visualization results, particularly the one in Fig. 8 , shows that the tap E7 is closer to the jet centerline than are taps ES and E9. It is also interesting to note that some jets, for example DI and 03 in Fig. 7 , influenced by the local variation of the mainstream flow, follow a curved path and pass between the taps. In particular, the trace of jet D3 is not aligned with taps E3 and F3, instead, it is displaced upstreath over tap F2 (Fig. 7) . This explains the higher effectiveness that is measured at tap F2 relative to its neighbors Fl or F3. Noticeable in the visualization results are regions, without sampling taps in them, where two or more jets have merged. Judging from the strength of the intensity of color in these regions, and deducing from readings of taps F4, F6, and F8 in areas of comparable shade, very high levels of effectiveness prevail in these regions. Figs. 8 and 9 show that jets of comparable blowing rates (M ,=2) but lower density ratio (higher momentum ratio) leave narrower traces on the endwall. This points to the higher penetration of the lower density jets into the mainstream, which leads to lower effectiveness at all of the measurement taps as are seen in Fig. 10 . The reduction in effectiveness, however, is greater for taps closer to the jet centerline than those away from it (ci readings of taps F4-F8 with the visualizations) which may indicate lateral as well as vertical change in the jet position. Moreover, the distribution of effectiveness along Row G has become more non-uniform at lower density ratio, indicating that the trajectories of the laterally injected jets (holes F4, F6, F8, F10) are slightly shifted by the change in the density ratio. When the jet traces (as seen in Figs. 8 and 9) and traces of the endwall flow obtained without injection (Jabbari et al., 1992) are compared, it is found that these jets do not follow the end wall flow direction; their paths lie closer to the potential flow direction in the passage. This, particularly, is more pronounced for the laterally injected jets (F4, F6, F8, F10 ).
Comparison of traces in
The effect of the approaching flow Reynolds number on effectiveness, for the Reynolds numbers examined, are insignificant except close to the injection point downstream of jets A6. A8 and 05 (Fig. 11) . Comparison of the corresponding visualization results indicates that only these jets are slightly displaced. This is in agreement with observation of Goldstein and Spores (1988) who found that a change in Reynolds number (of the same magnitude as in this study) had insignificant effect on the endwall mass transfer distribution. Also, as it was stated earlier, the endwall pressure distribution (Fig. 2) is not very sensitive to the change in Reynolds number. These indicate that the flow field near the endwall is not a strong function of Reynolds number in the range examined here.
Row C oc .6) Row E n(111 Row P 7(16) All together, it is evident that the jet centerlines may depart from that of the injection hole depending on the jet's parameters and the mainstream velocity field and that the sampling taps (or thermocouples) aligned with the hole centerline may be indicating off-centerline values. Consequently, it becomes necessary to use other techniques, such as ammonium visualization or infra-red photography, to scan the entire endwall surface in order to obtain a true picture of the effectiveness distribution. CONCLUSIONS A wide variation in the level of film cooling effectiveness is observed on the endwall of a gas turbine blade. Several factors including large spacing between injection holes, variation in the mainstream velocity field, and displacement of the jet trajectories are responsible. Flow visualization results indicate that the jet centerline on the end wall, and thus the maximum effectiveness, are displaced with blowing rate and density ratio; suggesting that interpolation of the sparsely measured data should be done cautiously. The strearnwise distribution of effectiveness, so far as the jets have not merged or changed lateral position, is predictable from the data available in literature. The color shade in the visualization results, particularly in regions where variation of the mass transfer coefficient is not appreciable, provides qualitative information on the effectiveness distribution.
