Abstract-For Optical Character Recognition (OCR) of bilingual or multilingual document containing text words in regional language and numerals in English, it is necessary to identify different script forms before running an individual OCR of the scripts. In this paper, an attempt is made for separation of English numerals at word level from bilingual and trilingual documents representing Kannada, Devnagari, Tamil, Odiya and Malayalam scripts by using discriminating features such as aspect ratio, strokes densities, eccentricity, etc. as a tool. The k-nearest neighbour algorithm is used to classify the new word images and the algorithm is tested on 6000 sample words with a five fold cross validation test. The algorithm is robust with respect to font styles, sizes and noise. The results obtained are quite encouraging.
I. INTRODUCTION
A very important area in the field of document analysis is that of optical character recognition (OCR), which is broadly defined as the process of recognizing either printed or handwritten text from document images and converting it into electronic form. To date, many algorithms have been presented in the literature to perform this task for a specific language, and such OCRs will not work for a document containing more than one script. Most of the work reported in the literature relates to Roman, Arabic, Chinese, and Korean and Japanese scripts. Though, some work has already been reported involving Indian scripts, the work is still in its emerging stage.
In a multi-lingual multi-script country like India, English has proven to be the binding language due to the diversity of languages and scripts. Therefore, a bilingual or trilingual document page may contain text words in regional language and numerals in English (see Fig.1 ).
So, multilingual OCR is needed to read these documents. To make a multilingual OCR successful, it is necessary to separate portions of different script regions of the multilingual document at word level and then identify the different script forms before running an individual OCR system. The script/language identification research work reported in the literature, can be classified into three different categories, (1) word-wise (2) text line and (3) text block script identification.
A. Word-wise Script Identification
Peeta Basa Pati et al. [19] , used global approach based on Gabor filter bank having three different radial frequencies and six different angles of orientation with a radial frequency bandwidth of 1 octave and an angular bandwidth of 30 o. . They obtained a combination of 18 odd and 18 even filters with three radial frequencies and six degrees. The size of each filter mask used for experimentation is 13 x 13. Thus, a 36-dimensional feature vector of the total energy in each of the filtered images is used. The Linear discriminant (LD) and nearest neighbour (NN) classifiers are used to classify the word images of five different scripts namely, Roman, Devnagari, Kannada, Tamil and Oriya in bi-script, triscript and five-script scenarios. They used prototypes to reduce the training set to smaller size and in turn saved 87% of memory and computation time. However, this method assumes that a word should contain at least two characters. Thus, it is word size dependent and still it involves time complexity as it depends on 36-dimension feature vector for classification.
The other algorithms proposed for word level script identification are by Dhanya et al. [13] based on Gabor filters and spatial spread features, Pal et al. [15, 26] based on water reservoir, conventional, topological and structural features and Padma et al. [16] based on discriminating features, have recognition rate of more than 95%. The recognition accuracy of these algorithms falls drastically for the words of size less than three characters. Hence, the algorithms are word size dependent. Peeta Basa Pati et al. [17] have proposed word level script identification for Tamil, Devnagari and Oriya scripts based on 32 features using Gabor filters. They have not reported about the performance of their algorithm for various font sizes and styles. Further, these algorithms deal with only text words separation from biscript, tri-script and five-script scenarios. However, English numeral separation from multilingual documents is ignored but, it is necessary for successful design of multi-script/ multi-lingual OCR. That is what this paper is about.
B Script Identification at Text block and Text line Level
The number of other approaches for automatic script identification at text blocks as well as at text lines has been proposed in the literature and is briefly presented here. Spitz [1] proposed a method for distinguishing between Asian and European languages by examining the upward concavities of connected components. Tan et al. [6] proposed a method based on texture analysis for automatic script and language identification from document images using multiple channel (Gabor) filters and Gray level co-occurrence matrices for seven languages: Chinese, English, Greek, Koreans, Malayalam, Persian and Russian. Hochberg, et al. [2, 3] described a method of automatic script identification from document images using cluster-based templates and also proposed an algorithm for handwritten script identification of six scripts using statistical features extracted based on connected components. Tan [5] developed rotation invariant features extraction method for automatic script identification for six languages. Wood et al. [4] described projection profile method to determine Roman, Russian, Arabic, Korean and Chinese characters. A. Busch et al. [9] proposed a texture based script identification system using wavelet features. Pal et al. [11] proposed an automatic technique of separating the text lines from 12 Indian scripts. Gaurav et al. [12] proposed a method for identification of Indian languages by combining Gabor filter based techniques and direction distance histogram classifier for Hindi, English, Malayalam, Bengali, Telugu and Urdu. Basavaraj et al. [14] proposed a neural network based system for script identification of Kannada, Hindi and English. Nagabhushan et al. [18] discussed an intelligent pin code script identification methodology based on texture analysis using modified invariant moments. In this paper an attempt is made to demonstrate the potentiality of visual discriminating features for script identification at word level. This work is in continuation of [27, 28, and 29] and modification of [30] .
In Section 2, the brief overview of data collection, preprocessing is presented. In Section 3, the feature extraction, features Computation and K nearest neighbour classifier are discussed. The experimental details and results obtained are presented in Section 4. Error analysis and comparative study is discussed in Section 5. Conclusion is given in Section 6.The overall method and process proposed is pictorially represented in Fig. 2 .
II. DATAT COLLECTION AND PREPROCESSING

A. Data Collection
The data set of 6000 word images are obtained by segmenting 350 document images. Out of 350, one hundred and fifty documents are collected from various books Magazines and Newspapers. Another 100 documents are downloaded from digital library of Indian institute of science. The remaining 100 documents are downloaded from samachar.com, then printed and finally scanned with 300 dpi. Most of these documents are bilingual and trilingual in nature. These, documents contain lot of variability in terms of font size, styles and scanning resolutions varying from 300 to 600 dpi, as well as the age and nature of the document.
B. Preprocessing
In general, the scanned document images are not good candidates for segmentation and feature extraction. The varying degrees of contrast in gray scale images and the presence of skew and noise will affect such features, leading to high classification error rates. In order to reduce the impact of these factors, the document images from which features are to be extracted must undergo a significant amount of preprocessing. The individual steps, which are performed in this stage, are binarization, deskewing, and segmentation. However, we assume that, the document image contains only text matter.
Binarization can be described as the process of converting a gray scale image into one, which contains only two distinct tones, that is black and white. This is an essential stage in many of the algorithms used in document analysis; especially those that identify connected components, that is, group of pixels, which are connected to form a single entity. For the purpose of this evaluation, a global thresholding approach provides an adequate means of binarization, and the method proposed by Otsu in [20] is used. The morphological area opening operation is performed to remove the noise like, periods, commas and quotation marks of area less than are equal to 20 pixels.
C. Skew Detection and Correction
Knowing the skew of a document is necessary for many document image analysis tasks, for example calculating projection profiles requires knowledge of the skew angle of the image to a high precision in order to obtain accurate results. In practice, the exact skew angle of a document is rarely known, as scanning errors, different page layouts, or even deliberate skewing of text can result in misalignment. In order to correct this, it is necessary to accurately determine the skew angle of a document image or of a specified region of the image, and for this purpose, a number of techniques have been presented in the literature [21, 22, 23 and 24] . Dhandra et al [31] discussed an image dilation and region labeling method for skew angle detection. In order to estimate the skew angle, they dilated the input image horizontally using a line-structuring element with a length of 32 pixels to fill up the gapes between the characters and words. Further, regions are labeled and then orientation of each label has been calculated and their mean is taken as an estimate of skew angle. However, this algorithm works well for English documents and when the script of the document changes, especially for Indian scripts having isolated descenders and ascenders; it fails to estimate the skew angle accurately. Most of Indian scripts have descenders and ascenders; therefore to make this algorithm script independent, we extended it by dilating the input image in vertical and horizontal directions with a linestructuring element to fill up the gaps between characters, descenders and ascenders to produce the text lines or words as the regions. The length of the structuring element is computed using equation (1) with k=0.5 and k=0.7 for vertical and horizontal directions respectively. Then, regions are labeled and their average orientation is taken as an estimate of skew angle ( ). Rotating an input image in opposite direction by performs the skew correction.
Strel=K. Mean (connected components height)
( 1) where, strel means the length of the structuring element and K varies from 0.25 to 0.8.
D. Segmentation
To segment the document image into several text lines, we use the valleys of the horizontal projection computed by a row-wise sum of black pixels. The position between two consecutive horizontal projections where the histogram height is least denotes one boundary line. Using these boundary lines, document image is segmented into several text lines. Similarly, to segment each text line into several text words, we use the valleys of the vertical projection of each text line obtained by computing the column-wise sum of black pixels. The position between two consecutive vertical projections where the histogram height is least denotes one boundary line. Using these boundary lines, every text line is segmented into several text words.
III. FEATURE EXTRACTION
The feature extraction is the integral part of any recognition system. The aim of feature extraction is to identify patterns by means of minimum number of features that are effective in discriminating pattern classes. The proposed algorithm is inspired by a simple observation that every script/language defines a finite set of text patterns, each having a distinct visual appearance [5] , and hence every language could be identified based on its discriminating features.
A. Properties of Scripts
Devnagari: Devnagari is the most popular script in India. It has 12 vowels and 33 consonants. They are called basic characters. Vowels can be written as independent letters, or by using a variety of diacritical marks which are written above, below, before or after the consonant they belong to. When vowels are written in this way they are known as modifiers. Sometimes two or more consonants can combine and take new shapes these new shape clusters are known as compound characters. These types of basic characters, compound characters and modifiers are present not only in Devnagari but in Kannada, Tamil, Malayalam and Odiya.
The Hindi (Devnagari) language characters (alphabets) have a horizontal line at the upper part. This line is called sirorekha. However, we shall call them headlines. When two or more Devnagari characters sit side by side to form a word, the sirorekha or headline touch one another and generates a big headline [11] , which is used as the major feature to distinguish from Kannada, Tamil, Malayalam, Odiya text words and English numerals.
Kannada: The Kannada script has 13 vowels and 37 consonants and they are flat in shape. They have less aspect ratio as compared to English numerals. Kannada script can be discriminated easily from Devnagari using horizontal stroke feature. Kannada characters have dominant left and right diagonal strokes as compared to other five scripts.
Tamil: The Tamil script has 12 vowels and 18 consonants and six special characters. Combination of consonants with vowels gives rise to new symbol or modified symbol. Hence a set of 262 symbols exists in the Tamil script. Tamil script has dominant vertical strokes as compared to Kannada script. Its aspect ratio is less than the English numerals.
Malayalam: Malayalam script has 13 vowels and 37 consonants. Most of the characters in this particular script have a convex curve type shape at their left or right end or both.
Odiya: The alphabet of the modern Oriya script consists of 11 vowels and 41 consonants. Oriya script contains dominant vertical and diagonal strokes.
English numeral: The distinct property of the English numerals is the existence of the vertical strokes like structure. From the experiment, we noticed that the vertical strokes in digits like 1, 3, 4, 6, 8, 9, and 0 are more dominant than that of horizontal strokes. The sample character set (vowels) of proposed scripts is shown in Fig. 3 to exhibit their shapes. The seven features and their method of computation are discussed below.
Aspect Ratio (AR): The word images are used to compute the eight-connected components of white pixels on the image and produce the bounding box for each of the connected components. Aspect ratio can be defined as the ratio of component height to component width [3] . The average aspect ratio (AAR) is defined as (2) where, N is the number of connected components in an image and the value of the aspect ratio is a real number. It is important feature for word wise script identification [7] .
Eccentricity (AE):
The eccentricity is a contour based global shape feature [8] . It is defined as the length of the major axis divided by the length of the minor axis [8] 
where, N is the number of connected components in an image. The value of eccentricity is a real number. To extract the characters or components containing strokes in vertical, horizontal, right and left diagonal directions, we have performed the erosion operation on the input binary image (taken as texture) with the linestructuring element. The length of the structuring element is computed using equation (1) with k=0.7.The resulting image is used for opening by reconstruction in the vertical, horizontal, right and left diagonal directions using a fast hybrid reconstruction algorithm [25] . Reconstruction is a morphological transformation involving two images and a structuring element. One image, the marker, is the starting point for the transformation. The other mask image constraints the transformation. In this paper, a fast hybrid reconstruction algorithm [25] is used for reconstruction and erode image is used as the marker image throughout the experiment. Horizontal Reconstructed Image Pixels Density (HRIPD): It is defined as the ratio of the total number of on pixels left after horizontal reconstruction with fill holes to total number of pixels in an input image. The value of horizontal pixel density is a real number. It is computed using equation (5) .
Vertical Reconstructed Image Pixels Density (VRIPD): It is defined as the ratio of the total number of on pixels left after vertical reconstruction with fill holes to total number of pixels in an input image. The value of vertical pixel density is a real number. It is computed using equation (6) . Similarly, the right diagonal reconstructed image pixels density (RDRIPD) and left diagonal reconstructed image pixels density (LDRIPD) are defined.
For fill holes, we choose the marker image (erode image), f m , to be 0 everywhere except on the image border, where it is set to 1-f. Here f is the original image.
fm(x, y) = 1-f(x, y) ,if (x, y) is on the border of f (4) 0 , otherwise
c has the effect of filling the holes in f as shown in Fig. 5 ,where, R f c is the reconstructed image.
Pixels Ratio (PR):
It is defined as the ratio of the total number of on pixels left after performing hole fill operation on input image to its total number of pixels and is a real number. Equation (7) is used to compute PR. Thus, a vector of seven features i.e. X= [AAR, AE, HRIPD, VRIPD, RDRIPD, LDRIPD, PR] is obtained.
The horizontal reconstruction, vertical reconstruction and pixel ratio computation is pictorially represented in Fig.  4 , Fig.5 and Fig. 6 . The vertical and horizontal reconstruction process of Kannada, Tamil, Hindi and English numerals is presented in Fig. 7 . The sample text word images of Kannada, Devnagari, Tamil, Malayalam and English numerals are shown in Fig. 8 . 
B. K-Nearest Neighbour Classifier
In order to identify the most appropriate classifier for the problem of script identification, the KNN classifier is chosen based on its best performance reported in [10] as compared to well known classifiers, namely, Parzen density, quadratic Byes, feed-forward neural net and support vector machine. Our underlying problem is similar to one reported in [10] , hence the choice of KNN classifier is justified. The K-nearest neighbour is a supervised learning algorithm. It is based on minimum distance (Euclidian distance calculated using Eq. 8) from the query instance to the training samples to determine the k-nearest neighbours. After determining the k nearest neighbours, we take simple majority of these k-nearest neighbours to be the prediction of the query instance. The experiment is carried out by varying the number of neighbours (K= 3, 5, 7) and the performance of the algorithm is optimal when K = 3. To asses the performance of the classifier the feature set of 6000 word images are randomly divided (approximately equal) into five groups and a 5-fold cross validation is performed to get optimum result as reported in Tables-2 to 
IV. RESULTS AND DISCUSSIONS
Out of 6000 word images, Kannada, Devnagari-Tamil, Malayalam, Odiya are 1000 each and 850 are English numerals. The average script identification results of KNN classifier with five fold cross validation test for biscript and tri-script problem is presented in Table 2 , 3, 4, 5, 6 and 7 and are quite comparable. Though, the aim of this paper is achieved, that is the word-wise script identification in bilingual documents; a second experiment is conducted on 150 word images to test the sensitivity of the algorithm with respect to font sizes and styles. These words are first created in different fonts using DTP packages, and then printed from a laser printer. The printed documents are scanned as mentioned earlier. The most commonly used five fonts of Kannada, Hindi and English are considered for experiment. For each font 10 word images of 10 to 36 points are considered. These 150 word images are distributed equally among Kannada, Devnagari and English numerals. The Kannada font styles used are KNTTKamanna, TTUma, TTNandini, TTPadmini and TTPampa. The Devnagari font styles considered are DVTTAakash, TTBhima, TTNatraj, TTRadhika, and TTSurekha. Times New Roman, Arial, Times New Roman italic, Arial Black and Bookman Old Style of English numerals are used for font and size sensitivity testing. It is noticed that, script identification accuracy achieved for second data set is consistent. In the reported work of [13, 15, 16] , it is mentioned that, the error rate is more when the word size is less than 3 characters.
V. ERROR AND COMPARATIVE ANALYSIS
Proposed algorithm perform better even for single character words, but it fails when words like , , marks like "|" and broken sirorekha's are encountered in Devnagari. The touched and broken components of Kannada word images are not recognized correctly because of loss in aspect ratio. The boldface word images of Tamil are also misclassified as Devnagari, due to the increase in stroke densities. As word length reduces to less than two characters the variation of vertical strokes densities between Devnagari, Malayalam, Odiya and English numeral are negligible. Hence, an average of 5% misclassification occurred between these scripts.
The proposed algorithm is implemented in MATLAB 6.1. The average time taken to recognize the script of a given word is 0.3024 seconds on a Pentium-IV with 128 MB RAM based machine running at 1.80 GHz. Since, there is no work reported for script identification of numerals at word level, to the best of our knowledge, the results of this work could not be compared. However, we compared the performance of the proposed algorithm with the algorithms proposed for text words separation. The comparative study is presented in Table 1 . Proposed algorithm has no word size constraint The performance of the proposed features are experimentally observed for bi-class problem (Kannada and English numeral) and found that the aspect ratio is the dominant feature for recognition whereas horizontal and right diagonal features are weak (see Fig. 9 ). The maximum average recognition accuracy of the proposed algorithm for bi-script (Tamil and English script) problem is 99.89% and for tri-script (Tamil, Hindi and English) problem is 98.07%, whereas the maximum average accuracy of bi-script problem reported by U.Pal et.al. [26] as 97% and the maximum average recognition accuracy of the tri-script problem reported by Pati et.al. [19] as 99% with 32 features. With this it is clear that the performance of the proposed algorithm in terms of accuracy, time complexity and dimensionality is better than the other algorithms proposed in the literature.
VI. CONCLUSION
In this paper, we have investigated a tool of structural stroke primitives present in different directions and global shape features for script identification at word level. The morphological opening by reconstruction approach is efficiently used for stroke based reconstruction and its contribution for discriminating the proposed scripts is evident from this algorithm. The simplicity of the algorithm is that, it exploits efficiently the distinct visual factors (strokes, holes etc.,), which are guiding to our human script identification. Furthermore, our method overcomes the word length constraint of [13, 15, 16] and works well evenfor single component words. During the extraction of features, the connected components of size less than are equal to 20 pixels are removed from the image prior to features computation. Thus, the approach is robust with respect to noise. It is also clear that the algorithm is insensitive to font styles, sizes, word length and scanning artifacts like resolution. Experimental results have exhibited that relatively simple technique can reach a high level accuracy for discriminating the proposed scripts. It is our future endeavor to modify this algorithm to perform script identification from multilingual document images containing more number of Indian languages. Table 7) respectively. In Table 7 , local means the local scripts Kannada, Tamil, Malayalam and Odiya.
