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1. INTRODUCTION
It is well known the great interest created in many
research communities, the study of control multi-
agents system, and there are an amount of literature
as for example [3], [8], [10], [12]. It is due to the
multi-agents appear in different areas as for example
in consensus problem of communication networks
[9] or formation control of mobile robots [2].
Jinhuan Wang, Daizhan Cheng and Xiaoming Hu
in [10] study the consensus problem in the case
of multiagent systems in which all agents have an
identical linear dynamics and it is an stable linear
system. In [3] this result is generalized to the case
where the dynamic of the agents are controllable.
In this paper multiagent systems consisting of k+
1 agents with dynamics
x˙0 = A0x
0
x˙1 = A1x
1 + B1u
1
...
x˙k = Akx
k + Bku
k
are considered. Wei Ni and Daizhan Cheng in [7]
analyze the case where A0 = A1 = . . . = Ak and
B1 = . . . = Bk this particular case has practical
scenarios as the ﬂight of groups of birds. It is
obvious that in this case the mechanic of the ﬁrst
system is independent of the others, then consensus
under a ﬁxed topology can be easily obtained and it
follows from the motion of the ﬁrst equation. This
consensus problem is known as leader-following
consensus problem ([7]. [4]).
2. PRELIMINARIES
A. Algebraic Graph theory
We consider a graph G = (V , E) of order k with
the set of vertices V = {1, . . . , k} and the set of
edges E = {(i, j) | i, j ∈ V} ⊂ V × V .
Given an edge (i, j) i is called the parent node
and j is called the child node and j is in the
neighbor of i, concretely we deﬁne the neighbor of
i and we denote it by Ni to the set Ni = {j ∈ V |
(i, j) ∈ E}.
The graph is called undirected if veriﬁes that
(i, j) ∈ E if and only if (j, i) ∈ E . The graph is
called connected if there exists a path between any
two vertices, otherwise is called disconnected.
Associated to the graph we consider a matrix G =
(gij) called (unweighted) adjacency matrix deﬁned
as follows gii = 0, gij = 1 if (i, j) ∈ E , and gij = 0
otherwise.
In a more general case we can consider a
weighted adjacency matrix is G = (gij) with gii =
0, gij > 0 if (i, j) ∈ E , and gij = 0 otherwise).
The Laplacian matrix of the graph is
L = (lij) =
⎧⎨
⎩
|Ni| if i = j
−1 if j ∈ Ni
0 otherwise
Remark 2.1: i) If the graph is undirected then
the matrix L is symmetric, then there exist an
orthogonal matrix P such that PLP t = D.
ii) If the graph is undirected then 0 is an eigen-
value of L and (1, . . . , 1)t is the associated
eigenvector.
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iii) If the graph is undirected and connected the
eigenvalue 0 is simple.
For more details about graph theory see [11].
B. Kronecker product
Remember that A = (aij) ∈ Mn×m(C) and B =
(bij) ∈ Mp×q(C) the Kronecker product (see [5] for
more information) is deﬁned as follows
Deﬁnition 2.1: Let A = (aij) ∈ Mn×m(C) and
B ∈ Mp×q(C) be two matrices, the Kronecker
product of A and B, write A⊗ B, is the matrix
A⊗B =
⎛
⎜⎜⎝
a11B a
1
2B . . . a
1
mB
a21B a
2
2B . . . a
2
mB
...
...
...
an1B a
n
2B . . . a
n
mB
⎞
⎟⎟⎠ ∈ Mnp×mq(C)
Kronecker product veriﬁes the following proper-
ties
1) (A+ B)⊗ C = (A⊗ C) + (B ⊗ C)
2) A⊗ (B + C) = (A⊗ B) + (A⊗ C)
3) (A⊗ B)⊗ C = A⊗ (B ⊗ C)
4) (A⊗ B)t = At ⊗ Bt
5) If A ∈ Gl(n;C) and B ∈ Gl(p;C)), then A⊗
B ∈ Gl(np;C)) and (A⊗ B)−1 =
A−1 ⊗ B−1
6) If the products AC and BD are possible, then
(A⊗ B)(C ⊗D) = (AC)⊗ (BD)
Associated to the Kronecker product, can be deﬁned
the vectorizing operator that transforms any matrix
A into a column vector, by placing the columns in
the matrix one after another,
Deﬁnition 2.2: Let X = (xij) ∈ Mn×m(C) be a
matrix, and we denote xi = (x1i , . . . , x
n
i )
t for 1 ≤
i ≤ m the i-th column of the matrix X . We deﬁne
the vectorizing operator vec, as
vec : Mn×m(C) −→ Mnm×1(C)
X −→
⎛
⎜⎜⎝
x1
x2
...
xm
⎞
⎟⎟⎠
Obviously, vec is an isomorphism.
C. Dynamic of multi-agent having identical dynam-
ical mode
Let us consider a group of k identical agents. The
dynamic of each agent is given by the following
linear dynamical systems
x˙1 = Ax1 + Bu1
...
x˙k = Axk + Buk
(1)
xi ∈ Rn, ui ∈ Rm, 1 ≤ i ≤ k.
We consider the undirected graph G with
i) Vertex set: V = {1, . . . , k}
ii) Edge set: E = {(i, j) | i, j ∈ V } ⊂ V × V
deﬁning the communication topology among agents.
Deﬁnition 2.3: Consider the system 1. We say
that the consensus is achieved using local informa-
tion if there is a state feedback
ui = K
∑
j∈Ni
(xi − xj), 1 ≤ i ≤ k
such that
lim
t→∞
‖xi − xj‖ = 0, 1 ≤ i, j ≤ k.
For simplify we will write zi =
∑
j∈Ni(x
i−xj), 1 ≤
i ≤ k.
The closed-loop system obtained under this feed-
back is as follows
X˙ = AX + BKZ ,
where
X =
⎛
⎝ x
1
...
xk
⎞
⎠ , X˙ =
⎛
⎝ x˙
1
...
x˙k
⎞
⎠ ,
A =
⎛
⎝ A . . .
A
⎞
⎠ , B =
⎛
⎝ B . . .
B
⎞
⎠ ,
K =
⎛
⎝ K . . .
K
⎞
⎠ , Z =
⎛
⎜⎝
∑
j∈N1 x
1 − xj
...∑
j∈Nk x
k − xj
⎞
⎟⎠ .
Following this notation we can conclude the
following
37
Proposition 2.1 ([10]): The closed-loop system
can be described as
X˙ = ((Ik ⊗ A) + (Ik ⊗ BK)(L ⊗ In))X .
Taking into account that the graph is undirected,
following remark 2.1, we have that there exists an
orthogonal matrix P ∈ Gl(k;R) such that PLP t =
D = diag (λ1, . . . , λk), (λ1 ≥ . . . ≥ λk).
Corollary 2.1: The closed-loop system can be
described in terms of the matrices A, B, the feed-
back K and the eigenvalues of L in the following
manner
˙̂X =
⎛
⎝ A+ λ1BK . . .
A+ λkBK
⎞
⎠ X̂. (2)
Remark 2.2: limt→∞ ‖Pxi − Pxj‖ = 0 if and
only if limt→∞ ‖xi − xj‖ = 0.
1) Consensus problem: It would seem that if the
graph is connected the consensus problem would be
solvable of there is a K such that the system 2 is
stabilized. But taking into account that λ1 = 0 this
system is only stabilized if x˙1 = Ax1 is stable.
Suppose now, that the system (A,B) is control-
lable, so there exist K such that the close loop
system x˙ = (A + BK)x = Ax is asymptotically
stable and we apply all results presented in §3
over the group of k identical agents, where the
dynamic of each agent is given by the following
linear dynamical systems
x˙1 = Ax1 + Bu1
...
x˙k = Axk + Buk
(3)
xi ∈ Rn, ui ∈ Rm, 1 ≤ i ≤ k.
Lemma 2.1 ([10]): Let (A,B) be a controllable
pair of matrices and we consider the set of k-linear
systems
x˙i = Axi + λiBu
i, 1 ≤ i ≤ k
with λi > 0. Then, there exist a feedback K
which simultaneously assigns the eigenvalues of the
systems as negative as possible.
More concretely, for any M > 0, there exist ui =
Kxi for 1 ≤ i ≤ k such that
Reσ(A+ λiBK) < −M, 1 ≤ i ≤ k.
(σ(A+λiBK) denotes de spectrum of A+λiBK
for each 1 ≤ i ≤ k).
As a corollary we can consider the consensus
problem.
Corollary 2.2 ([3]): We consider the system 1
with a connect adjacent topology. If (A,B) is a
controllable pair then, the consensus is achieved by
means the feedback deﬁned in 2.3 and a feedback
K stabilizing (A,B).
Proof: Taking into account that the adjacent
topology is connected we have that 0 = λ1 < λ2 ≤
. . . ≤ λk and (1, . . . , 1)t = 1k is the eigenvector
corresponding to the simple eigenvalue λ1 = 0.
On the other hand we can ﬁnd K stabilizing
(A,B) and then we can ﬁnd K stabilizing the
associate system 2, then we ﬁnd Z such that
limt→∞Z = 0.
Using Z = (L⊗ In)X we have that limt→∞X =
1k ⊗ v for some vector v ∈ Rn and the consensus
is obtained.
3. DYNAMIC OF MULTI-AGENT HAVING NO
IDENTICAL DYNAMICAL MODE
We consider now, a multi-agent where the dy-
namic of each agent is given by the following
dynamical systems
x˙1 = A1x
1 + B1u
1
...
x˙k = Akx
k + Bku
k
(4)
xi ∈ Rn, ui ∈ Rm, 1 ≤ i ≤ k. Where matrices Ai
and Bi are not necessarily equal.
The communication topology among agents is
deﬁned by means the undirected graph G with
i) Vertex set: V = {1, . . . , k}
ii) Edge set: E = {(i, j) | i, j ∈ V } ⊂ V × V .
an in a similar way as before, we have the following.
Deﬁnition 3.1: Consider the system 4. We say
that the consensus is achieved using local informa-
tion if there exists a state feedback
ui = Ki
∑
j∈Ni
(xi − xj), 1 ≤ i ≤ k
such that
lim
t→∞
‖xi − xj‖ = 0, 1 ≤ i, j ≤ k.
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For simplicity we deﬁne zi =
∑
j∈Ni(x
i−xj), 1 ≤
i ≤ k.
The closed-loop system obtained under this feed-
back is as follows
X˙ = AX + BKZ
where
X =
⎛
⎝ x
1
...
xk
⎞
⎠ , X˙ =
⎛
⎝ x˙
1
...
x˙k
⎞
⎠
A =
⎛
⎝ A1 . . .
Ak
⎞
⎠ , B =
⎛
⎝ B1 . . .
Bk
⎞
⎠
K =
⎛
⎝ K1 . . .
Kk
⎞
⎠ , Z =
⎛
⎜⎝
∑
j∈N1 x
1 − xj
...∑
j∈Nk x
k − xj
⎞
⎟⎠ .
Calling
BK =⎛
⎝ B1 . . .
Bk
⎞
⎠
⎛
⎝ K1 . . .
Kk
⎞
⎠ =
⎛
⎝ B1K1 . . .
BkKk
⎞
⎠
and observing that
Z = (L ⊗ In)X
we deduce the following proposition
Proposition 3.1 ([3]): The closed-loop system
can be deduced in terms of matrices A, B and K in
the following manner.
X˙ = (A+ BK(L ⊗ In))X (5)
We are interested in Ki such that the consensus
is achieved.
Proposition 3.2 ([3]): We consider the system 4
which a connected adjacent topology. If the system
5 is stable the consensus problem has a solution.
4. DYNAMIC OF MULTI-AGENT WITH A LEADER
In this section we analyze the dynamic of multi-
agent with special agent with independent motion
of all other agents
The dynamic of each agent is given by the
following dynamical systems
x˙0 = A0x
0
x˙1 = A1x
1 + B1u
1
...
x˙k = Akx
k + Bku
k
(6)
xi ∈ Rn, ui ∈ Rm, 1 ≤ i ≤ k.
The communication topology among agents is
deﬁned by means the undirected graph G with
i) Vertex set: V = {0, 1, . . . , k}
ii) Edge set: E = {(i, j) | i, j ∈ V } ⊂ V × V .
an in a similar way as before, we have the following.
Deﬁnition 4.1: Consider the system 6. We say
that the consensus is achieved using local informa-
tion if there exists a state feedback
ui = Ki
∑
j∈Ni
(xi − xj), 0 ≤ i ≤ k
such that
lim
t→∞
‖xi − x0‖ = 0, 1 ≤ i ≤ k.
For simplicity we deﬁne zi =
∑
j∈Ni(x
i−xj), 1 ≤
i ≤ k.
The closed-loop system obtained under this feed-
back is as follows
X˙ = AX + BKZ
where
X =
⎛
⎜⎜⎝
x0
x1
...
xk
⎞
⎟⎟⎠ , X˙ =
⎛
⎜⎜⎝
x˙0
x˙1
...
x˙k
⎞
⎟⎟⎠
A =
⎛
⎜⎜⎝
A0
A1
. . .
Ak
⎞
⎟⎟⎠ ,
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B =
⎛
⎜⎜⎝
0
B1
. . .
Bk
⎞
⎟⎟⎠
K =
⎛
⎜⎜⎝
K0
K1
. . .
Kk
⎞
⎟⎟⎠ ,
Z =
⎛
⎜⎜⎜⎝
∑
j∈N0 x
0 − xj∑
j∈N1 x
1 − xj
...∑
j∈Nk x
k − xj
⎞
⎟⎟⎟⎠ .
Calling
BK =⎛
⎜⎜⎝
0
B1
. . .
Bk
⎞
⎟⎟⎠
⎛
⎜⎜⎝
K0
K1
. . .
Kk
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
0
B1K1
. . .
BkKk
⎞
⎟⎟⎠
and observing that
Z = (L ⊗ In)X
we deduce the following proposition
Proposition 4.1: The closed-loop system can be
deduced in terms of matrices A, B and K in the
following manner.
X˙ = (A+ BK(L ⊗ In))X (7)
We are interested in Ki such that the consensus
is achieved.
Proposition 4.2: We consider the system 6 which
a connected adjacent topology. If the system 7 is
asymptotically stable the consensus problem has a
solution.
Proof: Remember that the zero state of a sys-
tem x˙ = Ax is asymptotically stable if and only if
all eigenvalues of A have negative real parts (see
[1]).
In our particular setup, and by hypothesis, all
eigenvalues of the matrix A = (A + BK(L ⊗ In))
have negative real parts. So, the solution of the
system X = eAtX −→ 0 as t −→ ∞. But
X =
⎛
⎝ x
0
x1
...
xk
⎞
⎠. Then, the result is easily concluded.
Remark 4.1: If system 6 is stable, then the sys-
tem x˙0 = Ax0 is stable and the systems x˙i =
Aix
i + Biu
i, are stabilizable for all 1 ≤ i ≤ k.
A. Particular case
We consider now the case where Ai = A and
Bi = B for all 1 ≤ i ≤ k and for the ﬁrst system
also A0 = A and we will try to obtain the matrix
K with Ki = k for all 1 ≤ i ≤ k such that the
consensus is achieved.
Calling yi = xi − x0, we have that yi − yj =
xi − xj and y0 = 0 and the multi-agent system can
be rewritten as
x˙0 = Ax0
y˙1 = Ay1 + BK
∑
j∈N1(y
1 − yj) =
= Ay1 + BK(
∑
0=j∈N1(1 + α1)y
1 − yj)
...
y˙k = Ayk + BK
∑
j∈Nk(y
k − yj) =
= Ayk + BK(
∑
0=j∈Nk(1 + α1)y
k − yj)
where αi = 1 if the agent i is in the neighbor of the
agent 0, and αi = 0 otherwise.
In this way we obtain a system in the variables
y as the systems of the subsection 1-C and we can
apply the above results.
Notice that in this case, the matrix Ly coincides
with the lower diagonal submatrix of order k of
the matrix L of the system (7) for our particular
case. We can also observe that this matrix coincides
with the Laplacian of the adjacency matrix of the
graph obtained by considering only the relationship
between agents xi regardless of the agent x0 plus
the diagonal matrix (αi).
A similar result is obtained by Wei Ni and
Daizhan Cheng in [7].
Example 4.1: We consider four agents with the
following dynamics of each agent
x˙0 = Ax0
x˙1 = Ax1 + Bu1
x˙2 = Ax2 + Bu2
x˙3 = Ax3 + Bu3
(8)
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The communication topology is deﬁned by the
graph (V , E):
V = {0, 1, 2, 3}
E = {(i, j) | i, j ∈ V } =
{(0, 1), (0, 3), (1, 2), (1, 3)} ⊂ V × V
and the adjacency matrix:
G =
⎛
⎜⎜⎝
0 1 0 1
1 0 1 1
0 1 0 0
1 1 0 0
⎞
⎟⎟⎠
The neighbors of the parent nodes are N0 =
{1, 3} N1 = {0, 2, 3}, N2 = {1}, N3 = {0, 1}.
The Laplacian matrix of the graph is
L =
⎛
⎜⎜⎝
2 −1 0 −1
−1 3 −1 −1
0 −1 1 0
−1 −1 0 2
⎞
⎟⎟⎠
Then the matrix Ly is
Ly =
⎛
⎝ 3 −1 −1−1 1 0
−1 0 2
⎞
⎠ =
⎛
⎝ 2 −1 −1−1 1 0
−1 0 1
⎞
⎠+
⎛
⎝ 1 0
1
⎞
⎠ .
5. CONCLUSIONS
In this paper the consensus problem is considered
for multi-agent systems, in which all agents have an
identical linear dynamic mode that can be of any
order. A generalization to the case all agents are
of the same order but do not have the same linear
dynamic.
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