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We study the complexity of a problem “Common Eigenspace” — verifying consistency
of eigenvalue equations for composite quantum systems. The input of the problem is
a family of pairwise commuting Hermitian operators H1, . . . ,Hr on a Hilbert space
(Cd)⊗n and a string of real numbers λ1, . . . , λr . The problem is to determine whether
the common eigenspace specified by equalities Ha|ψ〉 = λa|ψ〉, a = 1, . . . , r has a positive
dimension. We consider two cases: (i) all operators Ha are k-local; (ii) all operators Ha
are factorized. It can be easily shown that both problems belong to the class QMA
— quantum analogue of NP, and that some NP-complete problems can be reduced to
either (i) or (ii). A non-trivial question is whether the problems (i) or (ii) belong to NP?
We show that the answer is positive for some special values of k and d. Also we prove
that the problem (ii) can be reduced to its special case, such that all operators Ha are
factorized projectors and all λa = 0.
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1 Formulation of the problem
Quantum complexity were studied intensely during the last decade. Many quantum complex-
ity classes were invented (to find any of them see a comprehensive list [1]). Many interesting
results are known for these classes. Nevertheless, the exact relationship between quantum
and classical complexity classes remain open for almost all of them. In this paper we will
focus on the classical complexity class NP and its quantum analogue QMA which was defined
in [2], [3].
Let us recall the definitions of these classes. A Boolean function F :B∗ → B is in NP iff
there is a function R:B∗ × B∗ → B computable in polynomial time on a classical computer
and a polynomial p such that
F (x) = 1 ⇒ R(x, y) = 1 for some y ∈ B∗, |y| < p(|x|).
F (x) = 0 ⇒ R(x, y) = 0 for any y ∈ B∗, |y| < p(|x|).
ae-mail: serg@cs.caltech.edu
be-mail: vyalyi@mccme.ru
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2 Commutative version of the local Hamiltonian
(Here and below B = {0, 1} and B∗ is the set of finite binary strings. A length of string
x ∈ B∗ is denoted by |x|.) It will be convenient to introduce two players: Arthur and Merlin.
Arthur wants to compute F (x), but he is not powerful enough to do that without assistance
of Merlin. Merlin sends him the string y as a ‘proof’ that F (x) = 1. The properties of R(x, y)
guarantee that Merlin can convince Arthur that F (x) = 1 iff F (x) = 1.
The class QMA is defined analogously, but Arthur is able to process quantum information.
For our purposes it suffices to mention three distinctions between QMA and NP. Firstly, there
is a quantum communication channel between Arthur and Merlin. Thus Merlin’s message may
be a quantum superposition of many strings y. Secondly, Arthur has a quantum computer
which he uses to verify the proof (i.e. the function R(x, y) is computed by a quantum circuit,
rather than a classical one). Thirdly, the verification may fail with a non-zero probability.
However, the gap between Arthur’s acceptance probabilities corresponding to F (x) = 1 and
F (x) = 0 must be sufficiently large (bounded by a polynomial in 1/|x|).
By definition, NP ⊆ MA ⊆ QMA, where MA is the class of Merlin-Arthur games —
probabilistic analogue of the class NP. It is not known whether these inclusions are strict.
But good candidates for separating QMA and MA exist. The first example is the group
non-membership problem (GNM). Watrous [4] showed that GNM in the oracle model has
succint quantum proofs. He also constructed an oracle B such that GNM(B) /∈ MAB. So, in
a relativized world the inclusion MAB ⊂ QMAB is strict. The second example was found by
Aharonov and Regev [5]. It is a complement to a gap version of the shortest lattice vector
problem.
Similarly to the class NP, the class QMA has complete problems. The first QMA-complete
problem was found by Kitaev [2]. It is the k-local Hamiltonian problem with k ≥ 5. Later
Kempe and Regev [6] proved that the 3-local Hamiltonian problem is also QMA-complete.
Then Kempe, Kitaev, and Regev [7] combined this result with a perturbative analysis to show
that the 2-local Hamiltonian is QMA-complete. Recently, Janzing, Wocjan and Beth have
found another example of QMA-complete problem, see [8]. It is a non-identity check for an
unitary operator given by a quantum circuit.
Recall, that the input of the 2-local Hamiltonian problem is x = (H, εl, εu), where H is
a Hermitian operator (a Hamiltonian) acting on a Hilbert space (Cd)⊗n and εl < εu are real
numbers, such that εu− εl ≥ 1/ poly (n). The operator H is represented as a sum of pairwise
interactions:
H =
∑
1≤a<b≤n
Hab. (1)
The function F (x) to be computedc is defined as
F (x) = 1 ⇔ H has an eigenvalue not exceeding εl,
F (x) = 0 ⇔ all eigenvalues of H are greater than εu.
(2)
Merlin convinces Arthur that F (x) = 1 by sending him the ground state |Ψ0〉 of the Hamil-
tonian H . For any Merlin’s message |Ψ〉 Arthur can efficiently evaluate an expectation value
〈Ψ|H |Ψ〉, see [2], that allows him to verify Merlin’s proof.
cSome binary encoding must be used for an input of all problems. Accordingly, all functions to be computed
are Boolean functions (may be partially defined).
S. Bravyi and M. Vyalyi 3
For some special classes of Hamiltonians the ground state may admit a good classical
description (a good description must have a polynomial length and must allow classical poly-
nomial verification algorithm for Arthur). A trivial case is a Hamiltonian H such that all
interactions Hab are diagonal in the standard product basis of (C
d)⊗n. Then the ground state
is a basis vector. It can be described by n log (d) classical bits. The corresponding 2-local
Hamiltonian problem thus belongs to NP. As an example, consider a graph G = (V,E) with
qubits living at vertices and an ‘antifferomagnetic’ Hamiltonian H = +
∑
(u,v)∈E σ
z
uσ
z
v , where
σzu is the Pauli operator acting on the qubit u. As was shown in [9], it yields NP-complete
problem. Note that generally Arthur can not solve the problem without Merlin’s assistance,
because the Hamiltonian is highly frustrated.
A less restricted case of the 2-local Hamiltonian problem is obtained by putting pairwise
commutativity constraint on the individual interactions:
HabHcd = HcdHab for all pairs (a, b) and (c, d). (3)
In this case all interactions are still diagonalized over the same basis. In particular, the ground
state |Ψ0〉 of H satisfies eigenvalue equations
Hab|Ψ0〉 = λab|Ψ0〉 for all 1 ≤ a < b ≤ n,
while the lowest eigenvalue of H is
E0 =
∑
1≤a<b≤n
λab.
(If some pair of particles a, b do not interact with each other, i.e., Ha,b = 0, one can take
λab = 0.) However, a priori, there is no good classical description for the state |Ψ0〉. Note that
a list of the eigenvalues {λab} is not a good classical description, since some configurations of
the eigenvalues may be inconsistent due to frustrations or (and) the entanglement monogamy.
So the complexity of the problem may be higher than NP.
As a simple example consider Hamiltonians associated with the one-dimensional cluster
states, see [10]. The cluster state |Cn〉 is an entangled state of a linear chain of n qubits. It
is specified by eigenvalue equations
Sa|Cn〉 = |Cn〉, Sa = (σ
z ⊗ σx ⊗ σz)[a− 1, a, a+ 1], (4)
where a runs from 1 to n and the square brackets indicates the qubits acted on by an operator
(we use the periodic boundary conditions σα[0] ≡ σα[n] and σα[n+1] ≡ σα[1]). All operators
Sa pairwise commute. Define a Hamiltonian H as
H = −
n∑
a=1
Sa.
This Hamiltonian is 2-local with respect to a coarse-grained partition, such that the qubits
1, 2 comprise the first particle, the qubits 3, 4 — the second, and so on (the partition is
defined only for even n). Its unique ground state is the cluster state |Cn〉. This example
demonstrates that the commutativity constraint (3) does not prevent the ground state of H
from being highly entangled.
4 Commutative version of the local Hamiltonian
We shall prove that the ground state of any 2-local Hamiltonian (1) satisfying the commu-
tativity constraint (3) always admits a good classical descriptiond, so the corresponding 2-local
Hamiltonian problem belongs to NP (is NP-complete for d ≥ 3). It should be contrasted with
the general 2-local Hamiltonian problem, which is QMA-complete.
We consider here this problem and some other problems involving sets of pairwise com-
muting Hermitian operators acting on a product space
H = H1 ⊗H2 ⊗ · · · ⊗ Hn. (5)
The factors Hj will be referred to as ‘particles’. The maximal local dimension
d = max
j=1,...,n
dimHj
will be regarded as a constant. Let us introduce two classes of operators. An operator
H ∈ L(H) is called factorized if it can be expressed as H = h1 ⊗ h2 ⊗ · · · ⊗ hn for some
hj ∈ L(Hj). For any group of particles S ⊆ {1, . . . , n} and for any operator h ∈ L(
⊗
j∈S Hj)
there exists a naturally defined operator h[S] ∈ L(H). It is equal to a tensor product of h
with identity operators for all j /∈ S. An operator H ∈ L(H) is called strictly k-local if it can
be expressed as H = h[S] for some S ⊆ {1, . . . , n}, |S| ≤ k, and h ∈ L(
⊗
j∈S Hj). Note that
if d and k are regarded as constants, both factorized and k-local operators admit a concise
classical description (its length grows at most linearly with n).
Consider now a family of Hermitian operators H1, . . . , Hr ∈ L(H) such that
HaHb = HbHa for all 1 ≤ a, b ≤ r, (6)
and a set of real numbers λ1, . . . , λr. We shall use a notation x = (H1, . . . , Hr;λ1, . . . , λr) for
all these data as it will be a typical input of our problems. The operators Ha will be referred
to as check operators. Define a common eigenspace (CES) corresponding to x as
Lx = {|ψ〉 ∈ H : Ha|ψ〉 = λa|ψ〉 for all a = 1, . . . , r} (7)
If there are no vectors |ψ〉 ∈ H satisfying all the eigenvalue equations, the common eigenspace
is empty, Lx = 0.
Problem 1 (THE k-LOCAL CES) The input is x = (H1, . . . , Hr;λ1, . . . , λr), where all
check operators Ha are k-local. Determine whether the common eigenspace Lx has a positive
dimension.
Problem 2 (THE FACTORIZED CES) The input is x = (H1, . . . , Hr;λ1, . . . , λr), where
all check operators Ha are factorized. Determine whether the common eigenspace Lx has a
positive dimension.
To analize the complexity of these problems, the input x must be represented by a binary
string using a suitable encoding. Assuming that an eigenvalue and a matrix element of a linear
operator can be represented by a constant number of bits (see a remark at the end of this
section), the length of the input is |x| = O(d2kr) for the k-local CES and |x| = O(d2nr) for
the factorized CES. As was mentioned above, d and k are regarded as constants, so the length
dThe lowest eigenvalue of H may be degenerate. In this case one can choose a ground state with a good
classical description.
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of the input is bounded by a polynomial, |x| = poly (n+ r). Note also that the consistency
of the input, i.e., the commutativity constraint (6), can be verified by an algrorithm running
in a time poly (n+ r). If x is regarded as a binary string, both problems require computation
of a Boolean function
F (x) = 1 ⇔ Lx 6= 0,
F (x) = 0 ⇔ Lx = 0.
(8)
Remarks: The input of the CES problems consists of operators and their eigenvalues. Opera-
tors acting on a space of fixed dimension will be represented by their matrix elements in some
fixed basis. Note that the CES problems are formulated in terms of exact equalities. So, we
need an appropriate ‘exact’ representation of (complex) numbers. A good choice is algebraic
numbers of bounded degree of the extension over rationals. These numbers are represented
by arrays of rationals and we have a trivial algorithm to check an exact equality for them.
If matrix elements are algebraic numbers and a size of the matrix is fixed then eigenvalues
of the matrix are also algebraic numbers (roots of a characteristic polynomial) of a bounded
degree of the extension over rationals.
To keep the bounded degree condition we put some additional restrictions to an input of
factorized CES. Namely, we require that eigenvalues of all factors must belong to the same
extension of bounded degree over rational numbers. So the eigenvalues which appear in the
input belong to the same field.
It is important that such data can be efficiently manipulated. In other words there are
algorithms running in polynomial time which solve all common linear algebra tasks in a
space of bounded dimension (solving systems of linear equations, finding eigenvalues and
eigenvectors of an operator and so on), see books [14, 15] for the subject.
2 Summary of main results
Our first theorem states the upper bound on the complexity of the CES problems.
Theorem 1 The k-local and the factorized CES problems belong to QMA.
Intuitively, it follows from the fact that any state |ψ〉 ∈ Lx is a sound proof that Lx is
not empty. Merlin’s proving strategy in both problems is to send Arthur an arbitrary state
|ψ〉 ∈ Lx. The key part of Arthur’s verification algorithm is to measure eigenvalues of the
check operators, see Section 3 for details.
The next theorem establishes the lower bound on the complexity of the CES problems.
Theorem 2 The k-local CES is NP-hard for k = 2, d ≥ 3 or k ≥ 3, d ≥ 2. The factorized
CES is NP-hard for d ≥ 2.
We construct NP-hard instances without resorting to quantum mechanics at all — the corre-
sponding check operators are classical, that is diagonal in the standard product basis. Namely,
we will show that NP-complete problems 3-coloring and 3-CNF can be reduced to ‘classical’
CES problems, see Section 3 for details.
Our main result is that the CES problems belong to NP for special values of k and d.
Theorem 3 The 2-local CES belongs to NP.
We prove this theorem using the concept of interaction algebra introduced by Knill, Laflamme,
and Viola in [17] and the elementary representation theory for finite-dimensional C∗-algebras.
Roughly speaking, we find a fine-grained partition of each particle into smaller subsystems
which we call subparticles. These subparticles are naturally grouped into interacting pairs,
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such that there is no interaction between different pairs. To verify that the common eigenspace
is non zero, one suffuces to do it for each pair of subparticles independently. It can be done
efficiently. The fine-grained partition reveals itself only on certain subspace of H. It can
be specified locally and Merlin’s proof is just a description of this subspace. Amazingly,
the structure of the common eigenspace resembles very much the structure of states with
“quantum Markov chain” property, see [11].
It follows from Theorems 2,3 that the 2-local CES is NP-complete problem for d ≥ 3.
Besides, Theorem 3 has the following corollary:
Corollary 1 The problem 2-local Hamiltonian with the pairwise commutativity constraint (3)
belongs to NP.
As far as the factorized CES is concerned, we present the following results.
Theorem 4 The factorized CES with d = 2 belongs to NP.
The proof of this theorem relies on the explicit formula for the dimension of the common
eigenspace. Although Arthur can not use this formula to compute the dimension efficiently,
sometimes it allows him to verify that two different instances of the problem yield the common
eigenspace of the same dimension. It happens if the two instances satisfy simple consistency
relations. We show that for any instance x of the factorized CES there exist another instance
y consistent with x, such that all check operators of y are diagonal in the standard product
basis. Merlin’s proof that Lx 6= 0 is just a description of the instance y and a basis vector
belonging to Ly.
To state the next theorem let us define the factorized projectors CES. It is the factorized
CES problem whose input satisfies additional constraints.
Problem 3 (THE FACTORIZED PROJECTORS CES) The same as the factorized
CES, but all check operators Ha are tensor products of orthogonal projectors and all λa = 0.
We shall prove that for any factorized CES problem can be divided into two independent
subproblems. The first subproblem is the factorized CES with all check operators being
tensor products of the Pauli operators σx, σy , and σz. It can be solved efficiently using the
stabilizer formalism, see [18]. The second subproblem is the factorized projectors CES. Both
subproblems are defined on a subspace H′ ⊆ H. This subspace is defined locally and admits
a good classical description. Arthur can efficiently identify the two subproblems provided
that Merlin sends him a description of H′. In other words, we prove that Problem 2 can be
non-deterministically reduced to Problem 3.
Theorem 5 If the factorized projectors CES with a given d ≥ 2 belongs to NP then the
factorized CES with the same d also belongs to NP.
We shall derive two interesting corollaries of Theorem 5.
Corollary 2 The factorized CES with a constraint (λa 6= 0 for 1 ≤ a ≤ r) belongs to NP.
Corollary 3 The factorized CES with a constraint (HaHb 6= 0 for 1 ≤ a, b ≤ r) belongs to
NP.
The complexity of the k-local and the factorized CES problem for arbitrary values of k
and d is still unknown. The results of Terhal and DiVincenzo on constant depth quantum
circuits [12] suggest that there are instances of the k-local CES for which Lx does not contain
a state with a good classical description. Indeed, consider a state |ψ〉 = U |ψsep〉, where
|ψsep〉 is a product state and U is a quantum circuit with two-qubit gates having a depth
D. If D ≥ 3, such circuits are hard to simulate classically, see [12], so generally |ψ〉 does
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not admit a good classical description. Since |ψsep〉 can be specified by eigenvalue equations
with 1-local check operators, the state |ψ〉 is a one-dimensional common eigenspace for some
2D-local CES. This argument, however, does not tell anything about the complexity of the
k-local CES, since Merlin’s proof need not to be a description of a state. Some remarks on
the complexity of the factorized CES are made at the end of Section 6.
The rest of the paper is organized as follows. Section 3 contains the proof of Theorems 1,2.
Section 4 elucidates the connection between the k-local CES and the k-local Hamiltonian
problems. Theorem 3 is proved in Section 5. Section 6 is devoted to a proof of Theorem 5
and its corollaries. In Section 7 we prove that the factorized projectors CES for qubits (d = 2)
belongs to NP. Being combined with Theorem 5, this result immediately implies that the
factorized CES for qubits belongs to NP, i.e., Theorem 4. Unfortunately we do not know how
to generalize the algorithm described in Section 7 to the case d ≥ 3. The reason this algorithm
fails for d ≥ 3 is rather non-trivial and can be understood with the help of Kochen-Specker
theorem [20]. We briefly discuss a connection with Kochen-Specker theorem in the concluding
part of Section 7.
3 Inclusion in QMA and NP-hardness
The proof of Theorem 1 is contained in the following two lemmas.
Lemma 1 The k-local CES belongs to QMA.
Proof: Let x = (H1, . . . , Hr;λ1, . . . , λr) be an instance of the k-local CES, Lλ be the
common eigenspace, and F (x) be the Boolean function (8) to be computed. Merlin’s proof
that F (x) = 1 will be a quantum state |η〉 ∈ H, see (5). We shall construct a polynomial (in
|x|) size quantum circuit that tells Arthur whether to accept or reject the proof (i.e. decide
that F (x) = 1 or F (x) = 0).
The Hilbert space H can be encoded using n log2 d qubits. Under this encoding any check
operator Ha acts non-trivially on at most k log2 d qubits (this number does not depend on
the complexity parameters n, r and must be regarded as a constant).
One can assume without loss of generality, that all operators Ha are orthogonal projectors
and all λa = 1 (otherwise, consider the spectral decomposition of Ha and substitute Ha by
the projector corresponding to the eigenvalue λa). Define a POVM measurement Ma corre-
sponding to the decomposition I = Ha + (I − Ha). Since the operator Ha acts only on a
constant number of qubits, Arthur can implement the measurementMa by a quantum circuit
of the size poly (log (1/δ)), where δ is the approximation precision, or an error probability,
see [2]. The parameter δ will be chosen later. Suppose Arthur implements the measurements
M1, . . . ,Mr and gets outcomes λ
′
1, . . . , λ
′
r ∈ {0, 1} (the order is not essential, since the mea-
surements commute). If no errors have occured, the post-measurement state |η′〉 satisfies
eigenvalue equations
Ha|η
′〉 = λ′a|η
′〉, a = 1, . . . , r.
Arthur accepts the proof |η〉 iff all λ′a = 1 (in which case |η
′〉 ∈ Lλ and thus Lλ 6= 0). Note
that a probability of having at least one error in the whole verification protocol is bounded
from above by rδ. The probability of the error-less verification is thus ps ≈ 1 − rδ. We will
choose δ ≪ 1/r, so that ps ≈ 1.
If F (x) = 1, Merlin can send Arthur a state |η〉 ∈ Lλ. Then Arthur accepts the proof with
a probability at least ps. If F (x) = 0, Arthur may accept the proof only due to errors. The
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acceptance probability in this case is at most 1− ps. The size of the quantum circuit used in
the protocol is bounded by poly (r). It is enough to place the problem to QMA.
In the following we shall skip the details concerning the approximation precision. In all
cases considered in this paper the approximation precision can be easily made arbitrarily
small with only poly-logarithmic overhead.
Lemma 2 The factorized CES belongs to QMA.
Proof: Let x = (H1, . . . , Hr;λ1, . . . , λr) be an instance of the factorized CES, Lλ be the
common eigenspace, F (x) be the Boolean function (8) to be computed, and |η〉 ∈ H be the
Merlin’s proof that F (x) = 1.
Arthur may pick up a = 1, . . . , r in random and check the equality Ha|η〉 = λa|η〉 for
the chosen value of a only. To do that Arthur performs a destructive measurement of the
eigenvalue of Ha on the state |η〉. If the measured eigenvalue equals λa, he accepts the
proof, otherwise rejects it. Denote p0 and p1 probabilities for Arthur to accept the proof
provided that F (x) = 0 and F (x) = 1 respectively. Let Ha =
⊗n
j=1Ha,j. Without loss of
generality we can assume that all factors Ha,j are Hermitian operators. Arthur must perform
n separate projective eigenvalue measurements for all factors Ha,j . Because each factor Ha,j
acts on log2 d qubits, the whole measurement can be realized by a quantum circuit of a size
O(n) (recall that d is regarded as a constant). After that Arthur computes the product of n
measured eigenvalues to evaluate λa.
If |η〉 ∈ Lλ, Arthur always accepts the proof and thus p1 = 1. Suppose Lλ = 0. We
shall prove that p0 ≤ 1 − 1/r. Let |η0〉 ∈ H be the state which maximizes the acceptance
probability p0. For any real vector χ = (χ1, . . . , χr) denote P (χ) ∈ L(H) the projector on the
subspace specified by equalities Ha|ψ〉 = χa|ψ〉, a = 1, . . . , r (a vector χ is analogous to an
error syndrome in quantum codes theory). The family of the projectors P (χ) defines a unity
decomposition, i.e.
∑
χ P (χ) = I. Denote also
a(χ) = 〈η0|P (χ)|η0〉.
For the chosen Arthur’s verification algorithm we have
p0 =
1
r
r∑
a=1
∑
χ :χa=λa
|a(χ)|2.
Changing the order of the summations we come to
p0 =
1
r
∑
χ
|a(χ)|2

 ∑
a :χa=λa
1

 .
But since Lλ = 0 we have χa 6= λa for at least one a = 1, . . . , r whenever P (χ) 6= 0. Thus
p0 ≤
1
r
∑
χ
|a(χ)|2(r − 1) = 1−
1
r
.
So we have a gap p1 − p0 = 1/r = Ω(1/|x|) between acceptance probabilities of positive
and negative instances. As was said in the beginning of Section 2, it is enough to place the
problem in QMA.
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The following two lemmas constitute a proof of Theorem 2.
Lemma 3 The 2-local CES is NP-hard for d ≥ 3.
Proof: We will show that the NP-complete 3-coloring problem can be reduced to 2-local
CES with d = 3. (An idea used in this reduction was suggested by P. Wocjan in [9]). Let
G = (V,E) be an arbitrary graph. The 3-coloring problem is to determine whether the graph
G admits a coloring of the vertices with 3 colors such that each edge has endpoints of different
colors. Let n = |V | and r = 3|E|. Choose a Hilbert space H = (C3)⊗n such that each vertex
of the graph carries a space C3. The operators Ha will be assigned to the edges with three
operators assigned to each edge. These operators are responsible for three forbidden coloring
of the edge. It is convenient to introduce a composite index a = (uv, c), where (uv) ∈ E is an
edge and c ∈ {1, 2, 3} is a color. Then the 2-local CES (H1, . . . , Hr;λ1, . . . , λr) is defined as
Huv,c = (|c, c〉〈c, c|)[u, v], λuv,c = 0, (uv) ∈ E, c = 1, 2, 3. (9)
Obviously, existence of non-trivial common eigenspace Lλ is equivalent to existence of 3-
coloring for the graph G. (Note that the projectors (9) also provide an instance of the
factorized projectors CES.) We have shown that 2-local CES with d ≥ 3 is NP-hard.
Lemma 4 The k-local CES is NP-hard for d = 2, k ≥ 3.
Proof: We will prove that NP-complete 3-CNF problem can be reduced to 3-local CES
with d = 2. Recall that 3-CNF (conjunctive normal form) is a Boolean function of the form
L(x) = C1(x) ∧ C2(x) ∧ · · · ∧ Cr(x), x = (x1, . . . , xn) ∈ Bn, where each clause Ca(x) is a
disjunction of three literals (a literal is a variable or negation of a variable). An example
of three-literal clause is x1 ∨ x3 ∨ (¬x5). The 3-CNF problem is to determine whether an
equation L(x) = 1 admits at least one solution. Choose a Hilbert space H = (C2)⊗n. The
operators Ha and the eigenvalues λa must be assigned to the clauses Ca(x) according to the
following table:
Ca(x) Ha λa
xi ∨ xj ∨ xk (|0, 0, 0〉〈0, 0, 0|)[i, j, k] 0
xi ∨ xj ∨ (¬xk) (|0, 0, 1〉〈0, 0, 1|)[i, j, k] 0
· · · · · · · · ·
(¬xi) ∨ (¬xj) ∨ (¬xk) (|1, 1, 1〉〈1, 1, 1|)[i, j, k] 0
It is easy to check that the common eigensubspace for the 3-local CES introduced above is
non-trivial iff the equation L(x) = 1 has at least one solution. Thus we have reduced 3-CNF
problem to the 3-local CES.
Obviously, the 3-local CES assigned to 3-CNF problem in the previous lemma is a special
case of the factorized projectors CES (and thus a special case of the factorized CES). So we
have proved all statements of Theorem 2.
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4 The k-local commuting Hamiltonian
We shall now discuss the k-local Hamiltonian problem. Recall that the problem is to evaluate
the Boolean function (2) with the Hamiltonian
H =
r∑
a=1
Ha, Ha is strictly k-local for all a. (10)
If, additionally, all terms in H pairwise commute,
HaHb = HbHa for all a, b,
we shall call the problem “k-local commuting Hamiltonian”. The goal of this section is to
reduce the k-local commuting Hamiltonian to the k′-local CES. In the first Lemma a non-
determistic reduction with k′ = k is put forward. It also shows that Corollary 1 indeed
follows from Theorem 3. The second Lemma [19] establishes a deterministic reduction with
k′ = k + 1.
Lemma 5 If the k-local CES belongs to NP then the k-local commuting Hamiltonian also
belongs to NP.
Proof: Obviously, we can choose a complete set of eigenvectors of H which are eigenvectors
of all operators Ha also. To prove that H indeed has an eigenvalue not exceeding εl Merlin
can send Arthur a set of eigenvalues (λ1, . . . , λr) such that
(i)
∑r
a=1 λa ≤ εl,
(ii) (H1, . . . , Hr;λ1, . . . , λr) is a positive instance of k-local CES (i.e. Lλ 6= 0).
Although Arthur can not verify (ii) by himself, according to assumption of the lemma this
verification belongs to NP. So Arthur can ask Merlin to include a proof of (ii) in his message.
It follows that k-local commuting Hamiltonian problem belongs to NP.
Lemma 6 The problem k-local commuting Hamiltonian can be polynomially reduced to the
(k + 1)-local CES.
Proof: Let x = (H, εl, εu) be an instance of the k-local commuting Hamiltonian. Here the
Hamiltonian H has the form (10). Taking the spectral decomposition of each operator Ha we
can rewrite the Hamiltonian as follows:
H =
R∑
a=1
εaΠa, ΠaΠb = ΠbΠa for all a, b,
where all Πa are orthogonal projectors. Note that the number of terms R is at most R = rd
k,
that is only linear in the length of the input |x| (recall that d and k are regarded as constants).
For any binary string y = (y1, . . . , yR) define the corresponding energy
E(y) =
R∑
a=1
εaya,
and the eigenspace
Ly = {|ψ〉 ∈ H : Πa|ψ〉 = ya|ψ〉 for all a = 1, . . . , R}.
S. Bravyi and M. Vyalyi 11
Then x is a positive instance of the problem iff there exist a binary string y such that E(y) ≤ εl
and Ly 6= 0. Let us define a partially defined Boolean function
R(y) = 1 ⇔ E(y) ≤ εl,
R(y) = 0 ⇔ E(y) > εu.
(11)
Obviously, R(y) can be computed by an algorithm running in a polynomial time, or equiv-
alently, there exists a polynomial classical circuit that computes R(y). It allows to cast the
function R(y) into a 3-CNF with only a polynomial number of clauses:
R(y) = C1(y) ∧C2(y) ∧ · · · ∧ CM (y), M = poly (|x|). (12)
Here each clause Cj involves at most three bits ya. (For a connection between classical
circuits and 3-CNFs see [2].) We are now ready to present an instance of the (k + 1)-local
CES associated with x. The CES problem is defined on the space
H′ = H⊗ (C2)⊗R.
The auxiliary R qubits will ‘keep’ the binary string y. Denote |0a〉〈0a| and |1a〉〈1a| the
projectors |0〉〈0| and |1〉〈1| applied to the a-th qubit. The CES problem has two families of
check operators. The first one is
H ′a = Πa ⊗ |1a〉〈1a|+ (I −Πa)⊗ |0a〉〈0a|, a = 1, . . . R.
Roughly speaking, H ′a ties the value of ya to the eigenvalue of the projector Πa. Note that
the operators H ′a are strictly (k+1)-local. The check operators of the second family act only
on the qubits. They are associated with the clauses Cj in (12). Let us introduce an operator
Cˆj acting on R qubits such that its action on the basis vectors |y〉 ∈ (C2)⊗R is
Cˆj |y〉 = Cj(y)|y〉.
The corresonding check operator acting on H′ is I ⊗ Cˆj . It is strictly 3-local. Consider a
common eigenspace
M = {|ψ〉 ∈ H′ : H ′a|ψ〉 = |ψ〉, I ⊗ Cˆj |ψ〉 = |ψ〉 for all a = 1, . . . , R; j = 1, . . . ,M}.
It follows from the definitions that M 6= 0 iff there exist a product state |ψ〉 ⊗ |y〉 ∈ H′ such
that |ψ〉 ∈ Ly and R(y) = 1. It means that x is a positive instance of the k-local commuting
Hamiltonian problem.
5 The 2-local common eigenspace problem
Let us start from revisiting the example of cluster states, see Section 1. Recall that the
chain of n qubits is partitioned into two-qubit particles as shown on Fig. 1. There are n check
operators S1, . . . , Sn, see (4). The common eigenspace L is defined by equations Sa|ψ〉 = |ψ〉,
where a runs from 1 to n. In this example L is one-dimensional with the basis vector |Cn〉.
Although |Cn〉 is a highly entangled state, its entanglement has very simple structure with
respect to the coarse-grained partition. Indeed, denote the qubits comprising the j-th particle
12 Commutative version of the local Hamiltonian
as j.l and j.r, see Fig. 1. A pair of qubits j.r and (j + 1).l will be refered to as a bond. Let
Vj be the controlled-σ
z operator applied to the qubits j.l and j.r, and V = V1 ⊗ · · · ⊗ Vn. It
is an easy exercise to verify that the state V |Cn〉 is a tensor product over the bonds:
V |Cn〉 = |φ[1.r, 2.l]〉 ⊗ |φ[2.r, 3.l]〉 ⊗ · · · ⊗ |φ[n.l, 1, r]〉, (13)
where the square brackets indicate owners of a state and |φ〉 ∈ C2⊗C2 is specified by eigenvalue
equations (σx ⊗ σz)|φ〉 = (σz ⊗ σx)|φ〉 = |φ〉. In other words, |Cn〉 can be prepared from a
collection of bipartite pure states distributed between the particles by local unitary operators.
This fact is not just a coincidence. We will show later that for any instance of the 2-local
CES the common eigenspace is either empty or contains a state which can be created from a
collection of bipartite pure states by applying local isometries (local unitary embeddings into
a larger Hilbert space).
We continue by making three simplifications that allow one to reduce the number of check
operators. Let x = (H1, . . . , Hr;λ1, . . . , λr) be an instance of the 2-local CESand Lx be the
common eigenspace.
Simplification 1: Clearly, Lx = 0 unless λa is an eigenvalue of Ha. Since Arthur can
verify it efficiently, we shall assume that the input of the 2-local CES satisfies an additional
constraint:
λa ∈ Spec(Ha) for all a = 1, . . . , r.
Simplification 2: It eliminates all check operators acting only on one particle. Suppose
that the check operator Ha acts only on the particle j i.e., Ha = h[a] for some h ∈ L(Hj).
The eigenvalue equation Ha|ψ〉 = λa|ψ〉 implies that the space Hj can be reduced to the
eigenspace Ker (h− λaI) ⊆ Hj . Indeed, denote
H′l =
{
Hl for l 6= j,
Ker (h− λaI) for l = j,
and H′ =
n⊗
j=1
H′j ⊆ H.
It is clear that Lx ⊆ H′. Moreover, since all check operators commute, the subspace H′ is
preserved by all of them, so one can define the restrictions
H ′b = Hb|H′ ∈ L(H
′), b = 1, . . . , r.
Since the reduction H → H′ is done locally, all operators H ′b are strictly 2-local. Also,
they all pairwise commute. It may happen however that λb /∈ Spec(H ′b) for some b. If this
is the case, one has Lx = 0. Otherwise, we arrive to a new instance of the 2-local CES
y = (H ′1, . . . , H
′
r;λ1, . . . , λr) which is equivalent to x. Since H
′
a = λaI, the corresponding
eigenvalue equation is trivial and the pair (H ′a;λa) can be excluded from y. We have reduced
1 2 3 4
1.l 1.r 2.l 2.r 3.l 3.r 4.l 4.r
Fig. 1. A chain of 8 qubits is partitioned into n = 4 particles with local dimensions d = 4.
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the number of check operators by one and the dimension of some particle at least by one.
Obviously, Arthur can implement this reduction efficiently. After at most r iterations Arthur
either decides that Lx = 0 or arrives to a simplified instance in which all check operators act
non-trivially on two particles.
Simplification 3: We will show now that all operators Ha acting on some particular pair
of particles (j, k) can be substituted by a single check operator. Indeed, let us group the
operators H1, . . . , Hr into subsets Sjk, 1 ≤ j < k ≤ n, such that Sjk contains all labels a for
which Ha acts on the particles j and k. To distinguish the pairs for which Sjk 6= ∅ we shall
characterize an instance of the 2-local CES by its interaction graph G = (V,E), such that V
is the set of particles, and edges are drawn between interacting particles.
Definition 1 A graph G = (V,E) with V = {1, 2, . . . , n} and E = {(j, k) : Sjk 6= ∅} is called
an interaction graph of the instance x.
For any (j, k) ∈ E consider an eigenspace
Ljk = {|ψ〉 ∈ H : Ha|ψ〉 = λa|ψ〉 for all a ∈ Sjk}.
Denote Πjk ∈ L(H) the orthogonal projector onto Ljk. Clearly, {Πjk}(j,k)∈E is a family of
pairwise commuting 2-local operators and the common eigenspace Lx can be specified by
equations
Lx = {|ψ〉 ∈ H : Πjk|ψ〉 = |ψ〉 for all (j, k) ∈ E}. (14)
Thus x is equivalent to an instance
y = ({Πjk}(j,k)∈E ; 1, . . . , 1). (15)
Summarizing the three simplifications above, one suffices to prove Theorem 3 only for the
following version of the 2-local CES.
Input: An interaction graph G = (V,E) and a family of 2-local pairwise commuting projec-
tors x = {Πjk}(j,k)∈E . For every pair (j, k) ∈ E the projector Πjk acts non-trivially on both
Hj and Hk (in particular Πjk 6= 0).
Problem: Determine whether the common eigenspace (14) has a positive dimension.
Our first goal is to introduce a notion of irreducible instance and prove Theorem 3 for
irreducible instances only. Then we will generalize the proof to arbitrary instances.
Definition 2 Let x = {Πjk}(j,k)∈E be an instance of the 2-local CES. Consider a subalgebra
Nj ⊆ L(Hj) of operators acting on the particle j and commuting with all check operators:
Nj = {O ∈ L(Hj) : O[j]Πjk = ΠjkO[j] for all (j, k) ∈ E}. (16)
The instance x is called irreducible iff algebras Nj are trivial i.e., Nj = C·I for all j = 1, . . . , n.
Remark: Arthur can check whether an instance is irreducible using an efficient algorithm
(the constraints (16) are given by linear equations on a space of bounded dimension). We
shall now prove that any irreducible instance of the 2-local CES is positive (Lx 6= 0). The
proof is based on the following lemma.
Lemma 7 Let x = {Πjk}(j,k)∈E be an irreducible instance of the 2-local CES with an inter-
action graph G = (V,E). There exist
• A pair of Hilbert spaces Hj.k and Hk.j associated with each edge (j, k) ∈ E,
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• A tensor product structure Hj =
⊗
k :(j,k)∈E Hj.k,
such that the projector Πjk acts non-trivially only on the two factors Hj.k ⊗ Hk.j in the
decomposition H =
⊗n
l=1
⊗
m : (l,m)∈E Hl.m.
The lemma says that there exist a fine-grained partition of the system, such that the particle
j is decomposed into several subparticles {j.k}, where (j, k) ∈ E. The interaction between
the particles j and k affects only the subparticles j.k and k.j, that is Πjk = hjk[j.k, k.j] for
some hjk ∈ L(Hj.k ⊗ Hk.j). A straightforward corollary of the lemma is that the common
eigenspace Lx has a tensor product structure:
Lx =
⊗
(j,k)∈E
Mjk, (17)
where Mjk ⊆ Hj.k ⊗ Hk.j is specified by an equation hjk|ψ〉 = |ψ〉. Since Πjk 6= 0 for
(j, k) ∈ E, one has hjk 6= 0, and thus Mjk 6= 0, which implies Lx 6= 0. So the lemma has the
following amazing corollary.
Corollary 4 Any irreducible instance of the 2-local CES is positive.
Now we move on to the proof of Lemma 7. The main mathematical tool used in the analysis
is the representation theory for finite-dimensional C∗-algebras. In the subsequent discussion
the term C∗-algebra refers to any algebra of operators on a finite-dimensional Hilbert space
which is †-closed and contains the identity. The center of a C∗-algebra A will be denoted
Z(A). By definition,
Z(A) = {X ∈ A : XY = Y X for all Y ∈ A}.
An algebra has a trivial center iff Z(A) = C · I. We shall use the following fact (for the proof
see the book [16], or Theorem 5 in [17]):
Fact 1: Let H be a Hilbert space and A ⊆ L(H) be a C∗-algebra with a trivial center. There
exists a tensor product structure H = H1 ⊗H2 such that A is the subalgebra of all operators
acting on the factor H1 i.e.,
A = L(H1)⊗ I.
Proof of Lemma 7: Consider any pair (j, k) ∈ E and let Πjk = h[j, k] for some h ∈
L(Hj⊗Hk), h 6= 0. Our goal is to construct two C∗-algebras Aj.k ⊆ L(Hj) and Ak.j ⊆ L(Hk)
such that h ∈ Aj.k ⊗ Ak.j . The main element of the construction was proposed by Knill,
Laflamme, and Viola [17], who studied †-closed algebras generated by an interaction between
a system and an environment. Consider a decomposition
h =
∑
α
Aα ⊗Bα, (18)
where the families of operators {Aα ∈ L(Hj)} and {Bα ∈ L(Hk)} are linearly independent.
Denote Mj.k and Mk.j the linear spaces spanned by {Aα} and {Bα} respectively. One can
easily verify that Mj.k and Mk.j do not depend upon the choice of the decomposition (18).
An identity
h† = h =
∑
α
A†α ⊗B
†
α,
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tells us that Mj.k and Mk.j are closed under Hermitian conjugation. Define Aj.k ⊆ L(Hj)
and Ak.j ⊆ L(Hk) as the minimal C∗-algebras such that Mj.k ⊆ Aj.k and Mk.j ⊆ Ak.j .
Equivalently, Aj.k is generated by the family {Aα} ∪ I and Ak.j is generated by {Bα} ∪ I.
(The fact that h is a projector is irrelevant for this construction.)
Consider any triple of particles j 6= k 6= l such that (j, k) ∈ E and (j, l) ∈ E. What can
be said about the C∗-algebras Aj.k,Aj.l ⊆ L(Hj)?
The first claim is that these algebras commute i.e.,
XY = Y X for all X ∈ Aj.k and Y ∈ Aj.l. (19)
Indeed, the projectors Πjk and Πjl can be represented as
Πjk = H [j, k, l], Πjl = G[j, k, l],
where the operators H,G ∈ L(Hj ⊗Hk ⊗Hl) admit decompositions
H =
∑
α
Aα ⊗Bα ⊗ I, G =
∑
β
Cβ ⊗ I ⊗Dβ .
Here all the families {Aα}, {Bα}, {Cβ}, and {Dβ} are linearly independent. The commuta-
tivity constraint ΠjkΠjl = ΠjlΠjk yields∑
α,β
(AαCβ − CβAα)⊗Bα ⊗Dβ = 0.
All terms in the sum are linearly independent due to the second and the third factors. Thus
the equality is possible only if AαCβ = CβAα for all α and β. Since the algebras Aj.k and
Aj.l are generated by {Aα} and {Cβ} respectively, we conclude that they commute.
The next step is to prove that the center Z(Aj.k) is trivial for all (j, k) ∈ E. Indeed, it
follows from (19) that any central element Z ∈ Z(Aj.k) commutes with all elements of the
algebras Aj.l, where (j, l) ∈ E. Since Πjl = h[j, l] for some h ∈ Aj.l ⊗Al.j , we conclude that
an operator Z[j] ∈ L(H) commutes with all projectors Πjl. Since we consider an irreducible
instance of CES, it is possible only if Z = λ · I for some complex number λ. Thus Z(Aj.k) =
C · I.
Let us show how Hj acquires the tensor product structure for some particular j. For any
pair (j, k) ∈ E one can make use of Fact 1 with H ≡ Hj and A ≡ Aj.k ⊆ L(Hj). It follows
that Hj admits a decomposition
Hj = Hj.k ⊗H
′
j , (20)
such that the algebra Aj.k is the algebra of all operators acting on the factor Hj.k i.e.,
Aj.k = L(Hj.k)⊗ I. (21)
Consider now a third particle l such that (j, l) ∈ E. Let us examine the commutativity
relation between the algebras Aj.k and Aj.l. It is consistent with the decompositions (20,21)
iff Aj.l acts trivially on the factor Hj.k. In other words, any element X ∈ Aj.l has a form
X = I⊗X ′ for some X ′ ∈ L(H′j). We can now make use of Fact 1 with H ≡ H
′
j and A ≡ Aj.l
to get a finer decomposition
Hj = Hj.k ⊗Hj.l ⊗H
′′
j ,
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such that
Aj.k = L(Hj.k)⊗ I ⊗ I and Aj.l = I ⊗ L(Hj.l)⊗ I.
Repeating these arguments we arrive to a decomposition Hj = (
⊗
k : (j,k)∈E Hj.k)⊗Hj.j, such
that the algebra Aj.k coincides with the algebra of all linear operators on the factor Hj.k.
As for the last factor Hj.j , it is acted on by neither of the algebras. This factor however
can not appear for an irreducible problem. Indeed, any operator X ∈ L(Hj) acting only on
Hj.j would commute with all algebras Aj.k. Accordingly, an operator X [j] would commute
with all projectors Πjk. This is possible only if X = λ · I. Thus the algebra L(Hj.j) is just
the algebra of complex numbers. It follows that Hj.j = C and it can be removed from the
decomposition. Summarizing, we get
Hj =
⊗
k : (j,k)∈E
Hj.k, Aj.k = I ⊗ · · · ⊗ I ⊗ L(Hj.k)⊗ I ⊗ · · · ⊗ I.
It follows from the definitions above that Πjk acts non-trivially only on the factor Hj.k in Hj
and only on the factor Hk.j in Hk. The lemma is proved.
The next step is to generalize Lemma 7 to reducible instances. We first outline the
generalization and then put it formally. For each particle j a local ‘classical variable’ αj
will be defined. Each value of αj specifies a subspace H
αj
j ⊆ Hj , such that a decomposition
Hj =
⊕
αj
H
αj
j is a direct sum. This decomposition is preserved by all check operators. If one
fixes the classical variables α1, . . . , αn for each particle, one gets some subspaceH(α1...αn) ⊆ H.
The restriction of the problem on this subspace is almost irreducible (in the sense specified
below), so Lemma 7 can be applied. In other words, for fixed values of the classical variables
the fine-grained partition into subparticles emerges. The subparticles are naturally grouped
into pairs, such that there is no any interactions between different pairs. Arthur can solve the
restricted problem efficiently. Accordingly, the role of Merlin is just to send Arthur the values
of the classical variables α1, . . . , αn for which the intersection Lx
⋂
H(α1...αn) is not empty.
Lemma 8 Let x = {Πjk}(j,k)∈E be an instance of the 2-local CES with an interaction graph
G = (V,E). There exist
• Direct sum decompositions Hj =
⊕
αj
H
(αj)
j with induced decomposition H =
⊕
αH
(α),
where α ≡ (α1, . . . , αn) and H(α) = H
(α1)
1 ⊗ · · · ⊗ H
(αn)
n ,
• A pair of Hilbert spaces H
(αjαk)
j.k and H
(αkαj)
k.j associated with each edge (j, k) ∈ E,
• Hilbert spaces H
(αj)
j.j ,
• A tensor product structure H
(αj)
j = H
(αj)
j.j ⊗
(⊗
k :(j,k)∈E H
(αjαk)
j.k
)
,
such that the check operators admit a decomposition
Πjk =
⊕
α
Π
(αjαk)
jk ,
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where Π
(αjαk)
jk ∈ L(H
(α)) acts only on the factors H
(αjαk)
j.k ⊗H
(αkαj)
k.j in the tensor product
H(α) =
(
n⊗
l=1
H
(αl)
l.l
)
⊗

 n⊗
l=1
⊗
m : (l,m)∈E
H
(αlαm)
l.m

 . (22)
As in Lemma 7, the notation j.k refers to subparticles of the particle j. It should be noted
that the spaces H
(αj)
j.j are acted on by neither of the check operators. That is why they do
not appear in Lemma 7. However, if the problem is reducible, and there exist an operator
h[j] commuting with all check operators, it acts only on the spaces H
(αj)
j.j . Also it should be
mentioned that any of the Hilbert spaces listed in Lemma 8 may be one-dimensional.
A straightforward corollary of the lemma is that the common eigenspace can be represented
as a direct sum:
Lx =
⊕
α
M(α), M(α) = Lx
⋂
H(α) (23)
where each subspace M(α) has a tensor product structure:
M(α) =

 n⊗
j=1
H
(αj)
j.j

⊗

 ⊗
(j,k)∈E
M
(αjαk)
jk

 , M(αjαk)jk ⊆ H(αjαk)j.k ⊗H(αkαj)k.j . (24)
(Some of the subspacesM
(αjαk)
jk may be zero though.) Indeed, the lemma says that Π
(αjαk)
jk =
h
(αjαk)
jk [j.k, k.j] for some h
(αjαk)
jk ∈ L
(
H
(αjαk)
j.k ⊗H
(αkαj)
k.j
)
. Thus the eigenvalue equations
Πjk|ψ〉 = |ψ〉 specifying Lx lead to (23,24) with
M
(αjαk)
jk =
{
|φ〉 ∈ H
(αjαk)
j.k ⊗H
(αkαj)
k.j : h
(αjαk)
jk |φ〉 = |φ〉
}
. (25)
Theorem 3 is a simple corollary of Lemma 8. Indeed, Merlin’s proof that Lx 6= 0 may be
a description of the subspaces H
(αj)
j ⊆ Hj , j = 1, . . . , n, such that Lx
⋂
H(α) 6= 0. Arthur
uses Merlin’s message to find the restricted projectors Π
(αjαk)
jk . It follows from (23,24,25) that
Lx 6= 0 iff Π
(αjαk)
jk 6= 0 for all j and k. Arthur can verify it efficiently.
Besides, Lemma 8 implies that the common eigenspace Lx contains a state with a good
classical description. Indeed, choose some value of α for which Lx
⋂
H(α) 6= ∅. Denote
Vj : H
(αj)
j → Hj an isometry corresponding to the embedding H
(αj)
j ⊆ Hj . Choose an
arbitrary state |φjk〉 ∈ M
(αjαk)
jk and an arbitrary state |φj〉 ∈ H
(αj)
j.j . Denote
|φ〉 =
n⊗
j=1
|φj〉 ⊗

 ⊗
(j,k)∈E
|φjk〉

 ∈ H(α).
This state is just a collection of bipartite pure states and local unentangled states. As such it
has a concise classical description. A state |φ′〉 = (V1⊗· · ·⊗Vn)|φ〉 belongs to Lx and also has
a concise classical description. An eigenvalue equation Πjk|φ′〉 = |φ′〉 follows from identities
ΠjkV = VΠ
(αjαk)
jk , Π
(αjαk)
jk |φ〉 = |φ〉,
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where we denoted V = V1 ⊗ · · · ⊗ Vn.
In the rest of this section we prove Lemma 8. It requires a generalization of Fact 1 to
C∗-algebras with non-trivial center (the statement given below coincides with Theorem 5
in [17]).
Fact 2: Let H be a Hilbert space and A ⊆ L(H) be a C∗-algebra. There exist a direct sum
decomposition H =
⊕
αH
(α) and a tensor product structure H(α) = H
(α)
1 ⊗H
(α)
2 such that
A =
⊕
α
L(H
(α)
1 )⊗ I.
The center Z(A) is generated by orthogonal projectors on the subspaces H(α).
Proof of Lemma 8: Define C∗-algebras Aj.k ⊆ L(Hj) for (j, k) ∈ E in the same way as in
the proof of Lemma 7. The key role is played by a C∗-algebra Aj.j ≡ Nj ⊆ L(Hj), see (16).
These algebras obey certain commutativity relations. Namely,
XY = Y X for all X ∈ Aj.k and Y ∈ Aj.l, (26)
whenever j 6= k 6= l, (j, k) ∈ E, (j, l) ∈ E, or j = k 6= l, (j, l) ∈ E. They follow either from (19)
or from the definitions. It follows that any element of the center Z(Aj.k) commutes with all
algebras under consideration. As such, it must be an element of Aj.j , that is Z(Aj.k) ⊆ Aj.j .
But the algebras Aj.k and Aj.j pairwise commute, so one has
Z(Aj.k) ⊆ Z(Aj.j) for all (j, k) ∈ E. (27)
Let us apply Fact 2 with A ≡ Aj.j and H ≡ Hj . One gets a direct sum decomposition
Hj =
⊕
αj
H
(αj)
j , H
(αj)
j = H
(αj)
j.j ⊗K
(αj)
j , (28)
such that
Aj.j =
⊕
αj
L(H
(αj)
j.j )⊗ I ≡
⊕
αj
A
(αj)
j.j . (29)
Consider now an edge (j, k) ∈ E. It follows from (26) that any element of Aj.k preserves the
subspaces H
(αj)
j . Thus the algebra Aj.k has the same direct sum structure:
Aj.k =
⊕
αj
A
(αj)
j.k , A
(αj)
j.k ⊆ L(H
(αj)
j ).
It follows from (27) that each subalgebra A
(αj)
j.k has a trivial center. Moreover, the commuta-
tivity relation (26) implies that A
(αj)
j.k acts only on the factor K
(αj)
j in the decomposition (28).
Let us fix any α = (α1, . . . , αn) and consider a subspace H
(α) =
⊗n
j=1H
(αj)
j ⊆ H. Since
the check operator Πjk is generated by the algebras Aj.k and Ak.j (see the proof of Lemma 7),
the decomposition H =
⊕
αH
(α) is preserved by all check operators. Therefore one can define
restricted check operators
Π
(αjαk)
jk = Πjk|H(α) ∈ L(H
(α)). (30)
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From (28) one gets
H(α) =

 n⊗
j=1
H
(αj)
j.j

⊗K(α), K(α) ≡ n⊗
j=1
K
(αj)
j . (31)
It follows that the restricted check operators (30) act only on the factor K(α).
Consider an instance y of the 2-local CES with the Hilbert space K(α) and the check
operators (30). This instance is irreducible. Indeed, suppose an operator Z ∈ L(K
(αj)
j )
belongs to the set Nj (see Definition 2) for the instance y. Denote Z ′ = I ⊗ Z ∈ L(H(α)),
where I acts on the first n factors H
(αj)
j.j in the decomposition (31). By definition, Z
′ ∈
A
(αj)
j.j , see (29). But we know that the algebra A
(α)
j.j acts only on the factor H
(αj)
j.j in the
decomposition (31). Thus Z is proportional to the identity, that is y is irreducible. Applying
Lemma 7 to y we get the desired decomposition (22).
6 The factorized common eigenspace problem
In this section we prove Theorem 5. First of all we shall answer a simple question: under
what circumstances do factorized Hermitian operators commute with each other?
Lemma 9 Let H1, H2 ∈ L(H) be tensor products of Hermitian operators:
Ha =
n⊗
j=1
Ha,j , H
†
a,j = Ha,j , a = 1, 2, j = 1, . . . , n.
Then the commutator [H1, H2] = 0 iff one of the following conditions hold
1. H1,jH2,j = ±H2,jH1,j for each j in the range 1, . . . , n. The number of anticommuting
factors is even.
2. H1,jH2,j = 0 for some j ∈ [1, n]. Equivalently, H1H2 = 0.
Proof: Obviously, either of conditions stated in the lemma is sufficient. Suppose that
[H1, H2] = 0 and prove that at least one of the conditions is true. We have
n⊗
j=1
H1,jH2,j =
n⊗
j=1
H2,jH1,j. (32)
If both sides of this equality equal zero then H1,jH2,j = 0 for at least one j ∈ [1, n]. Suppose
that both sides are non-zero operators, i.e. H1,jH2,j 6= 0 for all j. Then by definition of a
tensor product, there exists a set of complex numbers r1, . . . , rn such that
H1,jH2,j = rjH2,jH1,j , j = 1, . . . , n and
n∏
j=1
rj = 1. (33)
This equality says that the operator H2,j maps any eigenvector of H1,j to an eigenvector of
H1,j . Under this map an eigenvalue of H1,j is multiplied by rj . It means that rj must be a
real number. Taking Hermitian conjugation of (33) we get an equality H2,jH1,j = rjH1,jH2,j .
Combining it with (33) yields r2j = 1, i.e. rj = ±1, which completes the proof.
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This lemma motivates the following definition.
Definition 3 Let H1, H2 ∈ L(H) be Hermitian factorized commuting operators. We say
that H1 and H2 commute in a singular way iff H1H2 = 0. Otherwise we say that H1 and H2
commute in a regular way.
Thus saying that H1 and H2 commute in a regular way implies that all factors of H1 and H2
either commutes or anticommutes.
Let x = (H1, . . . , Hr;λ1, . . . , λr) be an instance of the factorized CES problem. By defi-
nition,
Ha =
n⊗
j=1
Ha,j, H
†
a,j = Ha,j for all a = 1, . . . , n, j = 1, . . . , n. (34)
It will be convenient to define a table Tx = {Ha,j} whose entries are Hermitian operators.
Let us agree that the columns of the table Tx correspond to particles (the index j), while the
rows correspond to the check operators (the index a). Let us give one more definition:
Definition 4 A row a of the table Tx is called regular if λa 6= 0. If λa = 0 the row a is called
singular.
Generally, some rows of Tx commute in a regular way and some rows commute in a singular
way. Note that two regular rows always commute in a regular way unless Lx = 0. Indeed, if
HaHb = 0 for some regular rows a, b, then for any |ψ〉 ∈ Lx one has 0 = HaHb|ψ〉 = λaλb|ψ〉.
Since λa, λb 6= 0, this is possible only if |ψ〉 = 0. It is the presence of rows which commute in a
singular way which makes the problem highly non-trivial. In this case the operators Ha,j and
Hb,j may neither commute nor anticommute and their eigenspaces may be embedded into Hj
more or less arbitrarily. In this situation we can not expect that the common eigenspace Lx
contains a state which has a ‘good’ classical description.
As before, Merlin claims that x is a positive instance (Lx 6= 0) and Arthur must verify it.
First of all we note that Arthur may perform two significant simplifications of the table Tx
by himself.
Simplification 1: Note that ImHa =
⊗n
j=1 ImHa,j for any a ∈ [1, r] and that the subspace
ImHa is preserved by all other check operators. If the a-th row is a regular one then, in
addition, Lx ⊆ ImHa. Thus we can restrict the problem on the subspace H′ ⊆ H defined as
H′ =
⋂
a :λa 6=0
ImHa =
n⊗
j=1
H′j , H
′
j =
⋂
a :λa 6=0
ImHa,j . (35)
Obviously, restricted check operators Ha|H′ are factorized and pairwise commuting. Thus
the modified problem is the factorized CES with a constraint that an operator Ha,j is non-
degenerated whenever a is a regular row. Since Arthur can easily find the subspaces H′j and
the restricted operators Ha|H′ , we can assume that the original instance x already satisfies
this constraint.
Simplification 2: For any singular row b denote H ′b,j ∈ L(Hj) a projector on the subspace
ImHb,j ⊆ Hj . Denote
H ′b =
n⊗
j=1
H ′b,j .
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Obviously, ImHb = ImH
′
b =
⊗n
j=1 ImHb,j , so that
KerHb = KerH
′
b. (36)
The subspace ImH ′b is preserved by all check operators Ha, so that
[Ha, H
′
b] = 0 for all a = 1, . . . , r. (37)
Thus if we substitute each Hb,j by H
′
b,j (i.e. substitute Hb by H
′
b), the new family of operators
is pairwise commuting. So it corresponds to some factorized CES problem. The equality (36)
tells us that both problems have the same answer. Applying, if necessary, the substitutions
Hb → H
′
b, we can assume that the original problem x satisfies the following constraint: Hb,j
is a projector whenever b is a singular row. In other words, we can assume that singular rows
of the table Tx constitute a factorized projectors CES.
Lemma 10 If a is a regular row and b is a singular row then [Ha,j , Hb,j ] = 0 for all j =
1, . . . , n.
Proof: Since the operators {Ha,j}j are non-degenerated, we have HaHb 6= 0, i.e. a regular
and a singular row can commute only in a regular way. Thus Ha,j and Hb,j either commute
or anticommute for all j. Suppose that Ha,jHb,j = −Hb,jHa,j for some j. Since Ha,jHb,j 6= 0,
the operator Ha,j maps an eigenvector of Hb,j to an eigenvector of Hb,j reversing a sign of
the eigenvalue. But after the simplifications Hb,j became a projector and thus it can not
anticommute with Ha,j .
Let us summarize the results of the two simplifications:
• Ha,j is non-degenerated whenever a is a regular row.
• Ha,j is a projector whenever a is a singular row.
• [Ha,j , Hb,j ] = 0 for all j whenever a is regular and b is singular.
In the remaining part of the section we describe a non-deterministic reduction of the
simplified factorized CES problem to the factorized projectors CES. The reduction is based
on the following possible transformations of the table TΛ and the vector {λa}:
(i). Suppose there exists j ∈ [1, n] and a Hermitian operator Z ∈ L(Hj) such that Z
commutes with all H1,j, . . . , Hr,j . Then Z[j] commutes with all H1, . . . , Hr and thus
preserves the subspace Lx. Assuming that Lx 6= 0, the operator Z has some eigenvalue
ω such that the intersection Lx
⋂
Ker (Z[j]− ω) is non-zero. So a transformation
Hj → H
′
j ≡ Ker (Z − ωI) and Ha,j → Ha,j |H′j , a = 1, . . . , r
leads to an equivalent instance. To implement this transformation, Merlin should send
a description of (j, Z, ω) to Arthur.
(ii). Suppose for some j ∈ [1, n] we have Hj = H′j ⊗ H
′′
j and Ha,j = H
′
a,j ⊗ H
′′
a,j for all
a = 1, . . . , r (here H ′a,j acts on the factor H
′
j and H
′′
a,j acts on the factor H
′′
j ). A
transformation replacing the j-th column by two new columns with entries {H ′a,j} and
{H ′′a,j} leads to an equivalent problem.
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(iii). Suppose in some column j all operatorsHa,j are proportional to the identity: Ha,j = raI
for some real numbers ra, a = 1, . . . , r. We may delete the j-th column from the table
and perform a transformation λa → λa/ra, a = 1, . . . , r.
(iv). For any column j we can perform a transformation
Ha,j → UHa,jU
†, a = 1, . . . , r,
where U ∈ L(Hj) is an arbitrary unitary operator.
(v). For any non-zero real number r we can replace some Ha,j by rHa,j and replace λa by
rλa.
(vi). Swaps of the columns and swaps of the rows.
We claim that the transformations (i)−(vi) allow to transform the simplified instance x into a
canonical form xc. The instance xc consists of two independent problems. The first problem
is the factorized CES with λa = ±1 and all check operators being tensor products of the
Pauli operators and the identity. The second problem is the factorized projectors CES. More
strictly, the table Txc for the instance xc has the following structure:
Pauli
operators
I λa = ±1
I factorized
projectors
λa = 0
The table is divided into four blocks. Columns in the left half of the table represent the qubits,
i.e. Hj = C2. All operators Ha,j sitting at the north-west block are either the Pauli operators
σx, σy, σz , or the identity. All operators Ha,j sitting at the south-east block are projectors.
Any operator Ha,j sitting in the blocks labeled by ‘I’ is the identity. The whole Hilbert space
H factorizes: H = H′⊗H′′, where the factorH′ = C2⊗· · ·⊗C2 corresponds to the left half and
H′′ — to the right half of the table. The common eigenspace also factorizes: Lxc = L
′ ⊗ L′′,
where L′ is a code subspaces of some stabilizer code (see [2, 18] for the subject), and L′′ is the
factorized projectors CES. Obviously Lxc 6= 0 iff L
′ 6= 0 and L′′ 6= 0. Arthur can verify that
L′ 6= 0 (and even compute the dimension of L′) using an efficient algorithm, see [2]. Thus
the original instance x has been reduced to an instance of the factorized projectors CES.
Summarizing, Theorem 5 follows from the claim given above. We restate it here as a lemma.
Lemma 11 The transformations (i)− (vi) allow one to transform any instance of the factor-
ized CES into the canonical form.
Proof: Let Tx be a table representing a simplified instance of the factorized CES. The first
step is to apply the transformation (i) as long as it is possible. To describe operators Z
suitable for the transformation (i) it is convenient to use a language of C∗-algebras.
Definition 5 A column algebra Aj ⊆ L(Hj) of a column j is the C∗-algebra generated by the
operators Ha,j for all regular rows a.
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Let Z(Aj) ⊆ Aj be a center of the column algebraAj . By definition, any operator Z ∈ Z(Aj)
commutes with all Ha,j for regular a. On the other hand, Z commutes with all Hb,j for sin-
gular b, see Lemma 10. Thus Arthur can use any operator Z ∈ Z(Aj) to implement the
transformation (i). We would like to choose Z such that after the transformation (i) the col-
umn algebra of the column j would have a trivial center. Making use of Fact 2 from Section 5
one can identify a direct sum decompositions Hj =
⊕
αH
(α)
j such that Aj =
⊕
αA
(α)
j , where
the algebra A
(α)
j ⊆ L(H
(α)
j ) has a trivial center. Let us apply transformation (i), where Z
is the projector onto H
(α)
j (α can be chosen arbitrarily) and ω = 1. The column algebra of
the column j for the transformed problem is obviously A
(α)
j . It has a trivial center. Arthur
must implement n transformations (i) for all columns j. Now we can assume that all column
algebras Aj have a trivial center e.
Then according to Fact 1 from Section 5, the spaces Hj have a tensor product structure
Hj = H
′
j ⊗H
′′
j , (38)
such that the column algebra Aj acts on the factor H′j only:
Aj = L(H
′
j)⊗ I.
Take some singular row b. The operatorHb,j commutes with all elements ofAj , see Lemma 10.
It means that Hb,j acts only on the factor H′′j :
Hb,j = I ⊗H
′′
b,j whenever λb = 0,
for some operator H ′′b,j ∈ L(H
′′
j ). Since Hb,j is a projector, the same does H
′′
b,j . Summarizing,
the whole space H has a tensor product structure
H = H′ ⊗H′′, H′ =
n⊗
j=1
H′j , H
′′ =
n⊗
j=1
H′′j ,
such that all regular rows act only on H′ while all singular rows act only on H′′. Applying
poly (n+ r) transformations (ii), (iii), and (vi) we can split the original instance x into two
independent instances: x′ (regular rows) and x′′ (singular rows), such that Lx = Lx′ ⊗ Lx′′ .
One remains to prove that x′ is equivalent to non-triviality check for some stabilizer quantum
code.
Since we have already known that all singular rows can be isolated, let us assume that all
rows of the table Tx are regular. Thus all operators Ha,j are non-degenerated and all column
algebras Aj have a trivial center. Applying, if necessary, the transformation (iii) we can get
rid of ‘free’ factors H′′j in (38), so we can also assume that
Aj = L(Hj).
For any column j the operators Ha,j either commute or anticommute with each other. It
follows that the operator H2a,j belongs to the center of Aj . Thus H
2
a,j ∼ I. Applying, if
eSince Arthur can find the direct sum decompositions of Hj and Aj efficiently (recall that the space Hj has
a bounded dimension), Merlin can just tell him what of the subspaces H
(α)
j
has to be chosen.
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necessary, the transformation (v) we can make H2a,j = I for all a and j. Note that λa = ±1
for all a after this transformation, otherwise Lx = 0 by obvious reasons. A connection with
stabilizer codes is established by the following lemma (we shall prove it later):
Lemma 12 Let S be a Hilbert space, G1, . . . , Gr ∈ L(S) be Hermitian operators such that
G2a = I, GaGb = ±GbGa for all a, b,
and such that the algebra generated by G1, . . . , Gr coincides with L(S). Then there exists an
integer n, a tensor product structure S = (C2)⊗n and a unitary operator U ∈ L(S) such that
UGaU
† is a tensor product of the Pauli operators and the identity (up to a sign) for all a.
Take S = Hj and Ga = Ha,j for some column j. Let U ∈ L(Hj) be a unitary operator
whose existence is guaranteed by Lemma 12. Applying the transformations (iv) with the
operator U followed by the transformation (ii) to the j-th column we split it into n columns.
Each of new columns represents a qubit. The entries of all new columns are either the Pauli
operators or the identity. Performing this transformation for all columns independently, we
transform the original instance of the factorized CES to the factorized CES with all check
operators being tensor products of the identity and the Pauli operators. The total number of
transformations (i)− (vi) that we made is poly (n+ r).
Proof of Lemma 12: The family G1, . . . , Gr contains at least one anticommuting pair
GaGb = −GbGa, since otherwise the algebra generated by Ga’s has a non-trivial center.
Without loss of generality, G1G2 = −G2G1. The operator G1 has only eigenvalues ±1 and
G2 swaps the subspaces corresponding to the eigenvalue +1 and −1. Thus both subspaces
have the same dimension and we can introduce a tensor product structure S = C2 ⊗ S ′ such
that
UG1U
† = σz ⊗ I, UG2U
† = σx ⊗ I,
for some unitary operator U ∈ L(S). Using the fact that all other Ga’s either commute or
anticommute with G1 and G2 one can easily show that each Ga also has a product form:
UGaU
† = G˜a ⊗G
′
a, G˜a ∈ {I, σx, σy, σz}, G
′
a ∈ L(S
′).
Obviously, the family of operators G′1, . . . , G
′
r satisfies
(G′a)
† = G′a, (G
′
a)
2 = I, G′aG
′
b = ±G
′
bG
′
a. (39)
Denote A ⊆ L(S ′) the C∗-algebra generated by the operators G′1, . . . , G
′
r. It has a trivial
center. Indeed, if Z ∈ A is a non-trivial central element then I ⊗ Z is a non-trivial central
element of L(S), which is impossible. Applying Fact 1 from Section 5 to the pair (S ′,A), we
conclude that there exists a tensor product structure
S ′ = S ′′ ⊗ S ′′′, A = L(S ′′)⊗ I.
But the factor S ′′′ is acted on by neither of Ga’s and thus S ′′′ = C. We have proved that
A = L(S ′). (40)
Taking into account (39) and (40) we can apply induction with respect to dimS (the base of
induction corresponds to S = C).
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We conclude this section by proving Corollaries 2 and 3. Obviously, if λa 6= 0 for all a then
all rows of the table Tx are regular and thus the factorized CES can be non-deterministically
reduced to non-triviality check for an additive quantum code. Suppose now that HaHb 6= 0
for all a and b. It means that all rows of the table (both regular and singular) commute in
a regular way. Thus the factorized projectors CES which appears in our reduction has the
following special property: for any column j all projectors Ha,j pairwise commute. Therefore
the space Hj has a basis in which all projectors Ha,j are diagonal. So the problem becomes
classical and belongs to NP by obvious reasons.
7 The factorized projectors common eigenspace problem for qubits
In this section we prove that the factorized projectors CES for qubits (d = 2) belongs to
NP. Let us start from a general note that applies to an arbitrary d. Consider an instance
x = (H1, . . . , Hr) = {Ha,j} of the factorized projectors CES and the common eigenspace
Lx = {|ψ〉 ∈ H : Ha|ψ〉 = 0 for all a = 1, . . . , r}.
If we do not care about computational complexity, the dimension of Lx can be calculated
using the following simple formula:
dimLx = Rk(I)−
∑
a
Rk(Ha)+
∑
a<b
Rk(HaHb)−
∑
a<b<c
Rk(HaHbHc)
+ · · ·+ (−1)r Rk(
r∏
a=1
Ha), (41)
where Rk(A) ≡ dim ImA is a rank of the operator A. All summation here are carried out in
the range [1, r]. Formula (41) is analogous to exclusion-inclusion formula for cardinality of a
union of sets. We can apply it since all projectors Ha are diagonalizable over the same basis
and each projector can be identified with the set of basis vectors which belong to ImHa.
Let Ω ⊆ {1, . . . , r} be an arbitrary subset of check operators. Denote
r(Ω) = Rk(
∏
a∈Ω
Ha) . (42)
Formula (41) has the following important consequence. Let x = {Ha,j} and x′ = {H ′a,j} be
two instances of the factorized projectors CES with the same n and r. If for any subset of
check operators Ω the quantities r(Ω) for the instances x and x′ coincide then both instances
have the same answer. So we can try to simplify the original instance x by modifying the
projectors Ha,j in such a way that all quantities r(Ω) are preserved. Although this approach
seems to fail in a general case (see a discussion at the end of this section), it works perfectly
for qubits.
In a case of qubits we haveHj = C2 for all j and H = (C2)⊗n. Each operatorHa,j ∈ L(C2)
is either the identity operator or a projector of rank one. Let us fix the number of qubits
n and the number of check operators r. Recall, that the input x = {Ha,j} is regarded as a
table, such that the columns correspond to the qubits and the rows correspond to the check
operators. We start from introducing an appropriate terminology.
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Definition 6 A table x = {Ha,j} is called commutative if [Ha, Hb] = 0 for all a and b.
Definition 7 A table x′ = {H ′a,j} is called consistent with a table x = {Ha,j} if for any
column j one has
• Rk(Ha,j) = Rk(H ′a,j) for all a.
• Ha,j = Hb,j ⇒ H ′a,j = H
′
b,j .
• Ha,jHb,j = 0 ⇒ H ′a,jH
′
b,j = 0.
Two following lemmas show that we can substitute the original table x by any table x′
consistent with x without changing the answer of the problem.
Lemma 13 Let x be a commutative table. If a table x′ is consistent with x then x′ is also a
commutative table.
Proof: Let x = {Ha,j}, x′ = {H ′a,j}, Ha =
⊗n
j=1Ha,j , and H
′
a =
⊗n
j=1H
′
a,j .
Suppose that Ha and Hb commute in a singular way i.e., HaHb = 0. It means that
Ha,jHb,j = 0 for some j. Since x
′ is consistent with x, we have H ′a,jH
′
b,j = 0. Thus H
′
a and
H ′b also commute (in a singular way).
Suppose now that Ha andHb commute in a regular way, that isHaHb 6= 0, HaHb = HbHa.
It follows from Lemma 9 that Ha,jHb,j = ±Hb,jHa,j for all j. Since both Ha,j and Hb,j are
projectors, they can not anticommute, so we conclude that [Ha,j, Hb,j ] = 0 for all j. Besides,
we know that Ha,jHb,j 6= 0. It is easy to see that both conditions can be met by one-qubit
projectors only if for any fixed j at least one of the following statements is true:
(i) At least one of Ha,j and Hb,j is the identity operator.
(ii) Ha,j = Hb,j .
Now we can make use of the fact that x′ is consistent with x. If the statement (i) is true, one
has Rk(Ha,j) = 2 or (and) Rk(Hb,j) = 2. It follows that Rk(H
′
a,j) = 2 or (and) Rk(H
′
b,j) = 2,
that is at least one of the projectors H ′a,j and H
′
b,j is the identity. If the statement (ii) is true,
one has H ′a,j = H
′
b,j . In both cases H
′
a,jH
′
b,j 6= 0 and [H
′
a,j , H
′
b,j ] = 0. Since it holds for all j,
we conclude that H ′a and H
′
b commute (in a regular way).
Lemma 14 Let x be a commutative table. If a table x′ is consistent with x then all quantities
r(Ω) for the tables x and x′ coincide.
Proof: Let x = {Ha,j}, x′ = {H ′a,j}, Ha =
⊗n
j=1Ha,j , and H
′
a =
⊗n
j=1H
′
a,j . According to
Lemma 13 the table x′ is commutative, so for any Ω we can define a quantity
r′(Ω) = Rk(
∏
a∈Ω
H ′a) . (43)
We should prove that r(Ω) = r′(Ω) for all Ω ⊆ {1, . . . , r}. There are two possibilities:
(i) r(Ω) > 0. It means that HaHb 6= 0 for all a, b ∈ Ω. Thus all operators Ha, a ∈ Ω commute
in a regular way and [Ha,j , Hb,j] = 0 for all a, b ∈ Ω and for all j. In this situation the
formula (42) for r(Ω) factorizes:
r(Ω) =
n∏
j=1
rj(Ω), rj(Ω) = Rk(
∏
a∈Ω
Ha,j) . (44)
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Let us consider some particular j. The family of projectors {Ha,j}a∈Ω is diagonalizable over
the same basis. Denote corresponding basis vectors as |ψ0〉 and |ψ1〉, 〈ψα|ψβ〉 = δα,β. Each
member of the family {Ha,j}a∈Ω is one of the following projectors: I, |ψ0〉〈ψ0|, and |ψ1〉〈ψ1|.
The requirement rj(Ω) > 0 implies that the projectors |ψ0〉〈ψ0| and |ψ1〉〈ψ1| do not enter
into this family simultaneously. Thus there exist integers k1 and k2, k1 + k2 = |Ω|, such
that the family {Ha,j}a∈Ω consists of k2 identity operators I and k1 projectors of rank one
|ψ〉〈ψ| (with |ψ〉 = |ψ0〉 or |ψ〉 = |ψ1〉). Now let us look at the family {H
′
a,j}a∈Ω. Since x
′
is consistent with x, this family also consists of k2 identity operators I and k1 projectors of
rank one |ϕ〉〈ϕ| for some |ϕ〉 ∈ C2. Therefore [H ′a,j, H
′
b,j ] = 0 for all a, b ∈ Ω and
r′j(Ω) = Rk(
∏
a∈Ω
H ′a,j) = rj(Ω).
Also it means that the quantity r′(Ω) factorizes, r′(Ω) =
∏n
j=1 r
′
j(Ω), and thus r
′(Ω) = r(Ω).
(ii) r(Ω) = 0. It means that
∏
a∈ΩHa = 0. Suppose first that HaHb = 0 for some a, b ∈ Ω.
Since x′ is consistent with x it implies that H ′aH
′
b = 0 (see the last part of the proof of
Lemma 13) and so that r′(Ω) = 0. Now suppose that HaHb 6= 0 for all a, b ∈ Ω. By definition,
it means that all check operators Ha, a ∈ Ω commute in a regular way, i.e. [Ha,j, Hb,j ] = 0 for
all a, b ∈ Ω and for all j. In particular, the family {Ha,j}a∈Ω is diagonalizable over the same
basis. In this situation we can use a decomposition (44). We know that rj(Ω) = 0 for some j.
But it happens iff the family {Ha,j}a∈Ω contains a pair of rank one projectors corresponding
to mutually orthogonal states, i.e. Ha,jHb,j = 0 for some a, b ∈ Ω. But it implies HaHb = 0
which contradicts our assumption.
What is the most simple form of a table x′ consistent with the original table x? We
will show that for any table x (which may be not a commutative one) there exists a table
x′ = {H ′a,j} consistent with x such that H
′
a,j ∈ {I, |0〉〈0|, |1〉〈1|} for all a and j. Here
|0〉, |1〉 ∈ C2 is some fixed orthonormal basis of C2 (computational basis). All check operators
H ′a for the table x
′ are diagonal in the computational basis of (C2)⊗n, therefore Merlin’s
proof might be a description of the table x′ and a binary string (x1, x2, . . . , xn) such that
H ′a|x1〉⊗|x2〉⊗· · ·⊗|xn〉 = 0 for all a. Verification that x
′ is indeed consistent with x requires
only O(nr2) computational steps. Thus existence of a table x′ with the specified properties
implies that the factorized projectors CES for qubits belongs to NP. It remains to prove the
following lemma.
Lemma 15 For any table x there exists a table x′ = {H ′a,j} consistent with x such that
H ′a,j ∈ {I, |0〉〈0|, |1〉〈1|} for all a and j.
Proof: Let x = {Ha,j}. A transformation from x to the desired table x′ is defined inde-
pendently for each column, so let us focus on some particular column, say j = 1. At first,
we define an orthogonality graph G = (V,E). A vertex v ∈ V is a set of rows which con-
tain the same projector. In other words, we introduce an equivalence relation on the set of
rows: a ∼ b ⇔ Ha,1 = Hb,1 and define a vertex v ∈ V as an equivalence class of rows.
Thus, by definition, each vertex v ∈ V carries a projector H(v) ∈ L(C2). A pair of vertices
u, v ∈ V is connected by an edge iff the projectors corresponding to u and v are orthogonal:
(u, v) ∈ E ⇔ H(u)H(v) = 0.
28 Commutative version of the local Hamiltonian
Consider as an example the following table (r = 100): H1,1 = I, H2,1 = H3,1 = 1/2(I+σz),
H4,1 = 1/2(I−σz), H5,1 = 1/2(I+σx), H6,1 = 1/2(I−σx), H7,1 = · · · = H100,1 = 1/2(I+σy).
Then an orthogonality graph consists of six vertices, V = {1, 2, 3, 4, 5, 6}, with H(1) = I,
H(2) = 1/2(I + σz), H(3) = 1/2(I − σz), H(4) = 1/2(I + σx), H(5) = 1/2(I − σx), and
H(6) = 1/2(I + σy). The set of edges is E = {(2, 3), (4, 5)}.
It is a special property of qubits that any orthogonality graph always splits to several dis-
connected edges representing pairs of orthogonal projectors and several disconnected vertices
representing unpaired projectors of rank one and the identity operator.
Suppose we perform a transformation
H(v)→ H ′(v), v ∈ V, (45)
for some projectors H ′(v) ∈ L(C2) which satisfy
Rk(H(v)) = Rk(H ′(v)) for all v ∈ V ; H ′(u)H ′(v) = 0 for all (u, v) ∈ E. (46)
As each vertex of the graph represents a group of cells of the table, the transformation (45)
can be also regarded as a transformation of the tables x → x′. Note that the table x′ is
consistent with the table x, since the restrictions (46) are just rephrasing of Definition 7.
Now existence of the table x′ with the desired properties is obvious. For each disconnected
edge (u, v) ∈ E we define the transformation (45) as H ′(u) = |0〉〈0|, H ′(v) = |1〉〈1| (it does
not matter, how exactly 0 and 1 are assigned to endpoints of the edge). For any disconnected
vertex v ∈ V , we define H ′(v) = I if H(v) = I and H ′(v) = |0〉〈0| if Rk(H(v)) = 1.
We conclude this section by several remarks concerning the factorized projectors CES
problem with d > 2. For simplicity, let us put an additional constraint, namely that each
projector Ha,j is either the identity operators or a projector of rank one (a projector on a
pure state). Definitions 6 and 7 are still reasonable in this setting. Moreover, it is easy to
check that Lemmas 13 and 14 are still valid (the proofs given above can be repeated almost
literally). A natural generalization of Lemma 15 might be the following:
For any table x there exists a table x′ = {H ′a,j} consistent with x such that for all a and j
H ′a,j ∈ {I, |1〉〈1|, . . . , |d〉〈d|}.
Here some fixed orthonormal basis |1〉, . . . , |d〉 ∈ Cd is chosen. Unfortunately, this statement
is wrong even for d = 3. Counterexamples may be obtained by constructions used in the
proof of the Kochen-Specker theorem [20]. According to this theorem there exist families of
projectors P1, . . . , Pr ∈ L(Cd) (d ≥ 3) which do not admit an assignment
Pa → εa ∈ {0, 1}, a = 1, . . . , r, (47)
such that ∑
a∈Ω
εa = 1 whenever
∑
a∈Ω
Pa = I. (48)
Here Ω ⊆ {1, . . . , r} may be an arbitrary subset. Peres [21] suggested an explicit construction
of such family for d = 3 and r = 33. This family consists of the projectors of rank one, i.e.
Pa = |ψa〉〈ψa|, |ψa〉 ∈ C3, a = 1, . . . , 33.
Suppose a table x = {Ha,j} consists of 33 rows and the first column accommodates the
family of projectors suggested by Peres: Ha,1 = |ψa〉〈ψa|, a = 1, . . . , 33. Let x′ = {H ′a,j} be
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a table whose existence is promised by the generalized Lemma 15. Since x′ is consistent with
x, one has Rk(H ′a,1) = Rk(Ha,1) = 1, so neither of the projectors H
′
a,1, a = 1, . . . , 33, is the
identity. Then the only possibility (if the lemma is true) is that H ′a,1 ∈ {|1〉〈1|, |2〉〈2|, |3〉〈3|}.
A consistency property implies also that∑
a∈Ω
Ha,1 = I ⇒
∑
a∈Ω
H ′a,1 = I. (49)
Indeed, the equality on the lefthand side is possible iff |Ω| = 3 and all projectors {Ha,1}a∈Ω
are pairwise orthogonal. Then the projectors {H ′a,1}a∈Ω are also pairwise orthogonal and we
get the equality on the righthand side. The family of projectors {H ′a,1} obviously admits an
assignment (47,48). Indeed, we can put
εa =
{
1 if H ′a,1 = |3〉〈3|,
0 if H ′a,1 = |1〉〈1| or |2〉〈2|.
But the property (49) implies that the assignment Ha,1 → εa, a = 1, . . . , 33 also satisfies the
requirements (48). It is impossible. Therefore the generalization of Lemma 15 given above is
wrong.
In fact, the proof of Lemma 15 needs a regular d-coloring of a graph which admits d-
dimensional orthogonal representation. As we have seen, this is not always possible. It might
happen however that all ‘pathological’ (which violate Lemma 15) commutative tables lead to
simple instances of factorized projectors CES. Indeed, a difficult instance must contain pairs
of rows commuting in a singular way and pairs commuting in a regular way. The number of
pairs of each type must be sufficiently large. For example, if all rows commute in a regular
way, the problem belongs to NP according to Corollary 3. If all rows commute in a singular
way, we can easy compute dimL0 using the exclusion-inclusion formula (41). The number
of ‘pathological’ columns in the table also must be sufficiently large. To construct difficult
instances we must meet all these requirements which seems to be hard.
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