In the past decade, a combination of unfitted finite elements (or XFEM) with the Nitsche method has become a popular discretization method for elliptic interface problems. This development started with the introduction and analysis of this Nitsche-XFEM technique in the paper [A. Hansbo, P. Hansbo, Comput. Methods Appl. Mech. Engrg. 191 (2002)]. In general, the resulting linear systems have very large condition numbers, which depend not only on the mesh size h, but also on how the interface intersects the mesh. This paper is concerned with the design and analysis of optimal preconditioners for such linear systems. We propose an additive subspace preconditioner which is optimal in the sense that the resulting condition number is independent of the mesh size h and the interface position. We further show that already the simple diagonal scaling of the stifness matrix results in a condition number that is bounded by ch −2 , with a constant c that does not depend on the location of the interface. Both results are proven for the two-dimensional case. Results of numerical experiments in two and three dimensions are presented, which illustrate the quality of the preconditioner.
Introduction
Let Ω ∈ R, d = 2, 3, be a polygonal domain that is subdivided in two connected subdomains Ω i , i = 1, 2. For simplicity we assume that Ω 1 is strictly contained in Ω, i.e., ∂Ω 1 ∩ ∂Ω = ∅. The interface between the two subdomains is denoted by Γ = ∂Ω 1 ∩ ∂Ω 2 . We are interested in interface problems of the following type: Here n is the outward pointing unit normal on Γ = ∂Ω 1 , [[·] ] the usual jump operator and α = α i > 0, β = β i > 0 in Ω i are piecewise constant coefficients. In general one has α 1 = α 2 . If β 1 = β 2 = 1, this is a standard interface problem that is often considered in the literature [7, 5, 4, 20] . For β 1 = β 2 this model is very similar to models used for mass transport in two-phase flow problems [2, 1, 16, 17, 11] . Without loss of generality we assume β i ≥ 1. The interface condition in (1.1c) is then usually called the Henry interface condition. Note that if β 1 = β 2 , the solution u is discontinuous across the interface. If β 1 = β 2 and α 1 = α 2 the first (normal) derivative of the solution is discontinuous across Γ. In the setting of two-phase flo ws one is typically interested in moving interfaces and instead of (1.1) one uses a time-dependent mass transport model. In this paper, however, we restrict to the simpler stationary case.
In the past decade, a combination of unfitted finite elements (or XFEM) with the Nitsche method has become a popular discretization method for this type of interface problems. This development started with the introduction and analysis of this Nitsche-XFEM technique in the paper [7] . Since then this method has been extended in several directions, e.g., as a fictitious domain approach, for the discretization of interface problems in computational mechanics, for the discretization of Stokes interface problems and for the discretization of mass transport problems with moving interfaces, cf. [3, 8, 9, 13, 14, 15, 10] . Almost all papers on this subject treat applications of the method or present discretization error analyses. Efficient iterative solvers for the discrete problem is a topic that has hardly been addressed so far. In general, solving the resulting discrete problem efficiently is a challenging task due to the well-known fact that the conditioning of the stiffness matrix is sensitive to the position of the interface relative to the mesh. If the interface cuts elements in such a way that the ratio of the areas (volumes) on both sides of the interface is very large, the stiffness matrix becomes (very) ill-conditioned.
Recently, for stabilized versions of the Nitsche-XFEM method condition number bounds of the form ch −2 , with a constant c that is independent of how the interface Γ intersects the triangulation, have been derived [3, 10, 20] . In [10] an inconsistent stabilization is used to guarantee LBB-stability for the pair of finite element spaces used for the Stokes interface problem. This stabilization also improves the conditioning of the stiffness matrix, leading to a ch −2 condition number bound. In [20] a stabilized variant of the Nitsche-XFEM for the problem (1.1) is considered. For this method an ch −2 condition number bound is derived.
In this paper we consider the original Nitsche-XFEM method from [7] for the discretization of (1.1), without any stabilization. In [7] for this method optimal discretization error bounds are derived. We prove that after a simple diagonal scaling the condition number is bounded by ch −2 , with a constant c that is independent of how the interface Γ intersects the triangulation. We prove that an optimal preconditioner, i.e. the condition number of the preconditioned matrix is independent of h and of how the interface Γ intersects the triangulation, can be constructed from approximate subspace corrections. If in the subspace spanned by the continuous piecewise linears one applies a standard multigrid preconditioner and in the subspace spanned by the discontinuous finite element functions that are added close to the interface (the xfem basis functions) one applies a simple Jacobi diagonal scaling, the resulting additive subspace preconditioner is optimal. The latter is the main result of this paper. The analysis uses the very general theory of subspace correction methods [18, 19] . Our analysis applies to the two-dimensional case (d = 2), but we expect that a very similar optimality result holds for d = 3. This claim is supported by results of numerical experiments that are presented.
The results derived in this paper also hold (with minor modifications) if in (1.1b), (1.1c) one has a nonhomogeneous right-hand side. In such a case one has to modify the right-hand side functional in the variational formulation, but the discrete linear operators that describe the discretization remain the same.
The outline of this paper is as follows. In section 2 the Nitsche-XFEM method from [7] for the discretization of (1.1) is described. In section 3 we study the direct sum splitting of the XFEM space into three subspaces, namely a subspace of continuous piecewise linears, and two subspaces of xfem functions on both sides of the interface. In Theorem 3.3, which is the main result of this paper, we prove that this is a uniformly stable splitting. Following standard terminology (as in [18, 19] ) we introduce an additive subspace preconditioner in section 4. Based on the stable splitting property the quality of the preconditioner (i.e., the condition number of the preconditioned matrix) can easily be analyzed. In section 5 we present results of some numerical experiments, both for d = 2 and d = 3.
The Nitsche-XFEM discretization
In this section we describe the Nitsche-XFEM discretization, which can be found at several places in the literature [7, 4] .
Let {T h } h>0 be a family of shape regular simplicial triangulations of Ω. A triangulation T h consists of simplices T , with h T := diam(T ) and h := max{ h T | T ∈ T h }. The triangulation is unfitted. We introduce some notation for cut elements, i.e. elements T ∈ T h with Γ ∩ T = ∅. The subset of these cut elements is denoted by T Γ h := {T ∈ T h | T ∩ Γ = ∅}. To simplify the presentation and avoid technical details we assume that for all T ∈ T Γ h the intersection Γ T := T ∩ Γ does not coincide with a subsimplex of T (a face, edge or vertex of T ). Hence, we assume that Γ T subdivides T into two subdomains T i := T ∩ Ω i with meas d (T i ) > 0. We further assume that there is at least one vertex of T that is inside domain Ω i , i = 1, 2. In the analysis we assume that T Γ h is quasi-uniform.
Let V h ⊂ H 1 0 (Ω) be the standard finite element space of continuous piecewise linears corresponding to the triangulation T h with zero boundary values at ∂Ω. Let {x j | j = 1, . . . n}, with n = dim V h , be the set of internal vertices in the triangulation. The index set is denoted by J = {1, . . . , n}. Let (φ j ) j∈J be the nodal basis functions in V h , where φ j corresponds to the vertex with index j. Let J Γ := { j ∈ J | |Γ∩supp(φ j )| > 0 } be the index set of those basis functions the support of which is intersected by Γ. The Heaviside function H Γ has the values H Γ (x) = 0 for x ∈ Ω 1 , H Γ (x) = 1 for x ∈ Ω 2 . Using this, for j ∈ J Γ we define an enrichment function
Furthermore, for j ∈ J Γ and x j ∈ Ω 1 , we have supp(φ Γ j ) ⊂Ω 2 and for x j ∈ Ω 2 , we have supp(φ Γ j ) ⊂Ω 1 . Related to this, the index set J Γ is partitioned in J Γ,2 := {j ∈ J Γ | x j ∈ Ω 1 } and J Γ,1 := J Γ \ J Γ,2 = {j ∈ J Γ | x j ∈ Ω 2 }. Hence, for j ∈ J Γ,i the xfem basis function φ Γ j has its support inΩ i , i = 1, 2. The XFEM space is defined by
and
Remark 2.1. The XFEM space V Γ h can also be characterized as follows: v h ∈ V Γ h if and only if there exist finite element functions
From this characterization one easily derives optimal approximation properties of the XFEM space for functions that are piecewise smooth, cf. [7, 12] .
In the literature, e.g., [7, 4] , discretization with the space V Γ h is also called an unfitted finite element method. An L 2 -stability property of the basis (φ j ) j∈J ∪ (φ Γ j ) j∈J Γ of V Γ h is given in [12] . For the discretization of the equation (1.1) in the XFEM space we first introduce some notation for scalar products. The L 2 scalar product is denoted by (u, v) 0 := Ω uv dx. Furthermore we define
with the semi-norm denoted by
and norm
. On the interface we introduce the scalar product
and the mesh-dependent weighted L 2 scalar product
The Nitsche-XFEM discretization of the interface problem (1.1) reads as follows:
Here we used the average { {w} } := κ 1 w 1 + κ 2 w 2 with an element-wise constant κ i = |T i | |T | . This weighting in the averaging is taken from the original paper [7] . The stabilization parameter λ ≥ 0 should be taken sufficiently large, λ > c λ max{α i } i=1,2 , with a suitable constant c λ only depending on the shape regularity of T ∈ T h . Discretization error analysis for this method is available in the literature. In [7] optimal order discretization error bounds are derived for the case β 1 = β 2 = 1. The case β 1 = β 2 is treated in [15] .
For the development and analysis of preconditioners for the discrete problem, without loss of generality we can restrict to the case β 1 = β 2 = 1. This is due to the following observation. We note that (also if
Thus, by rescaling the test functions v h and withα := αβ −1 the problem (2.4) can be reformulated as follows:
The stiffness matrices corresponding to (2.4) and (2.5) are related by a simple basis transformation. In the remainder of the paper we only consider the preconditioning of the stiffness matrix corresponding to (2.5). Via the simple basis transformation the solution to (2.5) directly gives a solution to (2.4).
Remark 2.2. In certain situations it may be (e.g., due to implementational aspects) less convenient to transform the discrete problem (2.4) into (2.5). If one wants to keep the original formulation, it is easy to provide an (optimal) preconditioner for it, given a preconditioner for the transformed problem (2.5). We briefly explain this. Let (ψ j ) 1≤j≤m denote the basis for V Γ h , and A,Ã the stiffness matrices w.r.t. this basis of the problems (2.4) and (2.5), respectively. Let T be the matrix representation of the mapping
h , i.e., the i-th row of T contains the coefficients t i,k such that
Then the relationÃ = TAT T holds. Given a preconditionerC forÃ, we define C := T TC T as precondition er for A. Due to the equality of spectra, σ(CA) = σ(CÃ), the quality of C as a preconditioner for A is the same as the quality ofC as a preconditioner forÃ.
We introduce a compact notation for the symmetric bilinear form used in (2.5). For convenience we write α instead ofα, and we assume a global constant value for λ:
This bilinear form is well-defined on
For the analysis we introduce the bilinear form and corresponding norm defined by
In [7] it is shown that, for λ sufficiently large, the norm corresponding to the Nitsche bilinear form is uniformly equivalent to ||| · ||| h :
Here and in the remainder we use the symbol ∼ to denote two-sided inequalities with constants that are independent of h and of how the triangulation is intersected by the interface Γ. The constants in these inequalities may depend on α and λ. We also use to denote one-sided estimates that have the same uniformity property. In the remainder we assume that λ > 0 is chosen such that (2.8) holds.
Stable subspace splitting
We will derive an optimal preconditioner for the bilinear form in (2.6) using the theory of subspace correction methods. Two excellent overview papers on this topic are [18, 19] . The theory of subspace correction methods as described in these overview papers is a very general one, with applications to multigrid and to domain decomposition methods.
We apply it for a relatively very simple case with three disjoint spaces. We use the notation and some main results from [19] . It is convenient to adapt our notation to the one of the abstract setting in [19] . The three subspaces in (2.1) are denoted by
Thus we have the direct sum decomposition
Below u = u 0 + u 1 + u 2 ∈ S always denotes a decompositon with u l ∈ W l , l = 0, 1, 2. For the norm induced by the bilinear form a h (·, ·) we use the notation
Recall that this norm is uniformly equivalent to ||| · ||| h , cf. (2.8). In theorem 3.3 below we show that the splitting in (3.1) is stable w.r.t. the norm · h . The result in the next theorem is the key point in our analysis. We show that the splitting of S into W 0 and the subspace spanned by the xfem basis functions W 1 ⊕ W 2 is stable. For this we restrict to the two-dimensional case d = 2. We use a transformation of certain patches to a reference patch on [0, 1] 2 . We first describe this transformation. We construct a subdivision of T Γ h into patches {ω k } as follows, cf. Figure 3 .1. We first define a subset E of all edges that are intersected by Γ. Consider an edge E 1 which is intersected by Γ such that one vertex V 1 is in Ω 1 and the other, V * 1 , is in Ω 2 . We define this edge as the first element in E. Now fix one direction along the interface and going in this direction along Γ we get an ordered list of all edges intersected by Γ. As last edge in this list we include the starting edge E 1 . As the next edge E 2 ∈ E we take the first one after E 1 (in the list) that has no common vertex with E 1 . As E 3 ∈ E we take the first one after E 2 that has no common vertex with E 2 , etc.. To avoid technical details we assume that the final edge E N E included in E coincides with E 1 . By construction we get a numbering of certain vertices as in the left part of Figure 3 .1: edge E j has vertices V j ∈ Ω 1 , V * j ∈ Ω 2 . The elements between two edges E k , E k+1 ∈ E form the patch ω k . The patches {ω k } 1≤k≤Nω , with N ω = N E − 1, form a disjoint partitioning of T Γ h . We define the extended patch ω e k by adding the neighboring elements which are not in T Γ h , i.e., ω e k := ω k ∪ {T ∈ T h \ T Γ h | T has a common edge with a T ′ ∈ ω k }. The part of the interface Γ contained in ω e k is denoted by Γ k . The triangulation (and corresponding domain) formed by the union of the extended patches ω e k is denoted by T Γ,e h . Note that every element T ∈ T Γ,e h can appear in at most two patches ω e k . Further note that the number of elements within each extended patch ω e k is uniformly bounded due to shape regularity of T h . For each extended patch ω e k there exists a piecewise affine transformation
Accordingly we denote a transformed patch byω andω e . Theorem 3.1. Take d = 2. The following holds:
Proof. Due to norm equivalence the result in (3.2) is equivalent to:
For w ∈ W 1 ⊕ W 2 we have w = 0 on Ω \ T Γ,e h , and T
Γ,e h is partitioned into patches ω e k . Hence, it suffices to prove
We use the transformation to the reference patchω e described above. On the reference patch we have transformed spacesŴ 0 (continuous, piecewise linears) andŴ 1 ⊕Ŵ 2 . The functions inŴ 1 (Ŵ 2 ) are piecewise linear on the part of the patch below (above) the interfaceΓ, zero on the line segment y = 0 (y = 1) and zero on the part of the patch above (below) the interfaceΓ. The norm |||u||| h,ω e k and the induced norm |||û|||ωe
k onω e k , are uniformly equivalent, because the constants in this norm equivalence are determined only by the condition number of the piecewise affine transformation between ω e k andω e k . Note that neither the spacesŴ l nor the norm |||·|||ωe k depend on h (the h-dependence is implicit in the piecewise affine transformation). The reference patchesω e k all have the same geometric structure, cf. Figure 3. 1. These patches have (due to shape regularity of T h ) a uniformly bounded number of vertices on the line segment that connects the vertices
). In the rest of the proof a generic reference patch and its extension are denoted byω and ω e , respectively. The interface segment that is intersected byω is denoted byΓ. We conclude that for (3.3) to hold it is sufficient to prove
with a constant K that is independent of how the patchω is intersected by the interfacê Γ. Note that
Hence,
holds. Thus it suffices to prove the strengthened Cauchy-Schwarz inequality
with a uniform constant C * < 1. The proof of (3.5) is divided into three steps, namely a strengthened Cauchy-Schwarz inequality related to the x-derivative, a suitable CauchySchwarz inequality related to the y-derivative and then combining these estimates.
Step 1. The following holds:
with a uniform constant c 0 < 1. From the Cauchy-Schwarz inequality we get
. Within the patchω = {T i } the x-derivative u x is piecewise constant and u x | T i = u x | T i,N for the neighboring triangle T i,N ∈ω e \ω. This implies
, withĉ < 1 depending only on shape regularity. Thus we obtain u x L 2 (ω) ≤ c 0 u x L 2 (ω e ) , with a uniform constant c 0 < 1, which yields (3.6).
Step 2. The following holds:
with suitable uniform constants c 1 , c 2 .
Let {T i } be the set of triangles that formω and let these be ordered such that meas 1 (T i ∩ T i+1 ) > 0. We denote the interior edges by e i = T i ∩ T i+1 . To show (3.7) we start with partial integration
where for the edges of ∂T i that lie on ∂ω = ∂[0, 1] 2 we used w = 0 for y ∈ {0, 1} and n T i ,y = 0 for x ∈ {0, 1}. 
Thus we obtain
Next, we consider w = w 1 + w 2 ∈Ŵ 1 ⊕Ŵ 2 along the interior edge e i . Let T i be a triangle adjacent to e i . Without loss of generality we assume that two vertices of T i are inΩ 1 and we thus have (w 1 ) x = 0 on T i . We denote the vertices of e i by x i = e i ∩ ∂ω ∩Ω i , i = 1, 2 and the intersection point by x Γ = e i ∩Γ and define the distances d i = x i − x Γ 2 , i = 1, 2. As w is piecewise linear along e i , zero at x 1 , and (w 1 ) x = 0 on T i , we have w 1 (x Γ ) = ±d 1 τ y (w 1 ) y . Furthermore:
We also have the geometrical information
. Using these results we get
(3.10)
From (3.9) and (3.10) we obtain
Combining (3.8), (3.11) and the Cauchy-Schwarz inequality ω u y w y dx ≤ u y L 2 (ω) w y L 2 (ω) results in (3.7).
Step 3. The following holds:
for all u ∈ W 0 , w ∈Ŵ 1 ⊕Ŵ 2 , with a uniform constant C * < 1. The proof combines the preceding results. We define
. Then we have with (3.6), (3.7) and
One easily sees that c 2 0 θ + min{c 2 1 θ, 1 − θ} ≤ ) (3.12) follows for a suitable uniform constant C * < 1. The result (3.12) directly implies (3.5) and thus the estimate (3.2) holds for λ sufficiently large. For different values λ ≥ λ * , with λ * the critical value for which the norm equivalence (2.8) holds, the norms · h (depending on λ) are equivalent, with equivalence constants depending only on λ. This implies that (3.2) holds for any λ ≥ λ * .
In the next lemma we derive the stable splitting property of W 1 ⊕ W 2 .
Lemma 3.2. The following holds:
u l h ∼ |u l | 1,Ω l for all u l ∈ W l and l = 1, 2, (3.13)
Proof. Take l = 1. We have
For this, we represent Γ locally as the graph of a function ψ, with a local coordinate system (ξ, η) as in 
and thus
Integration over ξ yields (3.16) . In combination with (3.15) this yields u 1 2 h |u 1 | 1,Ω 1 , which completes the proof of (3.13). We now consider the result in (3.14). Due to · h ∼ ||| · ||| h is suffices to prove
The scalar product corresponding to ||| · ||| h is denoted by (·, ·)
Using the results in (3.16), (3.13) we get, with a suitable constant c and for arbitrary δ ∈ (0, 1):
By choosing a suitable δ, we obtain the strengthened Cauchy-Schwarz inequality
with a constant C * < 1, independent of h and of how the triangulation is intersected by Γ. This result is equivalent to the one in (3.17).
As a direct consequence of the stable splitting properties derived above we obtain the following main result. Theorem 3.3. Take d = 2. There exists a constant K, independent of h and of how the triangulation is intersected by Γ, such that
Proof. Combine the result in (3.2) with the one in (3.14).
An optimal preconditioner based on approximate subspace corrections
We describe and analyze an additive subspace decomposition preconditioner using the framework given in [19] . For this we first introduce some additional notation. Let Q l : S → W l , l = 0, 1, 2, be the L 2 -projection, i.e., for u ∈ S:
The bilinear form a h (·, ·) on S that defines the discretization can be represented by the operator A : S → S:
The discrete problem (2.5) has the compact representation Au = f Q , where f Q is the L 2 -projection of the given data f ∈ L 2 (Ω) onto the finite element space S. The Ritz approximations
Note that these are symmetric positive definite operators. In the preconditioner we need symmetric positive definite approximations B l : W l → W l of the Ritz operators A l . The spectral equivalence of B l and A l is described by the following:
with strictly positive constants γ l , ρ l , l = 0, 1, 2. The additive subspace preconditioner is defined by
For the implementation of this preconditioner one has to solve (in parallel) three linear systems. The operator Q l is not (explicitly) needed in the implementation, since if for a given z ∈ S one has to determine d l = B −1 l Q l z, the solution can be obtained as follows:
The theory presented in [19] can be used to quantify the quality of the preconditioner C.
Theorem 4.1. Define γ min = min l γ l , ρ max = max l ρ l . Let K be the constant of the stable splitting in Theorem 3.3. The spectrum σ(CA) is real and
Proof. We recall a main result from [19] (Theorem 8.1). If there are strictly positive constants K 1 , K 2 such that
For the lower inequality we use Theorem 3.3 and (4.2), which then results in
For the upper bound we note
Now we apply the above-mentioned result with K 1 = K/γ min and K 2 = 3ρ max .
The result in Theorem 3.3 yields that the constant K is independent of h and of how the triangulation intersects the interface Γ. It remains to choose appropriate operators B l such that γ min and ρ max are uniform constants, too.
We first consider the approximation B 0 of the Ritz-projection A 0 . Note that the finite element functions in W 0 = V h are continuous across Γ. This implies that
Hence, A 0 is a standard finite element discretization of a Poisson equation (with a discontinuous diffusion coefficient α). As a preconditioner B 0 for A 0 we can use a standard symmetric multigrid method (which is a multiplicative subspace correction method). From the literature [6, 18, 19] we know that for this choice of B 0 we have spectral inequalities as in (4.2), with ρ 0 = 1 and a constant γ 0 > 0 that is independent of h and of how Γ intersects the triangulation.
It remains to find an appropriate preconditioner B l of A l , l = 1, 2. For this we propose the simple Jacobi method, i.e., diagonal scaling as a preconditioner for A l , l = 1, 2. We first introduce the operator B l that represents the Jacobi preconditioner.
In terms of these representations the Jacobi preconditioner is defined by
Note that a h (φ Γ j , φ Γ j ) are diagonal entries of the stiffness matrix corresponding to a h (·, ·). The result in the next lemma shows that this diagonal scaling yields a robust preconditioner for the Ritz operator A l . Lemma 4.2. For the Jacobi preconditioner B l there are strictly positive constants γ l , ρ l , independent of h and of how the triangulation is intersected by Γ such that
holds.
Proof. Take u = j∈J Γ,l α j φ Γ j ∈ W l . For each T ∈ T Γ h we define T l = T ∩ Ω l , and for each T l we denote by V (T l ) the set vertices of T that are not in Ω l . Note that V (T l ) = ∅ and V (T l ) does not contain all vertices of T . Using (3.13) and the construction of the xfem basis functions we get
Using (3.13) and the fact that ∇u is a constant vector on each T l we get, with · 2 the Euclidean vector norm,
does not contain all vertices of T , the vectors in the set {(∇φ j ) |T | j ∈ V (T l )} are independent and the angles between the vectors depend only on the geometry of the triangulation T h . This implies that
Combining this with the results in (4.6) and (4.7) completes the proof.
Remark 4.1. Instead of an optimal multigrid preconditioner in the subspace W 0 = V h , one can also use a simpler (suboptimal) Jacobi preconditioner, i.e. B 0 analogous to (4.4). For this choice the spectral constants in (4.2) are γ 0 ∼ h 2 and ρ 0 ∼ 1. The three subspaces are disjoint and thus if one applies a Jacobi preconditioner in the three subspaces, the additive subspace preconditioner C in (4.3) coincides with a Jacobi preconditioner for the operator A. From Theorem 4.1 we can conclude that κ(CA) ≤ ch −2 holds, with a constant c independent on h and the cut position. Similar uniform O(h −2 ) condition number bounds have recently been derived in the literature, cf. [20] and [4] . In these papers, however, for obtaining such a bound an additional stabilization term is added to the bilinear form a h (·, ·). Our analysis shows that although the condition number of the stiffness matrix corresponding to a h (·, ·) does not have a uniform (w.r.t. the interface cut) bound ch −2 , a simple diagonal scaling results in a matrix with a spectral condition number that is bounded by ch −2 , with a constant c that is independent of how Γ is intersected by the triangulation. We note that adding a stabilization as treated [4] may have a positive effect not only on the condition number, but also on robustness of the discretization w.r.t. large jumps in the diffusion coefficient. Concerning a generalization to d = 3 we note the following. Firstly, it is not obvious how the subdivision into patches ω k can be generalized to three space dimensions. Secondly, if d = 2 then for every element within the reference patchω we know that the local finite element space on T ∩ Ω i is one-dimensional which is exploited to characterize the one-sided limit at the interface. In three dimensions the local finite element space can be two-dimensional on both parts T ∩ Ω i , i = 1, 2 such that it is not obvious how to generalize the proof of Theorem 3.1.
Nevertheless, we expect that the result of Theorem 3.3, hence also the results on the additive subspace preconditioner, hold in three space dimensions. This claim is supported by the results of a numerical example with d = 3, presented in section 5.2. We illustrate the dependence of the quality of the subspace preconditioner on the jumps in α in a numerical example in section 5.1.
Remark 4.4. Instead of the additive preconditioner C in (4.3), one can also use a multiplicative version, cf. [19] . The optimality of this multiplicative variant, which can be used as a solver or a preconditioner, can easily be derived using the framework given in [19] and the results presented above.
Numerical experiments
In this section results for different subspace correction preconditioners are presented. We consider a discrete interface problem of the form: determine u h ∈ V Γ h such that
with a h (·, ·) as in(2.6). We take test problems with d = 2 and d = 3. The resulting stiffness matrix, which is the matrix representation of the operator A in (4.1), is denoted by A. The matrices corresponding to the Ritz approximations A 0 (projection on V h ) and A x (projection on V x h ) are denoted by A 0 and A x , respectively. The diagonal matrices diag(A), diag(A 0 ) diag(A x ) are denoted by D A , D 0 and D x , respectively. Furthermore, C 0 denotes a preconditioner for A 0 , for instance a multigrid preconditioner or C 0 = D 0 . We define the block preconditioners
The matrix B A corresponds to an additive subspace preconditioner with exact subspace corrections, B D has an exact correction in V h and an approximate diagonal subspace correction in V x h , and B C has approximate subspace corrections in all subspaces. In the following we study the performance of these preconditioners, in particular their robustness w.r.t. both the variation in the mesh size h and the location of the interface. We also ilustrate the dependence of the condition numbers on λ and the diffusivity ratio α 1 /α 2 . In section 5.1 we consider a two-dimensional example with a challenging configuration in the sense that many elements in the mesh have small cuts. This setting allows for a detailed study of the dependencies on h, α 1 /α 2 and λ. In the second example in section 5.2 we consider a three-dimensional analog and apply a multigrid preconditioner C 0 for A 0 .
Two-dimensional test case
The domain is the unit square Ω = [0, 1] 2 with an interface Γ which is a square with corners that are rounded off. A sketch is displayed in Figure 5 .1 (left). The rounded square is centered around x 0 , it is denoted as Ω 1 . We set the dimensions to l = 0.2 and r = 0.05. In the implementation a piecewise linear approximation of Γ is used. To investigate conditioning of the system, we consider a situation with many small cuts. To this end we use a uniform triangulation of Ω and set x 0 = (0.5, 0. "shift parameter" ε = 2 −20 . In this configuration almost all cut elements T ∈ T Γ h have very small cuts (cf. right sketch in Figure 5 .1). A similar test case has been considered in [3] as "sliver cut case". We use four levels of uniform refinement denoted by L1,..,L4. The diffusion parameters are fixed to (α 1 , α 2 ) = (1.5, 2). Note that we consider β 1 = β 2 = 1, but the problem is equivalent to every combination of Henry and diffusion parameters which fulfill (α 1 /β 1 , α 2 /β 2 ) = (1.5, 2). The Nitsche stabilization parameter is set to λ = 4ᾱ withᾱ = 1 2 (α 1 + α 2 ) = 1.75. As a right-hand side source term we choose f = 1 in Ω 1 and f = 0 in Ω 2 .
In the tables below we present results for the spectral condition number of the preconditioned matrix. We also include the iteration number of the CG method, applied to the preconditioned system, needed to reduce the starting residual by a factor of 10 6 . In Table 5 .1 the condition numbers corresponding to the block preconditioners B A , B D and D A are displayed for four different levels of refinement. The condition number of A is above 10 7 and the number of CG iterations without preconditioning is above 2000 on all four levels. We observe that the condition numbers of B A and B D are essentially independent on the mesh size h. From further experiments we observe that the condition number of A severely depends on the shift parameter, the results for the block preconditioners however remain essentially the same. This is in agreement with the results derived in section 4. Also the Jacobi preconditioner D A behaves as expected. With decreasing mesh size h, for the condition number we observe κ(D For these preconditioners, with a fixed mesh (level L2) the dependence on λ is shown in Table 5 .2. The results suggest that the estimate in Theorem 3.1 is essentially independent on λ. The condition number κ(B In Table 5 .3 we illustrate the behavior of the preconditioners for increasing diffusivity ratios. We observe that for all three preconditioners the corresponding condition number has a roughly linear dependence on α 1 /α 2 . We conclude that the stability estimate in Theorem 3.1 is not robust with respect to variation in α 1 /α 2 . The increase of the CG iteration counts, however, is only very mild.
L1

Three-dimensional test case
We consider a setup in three dimensions very similar to the one used in section 5.1. The domain is the unit cube Ω = [0, 1] 3 with a cube that is rounded off as the dividing interface. The cube, denoted as Ω 1 , is centered around x 0 = (0.5, 0.5, 0.5) + ε(1, 1, 1) with a small "shift parameter" ε = 2 −20 . The dimensions of the cube are chosen as in section 5.1 (l = 0.2, r = 0.05) and a uniform triangulation of Ω is used. We use seven levels of uniform refinement denoted by L0,..,L6 where the coarsest level (L0) is a 2×2×2-grid.
The diffusion parameters are fixed to (α 1 , α 2 ) = (1, 3). Note that we consider β 1 = β 2 = 1. The Nitsche stabilization parameter is set to λ = 5ᾱ withᾱ = 1 2 (α 1 + α 2 ) = 2. As a right-hand side source term we choose f = 1 in Ω 1 and f = 0 in Ω 2 .
We investigate the performance of the CG method preconditioned with B C , cf. (5.1). For the preconditioner C 0 of A 0 we use a standard multigrid method. In this multigrid preconditioner we apply one V-cycle with a damped Jacobi (damping factor 0.8) iteration as pre-and post-smoother. In Table 5 .4 the iteration counts that were needed to reduce the initial residual by a factor of 10 6 for the levels L2 to L6 are shown. On level L6 we have approximately two million unknowns.
L2 L3 L4 L5 L6
CG iterations 22 25 27 29 32 Table 5 .4: Iteration counts of multigrid-preconditioned CG method (λ = 5ᾱ, α 2 /α 1 = 3).
We observe that the iteration counts stay essentially bounded such that the effort for solving the linear systems is O(N ) with N the number of degrees of freedom, i.e. B C is an optimal preconditioner. The mild increase in iteration numbers further decreases if the Jacobi preconditioner D x used in the subspace V x h is replaced by a symmetric Gauss-Seidel preconditioner. For this choice we obtain the numbers 21,23,23,25,27 for the levels L2 to L6.
