INTRODUCTION
Accurate forecasting of flood wave movement in natural river channels is extremely important for the development of flood protection and alert systems. Generally, there are two categories of approaches for flood routing: hydraulic and hydrologic methods. The former routes flood by numerically solving the famous Saint-Venant equations, which have strict requirements for topographical data of the investigated river reach (such as the channel cross section and roughness) and complicated computations. In contrast, the latter is based on continuity and empirical storage equations and is more popular in engineering applications owing to its simplicity. The Muskingum model, developed by McCarthy (), is the most frequently used hydrologic method. In the original linear Muskingum model (LMM), the following continuity equation (Equation (1)) and storage equation (Equation (2)) which involves a storage parameter K and a weighting parameter w are used:
where S t is the absolute channel storage at time t; I t and Q t are observed rates of inflow and outflow at time t, respectively; K is the storage-time constant, a value usually close to the flow travel time through the routing river reach; w is the dimensionless weighting factor that represents the inflow-outflow relative effects on the storage, w ∈ (0, 0:3]
for stream channels and w ∈ (0, 0:5] for reservoir storage (Mohan ) .
As expressed in Equation (2), the LMM is established on a basic hypothesis that the channel storage S t within the river reach is some weighted function of the inflow and outflow rates. However, the relationship between them is not always essentially linear in many rivers, thereby making use of LMM may be inappropriate. To deal with this characteristic, an additional exponent parameter m has been introduced to account for the effects of nonlinearity in the following two forms of three-parameter nonlinear Muskingum model (named NLMM1 and NLMM2, respectively) (Gill ; Singh & Scarlatos ):
Although the linear and nonlinear Muskingum models (Equations (1)- (4) (5) and (6):
Apart from the necessity of considering the lateral flow, the nonlinear storage-discharge relationship and its variation (Easa ) The remainder of this paper is organized as follows. proposed. The model structure is described below. 
Let the variation range of inflow
For a flood hydrograph that goes through time intervals T, the exponent value for flood routing in time interval t, p t , is determined by:
Then, the structure of the VEP-NLMM-L can be written as:
Routing procedure
The main steps of using the VEP-NLMM-L to route floods are as follows:
Step 1: Assume values of the parameters K,
Step 2: Calculate the storage amount S t using Equation (9), where the value of p t is determined by Equation (8) beforehand.
For t ¼ 1, the channel storage S 1 is calculated by:
Step 3: Calculate the time rate of the storage change d t using Equation (11):
Step 4: For subsequent time intervals, the storage is calculated by Equation (12):
where d tÀ1 is the rate of change of storage volume at (t À 1);
Δt is the time interval.
Step 5: Calculate the routed outflow b Q t at time t using modified Equation (13):
where most previous studies suggested using the inflow at the previous time-point (I tÀ1 ) rather than at the current time-point (I t ) in the calculation of the outflow ( b Q t ) (Geem ).
Step 6: Repeat Steps 2-5 for all time steps.
IMPROVED ADAPTIVE GENETIC ALGORITHM
The 
The total number of decision variables is N ¼ 2L þ 2, the realvalue coding of variable x i is expressed as:
where x l i and x u i are specified lower and upper bounds of variable x i ; rand(0,1) denotes a random number between 0 and 1.
To estimate the optimal parameters for the VEP-NLMM-L, minimizing the sum of the squared deviations (SSQ) between the observed and calculated outflows is taken as the objective function, given by:
where SSQ is the sum of the squared deviations between the observed and calculated outflows; Q t is the observed outflow at time t; b Q t is the calculated outflow at time t; T is the total number of time intervals.
In minimization problems, the smaller the objective obj (x) is, the higher the fitness is. Thus, for each individual x, its fitness function fit(x) is defined as Equation (16):
Adaptive probabilities of crossover and mutation
The tournament selection operator which integrates the idea of ranking is applied for selection operation. To match with the real-coded pattern, the simulated binary crossover (SBX)
operator is used for crossover operation (Deb ) . The polynomial mutation operator is adopted for maintaining diversity in the population during the evolutionary process
The crossover probability p c and mutation probability p m are vitally important in controlling GAs' performance. Typical value of the individual, but are also related to the dispersion degree of the population. They can be expressed as follows:
where f 0 is the larger fitness value between the two selected individuals to be crossed; f avg is the average fitness value of the population; f max is the maximum fitness value of the population; P c1 , P c2 , P m1 , P m2 are adaptive parameters.
Constraint handling
In most applications of GAs, the penalty function method has been the most popular approach in handling inequality and equality constraints. In this approach, a penalty term that is proportional to the constraint violation of a solution is added to the objective function obj(x) to form the penalized function F(x), as follows:
where J is the number of constraints; the term 〈g j (x)〉 is zero The inequality constraints that need to be considered in the parameter optimization problem of VEP-NLMM-L are summarized as follows. On the one hand, as defined in the VEP-NLMM-L, the real variables r i should satisfy the constraints r i < r iþ1 for i ¼ 1, . . . , L À 2:
On the other hand, the calculated values of b Q t and S t in the routing procedure are possible to be negative if the decision variables K, w, α and m i of some individuals are infeasible. To avoid this, they should be bounded and penalized by Equations (21) and (22):
where λ 1 , λ 2 are the penalty constants that have very small value (for example, λ 1 ¼ λ 2 ¼ 10 À5 ) to avoid negative S t and b Q t ; S Ã tþ1 and b Q Ã tþ1 are the next penalized storage and outflow, respectively.
Elite strategy
The elite strategy is the key for guaranteeing GAs converge to the global optimal solution. The idea is to directly preserve the best individuals in the current population to the next generation without crossover and mutation operations and replace the corresponding number of worst individuals of the new generated offspring generation. Here, the top 5% of individuals are preserved in each generation.
Implementation of RAGA on VEP-NLMM-L
The flowchart of applying the RAGA to estimate optimal parameters for the VEP-NLMM-L is shown in Figure 1 , in which iter and MaxIter denote the iteration number and the maximum number of iterations, respectively; pop denotes the population size; P iter and O iter are the parent and offspring populations in each iteration, respectively.
EVALUATION CRITERIA FOR CALCULATED OUTFLOWS
To comprehensively assess the accuracy of the calculated (estimated or predicted) outflow hydrographs by different Muskingum models, five relevant evaluation criteria are used in this study. They are: (1) the absolute deviation of peak out- (23) and (24), respectively:
where b Q 
Accuracy of procedure consideration
The Nash-Sutcliffe criterion in percentage is used for evaluating the goodness of fit of the calculated outflow hydrograph, defined as:
2 2 6 6 6 4 3 7 7 7 5 × 100 (25) where Q t ¼ average value of the observed outflows.
Mean absolute error or relative error
Other criteria in mathematical statistics include the mean absolute error (MAE) or the mean absolute relative error (MARE), defined as Equations (26) and (27): Table 1 . The parameter α represents the contribution of lateral flow to the outflow and is related to the area under the inflow-outflow hydrograph. As is shown in Table 1 , the lateral flow is very small in Case 1 and Case 3, but it is large and makes a significant contribution to the outflow in Case 2.
In all cases, the VEP-NLMM-L was solved over 50 runs using the RAGA to search for the optimal solution and the parameter settings of the RAGA were as follows: population size pop ¼ 200; distribution indexes for the SBX and the polynomial mutation are 1.0 and 100.0, respectively; adaptive controlling parameters P c1 ¼ 0:9, P c2 ¼ 0:6, P m1 ¼ 0:1, P m2 ¼ 0:5; the maximum number of iterations MaxIter is 1,000.
Case 1: Data set of Wilson (1974) The data set from Wilson (), which has been demon- The five prescribed evaluation criteria in the section 'Evaluation criteria for calculated outflows' are calculated according to the estimated outflows and shown in Table 3 .
In general, the VEP-NLMM-L produced the most accurate routing outflows in terms of all criteria and the forecasting 
