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VARIATIONS ON THEMES OF SATO
WEN-WEI LI
Abstract. In the first part of this article, we review a formalism of local zeta in-
tegrals attached to spherical reductive prehomogeneous vector spaces, which partially
extends M. Sato’s theory by incorporating the generalized matrix coefficients of admis-
sible representations. We summarize the basic properties of these integrals such as the
convergence, meromorphic continuation and an abstract functional equation. In the
second part, we prove a generalization that accommodates certain non-spherical spaces.
As an application, the resulting theory applies to the prehomogeneous vector space un-
derlying Bhargava’s cubes, which is also considered by F. Sato and Suzuki–Wakatsuki
in their study of toric periods.
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1. Introduction
1.1. The works of Mikio Sato and Godement–Jacquet. The origin of zeta integrals
can be traced back to Tate’s thesis, who exploited the integration of characters against
Schwartz–Bruhat functions on the affine line to represent abelian L-functions, in both the
local and global setting. In the 60’s, Mikio Sato proposed a partial extension of Tate’s
construction by considering a prehomogeneous vector space (G, ρ,X); this means that G
is a linear algebraic group over a field F , and ρ : G → GL(X) is a homomorphism of
algebraic groups, such that X has a Zariski-open orbit X+. By convention, we let GL(X)
act on the right of X. A rational function f on X is said to be a relative invariant with
eigencharacter ω : G→ Gm, if f(xρ(g)) = ω(g)f(x) for all x, g.
Let us consider the case when F is a local field of characteristic zero. For the sake of
simplicity, assume temporarily thatX+(F ) is a single G(F )-orbit and that ∂X := XrX+
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is an irreducible divisor, defined by a relative invariant f . In such a local setting, Sato’s
zeta integral takes the form
Z(λ, ξ0) =
∫
X(F )
|f |λξ0|Ω|
where
• λ ∈ C,
• ξ0 is a Schwartz–Bruhat function on X(F ),
• Ω ∈
∧max Xˇ, Ω 6= 0, so that |Ω| is a Haar measure on X(F ).
The case G = Gm of acting on the affine line recovers Tate’s thesis for the trivial
character of F×. These integrals and their global avatars played a vital role in various
questions of number theory. We refer to [11, 26] for a more complete survey of Sato’s
theory.
There are three basic yet non-trivial properties of local integrals Z(λ, ξ).
Convergence: The integrals converge when Re(λ)≫ 0, and are holomorphic in λ
in the interior of that region.
Meromorphic continuation: They admit meromorphic continuation to all λ ∈ C,
which are rational in qλ when F is non-Archimedean with residual field Fq.
Local functional equation: When (G, ρ,X) is regular and ∂X is a hypersur-
face, its contragredient (G, ρˇ, Xˇ) is also prehomogeneous and the zeta integrals
Z(−λ,Fψξ0) and Z(λ, ξ0) are equal up to a meromorphic/rational factor γ(λ, ψ),
where Fψ is the Fourier transform relative to ψ. When F is non-Archimedean,
some conditions on the geometry of ∂X are needed; see [26].
We remark that when X+(F ) comprises several G(F )-orbits, one should consider the
integrals of |f |λξ on each orbit separately, and as a result, the functional equation
will involve a γ-matrix instead of a scalar γ-factor. Also, when ∂X comprises sev-
eral codimension-one irreducible components, defined by the basic relative invariants
f1, . . . , fr, the integration should involve
∏r
i=1 |fi|
λi .
Another generalization of Tate’s thesis is Godement–Jacquet theory [6]. In the local
case, it concerns a central simple F -algebra D of dimension n2 and the integral
ZGJ (λ, v ⊗ vˇ, ξ0) :=
∫
D×(F )
〈vˇ, π(x)v〉 |Nrd(x)|λ+
n−1
2 ξ0(x) d
×x
where
• λ ∈ C,
• Nrd is the reduced norm of D,
• ξ0 is a Schwartz–Bruhat function on D(F ),
• v (resp. vˇ) is a vector in the admissible representation π of D×(F ) (resp. its
contragredient),
• d×x is a Haar measure on D×(F ).
Identify D with its dual by the reduced trace form. Again, we have three basic prop-
erties: convergence for Re(λ) ≫ 0, meromorphic/rational continuation, as well as a
functional equation involving Fourier transform on D(F ) and a γ-factor γ(λ, π, ψ) that
is independent of v, vˇ. The case n = 1 recovers Tate’s thesis.
Comparing these two formalisms, one may say that in Sato’s framework, the basic
properties of zeta integrals are deduced from the geometry of prehomogeneous vector
spaces in a transparent manner, whereas Godement–Jacquet theory sometimes resorts to
ad hoc arguments to reduce to n = 1. Also, there is a wider variety of choices of (G, ρ,X),
compared to the case of central simple algebras.
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On the other hand, Godement–Jacquet theory affords the standard L-functions, whilst
the L-functions arising from Sato’s integrals are usually of a degenerate nature. This
is unsurprising since Sato’s integrals involve no admissible representation of G(F ) other
than |ω|λ, where ω ranges over eigencharacters of relative invariants.
1.2. Generalized prehomogeneous zeta integrals. In [20, 19, 21], the author pro-
posed a formalism which might be seen as a joint extension of Sato and Godement–Jacquet
in the local case, by considering
• a prehomogeneous vector space (G, ρ,X) such that G is connected reductive F -
group, and X+ is an affine spherical1 homogeneous G-space;
• when F is non-Archimedean, we require that either G is split and X+ is wavefront,
or X+ is a symmetric space — these conditions are inherited from [25], and can
probably be improved;
• an admissible2 representation π of G(F ) with underlying vector space Vπ;
• local zeta integrals of the form (Definition 3.4)
Zλ(η, v, ξ) =
∫
X+(F )
η(v)|f |λξ,
where λ ∈ ΛC, η ∈ Nπ(X
+), v ∈ Vπ and ξ ∈ S(X).
Several explanations are in order.
• We choose basic relative invariants f1, . . . , fr with eigencharacters ω1, . . . , ωr :
G → Gm, with Λ :=
⊕r
i=1 Zωi ⊂ Hom(G,Gm) and ΛC := Λ ⊗ C. Define |f |
λ =∏r
i=1 |fi|
λi if λ =
∑r
i=1 ωi ⊗ λi.
• Sphericity of X+ means that it has an open Borel orbit, after base-change to the
algebraic closure F .
• We define Nπ(X+) to be the space of embeddings π → C∞(X+) as smooth
representations of G(F ), with the caveat that C∞(X+) is valued in the line bundle
L1/2 of half-densities, i.e. of the square-roots of volume forms.
• Likewise, S(X) is the space of Schwartz–Bruhat half-densities. Then η(v)ξ|f |λ
is a 1-density, i.e. measure-valued function, so its integration over X+(F ) makes
sense, if convergent.
The line bundle L1/2 is G(F )-equivariantly trivializable over X+(F ) (Proposition 2.4).
Hence one can switch to the scalar-valued picture, if desired.
Modulo some issues of shifts in λ arising from half-densities, taking π = 1 recov-
ers Sato’s local zeta integrals for (G, ρ,X), whilst taking the prehomogeneous vector
space (D××D×, ρ,D) with xρ(g1, g2) = g
−1
2 xg1 recovers Godement–Jacquet theory. The
sphericity implies that η(v), the generalized matrix coefficients of π on X+, are well-
behaved; for example it can imply dimCNπ(X+) < +∞ (Theorem 3.3). We refer to [25]
for an overview of the harmonic analysis on spherical homogeneous spaces.
We remark that similar constructions have also been envisaged by Bopp–Rubenthaler
[5] and Fumihiro Sato [27, 28], often with more restrictions on (G, ρ,X) or π; it is also
motivated by a proposal of Y. Sakellaridis [24]. In F. Sato’s works, one can sometimes
allow non-spherical X+ by constraining π; we will return to this point later on.
A preliminary, yet unavoidable step is to establish the three basic properties for these
integrals, namely:
1Also known as absolutely spherical by many other authors.
2For Archimedean F , this means an SAF, i.e. Casselman–Wallach representation.
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Convergence: Zλ(η, v, ξ) converges when Re(λi)≫
X
0 for all i, with λ =
∑r
i=1 ωi ⊗
λi; the bound can be made uniform in η, v and ξ.
Meromorphy/rationality: It admits a meromorphic continuation to all λ ∈ ΛC,
which is rational in qλ1 , . . . , qλr when F is non-Archimedean with residual field
Fq.
Functional equation: The dual triplet (G, ρˇ, Xˇ) satisfies the same premises, and
the corresponding Zˇλ satisfies
Zˇλ (ηˇ, v,Fψξ) = Zλ (γ(λ, π, ψ)(ηˇ), v, ξ)
for all ηˇ ∈ Nπ(Xˇ+), ξ ∈ S(X), v ∈ Vπ and Fψ is the Fourier transform of
Schwartz–Bruhat half-densities. Here
γ(π, λ, ψ) : Nπ(Xˇ
+)→ Nπ(X
+)
is a uniquely determined meromorphic/rational family of C-linear maps. When
F is non-Archimedean, we also need a further condition on ∂X; see Hypothesis
4.2.
Thanks to half-densities, our formulation has fewer shifts or signs than the tradi-
tional setting; it also renders Fψ equivariant. These results are obtained in [20] for
non-Archimedean F , in [19, 21] for Archimedean F , and the first half of this article is
devoted to a survey of these results (Theorems 4.1, 4.3).
The reductive prehomogeneous vector spaces (G, ρ,X) with X+ spherical are also
known as multiplicity-free spaces. When F = F and char(F ) = 0, the irreducible
multiplicity-free spaces have been classified by V. Kac, and the general case is done
in [18]. Table 1.1 reproduces Kac’s classification, following [9, §11] and [31], by recording
only those with X+ affine. By Matsushima’s criterion [30, Theorem 3.8], X+ is affine
if and only if H◦, the identity connected components of generic stabilizers H in X, are
reductive.
G X H◦ conditions
GL(n)×GL(n) Mn GL(n)
GL(n) Symn(F n) SO(n)
GL(2n) ∧2(F 2n) Sp(2n)
O(n) ·Gm F
n SO(n− 1)
Sp(2n)×GL(2) F 2n ⊗ F 2 GL(2) n ≥ 2
Sp(4)×GL(4) F 4 ⊗ F 4 Sp(4)
Spin(7)×Gm spin G2
Spin(9)×Gm spin Spin(7)
G2 ×Gm dim = 7 SL(3)
E6 ×Gm dim = 27 F4
Table 1.1. Irreducible multiplicity-free spaces with X+ affine
In Table 1.1, the factors Gm act by dilation. For further explanations, see [9, 31]. The
case of E6 ×Gm is also discussed in [19, Example 3.12].
VARIATIONS ON THEMES OF SATO 5
1.3. Non-spherical cases. The sphericity of X+ is a rather strong requirement. It
is possible to loosen it at the cost of constraining the admissible representation π in
question. This is motivated by the pioneering works of Fumihiro Sato [27, 28] and the
recent work of Miyu Suzuki and Satoshi Wakatsuki [29]. Both concentrate on the global
picture related to the periods of automorphic forms.
To go beyond the spherical case, we consider a reductive prehomogeneous vector space
(G, ρ,X) with affine open orbit X+, together with a normal subgroup N ⊳G, subject to
the following conditions (Hypothesis 5.1). Set G := G/N .
• N acts freely on X+;
• G(F )→ G(F ) is surjective;
• N is semisimple;
• the categorical quotient Y + := X+//N , as a homogeneous G-space, satisfies the
conditions of sphericity, etc. as before.
It turns out that (G, ρˇ, Xˇ) satisfies the same properties (Lemma 5.2). Since char(F ) = 0,
it also implies that X+ is an N -torsor.
The admissible representations π of G(F ) are supposed to be trivial on N(F ), i.e.
they are inflated from representations of G(F ). Taking N = {1} reduces to the original
setting.
In this setting, one can define Nπ(X+) and Zλ(η, v, ξ) in exactly the same way. Note
that dimCNπ(X+) < +∞ by the same result of finiteness for Y +.
In Theorems 5.6 and 5.5, we will prove the three basic properties of zeta integrals in
this setting: convergence, meromorphy/rationality, and the functional equation. Note
that for the non-Archimedean functional equation, we impose the same Hypothesis 4.2
on ∂X.
In particular, this includes the case considered by Suzuki–Wakatsuki [29]. Note that
the same prehomogeneous vector space also appeared in Bhargava’s work [4].
Let us conclude by a few words on the proof for non-spherical cases. The required
properties are not a mere “pull-back” from Y + to X+, since the Schwartz–Bruhat spaces
and the Fourier transform live on the level of X and Xˇ.
• For the Archimedean case, say F = R, the convergence and meromorphic con-
tinuation are established as in [19, 21]: we use the standard estimates as well
as the holonomicity of K-finite generalized matrix coefficients on Y +(R), which
can be easily pulled back to X+(R). The functional equation is slightly more
delicate. We have to recast Knop’s work [14] on invariant differential operators
on multiplicity-free spaces into a suitable form. Specifically, we must calculate
the top homogeneous component of the image of certain operators of Capelli-type
(arising from relative invariants) under Knop’s Harish-Chandra homomorphism,
in terms of data on X. This is done in §§7—8.
• For the non-Archimedean case, we follow the same arguments as in [20]; in par-
ticular, we prove the rational continuation via Igusa theory. However, one has
to consider toroidal embeddings for the non-spherical varieties X+ and X, in a
manner compatible with those of Y +. To this end, we invoke the general theory
by F. Knop and B. Krötz [15].
On the other hand, the proof of non-Archimedean functional equation is proved
in the same way as [20, §6.3], under the same premises.
Since the proofs largely follow the same pattern as in the spherical case, we will only
give brief sketches in §§9—10.
6 W.-W. LI
We consider only the local integrals in this article. Nonetheless, the long-term goal is
to study their relation to the global integrals, and explore the arithmetic consequences.
Organization. In §§2—4, we summarize the basic results on generalized prehomoge-
neous zeta integrals in the spherical case. In §5, we present an extension to certain
non-spherical cases, and state the main theorems. In §6, we illustrate the extended for-
malism in the setting of Suzuki–Wakatsuki. The proofs for the non-spherical case occupy
§§7—10.
Acknowledgements. The results in §§2—4 were presented during the First JNT Bi-
ennial Conference, held in Cetraro, July 2019. The author is deeply grateful to the
organizing committee for providing him this opportunity. Thanks also go to Miyu Suzuki
and Satoshi Wakatsuki, for kindly sharing their preprint [29] and urging the author to
think about non-spherical cases. This work is supported by NSFC-11922101.
Conventions. The normalized absolute value on a local field is denoted by | · |.
For any variety X over a field F and an extension E|F of fields, we write X(E) for the
set of E-points of X. We also write X ×
F
E for its base-change to E. When X is smooth,
the tangent (resp. cotangent) bundle is denoted by TX (resp. T ∗X). The algebra of
regular functions on X is denoted by F [X]. The function field of an irreducible variety
X is denoted by F (X).
The Lie algebra of G is denoted by g, and so forth. By convention, algebraic groups act
on the right of varieties. If G is a connected reductive group, a G-variety means a normal
irreducible variety with (right) G-action; if the action is transitive, it is called a homoge-
neous G-space. In particular, for a finite-dimensional vector space X, the algebraic group
GL(X) acts on the right of X.
In contrast, the representations of locally compact groups act on the left. The under-
lying space of such a representation π is written as Vπ. When a group G acts on the right
of a space (resp. variety) X, it acts on the left of function on X (resp. regular functions
on X) by (gf)(x) = f(xg).
The dual of a vector space X is denoted by Xˇ. The top exterior power of X is denoted
by
∧maxX when dimX is finite. The contragredient of a representation ρ is denoted by
ρˇ. The trivial representation is denoted by 1.
The space of n× n matrices is denoted by Mn. For a linear algebraic group G over a
field F , we write X∗(G) := HomF -group (G,Gm), which is an additive group.
The discriminant of a quadratic form q is denoted by disc(q).
2. Reductive prehomogeneous vector spaces
Let F be a field of characteristic zero with algebraic closure F . Let G be a connected
reductive F -group.
Definition 2.1. Let Z be a homogeneous G-space. It is said to be spherical (also known
as absolutely spherical) if there exists an open B-orbit in Z ×
F
F , where B ⊂ G ×
F
F is
any Borel subgroup.
Suppose that G acts on the right of a finite-dimensional F -vector space X through an
algebraic homomorphism ρ : G → GL(X). We say the triplet (G, ρ,X) is a reductive
prehomogeneous vector space if there is a Zariski-open dense G-orbit in X, hereafter
denoted as X+. We also write ∂X := X rX+.
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The proofs of the facts below can be found in [11] when F = F . The general case
follows by Galois descent and an application of Hilbert’s Theorem 90; see the discussions
in [21, §2.1].
A nonzero rational function f ∈ F (X) is called a relative invariant if there exists
ω ∈ X∗(G) such that f(xg) = ω(g)f(x) for all (x, g) ∈ X × G. The unique character ω
here is called the eigencharacter associated with f ; note that ω determines f up to F×.
Relative invariants are automatically homogeneous. By varying f , the eigencharacters
form a subgroup X∗ρ(G) of X
∗(G). We have
X∗ρ(G) = X
∗
ρ⊗
F
F
(
G×
F
F
)Gal(F |F )
.
The general theory of prehomogeneous vector spaces affords us a set of eigencharacters
ω1, . . . , ωr such that X
∗
ρ(G) =
⊕r
i=1 Zωi. To each ωi is associated a relative invariant fi ∈
F [X], unique up to F×. We call f1, . . . , fr the basic relative invariants of (G, ρ,X): they
define the codimension-one irreducible components of ∂X. In particular,
∏r
i=1 f
ai
i ∈ F [X]
if and only if ai ≥ 0 for all i. Accordingly, we call ω1, . . . , ωr the basic eigencharacters of
(G, ρ,X).
If f ∈ F (X) is a relative invariant, then f−1 df defines a G-equivariant morphism
X+ → Xˇ between F -varieties. We say that f is non-degenerate if f−1 df is dominant.
We say that (G, ρ,X) is regular if it admits a non-degenerate relative invariant.
Note that ∂X is a hypersurface if and only if X+ is affine (see [11, Theorem 2.28]). To
(G, ρ,X) is associated the dual triplet (G, ρˇ, Xˇ), where ρˇ is the contragredient of ρ.
Proposition 2.2. Let (G, ρ,X) be a reductive prehomogeneous vector space. Assume
that X+ is affine. Then the following holds:
• (G, ρ,X) is regular: in fact, (det ρ)2 is the eigencharacter of some non-degenerate
relative invariant;
• (G, ρˇ, Xˇ) is a regular prehomogeneous vector space as well;
• every non-degenerate relative invariant f ∈ F (X) induces a G-equivariant iso-
morphism f−1 df : X+
∼
→ Xˇ+;
• X∗ρˇ(G) = X
∗
ρ(G) and ω
−1
1 , . . . , ω
−1
r are the basic eigencharacters for (G, ρˇ, Xˇ);
• we may choose a non-degenerate relative invariant f ∈ F [X] (resp. fˇ ∈ F [Xˇ])
whose zero locus is ∂X (resp. ∂Xˇ), such that f and fˇ have opposite eigencharac-
ters.
Proof. These properties are proved in [21, §2.1], under the tacit assumptions that X+ is
spherical and F = R. The arguments therein carry over to the general case. For instance,
regularity follows immediately from [11, Proposition 2.24] as X+ is affine. 
Remark 2.3. For non-reductive G, one can still define the prehomogeneous vector spaces
(G, ρ,X). The notions of relative invariants and non-degeneracy also carry over to the
general case. See [11].
Hereafter, we assume that F is a local field. To each F -analytic manifold Y and s ∈ R,
we may define the line bundle Ls of s-densities: an s-density can be thought as an s-th
power of a volume form on Y . The integration
∫
Y η of a 1-density η on Y makes sense,
provides that it converges. An s-density and a t-density can be naturally multiplied to
yield an (s+ t)-density. The 1
2
-densities are also called half-densities. Therefore, one can
talk about square-integrable half-densities, which form the Hilbert space L2(Y ).
8 W.-W. LI
If G(F ) acts on Y , the density bundles carry natural G(F )-equivariant structures.
Specializing to the situation of Proposition 2.2, every Ω ∈
∧max Xˇ gives rise to the
translation-invariant s-density |Ω|s; its restriction to X+(F ) is still an s-density. If Ω 6= 0,
then |Ω| gives a Haar measure on X(F ).
Proposition 2.4. Under the assumptions of Proposition 2.2, the line bundle Ls on X(F )
is equivariantly trivializable for any s ∈ R. Specifically, let φ ∈ F (X) be a relative
invariant with eigencharacter (det ρ)2 and Ω ∈
∧max Xˇr{0}, then |φ|−s/2|Ω|s is a G(F )-
invariant and non- vanishing section of Ls over X+(F ).
Proof. See [20, Lemma 6.6.1]. 
Definition 2.5. For any finite-dimensional F -vector space X, we denote by S0(X) the
space of scalar-valued Schwartz–Bruhat functions on X(F ), and by S(X) = S0(X)|Ω|1/2
the space of Schwartz–Bruhat half-densities onX(F ). Here Ω ∈
∧max Xˇr{0} is arbitrary.
Given a representation ρ : G→ GL(X), we deduce left G(F )-actions on S0(X) and on
S(X). Note that G(F ) dilates |Ω|1/2.
Fix an additive character ψ of F and let 〈·, ·〉 : Xˇ ×X → F be the canonical pairing,
which induces a pairing between
∧max Xˇ and ∧maxX. Given Ω as above, the usual Fourier
transform is
Fψ,|Ω| : S0(X) S0(Xˇ)
ξ0
[
xˇ 7→
∫
x∈X(F )
ξ0(x)ψ(〈xˇ, x〉)|Ω|
]
.
The following easy fact explains the usefulness of half-densities. See [20, §6.1] or [21,
§2.3] (where we assumed F = R) for further explanations.
Definition-Proposition 2.6. Let X be a finite-dimensional F -vector space. Choose
any Ω ∈
∧max Xˇ r {0} and take the unique Ψ ∈ ∧maxX with 〈Φ,Ψ〉 = 1. Define the
Fourier transform of half-densities as
Fψ : S(X) S(Xˇ)
ξ = ξ0|Ω|1/2 Fψ,|Ω|(ξ0)|Ψ|
1/2.
This is independent of the choice of Ω and yields aG(F )-equivariant isomorphism S(X)
∼
→
S(Xˇ). It extends to L2(X)
∼
→ L2(Xˇ).
Remark 2.7. There is a slightly different, “self-dual” normalization F sdψ := A(ψ)
−1/2Fψ
in [21, Remark 2.11]; it satisfies F sd−ψF
sd
ψ = idS(X) and extends to an isometry L
2(X)
∼
→
L2(Xˇ). We refer to loc. cit. for details.
We will also need the following decomposition. Consider a triplet (G, ρ,X) with X+
affine as before, over F = R. Choose the basic relative invariants f1, . . . , fr ∈ R[X]. Let
AG ⊂ G be the maximal split central torus, and let AG(R)◦ be the identity connected
component of AG(R). Let HG : G(R) → aG := Hom(X∗(G),R) be the Harish-Chandra
homomorphism. Set G(R)1 := ker(HG). It is well-known that HG : AG(R)
◦ ∼→ aG, and
multiplication yields an isomorphism of real Lie groups
AG(R)
◦ ×G(R)1
∼
→ G(R).
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We define
G(R)ρ :=
{
g ∈ G(R) : ∀χ ∈ X∗ρ(G), |χ(g)| = 1
}
,
X+(R)ρ :=
{
x ∈ X+(R) : ∀1 ≤ i ≤ r, |fi(x)| = 1
}
.
Then G(R)ρ ⊃ G(R)1 and G(R)ρ acts on the right of X+(R)ρ.
Observe that aG ։ aρ := Hom(X
∗
ρ(G),R). Choose a splitting to realize aρ as a direct
summand of aG, and set Aρ := H
−1
G (aρ) ⊂ AG(R)
◦. Therefore (|ω1|, . . . , |ωr|) induces
Aρ
∼
→ (R×>0)
r.
Finally, define r : X+(R) → Aρ as the map characterized by |fi(y)| = |ωi(r(y))| for
i = 1, . . . , r.
Proposition 2.8 ([21, Proposition 6.1]). There are isomorphisms of real analytic mani-
folds
G(R)ρ ×Aρ G(R)
(g, a) ga
∼
and
X+(R)ρ × Aρ X+(R)
(x, a) xa
(yr(y)−1, r(y)) y.
∼
Proof. The proof is identical to that in loc. cit., since it uses only the basic properties of
reductive prehomogeneous vector spaces; in particular, X+ does not have to be spherical.

3. Generalized zeta integrals
In this section, F is a local field of characteristic zero. LetG be a connected reductive F -
group as before, we will consider the representations of the locally compact groupG(F ) on
C-vector spaces, assumed to be continuous in the Archimedean case. For representations
π1 and π2 of G(F ), the space HomG(F )(π1, π2) consists of G(F )-equivariant linear maps
from Vπ1 to Vπ2, assumed to be continuous when F is Archimedean.
By an admissible representation of G(F ), we shall mean:
• a smooth admissible representation of G(F ) of finite length, when F is non-
Archimedean;
• an SAF representations of G(F ) (smooth, admissible of moderate growth, Fréchet
— see [3]) of finite length, when F is Archimedean.
Let X+ be a homogeneous G-space. Following [20, §4.1], we make the
Definition 3.1. Let C∞(X+) = C∞
(
X+;L1/2
)
be the space of C∞-half-densities on
X+(F ), which is a smooth representation under the obvious left G(F )-action. More
precisely, it is the smooth G(F )-representation associated to C
(
X+;L1/2
)
by taking
smooth vectors. For Archimedean F it is a smooth Fréchet representation.
For every admissible representation π of G(F ), we define
Nπ(X
+) := HomG(F )
(
π, C∞(X+)
)
.
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For every η ∈ Nπ(X
+) and v ∈ Vπ, the L
1/2-valued function η(v) is called a generalized
matrix coefficient of π.
Note that when L1/2 is equivariantly trivializable on X+(F ), such as the case Propo-
sition 2.4, C∞(X+) is isomorphic to the usual scalar-valued C∞ space on X+(F ). In
that case, Nπ(X+) is the familiar object studied in relative harmonic analysis, at least
for irreducible π. Cf. Remark 3.6.
Following [20, 21], the following conditions on X+ will be imposed in §4.
Hypothesis 3.2. We assume that either
• F is Archimedean and X+ is a spherical homogeneous G-space,
• F is non-Archimedean, G is split and X+ is a wavefront spherical homogeneous
G-space in the sense of [25, p.23],
• or F is non-Archimedean andX+ is a symmetric space (hence wavefront spherical)
under G.
The conditions in the non-Archimedean case are inherited from [25].
Hereafter, (G, ρ,X) will be a reductive prehomogeneous vector space such that X+ is
affine. By Proposition 2.2, (G, ρˇ, Xˇ) satisfies the same requirements. Denote by ω1, . . . , ωr
the basic eigencharacters for (G, ρ,X). Let us state the finiteness of multiplicities as
follows.
Theorem 3.3. Under the Hypothesis 3.2, we have dimCNπ(X+) < +∞ for every ad-
missible representation π of G(F ).
This crucial fact is proved by various authors. For complete references, we refer to
[21, Theorem 3.2] or [16] for the Archimedean case, and to [25, Theorem 5.1.5] for the
non-Archimedean case.
Given (G, ρ,X), we set ΛA := X
∗
ρ(G) ⊗
Z
A for any commutative ring A. For λ =∑r
i=1 ωi ⊗ λi ∈ ΛR, we write λ≫
X
0 if λi ≫ 0 for each 1 ≤ i ≤ r. Similarly for λ ≥
X
0, etc.
For λ =
∑r
i=1 ωi ⊗ λi ∈ ΛC, we write
(3.1)
|ω|λ :=
r∏
i=1
|ωi|
λi : G(F )→ C×,
|f |λ :=
r∏
i=1
|fi|
λi : X(F )→ C,
where f1, . . . , fr are chosen basic relative invariants, so that |f |λ has eigencharacter |ω|λ
under G(F )-action.
Definition 3.4 (Generalized zeta integrals). For (G, ρ,X) as above, let π be an admis-
sible representation of G(F ) and let η ∈ Nπ(X+). For all v ∈ Vπ, ξ ∈ S(X) and λ ∈ ΛC
with Re(λ)≫
X
0, we set
Zλ (η, v, ξ) :=
∫
X+(F )
η(v)|f |λξ,
granting the convergence of this integral.
As η(v)|f |λξ is a 1-density on X+(F ), one can talk about its integral. The issue of
convergence will be discussed in §4 (under Hypothesis 3.2) and §5. Observe that the
convergence is trivial when ξ is compactly supported on X+(F ).
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Remark 3.5. Consider the group of characters T :=
{
|ω|λ : λ ∈ ΛC
}
of G(F ). When
F is Archimedean, T is isomorphic to ΛC by |ω|λ 7→ λ. When F is non-Archimedean
with residue field Fq, it is naturally isomorphic to (C
×)
r
, by mapping |ω|
∑
i
ωi⊗λi to
(qλ1,, . . . , qλr).
Therefore, assuming Nπ(X+) is finite-dimensional, it makes sense to talk about mero-
morphic (resp. rational) families in Nπ(X+) indexed by T , when F is Archimedean (resp.
non-Archimedean).
We will talk about the meromorphy or rationality of zeta integrals Zλ(η, v, ξ) in this
sense, when λ ∈ ΛC (or rather |ω|λ ∈ T ) varies. This is clearly unaffected by the choice
of basic relative invariants f1, . . . , fr.
Remark 3.6. One can get rid of half-densities by taking φ and Ω as in Proposition 2.4.
Then every η ∈ Nπ(X+) can be written as
η = η0|φ|
−1/4|Ω|
so that η0 ∈ HomG(F )(π, C∞(X+(F );C)), i.e. it yields scalar-valued generalized matrix
coefficients. Let us rescale φ to ensure |φ|1/4 = |f |λ0 with λ0 ∈
1
4
ΛZ. Writing ξ ∈ S(X)
as ξ = ξ0|Ω|1/2, we have
Zλ(η, v, ξ) =
∫
X+(F )
η0(v)|f |
λ−λ0ξ0|Ω|, ξ0 ∈ S0(X).
4. Basic properties in the spherical case
Let F be a local field of characteristic, G be a connected reductive F -group, and
(G, ρ,X) be a reductive prehomogeneous vector space such that X+ is affine. Choose the
basic relative invariants f1, . . . , fr ∈ F [X] with eigencharacters ω1, . . . , ωr ∈ X∗ρ(X).
The following statements are simplified forms of the main results from [20, Chapter 6]
(non-Archimedean case) and [21] (Archimedean case, reducing to F = R); we omit the is-
sues about the separate continuity of Zλ(η, ·, ·), the “denominator” of Zλ for Archimedean
F , and the properties of γ-factors. The proofs thereof will be reviewed when we extend
them to certain non-spherical cases.
Theorem 4.1 (see [20, Theorem 6.2.7] and [21, Theorems 3.10, 3.12]). Let π be an
admissible representation of G(F ). Under the Hypothesis 3.2, there exists κ = κ(π) ∈
ΛR, depending solely on (G, ρ,X) and π, such that Zλ(η, v, ξ) is defined by a convergent
integral for all η, v, ξ whenever Re(λ) ≥
X
κ, and Zλ(η, v, ξ) is holomorphic in λ in the
interior of that region.
In this case, the function λ 7→ Zλ(η, v, ξ) extends to a meromorphic family indexed
by T =
{
|ω|λ : λ ∈ ΛC
}
, for each (η, v, ξ). It is a rational family when F is non-
Archimedean.
In order to state the functional equation, we fix an additive character ψ for F to
define the Fourier transform Fψ : S(X) → S(Xˇ) for half-densities. We also choose
the basic relative invariants fˇ1, . . . , fˇr ∈ F [Xˇ] with eigencharacters ω
−1
1 , . . . , ω
−1
r . The
corresponding zeta integral is denoted as Zˇλ(· · · ). In this case, X+ ≃ Xˇ+ as homogeneous
G-spaces, and it makes sense to talk about meromorphic or rational families of linear maps
Nπ(Xˇ
+)→ Nπ(X
+) indexed by T , when dimCNπ(X
+) < +∞.
We need extra assumptions to prove the functional equation in the non-Archimedean
case. The following is taken from [20, Hypothesis 6.3.2]. Note that even when π = 1, i.e.
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for Sato’s prehomogeneous local zeta integrals, a similar condition has been imposed in
[26, p.474 (A.2)] for their functional equations.
Hypothesis 4.2. When F is non-Archimedean, we assume that for every y ∈ (∂X)(F )
with stabilizer H := StabG(y), there exists a parabolic subgroup P ⊂ G, with Levi
quotient M := P/UP , such that
• UP ⊂ H ⊂ P , so that we can set HM := H/UP ;
• the restriction of T to (ZM ∩HM)(F ) contains a complex torus of dimension > 0
(note that the characters of T are trivial on UP (F )).
Theorem 4.3 (see [20, Theorem 6.3.6] and [21, Theorem 3.13]). Let π be an irreducible
admissible representation of G(F ). Under the Hypotheses 3.2 and 4.2, there exists a
unique meromorphic family of linear maps
γ(π, λ, ψ) : Nπ(Xˇ
+)→ Nπ(X
+), λ ∈ ΛC
indexed by T and rational in the non-Archimedean case, such that
Zˇλ (ηˇ, v,Fψξ) = Zλ (γ(λ, π, ψ)(ηˇ), v, ξ)
for all ηˇ ∈ Nπ(Xˇ
+), v ∈ Vπ, ξ ∈ S(X), as meromorphic or rational families.
We conclude this section with two basic instances of this framework. We choose Ω ∈∧max Xˇ and Ψ ∈ ∧maxX such that 〈Ω,Ψ〉 = 1.
Example 4.4 (Sato–Shintani). Take (G, ρ,X) subject to the Hypothesis 3.2 and take
π = 1. Let O1, . . . , Or be the G(F )-orbits in X
+(F ), all being open and closed. Let ci be
the characteristic function of Oi ⊂ X
+(F ). Take an invariant half-density |φ|−1/4|Ω|1/2
afforded by Proposition 2.4. We may assume |φ|1/4 = |f |λ0 as in Remark 3.6. Then
Ck N1(X
+)
(0, . . . , 1
i-th slot
, . . . , 0) ηi := ci|φ|−1/4|Ω|1/2.
∼
Choose a non-degenerate relative invariant to obtain X+
∼
→ Xˇ+, so that the G(F )-orbits
in X+(F ) and Xˇ+(F ) are in bijection and both labeled by {1, . . . , k}. Define ηˇ1, . . . , ηˇk
in this manner.
For all 1 ≤ i ≤ k and Re(λ)≫
X
0, we obtain
Zλ (ηi, 1, ξ) =
∫
Oi
|f |λ−λ0ξ0|Ω|.
Identifying ΛC with C
r via the basic eigencharacters, Zλ (ηi, 1, ξ) is seen to equal the
local zeta integrals Zi in [26, §1.4, §2.2] up to a shift by λ0. Moreover, the functional
equation in Theorem 4.3 (conditional on Hypothesis 4.2) turns out to coincide with that
in [26, p.471, p.477]: our γ-factor becomes the Γ-matrices in loc. cit.
Example 4.5 (Godement–Jacquet). Let D be a central simple F -algebra of dimension
n2 and let G = D× ×D× act on X := D by x
(g,h)
−−→ h−1xg. This satisfies Hypothesis 3.2
since X+ = D× is a symmetric space. The reduced norm Nrd is the unique basic relative
invariant up to F×. In parallel, X∗ρ(G) is generated by (g, h) 7→ Nrd(h)
−1Nrd(g).
Let Trd denote the reduced trace and identify X and Xˇ via the perfect pairing (x, y) 7→
Trd(xy) on X ×X. One can check (see [20, Lemma 6.4.1]) that (G, ρˇ, Xˇ) is isomorphic
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to X with the action x
(g,h)
7−−→ g−1xh. In fact, Nrd is non-degenerate, and the induced
equivariant isomorphism X+
∼
→ Xˇ+ is x 7→ x−1 (see [20, Proposition 6.4.2]). Note that
Nrd is a basic relative invariant for both X and Xˇ, but the eigencharacters are opposite.
The irreducible admissible π with Nπ(X+) 6= {0} take the form σ ⊠ σˇ. Ditto for
Nπ(Xˇ+). The spaces Nσ⊠σˇ(X+) and Nσ⊠σˇ(Xˇ+) are spanned respectively by
ηΩ : v ⊗ vˇ 7→ 〈vˇ, π(·)v〉| det |
−n/2|Ω|1/2,
ηˇΨ : v ⊗ vˇ 7→ 〈πˇ(·)vˇ, v〉| det |
−n/2|Ψ|1/2.
We write ξ = ξ0|Ω|1/2 ∈ S(X), ξˇ = ξˇ0|Ψ|1/2 ∈ S(Xˇ), and let ZGJ (resp. γGJ) be the
Godement–Jacquet integrals in [7, (15.4.3)] (resp. the Godement–Jacquet γ-factors). For
simplicity, assume that ψ is chosen so that the Haar measures |Ω| and |Ψ| are mutually
dual. Our formalism reduces to Godement–Jacquet theory up to a 1
2
-shift, namely:
Zλ (ηΩ, v ⊗ vˇ, ξ) = Z
GJ
(
λ+
1
2
, 〈vˇ, π(·)v〉, ξ0
)
,
Zˇλ (ηˇΨ, v ⊗ vˇ, ξ) = Z
GJ
(
−λ+
1
2
, 〈πˇ(·)vˇ, v〉, ξ0
)
,
γ(σ ⊠ σˇ, λ, ψ) (ηˇΨ) = γ
GJ
(
λ+
1
2
, σ, ψ
)
(ηΩ).
Accordingly, Theorem 4.3 reduces to the usual Godement–Jacquet functional equation.
Indeed, the Hypothesis 4.2 can be verified in this case; see [20, §6.4] for the case of split
D.
5. Beyond spherical spaces
The goal here is to loosen the Hypothesis 3.2 at the cost of constraining the admissible
representations π in question, so that the results from §4 remain valid. The framework
will include more cases of arithmetic interest, for example that in §6.
As in §2, we begin with a field F of characteristic zero, a connected reductive F -group
G together with a reductive prehomogeneous vector space (G, ρ,X) such that X+ is
affine. In addition, we also fix a normal connected reductive subgroup N ⊳G and define
G := G/N,
Y + := X+//N (categorical quotient).
Hypothesis 5.1. For (G, ρ,X) and N ⊳G as above, we assume that
• N acts freely on X+;
• the quotient map G(F )→ G(F ) is surjective;
• N is semisimple;
• the conditions on Y + under G-action as in Hypothesis 3.2, namely: either
– F is Archimedean and Y + is a spherical homogeneous G-space,
– F is non-Archimedean, G is split and Y + is a wavefront spherical homoge-
neous G-space, or
– F is non-Archimedean and Y + is a symmetric space under G.
Observe that the case N = {1} reduces to Hypothesis 3.2.
Lemma 5.2. If (G, ρ,X) satisfies Hypothesis 5.1, so does (G, ρˇ, Xˇ).
Proof. This follows from the fact that X+ ≃ Xˇ+. 
14 W.-W. LI
Lemma 5.3. Under Hypothesis 5.1, the quotient morphism X+ → Y + is an N-torsor.
Proof. Since char(F ) = 0, this is a consequence of Luna’s slices: see [23, p.199, Corollary].

Hereafter, we assume F is a local field with char(F ) = 0. Denote by | · | the normalized
absolute value on F . The admissible representations π of G(F ) under consideration are
assumed to be trivial on N(F ), hence they can also be viewed as admissible representa-
tions of G(F ).
Denote by p : X+ → Y + the quotient morphism. As p(X+(F )) is a finite union of
G(F )-orbits, it is closed and open in Y +(F ).
Proposition 5.4. For every admissible representation π of G(F ), the C-vector space
Nπ(X+) is finite-dimensional.
Proof. Choose a non-vanishing invariant half-density α on N(F ). We obtain a linear
embedding
(5.1)
Nπ(X
+) →֒ Nπ(Y
+)
η 7→
y 7→
η(x)/α, ∃x ∈ X+(F ), p(x) = y0, otherwise
 .
Its image is precisely the subspace of intertwining maps η : π → C∞(p(X+(F ))). It
remains to apply Theorem 3.3 to Y + and G. 
Choose basic relative invariants f1, . . . , fr with eigencharacters ω1, . . . , ωr, and define
|ω|λ, |f |λ by (3.1), where λ ∈ ΛC. To all π as above, η ∈ Nπ(X
+), v ∈ Vπ and ξ ∈ S(X),
we define Zλ(η, v, ξ) as in Definition 3.4, granting its convergence for Re(λ)≫
X
0.
As before, T :=
{
|ω|λ : λ ∈ ΛC
}
is isomorphic to ΛC (resp. to (C
×)
r
) when F is
Archimedean (resp. non-Archimedean). The zeta integrals are parametrized by T .
Now we can state the extensions of §4. The statements are identical to Theorems 4.1
and 4.3. As before, we omit the issues about continuity, etc. for the sake of simplicity;
details can be found in [20, 21].
Theorem 5.5. Let π be an admissible representation of G(F ). Under the Hypothesis 5.1,
there exists κ = κ(π) ∈ ΛR, depending solely on (G, ρ,X), N and π, such that Zλ(η, v, ξ)
is defined by a convergent integral for all η, v, ξ whenever Re(λ) ≥
X
κ, and Zλ(η, v, ξ) is
holomorphic in λ in the interior of that region.
In this case, λ 7→ Zλ(η, v, ξ) extends to a meromorphic family indexed by T , for each
(η, v, ξ). It is a rational family when F is non-Archimedean.
Moreover, in the Archimedean case, the result on convergence holds when Y + is only
real spherical, i.e. there is an open dense orbit in Y + under the minimal R-parabolic
subgroup of G.
We fix an additive character ψ of F to define Fψ : S(X) → S(Xˇ). Denote the zeta
integrals for (G, ρˇ, Xˇ) by Zˇλ as before.
Theorem 5.6. Let π be an irreducible admissible representation of G(F ). Under the
Hypotheses 5.1 and 4.2, there exists a unique meromorphic family of linear maps
γ(π, λ, ψ) : Nπ(X
+)→ Nπ(X
+), λ ∈ ΛC
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depending on ψ, which is indexed by T and rational in the non-Archimedean case, such
that
Zˇλ (ηˇ, v,Fψξ) = Zλ (γ(λ, π, ψ)(ηˇ), v, ξ)
for all ηˇ ∈ Nπ(Xˇ+), v ∈ Vπ, ξ ∈ S(X), as meromorphic or rational families.
The proofs of Theorems 5.5 and 5.6 will occupy §§9—10.
6. Example: Suzuki–Wakatsuki theory
The results in this section are proved in [28, 29].
To begin with, let F be a field of characteristic zero and consider the data
• D: a quaternion F -algebra with reduced norm Nrd and reduced trace Trd;
• G := D× ×D× ×GL(2), viewed as a connected reductive F -group;
• X := D ⊕D, a 8-dimensional F -vector space;
• ρ : G→ GL(X) is the representation defined by
(x1, x2)ρ(g1, g2, g3) =
(
g−11 x1g2, g
−1
1 x2g2
)
· g3,
where g3 ∈ GL(2) acts by matrix multiplication.
Note that ker(ρ) = {(a, b, ab−1) : a, b ∈ Gm}, where we embed Gm as the centers of D×
and GL(2). Hence ker(ρ) ≃ G2m.
Introduce the variables v1, v2 and define, for each x = (x1, x2) ∈ X(F ), the binary
quadratic form
Fx(v1, v2) := NrdD(v1,v2) (x1 ⊗ v1 + x2 ⊗ v2)
where NrdD(v1,v2) is the reduced norm for the quaternion F (v1, v2)-algebra D⊗
F
F (v1, v2).
Then
Fxρ(g)(v) = Nrd(g1)
−1Nrd(g2) · Fx
(
v · tg3
)
, g = (g1, g2, g3) ∈ G, v = (v1, v2).
Set
ω(g) := Nrd(g1)
−2Nrd(g2)
2 det(g3)
2, g = (g1, g2, g3) ∈ G,
P (x) := disc (Fx(v)) , x ∈ X,
so that ω ∈ X∗(G) is trivial on ker(ρ), and P is a regular function on X satisfying
P (xρ(g)) = ω(g)P (x), (x, g) ∈ X ×G.
Remark 6.1. It is sometimes to consider the action of (SD×)3 × Gm on X, where
SD× := ker(Nrd)⊳D× and Gm acts by dilation. The basic eigencharacter then becomes
(g1, g2, g3, t) 7→ t
2. See [28, 2.3].
Proposition 6.2 (see [28, 29]). The datum (G, ρ,X) above is a reductive prehomogeneous
vector space such that X+ is defined by P 6= 0 and P is the unique basic relative invariant
(up to F×). In particular, X+ is affine and X∗ρ(G) = Zω.
Identify X with its dual by the pairing 〈(x1, x2), (x
′
1, x
′
2)〉 = Trd(x1x
′
1) + Trd(x2x
′
2).
The contragredient representation becomes ρˇ : G→ GL(X) given by
(x1, x2)ρˇ(g1, g2, g3) =
(
g−12 x1g1, g
−1
2 x2g1
)
· tg−13 .
This setting is used by M. Suzuki and S. Wakatsuki [29] in their study of toric periods
on D×. It also appeared in the works of F. Sato [28] for split D.
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Remark 6.3. The prehomogeneous vector space (G, ρ,X) arises in Bhargava’s setting
[4] in the following way. Take the split quaternion F -algebra D = M2, so D
× = GL(2).
Recall that Nrd = det for split D. Regard F 2 as the space of row vectors, and let GL(2)3
act on the F -vector space W := F 2⊗F 2⊗F 2 in the natural way. Expand the last tensor
slot into F ⊕ F to obtain
W = (F 2 ⊗ F 2
slots 1,2
)⊕ (F 2 ⊗ F 2
slots 1,2
).
Then {1} × {1} × GL(2) acts by matrix multiplication (x1, x2) 7→ (x1, x2) · g3, for all
x1, x2 ∈ F 2 ⊗ F 2 and g3 ∈ GL(2).
Now fix a non-degenerate pairing 〈·, ·〉 on F 2 to get
F 2 ⊗ F 2
∼
→ EndF (F
2) = M2
u⊗ v 7→ 〈u, ·〉v.
Then GL(2)×GL(2)× {1} acts on each M2 factor via
x = 〈u, ·〉v
(g1,g2)
7−−−−→ 〈ug1, ·〉(vg2) = 〈u, (·)
†g1〉(vg2),
and the last term is †g1xg2 by our conventions; here g1 7→ †g1 is the transpose with respect
to 〈·, ·〉. All in all, GL(2)3 acts on W ≃ M2 ⊕M2 via
(x1, x2)
(g1,g2,g3)
7−−−−−→
(
†g1x1g2,
†g1x2g2
)
· g3.
This coincides with our original setting, up to a twist g1 7→ †g
−1
1 .
We may also consider the SL(2)3 × Gm-action on W , where Gm acts by dilation (see
Remark 6.1). If 〈·, ·〉 is the pairing corresponding to
(
1
−1
)
such that the symplectic
group equals SL(2), then †g−11 = g1 for all g1 ∈ SL(2). The resulting prehomogeneous
vector space is therefore that of Remark 6.1. This prehomogeneous vector space appeared
in Bhargava’s work [4], where its integral structure is studied in depth.
Let us show that the data above fit into the framework in §5.
Proposition 6.4. The data (G, ρ,X) and N := SL(2) ⊳ G (embedded in the third
factor) of Suzuki–Wakatsuki satisfy the requirements in Hypothesis 5.1. Specifically,
Y + := X+//N is a symmetric space under G = D× ×D× ×Gm.
Proof. The prehomogeneity has just been stated. The map G(F ) → G(F ) is surjective
since det : SL(2, F )→ F× is. To show that Y + is a symmetric space, one can pass to an
extension of F to ensure that D is split, and then apply the explicit descriptions in [28,
p.81] or [29].
To show that N acts freely on X+, consider (x1, x2) ∈ X+(F ). Hence x1, x2 are F -
linearly independent in D, otherwise Fx(v1, v2) would be degenerate. Therefore, for all
g3 ∈ GL(2, F ),
(x1, x2) · g3 = (x1, x2) ⇐⇒ g3 = 1.
This implies the freeness of N -action since F can be replaced by any field extension. 
In order to apply the Theorem 5.6 when F is a non-Archimedean local field, we show
the following
Proposition 6.5. Our triplet (G, ρ,X) satisfies Hypothesis 4.2.
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Proof. We use the description in [29] of stabilizers of points of (∂X)(F ). Let us begin
with the case of split D. For 1 ≤ i, j ≤ 2, write
Eij =
...
· · · 1 · · ·
...

 row i
column j
and define the following parabolic subgroups of G
B :=
(
∗ ∗
∗
)
×
(
∗ ∗
∗
)
×
(
∗ ∗
∗
)
,
Q := D× ×D× ×
(
∗ ∗
∗
)
.
An explicit set of representatives y for the G(F )-orbits in (∂X)(F ), their stabilizers
H := StabG(y) and the parabolic subgroup P required in Hypothesis 4.2 are tabulated
in Table 6.1.
y H P
(0, E12)

a ∗
∗
 ,
∗ ∗
b
 ,
∗ ∗
c
 : a = bc
 B
(0, 1)

g, h,
∗ ∗
c
 : g = c · h
 Q
(E11, E12) ≃ to above ≃ Q
(E12, E22) ≃ to above ≃ Q
(E12, 1)

a1 a2
a3
 ,
a1 a2
a3
 1c3 −c2c1c3
1
c3
 ,
c1 c2
c3
 : a1c3 = a3c1
 B
(0, 0) G G
Table 6.1. Representatives of G(F )-orbits in (∂X)(F )
Specifically, the isomorphisms of H and P among the rows with y = (0, 1), (E11, E12)
or (E12, E22) are realized as follows. Identify X with (F
2)⊗3 as in Remark 6.3. The three
G(F )-orbits are then related by permuting the tensor slots of (F 2)⊗3 and the factors of
G = GL(2)3 accordingly. The author is indebted to S. Wakatsuki for this observation.
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In each case we pose M := P/UP , HM := H/UP , and let ω
♭ be the character on
ZM ∩HM induced by ω. Then
y ZM ∩HM ω♭
(0, E12) {(a, a′, b′, b, c′, c) : a = bc}
(
b′c′
a′
)2
(0, 1) {(u, v, c′, c) : u = cv}
(
c′
c
)2
(E12, 1) {(a1, a3, c1, c3) : a1c3 = a3c1}
(
c1
c3
)2
(0, 0) {(u, v, w) ∈ G3m}
(
vw
u
)4
where a, a′, u, v, etc. denote elements of Gm. Note that we omitted the cases of (E11, E12)
and (E12, 1) because they can be obtained from the case of y = (0, 1), by applying some
automorphisms of G.
Thus in each case, ZM ∩ HM is a split F -torus, and the characters |ω♭|λ (for λ ∈ C)
form a complex torus of positive dimension. This verifies Hypothesis 4.2.
WhenD is a quaternion division F -algebra, there are only two G(F )-orbits in (∂X)(F ),
represented by y = (0, 1) and y = (0, 0). The calculations above still validate the Hy-
pothesis 4.2. 
Remark 6.6. In the case of split D, the categorical quotient Y := X//N is described
explicitly in [28, pp.80–81]: it is isomorphic to the space of pairs (y1, y2) of symmetric
bilinear forms on F 2 such that disc(y1) = disc(y2). The categorical quotient Y
+ is
isomorphic to its open subset defined by disc(y1) 6= 0. Observe that Y is conic, thus
non-smooth.
Finally, we sketch the global zeta integral which is the main concern of [29]. Let F be
a number field and set H := G/ ker(ρ). Let φi be an L
2-automorphic form on D×(AF )
with trivial central character (i = 1, 2). Let S(X(AF )) be the adélic Schwartz–Bruhat
space on X; half-densities can be avoided in the global case by choosing any F -rational
algebraic volume form on X. The zeta integrals in question is
Zλ(φ1, φ2, ξ) :=
∫
H(F )\H(AF )
φ1(g1)φ2(g2)θξ(h)|ω|
λ dh
where
• ξ ∈ S(X(AF )) and λ ∈ C satisfies Re(λ)≫ 0;
• we take (g1, g2, g3) to be any representative of h in G(AF );
• dh is a Haar measure on H(AF ) (eg. the Tamagawa measure);
• θξ(h) :=
∑
x∈X+(F ) ξ(xρ(h)) is the “θ-function” attached to ξ.
For the dual version Zˇλ(φ1, φ2, ξ) associated with ρˇ, one replaces |ω|λ by |ω|−λ and θξ by
θˇξ : h 7→
∑
x∈X+(F ) ξ(xρˇ(h)).
We refer to [29] for further properties of Zλ and Zˇλ, such as the convergence when
Re(λ)≫ 0.
Also note that φ1⊗φ2⊗|ω|λ factors into an automorphic form on G(AF ). By assuming
that the form on G(AF ) is cuspidal, all these constructions are compatible with the
framework set up in [20, Chapter 8], provided that we go beyond the spherical setting by
allowing the situation of Hypothesis 5.1.
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7. Some invariant theory
This section serves as a preparation for the proof of Theorem 5.6 in the Archimedean
case. The following arguments are adapted from [14]. Throughout this section, we
consider a triplet (G, ρ,X) and N ⊳ G subject to Hypothesis 5.1, with F = C. Define
Y := X//N , so that Y + is the open G-orbit in Y .
Fix a Borel pair B ⊃ T for G whose image in G is also a Borel pair B ⊃ T . Denote by
X∗(T )+ ⊂ X∗(T ) the subset dominant weights with respect to B. In what follows, the
highest/lowest weight vectors are taken relative to B or B.
Denote the G-action on C[X] as f 7→ gf . Define the G-module
P := C[X]N = C[Y ].
Since Y + is spherical, P is multiplicity-free. Specifically, there is a submonoid Λ(Y )+ ⊂
X∗(T )+ such that
(7.1) P =
⊕
λ∈Λ(Y )+
Pλ as G-modules,
where Pλ is the simple G-module with lowest weight −λ.
Proposition 7.1 (see [14, 3.2]). There exist linearly independents weights λ1, . . . , λs ∈
X∗(T ) such that Λ(Y )+ =
∑s
i=1 Z≥0λi.
For each i, let fi ∈ Pλi be a highest weight vector. Then every highest weight vector in
P is proportional to fa11 · · ·f
as
s for some (a1, . . . , as) ∈ Z
s
≥0.
Proof. For every λ ∈ Λ(Y )+, choose a highest weight vector fλ ∈ Pλ, which is unique
up to C×. Let λ1, λ2, . . . ∈ Λ be such that fλi is an irreducible polynomial for all i.
Given λ ∈ Λ, factorize fλ into irreducibles in C[X] as f1 · · · fd. For every b ∈ B, we
obtain bfλ =
bf1 · · · bfd. Since bfλ ∈ C×fλ, the B-action permutes f1, . . . , fd up to C×.
By connectedness, we conclude that every fi is a relative B-invariant. Similarly, they are
relative N -invariants, thus N -invariant. Hence f1, . . . , fd are highest weight vectors in P.
It follows that λ1, λ2, . . . span Λ(Y )
+. Moreover, distinct monomials in fλ1 , fλ2, . . .
must have different weights, otherwise we will get multiplicities in P, in view of the
unique factorization in C[X]. Hence λ1, λ2, . . . are Z-linearly independent in X
∗(T ), thus
finite. 
In view of the linear reductivity of N , the contragredient G-module of P is
D := C[Xˇ]N =
⊕
λ∈Λ(Y )+
Dλ,
where Dλ is the simple G-module of highest weight λ. Hence
(P ⊗D)G =
⊕
λ∈Λ(Y )+
(Pλ ⊗Dλ)
G .
Let B˜ ⊂ G be the preimage of B ⊂ G, so that B˜ ⊃ B. Define
a∗ := (
s⊕
i=1
Zλi)⊗ C =
s⊕
i=1
Cλi.
Let X0 ⊂ X be the preimage of the open B-orbit Y0 in Y . Every highest weight vector
f ∈ P is invertible on X0. The morphism
φf = f
−1 df : X0 → Xˇ
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is B˜-equivariant and depends only on the weight of f . More generally, for χ =
∑s
i=1 aiλi ∈
a∗, we define the B˜-equivariant morphism
φχ :=
s∑
i=1
aiφfi.
Lemma 7.2. For λ ∈ Λ(Y )+ in general position, any highest weight vector f ∈ Pλ
is a non-degenerate relative invariant for the prehomogeneous vector space (B˜, ρ|B˜, X).
Consequently, φf(X0) ⊂ Xˇ+.
Proof. We may assume f =
∏s
i=1 f
as
i where f1, . . . are as in Proposition 7.1. It is known
that f is non-degenerate if and only if φf : X
+ → Xˇ is dominant, if and only if the
differential of
φf =
s∑
i=1
aiφfi
at some (equivalently, any) x ∈ X0 is an isomorphism. Given x, this is an open, algebraic
condition in (a1, . . . , as) ∈ Cs. Since (G, ρ,X) is regular, there exists some (a1, . . . , as)
such that f is non-degenerate, so the condition holds for (a1, . . . , as) in general position.
If f is non-degenerate, then φf(X0) is contained in the open B˜-orbit in Xˇ, which is in
turn inside Xˇ+. 
Let ∆ : G→ G×G be the diagonal embedding. Unless otherwise specified, subgroups
of G will act on X × Xˇ through ∆. We also identify X × Xˇ with the cotangent bundle
T ∗X.
Lemma 7.3 (cf. [14, 4.1]). For every x ∈ X0, define a
∗(x) := {(x, φχ(x)) : χ ∈ a
∗} ⊂
X × Xˇ. Then
(i) a∗(xb) = a∗(x)b for all b ∈ B˜;
(ii) χ 7→ (x, φχ(x)) induces an isomorphism a∗
∼
→ a∗(x);
(iii) the constructible subset a∗(x) · (∆(G) · (N ×N)) is dense in X × Xˇ.
Proof. In contrast with the elementary proof given in loc. cit. for N = {1}, we will
deduce the required properties from the general theory in [12].
The assertion (i) follows directly from the B˜-equivariance of φχ.
Consider (ii). Firstly, Λ(Y )+ generates the lattice of B-weights in C(Y +) (see for
example [30, Proposition 5.14]); we can actually extract a Z-basis as in Proposition 7.1.
Note that φχ gives a section of T
∗Y0 for every χ ∈ a∗. Since Y is spherical, by [12, p.314]
there is a nonempty open subset Y ′0 ⊂ Y0 over which φf1 , . . . , φfs are linearly independent;
by the B˜-equivariance of φfi , we may take Y
′
0 = Y0. This proves (ii).
Next, consider
ψ∗ : Y0 × a
∗ → T ∗Y0 ⊂ T
∗Y +, (y, χ) 7→ (y, φχ(y)).
Let C := ψ∗(Y0 × a∗). Since Y + is affine, [12, 3.1 Lemma + 3.2 Theorem] says that the
constructible subset C ·G is dense in T ∗Y +.
Recall that X+ → Y + is an N -torsor. In particular X+ ×
Y +
T ∗Y + → T ∗X+ is a sub-
bundle. In order to obtain (iii), it suffices to show that the {1} × N action on X × Xˇ
“fills up the gap” between X+ ×
Y +
T ∗y Y
+ and T ∗X+.
Indeed, for x ∈ X0 and χ ∈
⊕s
i=1 Zλi in general position, φχ(x) ∈ Xˇ
+ by Lemma 7.2.
Thus the same holds for (x, χ) ∈ X0×a∗ in general position, and it remains to recall that
Xˇ+ is an N -torsor by Lemma 5.2 and 5.3. 
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Corollary 7.4. For any x ∈ X0, restriction to a∗(x) defines a C-linear map c : (P ⊗
D)G → C[a∗], given by h 7→ h|a∗(x) composed with the a
∗ ∼→ a∗(x) in Lemma 7.3 (ii). It
does not depend on x.
Proof. The independence of x follows from Lemma 7.3 (i). Since h is ∆(G) · (N × N)-
invariant (as an element of P ⊗D), the injectivity follows from Lemma 7.3 (iii). 
8. Invariant differential operators
We conserve the notations from §7. The following arguments are still based on [14].
Unless otherwise specified, differential operators will always mean algebraic differential
operators. Our differential operators on Y (possibly singular) are certain linear operators
on C[Y ] = P, defined in the Grothendieck style as in [2, 1.1.6 (i)]. These operators
form a C-algebra D(Y ) with G-action, and restriction gives an equivariant injection
D(Y )→ D(Y +); its image equals {D ∈ D(Y +) : DP ⊂ P}.
Lemma 8.1. We have D(Y )G
∼
→ D(Y +)G.
Proof. Since C[Y +] is multiplicity-free as a G-module, and D(Y +)G preserves its simple
summands, it follows that D(Y +)G preserves the G-submodule P. 
Definition 8.2. Let λ ∈ Λ(Y )+. By multiplicity-one property of P, every D ∈ D(Y )G
acts on Pλ by a scalar, denoted as cD(λ).
This gives a homomorphism of C-algebras
D(Y )G →
{
functions Λ(Y )+ → C
}
mapping D to [λ 7→ cD(λ)]. It is injective; in particular D(Y )G is commutative.
Lemma 8.3. The map above factors as c : D(Y )G → C[a∗].
Proof. Same as the first part of [14, 4.4 Corollary], which is based on
cD(
s∑
i=1
aiλi) =
D(
∏s
i=1 f
ai
i )∏s
i=1 f
ai
i
and the general result [14, 4.3 Lemma]. 
These discussions are related to §7 in the following way. There is an evident G-
equivariant linear map C[X] ⊗ C[Xˇ] → D(X): the elements of C[Xˇ] act as differential
operators with constant coefficients, whilst those of C[X] act as differential operators of
order zero.
Lemma 8.4. The elements of P ⊗ D induce elements of D(Y ) through their action on
P. It induces a linear map (P ⊗D)G → D(Y )G.
Proof. These elements give rise to C-linear endomorphisms of C[X] preserving P. Ac-
cording to the Grothendieck-style definition of differential operators, namely by taking
commutators with the endomorphisms from P ⊂ C[X], we see that they restrict to
differential operators on Y . These manipulations are compatible with G-actions. 
In contrast with [14], we say nothing about the injectivity or surjectivity of (P⊗D)G →
D(Y )G. We are only interested in its image.
For a differential operator D on X, denote by σD ∈ C[X × Xˇ] its principal symbol.
Note that when D ∈ (P ⊗D)G, so does σD.
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Corollary 8.5 (cf. the second part of [14, 4.4 Corollary]). For every D ∈ (P ⊗D)G, the
top homogeneous component of cD equals cσD (see Corollary 7.4).
Proof. As in the cited proof, this is based on [14, 4.3 Lemma (b)], applied to X. The key
ingredient is to show that
σD(a1φf1(x) + · · ·+ asφfs(x)
∈a∗(x)
6= 0
for x ∈ X0 and
∑s
i=1 aiλi ∈ Λ(Y )
+ when both are in general position. The non-vanishing
follows readily from the fact that σD ∈ (P ⊗D)
G and Lemma 7.3. 
Let ρ be the half-sum of positive roots for T ⊂ B ⊂ G, and let W be the Weyl group
for (G, T ). View ρ as an element of t
∗
. Observe that a∗ →֒ t∗ canonically, hence a∗ + ρ is
an affine subspace of t∗.
Define the injective homomorphism
HC : D(Y )G C[a∗ + ρ]
D [χ 7→ cD(χ− ρ)]
We record the following instance of Knop’s Harish-Chandra isomorphism for Y +. Let
Z(g) denote the center of U(g).
Theorem 8.6 (F. Knop [14, 4.8 Theorem]; see also [13]). There exists a subgroup WY
of W which acts as a reflection group on a∗, stabilizes a∗ + ρ and makes the following
diagram commutative
Z(g) C[t
∗
]W
D(Y +)G D(Y )G C[a∗ + ρ]WY
∼
HC
∼
where the top row is the usual Harish-Chandra isomorphism, the leftmost arrow comes
from G-action, and the rightmost one is restriction.
Proof. The arguments in [14] carry over verbatim. The only input to check is thatD(Y +)G
is a polynomial algebra. Since Y + is spherical, the property comes from [13]; in fact, we
should get the same Harish-Chandra isomorphism as in [13]. 
Note that every λ ∈ X∗ρ(G)⊗C ⊂ a
∗ is WY -invariant, thus the translation by λ makes
sense on (a∗ + ρ)//WY .
Corollary 8.7 (Cf. [21, Proposition 5.7]). Let D ∈ D(Y )G. Let f ∈ C(X) be a relative
invariant with eigencharacter λ ∈ X∗ρ(G). For all s ∈ Z, the differential operator Df,s :=
f−s ◦D ◦ f s belongs to D(Y +)G = D(Y )G, and
HC(Df,s)(x) = HC(D)(x− sλ)
for all x ∈ (a∗ + ρ)//WY .
Proof. Same as in loc. cit., namely by inspecting the effect of Df,s on Pµ, for µ ∈ Λ(Y )+
that are sufficiently positive. 
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9. Proofs in the Archimedean case
Let (G, ρ,X) and N⊳G be as in Hypothesis 5.1. We are going to establish the theorems
in §5 for Archimedean F . By restriction of scalars as in [21, §3.4], we reduce to the case
F = R.
Lemma 9.1. There exist maximal compact subgroups K ⊂ G(R) and K ⊂ G(R), such
that the preimage L of K in G(R) satisfies L◦ ⊂ K◦ · N(R)◦. Here we write L◦ for the
identity connected component of L, for any real Lie group L.
Proof. This reduces to an assertion about reductive Lie algebras over R. Thus we may
assume G = G × N , and take the Cartan involutions of G, G and N in a compatible
way. 
Proof of Theorem 5.5. Fix Ω ∈
∧max Xˇ r {0} and φ as in Proposition 2.4. Write every
η ∈ Nπ(X+) as η = η0|φ|−1/4|Ω| as in Remark 3.6.
Let π be an SAF representation of G(R) that is trivial on N(R), and fix η ∈ Nπ(X+).
By Remark 3.6,
Zλ(η, v, ξ) =
∫
X+(R)
η0(v)|f |
λ−λ0ξ0|Ω|, ξ0 ∈ S0(X).
As in [21, §4.1], the proof of convergence for Re(λ)≫
X
0 reduces to the following fact:
there exist a continuous semi-norm q : Vπ → R≥0 and a Nash function p : X+(R)→ R≥0
such that
|η0(v)(x)| ≤ q(v)p(x)
for all v ∈ Vπ and x ∈ X+(R). We refer to [1, §3] for the basic properties of Nash
manifolds and Nash functions on them.
Since
(i) π factors through G(R),
(ii) η0 factors through η0 ∈ HomG(R)(π, C
∞(Y +(R);C)) (see the proof of Proposition
5.4), and that
(iii) every Nash function on Y +(R) pulls back to a Nash function on X+(R),
it suffices to establish the same property for η0 and Y
+(R). Since Y + is spherical, the
required estimates are all contained in [21, Proposition 4.1]. To show that the region of
convergence is uniform in η, one applies Proposition 5.4. Note that the ingredients in loc.
cit. only require Y + to be real spherical.
For the meromorphic continuation of zeta integrals, we follow [21, §4.2]. Choose max-
imal compact subgroups K ⊂ G(R) and K ⊂ G(R) as in Lemma 9.1. To achieve the
meromorphic continuation, it suffices to show that η0(v) generates a holonomic DX+
C
-
module on X+C , for every K-finite v ∈ Vπ. Here D denotes the sheaf of algebras of
algebraic differential operators.
The choice of K and K implies that v is K-finite. Hence [21, Proposition 4.2] asserts
that DY +
C
· η0(v) is holonomic on Y
+
C . Since η0(v) is the pull-back of η0(v) to X
+(R)
(as functions), it also generates a holonomic DX+
C
-module by [8, Theorem 3.2.3]. This
completes the proof. 
Now we move to the Archimedean functional equation.
Proof of Theorem 5.5. The strategy is the same as [21, §6]. Let us briefly review the
ingredients which need modification for non-sphericalX. Most of them involve differential
operators, and the required works are done in §§7–8.
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• Finiteness of multiplicities, guaranteed by Proposition 5.4 in the present context.
• A decomposition of X, stated in Proposition 2.8 in the present context.
• The regularity of the D-modules generated by η0(v) for all K-finite v ∈ Vπ, where
K and K are chosen as in Lemma 9.1. The counterpart on Y + is known by [22],
and this property is preserved under pull-back to X+; see [8, Theorem 6.1.5].
• Invariant differential operators of Capelli type coming from (Pλ ⊗ Qλ)
G (where
λ ∈ X∗ρ(Xˇ), see (7.1)), or their twists, applied to generalized matrix coefficients
of π. Note that the transition (5.1) between X+ and Y + for generalized matrix
coefficients is compatible with that for invariant differential operators (see Lemma
8.4).
• Knop’s Harish-Chandra isomorphism HC for Y and the effect of twists; see Corol-
lary 8.7.
• Formula for the top homogeneous component of the image of Capelli operators
under HC (Corollary 8.5).
The remaining arguments from [21] carry over verbatim. 
10. Proofs in the non-Archimedean case
Take F to be a non-Archimedean local field of characteristic zero. Let (G, ρ,X) and
N⊳G be as in Hypothesis 5.1. As before, set Y + := X+//N and denote by ϕ the N -torsor
X+ → Y +. We also fix a minimal parabolic subgroup P0 = M0U0 (resp. P 0 = M 0U0)
of G (resp. G), chosen such that P0 ⊃ P 0, M0 ⊃ M 0 and U0 ⊃ U 0, which is of course
possible.
Proof of Theorem 5.5. The strategy is the same as in [20, pp.81–82]. It is based on Igusa’s
theory (see the formulation before [25, Corollary 5.1.8]) and the smooth asymptotics of
scalar-valued generalized matrix coefficients on Y +. We set up a diagram of G-varieties
(10.1)
X̂ X
X+ X
Y + Y
p
ϕ
where
• all →֒ are open immersions;
• all vertical arrows are dominant;
• Y + →֒ Y is a smooth toroidal compactification of G-varieties;
• X+ →֒ X̂ →֒ X are toroidal embedding of G-varieties, and their composition
X+ →֒ X is a smooth toroidal compactification;
• p : X̂ → X is proper birational;
• X → Y is a G-equivariant morphism between toroidal compactifications with
respect to ϕ, in the sense of [15, §7].
Note that in the smooth toroidal compactificationsX+ →֒ X and Y + →֒ Y , the comple-
ments of open G-orbits are divisors with normal crossings; see [25, p.31] for explanations
in the spherical case.
Here we are using the more general theory in [15] of toroidal embeddings. Specifically,
via the choice of minimal parabolic and Levi subgroups, one can define the Q-vector
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spaces NF (X+) (resp. NF (Y +)) as in [15, §4] for X+ (resp. Y +); the toroidal embeddings
are determined by fans in these spaces.3 The quotient morphism ϕ : X+ → Y + being
dominant, it induces ϕ∗ : NF (X+)→ NF (Y +). The objects in (10.1) are constructed as
follows.
• Y + →֒ Y arises from a complete fan F ′ in NF (Y +), sufficiently fine to ensure the
smoothness of Y ;
• similarly, X+ →֒ X arises from a complete fan F in NF (X+), and upon refining
F we have a commutative diagram
X+ X
Y + Y ,
ϕ
see the general theory in loc. cit.;
• we take a fan F ♭ in NF (X+), sufficiently fine so that it defines a smooth toroidal
embedding X+ →֒ X̂ dominating X+ →֒ X, by applying [15, 7.7 Proposition] to
the equivariant dominant morphism X+ →֒ X;
• by taking F ♭ to have the correct support, the properness of p : X̂ → X is ensured
by the valuative criterion and loc. cit. (more precisely, see [30, Theorem 12.13]);
• upon further refinements, we may assume F ♭ is a subfan of F , so [15, 7.8 Corollary]
gives the open immersion Xˆ →֒ X.
Next, fix η ∈ Nπ(X+), v ∈ Vπ and ξ ∈ S(X) to form Zλ(η, v, ξ). Take the corresponding
λ0, η0 and ξ0 as in Remark 3.6, i.e. we trivialize the bundle of half-densities. To put things
into Igusa’s setting, following [20, p.82], we consider
• the divisor D := X̂ rX+ in X̂,
• the proper morphism p : X̂ → X,
• θ := p∗(η0(v)) ∈ C∞(X+;C) and Ξ := p∗ξ0 ∈ C∞c (X̂(F );C).
Then Remark 3.6 and a change of variables give
(10.2) Zλ(η, v, ξ) =
∫
X̂(F )
θ|p∗f |λ−λ0Ξ · |p∗Ω|, λ ∈ ΛC.
We claim that θ is D-finite in the sense of [25, p.85]. By loc. cit., the finiteness is
preserved by pull-back and it suffices to show that θ is D˜-finite where D˜ := X r X+.
Since θ is pulled-back from Y +, by (10.1) and the discussions in loc. cit., we are reduced
to show that η0 is (Y r Y
+)-finite as a function on Y +(F ). This is guaranteed by the
theory of smooth asymptotics in [25, Corollary 5.1.8].
Assuming that (10.2) converges for Re(λ) ≫
X
0, the rational continuation then follows
from the D-finiteness of θ, as in [20, p.82].
It remains to address the convergence. Given (10.1) and the smooth asymptotics for
η0 (or its D˜-finiteness), it remains to repeat the routine arguments of [20, §5.3]. Note
that the cited proof is based on the Cartan decomposition for Y +(F ), which is in turn a
consequence of the theory of toroidal embeddings. 
3Toric varieties become the simplest instances of toroidal embeddings by taking the reductive group
G to be a torus.
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Remark 10.1. In the proof above, we invoked the results from [25] such as the smooth
asymptotics and Cartan decomposition, in which G is usually assumed to be split. How-
ever, in Hypotheses 3.2 and 5.1, the case of non-split G and symmetric Y + is also allowed.
There are two workarounds.
(1) One could admit that the relevant parts of [25] extend to non-split G, in view of
the theory of [15]. In particular, [15, §13] provides general Cartan decompositions.
(2) One can also use the earlier works [17, 10] on p-adic symmetric spaces.
With either approach, one has to take the fan F ′ in NF (Y
+) to be sufficiently fine, so
that the toroidal compactification Y + →֒ Y in (10.1) captures all the “directions to the
infinity” describing the asymptotic behavior of η0(v).
Note that by granting that the results of [25] generalizes to non-split groups, the
Hypothesis 3.2 can be weakened accordingly.
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