One prospective way to improve information retrieval is to use several indexing methods to retrieve different sets of documents, and then to merge (or combine) these results into one single result. The merging should be done in a way th at produces a final result that is more accurate than the output of any of the individual classifiers. A merging algorithm called S E Q U E L has been applied for this task to data in the field of information retrieval. This article describes the results of these experiments, as well as conceivable future directions.
Introduction
Training several different classifiers and combining their predictions into a single one is a common method for creating a classifier from a set of training data. This approach gen erally yields a more accurate result than that from the constituent classifiers, which has been shown by a number of researchers. (For an overview of research and results in this area see for example Merz (1999) and Dietterich (1997) .) Similar results have also been shown in the document retrieval domain by Bartell et al. (1994) : using different retrieval algorithms and then combining them may significantly improve retrieval performance.
When applying a merging strategy, the first thing to decide is what different classifiers to use. In the information retrieval domain the source of information is often documents. As documents consist of words, a feasible approach could be to use linguistic methods for retrieval. If each of the methods captures a different aspect of the documents' content, we could possibly retrieve a larger amount of relevant documents on the whole. When merging the different results, the aim is to produce a final result th at is more accurate, i.e., has a higher average precision, than the output of ciny of the individual results. Obtaining this is, however, not trivial, as we only have recourse to weak clues about text relevance, and since results vary between queries, domains and reader preferences, all of which is based on knowledge th a t is difficult to model reliably.
Background
In this section we will describe the Text REtrieval Conference-the framework within which most of the work was done. We will also describe how the relevance is judged, as well as give a motivation for using several information retrieval methods.
Text REtrieval Conference
The Text REtrieval Conference (TREC) is an annual workshop on information retrieval organised in the form of a competition by National Institute of Standards and Technology (NIST). Several aspects of information retrieval are dealt with within different tracks: interactive search (using users' feedback); spoken document retrieval-, question answering (the answer to a stated question is returned to the user); cross-language retrieval (the database is multi-lingual), just to name a few. The track th a t attracted the largest number of participants at TREC-8 was the ad hoc track. This task investigates the performance of systems that search a static set of documents using new topics. This corresponds to how we, for example, search the World Wide Web using Altavista: the user states a number of words th a t describe the wanted document, and a list of documents ranked after presumed relevance is returned by the system.
Each group participating in the ad hoc task is given a large set of documents (approxi mately 2 GB) plus 50 topics. First, the participants have to produce a new query set from the topics given, thereafter these queries are run against the given collection. For each topic, a ranked list of 1 000 documents retrieved from the collection should be returned.
The document collection used for TREC consists mainly of articles from, for ex ample: Wall Street Journal; Foreign Broadcast Information Service (FBIS); The Fi nancial Times; Federal Register; and The LA Times. (For more on TREC, see Voorhees and Harman (1998b) .)
The Relevance Judgement
In information retrieval, one way to measure how relevant a set of retrieved documents is, is by looking at precision and recall. By precision we mean the proportion of relevant documents in the retrieved set. Recall is the proportion of relevant documents in the whole collection which the system has retrieved. Both measures take a value between 1.0 and 0.0, where 1.0 corresponds to the best performance.
The measure used in the experiments described below, and one of the measures used in TREC is mean average precision. For a single query, the average precision is the mean of the precision obtained after each relevant document that is retrieved. By averaging this value for several queries, we obtain the mean average precision. This measure is sensible to the rank of the relevant documents: having the relevant documents at the top will result in a higher value, i.e., such documents will be given higher weights.
As the data collection is fairly large, as is the amount of runs submitted by the par ticipating teams, it is not possible to calculate the exact precision or recall. Instead, a number of human judges take the top 100 for each query and mark the documents for relevance. These judgements are used as a relevance pool for the rest of the retrieved documents. Hence, a rather large amount of documents will not be judged at all (the documents that are ranked as 101-1 000 and that have not been retrieved by anybody else on the first 100 places). However, if none of the participating systems have retrieved a document in the top 100, sampling tests seem to indicate th at it is not very likely to be relevant.
Natural Language Information Retrieval
The G E/Rutgers/SICS/H elsinki team (further described in Strzalkowski et al. (1998) ) has for several years participated in TREC with the aim to show that linguistic features can be useful for classifying documents as relevant or irrelevant to a query. To accomplish this, different indexing approaches, term extracting, and weighting strategies have been used to build a number of streams. Each stream represents an alternative text indexing method; some require complex linguistic processing, while others are based on simple quantitative techniques. The results obtained from the different streams are lists of documents ranked in order of relevance: the higher the rank of a retrieved document, the more relevant it is presumed to be. The ordering is based on the relevance scorea figure produced by the stream, reflecting the document's accuracy as judged by the system. The streams perform in parallel and the results from the different streams should be merged to produce one final result.
T he D ata Set
The experiments described in this article were performed with TREC-7 data, processed with methods developed for TREC-8. We merged four different streams; these will be described below. For more details on the indexing methods see Strzalkowski et al. (1999) .
The Indexing Methods
As mentioned above, the different streams correspond to different indexing methods. In this section, we will describe these streams. For simplicity we will refer to the streams as one, two, three and four respectively. S tre a m o n e Automatic expansion, i.e., passages extracted from retrieved documents are added to the query. Uses proximity phrases-th at is two (or more) terms must be adjacent (or within a distance) of e2x h other. Runs on stem stream (stemmed words and stop words removed).
S tre a m tw o Before expansion the term s from stream one were added to the topics using a feature in InQuery called #phrase operator (giving higher weight to co-occurring phrases) in case it is a phrase. Automatic expansion. Runs on stem stream.
S tre a m th r e e Automatic expansion. Runs on stem stream.
S tre a m fo u r Single words and head-modifier word pairs. The word pairs contain noun phrases but also other syntactic constructions which have similar meaning.
The words from the title of the topic description are repeated three times before the query is processed for all four streams, thus giving different weights to the different fields in the topic.
The Data
As stated in the previous section, we performed the experiments using four different streams. Each stream produced a list of 1 000 documents for each query, and as we had a total of 50 queries, the whole set added up to 200 000 documents. The relevance pool (i.e., all documents that were reviewed by the human judges) for TREC-7 consisted of 4 674 relevant and 75 671 non-relevant documents (in total 80 345).
In table 1 below, we will give some statistics about the streams: the number of relevant documents retrieved for each of the stream (rel.); average precision (av. pr.); the number of queries for which the stream had the highest number of relevant documents retrieved as compared to the other streams (best); and the highest and the lowest relevance score for each stream over the 50 queries (max. and min.). It is interesting to note that although stream three retrieved about 5% more relevant documents than stream one, the average precision is the same for the two streams. One should also note that although stream one was the best stream on many more occasions than stream three, they had the same average precision, thus showing th a t the ordering of relevant versus non-relevant documents is important.
E xperim ents
In this section, we will first describe the merging algorithm used, and then look at the results we got when applying this algorithm to the task at hand. As mentioned previously, the data used was the TREC-7 data, and we also used the relevance judgements from TREC-7 to meeisure the average precision.
SEQUEL
S e q u e l is a merging algorithm developed by Asker and Maelin (1997) and has been used successfully for image classification tasks. The rationale behind Seq u e l is to find the most confident classifier down to a certain threshold. It requires th at the list be sorted by-in this case-relevance score. The confidence is calculated by finding the classifier with the highest proportion of correct classifications (i.e., relevant documents) at the top, down to the first non-relevant one. The threshold will be the lowest relevance score within this interval. The items covered by the span are removed from all classifiers.
The training was performed on 40 out of 50 queries-setting aside 10 for testing. Two different implementations of the algorithm were made: one where all queries were sorted by the judgement of the system; and one where the program examined the confidence for ecich query at a time, taking the average as the result. All non-judged documents were removed, leaving only the judged documents for consideration. In addition, one small set of experiments was performed where the ranking scores were normalised to fall between 1 and 0 (only for the first implementation).
Results and Discussion
Although the algorithm performed well, no merged list had higher average precision than the best individual stream (which is our criteria for a successful merging). For this reason, no diagrams or curves of these runs will be presented here, but we will conclude with some reflections of possible reasons why the algorithm did not work for this type of data. We will also suggest an alternative method, which still has to be realised before we can draw any conclusions about its ability.
The algorithm tended to favour the best performing classifier (it being the most confident stream) and discarded the additional information th at the weaker streams may have contributed with. This could possibly be because the algorithm was not very forgiving: immediately upon finding an irrelevant document the stream was discarded. Seq u e l also tended to work with chunks of documents, covering too many at the time. This could be due to the fact th a t the relevance scores given by the retrieval systems range over a quite limited span. (The above mentioned normalisation of the scores did not, however, yield a better result.) A shortcoming of the algorithm is that it does not take a possible overlap of the retrieved documents in the different streams into account.
At a certain value the best performing classifier may be considered the default classifier, i.e., it can be used as the single classifier. While experimenting with different threshold values it turned out that the more we let the best performing stream influence the result, the better it got. T hat was simply because we had fewer of the less well-performing streams lowering the result.
This autom atic classification scheme is seemingly tuned for a different type of task. Hence, we need to find more forgiving methods, which do not discard a stream imme diately upon finding an irrelevant document: document relevance is a debatable issue in itself, and cannot easily be compared to other classification tasks where the errors are of a more clear-cut nature.
Future W ork
Seq u e l was implemented to consider the top 1 000 for each query and classifier. This means th a t for the majority of the documents, we will only know the relevance scores from one or two streams. It would be more appealing to apply a method where every document to a larger extent could benefit from the fact that we use several retrieved methods. Something th a t points in the direction th a t this could be a feasible approach is the fact that the ranking scores continue to be more or less at the same level even at end of the list of retrieved documents.
We will conduct a set of new experiments th at will take into account the judgement of every stream: all documents that have been ranked among the first 1 000 documents by at least one stream out of N streams will constitute a "document pool" of at least 1 000 documents and not more than N*1 000 documents. We will let every stream score all documents in this pool. As a first experiment, we will implement a simple linear combination of the judgements from the four streams. By a weighted sum of all the scores from e2u:h of the streams we will get a total score th at includes the knowledge of all streams in question. As mentioned before, the span for the ranking scores is not that large, and therefore even a very small score can alter the ordering of the documents. For these tests we will retain the non-judged documents, and we will experiment with both non-normalised and normalised scores.
A document pool for the four stre2ims would constitute of the 113 135 unique documents (out of 200 000 in the retrieved set, meaning th at the overlap is about 43%). Of these 3 408 are relevant. If comparing this figure to the 2 918 documents that stream three retrieved the other three streams could-at least in theory-contribute with 490 relevant documents. Below, in table 2, we will give an example from one query. Here we can see that there is a difference of 55 documents between the best performing stream (stream one) and the document pool. If including these additional documents in the best retrieved set, the number of relevant documents would increase with 32%. There is a possibility that some documents could get a b etter total score by having been given four low scores (too low to be among the best 1 000 documents for any stream) than one with a high score on one and no rating on the other streams. However, if none of our streams ranks a document eimong the top 1 000 we will discard it. If the experiments with simple linear combinations tu rn out satisfactory-i.e., b etter than the non-adapted learning eilgorithms-we will continue with more sophisticated methods, for example by weighting the different streams. As a baseline, we will use the average precision we get when combining the scores, not looking beyond the top 1 000.
R elated Work
An approach similar to the one described in the previous section was used by Mayfield et al. (1999) at TREC-8. The team used a linear combination with manu ally set weights for merging three different runs. The ranking scores from the runs were normalised to fall between 0 and 1. An improvement was obtained with the merging
