Robillard's (1972) approach to obtaining an expression for the cumulant generating function of the null distribution of Kendall's S statistic, when one ranking is tied, is extended to the general case where both rankings are tied. An expression is obtained for the cumulant generating function and it is used to provide a direct proof of the asymptotic normality of the standardized score, S/ Var (S), when both rankings are tied. The third cumulant of S is derived and an expression for exact evaluation of the fourth cumulant is given. Significance testing in the general case of tied rankings via a Pearson Type I curve and an Edgeworth approximation to the null distribution of S is investigated and compared with results obtained under the standard Normal approximation as well as the exact distribution obtained by enumeration.
Introduction
Kendall's score may be written
where (X 1 , Y 1 ), . . . , (X n , Y n ) are n independent replications of the random variables (X, Y ); the score S permitting a nonparametric test of independence between X and Y . This test and the computation of its significance level are included in many statistical computer packages.
In practice, ties in both of the rankings often arise due to the discreteness of the random variables. Even when conceptually the random variables are continuous, numerous ties may be present due to censoring or multiple detection levels. Hipel and McLeod (1994, §23.5 and §24.3) present several case studies involving trend tests of water quality variables in which multiple independent measurements were taken at the same time which gives ties in the time variable and due to the discreteness of the measurements and also due to detection level effects, the water quality parameter may exhibit a number of different tied values. So ties in both rankings are of interest in trend testing. The results of this paper may be used to develop an improved algorithm for the computation of the significance level of S in the case where ties are present in both rankings.
Let k and denote the number of distinct values assumed in a particular realization of the random variables (X 1 , Y 1 ), . . . , (X n , Y n ). Let α i (i = 1, . . . , k) and β j (j = 1, . . . , ) denote the ordered distinct values of the X's and Y 's, respectively. Then as shown by Burr (1960) , the observed Kendall score, S, is equal to the sum of all second-order determinants of the matrix A = (a ij ), where a ij is the number of times that (X g , Y g ) = (α i , β j ). The extents of observed ties are denoted by u i (i = 1, . . . , k) and v j (j = 1, . . . , ), respectively, and are
given by
Notice that . In summary,
∼ is a vector of n ones. Notice that for clarity, all vectors are indicated by a wavy underline. Finally, the cumulant generating functions
The Cumulant Generating Function of S
An explicit expression for the cgf of the score S n has been derived by Silverstone (1950) and by David et al. (1951) . All odd order cumulants are zero while even order cumulants are explicit polynomials in n of one degree higher than the order of the cumulant. Taking the known result in conjunction with the relation
are independent realizations of Kendall's scores, Robillard (1972) 
A fundamental variable transformation relationship
Let R x and R y denote the vectors of the ranks of X 1 , . . . , X n and Y 1 , . . . , Y n respectively.
Consider a specific permutation of the rankings R x and R y where there are ties of extent . . . , k) and v j (j = 1, . . . , ), respectively, in R x and R y . Let A = (a ij ) be the associated matrix. The following theorem introduces the fundamental variable transformation relationship upon which subsequent results are based.
Theorem 1
,A computed from a fixed matrix A may be related to a score S n,A , corresponding to two untied rankings of size n, by the equation
Proof: Let the rankings R x and R y be expressed by replacing observations by their midranks so that a tie of length v j represents the repetition of the mean of v j consecutive integers. 
Note that this application of the Robillard reduction is not part of the algebraic transformation, but is applied separately at a later stage of the probabilistic construction.
Probabilistic Behaviour Under the Null Hypothesis
The construction of the preceding subsection is non-probabilistic and is true for any fixed matrix A. Under the null hypothesis of independence, the k + untyings in eqn. (3) can be chosen to be independent of each other and of A. It follows that all scores on the right of eqn. As previously noted the null distribution of A conditional on u
Hence,
Cumulant Generating Function of S
Under the null hypothesis of independence, the characteristic function (cf) of the random
Su i .
Using eqn. (4) to obtain an expression for the cf of S v j , solving the resulting expression for
and substituting into eqn. (7), then gives
Applying the fact that
to eqn. (8) and taking logs yields
where K m (t) is the cgf of a score for two untied rankings of m elements, and E A is expectation with respect to the distribution of A conditional on u Silverstone (1950) showed that
Let
From eqns. (9) and (10), it follows that x is real-valued and positive for sufficiently small t.
Note that in the degenerate case where all X's and Y 's are
where σ 2 n = Var (S n ) has been previously derived by Kendall (1975) and is given below by eqn. (23). Let ∆ 1 > 0 be the real positive solution to
Then for 0 < t < ∆ 1 , we have 0 < x < 2 and hence,
Now we can write
where a j is the coefficient of (it) j /j! in the expansion of e
Since y (29) as well as in Kendall (1975) , we obtain using a well-known expansion for cf's (Loève, 1963, p.200) ,
Hence there is a ∆ 2 > 0 such that |y − 1| < 1 when 0
we have |x − 1| < 1 and |y − 1| < 1 so that
where
It follows that b j for j = 2, 3 and 4 are obtained as the coefficients of (it)
Note that k m (a ij ) is the mth cumulant of the cgf K a ij (t). One easily obtains
Substituting from eqn. (17) into eqn. (9) then yields the expression
where b 2 , b 3 and b 4 are specified by eqn. (19), for the cgf of S u
In eqn. (15), the exponential e −α is expanded about zero since this allows the coefficients b 2 , b 3 and b 4 to be most efficiently extracted. Later, it is appropriate to also expand about E A (α) whence eqn. (9) becomes
Applying the argument which led from eqn. (9) to eqn. (20) shows that
Asymptotic Normality
The expression, eqn. (22), obtained for the cgf is used to provide a simple proof of the
) under a trivial bound on the relative growth rates of n and the maximum extent of a tie in either ranking. Kendall (1975, Chapter 5) has noted that a simple proof of the asymptotic normality, which follows as a consequence of general results obtained by Hoeffding (1948) , is not easy to give. Lehmann (1975, p.294 ) establishes the asymptotic normality of the standardized Spearman rank correlation in the case of tied ranks under equivalent conditions on the relative growth rates of n and the maximum extent of a tie in either ranking.
As a starting point, the second and third cumulants of S u Noether (1967) , Kendall (1975) and Valz and McLeod (1990) have shown that
where n (2) = n(n − 1) and n (3) = n(n − 1)(n − 2). Eqn. (20) yields
It is now shown that the particular forms of eqns. (5) and (6) ij is defined as
For some fixed value of (i, j) let {A } be the subset of {A} such that a ij > r − 1 for each A ∈ {A } and a ij ≤ r − 1 for each A ∈ {A} − {A }. Define
and consider the set {A } with (
From eqns. (5) and (26), it then follows that
Consequently,
so that
a result which is consistent with that obtained by Kendall (1975) and Noether (1967) , both of whom used different approaches.
It follows from eqns. (19) and (20) that
,A , the sum of all second order determinants in the matrix A, may be expressed
h>j (a ij a gh − a gj a ih ). Let b wz be the polynomial in a wz given by E(S 2 awz ). Modifying the argument which led to eqn. (27) shows that 
Now b ij = 2a
(2) ij /18 and a ij b ij = 2a
(2) ij /18 so that
from which
Substituting into eqn. (32) then yields
Note that Stirling numbers are used to convert polynomials in a ij to polynomials in a (r) ij and vice versa.
We now proceed to evaluate each term of b 4 . Silverstone (1950) and David et al. (1951) showed that k 4 (n) = −n(6n 4 + 15n 3 + 10n 2 − 31)/225 from which it is readily shown that
Squaring i j Var S a ij |A , taking expectations and reducing gives
where u 
It now remains to evaluate Cov
A S 2 u ∼ ,v ∼ ,A , i j E(S 2 a ij
|A) which requires evaluation of
. This is an extremely tedious process which is too lengthy to be reproduced here. However, a sketch of the derivation is presented. Consider
This gives the terms: (i) i g>i with i 1 = i 2 ∩ g 1 = g 2 , (ii) 2 i g 1 >i g 2 >g 1 with |A) prior to evaluation of the appropriate expectations which are then summed and reduced. This
Substituting from eqns. (28), (29) and (36) 
Proof of asymptotic normality Theorem 2
The distribution of S u 
where k m (n ) denotes the m-th order cumulant of S n for n = n, u i , v j , a ij . It suffices to establish that, for m ≥ 3, each coefficient of (it) m /m! converges to zero as n → ∞ so that the cumulants of Given that both M u /n and M v /n are bounded away from one it follows from eqn. (29) that lim inf κ 2 /n 3 > 0, i.e. κ 2 grows as fast as n 3 . Since k 2g (n) is of order n 2g+1 it then follows that for g ≥ 2
since the ratio is seen to be (applying eqn. (41) 
| is of at most order n 2g+1 and therefore,
Substituting from eqn. (41) 
, ignoring terms of order n 1−g for g ≥ 2 and applying the definitions of (y − 1) and w in eqn. (22),
as a finite sum of terms of the form
Equating the exponent of
and ≥ k ≥ 1. Applying Holder's inequality shows that the absolute value of such a term is bounded above by 
with 
which is of at most order n 3r−1 . This establishes the desired result on E A (K r A,n ) and thus completes the proof. Setting both c 3 and − k to zero in the terms comprising
shows that this result is a necessary condition for asymptotic normality and that, for large M u and M v , the rate at which normality is approached can in fact be governed by the rate at which E A (K r A,n ) approaches zero. (1960) and Valz (1990) Elderton and Johnson (1969) . Cumulative probabilities are then obtained from the incomplete beta distribution. David et al. (1951) and Silverstone (1950) showed that, when ties are absent, an Edgeworth expansion of the distribution of S n results in substantially more accurate significance levels than those obtained from the Normal approximation. Their results have been used by Best and Gipps (1974) to develop an algorithm which yields one-sided significance levels for S n with a maximum error of 0.0004. Robillard (1972) has demonstrated a similar result for the case where one ranking is tied. In both of these cases, S is a lattice random variable with a span of 2, i.e. S is distributed over a set of uniformly spaced points with an interval width of 2. It follows that Normal, or other continuous, approximations to tail probabilities for a score S should be evaluated at S − 1 if S is positive and at S + 1 if S is negative; this being a correction for continuity. However, David et al. further suggested that the variance used for scaling S, as well as the higher cumulants of S, should be adjusted by Sheppard's corrections. Kolassa and McCullagh (1990) justified the use of Sheppard-adjusted cumulants in the case of sums of independent lattice random variables. Robillard (1972) omitted Sheppard's corrections; the inclusion of which might perhaps, in view of Kolassa and McCullagh (1990) , lead to a marginal improvement.
Approximations to the null distribution of S
The distribution of S u . Secondly, the distributions display serrated profiles which clearly limit the ability of a smooth curve to accurately approximate the true distribution. This factor is exacerbated as the extent of ties increases.
Figures 1 and 2 below compare the Normal, Pearson Type I curve and Edgeworth approximations to exact tail probabilities for two selected examples taken from Burr (1960) and Kendall (1975) These plots clearly demonstrate deterioration in the performance of approximations as ties become more extensive. For the case of a dichotomy in one ranking, Klotz (1966) found that the Edgeworth approximation offered little improvement over the Normal approximation in the case of the Wilcoxon test. While some improvement is obtained in the extreme lower tail of Fig. 2 , it is clear from Fig. 1 
