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Abstract
We consider the Lane-Emden conjecture which states that there
is no non-trivial non-negative solution for the Lane-Emden system
whenever the pair of exponents is subcritical. By Sobolev embeddings
on SN−1 and scale invariance of the solutions, we show this conjecture
holds in a new region. Our methods can also be used to prove the
Lane-Emden conjecture in space dimension N ≤ 4, that is to give a
different proof of the main result in [18].
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1 Introduction
Liouville-type results for the nonlinear equation
−∆u = up, x ∈ RN (1.1)
∗Corresponding author, supported by NSF of China (No. 11325107,11771428)
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have received considerable attention and have many applications both for
elliptic and parabolic equations (see for instance [1], [5], [8], [10], [15], [20]).
Let
pS =
{
∞, if N = 2,
(N + 2)/(N − 2), if N ≥ 3.
Gidas and Spruck [10] showed that equation (1.1) had no positive classical
solutions if 1 < p < pS. Later, Chen and Li [2] gave a new proof by the
Kelvin transform and the method of moving planes.
The natural extension of equation (1.1) is the following Lane-Emden sys-
tem {
−∆u = vp, x ∈ RN ,
−∆v = uq, x ∈ RN .
(1.2)
For given positive constants p and q, we call the pair (p, q) subcritical if
the pair (p, q) lies below the Sobolev hyperbola, i.e.
p > 0, q > 0 and
1
p+ 1
+
1
q + 1
> 1− 2
N
. (1.3)
If pq 6= 1, we define
α =
2(p+ 1)
pq − 1 , β =
2(q + 1)
pq − 1 . (1.4)
Suppose that pq 6= 1 and (u, v) is a solution of system (1.2). Then
(Rαu(Rx), Rβv(Rx)) is also a solution of system (1.2) for any R > 0. This
scale invariance is very important in our proofs.
Mitidieri [13] showed that the system (1.2) had no positive radial solutions
if and only if pair (p, q) was subcritical, which implies the following conjecture
(see [6], [7], [17]) is true for the positive radial solutions.
Lane-Emden Conjecture. If the pair (p, q) is subcritical, then system
(1.2) has no positive classical solutions.
Serrin and Zou [17] showed this conjecture held if pq ≤ 1 or pq > 1 and
max{α, β} ≥ N − 2. Pola´cˇik et al. [14] established a Doubling Lemma and
showed that if pq > 1, then the non-existence of bounded positive classical
2
solutions for system (1.2) implied the non-existence of positive classical solu-
tions, and proved this conjecture for dimension N = 3. Souplet [18] proved
this conjecture for dimension N = 4.
By Sobolev embeddings on SN−1 and scale invariance of the solutions, we
show this conjecture holds in a new region and have the following theorem.
Theorem 1.1. Suppose that the pair (p, q) is subcritical. If min{p, q} ≤ 1,
then system (1.2) has no positive classical solutions.
Our methods can be used to give a different proof of the following theorem
which is the main result in [18].
Theorem 1.2. Suppose that the pair (p, q) is subcritical. If pq ≤ 1 or pq > 1
and max{α, β} > N−3, then system (1.2) has no positive classical solutions.
Figure 1. The regions obtained in Theorem 1.1 and 1.2 when N = 8.
Remark 1.3. Suppose that N ≥ 5 and u is a positive solution of the fourth
order equation
∆2u = up, x ∈ RN (1.5)
with 1 < p < N+4
N−4 . Then −∆u > 0 (see [19]). Hence (u, v) with v = −∆u
is a positive solution of system (1.2) with q = 1. Therefore, Theorem 1.1
covers Theorem 1.4 [12] and partial results of Theorem 1.4 [19].
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Let BR = {x ∈ RN : |x| < R}, SR = {x ∈ RN : |x| = R} and SN−1 =
S1. For 0 6= x ∈ RN , let θ = x|x| ∈ SN−1 and r = |x|. For k ∈ [1,∞],
w ∈ Lk(SN−1), we set ||w||k = ||w||Lk(SN−1). C(N, p, q, · · · ), a(N, p, q, · · · )
and b(N, p, q, · · · ) denote positive constants which are dependent on N , p, q,
· · · and independent of the solution (u, v) of system (1.2).
This paper is organized as follows: in section 2, we give some preliminar-
ies; in section 3, we prove Theorem 1.1; and in section 4, we prove Theorem
1.2.
2 Preliminaries
Without loss of generality, we assume that p ≥ q > 0. For a continuous
function u(x) in RN , we write u = u(r, θ) and define
u(r) =
1
ωN
∫
SN−1
u(r, θ)dθ,
where ωN = |SN−1| and dθ is the surface measure on SN−1. On SN−1, we
have the following Sobolev embeddings:
Lemma 2.1. (Sobolev embeddings on SN−1). Let N ≥ 2 and j ≥ 1 be
integers, k ∈ (1,∞] and w = w(θ) ∈ W j,k(SN−1).
(1) If k < N−1
j
, then ||w||λ ≤ C(||Djθw||k + ||w||1), where C = C(j, k, n) > 0
and λ satisfies
1
k
− 1
λ
=
j
N − 1 .
(2) If k = N−1
j
, then for any λ ∈ [1,∞), ||w||λ ≤ C(||Djθw||k + ||w||1) with
C = C(λ, k, n) > 0.
(3) If k > N−1
j
, then ||w||∞ ≤ C(||Djθw||k + ||w||1) with C = C(j, k, n) > 0.
For the proof of this lemma, see Lemma 2.1 [11].
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Lemma 2.2. (See [4], Lemma 2.2). Let k ∈ (1,∞) and R > 0. For u ∈
W 2,k(B2R), we have
‖D2u‖Lk(BR) ≤ C(‖∆u‖Lk(B2R) +R
N
k
−(N+2)‖u‖L1(B2R)),
where C = C(k,N) > 0.
Lemma 2.3. Suppose that pq > 1 and (u, v) is a positive solution of system
(1.2). Then for any r > 0,
u(r) ≤ Cr−α, v(r) ≤ Cr−β,
∫
Br
u ≤ CrN−α and
∫
Br
v ≤ CrN−β,
where C = C(p, q,N) > 0 and α, β are defined in (1.4).
This Lemma can be obtained by Proposition 2.1, Corollary 2.1 and The-
orem 3.1 [4] immediately.
Lemma 2.4. Suppose that pq > 1 and (u, v) is a bounded positive solution
of system (1.2). Then
vp+1
p+ 1
≤ u
q+1
q + 1
, ∀ x ∈ RN .
For the proof, see [4] or [18]. Chen and Li [3] proved the following result:
Lemma 2.5. Suppose that (u, v) is a positive solution of system (1.2). Then
(u, v) solves the integral system
u(x) =
1
(N − 2)ωN
∫
RN
vp(y)
|x− y|N−2dy, x ∈ R
N
v(x) =
1
(N − 2)ωN
∫
RN
uq(y)
|x− y|N−2dy, x ∈ R
N .
(2.1)
In order to prove our theorems, we need the following energy type in-
equality.
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Lemma 2.6. Suppose that (u, v) is a non-negative solution of system (1.2).
Then for any R > 0 and λ ∈ R, there holds
(
N
q + 1
− N − 2
2
− λ)
∫
BR
uq+1 + (
N
p+ 1
− N − 2
2
+ λ)
∫
BR
vp+1
≤R
∫
SR
(
uq+1
q + 1
+
vp+1
p+ 1
)] + λ
∫
SR
(
∂v
∂ν
u− ∂u
∂ν
v).
Proof. Let H(x, y) = uq(x)vp(y). By Lemma 2.5, we have
u(x) =
1
(N − 2)ωN
∫
RN
vp(y)
|x− y|N−2dy, x ∈ R
N
v(x) =
1
(N − 2)ωN
∫
RN
uq(y)
|x− y|N−2dy, x ∈ R
N .
Hence 
∇u(x) · x = − 1
ωN
∫
RN
x(x− y)|vp(y)
|x− y|N dy,
∇v(x) · x = − 1
ωN
∫
RN
x(x− y)|uq(y)
|x− y|N dy.
On one hand,∫
BR
uqDu · x =
∫
BR
D(
uq+1
q + 1
) · x = R
q + 1
∫
SR
uq+1 − N
q + 1
∫
BR
uq+1.
On the other hand,∫
BR
uqDu · x = − 1
ωN
∫
BR
dx
∫
RN
x(x− y)H(x, y)
|x− y|N dy
=− 2 1
2ωN
∫
BR
dx
∫
RN
x(x− y)H(x, y)
|x− y|N dy
=− 1
2ωN
∫
BR
dx
∫
RN
x(x− y)H(x, y)
|x− y|N dy +
2−N
2
∫
BR
uq+1
− 1
2ωN
∫
BR
dx
∫
RN
y(x− y)H(x, y)
|x− y|N dy.
Hence
(
N
q + 1
− N − 2
2
)
∫
BR
uq+1 =
Rb+1
q + 1
∫
SR
uq+1
+
1
2ωN
∫
BR
dx
∫
RN
(|x|2 − |y|2)H(x, y)
|x− y|N−2m+2 dy.
(2.2)
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Similarly, we have
(
N
p+ 1
− N − 2
2
)
∫
BR
vp+1 =
R
p+ 1
∫
SR
vp+1
+
1
2ωN
∫
BR
dx
∫
RN
(|x|2 − |y|2)H(y, x)
|x− y|N dy.
(2.3)
Therefore, by (2.2) and (2.3), we have
(
N
q + 1
− N − 2
2
)
∫
BR
uq+1 + (
N
p+ 1
− N − 2
2
)
∫
BR
vp+1
=
R1+b
q + 1
∫
SR
uq+1 +
R1+a
p+ 1
∫
SR
vp+1 + I
≤R
1+b
q + 1
∫
SR
uq+1 +
R1+a
p+ 1
∫
SR
vp+1,
(2.4)
where I = 1
2ωN
∫
BR
dx
∫
BcR
(|x|2−|y|2)[H(x,y)+H(y,x)]
|x−y|N−2m+2 dy ≤ 0.
Multiplying the first equation of system (1.2) by v, the second equation
by u and integrating over BR, we have
∫
BR
DuDv −
∫
BR
vp+1 =
∫
SR
∂u
∂ν
v,∫
BR
DuDv −
∫
BR
uq+1 =
∫
SR
∂v
∂ν
u,
hence ∫
BR
uq+1 −
∫
BR
vp+1 =
∫
SR
(
∂u
∂ν
v − ∂v
∂ν
u). (2.5)
By (2.4) and (2.5), we get this lemma.
3 Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Let κ = α+β
α
.
Lemma 3.1. Suppose that γ ∈ (0, 1) and (u, v) is a positive solution of
system (1.2). Then there exists a positive constant C = C(N, p, q, γ) such
that ∫
B2
|∇u γ2 |2 ≤ C.
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Proof. Let γ ∈ (0, 1) and (u, v) be a positive solution of system (1.2). By
Lemma 2.2 of [17], for any ϕ ∈ C∞c (RN), we have∫
RN
ϕ2uγ−2|∇u|2 ≤ C
∫
RN
|∇ϕ|2uγ (3.1)
with C = C(N, γ) > 0. Let η(x) ∈ C∞c (RN) be a cut-off function:
η(x) =
1, |x| < 2,0, |x| > 4.
Let ϕ = η in (3.1). Then by (3.1), Lemma 2.3 and Jensen’s inequality, we
have∫
B2
|∇u γ2 |2 ≤ C
∫
2≤|x|≤4
uγ ≤ C
∫ 4
2
rN−1uγ(r) ≤ C
∫ 4
2
rN−1r−αr ≤ C,
where C = C(N, p, q, γ) > 0.
Lemma 3.2. Suppose that pq > 1 and (u, v) is a bounded positive solution
of system (1.2). Then ∫
B2
|∇uκ2 |2 ≤ C[
∫
B4
uq+1 + 1],
where C = C(N, p, q) > 0.
Proof. Let η(x) be the cut-off function in the proof of Lemma 3.1. Multiply-
ing the first equation of system (1.2) by uκ−1η and integrating over RN , we
have
(κ− 1)
∫
B4
uκ−2|∇u|2η =
∫
B4
uκ−1vpη +
1
κ
∫
B4
uκ∆η. (3.2)
Since κ = α+β
α
= 1 + q+1
p+1
and pq > 1, then κ < q + 1, and by Lemma 2.4, we
have
uκ−1vp ≤ (q + 1
p+ 1
)
p
p+1uκ−1u
p(q+1)
p+1 = (
q + 1
p+ 1
)
p
p+1uq+1. (3.3)
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Hence by (3.2), (3.3) and Ho¨lder inequlity, we have∫
B2
|∇uκ2 |2 ≤
∫
B4
|∇uκ2 |2η
≤ C
∫
B4
uκ−2|∇u|2η
≤ C
∫
B4
(uκ−1vp + uκ)
≤ C
∫
B4
uq+1 + C(
∫
B4
uq+1)
κ
q+1
≤ C[
∫
B4
uq+1 + 1],
(3.4)
where C = C(N, p, q) > 0.
Lemma 3.3. Suppose that γ ∈ (0, 1), pq > 1 and (u, v) is a bounded positive
solution of system (1.2). Then there exists r0 ∈ [1, 2] such that∫
Sr0
|∇u| ≤ C,
∫
Sr0
|∇v| ≤ C,
∫
Sr0
|∇u γ2 |2 ≤ C,
∫
Sr0
|∇uκ2 |2 ≤ C[
∫
B4
uq+1+1],
and ∫
Sr0
|D2u| p+1p ≤ C
∫
B2
|D2u| p+1p ,
∫
Sr0
|D2v| q+1q ≤ C
∫
B2
|D2u| q+1q ,
where C = C(N, p, q, γ) > 0.
Proof. Let γ ∈ (0, 1). By Lemma 2.3, Lemma 3.1 and Lemma 3.2 and
interpolation inequalities, there exists C1 = C1(N, p, q, γ) > 0 such that∫
B2
|∇u| ≤ C(N)(
∫
B4
|∆u|+
∫
B4
|u|) ≤ C1,∫
B2
|∇v| ≤ C(N)(
∫
B4
|∆v|+
∫
B4
|v|) ≤ C1
and ∫
B2
|∇u γ2 |2 ≤ C1,
∫
B2
|∇uκ2 |2 ≤ C1[
∫
B4
uq+1 + 1].
9
Define
A = {r ∈ [1, 2] :
∫
Sr
|∇u| > 7C1},
B = {r ∈ [1, 2] :
∫
Sr
|∇v| > 7C1},
C = {r ∈ [1, 2] :
∫
Sr
|∇u γ2 |2 > 7C1},
D = {r ∈ [1, 2] :
∫
Sr
|∇uκ2 |2 > 7C1[
∫
B4
uq+1 + 1],
E = {r ∈ [1, 2] :
∫
Sr
|D2u| p+1p > 7
∫
B2
|D2u| p+1p },
F = {r ∈ [1, 2] :
∫
Sr
|D2v| q+1q > 7
∫
B2
|D2v| q+1q }.
Then
7C1|A| ≤
∫
A
∫
Sr
|∇u| ≤
∫ 2
1
∫
Sr
|∇u| ≤
∫
B2
|∇u| ≤ C1,
hence
|A| ≤ 1
7
,
where |A| is the Lebesgue measure of A. Similarly, we have
|B| ≤ 1
7
, |C| ≤ 1
7
, |D| ≤ 1
7
, |E| ≤ 1
7
and |F | ≤ 1
7
.
Hence
|A ∪B ∪ C ∪D ∪ E ∪ F | ≤ 6
7
and |Ac ∩Bc ∩ Cc ∩Dc ∩ Ec ∩ F c| ≥ 1
7
,
where Gc = [1, 2]−G for G ⊆ [1, 2]. Let r0 ∈ Ac ∩ Bc ∩ Cc ∩Dc ∩ Ec ∩ F c.
Then we obtain this lemma with C = 7 max{C1, 1}.
We shall fix this specific r0 in the rest of the proof and define F (r) =∫
Br
uq+1.
Lemma 3.4. Suppose that pq > 1 and (u, v) is a bounded positive solution
of system (1.2). Then there exists C = C(N, p, q) > 0 such that
(
∫
Sr0
|Du| p+1p ) pp+1 ≤ C[F (4) pp+1 + 1], (
∫
Sr0
|Dv| q+1q ) qq+1 ≤ C[F (4) qq+1 + 1].
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Proof. By Lemma 2.1, Lemma 2.2, Lemma 2.3, Lemma 2.4, Lemma 3.3,
Jensen’s inequality and the fact that r0 ∈ [1, 2], we have
(
∫
Sr0
|Du| p+1p ) pp+1 ≤ C(
∫
S1
|Du(r0, θ)|
p+1
p )
p
p+1
≤ C[(
∫
S1
|DθDu(r0, θ)|
p+1
p )
p
p+1 +
∫
Sr0
|Du|]
≤ C[(
∫
Sr0
|D2u| p+1p ) pp+1 + 1]
≤ C[(
∫
B2
|D2u| p+1p ) pp+1 + 1]
≤ C[(
∫
B4
|∆u| p+1p ) pp+1 + 1]
≤ C[(
∫
B4
vp+1)
p
p+1 + 1]
≤ C[(
∫
B4
uq+1)
p
p+1 + 1] = C[F (4)
p
p+1 + 1],
where C = C(N, p, q) > 0. Similarly, we have
(
∫
Sr0
|Dv| q+1q ) qq+1 ≤ C[F (4) qq+1 + 1]
with C = C(N, p, q) > 0.
Lemma 3.5. Suppose that q ≤ 1, pq > 1, (p, q) is subcritical and (u, v) is a
bounded positive solution of system (1.2). Then there exist C = C(N, p, q) >
0 and a = a(N, p, q) ∈ [0, 1) such that∫
Sr0
uq+1 ≤ C[F (4)a + 1].
Proof. By Lemma 2.1, Lemma 2.3, Lemma 3.3 and and the fact that r0 ∈
[1, 2], if N ≤ 3, then we have∫
S1
uq+1(r0, θ)dθ ≤ C (3.5)
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and if N ≥ 4, then we have∫
S1
u
γ(N−1)
N−3 (r0, θ)dθ ≤ C, (3.6)
where γ ∈ (0, 1) and C = C(N, p, q, γ). Suppose that q < 2
N−3 . Then there
exists γ0 ∈ (0, 1) such that
q + 1 <
γ0(N − 1)
N − 3
and∫
Sr0
uq+1 ≤ 2N−1
∫
S1
uq+1(r0, θ) ≤ 2N−1[
∫
S1
u
γ0(N−1)
N−3 (r0, θ)]
(q+1)(N−3)
γ0(N−1) ≤ C.
(3.7)
Therefore, if N ≤ 3 or q < 2
N−3 , we obtain this lemma for any a ∈ [0, 1)
according to (3.5) and (3.7). Hence in the following, we assume that N ≥ 4
and q ≥ 2
N−3 .
Let µ = N−1
N−3κ =
(N−1)(α+β)
(N−3)α . Since (p, q) is subcritical, by direct calcula-
tions we have
α + β > N − 2, α + β + 2
α + β
<
N − 1
N − 3 and q + 1 < µ.
For any γ ∈ (0, 1), let t = t(γ) solve the equation
1
q + 1
=
N − 3
γ(N − 1)(1− t) +
t
µ
.
Then
t =
N−3
γ(N−1) − 1q+1
N−3
γ(N−1) − 1µ
∈ (0, 1).
By (3.6), interpolation inequalities, (1) of Lemma 2.1, Lemma 2.2, Lemma
2.3, Lemma 3.3 and the fact that r0 ∈ [1, 2], we have
‖u(r0)‖q+1 ≤ ‖u(r0)‖1−tγ(N−1)
N−3
‖u(r0)‖tµ
≤ C(‖Dθuκ2 (r0)‖t2 + 1)
≤ C[(
∫
Sr0
|∇uκ2 |2) t2 + 1)
≤ C[F (4) t2 + 1].
(3.8)
12
Hence by (3.8) and the fact that r0 ∈ [1, 2], we have∫
Sr0
uq+1 ≤ C
∫
S1
uq+1(r0, θ) ≤ C[F (4)a(γ) + 1], (3.9)
where C = C(N, p, q, γ) > 0 and a(γ) = (q+1)t
2
. Since q ≤ 1 and t ∈ (0, 1),
for any γ ∈ (0, 1), we have
a(γ) < 1.
Therefore, choose any γ0 ∈ (0, 1) and let a = a(γ0) in (3.9). Then, we obtain
this lemma.
Proof of Theorem 1.1. We only need to prove this theorem in the case
of bounded solutions and pq > 1.
Suppose that q = min{p, q} ≤ 1, (p, q) is subcritical and (u, v) is a
bounded positive solution of system (1.2). Then max{a, p+a
p+1
, q+a
q+1
} = p+a
p+1
. By
Lemma 2.4, Lemma 2.6, Lemma 3.4, Lemma 3.5, Ho¨lder inequalities and the
fact that r0 ∈ [1, 2], there exists C = C(N, p, q) > 0 such that∫
B1
uq+1 ≤
∫
Br0
uq+1
≤C
∫
Sr0
(uq+1 + |∂v
∂ν
|u+ |∂u
∂ν
|v)
≤C[F (4)a + ‖Dv‖
L
q+1
q (Sr0 )
‖u‖Lq+1(Sr0 ) + ‖Du‖L p+1p (Sr0 )‖v‖L
p+1(Sr0 )
+ 1]
≤C[F (4) p+ap+1 + 1],
where C = C(N, p, q) > 0.
Replacing (u, v) by (Rαu(Rx), Rβv(Rx)) in the above inequalities and
changing variables yield that
F (R) ≤ C[F (4R) p+ap+1R (1−a)(N−2−α−β)p+1 +RN−2−α−β].
Since u is bounded, there exist a large positive constant c > 0 and a
sequence of {Ri}∞i=1 with lim
i→∞
Ri = +∞ such that F (4Ri) ≤ cF (Ri) (see [4],
[18]). Therefore,
F (Ri) ≤ C[c
p+a
p+1F (Ri)
p+a
p+1R
(1−a)(N−2−α−β)
p+1
i +R
N−2−α−β
i ].
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Since (p, q) is subcritical and a ∈ [0, 1), we have p+a
p+1
∈ (0, 1), N−2−α−β < 0
and (1−a)(N−2−α−β)
p+1
< 0. Therefore, F (Ri) is bounded,∫
RN
uq+1 = lim
i→∞
∫
BRi
uq+1 = 0,
and
u ≡ 0, v ≡ 0,
which is a contradiction.
4 Proof of Theorem 1.2
In this section, we prove Theorem 1.2.
Lemma 4.1. Suppose that pq > 1, (p, q) is subcritical, α = max{α, β} >
N − 3 and (u, v) is a bounded positive solution of system (1.2). Then there
exist C = C(N, p, q) > 0 and b = b(N, p, q) ∈ [0, 1) such that∫
Sr0
uq+1 ≤ C[F (4)b + 1].
Proof. By the proof of Lemma 3.5, we only need to consider the case of
N ≥ 4 and q ≥ 2
N−3 .
Let l = p+1
p
and 1
ν
= 1
l
− 2
N−1 . Since (p, q) is subcritical, then
1
ν
<
1
l
− 2
N
= 1− 1
p+ 1
− 2
N
<
1
q + 1
and q + 1 < ν.
For any γ ∈ (0, 1], let s = s(γ) ∈ [0, 1) solve the equation
1
q + 1
=
N − 3
γ(N − 1)(1− s) +
s
ν
.
Then
s =
N−3
γ(N−1) − 1q+1
N−3
γ(N−1) − 1ν
and s(1) = (p+ 1)(
N − 3
N − 1 −
1
q + 1
).
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By (3.6), interpolation inequalities, (1) of Lemma 2.1, Lemma 2.2, Lemma
2.3 and the fact that r0 ∈ [1, 2], we have
‖u(r0)‖q+1 ≤ ‖u(r0)‖1−sγ(N−1)
N−3
‖u(r0)‖sν
≤ C(‖D2θu(r0, θ)‖sl + 1)
≤ C + C(
∫
Sr0
|D2u|l) sl
≤ C + C(
∫
B2
|D2u|l) sl
≤ C + C(
∫
B4
|∆u|l) sl
= C + C(
∫
B4
vp+1)
s
l .
(4.1)
Since (u, v) is bounded, by (4.1), Lemma 2.4 and the fact that r0 ∈ [1, 2],
we have ∫
Sr0
uq+1 ≤ C + C(
∫
B4
vp+1)b(γ) ≤ C[(
∫
B4
uq+1)b(γ) + 1], (4.2)
where C = C(N, p, q, γ) > 0 and b(γ) = (q+1)s
l
= p(q+1)s
p+1
∈ C((0, 1]). Then
b(1) = N−3
N−1p(q + 1)− p.
Since (p, q) is subcritical, by (1.4) we have p = α+2
β
, q = β+2
α
and since
p ≥ q and α > N − 3, we have
b(1)− 1 = (q + 1)[(N − 3)(α + 2)
(N − 1)β −
α
β
] =
2(q + 1)
(N − 1)β (−α +N − 3) < 0.
Therefore, there exists γ1 < 1 such that a(γ1) < 1. Let a = a(γ1) in (4.2).
Then, we obtain this lemma.
By Lemma 2.4, Lemma 2.6, Lemma 3.4, Lemma 4.1 and scale invariance
of the solutions, we can prove Theorem 1.2. Since the proof is similar to the
proof of Theorem 1.1, we omit it.
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