We show how to use the elements of a sharply k-transitive permutation group of degree n to form error-correcting codes, as suggested by Blake [1], presenting suitable decoding algorithms for these codes. In particular, we concentrate on using the Mathieu group M 12 to form a (12, 95040, 8)-code to correct three errors. The algorithm we give for this code differs from that given by Cohen and Deza [2] .
Permutations
Writing a permutation can be done in several different ways. The most commonly used (in undergraduate courses at least) are the two-line notation and the cycle notation, the latter being the form preferred by the computer language GAP. However, if we are to use the elements of a group to form an error-correcting code, the most suitable notation is the passive form. For example, we have the following: Two-line: 1 2 3 4 5 6 7 8 9 10 4 2 5 6 7 1 3 10 9 8 Cycle:
(1 4 6)(3 5 7)(8 10)
Passive: 4 2 5 6 7 1 3 10 9 8
To emphasise when we are using passive form (rather than cycle notation), we will leave out the brackets.
It has been suggested (see, for example, [2] ) that using an array of permutations (written in passive form) can be used as an error-correcting code, with the rows as codewords. Determining the minimum (Hamming) distance of an arbitrary such code is, in general, not easy. However, for a particular class of groups, it is relatively straightforward.
Sharply k-Transitive Groups
A permutation group G acting on a set X is said to be transitive if for any x, y ∈ X, there exists g ∈ G such that x g = y. Extending this, if (x 1 , . . . , x k ), (y 1 , . . . , y k ) are ordered k-tuples of elements of X, we say G acts k-transitively on X if there exists
If this element g is unique, then we say the action is sharply k-transitive.
Sharply k-transitive groups have the useful property that the minimum distance between two permutations (meaning the Hamming distance of two permutations written in passive form) can be calculated. Suppose G acts sharply k-transitively on X, where |X| = n (i.e. the degree of G is n. Then two permutations can agree in at most k − 1 positions; otherwise this would contradict the "sharpness" of transitivity. Hence two permutations must differ in at least n − k + 1 positions, i.e. the minimum distance between two permutations is n − k + 1. Consequently, we can use the elements of G to form an (n, |G|, n − k + 1)-code.
Fortunately, all sharply k-transitive groups are known, for k ≥ 2. The easiest examples are the symmetric groups S n , which are sharply n and (n − 1)-transitive and the alternating groups A n which are sharply (n − 2)-transitive. However, they do not make particularly interesting (or useful) codes. For example, S n yields an (n, n!, 1)-code (which can correct no errors!) and A n yields an (n, There are also infinite families of sharply 2 and 3-transitive groups, which were classified by Zassenhaus in 1936. The sharply 2-transitive groups consist of the set of affine transformations of a finite near-field. (A near-field is basically a field with some of the axioms missed out.) So, for example, the group
acts sharply 2-transitively on GF(q). This group has degree q and order q(q−1), so we can use it to construct a (q, q(q − 1), q − 1)-code. The other sharply 2-transitive groups are described in Dixon & Mortimer [5] , section 7.7.
Most sharply 3-transitive groups are of the following form. Consider the group of rational transformations
acting on GF(q) ∪ {∞}, where the point ∞ is defined to satisfy τ(∞) = ac −1 and τ(−dc −1 ) = ∞. This can be shown to be isomorphic to the projective general linear group PGL(2, q) (see [5] , section 2.8). It has degree q+1 and order (q+1)q(q−1), so can be used to construct a (q + 1, (q + 1)q(q − 1), q − 1) code. (The other sharply 3-transitive groups are more complicated to define and give codes with exactly the same parameters, so we may as well ignore them.)
For the cases k = 4 and k = 5, the only examples (other than the appropriate symmetric and alternating groups) are the Mathieu groups M 11 , which is sharply 4-transitive, and M 12 , which is sharply 5-transitive. It is the latter of these which will interest us the most.
What are M 11 and M 12 ?
The Mathieu groups M 11 and M 12 are two of the 26 so-called "sporadic" simple groups (see [4] ). There are various ways of constructing them, but the following (for M 12 ) is probably the easiest to remember. Consider the following diagram: First, take the permutation given by the 2-cycles of the labels on each edge, (1 2)(3 4)(5 6)(7 8)(9 10)(11 12). Second, at each vertex, form cycles by reading the labels anti-clockwise around each one (ignoring the trivial cycles), which gives (1 3 2)(4 7 5)(8 9 11). Then these two permutations generate M 12 , which is a simple group of degree 12 and order 95040. M 11 is the stabiliser of a point in M 12 .
We have already stated that M 11 and M 12 are sharply 4-and 5-transitive respectively. Thus from section 2 above, we have that the minimum distance between two permutations in M 12 is 12 − 5 + 1 = 8, so we can use it to form a (12, 95040, 8)-code. Since M 12 is transitive, the size of an orbit of a point is exactly the degree, so by the orbit-stabiliser theorem the order of M 11 , the stabiliser of a point in M 12 , is 95040/12 = 7920. Since it is sharply 4-transitive and has degree 11, we can use M 11 as an (11, 7920, 8)-code. According to Blake [1] , the first of these (theoretically) compares favourably with certain Reed-Solomon codes (described in [3] ), assuming that an efficient decoding method is available.
A Decoding Method
In any (n, M, d)-code, the maximum number of errors that can be corrected is
(This is a "well-known fact" in coding theory.) So our decoding method will assume that at most r errors have occurred, so consequently there are at least n − r symbols that are correct. Now, because our codewords are permutations from a sharply k-transitive group G, any k-tuple of these n − r occurs in exactly one codeword. Thus codes with minimum distance q − 1 can correct up to q−2 2 and a code with minimum distance 8 can correct 3 errors. But because we don't know in which positions the r errors lie, we need to find a way of choosing a set of k-tuples so that we can be certain that at least one contains no errors. That is, we need a set of k-subsets of X = {1, . . . , n} such that any r-subset of X is disjoint from at least one k-set. We shall call this set of k-sets an (n, k, r)-uncovering (as any r-set is left 'uncovered' by at least one k-set). These will be described in the next section.
Once we have such an uncovering, we can apply the following procedure to decode a received word w = w 1 w 2 · · · w n . Take a k-set S and look at the entries w i for i ∈ S. First suppose there are no repeated symbols in these positions. Then, because G is sharply k-transitive, there is a unique permutation mapping each i to w i for i ∈ S; that is, there is a unique codeword with entry w i in position i for i ∈ S. So we search through the codebook until we find it. We then check the distance between this codeword and the received word w. If it is within distance d (recall that d = n − k + 1), then we assume that this must be the transmitted word and stop the procedure. If not, we consider the next k-set of co-ordinate positions and repeat the procedure. (If at any stage a k-tuple of entries includes a repeated symbol, then we know that there must be an error here and proceed immediately to the next k-set.
Uncoverings: a connection with Design Theory
Formally, we define an (n, k, r)-uncovering as follows. Suppose X is a set of size n. Then an (n, k, r)-uncovering is a set C of subsets of X of size k,
(where P (X) denotes the power set of X), such that for any r-subset R of X (r < k), there exists S ∈ C such that R ∩ S = Ø. We call an uncovering C of least size is called a minimal (n, k, r)-uncovering.
It transpires that the complementary problem of finding a minimum set of m-subsets (blocks, in design-speak) of X (|X| = n) such that every t-subset of X (t < m) is contained in at least one block has been of interest to design theorists. So much so, that there is an entire website [7] devoted to such constructions, called (n, k,t)-covering designs. Descriptions of methods of constructing covering designs can be found in [6] .
By taking the complement of each block in an (n, n − k, r)-covering design, we obtain an (n, k, r)-uncovering. Some examples useful to us are given below (they were either found directly, or by taking complements of designs listed in [7] and then relabelling).
• (For the affine group AGL (1, 11) 
M 12 in Detail
There are several different possibilities for how the (assumed) maximum of three errors could occur. If the received word is a permutation, then we have no choice other than to proceed in the manner described above. However, if it is not a permutation, we should be able to improve the algorithm. For example, if the r errors are r repeats of the same symbol, then we know that the remaining n − r − 1 symbols must be correct and we can immediately find the unique codeword that corresponds to any k-tuple of these. (One can easily show that k < n − r − 1.) Thus we have decoded the received word in one step only, a considerable improvement.
In the case where we are using M 12 , there are a sufficiently small number of possibilities for us to be able to determine them all explicitly. In each case, we can isolate some of the digits where we know there to be an error, so we apply a similar algorithm to the remaining digits to locate a smaller number of errors, which should require a smaller number of steps.
If the received word is not a permutation, then there are several possibilities for this, as listed below. Each example is based on the transmitted word being the identity word, 1 2 3 4 5 6 7 8 9 10 11 12.
-Three errors
• 1 repeated symbol, 2 symbols moved e.g. 1 1 4 3 5 6 7 8 9 10 11 12 Here, we need a (10,5,2)-uncovering, as we know that at least one of the two 1's is an error.
• 2 different symbols repeated, 1 symbol moved e.g. 1 1 3 3 2 6 7 8 9 10 11 12 Here, we need an (8,5,1)-uncovering.
• 3 different symbols repeated ( * ) e.g. 1 1 3 3 5 5 7 8 9 10 11 12 Here, we know that there are three errors in the first six places, so can examine any five out of the last six and find the unique permutation in M 12 that agrees in those places.
• 1 symbol repeated thrice ( * ) e.g. 1 1 1 1 5 6 7 8 9 10 11 12 Here, we can choose any five of the last eight places and proceed as above.
• 1 symbol repeated twice, another symbol repeated ( * ) e.g. 1 1 1 4 4 6 7 8 9 10 11 12 Here, we can choose any five of the last seven places and proceed as above.
• 1 symbol repeated twice, another symbol moved e.g. 1 1 1 2 5 6 7 8 9 10 11 12 Here, we need a (9,5,1)-uncovering.
• 1 symbol repeated twice, both occurrences incorrectly placed, another symbol moved e.g. 3 3 1 4 5 6 7 8 9 10 11 12 Here, we need a (10,5,2)-uncovering and apply to places 3 to 12.
-Two errors
• 2 symbols repeated e.g. 1 1 3 3 5 6 7 8 9 10 11 12 Here, we need an (8,5,1)-uncovering. (Note that although only two errors have actually occurred, we have to continue our assumption that there may be three.)
• 1 symbol repeated twice e.g. 1 1 1 4 5 6 7 8 9 10 11 12 Here, we need a (9,5,1)-uncovering.
-One error
• 1 symbol repeated e.g. 1 1 3 4 5 6 7 8 9 10 11 12 Here, we need a (10,5,2)-uncovering.
Using the database [7] we can obtain some of the coverings we require. A (12,5,3)-uncovering was given earlier, and a (10,5,2)-uncovering (complement of a (10,5,2)-covering design) is given below: 1 2 3 4 5 1 2 7 8 10 1 5 6 7 9 2 3 6 8 9 3 4 7 9 10 4 5 6 8 10 The database only contains covering designs for r ≥ 2. This is probably because constructing (n, m, 1)-covering designs (and thus (n, k, 1)-uncoverings) is trivially straightforward. For completeness, we list the ones we require below:
• A (9,5,1)-uncovering 1 2 3 4 5 1 6 7 8 9 5 6 7 8 9
• An (8,5,1)-uncovering 1 2 3 4 5 1 2 6 7 8 4 5 6 7 8
Note that these refer to the co-ordinate positions of the symbols, not the symbols themselves! Also, depending on where the repeated symbols occur in a received word, a relabelling will usually be necessary.
The algorithm
How the decoding algorithm works is probably best described by the diagram (figure 1 By "identify pattern of repeated digits", we mean determine which of the situations listed in above corresponds to our received word. Now, as we discovered, some of these situations (labelled ( * )) restrict the positions of the errors sufficiently for us to know more than five correct symbols. These are exactly those words for which the answer to the question "Is an uncovering required?" is "No". In this case, we choose any 5-tuple from the positions where the correct symbols occur, identify from the codebook (i.e. the list of permutations in the group) the permuta-tion which has those five symbols in these places. This then must be the transmitted word.
-Example Suppose we receive the word 8 8 11 12 3 2 1 6 9 10 1 2. This has the symbols 1,2 and 8 repeated, occurring in positions 1, 2, 6, 7, 11 and 12. Thus we choose any 5-tuple from the remaining positions, such as {3, 4, 5, 8, 9}, and find the permutation σ ∈ M 12 with {3, 4, 5, 8, 9} σ = {11, 12, 3, 6, 9}. Looking in the codebook, we see that σ = 7 8 11 12 3 4 5 6 9 10 1 2 must be the transmitted word.
The answer to "Is an uncovering required?" is "Yes" in the other cases where the received word is not a permutation. So we determine which covering we need, then relabel it so that the numbers 1, 2, 3, . . . correspond to the 1st, 2nd, 3rd, . . . position where a repeated symbol does not occur. When then proceed in the manner described in section 4, but only to this smaller number of digits.
