Abstract-In this paper, a precompression quality-control algorithm is proposed. It can greatly reduce computational power of the embedded block coding (EBC) and memory requirement to buffer bit streams. By using the propagation property and the randomness property of the EBC algorithm, rate and distortion of coding passes is approximately predicted. Thus, the truncation points are chosen before actual coding by the entropy coder. Therefore, the computational power, which is measured with the number of contexts to be processed, is greatly reduced since most of the computations are skipped. The memory requirement, which is measured with the amount required to buffer bit streams, is also reduced since the skipped contexts do not generate bit streams. Experimental results show that the proposed algorithm reduces the computational power of the EBC by 80% on average at 0.8 bpp compared with the conventional postcompression rate-distortion optimization algorithm [1]. Moreover, the memory requirement is also reduced by 90%. The average PSNR degrades only about 0.1 0.3 dB, on average.
I. INTRODUCTION
T HE JPEG 2000 [1] , [2] is well known for its excellent coding performance and numerous features [3] , such as scalability, region of interest, error resilience, etc. All these powerful tools are provided in a single JPEG 2000 codestream by a unified algorithm. One of the numerous features in JPEG 2000 is scalability, such as spatial and signal to noise ratio (SNR) scalability. For example, an image can be losslessly coded for storage and then retrieved at different bit rate to get different spatial size or SNR by transcoding. Transcoding of JPEG 2000 is achieved by parsing, reordering, and truncating the original codestream. The coding performance of JPEG 2000 is superior to JPEG [4] at all bit rate [3] .
The functional block diagram of JPEG 2000 is shown in Fig. 1 . The discrete wavelet transform (DWT) is adopted as the transform algorithm in JPEG 2000. After the DWT, a uniform scalar quantization is applied to transformed coefficients. The entropy coding in JPEG 2000 is the embedded block coding with optimized truncation (EBCOT) [5] , [6] . The EBCOT is a two-tiered algorithm. The EBCOT tier-1 is the embedded block coding (EBC), which contains a context formation (CF) and an arithmetic encoder (AE). The CF generates context-decision pairs for the AE to generate embedded bit streams. The AE encodes the binary decision with the probability adapted by the context. The EBCOT tier-2 is called the postcompression rate-distortion optimization (PCRDO), which truncates the embedded bit streams at a target bit rate to provide the optimal image quality. The EBC is the most complex part of JPEG 2000, which consumes more than 50% of total computations [7] , [8] . Reducing its computation time can significantly decrease the total run time of JPEG 2000 encoder. Most lossy still-image coding standards, including JPEG, use quantization to achieve rate control. However, this method could not optimize image quality. Instead of using quantization method to control the bit rate, JPEG 2000 uses a method to control the bit rate by the PCRDO processing, which is used in the reference software [1] . It uses Lagrange optimization to control the rate precisely while maximizing image quality. However, there are two fatal drawbacks of the PCRDO scheme. First, the computational power of the EBC, which is measured with the number of contexts to be processed, is wasted since the source image must be losslessly coded regardless of the target bit rate. Second, the memory requirement, which is measured with the amount required to buffer the bit streams until the truncations are determined, is large since all the bit streams, including those that are discarded finally, must be buffered until the truncation points are determined by the PCRDO. To alleviate this problem, some previous works [9] - [13] focus on the computational power and the memory requirement reduction for the PCRDO. Masukaki et al. [9] proposed a predictive algorithm. However, the PSNR degradation is more than 1 dB, which may not be acceptable. In [10] , the authors use EBCOT tier-2 feedback control to terminate redundant computation of the EBC, and, therefore, the computational power is reduced. Computational power of the EBC is reduced to 40% and 20% at medium and low bit rate, respectively, compared with PCRDO [1] . In [11] and [12] , the authors proposed a scheme based on priority scanning. This scheme encodes the coding passes in a different order from high to low priority, and terminates the block coding according to the feedback information from the PCRDO. The computational power and memory requirement are reduced by 52% and 71%, respectively, at 0.25 bits per pixel (bpp). Although the computational power and memory requirement are reduced effectively by previous works, they introduce some adverse effects. In [10] , the feedback control increases control complexity, whereas in [11] and [12] , the irregular data access for the EBC is inefficient since all code blocks are randomly accessed. Therefore, additional memory is required to buffer intermediate data. Wu et al. [14] proposed a two-level, hybrid-optimization rate-allocation algorithm for JPEG 2000 transmission over noisy channels. The target is to minimize the expected end-to-end image distortion. Another rate control algorithm [15] is proposed for the motion JPEG 2000. The authors use early termination techniques to skip the unnecessary computations. In [16] , the authors proposed a simplified model of delta-distortion to reduce the complexity of the distortion model. The method does not target on the computation reduction of the EBC and, therefore, will not be compared with other methods.
In this paper, a new precompression quality-control (PCQC) algorithm is proposed to solved the above problems. The proposed algorithm minimizes bit rate at a given image quality. By estimating rate and distortion before coding, the truncation points are selected before coding. The image quality of the proposed algorithm degrades about 0.1 0.3 dB on average compared with the PCRDO algorithm. The computational power and memory requirement are also significantly reduced by truncating coefficients before the EBC. To maintain low computation overhead, the PCQC algorithm is a low-complexity algorithm. It is also designed for simple integration such that neither the EBC nor the coding flow should be modified.
Quality control has an important advantage over the rate control in JPEG 2000. The rate control in JPEG 2000 suffers from the image-tile dilemma [3] when an image is divided into tiles. When the rate control performs global optimization for the entire image, it requires a huge memory to store the bit streams for the whole image. Moreover, the encoding delay is long since the final codestream is generated after the last tile is coded. To solve this problem, tile-based rate control is used, in which the rate is equally distributed to each tile. However, the quality of tile may vary a lot since not all tiles have the same complexity. Thus, the quality of complex tiles are much poorer than that of simple ones. The above dilemma is called image-tile dilemma. For the quality control, this will not happen. The quality-control algorithm makes all the tiles have equal quality which is the same as target image quality. Therefore, the quality control can operate on a tile-based manner.
The rest of this paper is organized as follows. Section II gives some background information about JPEG 2000 and rate-distortion optimization. Several techniques are proposed in Section III to estimate rate and distortion before coding. Section IV describes the PCQC algorithm in detail. Experimental results are shown in Section V. Finally, the conclusion is drawn in Section VI.
II. PRELIMINARY
In this section, we will give some background information for the rest of this paper. The coding hierarchy of JPEG 2000 is explained in Section II-A. The rate distortion optimization (RDO) algorithm in JPEG 2000 is described in Section II-B, and the concepts of the PCQC algorithm and the PCRDO algorithm are compared in Section II-C.
A. JPEG 2000 Coding Hierarchy
In JPEG 2000, an image is decomposed into various abstract levels for coding, as shown in Fig. 2 . At first, an image is partitioned into tiles, which are independently coded. Each tile is decomposed by the DWT into subbands with certain decomposition levels. For example, seven subbands are generated with two decomposition levels. Each subband is further partitioned into code blocks, and each code block is independently encoded by the EBC. The DWT coefficients in a code block are sign-magnitude represented, and encoded from the most significant bit (MSB) bit plane to the least significant bit (LSB) bit plane. Each bit plane is encoded with three coding passes [2] , including the significant propagation pass (Pass 1), the magnitude refinement pass (Pass 2), and the cleanup pass (Pass 3), to generate three embedded bit streams. Within a bit plane, each sample bit is encoded by one of three coding passes. For each sample in a coefficient, a sample bit is denoted as significant one if it is the first nonzero encoded sample bit, or there is a nonzero sample bit has been encoded in previous bit planes. To allow lossy coding, each coding pass is a candidate of truncation point. As shown in Fig. 3 , the embedded bit steams of a code block are organized in the order and where is the number of nonzero magnitude bit planes of the code block. The embedded bit streams of the code block after the truncation point, say , are discarded to form the final bit stream.
To determine truncation point, the rate and distortion (R-D) of each coding pass are calculated during processing of the EBC. Then, according to the R-D information, the PCRDO determines truncation points for all code blocks to maximize image quality at a target bit rate. 
B. Rate-Distortion Optimization in JPEG 2000
In this section, the RDO algorithm in JPEG 2000 is reviewed.
As mentioned in Section II-A, each coding pass is a candidate of truncation point of a code block. For convenience, we define a consecutive integer set to represent all candidates. The candidate corresponding to Pass of the bit plane in the code block , , is represented as
In the following discussion, is used to represent for simplicity. Truncating at results in the rate and the distortion . The total bit rates, , and the total distortion, , of the image are (2) and (3) The set of selected truncation points for all is denoted as , i.e.,
. The goal of the RDO is to find the optimal , , to minimize distortion (rate) at target rate (distortion). The optimization algorithms for rate control and quality control are explained in follows.
1) Rate Control:
The goal of rate control is to minimize the distortion while keeping the rate smaller than the target rate, . The problem is mapped into Lagrange optimization problem [5] as (4) where is the Lagrange multiplier. To minimize , the derivative of (5) is set to zero. Thus, the optimal , , is obtained as (6) where is the slope of the R-D curve. Since the R-D curve is piece-wise linear, the slope corresponding to in , , is obtained by
The physical meaning of is how fast the distortion is reduced with the increase of the rate when is truncated at . With decrease of the value of , must be strictly decreasing. If some violate this property, the method about merging slopes [5] is used to guarantee the monotonic-decreasing property. In [5] , it has been proved that and are optimal if both (8) and (9) are satisfied, where is the optimal truncation point for , i.e., . For convenience, the rate control problem is expressed by $
. There is an interesting property that only and are required to solve $ instead of and . That is to say the optimization is achieved when available is sufficiently close to and the corresponding is also close to , even if the R-D information of the unavailable is unknown.
2) Quality Control: The RDO is achieved by quality control. In order to synchronize with the terminology of RDO algorithm, we use distortion instead of quality. For quality control, the total rate is minimized at the target distortion, . The optimization can also be achieved by Lagrange equation (10) where is the Lagrange multiplier for distortion control, which is interpreted as a quality parameter [2] . For convenience, this optimization problem is expressed as $ . To minimize (11) is used to find as (12) The is optimal if the distortion cannot be reduced without the increase of the rate, or, equivalently, the rate cannot be reduced without the increase of the distortion. Therefore, it is intuitive that the for $ is the same as the for $ .
C. PCRDO and PCQC Comparisons
The PCRDO is illustrated in Fig. 4(a) . In this scheme, the original DWT coefficients are losslessly compressed by the EBC. The whole bit streams as well as R-D information are all buffered in memory. For image-based PCRDO, all the data of the entire image must be buffered. On the other hand, data for only one tile are buffered in tile-based PCRDO. The PCRDO selects the optimal set of truncations points to form the final bit stream according to the R-D information. The bit streams after the truncation points discarded. Therefore, the computational power for the discarded bit streams is wasted. Fig. 4(b) illustrates the PCQC. The truncation points are selected before actual coding, and then the truncated coefficients are coded by the EBC. All the embedded bit streams of the remaining coding passes result in the final bit stream. Therefore, the computational power is reduced because that unnecessary processing for the EBC is skipped. Moreover, the memory requirement are reduced since the EBC do not generate bit streams for the truncated parts of the DWT coefficients. The PCQC operates on a tile-based manner that each tile is coded by the same quality as the target image quality.
III. R-D CALCULATION BEFORE COMPRESSION
To perform rate-distortion optimization, the incremental distortion and the incremental rate are required as described in previous section. However, there are two problems in determining the truncation points before coding. First, the coding pass of a sample bit is unknown before actual coding. Second, the rate of each coding pass is unavailable before compression. In this section, we propose several techniques to estimate and in the DWT domain by utilizing propagation property and randomness property of the EBC.
A. Image Quality Control
To control image quality, the distortion in the pixel domain is required. In this section, we will show how to estimate the distortion in the pixel domain by the distortion in the DWT domain.
If the truncation errors for the DWT coefficients are uncorrelated, i.e., zero mean white noise, it has been found [5] that the average distortion per pixel, , is estimated by a weighted sum of the average distortion of every subband in the DWT domain as (13) where is the average distortion of the subband denoted by , is the image size, and is the corresponding weighting factor. The represents any subband, i.e., , where is the decomposition level. By applying the analytic method mentioned in [17] , is derived and the results are listed in Table I . As mentioned in Section II-A, a subband is divided into several code blocks. Therefore, is expressed as (14) where is the distortion of truncated at in the DWT domain. The and are the corresponding weighting factor and size of the subband that the belongs to.
B. Rate Estimation
To obtain the slope, , must be estimated since is unknown before actual coding by the EBC. The accuracy of estimation is essential to perform RDO without significant quality loss. Two properties, randomness and propagation, of the EBC algorithm are used to increase the accuracy of the estimation.
Randomness represents the random property of Pass 2. It means that the appearance of 0 and 1 for a sample bit belonging to Pass 2 is random and, therefore, results in constant coding gain of Pass 2. The coding gain of Pass 2 is almost constant regardless of images, decomposition levels, subbands, code blocks, and bit planes. Fig. 5(a) shows the randomness property of Pass 2. The horizontal axis shows the number of sample bits that belong to the coding pass, and the vertical axis is the length of resulting embedded bit stream in bits. Each point in Fig. 5 represents one embedded bit stream of Pass 2 in different images, decomposition levels, subbands, code blocks, and bit planes. As can be seen, the coding gain is almost constant, which is close to one. Therefore, the rate of Pass 2 is accurately estimated by the bit counts.
Unlike Pass 2, the coding gain of Pass 1 varies from bit plane to bit plane and from image to image. However, the rate of Pass 1 in the lowest two bit planes are approximately proportional to the bit counts of sample bits belonging to Pass 1 since the samples bits have noise-like distribution. Fig. 5(b) shows the randomness property of Pass 1 in the lowest two bit planes. Although it is not as random as Pass2, it is random enough to achieve small estimation errors. The coding gain is denoted as , and the experimental results show that . This indicates the inefficiency for coding Pass 1 in the lowest two bit planes because of the prediction error caused by the noise-like distribution for sample bits.
Another property, propagation, is also utilized to increase the number of candidates of truncation points. This property means that most of the insignificant samples in the lowest two bit planes are propagated as Pass 1 by the neighboring significant samples. Fig. 6 shows the distribution of three coding passes from the LSB bit plane, which is called bit plane 0 hereafter, to the MSB bit plane for the 5-3 filter. Experimental result shows that about 5% insignificant samples belong to Pass 3 in the lowest two bit planes [7] . Thus, we assume that a sample bit in the lowest two bit planes is very likely to belong to Pass 1 if it does not belong to Pass 2 since Pass 3 is negligible. Therefore, we classify the samples that do not belong to Pass 2 into Pass 1 in the lowest two bit planes.
Combining the above analysis, of Pass 1 in the lowest two bit planes and Pass 2 in all bit planes is estimated by bit counts. To compute bit counts, the Pass 2 detection for each sample bit is required. Let denotes the value of the th DWT coefficient in a code block, and denote the value of the sample bit at bit plane of . An indicator of whether belongs to Pass 2 or not, , is defined as (15) With , the bit counts, , in the bit plane is computed by (16) where is complement operator and is that the truncation point, , is Pass 1 in the th bit plane. Then, is obtained by (17) 
C. Distortion Estimation
In this section, we will show how to calculate . It is precisely estimated since it only depends on the value of coefficient. For convenience, we define two terms (18) and (19) where is bit wise and the operator. The is the value of under the bit plane . The incremental distortion for truncated at , , is calculated by (20) where is the reconstructed value of if is selected as final truncation point for . Thus, the incremental distortion in the DWT domain for , , is accumulated by Note that is overestimated since we assume all insignificant samples at the bit plane are truncated. Image distortion, , is (25) which is obtained by substituting (23) into (13) .
IV. PRECOMPRESSION QUALITY-CONTROL ALGORITHM
From the above discussions, and are estimated before coding. In this section, we propose a PCQC algorithm that determines truncation points before coding by the estimated and . Fig. 7(a) shows the position of the PCQC algorithm in JPEG 2000 encoding system. It processes DWT coefficients in a tile to determine truncation points, and then the truncated coefficients are encoded by the EBC. Integrating PCQC in a JPEG 2000 system does not change the coding flow. Moreover, no modification is required for the EBC. It operates as if there is no PCQC inserted. In the PCQC, the distortion constraint of the image, , is evenly distributed into each tile, and, thus, the quality of each tile is similar. Therefore, the proposed algorithm is a tile-based algorithm, i.e., the distortion control is independent for each tile.
The flowchart of the PCQC algorithm is shown in Fig. 7(b) . It comprises two processing stages. The first stage, shown in the left part, is a nested looping process to calculate and accumulate the R-D information of all code blocks in the tile. The second stage, shown in the right half part of the figure, is to determine truncation points for all code blocks according to the normalized R-D information. The detailed operations of each function in Fig. 7(b) are described as follows.
A. Distortion Calculation
This function calculates the distortion in the DWT domain. It calculates the truncation error by (24), and then accumulates to obtain by (23).
B. Incremental R-D Calculation
The incremental distortion, , contributed by current bit is calculated by (20). Then, it is added to the corresponding by (21). On the other hand, the bit count for each is also accumulated by (16) to obtain .
C. R-D Normalization
After the first stage, , , and for all blocks in the tile are obtained. In this function, they are normalized to (17), respectively. Then, can also be obtained by (7) .
D. Candidates Increase
As described in Section III-B, the propagation property is used to truncate at Pass 1 in the lowest two bit planes. This property comes from the fact that most insignificant sample bits belonging to Pass 1 due to the propagation of significant coefficients. However, this assumption may fail if all the DWT coefficients are very small. This occurs frequently for 9-7 filter due to its good energy compaction capability. Experimental results show that 7% and 30% sample bits belong to Pass 3 in bit plane 0 and bit plane 1, respectively. Thus, truncating these bits-planes at Pass 1 introduces large errors. Therefore, only Pass 2 is possible truncation point for 9-7 filter. To increase the number of candidates of truncation points, the interpolation technique is used to estimate the slopes of Pass 1 and Pass 3 in the lowest two bit planes.
Assume that the shape of the R-D curve of a code block is convex, as shown in Fig. 8 . Moreover, the R-D curve is piecewise linear since the coding passes are discrete. In Fig. 8 , the dashed lines represent the missing truncation points of the PCQC algorithm. The slopes of Pass 1 and Pass 3 in the lowest two bit planes, the hollow points, are estimated by (26) where , , , and are interpolation parameters. These parameters are experimentally determined by averaging the parameters obtained from simulating various test images. For the bit planes higher than two, the interpolation technique is not used since the numbers of samples bits belonging to Pass 2 are too few to be represented. Finally, the candidates of truncation points in the proposed algorithm are summarized in Table II .
E. Truncation Point Decision
With the obtained slopes in Table II , the truncation points are decided to meet the distortion constraint for the tile. In [6] , a procedure is proposed to select optimal truncation points by the slopes for rate control. Since this procedure can also be applied to the distortion control, we adopt the same procedure in the proposed algorithm. According to the truncation points, the DWT coefficients are truncated before the EBC.
V. EXPERIMENTAL RESULTS

A. Coding Performance
In this section, we compare the coding performance of the proposed algorithm with the PCRDO algorithm [1] . Fig. 9 show Table III , in which CR means compression ratio. Compared with the PCRDO algorithm, there is almost no quality degradation for PSNR higher than 35 dB. For the PSNR lower than 35 dB, the quality degradation is about 0.2 0.7 dB. In the worst case, the quality may degrade 1 dB at very low bit rates. However, it may not be suitable to perform quality control at very low bit rate since rate is concerned more than quality. For some applications such as low bit rate transmission and wireless remote sensing, precise rate control is a critical issue due to limited bandwidth.
There are four reasons for the quality degradation. First, the rate is estimated, and the estimation error would result in inaccurate slope. Second, at lowest two bit planes, the propagation property is not always held even for the 5-3 filter. Classifying all insignificant samples into Pass 1 would overestimate both the rate and distortion of Pass 1. Third, the number of candidates of truncation point at the bit plane higher than two are insufficient. Thus, the quality would be degraded if the available truncation points are far from the optimal truncation points. Finally, slope of Pass 2 is not the representative in the bit plane higher than two since only a few sample bits belong to Pass 2. This may be the reason that the quality degradation is larger at very low bit rate than other regions.
B. Comparisons
In this section, we will show the effectiveness of the proposed algorithm to reduce computational power and memory requirement by comparing our method with previous works. Fig. 10 shows comparisons of the normalized computational power with Chang's algorithm [10] . The computational power is measured by the percentage of number of contexts to be processed by the EBC since it is proportional to the computational complexity [7] . The 100% in the Fig. 10 represents the computational power of [1] since all contexts are losslessly processed. For simplicity, the [1] is omitted in the Fig. 10 . As can be seen from Fig. 10 , the proposed algorithm has better computational power reduction than [10] at all bit rates for all test images. Note that the computational power is also proportional to the processing time. Thus, the processing time of the EBC of the proposed algorithm is also shorter than that of [10] . The detailed results for Lena of the proposed algorithm in Fig. 10 are shown in Table IV . The memory in the Table IV means the memory requirement for buffering the generated bit streams from the EBC. It does not contain the memory requirement for R-D information. Note that, if an image is losslessly coded, the reduction ratio is zero since all the generated bit streams should be buffered. The detailed composition of the memory requirement will be described in the following section. The results of the computational power in other previous works [9] , [13] are presented by averaging results for various images. This somewhat makes it hard to have a fair comparison since the characteristics of various images are quite different. Nevertheless, our experimental results are also averaged to be compared with the others. In the following comparisons, our curves are the average results of 5 standard images including Lena, Baboon, Pepper, Jet, and Elaine. All the images are gray-level 512 512 pixels compressed by 9-7 filter with 5 decomposition levels without dividing into tiles and the code block size is 64 64. Fig. 11 shows the average percentage of computational power to be processed by the EBC for various algorithms. The reduction rate of the proposed algorithm is similar to successive bit-plane rate allocation (SBRA) algorithm [13] and priority scanning rate allocation (PSRA) algorithm [13] , and is much better that others. The computational power reduction result in [9] is measured by the number of coding passes. It is not compared here since the number of coding passes to be coded is not proportional to computational power. Some coding passes may have many contexts while others may not. Thus, the ratio of the number of processed coding passes against total number of coding passes does not directly reflect on the computational power.
Another important factor is the memory required for the algorithm. The memory requirement contains two parts, the memory for buffering bit streams generated from the EBC and the memory for buffering R-D data. It is hard to compare the memory requirement for buffering the R-D data since it depends on precision used for rate and distortion. However, this requirement is quite small since only several bits are required for a coding pass. In the proposed algorithm, each coding pass requires 28 bits, in which 12 bits for rate and 16 bits for distortion. For the memory requirement for buffering bit streams, it can be further divided into two sub-parts. The first part is the memory for buffering the bit streams that are included into the final bit streams after the truncation points are determined, and the second part is the memory for buffering the bit streams that are discarded finally. For the first part, it cannot be reduced no matter which R-D optimization algorithm is used since the final bit streams should be buffered for the header generation. For the second part, it is the additional buffer for the issue of finding optimal truncation points. This requirement depends on which R-D algorithm is used. In the proposed algorithm, the memory requirement for the second part is zero since the truncation points are determined before coding. All the generated bit streams from the EBC are the final bit streams. For the SBRA in [13] , the memory requirement for the second part is also zero since it is a predictive and incremental algorithm. The next coding pass is determined by prediction after the previous coding pass is finished. The coding process of the EBC is terminated until the target bit rate is reached and all the generated bit streams result into the final bit streams. For the PSRA in [13] , the memory requirement for the second part is Fig. 11 . Comparisons of the power reduction between the proposed PCQC algorithm and the previous work [13] . about one coding pass. This memory is used to buffer the bit stream of the newest coding pass. After the memory for the first part is full, the PSRA discards one coding pass with the lowest slope in this memory, and the newest coding pass becomes one part of this memory if the slope of the newest coding pass is larger than that of the discarded one. The priority scanning with optimal truncation (PSOT) in [13] is the extended algorithm of the PSRA, it can find the optimal truncation points at a cost of more additional buffer. The memory requirement for the second part is 80% or 200% of that for the first part at a target bit rate 1.0 or 0.25 bpp (CR 8 and 32), respectively. In previous two paragraphs, we compared the computation and memory reductions of various algorithms. It is important to check whether there is significant quality degradation due to the reduction or not. Fig. 12 shows the average PSNR degradation (PSNR-D), measured by PSNR of various algorithms minus that of PCRDO algorithm [1] . The PSNR-D of the proposed algorithm becomes large near 0.27 bpp due to the estimation error and insufficient truncation points. Actually, the proposed algorithm is not suitable for such low bit rate. It is suggested to use the proposed algorithm at quality higher than 30 dB. The PSNR-D of the proposed algorithm is slightly larger than that of the PSRA and the PSOT in [13] but our algorithm has better both computational power and memory requirement reduction than that of the PSOT and has better memory requirement reduction than that of the PSRA.
Finally, we compare various algorithms in an aspect of integration with JPEG 2000. For [9] , [10] , and [13] , all the algorithms are based on PCRDO to reduce the computational power and the memory requirement. For [9] , [10] , and [13] , these algorithms are operated in parallel with the EBC in an order of a code block by a code block. Therefore, all of them need feedback control to the EBC to control the encoding data flow and terminate encoding process at a proper time. The feedback control increases the difficulties to integrate these algorithms into JPEG 2000. For PSRA and PSOT in [13] , they require a big change in coding flow since the bit planes of each code block in a tile are randomly accessed. They are incremental algorithms, i.e., the next coding pass is determined after finish of the previous encoding pass. The incremental and random properties introduce complicated control and irregular data flow. For the proposed algorithm, it does not require the change of coding flow and the modification of the DWT or the EBC. All the coefficients of each code block in a tile are scanned once, as shown in Fig. 7(a) and Fig. 7(b) , and the truncation points are determined before the coding of the EBC. The proposed algorithm can be easily integrated into any system, either software or hardware [18] .
The proposed algorithm is orthogonal to any existing R-D optimized algorithms based on PCRDO. The quality control can be used before coding to skip most of computational power and to reduce memory requirement for the EBC, and then the rate control follows to control the bit rate after coding. By use of joint control for quality and rate, there would be no quality loss at low bit rate since the rate control achieves RDO with precise R-D information. The overhead of rate control becomes small since the proposed algorithm skips most of the computations of the EBC.
C. Distortion Control Precision
This section shows the precision of the distortion control. The precision means how close it is between the target distortion and the resulting distortion. Fig. 13 shows the results. The horizontal axis is the target quality and the vertical axis is the resulting quality. The solid line is the ideal case. At the range of 25 to 45 dB, the difference is smaller than 1.5 dB, which is almost indistinguishable by human eyes. Although the difference seems large for PSNR higher than 45 dB, the corresponding compression ratio is usually lower than 4, and is an unusual operation range for image compression. Moreover, human also cannot observe the difference at such high quality.
The estimation errors of distortion come from two reasons. First, the used distortion model defined in (25) is under the assumption that the truncation errors are uncorrelated white noise. However, this assumption is not always held for natural images, especially at near lossless region. Therefore, there would be estimation errors. Second, we assume that insignificant coefficients are all truncated regardless of , which is described in (23), and it overestimates the distortion.
VI. CONCLUSION
A PCQC algorithm, which minimizes rate with a given quality, is presented in this paper. The proposed algorithm significantly reduces the computational power of the entropy coder and memory requirement to buffer embedded bit streams. It is achieved by utilizing randomness property and propagation property. By utilizing these two properties, the truncation points are chosen before actual coding of the EBC. Therefore, the computational power and memory requirement are reduced. As shown by the extensive experiments, the coding performance is almost the same as the PCRDO for bit rate higher than 0.27 bpp. Compared with PCRDO, the computational power and the memory requirement are reduced to 20% and 10% on average at 0.8 bpp, respectively. The proposed algorithm can be easily adopted into any JPEG 2000 system, either software or hardware, since it does not modify the coding flow of the EBC. In 2005, he was a visiting student at Princeton University, Princeton, NJ, with Prof. Wolf, supported by the Graduate Students Study Abroad Program of the National Science Council. Currently, he is a Senior Engineering with MediaTek, Inc., Hsinchu, Taiwan.
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