Stochastic integral representation of martingales has been undergoing a renaissance due to questions motivated by Stochastic Finance theory. In the Brownian case one usually has formulas (of di ering degrees of exactness) for the predictable integrands. We extend some of these to Markov cases where one does not necessarily have stochastic integral representation of all martingales. Moreover we study various convergence questions that arise naturally from (for example) approximations of "price processes" via Euler schemes for solutions of stochastic di erential equations. We obtain general results of the following type: let U, U n be random variables with decompositions:
where X, N, X n , N n are martingales. If X n ! X and U n ! U, when and how does n ! ?
1 Introduction 1) Consider a sequence X n of square-integrable martingales, which converge to another square-integrable martingale X: this convergence may hold in a strong sense (as in IL 2 ) and all the X n 's and X are on the same probability space, or it may hold in the weak sense (convergence in law) and each X n is de ned on its own probability space. Let also be a bounded continuous functional (say, on the Skorokhod space of all right continuous functions with left limits), and set U n = (X n ) and U = (X), so that U n converges to U. Suppose in addition that we have the martingale representation property for each X n and for X, so we can write U n and U as stochastic integrals as follows: where n and are random variables measurable w.r.t. the relevant initial -elds, and n and are predictable processes. Then an important theoretical problem is to nd whether the sequence n converges in law, for a suitable topology, to .
This problem has also much practical relevance. For example in nancial mathematics, suppose that X models the price of a stock, and U is a claim based upon this stock, and for simplicity the riskless bond has constant price 1. If the model is complete and with no arbitrage opportunity, then X is a martingale under the unique risk neutral equivalent measure, the price of the claim is the expectation E(U) = under this measure, and we have the martingale representation property w.r.t. X: then the process in (1.1)
is the so-called hedging strategy. Now, for computational purposes we might want to take a discrete time approximation for X: e.g. a binomial approximation X n which thus converges in law to X, or an Euler approximation X n which thus converges strongly to X when this process is the solution of a stochastic di erential equation. If one also has the martingale representation property for the discrete time models (as is the case for the binomial approximation), then it is important to know whether the \approximate" hedging strategies n do converge in some sense to . Such questions have been touched upon in 6] for example. The above brief description immediately gives rise to two kinds of problems. The rst one comes from the fact that the martingale representation property quite often does not hold: it holds under reasonably general conditions when the basic martingale X is continuous, but it is usually lost as soon as X as jumps, and in particular in the discrete time setting (except for the binomial model).
The second problem is to nd an adequate topology for which the n 's might converge. This is not obvious, because these processes have a priori no regularity in time (they are predictable, but otherwise neither right continuous nor left continuous in general).
2) To begin with, let us consider the rst problem described above. Let X be a locally square-integrable martingale on a ltered space ( ; F; (F t where = E(UjF 0 ) and N is a square-integrable martingale (i.e. a martingale such that sup t jN t j is square-integrable), orthogonal to X and is a predictable process, and this decomposition is unique up to null sets: it comes in fact from the (unique) decomposition of the square-integrable martingale M t = E(UjF t ) as a stochastic integral w.r.t. X, plus an orthogonal term. Recall also that two locally square-integrable martingales M and N are orthogonal if their product MN is a local martingale, and this is denoted by M ? N.
Observe that and N are de ned uniquely up to a P-null set, while is de ned uniquely up to a null set w.r.t. the following measure Q X (d!; dt) = P(d!)dhX; Xi t (!) (1.3) on IR + . Here, hX; Xi denotes the \angle" (or predictable) bracket. We will denote the process by (X; U), which is square-integrable w.r.t. Q X .
Section 2 of this paper is devoted to nding an \explicit" expression for the process above: rst in the discrete time setting, where it is very simple; next in some Markovian situations, when U has the form U = f(Y T ) for a xed time T and an underlying Markov process Y and X is a locally square-integrable martingale on this Markov process. We thus extend the well known Clark-Haussmann formula, usually given for Brownian motion, in two directions: the Brownian motion is replaced by a rather general Markov process, and we do not assume the martingale representation property. But of course we are limited to variables U of the form U = f(Y T ) or more generally of the form U = f(Y T 1 ; : : : ; Y T k ) for xed times T 1 < : : : < T k .
Let us come back to the nancial interpretation of (1.2): if the martingale representation property w.r.t. X does not hold, the variable N 1 in (1.2) is in general not equal to 0.
We are in the incomplete model case, and the process is shown to be a risk minimizing strategy for hedging the claim U: see F ollmer and Sondermann 7].
3) Let us now turn to convergence results. To get an idea of what to expect as far as convergence results are concerned, here is a trivial special case: we have a sequence U n of random variables tending to a limit U in IL 2 (P ), and a xed locally square-integrable martingale X. Writing M n , n , n and N n for the terms associated with U n and X in (1.2), the three variables n ? , R 1 0 ( n s ? s )dX s and N n 1 ? N 1 are orthogonal in IL 2 (P ) and add up to U n ? U, so they all go to 0 in IL 2 (P ). Since the expected value of ( R 1 0 s dX s ) 2 is Q X ( 2 ), we deduce in particular that U n ! IL 2 (P ) U ) (X; U n ) ! IL 2 (Q X ) (X; U): (1.4) This leads us to consider rst the case where all locally square-integrable martingales X n and X are de ned on the same space ( ; F; (F t ) t 0 ; P) with F = W t F t . The simplest result one can state in this direction is as follows:
Theorem A Assume that X n and X are locally square-integrable martingales on a ltered space, such that hX n ? X; X n ? Xi t ! 0 in probability for all t 2 IR + , and that U n converges to U in IL 2 (P ). Then n converges to in Q X -measure.
We also give a series of other results, which are more di cult to state, and which mainly concern discrete time approximations of a given martingale X, of various kinds: stepwise approximations, or Euler schemes when X is the solution of a stochastic di erential equation. All these results are proved in Section 3.
4) Section 4 is devoted to weak convergence results. First, we take advantage of the explicit results of Section 2 in the Markov case to show that if X n is the solution of the equation dX n t = g n (X n t? )dZ n t and X is the solution of a similar equation with g and Z,
where Z n and Z are L evy processes, and if g n ! g and Z n converges in law to Z, then under some mild additional assumptions the processes n converge to for a suitable topology, when U n = f(X n T ) and U = f(X T ) and f is a di erentiable function (typically Z is a Brownian motion, but the Z n 's are not, so we have the martingale representation property w.r.t. X, but not w.r.t. X n ). We also give a discrete time version of this result.
Finally, we give an analogous convergence result when U n = (X n ) and U = (X) for a continuous bounded function on the Skorokhod space, when X is the solution of an equation as above with Z a Brownian motion, and the X n 's are discrete time solutions of di erence equations converging to X. As Then the processes X n t = X n nt] converge in law to the solution of dX t = g(X t )dW t , where W is a Brownian motion, as soon as g is Lipschitz. In this situation, with U n = (X n ) and U = (X) with as above, the processes n (naturally de ned as some sort of interpolations of the discrete time processes ( X n ; U n )) do converge in a suitable sense to , in law.
Explicit representations of the integrand
In this section our aim is to give an \explicit" form for the integrand (X; U) in essentially two speci c cases: one is the discrete-time case, with an extension to the discretization of a continuous-time process; the other is a Markov situation. It seems hopeless to obtain such an explicit form in general, but other cases are found in the literature, essentially on the Wiener space and using Malliavin calculus: see e.g. the book of Nualart 14] and the references therein.
Before starting we wish to make precise the various notions of (locally) square-integrable martingales used in this paper, since they play a crucial role. As said in the introduction, a process X given on a stochastic basis, either with discrete or with continuous time, is called a square-integrable martingale if it is a martingale and if the supremum of X over all time is square-integrable: then the limit X 1 exists and is a square-integrable variable. X is called a locally square-integrable martingale if there is a sequence R n of stopping times increasing to +1, such that the process X stopped at any R n is a square-integrable martingale. In between, we say that X is a martingale square-integrable on compacts if the process X stopped at any nite deterministic time is a square-integrable martingale: for example the Wiener process is a martingale square-integrable on compacts in this sense.
The discrete-time case
In this subsection, time is discrete: we have the basis ( ; F; (F i The above conditional expectation is to be understood in the generalized sense, since the variable X i N i might be not integrable: it is however integrable on each F i?1 -measurable set fR n ig (where R n is as above), while n fR n ig = . The same comment applies below. The class D T of functions for which (2.12) holds is rather restrictive. It might be of interest to enlarge this class. To this e ect, for each x 2 IR d we introduce the set D 0 T of all functions f for which there is a sequence f n 2 D T (called an \approximating sequence") such that f n (Y T ) ! f(Y T ) in IL 2 (P ) .
The measure Q X associated by (1.3) with X (and relative to P) is here Q X (d!; dt) = P(d!)dA t (!)a t (!).
Finally, let D 00 T be the subset of all f 2 D 0 T such that y ; P t f(y) is di erentiable for 0 < t T, and for which there is an approximating sequence f n in D T such that for all t 2 (0; T] and y 2 IR d we have P t f n (y) ! P t f(y); @ @y i P t f n (y) ! @ @y i P t f(y); (2.13) and that for Q X -almost all (!; t) with t T we have
Observe that (2.13) implies (2.14) as soon as f, the f n 's and the @ @y i P t f n 's are uniformly bounded for each t, by virtue of (2.11) and of the fact that R F(y; dz)(jzj 2^1 ) < 1. 
A particular case
Theorem 2.4 and its corollary are not quite satisfactory, because they give (X; U) for a variable U of the form U = f(Y T ), while one would like to have it for U = f(X T ). It becomes more satisfactory when X itself is Markov. We give in some detail a simple case of this situation, namely when X is the solution of the equation dX = g(X ? )dZ, where Z is a 1-dimensional L evy process and g a smooth enough coe cient.
Since we wish X to be a locally square-integrable martingale, it is natural to assume rst that the L evy process Z, which is de ned on some space ( ; F; (F t 
Observe that (P t ) is the semi-group of X x , which is a Markov process. We then have: Proof. 1) Our assumptions always imply that f and g have at most linear growth. Then the property f(X x T ) 2 IL 2 (P ) follows from (5.2) in the Appendix.
2) We rst prove the result under the three additional assumptions that Z has bounded jumps (which is equivalent to saying that F has compact support), that g is in nitely di erentiable with bounded derivatives of all orders, and that f is twice continuously di erentiable with f, f 0 and f 00 bounded. if g(y) 6 = 0, and 0 (s; y) = 0 if g(y) = 0. By Taylor's formula and again the property rP t f = Q t f 0 and (2.16) we note that 0 (s; y) equals (s; y) as given by (2.21) when g(y) 6 = 0. Finally the process (X x ; f(X x T )) is unique up to a Q X x -null set, and the set f(!; t) : g(X x t? (!)) = 0g is Q X x -negligible: hence (2.20) gives a version of (X x ; f(X x T )).
3) Second, we prove the result when f and g are once continuously di erentiable with bounded derivatives f 0 and g 0 , and further f is bounded, and when Z is a locally squareintegrable martingale. We have hZ; Zi t =ct wherec = c + R F(dz)z 2 , and hZ n ; Z n i t =c n t wherec n = c + R F(dz)z 2 1 fjzj ng , and obviously hZ ? Z n ; Z ? Z n i t ! 0:
Next, let be an in nitely di erentiable function with compact support and integral equal to 1. Then we replace g by g n (x) = R n (ny)g(x ? y)dy and f by f n (x) = R n (ny)f(x ? y)dy. Thus g n and f n are in nitely di erentiable with bounded derivatives of all orders, and there exists K such that for all n: jg n (0)j K; jg 0 n (x)j K; jf n (x)j K; jf 0 n (x)j K; (2.23) and moreover g n ! g; g 0 n ! g 0 f n ! f; f 0 n ! f 0 locally uniformly:
Now, denote by X n;x and X 0n;x the solutions of (2.17) and (2.18), with Z and g substituted with Z n and g n , and by Q n t the kernel associated by (2.19). Since Z n , g n and f n satisfy the conditions of Step 2, n = (X n;x ; f n (X n;x T )) is given by (2.20 By virtue of (2.22) and (2.24), stability results for stochastic di erential equations (see 10]) imply that (X n;yn ; X 0n;yn ) converges locally uniformly (in time) in probability to (X y ; X 0y ) for any sequence y n ! y, and further f n (X n;yn t ) ! f(X y t ) and f 0 n (X n;yn t ) ! f 0 (X y t ) in probability by (2.24), hence also in IL p (P ) for all p by (2.23). Thus applying c n c and (5.2) Usingc n !c, (2.23), (2.24) and the fact that X n;x s ! X x s uniformly in s 2 0; t] in probability, we readily deduce that hX n;x ? X x ; X n;x ? X x i t ! 0 in probability.
Since f n (X n;x T ) ! f(X x t ) in IL 2 (P ), we are in a position to apply a result proved in the next section (not based upon the present theorem, of course), namely Theorem 3.3: this theorem asserts that n converges to (X x ; f(X x T )) in Q X -measure. Then, since n s = n (s; X n;x s? )1 0;T )(s) and since X n;x converges locally uniformly in time, in probability, to X x , we deduce (2.20) from (2.26).
4) For (a) it remains to consider the case where f has a continuous bounded derivative but is not bounded itself. We can nd a sequence (f n ) of bounded continuously di erentiable functions such that jf 0 n (x)j K for some constant K and f n (x) = f(x) for all jxj n and jf n j jfj. Then n = (X x ; f n (X x T )) is given by (2.20) with n given by (2.21), where f is substituted with f n . That f n (X x T ) ! f(X x T ) in IL 2 (P ) and that (2.25) holds with Q t instead of Q n t are obvious by the previous estimates on f n and f 0 n and (5.2) of the Appendix. It follows as above that n ! pointwise, where is given by (2.21).
Then by (1.4) we have (2.20).
5) It remains to prove (b). We set f n (x) = R n (ny)f(x ? y)dy as in Of course in this simple situation we could also write an \elementary" proof which looks like the proof of Proposition 2.1. This is no surprise, since the compound Poisson case has a \discrete" structure.
Remark 2.8 We have considered above the \homogeneous" situation, where the coecient g does not depend on time. Similar formulas would obviously hold when the coecient depends on time, and also when the process Z is a non-homogeneous process with independent increments. Remark 2.9 Let f be a function on IR k (say, with linear growth) and 0 < T 1 < : : : < to the Clark-Haussmann formula in the Wiener case, see e.g. Nualart 14] : in this case one has an \explicit" form for (X x ; U) for variables U that are smooth in the Malliavin sense (and thus include the variables f(X x T 1 ; : : :) for smooth f's). But this approach is limited to the Wiener space, and the explicit form involves the not so explicit Malliavin derivatives and predictable projections of such derivatives.
3 Strong convergence results
Discretization of a process
Here we consider the situation of Section 2.2, and we look at what happens when we have a sequence of subdivisions whose meshes go to 0. More precisely, we have a square-integrable martingale X on a basis ( ; F; (F t ) t 0 ; P) with F = W t F t , and for each n a subdivision n = (T (n; i) : i 2 IN) satisfying (2.4). The sequence ( n ) satis es sup i 1 (T (n; i)^t ? T(n; i ? 1)^t) ! 0 a.s. as n ! 1:
Then set X n i = X T(n;i) : for each n the sequence ( X n i ) i2IN is a square-integrable martingale w.r.t. (F T(n;i) ) i2IN . Finally, let U 2 IL 2 (P ) be xed. We have the rst decomposition (2.6), and the second one for each n with the process n , and we associate with n and n the process 0n by (2.7). Then we have:
Theorem 3.1 Under (3.1), and if X is a square-integrable martingale and U 2 IL 2 (P ), the functions 0n tend to in IL 2 (Q X ).
Proof. For each n we endow the space~ with the -eld P 0 n generated by the sets D (T (n; i ? 1); T(n; i)] := f(!; t) : ! 2 D; T(n; i ? 1)(!) < t T(n; i)(!)g, where i 1 and D 2 F T(n;i?1) . By virtue of Proposition 2.2, we have 0n = Q X ( jP 0 n ). Recall that here Q X is a nite measure. The sequence ( 0n ) is bounded in IL 2 (Q X ), and thus is in a compact set for the weak topology in IL 2 (Q X ). So there exists a subsequence, again denoted by 0n for simplicity, which converges weakly to a variable 0 in IL 2 (Q X ).
Let us rst show that 0 = Q X -a.s. Take = 1 D ]s;t] , where D is F s -measurable. Then Q X ( 0n ) ! Q X ( 0 ). Consider the two stopping times S n = inffT (n; i) : i 2 IN; T(n; i) sg and T n = inffT (n; i) : i 2 IN; T(n; i) tg. Then In particular, Q X (( 0n ) 2 ) = Q X ( 0n ) tends to Q X ( 2 ). Now, if a sequence 0n in IL 2 (Q X ) converges weakly to and the norms of 0n converge to the norm of , we have indeed strong convergence. Thus the IL 2 (Q X )-convergence of the original sequence 0n to follows. 2
Remark 3.2 When the subdivisions ( n ) are ner and ner, the sequence of -elds P 0 n is increasing, hence the fact that 0n = Q X ( jP 0 n ) implies that the sequence 0n is a square-integrable martingale and the convergence to readily follows from the fact that P 0 n increases to P up to P-null sets (by (3.1)). 2 
A general continuous time convergence theorem
We have again a stochastic basis ( ; F; (F t ) t 0 ; P) with F = W F t , supporting locally square-integrable martingales X and X n and square-integrable variables U n and U. where = E(UjF 0 ) and n = E(U n jF 0 ) and N (resp. N n ) is a square-integrable martingale orthogonal to X (resp. to X n ). Below, we consider again the measure Q X associated with X by (1.3). It is not necessarily nite, so we recall that n ! Q X means that n ! in R-measure for one (hence for all) nite measure R equivalent to Q X . Our main result is the following: Theorem 3.3 Assume that U n ! U in IL 2 (P ) and that X and X n are locally squareintegrable martingales satisfying hX n ? X; X n ? Xi t ! 0 in probability for all t > 0:
Then n ! in Q X measure. (We denote n ! Q X ). Proof. 1) To begin with, we introduce the following orthogonal decompositions for the locally square-integrable martingales X n and the square-integrable martingales N n (recall (3.3)); below the processes L n are locally square-integrable martingales and T n are squareintegrable martingales (recall also that the orthogonality between local martingales is denoted by ?): In what follows we prove a bit more than is strictly necessary for the present theorem, but the following facts will also be used in the subsequent results. The orthogonality of X n and N n yields Z t 0 n s n s dhX; Xi s + hL n ; T n i t = 0; 8t; a.s.
(3.7)
We also have hX n ? X; X n ? Xi t = Z t 0 ( n s ? 1) 2 dhX; Xi s + hL n ; L n i t ; (3.8) Q X (( n n + n ? ) 2 ) E((U n ? U) 2 ) ! 0; (3.9)
E(hT n ; T n i 1 ) E(hN n ; N n i 1 )
for some constant K, and where we have used that U n ! U in IL 2 (P ) for the last two properties.
2) After these preliminaries, we can go the proof of our claim. First, we can write the (pathwise) Lebesgue decomposition of the process hL n ; T n i, which is of locally bounded variation, w.r.t. the increasing process hX; Xi as hL n ; T n i t = R t 0 n s dhX; Xi s + A n t , where A n is a function of locally bounded variation which is singular w.r.t. to hX; Xi. Then (3.7) yields n n + n = 0 Q X ? a.s.
(3.11) But it is well known by Kunita-Watanabe inequality that the variation of the process hL n ; T n i over 0; t] is smaller than or equal to p hL n ; L n i t p hT n ; T n i t , while by the above Lebesgue decomposition it is bigger than R t 0 j n s jdhX; Xi s . Then we readily deduce from (3.4), (3.8) and (3.10) that R t 0 j n s jdhX; Xi s ! P 0 for all t, so in view of (3.11) we get n n ! Q X 0: (3.12) Next, (3.4) and (3.8) on the one hand, (3.9) on the other hand, give us: n n + n ! Q X ; n ! Q X 1:
Now, combining (3.12) and (3.13) readily gives us n ! Q X . 2
Associated with this theorem, we have a result about the rate of convergence:
Theorem 3.4 Assume that U n ! U in IL 2 (P ) and that X and X n are locally squareintegrable martingales satisfying (3.4). Assume further that there is a sequence (a n ) in IR + going to +1 such that the sequence (a n (U n ? U) : n 1) is bounded in IL 2 (P ) and that for each t the sequence of variables (a 2 n hX n ? X; X n ? Xi t : n 2 IN) is uniformly tight. Then the sequence (a n ( n ? ) : n 2 IN) is uniformly tight with respect to any nite measure equivalent to Q X .
Proof. 1) We choose a nite measure R equivalent to Q X . Let us rst recall that if (u n ) is a sequence of processes such that for all t the sequence of random variables ( R t 0 ju n s jdhX; Xi s : n 1) is tight, then the sequence (u n ) is R-tight.
Applying this to (3.8) and (3.9) multiplied by a 2 n gives that the two sequences a n ( n ? 1); a n ( n n + n ? ) are R-tight.
(3.14)
We also deduce from (3.8) that for each t the sequence (hL n ; L n i t : n 1) is tight. Exactly as in the last step of the previous proof, we deduce that the sequences ( R t 0 a n j n s jdhX; Xi s : n 1) are tight, hence the sequence (a n n ) is R-tight. In view of (3.11) we deduce that the sequence a n n n is R-tight. Now, we can write a n ( n ? ) = a n n (1 ? n )(1 + n ) + a n n ( n n + n ? ) ? a n n n + a n ( n ? 1):
We also know that the sequences ( n ) and ( n ) are R-tight (by (3.13) and the previous theorem). Then the result readily follows from (3.14) and (3.15). 2 
A discrete version of Section (3.2)
Now we consider for each n a subdivision n = (T (n; i) : i 2 IN) of stopping times on the basis ( ; F; (F t ); P) with F = W F t , satisfying (2.4), and we suppose that the sequence ( n ) satis es (3.1). For each n we have a square-integrable martingale X n and a squareintegrable variable U n . Analoguous to (2.5), we set X n i = X n T(n;i) . As in (2.6) we have Theorem 3.5 Assume that U n ! U in IL 2 (P ) and that X n and X are square-integrable martingales and that E(hX n ? X; X n ? Xi 1 ) ! 0:
Then the sequence 0n converges to = (X; U) in Q X -measure.
Proof. In view of Proposition 2.2 we have 0n = Q X n ( n jP 0 n ), where P 0 n is the -eld oñ de ned in the proof of Theorem 3.1. Let also P be the predictable -eld on~ . We consider the decomposition (3.5) for X n .
We can nd a probability measure R on (~ ; P) which dominates all the nite measures Q X and Q L n , and such that Q X aR for some constant a. We can thus nd nonnegative R-integrable and predictable functions V; V n such that V a and Q X = V R; Q L n = V n R: Then we have Q X n = W n R, with W n = ( n ) 2 V + V n . Now, (3.18) and (3.8), then (3.9), then (3.10), yield n ! IL 2 (Q X ) 1; Q Ln (1) ! 0; (3.19) n n + n ! IL 2 (Q X ) ; (3.20) Q T n (1) K; Q Ln (( n ) 2 ) K:
Furthermore we get Q X (j n j) p Q L n (1) p Q T n (1), exactly as in the proof of Theorem 3.3, and in view of (3.19), (3.21) and (3.11), we obtain n n ! IL 1 (Q X ) 0:
Then (3.19) and (3.20) yield that ( n ) 2 n + n n ! in IL 1 (Q X ), hence also ( n ) 2 n ! in IL 1 (Q X ) by (3.22). Since V is bounded, we readily deduce that ( n ) 2 V n ! V and ( n ) 2 V ! V in IL 1 (R) (use (3.19) again for the later). Furthermore V n ! 0 in IL 1 (R) by (3.19), while we have R(V n j n j) p R(V n ) p R(V n ( n ) 2 ), which goes to 0 by (3.19) and (3.21): then V n n ! 0 in IL 1 (R). Putting all these results together yields W n ! IL 1 (R) V; W n n ! IL 1 (R) V :
It readily follows that R(W n jP 0 n ) ? R(V jP 0 n ) ! IL 1 (R) 0; R( n W n jP 0 n ) ? R(V jP 0 n ) ! IL 1 (R) 0: (3.23)
On the other hand, Bayes' rule yields 0n = Q X n ( n jP 0 n ) = R( n W n jP 0 n ) R(W n jP 0 n ) : (3.24) Now let us apply the proof of Theorem 3.1 to R instead of Q X : rst with V instead of , which, since V is bounded, yields R(V jP 0 n ) ! V in IL 2 (R). Next with V instead of , which, since V a and thus R(( V ) 2 ) aR(( ) 2 V ) = aQ X (( ) 2 ) < 1, yields R( V jP 0 n ) ! V in IL 2 (R). Combining this with (3.23) yields R(W n jP 0 n ) ! V; R( n W n jP 0 n ) ! V in IL 1 (R), hence also in Q X -measure: Since further we have V > 0 Q X -a.s., it follows from (3.24) that 0n ! in Q X -measure, and we are done 2
In the previous theorem, we would like to replace (3.18) by (3.4) , with X and X n being only locally square-integrable martingales. But we have been unable to prove such a result under \reasonable" conditions.
Application to the Euler scheme
We apply the previous results to the Euler approximation scheme for a stochastic di erential equation. The setting, similar to that of Subsection 2.4, is as follows: we have a locally square-integrable martingale Z on a space ( ; F; (F t In comparison with Subsection 2.4, we relax the assumptions on g and Z and allow an arbitrary initial condition X 0 . We also consider subdivisions n = (T (n; i) : i 2 IN) of stopping times satisfying (2.4), such that (3.1) holds. With n 0 = 0 and n t = T(n; i ? 1) for T(n; i ? 1) < t T(n; i), we have the \continuous" Euler approximation at stage n, which is the solution of X n t = X 0 + Z t 0 g(X n n s )dZ s : (3.26) Let U and U n be square-integrable variables such that U n ! U in IL 2 : typically U = f(X t ) and U n = f(X n t ) for some t, where f is a bounded continuous function. In this case, since by a well known result (see e.g. 11]) X n goes in probability to X, locally uniformly in time, we do indeed have U n ! U in IL 2 .
Note that X and X n are locally square-integrable martingales. Recall also (1.3). Then as a corollary of Theorem 3.3 we get: Theorem 3.6 Let U n ! U in IL 2 (P ), and let = (X; U) and n = (X n ; U n ). Then n ! Q X .
Proof. It is enough to prove that (3. We have already mentioned that X n goes to X uniformly in time, in P-measure. Thus the sequence sup s t (jX s j + jX n s j) is bounded in probability and, since g is continuous and locally bounded, it follows that the rst term in the right side of the above inequality goes to 0 in probability for each t. On the other hand n s ! s and n s < s for all s > 0: thus for all ! and all s > 0 we have X n s (!) ! X s? (!). Thus, by the continuity of g again, the second term in the right side of the above inequality goes to 0 for all !: hence (3.4) is proved. 2
Let us now pass to the \discrete" Euler approximation:
X n i = X n T(n;i) :
Here we have some problems of integrability, because in order to apply the previous results we need each X n to be a discrete-time locally square-integrable martingale. On the other hand we do not wish to assume that X, X n and Z are square-integrable up to in nity. In order to resolve this problem, we suppose that Z is a martingale square-integrable on compacts, and also that there is a constant K such that for all i; n: T(n; i) ? T(n; i ? 1) K: (3.28) Then the process Z stopped at any time T(n; i) (which is bounded by (3.28)), is a squareintegrable martingale, and Z n i = Z T(n;i) is a martingale square-integrable on compacts w.r.t. (F T(n;i) ) i 0 . Due to the linear growth of g, and similarly to (5.2) of the Appendix, one also checks easily that X n i = X n T(n;i) is also a martingale square-integrable on compacts w.r.t. the ltration (F T(n;i) ) i 0 .
As soon as U n is square-integrable, analogous to (3.16), we may thus write U n = 8 < :
where N n (resp. N 0n ) is a square-integrable martingale w. Recall that = (X; U), and set = (Z; U). Then:
Theorem 3.7 Assume (3.28) and that Z is a martingale square-integrable on compacts. If the variables U n and U are F T -measurable for some T 2 IR + and satisfy U n ! U in IL 2 (P ), we have 0n ! Q X and 0n ! Q Z . Proof. 1) Take T 0 = T + K, where K occurs in (3.28). Then the processes n are the same if we replace Z by the stopped process Z T 0 in (3.29), and also = (Z T 0 ; U). So we can assume that Z = Z T is square-integrable. Applying Theorem 3.5 with X n = X = Z then yields that 0n ! in Q Z -measure.
2) In (3.29) we may write, in view of (3.26) and (3.27):
The last three terms above are orthogonal martingales, and thus by identi cation with the previous expression we get that a.s.: As seen in the proof of Theorem 3.6, g(X n n s ) ! g(X s? ) in probability for all s. Then one deduces from the fact that 0n ! in Q Z -measure and from (3.32) and (3.33) that 0n ! in Q Z -measure on the set f(!; t) : jg(X t? (!)j "g, for every " > 0. Hence the same convergence holds also on the set A = f(!; t) : g(X t? (!)) 6 = 0g, and since Q X is absolutely continuous w.r.t. Q Z and does not charge the complement of A, we deduce that 0n ! in Q X -measure. 2 Remark 3.8 The same proof as above would also work for Theorem 3.6: we have n = (Z; U n ) ! = (Z; U) by (1.4), while the relation (3.32) holds between n and n .
Weak convergence results
In this section we consider the weak convergence of integrands: we have a sequence X n of locally square-integrable martingales, each de ned on its own probability space ( n ; F n ; (F n t ); P n ), and for each n a square-integrable variable U n on the relevant space.
The aim is to prove that if (X n ; U n ) converges in law to (X; U), with X a locally squareintegrable martingale and U a square-integrable variable on the space ( ; F; (F t ); P), then (X n ; (X n ; U n )) converges in law to (X; (X; U)) in some sense.
It seems impossible to solve such a general problem, so we will concentrate on some particular cases.
Application of the Clark-Haussmann formula
Here we consider a sequence of processes of the form studied in Subsection 2.4. More precisely, we have Z, g and X x as in this subsection, given on ( ; F; (F t ); P). For each n, we also have a L evy process Z n which is a martingale square-integrable on compacts on a space ( n ; F n ; (F n t ); P n ), satisfying (2.15) with c n and F n , and as before, we assume that Then we have di erentiable functions g n , and we consider the equations (2.17) and (2.18) w.r.t. Z n and g n , and whose solutions are denoted by X n;x and X 0n;x . We make the following assumptions. First on g n and g: jg n (0)j K; jg 0 n (x)j K; jg 0 n (x) ? g 0 n (y)j Kjx ? yj; (4.1) g n ! g; g 0 n ! g 0 pointwise:
Next on Z n and Z: we basically assume that Z n converges in law to Z, plus a slightly stronger assumption which is reminiscent of the Lindeberg condition; more precisely we assume thatc
for h continuous, bounded and vanishing in a neighborhood of 0, 9 = ; (4.3) A(x) = sup n Z F n (dz)z 2 1 fjzj xg ! 0 as x ! 1:
These two conditions imply that the second convergence in (4.3) also holds when h is continuous, and h(x) = O(x 2 ) at in nity, and h(x) = o(x 2 ) at 0. They imply the convergence in law of Z n to Z (see e.g. 9]).
Then we can state:
Theorem 4.1 Assume (4.1), (4.2), (4.3) and (4.4). Let f be a di erentiable function with a bounded and Lipschitz derivative and T > 0. The processes = (X x ; f(X x T )) and n = (X n;x ; f(X n;x T )) have versions which are left continuous with right limits, and if we set (+) s = lim t#s;t>s t and (+) n s = lim t#s;t>s n t , the processes (X n;x ; n (+)) converge in law for the Skorokhod topology on IR 2 to (X x ; (+)). (take N = (t ? s) ?1=4 to get the last estimate). On the other hand, as in the proof of Theorem 2.6 we have (2.25) with Q t instead of Q n t , hence it is clear from (4.5) and (4.7)
and another application of (5.9) that (s; y) 7 ! (s; y) is continuous: hence (2.20) readily yields that is left continuous with right limits.
2) Similarly, for each n we associate with Z n , F n ,c n , g n the functions k n and n given by (4.5). Exactly as before, we obtain that n , as given by (2.20) with n and X n;x instead of and X x , is left continuous with right limits. Moreover, in view of the Appendix and of (4.1), (4.3) and (4.4), it is clear that the estimates (4.6) and (4.7) hold for all k n and n with constants C, C 0 independent of n.
3) Now we apply again the stability results of 10]: by (4.1), (4.2) and (4.3), for any sequence y n ! y, the processes (X n;yn ; X 0n;yn ) converge in law to (X y ; X 0y ), and further the estimate (5.2) of the Appendix yields that each sequence (X 0n;yn t ) n 1 is uniformly integrable. Hence if Q n t is associated with (X n;x ; X 0n;x ) by (2.19) we readily deduce that (2.25) holds.
We will deduce that if y n ! y and s n ! s we have n (s n ; y n ) ! (s; y):
Indeed, by (2.25) and (5.9) of the Appendix, we have Q n T?sn f 0 (y n ) ! Q T?s f 0 (y), hence also k n (s n ; y n ; z n ) ! k(s; y; z) as soon as z n ! z because of (4.2). Hence for (4.8) it
remains to prove that if h n (z) = k n (s n ; y n ; z) and h(z) = k(s; y; z) (4.9) knowing that h n (z n ) ! h(z) if z n ! z and h is continuous and jh n j C for a constant C. Now, consider the probability measures G n (dz) = 1 cn (F n (dz)z 2 + c n " 0 (dz)) and G(dz) = 1 c (F (dz)z 2 +c" 0 (dz). Since h n (0) = h(0) = 0, (4.9) reads as G n (h n ) ! G(h). Furthermore (4.3) and (4.4) imply that G n converges weakly to G. By the Skorokhod representation theorem we can nd random variables V n , V on a suitable probability space, such that V n and V have laws G n and G, and that V n ! V everywhere. Then G n (h n ) = E(h n (V n )) and G(h) = E(h(V )), and the fact that h n (z n ) ! h(z) if z n ! z yields that h n (V n ) ! h(V ) everywhere. Since further jh n j C, it follows that G n (h n ) ! G(h): hence (4.9) and (4.8) are proved.
4)
Observe that (+) n s = n (s; X n;x s )1 0;T ) (s) and (+) s = (s; X x s )1 0;T ) (s). Further, (4.8) implies that n ! locally uniformly. Since X n;x converges in law to X x and since X x has no xed time of discontinuity, an application of the continuous mapping theorem yields that (X n;x ; (+) n ) converges in law for the Skorokhod topology to (X x ; (+)). 2
Remark 4.2 Suppose now that f is a continuously di erentiable function on IR k with all partial derivatives bounded and Lipschitz, and let 0 < T 1 < : : : < T k . Set = (X x ; f(X x T 1 ; : : : ; X x T k )) and n = (X n;x ; f(X n;x T 1 ; : : : ; X n;x T k )), as in Remark 2.9. Then the statement of Theorem 4.1 holds, with exactly the same proof.
A discrete time version
Here we consider a \discrete time" version of the previous results. The setting is as follows, and will also be the same in the next subsection. " n n ; (4.10) where " n ! 0. These conditions imply that the partial sums processes
converge weakly to a standard Wiener process Z = W, de ned on a (possibly di erent) ltered space ( ; F; (F t ) t 0 ; P). We also have a function g on IR which is di erentiable with a bounded Lipschitz derivative, and we consider the di erence equation X n;x 0 = x; X n;x i = X n;x i?1 + g( X n;x i?1 )Y n i ; (4.12) whose solution is a square-integrable martingale w.r.t. the discrete-time ltration F n i = (Y n j : j i). We also consider the associated continuous-time martingale w.r.t. the ltration (F n nt] ) t 0 : X n;x t = X n;x nt] : (4.13) This process X n;x can be viewed as the solution of the stochastic di erential equation X n;x t = x + Z t 0 g(X n;x s? )dZ n s ; (4.14) and by stability theorems (see 10]) it converges weakly to the unique strong solution of the following equation:
We even have that the pair (Z n ; X n;x ) weakly converges to (Z; X x ). Further X n;x and X n;x are also related by (2.5) with T i = i=n, and X n;x is a locally square-integrable martingale. Now we let T > 0 and f be a di erential function with a bounded and Lipschitz derivative. Then U n = f(X n;x T ) is square-integrable. We can consider the decomposition (3.16), which gives n i , and we associate 0n as in (3.17) with T(n; i) = i=n. On the other hand U = f(X x T ) is also square-integrable, and we set = (X x ; U).
Here again, by construction 0n is left continuous with right limits, and we set (+) 0n s = lim t#s;t>s 0n s . On the other hand, the version of given by Theorem 2.6 is not only left continuous, but even continuous except at time T: this is because the function of (2.21) is continuous, and the process X x also is continuous: then the process s = (s; X x s )1 0;T ) (s) is another version of , which is right continous with left limits (and also continuous except at T) and di ers from the rst version at time T only. Theorem 4.3 Assume (4.10), (4.11), (4.12), (4.14) and (4.15) with g di erentiable with a bounded and Lipschitz derivative. Let f be a di erentiable function with a bounded and Lipschitz derivative and let T > 0. Then the processes (X n;x ; (+) 0n ) converge in law for the Skorokhod topology on IR 2 to (X x ; ).
Proof. The explicit form of is given by (2.20) , with taking the simple form (s; y) = Q T?s f 0 (y). Now, if P n t f(x) = E(f(X n;x t )), we readily deduce from Proposition 2.1 and from (4.10) and (4.12) and (4.13) that a version of n i is given by where n i denotes the law of Y n i . In view of the properties of g, we readily deduce by induction on i that x 7 ! X n;x i is di erentiable (for all !), hence x 7 ! X n;x t is also di erentiable and its derivative satis es X 0n;x t = 1 + Z t 0 g 0 (X n;x s? )X 0n;x s? dZ n s ;
and we set Q n t f(x) = E(f(X n;x t )X 0n;x t ). Then by virtue of (4.10) and of the properties of g again, one easily checks that Q n t f 0 (y) is bounded in (n; y) and continuous in y, and that and f(X n;x T ) we consider the variables f(X x T 1 ; : : : ; X x T k ) and f(X n;x T 1 ; : : : ; X n;x T k ), where f is a continuously di erentiable function on IR k with all partial derivatives bounded and Lipschitz, and 0 < T 1 < : : : < T k .
Another discrete time version
Here we consider exactly the same setting as in the previous subsection: we have (4.10), (4.11), (4.12), (4.13), (4.14) and (4.15).
The only two di erences are that we only assume g to be locally Lipschitz with at most linear growth, and that we will prove a convergence theorem for more general variables than f(X x T ), but in a much weaker sense.
More precisely, we consider a function on the Skorohod space ID of all right continuous with left limits functions on IR + , which is bounded, continuous for the local uniform topology, and measurable w.r.t. the -eld D T generated by the coordinates on ID up to some time T > 0 (recall that if is continuous for the Skorokhod topology, it is a fortiori continuous for the local uniform topology). Then we take U = (X x ) and U n = (X n;x ).
For each n we can write the decomposition (3.29) for U n , and de ne the continuous time processes 0n and 0n by Set also = (X x ; U) and = (Z; U).
To nish with our preliminaries, we need to introduce the topology w.r. Theorem 4.5 Assume (4.10), (4.11), (4.12), (4.14) and (4.15) with g locally Lipschitz with at most linear growth. The processes (X n;x ; Z n ; 0n ) converge in law to (X x ; Z; ) in the product space ID ID IF with the above topology.
If further the function s 7 ! g(X x s ) does not vanish the processes (X n;x ; Z n ; 0n ) converge in law to (X x ; Z; ) in the same space.
Proof. 1) The idea of the proof is to embed in the Skorohod sense the random walk in the Wiener process.
Our basic space here will be ( ; F; (F t ) t 0 ; P) on which the Wiener process Z is de ned, as well as the solution X x of (4.15). By Skorohod embedding (see e.g. Skorokhod 16] or Az ema and Yor 1]), for each n we can nd an increasing sequence (T (n; i)) i 0 of stopping times with T(n; 0) = 0 and such that if S(n; i) = T(n; i) ? T(n; i ? 1), the variables (S(n; i); Z T(n;i) ? Z T(n;i?1) ) i 1 are independent and Z T(n;i) ? Z T(n;i?1) has the same law as Y n i , and further (compare to (4.10)) E(S(n; i)) = 1 n ; E(S(n; i) 2 ) 4" n n :
In other words, since we are interested in convergence in law only and since thus the concrete realization of the variables Y n i does not matter, we can and will assume that Y n i = Z T(n;i) ? Z T(n;i?1) . Then the process Z n of (4.11) becomes Z n t = Z T(n; nt]) . The solutions of (4.12), (4.13) and (4.15) are all de ned on the space ( ; F; (F t ) t 0 ; P), w.r.t.
the same Z, as well as U = (X x ) and U n = (X n;x ), and thus also n i , n i , 0n , 0n , and .
2) Set n t = T(n; nt]) and n t = T(n; i ? 1) if T(n; i ? 1) < t T(n; i). Note that in (4.16) the time discretization is along the sequences i=n, while with the above representation of the Y n i 's it is rather related to the sequences T(n; i). This leads us to consider the equation V n;x t = x + Z t 0 g(V n;x n s )dZ s ; (4.19) which is the Euler approximation of (4.15) along the T(n; i)'s. Note that V n;x T(n;i) = X n;x i (see (4.12)), hence X n;x t = V n;x n t :
(4.20) Similarly, we will replace 0n by 0n t = n i if T(n; i ? 1) < t T(n; i); (4.21) so if 0n is such that 0n i=n = T(n; i) and is linear on each interval ( i?1 n ; i n ), we have 0n t = 0n 0n t : (4.22) In the sequel we can assume without loss of generality that T is an integer. If t T we have n t T(n; nT), so (4.20) implies that U n = (X n;x ) is F T(n;nT) -measurable: it follows from (3.29) that n i = 0 for i > nT, and 0n t = 0 for t T(n; nT). Similarly, U is F T -measurable and we have t = 0 for t > T. Therefore for de ning the process 0n
we can use the stopped process H n t = Z t^T(n;nT) , and for the process we can use the stopped process H t = Z t^T .
Therefore, 0n and are associated with H n and H exactly as 0n and are associated with X n and X in Theorem 3.5. So we will deduce from this theorem that 3) Recalling (4.18) and the independence of the S(n; i)'s for i 1, we have that the mean of T(n; nt]) is nt] n , and its variance is smaller than 4t" n : therefore we have T(n; nt]) ! t in IL 2 (P ). Therefore n t ! t; 0n t ! t locally uniformly in t in IL 2 (P ). As already mentionned, V n;x converges locally uniformly in probability to X x , and the limit X x is continuous: so (4.20) and (4.25) imply that X n;x also converges locally uniformly in probability to X x . Since is bounded and continuous for the local uniform topology we have the rst half of (4.24). As for the second half, since hZ; Zi t = t, it amounts to E(jT ? T(n; nt])j) ! 0: this is again a consequence of (4.25), hence (4.24) and (4.23) holds. Furthermore, since t = 0 for t > T and 0n t = 0 for t > T(n; nT), and since Q Z (d!; dt) = P(d!) dt, we readily deduce from (4.23) and (4.25) that we even Now Z n ! Z locally uniformly for all !, and X n;x ! X x locally uniformly in probability as seen above. Finally, (4.25) and (4.22) implies that d( 0n ; ) ! 0 in probability, where d is de ned in (4.17). That is, (Z n ; X n;x ; 0n ) converges in probability to (Z; X x ; ) in ID ID IF for the desired topology, and the rst claim is proved. 4) For the second claim, we observe that, exactly as in the proof of Theorem 3.7, the relations (3.31) and (3.33) hold, and thus also 0n s g(X n;x s? ) = 0n s 1 fg(X n;x s? )6 =0g Q Z -a.s. (4.27) We have also seen that X n;x ! X x locally uniformly in probability. So the second claim readily follows from the rst one and from (3.33) and (4.27). 2 Remark 4.6 The second claim is not very satisfactory, since it assumes that g(X x ) does not vanish. If S = inf(t : g(X x t ) = 0) is not everywhere in nite, then X x is constant after S, and in the above proof we have the convergence of 0n to on the set 0; S], but not necessarily on (S; 1): when we go back to the original sequence Y n i and the original processes X n;x , de ned on possibly di erent spaces, one can no longer compare 0n and \pathwise", and the convergence in law \in restriction to 0; S]" makes no sense. This is in contrast with Theorem 4.3, in which we obtained the convergence in law without restriction. Another di erence with this theorem is that here the convergence of 0n and 0n is in a much weaker sense, because the limiting processes and are no longer , the only di erence is that the rst equality in (4.18) is replaced by E(S(n; i)jF T(n;i?1) ) = h n i (S(n; 1); : : : ; S(n; i ? 1)) (using also the fact that embedding a random variable depending measurably on a parameter gives rise to a stopping time depending also measurably on this parameter, as is the case in the construction of Azema Second, we prove the following lemma, which is less well known than the previous results:
Lemma 5.1 Assume that the L evy process Z above has bounded jumps, and that the coefcient g is in nitely di erentiable with bounded derivatives of all order, and de ne P t and Q t by (2.19). Then for every twice continuously di erentiable function f which is bounded as well as its two rst derivatives, the function (t; x) 7 ! P t f(x) is twice di erentiable in x and once di erentiable in t, and all the partial derivatives are continuous in (t; x), and @ @x P t f(x) = Q t f 0 (x): Then we have the following properties, to be proved below:
the maps x 7 ! X x hold. Further, the processes X x , X 0x and X 00x are continuous in time, in probability: hence (5.6) and (5.7), together with (2.19) and (5.8), readily imply that P t f(x) and its two rst derivatives in x are continuous in (t; x). Moreover it is well known that f belongs to the domain of the in nitesimal generator A of (P t ), and
Af(x) = c 2 g(x) 2 f 00 (x) + Z F(dz)(f(x + g(x)z) ? f(x) ? f 0 (x)g(x)z):
Hence @ @t P t f(x) = P t Af(x) exists and is continuous in (t; x), because Af is bounded and continuous.
