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A SPECIAL CASE OF POSTNIKOV-SHAPIRO CONJECTURE
JIMMY JIANYUN SHAN
Abstract. For a graph G, Postnikov-Shapiro [21] construct two ideals IG
and JG. IG is a monomial ideal and JG is generated by powers of linear
forms. They proved the equality of their Hilbert series and conjectured that
the graded Betti numbers are equal. When G = Kl,kn+1 is the complete graph
on the vertices {0, 1, · · · , n} with the edges ei,j , i, j 6= 0, of multiplicity k and
the edges e0,i of multiplicity l, for two non-negative integers k and l, they gave
an explicit formula for the graded Betti numbers of IG, which are conjecturally
the same for JG. We prove this conjecture in the case n = 3, which was also
conjectured by Schenck [22].
1. Introduction
Let R = K[x1, · · · , xn] be a polynomial ring over a field K of characteristic 0.
We consider the following families of 2n − 1 generated ideals:
Iφ = 〈xφ(1)1 , · · · , xφ(1)n , (x1x2)φ(2), · · · , (xi1 · · ·xir )φ(r), · · · 〉,
Jφ = 〈xφ(1)1 , · · · , xφ(1)n , (x1 + x2)2φ(2), · · · , (xi1 + · · ·+ xir )rφ(r), · · · 〉,
where φ is a linear degree function:
φ(r) = l + k(n− r) > 0, l, k ∈ N.
These ideals are special cases of the ideals IG, JG constructed from a graph
G by Postnikov-Shapiro [21]. When G = Kl,kn+1, the complete graph on the ver-
tices {0, 1, · · · , n} with the edges ei,j , i, j 6= 0, of multiplicity k and the edges e0,i
of multiplicity l, for two non-negative integers l and k, IG = Iφ and JG = Jφ.
Postnikov-Shapiro [21] proved that the ideals Iφ and Jφ have the same Hilbert
series. They also gave the following minimal free resolution of R/Iφ
(1.1) ... −→ C3 −→ C2 −→ C1 −→ C0 = R −→ R/Iφ −→ 0,
with
(1.2) Ci =
⊕
l1,l2,··· ,li
R(−d(l1, · · · , li))(
n
l1,··· ,li),
where the direct sum is over l1, · · · , li ≥ 1 such that l1 + · · ·+ li ≤ n,
d(l1, · · · , li) = l1φ(l1) + l2φ(l1 + l2) + · · ·+ liφ(l1 + · · ·+ li),
and (
n
l1, · · · , li
)
=
n!
l1! · · · li!(n− l1 − · · · − li)!
is the multinomial coefficient. This means the graded Betti numbers of Iφ are given
by
bi,d(l1,··· ,li) =
(
n
l1, · · · , li
)
.
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Moreover, the i-th Betti number is given by
bi(Iφ) = i!S(n+ 1, i+ 1),
where S(n+ 1, i+ 1) is the Stirling number of the second kind, i.e., the number of
partitions of the set {0, 1, · · · , n} into i+ 1 nonempty subsets. More intrinsically, a
minimal free resolution of the ideal Iφ is given by the cellular complex corresponding
to the simplicial complex ∆, which is the barycentric subdivision of the (n − 1)-
dimensional simplex.
Conjecture 1.1. [21] The graded Betti numbers of Jφ are also given by (1.2).
In the case n = 3, the ideals Iφ and Jφ are given by
Iφ = 〈xl+2k, yl+2k, zl+2k, (xy)l+k, (xz)l+k, (yz)l+k, (xyz)l〉,
Jφ = 〈xl+2k, yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k, (y + z)2l+2k, (x+ y + z)3l〉.
Schenck [22] computed the Hilbert series of R/Jφ, using ideals of fatpoints:
(1.3) HS(R/Jφ, t) =
1− 3tl+2k − 3t2l+2k − t3l + 6t2l+3k + 6t3l+2k − 6t3l+3k
(1− t)3 .
and conjectured that:
Conjecture 1.2. In the case n = 3, the minimal free resolution of Jφ is:
0 −→ R(−3l − 3k)6 −→
R(−3l − 2k)6
⊕
R(−2l − 3k)6
−→
R(−l − 2k)3
⊕
R(−2l − 2k)3
⊕
R(−3l)
−→ R −→ R/Jφ −→ 0.
In other words, the graded Betti numbers of Jφ are the same as those of Iφ.
Remark 1.3. We restrict to the case char(K) = 0, because in low characteristic,
the ideals Iφ and Jφ don’t even have the same Hilbert series, as pointed out by
Schenck [22]. Also because of the use of inverse systems in our proof, which is more
complicated in positive characteristic.
In this paper, we prove Conjecture 1.2. Because of the form of the Hilbert series,
we only need to show all the first syzygies or the second syzygies of Jφ are predicted
by Conjecture 1.2. We show that the first syzygies of the ideal Jφ are given by
R(−2l − 3k)6 ⊕R(−3l − 2k)6,
which means that there are six syzygies of degree 2l+ 3k and six syzygies of degree
3l+2k. There are two main ideas in this approach; the first is to construct explicitly
the first syzygies of the ideal Jφ from its subideals, and the second is to show the
constructed syzygies generate all the first syzygies. The main difficulty is to show
that there are no first syzygies of degree bigger than max(2l+3k, 3l+2k). We prove
this by showing that there are no second syzygies of the same degree. Interestingly,
we use fatpoints in the proof.
We stress that most work (see [5], [10], and [15] for example) on ideals generated
by powers of linear forms uses Macaulay Inverse Systems, to translate into ques-
tions about fatpoints. The proof of the above conjecture can be seen as a step to
understanding ideals generated by powers of linear forms from a new perspective.
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2. The Proof of Conjecture 1.2
2.1. Construction of syzygies. Consider the following six subideals Ji of Jφ,
i = 0, 1, 2, 3, 4, 5,
J0 = 〈xl+2k, yl+2k, (x+ y)2l+2k〉,
J1 = 〈xl+2k, zl+2k, (x+ z)2l+2k〉,
J2 = 〈yl+2k, zl+2k, (y + z)2l+2k〉,
J3 = 〈xl+2k, (y + z)2l+2k, (x+ y + z)3l〉,
J4 = 〈yl+2k, (x+ z)2l+2k, (x+ y + z)3l〉,
J5 = 〈zl+2k, (x+ y)2l+2k, (x+ y + z)3l〉.
In the polynomial ring R, the ideal
J0 = 〈xl+2k, yl+2k, (x+ y)2l+2k〉
is codimension two and has the following minimal free resolution by the Hilbert-
Burch Theorem [5],
0 −→ R(−2l − 3k)2 φ0−→
R(−l − 2k)2
⊕
R(−2l − 2k)
ψ0−−→ R −→ R/J0 −→ 0,
where
ψ0 =
[
xl+2k yl+2k (x+ y)2l+2k
]
.
and
φ0 =
 a1 a2b1 b2
c1 c2
 .
Here a1, a2, b1, b2 are polynomials of degree l + k, c1, c2 are polynomials of degree
k. The entries of φ0 satisfy the following equations:
(2.1)
b1c2 − b2c1 = α0xl+2k,
a1c2 − a2c1 = −α0yl+2k,
a1b2 − a2b1 = α0(x+ y)2l+2k,
for some nonzero constant α0. Moreover, we have
(2.2) 〈a1, a2〉 = 〈yl+2k, (x+ y)2l+2k〉 : xl+2k.
The two syzygies of the ideal J0, given by (a1, b1, c1)
t and (a2, b2, c2)
t, are of
degree 2l + 3k. They can be naturally extended to syzygies of the ideal Jφ as
follows,
s1 = (a1, b1, 0, c1, 0, 0, 0)
t,
s2 = (a2, b2, 0, c2, 0, 0, 0)
t.
Therefore we have obtained two first syzygies of degree 2l + 3k of the ideal Jφ.
The other two ideals J1, J2 have completely similar minimal free resolutions,
with the matrix of the first differential given by
φ1 =
 d1 d2e1 e2
f1 f2
 , φ2 =
 g1 g2h1 h2
k1 k2
 .
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The entries of φ1, φ2 satisfy the following equations:
(2.3)
e1f2 − e2f1 = α1xl+2k, h1k2 − h2k1 = α2yl+2k,
d1f2 − d2f1 = −α1zl+2k, g1k2 − g2k1 = −α2zl+2k,
d1e2 − d2e1 = α1(x+ z)2l+2k, g1h2 − g2h1 = α2(y + z)2l+2k,
for some nonzero constant α1, α2.
We also have
(2.4) 〈d1, d2〉 = 〈zl+2k, (x+ z)2l+2k〉 : xl+2k.
The two syzygies of J1 and those of J2 can also be extended to syzygies of the
ideal Jφ, given by
s3 = (d1, 0, e1, 0, f1, 0, 0)
t,
s4 = (d2, 0, e2, 0, f2, 0, 0)
t,
s5 = (0, g1, h1, 0, 0, k1, 0)
t,
s6 = (0, g2, h2, 0, 0, k2, 0)
t.
Therefore, we have constructed six first syzygies of degree 2l + 3k from the ideals
J0, J1, J2. In §2.2, we show these syzygies are independent.
To construct six first syzygies of degree 3l+2k, we consider the subideals J3, J4,
and J5. For example, the ideal
J3 = 〈xl+2k, (y + z)2l+2k, (x+ y + z)3l〉
is essentially an ideal in two variables x, y+ z and has a Hilbert-Burch resolution,
0 −→ R(−3l − 2k)2 φ3−→
R(−l − 2k)
⊕
R(−2l − 2k)
⊕
R(−3l)
ψ3−−→ R −→ R/J3 −→ 0,
where the matrix of differential is given by
ψ3 =
[
xl+2k (y + z)2l+2k (x+ y + z)3l
]
,
and
φ3 =
 A1 A2B1 B2
C1 C2
 .
Here A1, A2 are polynomials in x, y + z of degree 2l, B1, B2 are of degree l, C1, C2
are of degree 2k. Similarly, the entries of φ3 satisfy the equations:
(2.5)
B1C2 −B2C1 = β0xl+2k,
A1C2 −A2C1 = −β0(y + z)2l+2k,
A1B2 −A2B1 = β0(x+ y + z)3l,
for some nonzero constant β0. Moreover, we have
(2.6) 〈A1, A2〉 = 〈(y + z)2l+2k, (x+ y + z)3l〉 : xl+2k.
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The two syzygies of the ideal J3, given by (A1, B1, C1)
t and (A2, B2, C2)
t are of
degree 3l + 2k. They can also be extended to syzygies of the ideal Jφ as follows
s7 = (A1, 0, 0, 0, 0, B1, C1)
t,
s8 = (A2, 0, 0, 0, 0, B2, C2)
t.
The ideals J4, J5 have completely similar minimal free resolutions with their
matrices of first differentials given by
φ4 =
 D1 D2E1 E2
F1 F2
 , φ5 =
 G1 G2H1 H2
K1 K2
 .
Here D1, D2, E1, E2, F1, F2 are polynomials in y, x + z and G1, G2, H1, H2,K1,K2
are polynomials in z, x+ y. They satisfy equations similar to Equations (2.5). The
two syzygies of J4 and those of J5 are of degree 3l+ 2k, too. They can be extended
to syzygies of the ideal Jφ, given by
s9 = (0, D1, 0, 0, E1, 0, F1)
t,
s10 = (0, D2, 0, 0, E2, 0, F2)
t,
s11 = (0, 0, G1, H1, 0, 0,K1)
t,
s12 = (0, 0, G2, H2, 0, 0,K2)
t.
Therefore, we have constructed six first syzygies of degree 3l + 2k.
2.2. Minimal generators of the constructed syzygies. Now we show the syzy-
gies of degree 2l+ 3k and 3l+ 2k constructed above are minimal generators of the
first syzygies of the ideal Jφ; and there are no other first syzygies of degree at
most max(2l + 3k, 3l + 2k). For that purpose, we make use of the structure of the
Betti diagram and the Hilbert series of Jφ. We devide our analysis into three cases,
depending on l, k.
Case 1: l = k. This case is trivial, since 2l + 3k = 3l + 2k, the constructed
syzygies are of the same degree.
Case 2: k < l. So 2l + 3k < 3l + 2k. In this case, the six first syzygies of degree
2l + 3k must be minimal and it is impossible to have first syzygies of degree less
than 2l+ 3k, since there are no second syzygies of the same degree to cancel those
first syzygies.
Now we show it is also impossible to have first syzygies of degree s, s = 2l+3k+
1, · · · , 3l+2k−1. Starting with s = 2l+3k+1, suppose there are ks first syzygies of
degree s, there must be ks second syzygies of degree s of Jφ, since there is no term
ts in the numerator of the Hilbert series of R/Jφ. Those potential second syzygies
of degree s must be the syzygies of the six syzygies of degree 2l + 3k. However,
there is no such syzygy of degree s < 3l + 2k by the following lemma.
Lemma 2.1. The degree of the syzygies of the six syzygies of degree 2l + 3k is at
least 3l + 6k.
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Proof. The six syzygies of degree 2l + 3k are the columns of the following matrix
A =

a1 a2 d1 d2 0 0
b1 b2 0 0 g1 g2
0 0 e1 e2 h1 h2
c1 c2 0 0 0 0
0 0 f1 f2 0 0
0 0 0 0 k1 k2
0 0 0 0 0 0

.
The syzygies of these six syzygies are just the column vectors v = (v1, v2, v3, v4, v5, v6)
t,
where each component vi is a homogeneous polynomial in x, y, z, such that
Av = 0.
Writting explicitly, we have
(2.7)

a1v1 + a2v2 + d1v3 + d2v4 = 0
b1v1 + b2v2 + g1v5 + g2v6 = 0
e1v3 + e2v4 + h1v5 + h2v6 = 0
c1v1 + c2v2 = 0
f1v3 + f2v4 = 0
k1v5 + k2v6 = 0
Since c1, c2 are co-prime from Equation (2.1), the fourth equation implies that
(v1, v2) = p1(−c2, c1),
for some polynomial p1.
Similarly, we have
(v3, v4) = p2(−f2, f1),
(v5, v6) = p3(−k2, k1),
for some polynomial p2, p3 from the fifth and the last equation, respectively.
Substitute the v1, v2, v3, v4, v5, v6 into the first three equations, we get
(2.8)
 p1(−a1c2 + a2c1) + p2(−d1f2 + d2f1) = 0p1(−b1c2 + b2c1) + p3(−g1k2 + g2k1) = 0
p2(−e1f2 + e2f1) + p3(−h1k2 + h2k1) = 0
By Equations (2.1), (2.3), and (2.5), the above three equations are
(2.9)
 p1(α0y
l+2k) + p2(α1z
l+2k) = 0
p1(−α0xl+2k) + p3(α2zl+2k) = 0
p2(−α1xl+2k) + p3(−α2yl+2k) = 0
The only solution to these equations is
(2.10) p1 = cα1α2z
l+2k, p2 = −cα0α2yl+2k, and p3 = cα0α1xl+2k,
for some nonzero polynomial c, possibly constant.
Therefore, the only nonzero syzygies of the six syzygies of degree 2l + 3k are
v = (−c2p1, c1p1,−f2p2, f1p2,−k2p3, k1p3)t,
with p1, p2, p3 given in Equation (2.10). Since
deg p1 = deg p2 = deg p3 ≥ l + 2k,(2.11)
deg ci = deg fi = deg ki = k, for i = 1, 2.(2.12)
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Each component of v is of degree at least l+3k. Since the six syzygies are of degree
2l + 3k, the degree of the syzygies of the six syzygies is at least 3l + 6k. 
Therefore there are no first syzygies of degree s where 2l + 3k < s < 3l + 2k.
Again, by the Hilbert series, the six syzygies of degree 3l + 2k must be minimal.
Case 3:k > l. The analysis is similar to the case k < l. In this case, 3l + 2k <
2l + 3k. There are no first syzygies of degree less than 3l + 2k and the six first
syzygies of degree 3l + 2k are minimal.
There are also no first syzygies of degree s such that 3l + 2k < s < 2l + 3k.
Suppose not, then there would be second syzygies of the syzygies of degree 3l+ 2k,
which are the columns of the matrix
B =

A1 A2 0 0 0 0
0 0 D1 D2 0 0
0 0 0 0 G1 G2
0 0 0 0 H1 H2
0 0 E1 E2 0 0
B1 B2 0 0 0 0
C1 C2 F1 F2 K1 K2

.
The syzygies of the six syzygies are the vectors w = (w1, w2, w3, w4, w5, w6)
t such
that Bw = 0.
Lemma 2.2. The only solution w to the equation Bw = 0 is w = 0.
Proof. Writting the equation Bw = 0 explicitly, we have
(2.13)

A1w1 +A2w2 = 0
D1w3 +D2w4 = 0
G1w5 +G2w6 = 0
H1w5 +H2w6 = 0
E1w3 + E2w4 = 0
B1w1 +B2w2 = 0
C1w1 + C2w2 + F1w3 + F2w4 +K1w5 +K2w6 = 0
The first and the sixth equation together imply that w1 = w2 = 0, since
det
[
A1 A2
B1 B2
]
= β0(x+ y + z)
3l,
by Equation (2.5). Similarly, the second and the fifth equation imply that w3 =
w4 = 0, since
det
[
D1 D2
E1 E2
]
= β1(x+ y + z)
3l.
We also have w5 = w6 = 0 from the third and the fourth equation. 
This shows that the constructed syzygies of degree 2l+3k and 3l+2k are minimal.
2.3. No higher degree first syzygies. In this subsection, we show the syzygies
constructed generate all the first syzygies of the ideal Jφ, by proving that there
are no generators of first syzygies of degree bigger than max(2l+ 3k, 3l+ 2k). The
argument is similar to show that there are no other first syzygies of degrees at most
max(2l+ 3k, 3l+ 2k); in other words, we show that there are no second syzygies of
Jφ of degree bigger than max(2l + 3k, 3l + 2k), except those of degree 3l + 3k.
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Because the ideal Jφ is Artinian, its regularity is equal to the maximum degree
d such that (R/Jφ)d 6= 0, which is equal to the highest exponent in the Hilbert
series of Jφ. We see that the regulaity of R/Jφ is 3l + 3k − 3, or equivalently, the
regulaity of Jφ is 3l + 3k − 2. Since the regularity is obtained at the last step of
the minimal free resolution, the maximum degree of the second syzygies of Jφ is
3l + 3k. Our goal is to show that there are no second syzygies of degree strictly
smaller than 3l+ 3k. For that purpose, we consider the syzygies of the six syzygies
of degree 2l + 3k and the six syzygies of degree 3l + 2k.
We define the matrix
Φ = A|B =

a1 a2 d1 d2 0 0 A1 A2 0 0 0 0
b1 b2 0 0 g1 g2 0 0 D1 D2 0 0
0 0 e1 e2 h1 h2 0 0 0 0 G1 G2
c1 c2 0 0 0 0 0 0 0 0 H1 H2
0 0 f1 f2 0 0 0 0 E1 E2 0 0
0 0 0 0 k1 k2 B1 B2 0 0 0 0
0 0 0 0 0 0 C1 C2 F1 F2 K1 K2

.
A syzygy of the six syzygies of degree 2l+ 3k and six syzygies of degree 3l+ 2k
is a vector
U = (v1, v2, · · · , v6, w1, · · · , w6)t,
where each component vi, wi is a homogeneous polynomial of x, y, z such that
(2.14) ΦU = 0.
The degree of this syzygy is
2l + 3k + deg v1 = 3l + 2k + degw1.
Since we want to show the non-existence of this syzygy of degree smaller than
3l+ 3k, we reduce to show that it is impossible to have deg v1 < l and degw1 < k.
Writing the Equation (2.14) as two matrix equations as follows,
(2.15)
{
Av = s
Bw = −s
Where v = (v1, v2, · · · , v6)t, w = (w1, w2, · · · , w6)t, and s = (s1, s2, · · · , s6)t.
For example, the first equation we get by expanding ΦU = 0 is
a1v1 + a2v2 + d1v3 + d2v4 +A1w1 +A2w2 = 0,
which is equivalent to
(2.16)
{
a1v1 + a2v2 + d1v3 + d2v4 = s1
A1w1 +A2w2 = −s1
It is clear that s1 must be in the ideal I1 generated by a1, a2, d1, d2, and also in
the ideal I2 generated by A1, A2. Therefore, we must have
(2.17) s1 ∈ It := 〈a1, a2, d1, d2〉 ∩ 〈A1, A2〉.
Just prior to Equation (2.3), we have shown that
deg a1 = deg a2 = deg d1 = deg d2 = l + k,
degA1 = degA2 = 2l.
To show that deg v1 < l is impossible, we just need to show that deg s1 < 2l + k
is impossible. It suffices to show that (It)2l+k−1 = 0, or equivalently the Hilbert
function HF (R/It, 2l + k − 1) =
(
2l+k+1
2
)
.
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Recall that,
〈a1, a2〉 = 〈yl+2k, (x+ y)2l+2k〉 : xl+2k,
〈d1, d2〉 = 〈zl+2k, (x+ z)2l+2k〉 : xl+2k,
I2 = 〈A1, A2〉 = 〈(y + z)2l+2k, (x+ y + z)3l〉 : xl+2k.
Therefore, we also have
I1 = 〈yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k〉 : xl+2k,
It = I1 ∩ I2,
I1 + I2 = 〈yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k, (y + z)2l+2k, (x+ y + z)3l〉 : xl+2k.
To compute HF (R/It, 2l + k − 1), we use the following exact sequence
0→ R/It → R/I1 ⊕R/I2 → R/(I1 + I2)→ 0.
Therefore, we have
HF (R/It, 2l + k − 1) =HF (R/I1, 2l + k − 1) +HF (R/I2, 2l + k − 1)
−HF (R/(I1 + I2), 2l + k − 1).(2.18)
Remark 2.3. In the above, we have assumed that s1 6= 0. This is not really a
restriction, since we have just considered the element s1 from the first equation of
ΦU = 0, we could equally consider the element s2 from the second equation and
s3 from the third equation. They only differ by exchange of x, y, z, and cannot be
zero simultaneously. Otherwise, looking at the equation Bw = 0, the vanishing
s1 = s2 = s3 = 0 would imply that
(w1, w2) = (−A2, A1),
(w3, w4) = (−D2, D1),
(w5, w6) = (−G2, G1).
Then the last equation of Bw = 0 becomes
(−C1A2 + C2A1) + (−F1D2 + F2D1) + (−K1G2 +K2G1)
= β0(y + z)
2l+2k + β1(x+ z)
2l+2k + β2(x+ y)
2l+2k 6= 0,(2.19)
a contradiction, since the β0, β1, β2 are nonzero constants.
Since the ideal I2, generated by two elements A1, A2 of degree 2l, is a complete
intersection and thus has the following minimal free resolution
0→ R(−4l)→ R(−2l)2 → R→ R/I2 → 0.
Taking the (2l + k − 1)-th graded piece of each component yields
HF (R/I2, 2l + k − 1) = HF (R, 2l + k − 1) +HF (R(−4l), 2l + k − 1)
− 2HF (R(−2l), 2l + k − 1)
=
{(
2l+k+1
2
)− 2(k+12 ) if 2l ≥ k,(
2l+k+1
2
)− 2(k+12 )+ (k+1−2l2 ) if 2l < k.
(2.20)
The computation of the Hilbert function of the ideals I1, I1 + I2 is more compli-
cated, which we tackle in the next subsection.
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2.4. Hilbert function computation. To compute the Hilbert function of the
ideals I1, I1+ I2, we use the following exact sequence for an ideal I ⊂ R and f ∈ R,
(2.21) 0→ R(−d)/〈I : f〉 ·f−→ R/I → R/〈I, f〉 → 0,
where d = deg f. Therefore,
(2.22) HF (R/〈I : f〉, t) = HF (R/I, t+ d)−HF (R/〈I, f〉, t+ d).
We introduce the following three ideals
L1 = 〈yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k〉,
L2 = 〈xl+2k, yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k〉,
L3 = 〈yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k, (y + z)2l+2k, (x+ y + z)3l〉.
Therefore,
I1 = L1 : x
l+2k,
I1 + I2 = L3 : x
l+2k.
Applying Equation (2.22) to the cases I = L1, L3, and f = x
l+2k, we get
HF (R/I1, 2l + k − 1) = HF (R/L1, 3l + 3k − 1)−HF (R/L2, 3l + 3k − 1),
(2.23)
HF (R/I1 + I2, 2l + k − 1) = HF (R/L3, 3l + 3k − 1)−HF (R/Jφ, 3l + 3k − 1).
(2.24)
To compute the Hilbert function of L1, L2, L3, we use the results of Emsalem-
Iarrobino [5], to translate to a question about fatpoints on P2, and the work of
Harbourne [13] which shows how to determine the dimension of a linear system on
a blowup of P2 at eight or fewer points.
2.4.1. Inverse system. In [5], Emsalem and Iarrobino proved that there is a close
connection between ideals generated by powers of linear forms in n variables and
ideals of fatpoints on Pn−1. We use their results in the special case n = 3.
Let p1, · · · , pn ∈ P2 be a set of distinct points,
pi = [pi1 : pi2 : pi3],
I(pi) = ℘i ⊆ R′ = K[x′, y′, z′].
A fatpoint ideal is an ideal of the form
(2.25) F =
n⋂
i=1
℘αi+1i ⊂ R′.
We also define the linear forms correspoinding to the points by
(2.26) Lpi = pi1x+ pi2y + pi3z ∈ R, for 1 ≤ i ≤ n.
Define an action of R′ on R by partial differentiation:
(2.27) p(x′, y′, z′) · q(x, y, z) = p(∂/∂x, ∂/∂y, ∂/∂z)q(x, y, z).
Since F is a submodule of R′, it acts on R. The set of elements annihilated by
the action of F is denoted by F−1.
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Theorem 2.4 (Emsalem and Iarrobino [5]). Let F be an ideal of fatpoints
F =
n⋂
i=1
℘αi+1i ,
then
(2.28) (F−1)j =
{
Rj for j ≤ max {αi},
Lj−α1p1 Rα1 + · · · , Lj−αnpn Rαn for j ≥ max{αi + 1}.
and
dimK(F
−1)j = dimK(R/F )j .
Suppose we have an ideal generated by powers of linear forms, and for each
j ∈ N, we wish to compute the dimension of
〈Lt1p1 , · · · , Ltmpm〉j .
Since the ti are fixed, to apply the approach above we fix a degree j. Put
(2.29) F (j) = ℘1
j−t1+1 ∩ · · · ∩ ℘mj−tm+1.
Then
dimK〈Lt1p1 , · · · , Ltmpm〉j = dimK(R/F (j))j .
Therefore,
(2.30) HF (R/〈Lt1p1 , · · · , Ltmpm〉, j) = dimK F (j)j .
2.4.2. Fatpoints, Divisors, and Algorithm. There is a correspondence between the
graded pieces of an ideal of fatpoints F and the global sections of a certain line
bundle on the surface X which is the blowup of P2 at the points. Let Ei be the
class of the exceptional curve over the point Pi, and E0 the pullback of a line on
P2. The canonical divisor on X is:
KX = −3E0 +
m∑
i=1
Ei.
We also define
Am = (m− 2)E0 −KX .
The fatpoint ideal F (j) corresponds to the divisor
Dj = jE0 −
m∑
i=1
aiEi
where ai = j − ti + 1, for i = 1, 2, · · · ,m. Then we have
F (j)j = H
0(Dj).
To describe the algorithm to compute h0(D) for a divisor D on X, we need a
few more definitions. A prime divisor is the class of a reduced irreducible curve on
X and an effective divisor is a nonnegative integer combination of prime divisors.
We denote the set of effective divisors by EFF (X ). A divisor whose intersection
product with every effective divisor is ≥ 0 is called numerically effective(nef). We
define Neg(X ) as the classes of prime divisors C with C2 < 0. In [11] Proposition 3.1
and 4.1, Neg(X ) is explicitly determined, which is the main point for the following
algorithm of Geramita, Harbourne, and Migliore to compute h0(D) for any divisor
D on X.
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Algorithm :
Start with H = D, N = 0.
If H.C < 0 for some C ∈ Neg(X ), replace H by H − C and replace N by N + C.
Eventually either H.Am < 0 or H.C ≥ 0 for all C ∈ Neg(X).
In the first case, D is not effective, and h0(D) = 0.
In the latter case, H is nef and effective and we have a Zariski decomposition
D = H +N,
with
h0(D) = h0(H) = (H2 −H.KX)/2 + 1.
2.4.3. Computation. On P2, we consider the following seven points
P1 = [1 : 0 : 0],
P2 = [0 : 1 : 0],
P3 = [0 : 0 : 1],
P4 = [1 : 1 : 0],
P5 = [1 : 0 : 1],
P6 = [0 : 1 : 1],
P7 = [1 : 1 : 1].
By the correspondence above, the ideal L1 = 〈yl+2k, zl+2k, (x + y)2l+2k, (x +
z)2l+2k〉 corresponds to the fatpoint ideal supported at the four points {P2, P3, P4, P5}.
To compute HF (R/L1, 3l + 3k − 1), we consider the corresponding fatpoint ideal
F1 = ℘2
2l+k ∩ ℘32l+k ∩ ℘4l+k ∩ ℘5l+k,
and the divisor on the surface X which is the blowup of P2 at the four points,
D1 = (3l + 3k − 1)E0 − (2l + k)(E2 + E3)− (l + k)(E4 + E5).
Proposition 2.5.
(2.31) HF (R/L1, 3l + 3k − 1) = h0(D1) =
{
3k2 + 2lk − l − k if l ≥ k − 1,
−l2+6lk+5k2−3l−k
2 if l ≤ k − 1.
Proof. On the surface X, we have the following negative classes
C1 = E0 − E2 − E3,
C2 = E0 − E2 − E4,
C3 = E0 − E2 − E5,
C4 = E0 − E3 − E4,
C5 = E0 − E3 − E5,
C6 = E0 − E4 − E5.
Since
D1 · C1 = (3l + 3k − 1)− 2(2l + k) = −l + k − 1,
we consider two cases: l ≥ k − 1 and l < k − 1.
In the first case,
D1 ∼ D′1 = D1 − (l − k + 1)C1
= (2l + 4k − 2)E0 − (l + 2k − 1)(E2 + E3)− (l + k)(E4 + E5),
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which meets C1 nonnegatively.
Moreover,
D′1 · Ci = k − 1 ≥ 0, for i = 2, 3, 4, 5;
and
D′1 · C6 = 2k − 2 ≥ 0.
We conclude that D′1 is nef. Since
D′21 = 2(2l + 3k − 1)(k − 1),
D′1 ·KX = −2l − 6k + 4,
we have
(2.32) h0(D1) = h
0(D′1) = 3k
2 + 2lk − l − k.
In the other case l < k − 1, it is easy to check that
D1 · Ci ≥ 0, for i = 1, 2, 3, 4, 5, 6.
Therefore D1 is nef. Since
D21 = −l2 + 6lk + 5k2 − 6l − 6k + 1,
D1 ·KX = −3l − 5k + 3,
we have
(2.33) h0(D1) =
−l2 + 6lk + 5k2 − 3l − k
2
.

Similarly, the ideal L2 corresponds to the fatpoint ideal supported at the points
{P1, P2, P3, P4, P5}. To compute HF (R/L2, 3l + 3k − 1), we consider
F2 = ℘1
2l+k ∩ ℘22l+k ∩ ℘32l+k ∩ ℘4l+k ∩ ℘5l+k,(2.34)
and the divisor on the surface X which is the blowup of P2 at the five points,
D2 = (3l + 3k − 1)E0 − (2l + k)(E1 + E2 + E3)− (l + k)(E4 + E5).
Proposition 2.6.
(2.35) HF (R/L2, 3l + 3k − 1) = h0(D2) =
{
5k2−3k
2 . if l ≥ k − 1,
−l2+2lk+4k2−l−2k
2 if l < k − 1.
Proof. The proof is very similar to that of Proposition 2.5 and the key is to detemine
the negative classes on X. On the surface X, we have the following negative classes
C1 = E0 − E1 − E3 − E5,
C2 = E0 − E1 − E2 − E4,
C3 = E0 − E2 − E3,
C4 = E0 − E2 − E5,
C5 = E0 − E3 − E4,
C6 = E0 − E4 − E5.
Since D2 · C1 = −2l − 1 < 0, we subtract (l + 1)C1 from D2 to get
D′2 = (2l+ 3k − 2)E0 − (l+ k − 1)(E1 +E3)− (2l+ k)E2 − (l+ k)E4 − (k − 1)E5,
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then D′2 · C1 > 0, but
D′2 · C2 = −2l − 1 < 0,
we subtract (l + 1)C2 from D
′
2 to get
D′′2 = (l + 3k − 3)E0 − (k − 2)E1 − (l + k − 1)(E2 + E3)− (k − 1)(E4 + E5).
Since D′′2 · C3 = −l + k − 1, we consider two cases: l ≥ k − 1 and l < k − 1.
Case 1: l ≥ k − 1. We subtract (l − k + 1)C3 from D′′2 to get
D′′′2 = (4k − 4)E0 − (k − 2)E1 − (2k − 2)(E2 + E3)− (k − 1)(E4 + E5).
It is easy to check D′′′2 is nef. Since
D′′′22 = 5k
2 − 8k + 2,
D′′′2 ·KX = −5k + 4,
we have
(2.36) h0(D2) =
5k2 − 3k
2
.
Case 2: l < k − 1. In this case, D′′2 is nef. Since
D′′22 = 4k
2 + 2lk − l2 − 2l − 6k + 1,
D′′2 ·KX = −l − 4k + 3,
we have
(2.37) h0(D2) =
−l2 + 2lk + 4k2 − l − 2k
2
.

Similarly, the ideal L3 corresponds to the fatpoint ideal supported at the points
{P2, P3, P4, P5, P6, P7}. To compute HF (R/L3, 3l + 3k − 1), we consider
F3 = ℘2
2l+k ∩ ℘32l+k ∩ ℘4l+k ∩ ℘5l+k ∩ ℘6l+k ∩ ℘73k,(2.38)
and the divisor on the surface X which is the blowup of P2 at the six points
D3 = (3l + 3k − 1)E0 − (2l + k)(E2 + E3)− (l + k)(E4 + E5 + E6)− 3kE7.
Proposition 2.7.
(2.39) HF (R/L3, 3l + 3k − 1) = h0(D3) =
{
−k2−k
2 + l(2k − 1) if l ≥ k+12 ,
2l2 − 2l if l ≤ k2 .
Proof. On the surface X, we have the following negative classes,
C1 = E0 − E2 − E5 − E7,
C2 = E0 − E3 − E4 − E7,
C3 = E0 − E2 − E3 − E6,
C4 = E0 − E4 − E5,
C5 = E0 − E4 − E6,
C6 = E0 − E5 − E6,
C7 = E0 − E2 − E4,
C8 = E0 − E3 − E5,
C9 = E0 − E6 − E7.
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Since the computation is very similar, we just sketch the computation. If l ≥ 2
and k ≥ 2, after subtracting multiples of C1, C2, C3 from D3, we get the divisor
D′3 = (2l+ k− 4)E0 − (l− 2)(E2 +E3)− (l− 1)(E4 +E5)− (k− 1)E6 − (k− 2)E7.
We have
D′3 · C4 = k − 2,
D′3 · C5 = D′3 · C6 = l − 2,
D′3 · C7 = D′3 · C8 = k − 1.
Since
D′3 · C9 = 2l − k − 1,
we consider two cases:
Case 1: 2l ≥ k + 1. In this case, we have
D′23 = −k2 + 4kl − 4l − 2k + 1,
D′3 ·KX = −2l − k + 3.
The formula for h0(D3) follows in this case.
Case 2: 2l ≤ k. We subtract (k + 1− 2l)C9 from D′3 to get
D′′3 = (4l − 5)E0 − (l − 2)(E2 + E3)− (l − 1)(E4 + E5)− (2l − 2)E6 − (2l − 3)E7.
It is easy to check that D′′3 is nef. We have
D′′23 = 4l
2 − 8l + 2,
D′′3 ·KX = −4l + 4,
then
(2.40) h0(D′′3 ) = 2l
2 − 2l.
If l = 1, then D3 is not effective and h
0(D3) = 0.
If k = 1, and l ≥ 2, then
D3 ∼ D′′3 = (2l − 2)E0 − (l − 2)(E2 + E5)− l(E3 + E4)− E6
We have
h0(D3) = h
0(D′′3 ) = l − 1.

2.5. Conclusion of the proof. Recall that
HF (R/I1, 2l + k − 1) = HF (R/L1, 3l + 3k − 1)−HF (R/L2, 3l + 3k − 1),
(2.41)
HF (R/I1 + I2, 2l + k − 1) = HF (R/L3, 3l + 3k − 1)−HF (R/Jφ, 3l + 3k − 1).
(2.42)
Combining the forumlas in Propositions 2.5,2.6,2.7, we have
HF (R/I1, 2l + k − 1) = k
2 + k
2
+ l(2k − 1).
Since HF (R/Jφ, 3l + 3k − 1) = 0, we have
HF (R/(I1 + I2), 2l + k − 1) = −k
2 − k
2
+ l(2k − 1).
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By Equations (2.18), (2.20), we get the formula
HF (R/It, 2l + k − 1) =
(
2l + k + 1
2
)
,
which implies that (It)2l+k−1 = 0, exactly what we want to conclude that there
are no first syzygies of degree > max(2l+ 3k, 3l+ 2k) and our constructed syzygies
generate all the first syzygies of the ideal Jφ.
Since the Hilbert series of R/Jφ is given by
1− 3tl+2k − 3t2l+2k − t3l + 6t2l+3k + 6t3l+2k − 6t3l+3k
(1− t)3 ,
we know that there are exactly six second syzygies of degree 3l + 3k.
Theorem 2.8. The minimal free resolution of the ideal
Jφ = 〈xl+2k, yl+2k, zl+2k, (x+ y)2l+2k, (x+ z)2l+2k, (y + z)2l+2k, (x+ y + z)3l〉
is given by
0 −→ R(−3l − 3k)6 d3−→
R(−2l − 3k)6
⊕
R(−3l − 2k)6
−→
R(−l − 2k)3
⊕
R(−2l − 2k)3
⊕
R(−3l)
−→ R −→ R/Jφ −→ 0.
Remark 2.9. Even though we have shown there must be six second syzygies of
degree 3l + 3k, we have not been able to find an explicit set of six generators. It
would be very desirable to find such an explicit set, thus giving the last differential
of the minimal free resolution.
Remark 2.10. For the Postnikov-Shapiro conjecture for n ≥ 4, The higher syzygies
can probably be constructed inductively from the subideals. But the main difficulty
is to show the exactness of the complex constructed.
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