In this paper we study the distribution of eigenvalues for two sets of random Hermitian matrices and one set of random unitary matrices. The statement of the problem as well as its method of investi- Here A N is a nonrandom selfadjoint operator; re is a nonrandom number; the r; are independent identically distributed real random variables and the q l ace mutually independent random vectors in //jy, independent also of the r;.
Since the approaches to the sets we consider are the same, we present in detail only the most typical case. The corresponding results for the other two cases are presented without proof in the last section of the paper. §1. Statement of the problem and survey of results
We shall consider as acting in iV-dimensional unitary space ///v, a selfadjoint operator B N (re) of the form
B N (n) = A N + |] t li7 «>(.,<?«>). (l.l) 1=1
Here A N is a nonrandom selfadjoint operator; re is a nonrandom number; the r; are independent identically distributed real random variables and the q l ace mutually independent random vectors in //jy, independent also of the r;.
The operators ςτ (ι Η·, <jr (l) ) = L t act on vectors χ € Η^ according to the formula L;U) = q (l) {x, <7
, where (x, <7
) is the scalar product in H N .
Thus the operators B N (n) we consider are sums of a nonrandom operator and a number of independent random one-dimensional operators. Each set of numbers τ^, · · · , τ η and vectors q , · · · , q , which for brevity we denote by T n , Q n , gives a realization of the random operator B N (n).
We shall be interested in the function ΐ/(λ; Β Ν {n)) giving the ratio of the number of eigenvalues of fijy ( re ) lyi n g to tne 1 ε^ °f λ to the dimension of the space. From now on we call this the normal- distribution of this random quantity is one of the fundamental problems in the spectral analysis of random operators. Of particular interest is the case of very large Ν and n, since it often appears that for Ν -> °o the random quantity uiX; Β ρ/ (η)) converges in probability to a nonrandom number.
We assume the following conditions are satisfied for Ν -> <χ>.
I. The limit litnp/^mn/N = c, which for brevity we call the concentration, exists.
II. The sequence of normalized spectral functions vi\; Ap/) of the operators Ap/ converges to some function v o (\) at all points of continuity: lim ν (λ;Α Ν ) = v 0 (λ).
(1-2)
Assuming that these conditions are satisfied, it is necessary, first of all, to make clear how the stochastic properties of operators B N {n) of the form in (1-1) ensure the convergence in probability of the sequences ν {λ; Βpj (n)) to nonrandom numbers, i.e. to explain when a nondecreasing function !/(λ; c) exists such that at all of its points of continuity Ρ{|ν(λ; £*(«)) -v(X;c)|>-e} = 0,
(1-3)
Λ'-κχ>
irrespective of e > 0.
The main problem for such a set of random operators consists, finally, in discovering the limit function v(k, c).
The case of physical interest is when all the τι are equal to the nonrandom variable τ and the vectors q^1^ are selected from a given orthonormal system e (1 ', · · • , e' ' with equal probabilities.
In [2] and [3] I. M. Lifsic worked out a method for the approximate calculation of v{\\ c) for small values of c in this case.
We point out one specific peculiarity of this case. Since the random vectors ς»' 1 ' are chosen from a given orthonormal basis, the problem is not invariant under unitary transformations of the operator Ap], and therefore the answer depends not only on the normalized spectral functions v(X; Apj) of this operator, but also on all its eigenvectors. This remains the case as Ν -* <χ>.
In this paper we consider another type of problem which as Ν -> oo becomes invariant with respect to unitary transformations of Ap/. For the formulation of the conditions to be placed on the random vectors, it is convenient to select in the space Η^ any orthonormal basis e γ, · · · , eρ/ and express the vectors in this coordinate system, writing q = {q \, · · · , <]pi), where qj = (q, e ; ). In the remainder of this paper we assume the following conditions are satisfied.
III. The stochastic vectors q = (q^, ··· , qp/) which enter into (1.1) have absolute moments to fourth order, inclusively, and the even moments Mq^j, Mq^qjqiq m can be put in the form ' = ΛΤ 5) where δ α « is the Kronecker symbol and the quantities 1) We denote the expectation of the stochastic variable χ by Mx.
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8l -' ι U tend to infinity as Ν -> <χ>.
IV. The stochastic variables r t -which enter into (1.1) are independent and have the same proba-
It is not difficult to prove that condition III on the stochastic vectors q is unitarily invariant,
i.e. if they are satisfied for some one choice of orthonormal basis in ///y (N = 1, 2» · • · ) then they are satisfied for any choice of basis.
The most typical example of stochastic vectors satisfying III is the set consisting of all unit vectors of Η^ with each assigned the same probability (i.e. uniformly distributed on the unit sphere).
In this case
which clearly ensures that III is satisfied.
We present two other examples of sets of random vectors for which HI is satisfied.
a) The set of real unit vectors whose probability density ρ b) The set of random vectors having, in some basis, the form q = Ν (fj, · · · , ζ^), where the ξι are identically distributed independent random quantities, with mean value zero, unit dispersion and finite fourth moment μ 4 . In this case α; ; -(Λ0 = 0, φα(Ν) = Ν 8n and among the numbers
63 (N) = N~l /l \μ 4 -3|, from which it follows that the stochastic vectors of this set also satisfy III.
As we pointed out, the main problem is to prove that the function ι/(λ; c) defined by (1.3) exists and to go about finding it. It is more convenient, however, to find instead of vik, c) its Stieltjes (1.11)
3) The solution to (1.10) exists and is unique. Equation (1.10) is equivalent to the first order partial differential equation where a(r) is the probability distribution for the stochastic variable r.
We examine three examples.
1) The sum of random independent and equally probable projections.
where each Pj is a projection operator on the random vector q^l\ independent and uniformly dis- (1-ε)δ(λ) for 0<c<l,
From these formulas for c > 1 it follows, in particular, that the normalized spectral functions of the As c -> °o the right-hand side of this formula becomes the semicircle law obtained by Wigner for a Gaussian set of random matrices [4] , Of course, this is what is expected since K^ in) is the sum of independent identically distributed random matrices:
and, by the central limit theorem, the probability distribution for the random matrices Kjy (re) should be
This is one of the similarities of our set with Wigner's set explicitly mentioned above.
2) The sum of random independent and equally probable projections with random bounded coef- 
where for simplicity we have set m (z; c) = m. In particular, for c = 1 we obtain a biquadratic equation, which we solve (taking into account that m(z; l) -» 0 for Imz -» oo and 1mm {z; l) > 0 for Imz > θ) by finding m(z; l) and then (by (1.8)) ιΛλ; l): 0 for |λ|>2.
3) The sum of random independent and equally probable projections with random unbounded coefficients. Let Bpjin) be the same type of operators as in the preceding example, except that the probability density of the random quantities τι we take as n~^a/(a 2 + r 2 ).
and equation (1.14) has the form
-iamj
By solving this quadratic equation for m{z; c) we obtain, by (1.8), the following expression for vik, c):
From these formulas we see that in this case the spectrum occupies the entire axis, as was to be expected from the unboundedness of τ·
We note in conclusion that it is, as a rule, impossible to find m(z; c), and even more so to find v (Xi c), in explicit form, since (1.14) is, generally speaking, not explicitly solvable for m (z; c). In this sense the above examples are exceptional. Nevertheless, it is frequently possible to obtain a qualitative picture of the spectrum: the number and arrangement of its connected components, and also the behavior of Αλί c) near the boundary of the spectrum. We have in mind the following: on the intervals complementary to the spectrum on the real axis the function m (x + iO; c) exists and is continuous, real and montonically increasing. Hence, the inverse function exists on these intervals-also real and monotonically increasing. Furthermore, its range of values is clearly just the complement of the spectrum. By denoting this inverse function by x{m; c) and using (1.14) we obtain
where *"(«) is the function inverse to «"(*). Thus we have the following rule for determining the spectrum: it is necessary to locate the intervals where the function on the right-hand side of (1.15)
is monotonically increasing and then to determine the set of its values on these intervals. The spectrum is the complement of this set.
Therefore if a is the endpoint of one of the intervals on which the right-hand side of (1.15) is monotonically increasing, then
is the endpoint of one of the connected components of the spectrum. Suppose that in the neighborhood We shall illustrate this rule in the case of example (1) above. Here
The graph of this function is shown in Figure 1 , where the dashes denote where the right-hand side of (1.18) is decreasing (this part must be discarded). By Glivenko's theorem [5] , as η -» <χ> the function a(x, T n ) almost certainly converges to σ(χ) uniformly on the entire axis.
We shall have use for the analogue of this theorem for functions inverse to σ(χ, T n ) and σ(χ). Here by the inverse functions we mean functions r(£, T n ) and τ(ζ) defined on the interval (0, 1) by >· (2.8) ( 
2.8')
Note that as a consequence of the definition of σ(χ, Τ η ) we have Similarly, we find that /}_ " \τ(ξ, T n ) -τ(φ\άξ almost certainly tends to zero as η -* °°. Q.E.D.
), by definition of r(f, T n ) and r(^), we obtain τ(ξ+ β η ) > τ(ξ, Τ η )> τ(ξ-β η )· Since τ(ξ) is nondecreasing these inequalities imply that \τ(ξ, Τ η )-τ(£)\ < τ(ξ+ β η )-
Remark. This lemma is required below only for the case where the random quantity τ is bounded. § 3. Deduction of the basic equation
We shall prove Theorem 1 by first assuming the random quantities rj are bounded, i.e. there is a number Τ > 0 so that any realization of the r; satisfies
(3-0)
This restriction will be lifted by going to a limit. But in the next two sections (3-0) is assumed to hold.
Suppose that T n , Q n is a realization of τ and q entering in (1.1). In this realization we number the pairs r;, <7 (Ι) in order of increasing r;: 
(3-7)
Since the function
holomorphic in z, using the Cauchy estimate for the derivative of a holomorphic function at the center of a circle in terms of its maximum modulus on the circumference, we find by (3-6) that -u z (z,t;N,T n ,Q n )
The inequalities (3) (4) (5) , (3) (4) (5) (6) (7) and (3) (4) (5) (6) (7) (8) clearly demonstrate the compactness of the sets \u(z, ξ, Ν, T n , Q n )} and \u z '(z, ξ; Ν, Τ η , Q n )\ which we require. Note that so far we have not made use of the boundedness of the r t ·.
We shall now consider the function u (z, ξ, Ν, Τ η , Q n ) for z lying in the halfplane |lmz| > 3^> where Γ is a number bounding the modulus of the r; (see (3-0))· Let T{0 be the generalized inverse of the probability distribution aix) for the random quantities τ defined in (2.8), and let G be any bounded set lying in the halfplane Imz > 3^· Lemma 4· // I-IV and (3-0) 
Using this inequality and the Cauchy estimate for the derivative of a holomorphic function, we like-
The operators Bj^U + l) and Bp/{i) differ by the one-dimensional operator r, + l ( ·, g
(1 + 1^^l + and consequently Lemma 2 is applicable to their resolvents R z (i + l) and R z (£). Using this lemma we may transform (3-2) into the form 
)-w (z, 0; iV, 7 Λ> Now note that from (3.5), (3.7) and (3.8) it follows that u(z, t; N, T n , Q n ), u' z {z, t; Ν, T n , Q n ), and consequently also φ\ζ, t; N, T n , Q n ), are uniformly bounded and equicontinuous. Hence, on the set ίθ < ί < 1; ζ €. G\ for the function φ{ζ, t; N, T n , Q n ) we can find a generalized e-net 
1=1
From this inequality, for any e > 0 we find by (3· 15) that limyy->co Λ/ςά/ν < e, so, since e > 0 is a arbitrary, lim^-,οο Μφ/γ = 0, which is what was to be proved.
It clearly follows from the above lemma that there must exist a realization Ί' η , Q' n for which
We proved above that the sets of functions u (z, t; <Y, T n , Q n ) and u' z (2, t; N, T n , Q n ) are compact. Therefore from the sequence u(z, Τ; Ν, T n , Q n ) we can select a subsequence which converges to some function u{z, t) uniformly in ί € By a slight variation of Haar's method [6] , we shall show that equation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) can possess only one solution in the set Κ{τ, ζ 0 , /?). To this end we assume that τ(ξ) is raonotonic, but not necessarily bounded.
Lemma 5· Equation 
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The inversion formula (1.8) allows us to find, corresponding to u (z, l), the function ι/(λ) exactly to within a constant term which we do not know. In connection with this we introduce the function ν (λ; c) = ι/(λ) + v 0 (-°o), which, first of all, has the same Stieltjes transform u(z, l) as ν'(λ), and, secondly, by (4-1) has the same limits at +«> as ν ο (λ): which contradicts (4-11). Consequently the assumption we made is incorrect and (4.5) is valid.
We turn to the proof of equation Thus Theorem 1 is proved completely for the case where the r; are bounded.
The extension of this theorem to the case of arbitrary random quantities will be given in the following paragraph.
In connection with this theorem we note that 1) The numbers v(-°°; c) and v{+ °"; c) are equal to the relative number of eigenvalues of the operators δ/y (re) going off to -<*> and +00, respectively. As was shown earlier, they are also equal
