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estimates and determine their influence on the overall In making major decisions (e.g., about medical treat-aggregate judgment. In the following section, I suggest ment, acceptance of manuscripts for publication, or that weighting and trimming are two important heurisinvestment), decision makers frequently poll the opin-tics in the aggregation of opinions under uncertainty. ions and subjective estimates of other judges. The ag-In the studies that follow, I examine the use of these gregation of these opinions is often beset by difficult-cognitive heuristics in studies in which individual deciies. First, decision makers often encounter conflicting sion makers were required to create aggregate estisubjective estimates. Second, estimates are often exmates on the basis of different samples of judgments.
pressed with a measure of uncertainty. The decision
The results from these studies are contrasted with the maker thus needs to reconcile inconsistencies among judgmental estimates and determine their influence findings of a normative study using a computer simulaon the overall aggregate judgment. In the empirical tion that was designed to assess the objective effects of studies, I examine the idea that weighting and trim-weighting and trimming operations on the accuracy ming are two important heuristics in the aggregation of estimation.
of opinions under uncertainty. The results from these studies are contrasted with the findings of a normative AGGREGATION PROCESSES study using a computer simulation that was designed to assess the objective effects of weighting and trimIn the following section, I review the cognitive psychoming operations on the accuracy of estimation. ᭧ 1997 logical bases for weighting and trimming processes in
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judgmental aggregation of estimates. In parallel, I also consider the normative conditions under which one It is common practice to poll the opinions and judg-might expect weighting and trimming operations to inments of knowledgeable individuals before making ma-crease accuracy over simple averaging. jor decisions. Patients often seek several opinions before Previous research has considered simple averaging deciding on radical surgery, faculty deans poll opinions as a psychological model of the aggregation process (Anabout candidates, journal editors consult referees con-derson, 1981; Dawes, 1979; Einhorn & Hogarth, 1975 ; cerning publication decisions, and business managers Einhorn, Hogarth, & Klempner, 1977; Hastie, 1986 ; seek expert forecasts before embarking on risky proj-Sniezek & Henry, 1989) . Numerous empirical studies on ects.
forecasting and estimation have also suggested simple The research presented here concerns two important averaging of individual opinions as a normative scheme issues that affect the aggregation process. First, deci-and a method for improving the accuracy of predictions sion makers often encounter conflicting opinions and (Armstrong, 1985; Ashton, 1986; Hill, 1982; Hogarth, judgments. Second, judgments are often expressed with 1978; Zajonc, 1962; Zarnowitz, 1984) . Due to its promia measure of uncertainty. The decision maker thus nence in the judgment literature, simple averaging is needs to reconcile inconsistencies among judgmental used as a baseline in evaluating the distinctive effects of weighting and trimming operations.
effect on estimation accuracy. There are several psycho-the utility of trimming depends on the parent distribution of the judgments, I will consider next the distribulogical bases for weighting input judgments by the contional properties of judgmental errors. The following fidence expressed by the judges. Confident judgments section also provides the background for our methods. are useful for decision makers because they are more informative (i.e., less vague) and hence more conducive to action. Moreover, according to conversational norms Properties of Judgmental Interval Estimates and the cooperative principle (Grice, 1975) , confidence This work is focused on interval estimates of uncerin judgment is an indicator of the judge's belief in his or tain quantities. Intervals are often communicated in her knowledge and hence useful to the decision maker.
the course of real life forecasting and decision making From a normative viewpoint, one might ask whether situations. For instance, an expert asked to forecast confidence is indeed a valid predictor of accuracy. If inflation might produce a finely grained estimates such confidence is positively correlated with accuracy (Yaniv, as "4 to 5%" or a coarser estimation such as "1 to 12%". Yates, & Smith, 1991) , then weighting judgments by The width (or graininess) of an interval estimate preconfidence would increase the accuracy of the aggregate sumably reflects the individual's assessment of his or judgment. Numerous studies indeed have found a small her knowledge (Yaniv & Foster, 1995 , 1997 . Two notato moderate positive correlation between confidence ble findings on interval estimates are relevant to our and accuracy (Armstrong, 1985, p. 138 Murray, 1984; Winkler, 1971; Yates, 1990) . At least one to generate interval estimates for uncertain quantities study has found that greater accuracy can be achieved such as general knowledge questions (e.g., "air distance by using confidence as a weighting factor in combining between New York and Chicago"). In such studies typihuman predictions with statistical, base-rate predic-cally about 40 to 60% of interval judgments include the tions (Yaniv & Hogarth, 1993) .
true answers (Lichtenstein et al., 1982; Yates, 1990 , Another aggregation heuristic considered here is Chapter 4; Russo & Schoemaker, 1992) . This is the case trimming of outlying judgments. An input judgment is even when subjects are specifically asked to generate called "outlying" if it is extreme relative to other opin-interval estimates which include the truth with a probability of 98% (Alpert & Raiffa, 1982) . In one previous ions in the sample. In some cases we may say that a study that asked subjects to estimate 95% confidence judgment is outlying if it is not only extreme, but also intervals, we observed a 43% hit rate (Yaniv & Foster, highly confident. From a cognitive psychological view-1997). Thus subjective 95% confidence intervals are far point, trimming is a simplifying heuristic. First, it retoo narrow relative to the expected hit rate. Nevertheduces the conflict among inputs and thus helps abstract less, confidence might still be a useful tool for aggregatthe central tendency of the judgment set. Second, and ing interval judgments, as shown later. in a different vein, decision makers can use trimming A second notable finding concerns the extent of disas a heuristic rule for curbing the influence of individuagreement among judges and its consequences for an als who strategically aim to bias the aggregate opinion intersection rule for aggregation. In theory, decision by announcing extreme judgments with great confimakers can compute the intersection of the set of given dence. Trimming is a two-edged sword, however. In interval estimates and then pick a point estimate in trimming outlying forecasts, decision makers could un-that range. In practice, the intersection rule for aggreknowingly be ignoring their best data-although dis-gation is not feasible because the intersection most ofsenting estimates differ from the consensus, they are ten does not exist. For instance, I checked the overlap not necessarily wrong. Moreover, a tendency to resolve among random pairs of interval judgments drawn from inconsistencies by trimming outlying opinions, as in the pool of subjective 95% confidence intervals obtained discounting evidence that challenges one's prior beliefs, in Yaniv and Foster (1997) . Two intervals overlap if can hamper proper revision of beliefs (Bochner & Insko, they have at least one point in common. In only 56% 1966; Lord, Ross, & Lepper, 1979) . of the pairs was there an overlap between the two. In Statistical analysis delineates some of the conditions the remaining 44%, the two intervals had not a single under which trimming outliers is a useful strategy in point in common. This result is based on 250 samples aggregating judgments. DeGroot (1986, pp. 564-569) of pairs of interval judgments drawn with replacement. shows that for samples drawn from a heavy-tailed, sym-In another simulation, samples of size n ϭ 8 were ranmetric distribution, the trimmed mean has advantages domly drawn and the intersection of all eight estimates in each sample was evaluated. Here less than 1% of the over the sample mean (see also Wilcox, 1992) . Because samples of eight intervals had an overlap. In general, as opinions might be beneficial. Trimming means that people discount input judgments that lie far from the consample size rose from 2 to 8, the chances of an overlap diminished dramatically. The prevalence of no-overlap sensus of the sample. As noted, removal of outlier opinions from a sample could be a two-edged sword. indicates that the intersection scheme is not a feasible rule for aggregation due to the great disagreement Statistically, the usefulness of trimming outliers depends on the parent distribution (DeGroot, 1986, pp. among judges. This underscores the cognitive difficulty that decision makers might encounter in aggregating 564-569; Wilcox, 1992) . The distribution of judgmental errors for the 95% confidence-interval study (Yaniv & others' opinions, and hence, the need for aggregation heuristics.
Foster, 1997) is presented in Fig. 1 . The measure of accuracy used is the normalized error, defined as (t Ϫ m)/g, where t is the true answer, m is Bases for Weighting Interval Judgments the midpoint, and g is interval width (Yaniv & Foster, 1997) . The normalized error measure implies that, in In the present study, the precision or "graininess" of an interval judgment is viewed as an indication of a evaluating the accuracy of an estimate, listeners consider not only the error in the estimate but also the judge's faith in his or her knowledge (Yaniv & Foster, 1995 , 1997 . Graininess thus has a communicative func-precision claimed by the judge. It captures the intuition that an erroneous judgment stated with great precision tion and decision makers could weight interval judgments by assigning them weights proportional to 1/g, (i.e., high confidence) is disliked more than a similar error stated with less precision. For instance, consider where g is the precision (interval width) of the judgment.
the accuracy of two hypothetical judgmental estimates concerning "the number of United Nation members (in From a normative point of view, weighting judgments by their inverse width is useful if the width of interval 1987)": (A) "130 to 150" and (B) "130 to 132." Although both estimates miss the truth (there were 159 UN memjudgments is monotonically related to the magnitude of their errors. Relevant evidence comes from a study bers in 1987), they might be evaluated differently. The width of the first estimate is 20, thus its normalized by Yaniv and Foster (1997) in which respondents gave subjective 95% confidence intervals for quantities such error is less than one unit; in contrast, the second estimate (width ϭ 2) has a normalized error of about 14 as "number of countries in the United Nations" or "height of Mount Everest." Only 43% of the confidence units. In terms of normalized error alone, B is less accurate, reflecting the fact that its absolute error is intervals contained the correct answers, indicating that subjective 95% confidence intervals are narrower than large relative to the level of the claimed precision. Figure 1 shows a histogram of normalized errors they should be.
More importantly, however, further analyses re-(rounded to the nearest integer) in the 95% confidenceinterval study. The bar above zero represents interval vealed that interval width predicts subjects' absolute errors. Absolute error is defined as Խt Ϫ mԽ, where t is judgments that contain the truth (intervals that contain the truth have Ϫ0.5 Յ normalized error Յ 0.5). the true answer and m is the midpoint of the subject's interval. In one analysis, for each individual a correla-Although judgments included the correct answer in slightly less than half of the cases, most (86%) of the tion was computed between g (interval width) and Խt Ϫ mԽ (absolute error). These individual correlations normalized errors were between Ϫ4 and ϩ4. The tails represent those estimates that are both far from the averaged 0.76. This analysis shows that, for a given individual subject, interval width is a moderate predictor of his or her absolute error. In a second analysis, for each question a correlation was computed between g and Խt Ϫ mԽ. The correlations calculated in this fashion averaged 0.34. Thus, for a given question, subjects who indicate narrower intervals tend to have lower absolute errors. The latter findings imply that weighting judgments by inverse width might improve the accuracy of aggregate judgments.
Bases for Trimming

FIG. 1.
Distribution of normalized errors from the 95% confidence-interval study (Yaniv & Foster, 1997) . Extreme normalized
The results of the 95% confidence-interval study errors (less than Ϫ10 or greater than ϩ10) occurred in 5.5% of the cases.
(Yaniv & Foster, 1997) suggest that trimming outlying correct answer and narrow. For illustration, an error-fit of simple averaging. The latter served as a baseline due to its prominence as a model for the aggregation to-precision of 10 would be exhibited by a judge who, in estimating a historical date, stated an interval period of forecasts.
In the second part of this article, the results from of 10 years whose midpoint was off the truth by a hundred years. Only 5.5% of the estimates had absolute these four studies were contrasted with the findings of a normative study based on a computer simulation that normalized errors greater than 10.
The distribution of errors has important implications assessed the actual effects of weighting and trimming operations on accuracy of estimation. for the aggregation of opinions. First, it is centered around zero. This means that the central tendency of Study 1 a random sample is likely to be correctly centered near the true answer. Second, it has relatively thick tails
The first study assessed the role of weighting in ag-(e.g., by comparison to the normal distribution). 1 gregation. Subjects were supposed to form aggregate Roughly speaking, the distribution is similar in appear-judgments on the basis of samples of interval judgance to the Cauchey distribution. This shape of distribu-ments. The interval judgments were embedded in a tion of normalized errors was found in a number of fictional scenario with instructions as follows. "Imagine studies using different respondent populations and dif-that you have been chosen to teach for several months ferent general knowledge estimation questions (e.g., in another country. While traveling to your destination Schul & Yaniv, in press; Yaniv & Foster, 1997) . Ac-you meet groups of students from your home country. cording to DeGroot (1986, pp. 564-569) , for symmetric You use these encounters to learn about the culture, distributions with relatively thick tails a trimmed sam-society, geography, and history of the place. In each of ple mean is preferred to the sample mean as an estima-the following cases, we ask you to imagine that you are tor of the central tendency of the distribution. The dis-approaching two individuals for answers to a specific tribution in Fig. 1 implies that even a small sample of question that you have. Each of the individuals answers judgmental estimates (e.g., n ϭ 5) is likely to include your question by providing an estimated range based outliers from the tails of this distribution. In sum, these on his/her memory and best judgment. Your task is to findings suggest that trimming might increase the ac-determine what you think the true answer might be curacy of estimation in aggregating judgments.
based on the two range estimates." Two sample questions from Study 1 in which subjects were supposed to
HEURISTIC AGGREGATION OF OPINIONS
indicate their best estimates and ranges, are shown below. The preceding discussion suggests that weighting and trimming might be two important cognitive heuris- fit of weighting and trimming schemes to subjective aggregate judgments was assessed in comparison to the The interval estimates presented as the opinions of persons A, B, C, and D were actually sampled from 1 A simple informal comparison shows a striking difference between pools of answers to real questions collected in an earlier the observed distribution in Fig. 1 and the normal distribution. First study (Yaniv & Foster, 1997) on judgmental estimation.
note that in the standard normal distribution, the range defined by
The two intervals (4-100 and 15-35) used in the present the z values Ϫ0.68 and ϩ0.68 contains 50% of the density; similarly, with the observed distribution in Fig. 1 , the interquartile range Ϫ0.6 study with the question on "the price of a guided tour" to ϩ0.9 contains 50% of the distribution. Now in the standard normal were randomly drawn from the pool of answers given distribution the range Ϫ2.0 to ϩ2.0 contains over 95% of the density by subjects in an earlier study as estimates of the "numwhereas in Fig. 1 , the range Ϫ2 to ϩ2 contains only 77% of the ber of American symphony orchestras." Similarly, the observations. Clearly a considerable portion of this distribution lies ranges given along with the question on "restaurants at the tails (compared with the normal distribution). As a matter of fact, even the range Ϫ10 to ϩ10 contains only 96% of the density.
in the biggest city" were randomly drawn from the pool of estimates originally made for the "number of stories A second scheme, called weighting, implies that respondents assign weights to the input judgments as a in Sears tower in Chicago."
The sampling of estimates from pools of real answers function of their width. Specifically, a weighted average of the midpoints of all input judgments x i is computed is central to the methodology of this research, for reasons that will be explained later. In this study, actual with weights inversely related to width, estimates were presented along with fictitious questions to help ensure that respondents focus on the input
w i x i , estimates provided to them and minimize the influence of prior knowledge.
Each subject made aggregate judgment for each of 25 where different pairs of intervals. These pairs were randomly sampled from 25 pools of answers to general knowledge questions, as described above. Overall we used 250 samples (pairs) of intervals, divided into ten different ques-
; tionnaire versions. The subjects were 50 undergraduate students who were randomly assigned one of the 10 versions.
thus, Aggregation Schemes
The analysis evaluates the effect of a weighting oper-͚ n iϭ1 w i ϭ 1. ation in subjective aggregation of inputs. Aggregate estimates derived from formal schemes were fitted to the Schemes that involve trimming operations are not subjective aggregate judgments. The schemes for aggremeaningful with samples of size n ϭ 2. Trimming is gation were designed to explain how respondents artherefore defined later in Studies 3 and 4, which inrived at the aggregate point estimates.
2 volved larger samples. Let i ϭ 1, . . . , n be the indices of a series of n interval judgments, and let x i and g i be the respective midpoint Results and width of interval i. With a simple averaging scheme, equal weights are assigned to all inputs (regardless of For each pair of input judgments, a weighted average interval width). Thus the resulting estimate is the mean and a simple average were calculated. The resulting of the midpoints of all input intervals, statistical aggregate estimates were fitted to the subjective aggregate judgments. The fit of a particular scheme was assessed by computing a normalized error measure
Խa Ϫ sԽ/g, where s is the scheme-derived, aggregate estimate for a given sample, a is the subjective estimate for that sample, and g is the width of the subject's Simple averaging has been suggested as a model of estimated interval. The normalization by g (see also human judgment. It is also a prominent formal method Yaniv & Foster, 1995 , 1997 makes it possible to pool for aggregating forecasts. I therefore use it as a baseline the data across questions. for comparing other schemes.
The fits of the weighting and simple averaging schemes to respondents' estimates are shown in Table   2 The question of how respondents arrive at the aggregate widths 1. For each respondent, the mean fit of simple averaging is not being addressed by the schemes. Note that with respect to point estimates the respondent's goal is simply to be as close as possible to and the mean fit of weighting were obtained. A paired the true answer. One can readily evaluate whether respondents en-t test indicated that weighting provided a better fit of gage schemes that increase the accuracy of their point estimates. In subjects' estimates than simple averaging, t(49) ϭ 4.74, contrast, there are different, possibly opposing goals that could (and r Ͻ .001. This effect means that weighting provides a should) guide respondents in constructing their best ranges. Responbetter account of the aggregation process than does dents may wish to give intervals that are likely to include the true answers and hence are fairly wide. At the same time, respondents simple averaging.
may also aim to give intervals that are not too wide otherwise they This result is not specific to the error normalization would be uninformative. (This is the accuracy-informativeness trade-used above. The same conclusion is obtained in using off described in Yaniv & Foster, 1995.) In sum, due to these counterthe "absolute percent error" which equals 100 * Խa Ϫ sԽ/ vailing objectives the criteria for evaluating the goodness of fit of a. This alternative method for normalizing the errors intervals are more complex and require a separate theoretical treatment.
has been prominent in the judgment and forecasting In Study 3, respondents formed aggregate judgments based on samples of eight input judgments, as in the example illustrated below. As in Study 1, various literature (Armstrong, 1985) . The mean absolute perschemes were fit to people's estimates. The larger samcent errors (Table 1) The sets of input intervals were randomly drawn from the pools of answers of Yaniv and Foster (1997) , as in
What is the number of students that attend the main university Study 1. Thirty subjects participated in the study; 10 in the capital city?
were assigned to each version. 
Analysis
Your best guess
The midpoints of the intervals in samples 1 and 2 As in Study 1, two schemes were fit to subjects' aggregate estimates: simple averaging and weighting. The are identical (A, C ϭ 16 and B, D ϭ 12). But in sample 1, the lower estimate (midpoint ϭ 12) is associated with use of larger samples however readily demonstrates a major weakness of the weighting heuristic that lies in greater precision whereas in sample 2 the higher estimate (midpoint ϭ 16) is associated with greater preci-its great sensitivity to opinions. For instance, in the question above, opinion F is extreme relative to the sion. Fifteen pairs of questions (like the one above) were others. Under weighting, opinion F would be assigned conclusions. The corresponding significance tests replicated the results above suggesting that trim and weight a large weight because it is stated with great precision. Therefore, it would strongly bias the resulting aggre-was better than either trimming (median), t (29) One important scheme of interest called trimming, Next, I examined the effects of alternative cutoff levels c for the trim and weight scheme. Note that as c is based simply on the median. The median operation, by definition, trims all opinions in the sample except increases the chances that an outlier will be found in a sample decreases. In this study, the percentage of for the one (or two) middle opinion(s) (depending on the number of opinions). Another scheme of major interest samples that included at least one outlier were 86, 55, and 17% for c values of 2, 4, and 8, respectively. The is trim and weight. With this scheme, the extreme opinions are trimmed and the remaining ones are weighted corresponding mean absolute percent errors for trim and weight were 40, 39, and 43%, respectively. The fit according to their precision. The trim and weight procedure for trimming is described here.
results of trim and weight seem fairly robust to changes of the cutoff level; with c ϭ 8 the fit of trim and weight For each interval estimate, an "extremity index" is calculated. Extremity is indicated by the measure Խx i Ϫ approaches the fit of weighting alone because in fewer samples any estimates are being trimmed. x w Խ/g i , where x i and g i are the midpoint and width of interval i; x w is the weighted average of all judgments
These results are consistent with the hypothesis that in aggregating judgments individuals weigh inputs acin the sample as defined in Study 1:
cording to their precision but trim those that are far from the "consensus." Some converging evidence for a
w i x i . trim and weight heuristic comes from the observation that subjects occasionally crossed out one or two of the input intervals provided to them. The deleted input An interval judgment i is trimmed if and only if Խx i Ϫ judgments tended to be either exceptionally wide interx w Խ/g i Ͼ c, where c is some cutoff point. Thus an interval vals or narrow, extreme intervals. Weighting and trimis considered outlying if it is both narrow and far from ming operations indeed assign low (or zero) weights to x w . With the trim and weight scheme, the aggregate these types of judgments. estimate is the weighted average of the estimates left in
In Studies 1 and 3, the effects of trim and weight and the sample after trimming. The scheme trim of weight of trimming alone were inferred from statistical fits of captures in a formal way the simple intuition that opin-aggregate judgments. The samples were drawn from ion F stands out as an outlier because it is both "narrow" the pools of estimates. There was no attempt to control and "far from the consensus." the frequency of outliers and the dispersion of judgStatistical demonstrations of the use of trimming for ments in the various samples; the frequency and occursamples drawn from heavy-tailed distributions (e.g., rence of outliers were representative of the population DeGroot, 1986, pp. 564-569) recommend trimming of from which they were drawn. For instance, 55% of the 10% to 20% of the data. Accordingly, I have chosen a random samples of size 8 included at least one outlier. cutoff level of c ϭ 4. This choice was made heuristically, (Note that the distribution in Fig. 1 implies that outlybased on Fig. 1 , which shows that 14% of the density ing judgments ought to be even more frequent in lies outside the limits Ϫ4 to ϩ4. The effects of two larger samples.) alternative cutoff points (c ϭ 2, 8) were also tested.
The advantage of this sampling approach is that it preserves the ecological validity of the research. Thus Results subjects were faced with sets of estimates that they might have been offered in realistic situations in reAs shown in Table 1 , the goodness of fit (based on the normalized error used in Study 1) was significantly sponse to these types of question. We will see in the second part of the investigation that this sampling apbetter for weighting than for simple averaging, t(29) ϭ 8.39, p Ͻ .001. Trimming (median) also provided a bet-proach also facilitates the evaluation of the normative accuracy of various schemes. The disadvantage of the ter fit than did simple averaging, t(29) ϭ 9.49, p Ͻ .001. Trimming did not differ from weighting, however. Trim sampling approach, however, is in the lack of control over the exact occurrence of outliers in the samples. In and weight (c ϭ 4) provided a significantly better fit than weighting alone, t(29) ϭ 5.26, p Ͻ .001, but did the next study a different approach was taken, whereby the occurrence of outliers in the samples was controlled, not differ significantly from trimming alone. The mean absolute percent errors (see Table 1 ) lead to similar so that the effects of trimming could be tested directly.
Study 4
questions, with the only difference being whether or not an outlier was included. The two versions of each The goal of Study 4 was to examine directly the idea question were assigned to different booklets. The rethat outlying inputs are given relatively low weights spondents (N ϭ 36) were undergraduate students who in aggregation. The following two changes were intro-received payment for their participation. They each duced. First, in addition to providing point and range completed one booklet. estimates, subjects also ranked the input opinions in As in the previous studies, subjects were asked for the order of importance they had assigned to them in their best aggregate estimates and best ranges. Then aggregation. Second, the number of outliers in each they were asked to rank the five estimates according sample was controlled by design. Two types of samples to the importance weights (highest to lowest) they had were used, ones that contained an outlier and ones that assigned them in aggregation. If two (or more) input did not. This made it possible to compare the ranks opinions were equally important, they could assign assigned to the outlier opinions under each condition. them the same rank. Two sample questions are shown below.
Results
In what year was the last major earthquake?
The two primary analyses involved the fits of various Opinions Ranks schemes and the ranks assigned to the estimates. (1 ϭ high to 5 ϭ low) assigned to outliers and nonoutliers. Outlying input judgments were assigned lower The questions above are identical with one exception: opinion C is an outlier in the first question but not in weights than the matching non-outliers; the mean ranks were 4.3 vs 2.4, respectively, t(35) ϭ 10.8, the second (although it has the same width in both). In constructing the materials for this study, we specifically p Ͻ .001.
The second goal of the analysis was to examine the selected samples of five judgments that included one outlier. An interval judgment with an "extremity index" relationship between the precision of estimates and their ranking. Generally, precision should correspond (see Study 3) greater than 4 was considered an outlier. For each sample with an outlier, an identical matching to ranking except for cases where a highly precise estimate happens to be an outlier in the sample. We consample of judgments was created in which the outlier was replaced with a non-outlier. The serial position of ducted a multiple linear regression analysis where ranking was regressed on two predictors: precision and the outlier opinion in the sample varied randomly across questions. Twelve pairs of questions were cre-outlier indicator. The precision variable was defined as the logarithm of g/g 0 , where g is the interval width and ated. Each pair consisted of two versions of the same g 0 the median width of the five estimates in the sample. two primary tasks in this study: (i) iterative sampling of opinions from the pools of interval estimates and (ii) Note that the magnitudes of the estimates varied for the various questions. The scaling by g 0 permitted analyses calculation of measures of accuracy and variability. across all questions. The outlier indicator is a zero/one Simulation Study variable that indicates whether a judgment is a nonoutlier (0) or an outlier (1) as they were defined in A computer program was built to simulate the longthe design of the study. The regression standardized run performance of various aggregation operations. The coefficients for precision and the outlier indicator were simulation draws random samples from pools of an-0.33 and 0.53, respectively, with t values of 8.3 and swers to real questions and then produces for each an 13.2, p Ͻ .001. The multiple correlation (R) for this aggregate estimate of the true answer. Suppose, for regression model was 0.33 (R 2 ϭ 0.11), F(2, 1437) ϭ instance, that the simulation draws two intervals "4-90.6, p Ͻ .001.
100" and "15-35" from the pool of estimates made about Overall Study 4 provides three kinds of results that the "number of American symphony orchestras" (Yatie together well. First is the comparison of the fit mea-niv & Foster, 1997). The simulation then calculates sures across the outlier and no-outlier conditions which an aggregate estimate for each scheme. For example, suggests that trimming operation is involved in aggre-simple averaging of the estimates in the sample above gation. Second is comparison of the ranks for the outlier yields 38.5, whereas weighting yields 29.7. The various and matched non-outlier estimates. And third are the aggregate estimates are then fitted to the correct anregression results which suggest that an interval's pre-swer, which happens to be 31 for this particular quescision and extremity index are significant predictors of tion. Because several samples are drawn from each the weight it receives in aggregation. Together these pool, the variability of the resulting aggregate estiresults provide consistent evidence for weighting and mates could also be calculated. The process is then retrimming operations in aggregation.
peated for the pool of answers concerning the next question (e.g., "height of Mount Everest"). The fit and
CONCLUSIONS
variability measures across all pools of answers are then assessed for significance. The four studies suggest that both weighting and trimming may be used in a contingent fashion in the Method aggregation of judgments. With minimal samples of size 2 (Study 1), weighting significantly improved the fit of This study consisted of 15 large simulation runs. In people's aggregate estimates in comparison with the each run, the sample size was fixed at either n ϭ 2, 5, simple average. With larger samples of size 5 or 8 (Study or 8. Also, in each run, eight samples were drawn with 3 and 4), weighting and trimming operations consis-replacement from each of the 42 pools of answers (i.e., tently improved the fit over weighting alone. Interest-a total of 336 samples per run). For each sample, statisingly, trimming (median) alone also provided a better tical estimates were calculated according to each of the fit relative to weighting. In Study 4, we obtained some aggregation schemes. The mean and variance of these direct evidence for weighting and trimming operations. statistical aggregate estimates were calculated across
The conclusions that emerge from the analyses of the samples from each pool of answers. As a measure aggregate estimates naturally lead to the second cen-of fit we used, as in Studies 1, 3, and 4, the normalized tral issue of this research, namely, the marginal contri-error Խt Ϫ sԽ/ g where t is the true answer to the question, bution of weighting and trimming procedures to the s is the mean of the statistical aggregate estimates accuracy of estimation.
across samples for a given question, and g the median interval width in the pool of the interval estimates made
NORMATIVE ACCURACY OF AGGREGATION
about the corresponding question.
SCHEMES
Results Suppose a decision maker adheres to particular aggregation heuristic. How accurate would he or she be The results shown in Table 2 are the average fits obtained from the simulation runs. To assess signifiin the long-run in comparison with someone else who adheres to another heuristic? The goal of the following cance, a binomial test was used. Pairwise comparisons among the various schemes were made using the 42 normative study is to assess the relative accuracy and variability of various schemes. The results of the study questions as replicates (recall that each question defined a pool of answers). A particular scheme was provide normative "benchmarks" for the usefulness of strategies that we fitted to people's aggregate esti-deemed better than another scheme if it yielded a better fit on a significant number of pools. With N ϭ 42 pools, mates. A computer simulation was used to perform the Lower percentages indicate a better fit.
The standard deviations for trim and weight did not differ from those for trimming alone. the critical value of N + is 27, p Ͻ .05, one-tail, by sign The simulation results show that schemes that protest. Thus, a scheme is better than another if it has a duce more accurate estimates also tend to have lower lower fit on (at least) 27 out of 42 pools of intervals.
variability. In particular, with samples of size 2, Accuracy of aggregate estimates. The relevant com-weighting dominates simple averaging because it proparisons among the schemes in Table 2 are within col-duces higher accuracy and lower variability. With samumn, separately for each sample size. Consistent with ples of size 5 and 8, trimming (median) as well as trim the fit measure shown in the table, weighting was better and weight dominate other schemes, as they have than simple averaging (for sample sizes of 2, 5 and 8, higher accuracy and lower variability. the N + values were 26, 27, and 27, respectively). The trimming operation (median) performed better than
GENERAL DISCUSSION
simple averaging on larger samples (for samples of sizes 5 and 8, the N + values were 28 and 29, respectively). Heuristics are ubiquitous in judgment and reasoning Similarly, trim and weight was better than simple aver-processes as they provide approximate, useful solutions aging (for samples of sizes 5 and 8, the N + values were to frequently occurring problems. Nevertheless, they 36 and 30, respectively). Trim and weight also outper-lead sometimes to serious, systematic errors through formed weighting alone (for sample sizes of 5 and 8, injudicious use . the N + values were 30 and 29, respectively). This observation is conducive to two divergent research These results indicate that weighting and trimming strategies. Researchers could investigate the "valid procedures for aggregating samples of judgmental esti-scope" of heuristics in attempt to delineate their usemates generally improve the accuracy in the estimation fulness across different situations to assess their generof true answers. The usefulness of these operations is ality. An alternative research strategy is to explore the contingent on the size of the sample of input judgments. First, with minimal sample size of 2, weighting provides rally, if two schemes are equally accurate, one might "limits" of heuristic thinking and to delineate the areas opinions without regard to their extremity in the sample. The relative fit results for various schemes (Studies where it fails. With the latter approach, special ques-1, 3, and 4) are consistent with the interpretation that tions or tasks are constructed so as to reveal situations decision makers (a) generally weight opinions according where the heuristics yield erroneous or illogical anto their precision in samples of 2 or more opinions and swers. These two approaches might be seen as comple-(b) trim extreme opinions in samples of 5 or 8. The mentary.
results should be viewed as suggestions for the operaThe work presented in this article involved the former tions that are involved in aggregating judgments. research approach. Accordingly the use of aggregation Additional evidence supporting this conclusion comes heuristics was considered across a variety of cases and from Study 2 which provides direct evidence that in samples. I reported two sets of results: the first was weighting two opinions, decision makers bias their agbased on empirical studies of decision makers' aggregagregate estimates in the direction of the more precise tion heuristics (Studies 1-4) ; the second came from a estimate. Also, Study 4 reveals that the ranking of the computer simulation of aggregation. The general coninput opinions in the sample (N ϭ 5) is directly related clusion that emerges from these two sets of results is to their precision, with the exception of the extreme that people seem to use aggregation schemes that are opinions (which are assigned low ranks even when warranted by the simulation results. stated with precision). The pattern of ranking revealed The rationale for using a computer simulation of agin this study is consistent with the trim and weight gregation was that the usefulness of any aggregation scheme which implies that an opinion is assigned a low scheme ultimately depends on the properties of the (or zero) weight either when it is stated coarsely or judgments that are being aggregated (e.g., the variabilwhen it is both precise and extreme. The results suggest ity of opinions, bias, and frequency of extreme opinions).
that cognitive heuristics involving weighting and trimThe present aggregation simulation sampled from pools ming operations are likely to play a role in people's of judgments that were obtained from respondents who aggregation of opinions. participated in an earlier study (Yaniv & Foster, 1997) .
It should be noted in passing that the present In that respect,the samples of estimates were ecologi-schemes can be elaborated on in various ways. For incally representative of the estimates that might be ob-stance, the weighting factor was proportional to the tained in daily life when seeking answers to questions. inverse of width (1/g). Alternatively, weighting could be The results of the aggregation simulation show that proportional to 1/log g or 1/g k (k Ͼ 0). Several weighting weighting and trimming operations improve the accu-systems have been explored in the course of data analyracy of aggregate estimates over simple averaging. sis and were not reported because they yielded indistinWhereas with small samples of opinions (e.g., 2 opin-guishable results from those obtained in weighting by ions) weighting improves accuracy, with larger samples 1/g. Similarly changing the cutoff level for the trim and (e.g., 5 to 16), trimming alone as well as the scheme weight scheme (from 2 to 8) had no qualitative effect called "trim and weight" outperform simple averaging. on our conclusions. I suggest that we are witnessing It appears that the usage of weighting and trimming here another case where human judgment is highly operations contingent on sample size dominates sim-robust to variations in modeling, as has been shown ple averaging.
numerous times in the literature on linear models of The results of the computer simulation presented human judgment (Dawes, 1979; here establish therefore norms that could be used as a 1975). The conclusion is that it might be sufficient to benchmark for assessing human behavior. In Studies consider the simpler instances of each family of descrip-1-4, decision makers formed a global opinion based on tive models. the opinions of several individuals. Conceivably there
Normative Implications is an infinite number of potential schemes that decision makers could use for aggregation. It is practically im-A notable finding from the simulation results is that possible to examine (or even specify) any great number a few judgments are sufficient to obtain most of what of them. This work has, therefore, been limited to exam-there is to be gained from aggregation. For instance, ination of a number of basic aggregation operations that the accuracy of aggregate estimates increases only to are likely to be the "building blocks" of more complex a moderate degree as sample size varies from 2 to 8 schemes. The fit results for judges' aggregate estimates opinions. This conclusion holds for weighting, trimming suggest that weighting and trimming operations are and for trim and weight. Several investigators have likely to be components of the subjective aggregation already noted that the majority of the gain from averagscheme. For instance, based on the fit results one can ing large numbers of opinions can be obtained by aggregating as few as two to five opinions (Ashton & Ashton, readily reject the hypothesis that people average all 1985; Libby & Blashfield, 1978; Hogarth, 1978) . At first of the estimates, thereby highlighting the need for computer simulations as a tool for normative study of aggreglance, it seems puzzling that additional data (i.e., opingation schemes. ions) do not boost accuracy to a greater extent. Moreover the relative success of the trimming (median) procedure-which by definition trims all observations except Cognitive and Social Issues for the middle opinion(s)-suggests that the magniWhereas the normative justification for trimming detudes of extreme opinions are dispensable. The followpends on the distribution of judgments about the true ing discussion provides an intuitive explanation of why answer, the cognitive reasons for trimming are more that might be the case.
diverse. One could attribute to the decision makers in Note that in forecasting, in general, the goal of taking our study a rational understanding of the distributional a sample of opinions is to estimate some external, logiproperties of the judgmental errors such as the thickcally independent quantity (e.g., tomorrow's temperaness of its tails and prevalence of outliers. An alternature). Hence, the sample mean does not necessarily tive possibility is that decision makers are not cognizant approach the true parameter in a lawful manner as of the properties of the inputs. Instead they simply dictated by the law of large numbers. In particular, engage a basic cognitive process that trims data as a consider the population of opinions about a given quespart of a generalized strategy of resolving inconsistenction and call the "mean judgment in the population" m ies and conflicts among input opinions by removing and the "true answer" t. The law of large numbers im-the dissonant data, whether justified or not. Whereas plies that the mean of a random sample of opinions removing inconsistent data is an anathema for retends to m as sample size increases. If m ϭ t, then searchers, it appears to be a rational heuristic in intuaccuracy should improve as sample size increases. How-itive aggregation of judgments given the distribution ever, if the mean opinion is biased relative to the truth of errors. (m t) then aggregation can boost accuracy only up to
The only basis for weighting opinions in this work the difference between t and m. Suppose the underlying was the precision of the input estimates (construed as bias Խm Ϫ tԽ is small relative to the standard deviation a proxy for confidence, Yaniv & Foster, 1995 , 1997 . of the opinions about their mean m-in this case the Because precision is to some degree correlated with gain from aggregation is expected to be substantial be-error, the weighting scheme improved accuracy over cause averaging will converge on a value close to the simple averaging. It might be noted that realistic envitruth; in contrast, when the bias is large relative to the ronments are sometimes richer and provide various standard deviation, the expected gain in accuracy from kinds of information about the judges. Thus decision aggregation is small (Einhorn et al., 1977) . makers might have available additional cues on which to base their weighting of the judgments, such as the The relative magnitudes of bias and standard deviajudges' expertise and the judges' reputation based on tion might vary across different questions within a their prior performance. The possibility of weighting study. Whereas for some questions the gain is substaneach opinion by multiple factors presents an interesting tial for others it might be minute. This perhaps explains theoretical problem; it also suggests a complicated cogthe common findings that aggregation of opinions tends nitive process for the decision makers who construct to improve accuracy but that the gain accrued diminthe weights (e.g., see Klayman, 1988 , on the learning ishes rapidly as sample size increases. In general, the of cues in a probabilistic environment). bases for weighting and trimming are contingent on the properties of the parent distribution of the judgmental errors. For instance, whereas trimming greatly con-CONCLUSION tributes to accuracy when the distribution of errors is heavy-tailed and symmetric, its effect on accuracy could
The aggregation of judgments under uncertainty is be lower with skewed or asymmetric distribution and a complex cognitive task yet a practical problem that even disappear in the case of a symmetric thin-tailed occurs in many decision making situations. Facing comdistribution of errors. It is conceivable also that the plex tasks, individuals often rely on heuristics that proadvantage of trimming relative to simple averaging vide approximate solutions. The results of the studies would be somewhat lower when the estimates are made here suggest that people rely on weighting and trimon a bounded scale (e.g., a Likert 7-point rating scale ming heuristics. The computer-simulated competition or a percentage scale).
suggests that these heuristics are indeed justifiable on In sum, the usefulness of aggregation of judgments the grounds that they increase the accuracy of estimation. is an empirical possibility that depends on properties Libby, R., & Blashfield, R. K. (1978) . Performance of a composite as
