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Abstract
Image similarity or distortion assessment is fundamental to a broad range of applica-
tions throughout the field of image processing and machine vision. These include image
restoration, denoising, coding, communication, interpolation, registration, fusion, classifi-
cation and retrieval, as well as object detection, recognition, and tracking. Many existing
image similarity measures have been proposed to work with specific types of image distor-
tions (e.g., JPEG compression). There are also methods such as the structural similarity
(SSIM) index that are applicable to a wider range of applications. However, even these
“general-purpose” methods offer limited scopes in their applications. For example, SSIM
does not apply or work properly when significant geometric changes exist between the two
images being compared.
The theory of Kolmogorov complexity provides solid groundwork for a generic infor-
mation distance metric between any objects that minorizes all metrics in the class. The
Normalized Information Distance (NID) metric provides a more useful framework. While
appealing, the challenge lies in the implementation, mainly due to the non-computable
nature of Kolmogorov complexity. To overcome this, a Normalized Compression Distance
(NCD) measure was proposed, which is an effective approximation of NID and has found
successful applications in the fields of bioinformatics, pattern recognition, and natural lan-
guage processing. Nevertheless, the application of NID for image similarity and distortion
analysis is still in its early stage. Several authors have applied the NID framework and the
NCD algorithm to image clustering, image distinguishability, content-based image retrieval
and video classification problems, but most reporting only moderate success. Moreover,
due to their focuses on specific applications, the generic property of NID was not fully
exploited.
In this work, we aim for developing practical solutions for image distortion analysis
based on the information distance framework. In particular, we propose two practical
approaches to approximate NID for image similarity and distortion analysis. In the first
approach, the shortest program that converts one image to another is found from a list
of available transformations and a generic image similarity measure is built on computing
the length of this shortest program as an approximation of the conditional Kolmogorov
complexity in NID. In the second method, the complexity of the objects is approximated
using Shannon entropy. Specifically, inspired by the Visual Information Fidelity (VIF)
approach a wavelet domain Gaussian Scale Mixture (GSM) model is adopted for entropy
computation. Moreover, we propose a tone mapping operator parameter selection scheme
for High Dynamic Range (HDR) images. The scheme attempts to find tone mapping
parameters that minimize the NID of the HDR image and the resulting Low Dynamic
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Range (LDR) image, and thereby minimize the information loss in HDR to LDR tone
mapping. The resulting images created by minimizing NID exhibit enhanced image quality.
When applying image information distance framework in real-world applications, we
find information distance measures often lead to useful features in many image processing
applications. In particular, we develop a photo retouching distortion measure based on
training a Gaussian kernel Support Vector Regression (SVR) model using information
theoretic features extracted from a database of original and edited images. It is shown
that the proposed measure is well correlated with subjective ranking of the images.
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Chapter 1
Introduction
Image similarity and quality measurement are fundamental problems in everyday image
processing applications. It is a basic task of Human Visual System (HVS) to note the
similarities and differences between images, perceive the quality of images or rank a set of
images based on similarity; however, this is not as easy with computers. Image similarity
measures account for the structural similarity information held in one image in relation to
another. An accurate image similarity measure can be used to compare images and retrieve
images based on their content. Furthermore, a perceptual similarity measure can be used
to estimate perceived image quality by measuring the similarity between the reference
and distorted images [1]. The most accurate method of measuring image quality is to
obtain opinions of human subjects which is time consuming and expensive and cannot be
incorporated into automatic algorithms. The goal of an automated (objective) perceptual
Image Quality Assessment (IQA) method is to accurately predict the quality of an image
as evaluated by human subjects. Thus, it is important to evaluate the performance of
an objective quality assessment method against existing subjective studies. Based on the
availability of a reference image (distortion-less image) for comparison with the distorted
image, IQA methods are divided into Full Reference (FR), Reduced Reference (RR) and
No Reference (NR) methods. The FR quality metrics are used when a reference image is
available for comparison. RR quality metrics attempt to predict the quality of the image
when only partial reference image information is available. This method can be useful in
reducing the required bandwidth of communication systems, by transmitting only certain
information from the reference image, which can be used to predict the perceptual quality
of the received images and to track visual degradations to control streaming resources [2].
The NR image quality assessment methods provide a blind assessment of the quality of the
image when no reference image is available. The main focus of this work is on FR image
1
similarity methods.
Traditionally, the most widely used form of image quality assessment was Mean Squared
Error (MSE) and its associated Peak-signal to Noise Ratio (PSNR). These are appealing
since they are easy to calculate and optimize and have clear physical meaning in most
signal processing applications. However, it has been long known that MSE and PSNR
are inconsistent with the HVS and that the MSE and PSNR scores do not reflect the
quality of an image as perceived by the HVS [3]. In the past few decades, there has been
a great deal of effort to develop an IQA method which is consistent with the HVS and
several successful methods have been proposed, most notably, the Structural Similarity
Index Measure (SSIM) [3] and, the Visual Information Fidelity (VIF) [4]. The SSIM is
currently the most highly cited algorithm for IQA used in most applications, and is based
on the hypothesis that natural images are highly structured, in the sense that the samples
of natural image signals have strong neighbor dependencies, and these dependencies con-
tain important information about the structure of an image. In this context, the HVS is
assumed to be an ideal information extractor that is sensitive to structural distortions and
compensates for non structural distortions by default and, thus, SSIM mimics the HVS
by capturing structural distortions such as additive noise or blur and lossy compression
that exists in distorted image compared to the reference image and compensates for non-
structural distortions such as luminance change, contrast change, Gamma distortion and
spatial shift which are usually caused by environmental conditions during the process of
acquiring the image [5]. Visual Information Fidelity (VIF) is another highly cited method
which provides a novel information theoretic approach towards the IQA problem. Visual
Information Fidelity uses Natural Scene Statistics (NSS) in conjunction with distortion
models and quantifies the Shannon information shared between the reference image and
the distorted image as seen by the HVS. Note that VIF is a fraction of the reference image
information that could be extracted from the distorted image [4].
Our work is largely inspired by the theory of Kolmogorov Complexity (KC). Kolmogorov
complexity based Normalized Information Distance (NID) provides a universal similarity
metric framework which is applicable to any two objects regardless of their type [6]. Kol-
mogorov complexity is non-computable and is usually approximated using a practical data
compressor. Normalized Compression Distance (NCD) is an approximation of NID using
a data compressor and is proved to hold metric properties and universality of NID up to a
constant. Normalized Compression Distance has many successful applications in the fields
of bioinformatics, pattern recognition and natural language processing [7]. Applications
of NID or NCD to image processing, image similarity measurement and image quality as-
sessment are still in their early stages, with several authors reporting limited success in
applying NCD to image retrieval [8], image clustering [9], and video classification [10].
2
1.1 Motivations
The motivation of our work is to imitate the HVS in capturing similarities among images
using a simple hypothesis: Visual scenes are highly redundant, the optic nerve is a limited
channel, and humans need to react quickly to changes in visual images. Therefore, an
efficient coding scheme is required in the HVS [11]. Based on the same hypothesis, Barlow’s
sensory coding principle asserts that information is encoded in the neural system such that
a minimum number of spikes are required to transmit a visual or audio observation to the
brain [12]. In a separate series of work relating this hypothesis to experimental data and
trying to model how the brain works, Attneave showed that the retina’s role is mainly to
get rid of redundancy in the visual world [11,13]. This hypothesis, Barlow’s efficient coding
principle, and the experimental results by Attneave draw some connections between the
biology of the HVS and description of images in their shortest form, in other words a non-
redundant code for describing the image as Shannon would call it, or an optimal statement,
the length of which is called its Kolmogorov complexity. This might be exemplified by an
image of 8 × 8 checkerboard and another image of the same checkerboard but with the
white and black squares exchanged. Humans quickly notice this change and find the two
image similar. However most existing image similarity measurement methods based on
pixel differences fail to recognize this similarity. When asked to describe the difference
between the two images, a simple description is usually given, to flip the color of all
squares. Kolmogorov complexity is a tool that provides a similar explanation. Given the
first image, Kolmogorov complexity looks for the shortest program to go to the second
one on the Universal Turing Machine (UTM), and one possible answer could be by simply
flipping the bits in the first checkerboard image.
The theory of Kolmogorov complexity provides a solid groundwork to build a universal
and generic information distance metric between any objects that minorizes all metrics in
the class [6]. Applications of the information distance metric to image processing are still
in the early stages and although several authors have done pioneering work on NID and
have applied it to image clustering [9], image distinguishability [14], content-based image
retrieval [8] and video classification [10] problems, most of these authors have reported
moderate success. Despite its success in bioinformatics applications, the metric remains
relatively undiscovered in the image similarity measurement field and by applying it to
images, improvements in image similarity and perceptual image quality assessment can be
reached.
3
1.2 Objective
The objective of this research is to explore potential applications of information distances
in the field of image similarity and image quality assessment, and develop novel frameworks
and algorithms for practical applications based on Normalized Information Distance.
1.3 Contributions
In this thesis we aim to introduce information distance framework into the field of image
similarity and image quality assessment, The major contributions of this thesis are as
follows:
• A practical framework for the approximation of NID is developed. Normalized Con-
ditional Compression Distance (NCCD), is a flexible and expandable framework that
uses a list of possible transformations that convert one image to another along with
an image compressor to approximate the non-computable Kolmogorov complexity
terms in NID, and in effect finds the simplest transformation of one image to another
in accordance with visual sensory coding principle. Two different implementations
of NCCD based on image compression and video compression are proposed and it is
shown that the NID based similarity framework has a wide range of applicability in
problems where most other image similarity measures fail.
• A NID based perceptual distortion analysis method is developed based on approx-
imating Kolmogorov complexity using Shannon’s entropy, and it is shown that the
method is competitive with state-of-the-art image quality assessment algorithms
when tested using subject-rated image databases.
• A parameter selection scheme based on entropy approximation of NID is proposed
for tone-mapping of High Dynamic Range (HDR) images, and it is shown that the
Low Dynamic Range (LDR) images tone-mapped using this scheme have enhanced
quality.
• A set of information distance based features which quantify a higher bound for the
average number of bits required to describe modifications carried out on a pair of
original and edited images is proposed, and it is shown that the features can be used
to predict perceptual scores for quantifying the impact of modifications carried out
on images when used along with a Support Vector Regression (SVR) tool that is
trained by human observer data.
4
1.4 Thesis Organization
The organization of the rest of the thesis is as follows: Chapter 2 discusses the background
of Kolmogorov complexity, normalized information distance and its applications in signal
and image processing and existing objective image quality assessment methods. Chapter
3 introduces Normalized Conditional Compression Distance (NCCD) framework for the
approximation of NID, proposes two implementations for it, and tests the applicability
of the framework on a wide range of applications including texture and face recognition.
Chapter 4 introduces two NID based frameworks by using Shannon entropy approximation
of Kolmogorov complexity. The first framework extends application of NID to perceptual
image quality assessment, and the second framework presents a parameter selection scheme
for tone-mapping operators which minimizes information loss in tone-mapping by finding
the optimum parameters for the operator of choice. Chapter 5 presents a set of information
distance based features which can be used by machine learning algorithms to quantify the
impact of modifications carried out on images. Finally, Chapter 6 concludes the thesis,
and discusses future research directions.
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Chapter 2
Literature Review
2.1 Kolmogorov Complexity
There are many ways to describe a given object by a finite string and a finite alphabet.
Assuming that all the strings are describing exactly the same object, a natural preference
is given to the shortest string, which is associated with the simplest description of the
object. Objects are simple if they have relatively short descriptions and are complex if
they have relatively long descriptions. To measure the relative simplicity or complexity of
the objects accurately, a framework is needed in which each string describes, at most, one
object with finite descriptions, providing for a countable set of descriptions and objects.
A descriptional complexity can be defined as the least number of bits required to transmit
a message x using a specification function D through a communication channel. However,
this definition relies on the specification function and the complexity can vary depending on
the choice of D. To be able to objectively compare descriptional complexity of an object,
we need the definition to be independent of any parameter other than the object itself.
The complexity can be defined under a general specification function which is assumed to
be universal and is optimal if a lower complexity is not achieved by any other method. To
have a useful specification method, D, we need this method to be executed in an effective
manner, which means it must be performable by mind or machine. The notion of effective
computation is characterized by partially recursive functions in mathematics [15]. The
optimal partially recursive function minimizes the description of every other function in
the set of partially recursive functions. If this function is denoted by D0, for any other
partially recursive function D there is an x which has a shorter description y under D0
than any description of x such as z under D. The length of the description of object x
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under D0 is defined as algorithmic complexity of x and is independent of the choice of the
specification functionD0 up to a constant. Partial recursive functions are intended to model
any function that can be calculated using a mechanical calculation device (or, alternatively,
a human mind) given infinite time and storage space. Alternatively, any function that can
be implemented through an algorithm is also considered as computationally effective and
partially recursive.
Kolmogorov complexity of an object is defined to be the length of the shortest program
that produces that object on a Universal Turing Machine (UTM) and halts [15]:
K(x) = min
U(p)=x
l(p) (2.1)
where U is UTM and p is the shortest program that produces the object x. Thus, K(x) is
the number of bits of information that can be retrieved from object x computationally. The
Kolmogorov complexity used throughout this text will be the “prefix” version, meaning
that none of the programs ran on the UTM to find the shortest program will be a prefix
to another. Note that we need to have object x produced from the shortest form x∗, but
we do not need to have a general compressor that compresses x into x∗. It is proven that
such a compressor does not exist [15], and Kolmogorov complexity is a non-computable
function. Hence, Kolmogorov complexity is a lower-bound on all computable functions of
all computable functions that compress object x into a shorter program.
The conditional Kolmogorov complexity K(x|y) of an object x given y is similarly
defined as the length of the shortest program p that produces the object x on a UTM, if
object y is given to the machine as side information:
K(x|y) = min
U(p,y)=x
l(p) (2.2)
Although both notations K(x) and K(x|y) are defined based on the UTM, both con-
cepts are machine independent up to an additive constant based on Church’s thesis, which
shows that the UTM is capable of simulating any machine that can be effectively com-
puted [15]. This means that the lengths of the shortest prefix program to produce an
object x in two programming languages, such as LISP and C++, are equal up to a con-
stant length, where the constant number of bits are used to implement one programming
language using the other.
An upper semi-computable function is defined to be a real-valued function f(x, y) such
that there exists a rational-valued recursive function g(x, y, t) which decreases in time and
has a limit as the time approaches infinity equal to f(x, y), and is defined to be lower
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semi-computable if −f(x, y) is upper semi-computable. The definition for upper-semi
computable functions may be written as:
• g(x, y, t+ 1) ≤ g(x, y, t)
• limt→∞ g(x, y, t) = f(x, y)
It is shown that functions K(x) and K(y|x∗) are upper semi-computable and that they are
non-computable [6].
The information content of x, contained in y is defined to be [15]:
I(y;x) = K(x)−K(x|y∗) (2.3)
The joint Kolmogorov complexity of two objects, K(x, y), is defined to be the length of the
shortest program which prints out objects x and y and also the way to distinguish between
the two. It is shown that the joint complexity is symmetric up to a constant [16]:
K(x, y) = K(x) +K(y|x∗) = k(y) + k(x|y∗) (2.4)
and hence with equality up to a constant “c” 1, we have:
I(x; y) = I(y;x) (2.5)
Interestingly, both of these relationships resemble those in Shannon information theory,
which is built upon statistical frameworks.
2.1.1 Information Distance
Much research has been done in similarity measurement among two objects. Depending
on the application, we are interested in clustering objects or ranking raw data, be it of any
type, based on their similarity and classifying them in groups that reflect their common
characteristics. However, to define a measure of similarity, we need an application inde-
pendent framework that formulates all the existing similarities between the two objects
1It is notable that in Kolmogorov complexity literature, most of the equalities and inequalities are said
to be true up to an additive constant which accounts for the length of a fixed binary program that is
independent of the variables, hence it is customary to show this constant with O(1), which resembles a
term of order one in complexity.
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while uncovering on dominant similar features. Such a framework is of course based on
inherent characteristics of objects and independent of the object type, and, hence, applica-
ble to similarity measurent of objects from different classes. A natural choice would be to
compare the binary strings that define the two objects on a UTM. The strings could have
different lengths since they are representing objects of a different nature. In our quest for
a similarity measure, we are interested in a framework which compares the information
content of the two binary strings; hence, it is apparent that the similarity measure would
be based on Kolmogorov complexity of the objects, carrying the essence of the objects in
a compressed form. Formally, there are several definitions for the information distance
based on Kolmogorov complexity. A preliminary form of information distance is defined
as follows [17]:
E(x, y) = max{K(y|x), K(x|y)} (2.6)
It follows from the definition that the information distance, E, is also upper semi-computable,
since we can run all the prefix programs p such that U(p, x) = y and p′ such that
U(p′, y) = x and find shorter programs until we obtain a limit |p| = E(x, y), with the
potential of spending an infinite amount of time in the process.
For the information distance to be appealing in applications, it is required to be a
metric. For a non-negative distance function D and a space X it is required that for every
x, y, z ∈ X we have:
• D(x, y) = 0 iff x = y (identity Axiom)
• D(x, y) +D(y, z) ≥ D(x, z) (triangle inequality)
• D(x, y) = D(y, x) (the symmetry axiom)
A set X which is provided with a distance function D that satisfies metric properties is
called a metric space. It was shown in [17], that E(x, y) is a metric up to an additive fixed
constant.
This definition of information distance has the property that it minorizes every admis-
sible distance up to an additive constant [17], where an admissible distance is a function D:
Ω×Ω→ R+ which is upper semi-computable, and symmetric. For every pair of x, y ∈ Ω the
distance D(x, y) is the length of a binary prefix codeword that is a program that computes
x from y, and vice versa, in the reference programming language, and Ω = {0, 1}∗ [6].
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2.1.2 Normalized Information Distance
Unnormalized information distance is not an accurate measure of similarity among objects
of different types, most importantly due to the fact that it cannot adequately compare
objects of different lengths. As an example, in the information distance previously intro-
duced, E(x, y), two strings of length 106 bits that are different by 103 bits are more distant
than two strings of the length 103 bits that are different by 103 bits. Thus, there needs to
be a type of normalization to compensate for the length of the two objects being compared.
Several attempts have been made to formulate a normalized version of information distance
with similar properties to E(x, y). Most notably Ming Li, et al, proposed two versions of
normalized distance in [6], one of which, widely known as Normalized Information Distance
(NID) is the central inspiration in our work.
The first attempt to normalize information distance is based on normalizing the sum-
mation of conditional complexities of the two objects by the joint complexity [6]:
ds(x, y) =
K(x|y∗) +K(y|x∗)
K(x, y)
(2.7)
Since it is known that I(x; y) = I(y;x) up to an additive constant, the above notation is
simplified to:
ds(x, y) = 1− I(x; y)
K(x, y)
(2.8)
It is shown that this distance satisfies the triangle inequality, up to a small error term and
maintains universality within a factor [6].
Another attempt for the normalization of information distance by the same authors is
shown to be more successful. It is formally known as Normalized Information Distance
(NID) and is shown to be precisely symmetrical and satisfies the identity axiom and triangle
inequality up to a precision of O(1/K(x)). Note that NID is defined as follows:
NID(x, y) =
max{K(x|y∗), K(y|x∗)}
max{K(x), K(y)} (2.9)
A thorough proof of these properties may be found at [6] and [15].
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2.1.3 Applications of NID
All the nice properties of NID necessitate non-computability of the Kolmogorov complexity
terms which are inherent to it. Although non-computable, Kolmogorov complexity is upper
semi-computable, meaning that given time, an implementation of UTM can run many
possible programs and find one of the short programs that produce the object x and use
its length as an approximation of the Kolmogorov complexity of the object. If the object
consists of a sequence of random coin flips, obviously the short form program x∗ that we
can find is not much shorter than the original sequence, but if it is supposedly the first
1010 bits of pi = 3.1415 · · · , we have a very short program to produce the object. Since
most of the strings of bits we deal with are random, there are precisely very few strings
which contain the kind of regularities that we are interested in, and these regularities may
be captured using natural compressors [7]. We may replace the unconditional Kolmogorov
complexity terms with compressors. As for the conditional Kolmogorov complexity terms,
they can be simply replaced by joint complexity using equation 2.4:
NCD(x, y) =
C(xy)−min{C(x), C(y)}
max{C(x), C(y)} (2.10)
This approximation of NID is called Normalized Compression Distance (NCD) and is shown
to have properties similar to NID with some margin for error [7]. Several successful appli-
cations of NCD have been reported in DNA sequence analysis and in creating phylogeny
trees for animals and languages [7].
Normalized Compression Distance has also been applied to audio processing applica-
tions and it has proven successful for genre classification of MIDI files. Four groups of MIDI
files with different genres were used to test the performance of the NCD. The Lempel Ziv
78 (LZ78) compression algorithm has been used to approximate NCD due to its simplicity
of implementation. For better classification, the authors remove number of bits required
to represent the codewords for blocks and use a simple measure of compressed object size
without unnecessary details. The four groups of MIDI files were fed into compressors
and were ranked according to NCD as well as a Support Vector Machine (SVM) and a
Statistical Language Model (SLM), both driven by bigram and trigram features. There
results show that NCD performed better than SLM and SVM in classification of the MIDI
files according to their genre [18]. Criticism of this work may be categorized into three
important groups. First, their choice of MIDI files is not balanced as they have a different
number of files in different groups. Second, their tendency to work with a simple coding
algorithm prevents them from using generally higher compression ratio compressors for
music, namely block-sorting compressors such as bzip2 and finally their choice of melody
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contours such as their decision on not including melody duration features in MIDI files
would also be of general importance.
Several authors have also used NID and NCD in applications such as clustering images,
content-based image retrieval and image distinguishability using different test sets and
different compression algorithms. In [9] the authors use bzip2 compressor to obtain a
distance matrix by calculating pairwise distances among objects of data set. The authors
have three different test sets, one basic test set consisted of images of three different letters
(A,B,C) varying position of the letter inside the image from top left, top right, bottom left
and bottom right with an image size of 256 × 256. Another test set was sixty images of
the three letters, twenty of each, with four rotations at ninety degree intervals. The image
size used in this test was 512× 512. The last test set consisted of fifty images of the three
letters (approximately fifteen of each) with unusual font styles and same image size as the
previous set. For all three cases, the authors tried Z-ordering as well as bit interleaving
and direct concatenation of images to estimate the NID. In all tests, direct concatenation
turns out with the best results. For the first test set, the experiment is quite successful
considering both minimum distances and average distance for clustering algorithm. In the
second test set also authors report an interesting success using average distances and direct
concatenation. The third set however, is a failure considering any type of NCD estimation
as well as using either minimum or average distances for clustering.
In [8], the authors explored possibility of using NID on content-based image retrieval
(CBIR). The idea in CBIR is to rank images based on their similarity to a query image.
To further increase possibility of detecting objects of interest located in different spatial
locations in two images, the authors propose partitioning the image into n blocks of equal
size, and then interleaving the blocks such that every pair of block appear next to each
other once. Using this partitioning, the distance between each measure is defined to be as
the following:
d(x, y) =
minj=1,2,··· ,n{max{(|c(xyj)| − |c(y)|), (|c(yxj)| − |c(x)|)}}
max{|c(x)|, |c(y)|} . (2.11)
NID was tested against uniform random retrieval as well as several feature based methods.
Five different image libraries were tested which consisted of different types of images. The
image sets included Texture, Letter, GroundTruth, IAPR-12 and Corel. Each image set
was tested using a special compression algorithm and images were ranked according to
their distance defined in equation 2.11 with the query image. The authors report very
promising results for detection of texture and letters via NCD.
In [14], the author tests NID with the famous Goldmeier test set and compares the
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Image NCD(x,y) NID(d)
Watermarked 0.64 0.71
Graffitized 0.57 0.61
Rotated 0.97 0.86
Table 2.1: Baboon compared to its watermarked, Graffitized and rotated version using
NCD
performance of NCD with several different compression schemes. He concludes that NCD
is not compatible with perceptual visual similarity. The author also conducts a simple
experiment that we reproduce in this paper. The idea is to compare the performance of
NID by directly estimating the numerator from subtraction of the two images or by using
NCD for an image that is rotated, watermarked, and graffitized. The original paper uses a
512× 512 image of lena to test the performance. We have regenerated the results using a
“bmp” type 512× 512 photo of Baboon. Using gzip compression algorithm in MATLAB,
we estimated NID by subtracting the original image from the test images and compressing
the resulted one-dimensional string as well as using NCD. The image was watermarked
using a free watermarking program called Invisible Ink and rotated via simple MATLAB
functions. Our general results seem to disagree with that of [14]. In both cases, NCD dis-
tinguishes the watermarked and graffitized image. This maybe because the author in [14]
uses a different watermarking scheme or because the graffitized image is more affected by
the modification. The results are shown in Table 2.1.
In [19] the authors propose to use complexity based analysis in Earth Observation
Imagery as an alternative to classical methods that require a priori data model and report
successful clustering of earth observation images as well as image artifact detection and
mining satellite image time series using NCD. In [10], the authors use NCD to classify
video based on genre and report a hit ratio of 95% for the method in searching compressed
video databases.
Normalized Information Distance was also proposed to be used in compression-based
image registration [20]. This work is based on the conjecture that the optimally registered
image would achieve the highest compression given the fixed image. Figure 2.2 shows the
main components of this process.
The metric in the registration process is of crucial importance and is a tool to quan-
tify the quality of alinement of the two image at each iteration. NID is used as a metric
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(a) Original (b) Watermarked 
(c) Rotated (d) Graffitized
Figure 2.1: NCD tests using images with geometric and compound distortions.
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Figure 2.2: Image registration using Normalized Information Distance [20].
in this process as opposed to Normalized Mutual Information (NMI) or the more com-
monly used Mutual Information [20]. The authors iteratively compress a moving image
given a fixed image using three different compression schemes. One scheme is based on a
JPEG2000 compression of the biggest rectangle that is common between the two images.
Another is based on a bzip2 compression of common sequences of the two images and,
finally, an approximation of Kolmogorov complexity using Shannon entropy. The paper
concludes that registration based on Shannon entropy is more accurate than the other two
compressor-based methods.
Other compression-based distances have also been proposed for texture classification
and texture similarity applications, notably in [21]. The main advantage of using such
distances over the commonly used methods is that these distances do not require domain
specific parameters and avoid problems such as over fitting, which are frequent in other
methods such as Gabor filtering. In [21], the authors propose a MPEG-based distance
which shows properties such as symmetry and positive definiteness and test the measure
against a variety of comprehensive data sets and report promising results.
2.1.4 Remarks
We reviewed the basics of Kolmogorov complexity and complexity based information dis-
tances. NID was studied as a metric that will be central to our work. Several applications
of NID and its practical estimation tool, Normalized Compression Distance (NCD), were
also reviewed. The broad range of applications of NID in DNA sequence analysis, lin-
guistics, audio and visual information processing, including image and video similarity,
encouraged us to further research applications of this framework in image similarity and
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quality assessment. Although many authors have reported moderately successful use of
NCD in classifying, clustering, and measuring similarity of objects, there is a research
opportunity in this area for formulating NID as a similarity index for images and by im-
proving NCD approximation. One possible criticism to the available literature in this field
is the approximation of NCD by replacing conditional complexity in its numerator with a
concatenation term. Although the relationship stands up to a constant in terms of Kol-
mogorov complexity, the replacement is not necessarily the best option for estimating the
conditional Kolmogorov complexity when a practical compressor is applied. More accurate
approximation of the conditional Kolmogorov Complexity may also be achieved by using
the relationship between Kolmogorov complexity and Shannon’s entropy, as authors in [22]
and [23] have suggested.
2.2 Image Quality Assessment
Objective quality assessment of videos and images is of fundamental importance to a broad
range of applications in telecommunication, machine vision, and image and video process-
ing. The goal of an objective quality assessment algorithm is to automatically predict the
quality of an image or a video clip in accordance with subjective human quality assessment.
Over the past decade, many algorithms have been proposed that have had significant con-
tribution to this field and many subjective image and video quality assessment databases
have been created based on the opinion of human subjects. Subjective image quality
databases are created to validate the performance of the objective algorithms based on
human judgment and compare the performance of different methods with each other. Sub-
jective studies are cumbersome and expensive since they usually involve a great number
of human subjects rating images which are corrupted by different types and levels of dis-
tortion by comparing them to reference images. The IQA algorithms are generally divided
into three categories of Full Reference (FR), Reduced Reference (RR) and No Reference
(NR) methods based on the availability of a reference image or partial information of the
reference image, for the assessment of the quality.
The quality of an image signal is traditionally evaluated based on the assumption
that it is the summation of an undistorted reference signal with an error signal. It is also
assumed that visibility of error signal has direct effect on the loss of perceptual quality. The
simplest implementation of this assumption is Mean Squared Error (MSE), which quantifies
the strength of the error signal. However images with different types and levels of visible
distortions could have the same MSE. In other words, MSE is not consistent with perceived
quality of the HVS, and despite being an easy tool for optimization, it cannot be used as
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an effective metric in IQA. To overcome this issue, traditional approaches in the literature
propose to weight different aspects of the error signal based on different assumptions on
error visibility, which are usually determined by psychophysical measurements in human
subjects or physiological measurements in animals [3].
A typical IQA method based on error weighting assumption is shown in Figure 2.3.
A pre-processing stage is common among such frameworks to eliminate known distortions
from the images being compared, and properly scale and align them with each other.
The IQA methods might also need to transform the reference and distorted images into
a color space which is more suitable for the HVS, or simulate point spread function of
the eye optics using a low pass filter. All of these functions are usually embedded in the
pre-processing stage [3]. The Contrast Sensitivity Function (CSF) is used to account for
the sensitivity of human visual system to different spatial and temporal frequencies that
are present in the visual stimulus. The images are then seperated into subbands which
are selective for spatial and temporal frequency as well as orientation, this stage is called
Channel Decomposition and is intended to simulate the neural responses in the primary
visual cortex [3]. The difference between the decomposed reference and distorted images
are then calculated and normalized according to a certain masking model, taking into
account many factors such as proximate in spatial or temporal location, spatial frequency,
or orientation. This is done at the Error Normalization block, where the error signal is
weighted by a space-varying visibility threshold, which is calculated based on the energy
of reference or distorted coefficients in a certain neighborhood and base-sensitivity for
that channel. This normalization converts the error into units of just noticeable difference
(JND). The last step of the quality assessment combines the normalized error signals over
the spatial domain of the image, and across different channels, this is called Error Pooling,
and usually involves calculating a Minkowski norm over the spatial domain or different
channels of error signal as follows:
E({el,k}) = (
∑
l
∑
k
|el,k|β)
1
β (2.12)
where el,k is the normalized error of the k − th coefficient in the l − th channel, and β is
a constant exponent which ranges between 1 to 4 [3].
This generic framework however, has many intrinsic limitations which make it unable
to predict a quality score consistent with the HVS. The most fundamental problem of this
framework is the definition of image quality itself [5]. There is no scientific evidence that
shows error visibility and loss of quality are directly correlated. Furthermore, many exam-
ples can be found that show that some types of distortions (e.g. contrast enhancement)
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Figure 2.3: Generic image quality assessment framework based on error sensitivity [3].
may be clearly visible but not so objectionable to the human eye. Another issue is that
error sensitivity models are designed to estimate the threshold at which a stimulus becomes
visible, however the assumption that such thresholds may be generalized to characterize
perceptual distortions are not generally supported by psychophysical studies [3]. Moreover,
most of the psychophysical studies conducted in the area are based on simple images such
as spots, or sinusoidal gratings, which cannot effectively model the complexity of natural
images. The use of Minkowski error in such frameworks also raises a problem since it comes
with the implicit assumption that the visibility of error at different locations is statistically
independent, where we know that in practice, strong correlation exists among different
subbands and in fact such correlations (and often redundancies) are used in modern com-
pression techniques to achieve higher compression ratios in image applications, compared
to traditional data compression approaches.
All of these intrinsic limitations of error sensitivity approaches towards the IQA problem
call for a need of different approaches which do not have such inconsistencies with the HVS
and are based on new assumptions which are more adapted to the psychophysical studies
carried out in this area.
In this chapter, we review two important objective quality assessment algorithms based
on new assumptions which are shown to be more consistent with the HVS and perform
consistently closer to subjective studies in predicting a quality score for different distorted
images we also review six widely cited subjective quality assessment databases, all of which
are to be used to validate our proposed method in the next chapters.
2.2.1 Structural Similarity Index Measure
Structural Similarity Index Measure (SSIM) is the most highly cited FR IQA method which
is based on the assumption that human visual perception is highly adapted for extracting
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Figure 2.4: Generic framework for SSIM measurement [3].
structural information from a scene [3, 5], and the structural dependencies embedded in
natural images carry a lot of important perceptual information for the HVS, especially when
it comes to spatial proximate and dependencies among different neighborhoods of a natural
image. Contrary to the error sensitivity approach, SSIM is a top-down approach which
tries to model the overall functionality of HVS by measuring the structural distortions to
achieve an image fidelity measure. To explore the structural information in an image, SSIM
separates the effect of luminance information from structural information since luminance
of the surface of an object which is being observed in the image is only the product of the
illumination and the reflectance, and does not carry any structural information. Similarly,
contrast information of the reference and distorted images are removed to provide a better
judgment of the structural information embedded in the images. Figure 2.4 shows a generic
framework for SSIM quality measurement.
Similarity measurement in this system is separated into comparison of luminance, con-
trast and structural information of images [3]. The luminance of the two images are
estimated by as means of intensity:
µx =
1
N
N∑
i=1
xi (2.13)
The luminance information of the image is then removed by subtracting the mean from
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the image x− µx, and a luminance comparison function l(x,y) is defined:
l(x, y) =
2µxµy + C1
µ2x + µ
2
y + C1
(2.14)
where C1 is a constant to avoid situations where µ
2
x + µ
2
y is close to zero and is chosen
to be C1 = (K1L)
2, where L is the dynamic range of the images and K1  1 is a small
constant [3].
Similarly, the contrast information of the image may be obtained using an unbiased
standard deviation estimator:
σx = (
1
N − 1
N∑
i=1
(xi − µx)2) 12 . (2.15)
The contrast comparison function is similar to the luminance comparison function:
c(x, y) =
2σxσy + C2
σ2x + σ
2
y + C2
(2.16)
where C2 = (K2L)
2 and K2  1. The images are then normalized by their corresponding
contrast information and the two normalized and luminance removed images ((x− µx)/σx
and (y − µy)/σy), are used for comparison of the structure. The structure comparison
function is defined as:
s(x, y) =
σxy + C3
σxσy + C3
(2.17)
where σxy is the cross correlation between images x and y and is estimated as:
σxy =
1
N − 1
N∑
i=1
(xi − µx)(yi − µy) (2.18)
and C3 is a constant similar to C2 and C1 [3].
Finally, the Structural Similarity Index Measure is defined as a combination of (2.14),
(2.16) and (2.17) as follows:
SSIM(x,y) = [l(x,y)]α.[c(x,y)]β.[s(x,y)]γ (2.19)
where α > 0, β > 0, γ > 0 are parameters which are used to adjust relative importance of
the corresponding components and are usually taken to be one. If we take C3 = C2/2, we
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can simplify the results as follows [3]:
SSIM(x,y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
(2.20)
The SSIM framework also has several qualities which make it consistent with well-known
properties of the HVS. For example it is shown that (2.14) is philosophically consistent
with Weber’s law, which is widely used to model light adaptation in HVS and also (2.16)
is consistent with contrast-masking features of HVS [3].
The SSIM framework also satisfies some conditions such as symmetry, boundedness,
and unique maximum which makes it an effective tool in similarity measurement [24]:
1. symmetry: SSIM(x,y) = SSIM(y,x)
2. boundedness: SSIM(x,y) ≤ 1
3. unique maximum: SSIM(x,y) = 1 if and only if x = y
In practice the SSIM index is calculated locally due to the fact that image statistics
are non-stationary in spatial domain, and the distortion type and strength might change
in different locations of the image. Another reason that makes local calculation of SSIM
and other IQA measures interesting is the fact that at typical viewing distances, only a
local area in the image can be seen with high resolution by the human observer, due to the
foveation feature of the HVS [25,26]. SSIM has been calculated using a 8×8 sliding square
window in [27] and [24], and an 11 × 11 circular-symmetric Gaussian weighting function
with standard deviation of 1.5 samples and normalized to unit sum in [3], and results in
both case are shown to be consistent with subjective evaluations of images. In most cases
a single overall quality score is calculated by averaging the local SSIM index maps:
MSSIM(X,Y) =
1
M
M∑
j=1
SSIM(xj,yj) (2.21)
where M is the number of local windows of the image, X and Y are the reference and
distorted images, and xj and yj are the image contents at the jth local window [3].
To incorporate image details at different resolutions, multi-scale framework for SSIM
has been proposed in [28]. In the multi-scale scheme, low-pass filtering and downsampling
by a factor of 2 is iteratively applied to the reference and distorted images, and the images
are indexed from scale 1 to M accordingly. Figure 2.5 shows this process in details. At
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Figure 2.5: Multi-scale SSIM measurement framework. L: Low-pass filtering, 2 ↓: down-
sampling by 2 [28].
each scale, the contrast comparison (2.16) and structure comparison (2.17) are calculated
and shown by cj(x, y), sj(x, y). The luminance comparison is only done at the Mth scale
and is denoted as lM(x,y). The overall SSIM score is then calculated by:
SSIM(X,Y) = [lM(x,y)]
αM .
M∏
j=1
[cj(x,y)]
βj [sj(x,y)]
γj . (2.22)
Similar to (2.19), the exponents αM , βj and γj determine the relative importance of
luminance, contrast and structure components in different scales. For simplicity, it is as-
sumed that αj = βj = γj and the exponent are normalized
∑M
j=1 γj = 1. The relative values
of the parameters across different scales are then determined by subjective testing based
on a table of images corrupted by twelve different types of distortions and decomposed at
five scales. It is concluded that an optimum fine-to-coarse scale weight may be achieved
by selecting the weights to be β1 = γ1 = 0.0448, β2 = γ2 = 0.2856, β3 = γ3 = 0.3001,
β4 = γ4 = 0.2363 and α5 = β5 = γ5 = 0.1333, for a five scale decomposition respec-
tively [28].
Inspired by the fact that local phase of natural images contains more structural in-
formation that magnitude, a Complex Wavelet form of SSIM index (CW-SSIM) is also
proposed in [1]. The CW-SSIM has the advantage that it is more robust towards small
geometric distortions, which are mainly considered as non-structural distortions, due to
the fact that rigid translations of image structures leads to consistent phase shifts [1]. In
complex wavelet domain, if cx = {cx,i|i = 1, 2, · · · , N} and cy = {cy,i|i = 1, 2, · · · , N}
represent two sets of coefficients corresponding to a local patch of the reference image and
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the distorted image respectively, then local CW-SSIM is defined as follows:
S˜(cx, cy) = m˜(cx, cy).p˜(cx, cy) (2.23)
=
(
2
∑N
i=1 |cx,i||cy,i|+K∑N
i=1 |cx,i|2 +
∑N
i=1 |cy,i|2 +K
)
.
(
2|∑Ni=1 cx,ic∗y,i|+K
2
∑N
i=1 |cx,ic∗y,i|+K
)
.
The first component, m˜(cx, cy), is determined by the magnitude of the coefficients and the
maximum value is achieved if and only if for all i we have |cx,i| = |cy,i|, which implies the
uniqueness. The second component p˜(cx, cy) is determined by the consistency in the phase
changes between cx and cy. When the phase difference between cx,i and cy,i is constant
for all i, it achieves its maximum value, one. The functionality of this phase component is
to capture image structural information since local image structure is maintained by the
relative phase patterns of local image frequencies and a constant shift in the phase of all
coefficients will not change the structure of the image [1, 5].
It has been shown that the CW-SSIM scheme is robust with respect to small scalings,
rotations, luminance shifts, and contrast changes and provides low scores to images contain-
ing structural distortions [5], which is consistent with the overall SSIM index philosophy
and is an improvement to the traditional SSIM schemes, which showed little robustness
towards such geometric distortions.
2.2.2 Visual Information Fidelity
Visual Information Fidelity (VIF) proposed in [4], is an information theoretic approach
towards the IQA problem. It is based on modeling the reference image as the output
of a random process, called the natural source. It then assumes that the output of this
random process is passed through a distortion channel which is intended to model the HVS.
The information content of the reference image is then quantified as being the mutual
information between the natural source and the output of the HVS channel. This is
assumed to be a quantification of the amount of information that the brain could ideally
extract from the reference image. The same measure is then quantified for the output signal
of natural source, which is passed through a distortion channel before being processed by
the HVS, and is similarly assumed to be the amount of information the brain could ideally
extract from the distorted image. The two information measures are then combined to
form a VIF score, which relates visual quality to relative image information and is shown
to be consistent with subjective scores [4]. Figure 2.6 demonstrates these elements in a
generic VIF framework.
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Figure 2.6: Generic Visual Information Fidelity framework [5].
Images and videos of three dimensional visual environment come from natural scenes,
which represent a small subset of all possible images. The VIF approach uses the Gaussian
Scale Mixture (GSM) model to account for the Natural Scene Statistics (NSS), which has
been shown to be an effective model for representing non-Gaussian marginal distributions
of the wavelet coefficients of natural images [29]. If c is a collection of M neighboring
wavelet coefficients from a local patch in a wavelet subband, it is modeled as a mixture of
random Gaussian vectors which have the same covariance structure Cu, but have different
weight scales. The mathematical representation of the vector c would be:
c =
√
zu, (2.24)
where u is a zero-mean Gaussian vector and
√
z is an independent scalar random variable
[29].
VIF also assumes a generic and simple image distortion model which is used to repre-
sent all types of distortions that may occur to the reference signal. The model describes
distortions as local combination of a uniform wavelet domain energy attenuation and an
independent additive noise:
d = gc+ ν, (2.25)
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where c and d are random vectors from a local patch in the reference and distorted images,
g represents a deterministic gain factor used to model for distortions such as blur, and ν is
an independent additive zero-mean white Gaussian noise with covariance Cν = σ
2
νI. The
distortion model provides a simple, yet effective approximation for all types of distortions
and has been shown to be very successful in VIF index over a wide range of distortion [4,30].
A stationary zero-mean additive white Gaussian noise process is used to model for the
internal neural noise of the HVS, thereby adding to both the reference coefficients c and
distorted coefficients d:
f = d+ n (2.26)
e = c+ n, (2.27)
where e and f denote the vectors of coefficients c and d in as perceived by the HVS and n
is an independent white Gaussian noise with covariance matrix Cn = σ
2
nI [4].
Based on the statistical model of the NSS, distortion channel, and human visual system
channel, the mutual information quantities are calculated as follows:
I(c; e|z) = 1
2
log2
|zCu + σ2nI|
|σ2nI|
(2.28)
=
1
2
M∑
j=1
log2(1 +
zλj
σ2n
);
I(c; f |z) = 1
2
log2
|g2zCu + (σ2ν + σ2n)I|
|(σ2ν + σ2n)|
(2.29)
=
1
2
M∑
j=1
log2(1 +
g2zλj
σ2ν + σ
2
n
).
In simplifying these expressions, an orthogonal eigenvalue decomposition of the covariance
matrix Cu has been employed, such that Cu = QΛQ
T and Λ is a diagonal matrix whose
entries are the eigenvalues λ1, λ2, · · · , λM . Local mutual information is computed at each
patch of each subband of the image, by estimating z, g and σν using maximum likelihood
estimators. Based on the assumption that the local patches are independent, the overall
mutual information is then computed by summing across these patches, and the VIF index
is defined as:
VIF =
I(C;F |z)
I(C;E|z) =
∑N
i=1 I(ci; fi|zi)∑N
i=1 I(ci; ei|zi)
(2.30)
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Figure 2.7: Generic IQA framework with the pooling stage [32].
VIF has been validated using a wide variety of distortion types, and has been shown to
be an effective measure of visual fidelity for both video and image quality measurement,
which is superior to other state-of-the-art image quality/fidelity measures [4, 5, 31].
2.2.3 Information Content Weighting Approach
Perceptual image quality assessment algorithms commonly share a two stage structure
which is based on local image quality/distortion assessment, and weighting and summing
the local quality/distortion into a single index which is usually called pooling. The pooling
stage is an important part of every IQA algorithm which has limited improvement in the
recent years, and is usually carried out using ad-hoc algorithms. Figure 2.7 shows a generic
two-stage framework of an IQA system with the pooling stage.
An optimal pooling strategy based on the information content of images is proposed
in [32]. The method uses the total perceptual information content estimated from the
reference image and the distorted image as a weight index for the quality score calculated
on local patches of the distorted image, and may be used with most IQA algorithms. The
framework for computing the information content is shown in figure 2.8, where R represents
the reference image and E represents the reference image as seen by the HVS, and similarly
D represents the distorted image, and F represents the distorted image as seen by the HVS.
The sum of mutual information between R, and E, and the mutual information between D
and F , minus the shared information between E and F is taken as an information content
weight for a local patch of the image:
ω = I(R;E) + I(D;F )− I(E;F ) (2.31)
Assuming that R = sU is a K column vector of GSM random fields with U being a zero-
mean Gaussian vector with covariance matrix CU, and a given scalar factor S = s, which
represents a group of K neighboring transform coefficients, and D = gR+V , E = R+N1,
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Figure 2.8: Diagram for computing information content [32].
and F = D +N2, where g is a scaling factor used to model distortions and V , N1 and N2
are independent white Gaussian noise vectors, used to model the lumped uncertainty of
the visual system and distortion respectively, the mutual information evaluations may be
simplified based on the determinants of the covariances [32]:
I(R;E) =
1
2
log2
[ |CR||CE|
|C(R,E)|
]
, (2.32)
I(D;F ) =
1
2
log2
[ |CD||CF |
|C(D,F )|
]
, (2.33)
I(E;F ) =
1
2
log2
[ |CE||CF |
|C(E,F )|
]
, (2.34)
where C is the covariance matrix, and the information content weight simplifies into the
following expression:
ω =
1
2
log2
[ |C(E,F )|
σ4Kn
]
, (2.35)
and |C(E,F )| is:
|C(E,F )| = |[(σ2ν + σ2n)s2 + σ2ng2s2]CU + σ2n(σ2ν + σ2n)I|. (2.36)
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(4.25) can be further simplified using an eigenvalue decomposition of the covariance matrix
CU = QΛQ
T , where Q is an orthogonal matrix and λ is a diagonal matrix with entries
λ1, · · · , λK :
|C(E,F )| =
K∏
k=1
{[σ2ν + (1 + g2)σ2n]s2λk + σ2n(σ2ν + σ2n)}. (2.37)
By plugging (2.37) into (2.35), we have:
ω =
1
2
K∑
k=1
log2
{
1 +
σ2ν
σ2n
+
(
σ2ν
σ4n
+
1 + g2
σ2n
)
s2λk
}
. (2.38)
The weight ω is completely based on evaluation of local information content, and the
covariance matrix CU, and other parameters involved in (2.38) like s and g are estimated
using a sliding window that runs across each subband [32].
The proposed weighting scheme can be incorporated into IQA algorithms with small
modifications and significantly improve the results [32]. As the simplest signal fidelity
measure, results of MSE are significantly improved by including the information weight
content in the algorithm. If xi,j and yi,j represent the i − th transform coefficients at the
j − th scale, and wi,j is the information content weight computed at the corresponding
location, IW-MSE is defined as follows:
IW-MSE =
M∏
j=1
[∑
i ωi,j(xj,i − yj,i)2∑
i ωj,i
]βj
, (2.39)
where M is the number of scales and βj is the weight given to the j − th scale in the
fine-to-coarse weighting of subbands as proposed in [28]. Similarly IW-PSNR is defined as
follows:
IW-PSNR = 10 log10
(
L2
IW-MSE
)
(2.40)
The information content weighting scheme has also been applied to the multi-scale SSIM
with consistent improvements in results [32]. If wj,i is the information content weight
computed at the i − th spatial location at the j − th scale, the j − th scale IW-SSIM is
defined as follows:
IW-SSIMj =
∑
i ωj,ic(xj,i, yj,i)s(xj,i, yj,i)∑
i ωj,i
, (2.41)
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for j = 1, · · · ,M − 1, and
IW-SSIMj =
1
Nj
∑
i
l(xj,i, yj,i)c(xj,i, yj,i)s(xj,i, yj,i) (2.42)
for j = M . The final overall IW-SSIM measure is then computed using the fine-to-coarse
scale weights introduced in [28] as follows:
IW-SSIM =
M∏
j=1
(IW-SSIMj)
βj , (2.43)
where {β1, · · · , βM} are selected according to [28].
The information content weighting scheme has been validated using six publicly avail-
able subject-rated image databases and the results of IW-PSNR and IW-SSIM are com-
pared to 13 other algorithms, all of which show significant improvement to the results [32].
2.2.4 Image Quality Databases
Human subjects can provide the best judgement for quality assessment of images. However,
subjective quality assessment of images is very cumbersome and often requires expensive
laboratory experiments which are time consuming and cannot be used to predict quality
of images in real time applications. In order to overcome these issues, the goal of objective
IQA algorithms is to predict the quality of images in agreement with subjective opinion of
human observers. Therefore to calibrate QA algorithms and validate their performance,
subject-ranked image databases are required. These databases can be used to train the
objective QA methods, or compare the QA methods’ performance with that of an average
human subject. There are currently six widely-cited subjective image quality assessment
studies which are available to the public for free, all of which validate the performance of
our proposed algorithm in the following chapters.
The Laboratory for Image and Video Engineering (LIVE) database consists of 29 orig-
inal reference images contaminated by five types of distortions at different distortion lev-
els. The distortion types include JPEG compression, JPEG2000 compression, white noise,
Gaussian blur and fast fading channel distortion of JPEG2000 compressed bitstream. A to-
tal of 982 subject-rated images are created from these distortions and the subjective scores
of all images are adjusted according to an alignment process in which a cross-comparison
of mixed images from all distortion types was done [32,33].
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The Tampere Image Database 2008 (TID2008) database consists of 25 original refer-
ence images contaminated by 17 distortion types at 4 different distortion levels. A total of
1700 distorted images are generated and rated by subjects. The distortion types include
additive Gaussian noise, additive noise where the noise in color components is more inten-
sive than the noise in luminance components, spatially correlated noise, masked noise, high
frequency noise, impulse noise, quantization noise, Gaussian blur, image denoising, JPEG
compression, JPEG2000 compression, JPEG transmission errors, JPEG2000 transmission
errors, non eccentricity pattern noise, local block-wise distortions of different intensity,
mean shift and contrast change [32,34].
The Categorical Image Quality (CSIQ) database consists of 866 distorted images cre-
ated from 30 original reference images using six types of distortions at four to five distor-
tion levels. CSIQ images are subjectively rated base on a linear displacement of the images
across four calibrated LCD monitors placed side by side with equal viewing distance to the
observer. The database contains 5000 subjective ratings from 35 different observers, and
ratings are reported in the form of DMOS. The distortion types include JPEG compres-
sion, JPEG2000 compression, global contrast decrements, additive pink Gaussian noise,
and Gaussian blurring [32,35].
The IVC database consists of 185 distorted images created from 10 original reference
images using four types of distortions including JPEG compression, JPEG2000 compres-
sion, Local adaptive resolution (LAR) coding, and Blurring. The database was created by
Ecole Polytechnique de l’Universite de Nantes [36,37].
The Toyama-MICT database consists of 196 images, including 168 distorted images
generated by JPEG and JPEG2000 compression at Toyama University [38].
The Cornell-A57 database consists of 54 distorted images with 6 types of distortions
including quantization with selective step size, additive Gaussian white noise, JPEG com-
pression, JPEG2000 compression with dynamic, contrast-based quantization algorithm,
which applies greater quantization to the fine spatial scales relative to the coarse scales in
an attempt to preserve global precedence, and blurring using a Gaussian filter [39].
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Chapter 3
Generic Image Similarity Metric
based on Kolmogorov Complexity
3.1 Normalized Conditional Compression Distance
When NCD was used to quantify image similarities, it did not achieve the same level
of success as in other application fields. For example, it was reported in [14] that NCD
works well when parts are added or subtracted from an image, but struggles when image
variations involve form, material and structure. We believe that this is mainly due to
the poor approximation of K(xy) using C(xy), which is often implemented by applying
a regular image compressor to the concatenation of two images. For example, when an
image is a ninety-degree rotated copy of another, concatenating two images would not
facilitate any efficient compression. To avoid this problem, we propose to approximate
the conditional Kolmogorov complexity in (2.9) directly by designing a conditional image
compressor denoted by CT , so that
K(y|x) ≈ CT (y|x) and K(x|y) ≈ CT (x|y) . (3.1)
This leads to a normalized conditional compression distance (NCCD) measure given by
NCCD(x, y) =
max{CT (x|y), CT (y|x)}
max{C(x), C(y)} . (3.2)
The critical issue is how to define the conditional compressor CT . Here we propose
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a practical solution by making use of a set of transformations that convert one image
to another. Let {Ti|i = 1, · · · , N} be the set of transformations, let Ti(x) represent the
transformed image when applying the i-th transform to image x, and let p(Ti, x) denote
the parameters used in the transformation. Each type of transformation is also associ-
ated with a parameter compressor, and Cpi denotes the parameter compressor of the i-th
transformation. We can then define our conditional compressor as
CT (y|x) = min
i
{C[y − Ti(x)] + Cpi [p(Ti, x)] + log2(N)} , (3.3)
where C remains to be a practical image compressor which encodes the difference between
y and the transformed image Ti(x), and the log2(N) term computes the number of bits
required to encode the selection of one out of N potential transformations.
The idea of finding the simplest transformation between two images is sensible from
the viewpoint of human visual perception, for which it has long been hypothesis that the
biological visual system is an efficient coder of the visual world [12]. For example, given
two images that are rotated copy of each other, our visual system would not interpret the
difference between them by directly differencing their intensity values (which requires a
large number of bits to encode the residual), but by estimating the amount of rotation
(which can be coded very efficiently).
3.2 Implementation based on Image Compression
An advantage of NCCD (as opposed to NCD) is that it provides a more flexible framework
so that different types of transformations can be included. The list of transformations can
also be incremental, in the sense that new transformations, when available, can be easily
added into the existing list, and expanding the list always improves the approximation
of NCCD to NID. Of course, exhausting all possible transformations is practically impos-
sible. However, by going through a handful of transformations, it may be sufficient to
appropriately cover most image distortions encountered in real-world applications.
Our current implementation of NCCD are as follows. First, we adopt the content
adaptive lossless image compression algorithm (CALIC) [40] as the base image compressor,
which achieves superior performance when compared with state-of-the-art lossless image
compression algorithms. CALIC is employed in computing the denominator of Eq. (3.2)
as well as the first term in Eq. (3.3). Since y − Ti(x) in Eq. (3.3) can generate negative
values and CALIC applies to grayscale images with positive intensity values only, the mean
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NCCD = 0.8121, SSIM = 0.4649, 
MSE = 73.4
NCCD = 0.2189, SSIM = 0.7059,
MSE = 49.8
NCCD = 0.3901, SSIM=0.8425,
 MSE = 78.4
NCCD =0.0091, SSIM = 0.9094, 
MSE = 105.5
Figure 3.1: Comparison of MSE, SSIM and NCCD measures using images distorted by
JPEG compression, blur, JPEG2000 compression and contrast reduction.
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intensity value of y − Ti(x) is shifted to mid-gray level before the application of CALIC.
Second, the types of transformations involved in the computation of CT include
• Global contrast and luminance change. This is computed by a pointwise intensity
transformation defined as s = α(r − r¯) + r¯ + β, where r and s are the intensity
values before and after the transformation, respectively, r¯ is the average value of r,
and α and β are the parameters that determine the degrees of contrast and mean
luminance changes, respectively. In a special case when α = 1 and β = 0, it reduces
to an identity transform, i.e., T (x) = x.
• Global Fourier power spectrum scaling. This transformation attempts to match two
images by scaling the power spectrum of one image in the Fourier transform domain.
Let X(ω) and Y (ω) be the Fourier transforms of x and y, respectively. We first find
the best linear transform parameters p1 and p2, such that ‖|Y (ω)|−(p1|X(ω)|+p2)‖2
is minimized. We then define the transform T (x) as the inverse Fourier transform of
p1X(ω) + p2.
• Global affine transform. This transformation tries to matching one image by apply-
ing a global affine transform to another. The transformation can be encoded using
six parameters and covers a variety of image changes including translation, scaling
(zooming in or zooming out), rotation, and shearing.
• Local registration transformation. This is implemented by aligning two images using
the coherent point drift registration algorithm [41] that allows for both rigid and
affine non-rigid transformations, or by aligning two images using the local affine and
global smooth registration [42].
Given a pair of images x and y for comparison, we attempt all the above transformations
from both x to y and y to x (multiple transformations are also allowed). This is important
because the values of K(x|y) and K(y|x) can be drastically different (and so do the values
of CT (x|y) and CT (y|x)). For example, converting the “Lena” image x to a blank image y
is easy (as y can be created by a very short program), but the opposite is not.
3.2.1 Experiment
The goal of our preliminary experimental work is to test the applicability of the proposed
NCCD implementation for various distortion types and compare it with existing measures
such as the mean squared error (MSE) and SSIM. Figure 3.1 shows four original images
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NCCD = 0.0189 NCCD = 0.4901 NCCD = 0.0016 NCCD = 0.021
Figure 3.2: Tests using images with geometric and compound distortions.
distorted with JPEG compression, blur, JPEG2000 compression and contrast reduction.
MSE appears to be a poor measure in this test, because the best quality image (contrast
reduced) that does not exhibit any structural distortion, results in the worst MSE value.
Both SSIM and NCCD works reasonably well, which give the best quality values (highest
SSIM and lowest NCCD) to the contrast reduced image.
In Fig. 3.2, the test images underwent certain geometric distortions, for which the
MSE and SSIM measures do not apply or cannot work appropriately. By contrast, NCCD
produces meaningful similarity evaluations. In particular, it works when the two images
are of different size and shape; it works if parts of an image are missing; it also works when
images are shifted and/or the black/white pixels are reverted. All of these demonstrate
the wider applicability of NCCD.
3.2.2 Divisive Normalization Transform
Due to the fact that the notion of Kolmogorov complexity treats all the bits in a program
equally, existing NID based approaches do not take into account the degree of perceptual
relevance of the information contained in the image. The HVS on the other hand is adapted
to match statistical properties of natural stimuli [12]. It is hypothesized that the early
sensory systems remove redundancy in the stimuli which results in a set of statistically
independent neural responses [43]. In this sense, it is necessary for the HVS to filter
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visual stimuli and it cannot treat the information in the stimuli signal equally. In order to
compensate for this problem, a theoretical decomposition of NID to perceptually relevant
information and residue has been proposed in the past [44]. The model is based on deriving
a vector of relevant information which can be used to reconstruct a lossy representation of
the image data. However, a practical framework for this decomposition is missing, leaving
the feature extraction and selection process to ad-hoc, application specific algorithms.
A practically more useful technique in removing redundancies in the stimuli signal
is by using efficient coding transforms. The advantage of using such models is having
a theoretical framework which ensures reducing perceptual and statistical dependence of
stimuli and represents perceptually relevant information of the signal [43]. Among many
nonlinear efficient coding transforms, Divisive Normalization Transform (DNT) has been
extensively studied in the past. It has been observed that this simple normalization of
elements by a weighted Minkowski combination of its neighboring elements can significantly
reduce the dependencies among elements of natural image [45].
Biological sensory systems are believed to have evolved to match the statistical prop-
erties of natural stimuli, and efficient coding principle provides a powerful explanation for
such an evolutionary optimization by asserting that sensory systems represent information
content of the stimuli subject to their inherent limitations [43, 46]. In order to model this
mechanism in the mammalian visual cortex, a set of sensory transforms have been proposed
in the past, all of which attempt to reduce statistical dependencies of stimuli signals for
more efficient signal transmission, representation, and processing [43]. The most simple
form of these transforms which was originally proposed to model non-linearities in neu-
rons of visual cortex [47] is Divisive Normalization (DN). Divisive Normalization is often
modeled as dividing the value of an image element divided by a weighted average of the
amplitudes of adjacent elements in spatial domain which resembles the neural response
model in the HVS. Previous studies have shown that DN can reduce statistical depen-
dencies among sensory signals [43,48], act as a maximum likelihood estimator in noiseless
data estimation [49], and play an important role in general decision making mechanism in
context-dependent scenarios [50]. Details on how DNT models are applied in our approach
will be described later.
3.3 Implementation based on Image Compression
In finding the shortest program which converts one image to another, all combinations of
transformations in the list must be accounted for. Since our list includes four transfor-
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mations, a total of sixteen combinations are tested. Transformations are applied in the
following order:
First global affine transform is used to globally align the two image. In order to achieve
this goal, a six-parameter affine matrix is found such that the SSIM value between the
transformed source image T0(X) and the target image Y is maximized. In finding this
transform, Matlab’s Genetic Algorithm Toolbox is used to find the global optimum to the
objective function. Algorithm 1 describes this procedure. The optimum matrix is then
applied to the source image and its length is added to the required transform parameters
in Eq. 3.3.
Once the images are globally aligned, a locally affine, globally smooth transform is
applied to the source image. Assuming fa and fb are local regions of the luminance channel
of the source and target images we have [42]:
cfa(x, y) + b = fb(m1x+m2y + tx,m3x+m4y + ty) (3.4)
where mi terms are affine parameters, and c and b are contrast and luminance change
parameters. Using this registration, the length of a two- dimensional vector field of local
geometric transformations must be included in transform parameters:
−→v (x, y) =
(
m1x+m2y + tx − x
m3x+m4y + ty − y
)
. (3.5)
Global contrast and luminance change transform can be modeled as a linear regression
problem, where α and β are selected to minimize mean squared error ‖Y −T0(x)‖2. Assum-
ing that the regression problem is formalized by T3(x) = LΓ, we have Γ = (L
TL)−1LTY ,
where:
Γ =
[
α
β
]
, L =
 (r1 − r¯) 1 +
r¯
β
...
...
(rN − r¯) 1 + r¯β
 , Y =
 y1...
yN
 .
Global Fourier power spectrum scaling is modeled in a similar way. Assuming T4(x) =
F−1{p1X(ω) + p2}, and the objective is to minimize ‖|Y (ω)| − (p1|X(ω)|+ p2)‖2, we have
P = (XTωXω)
−1XTω Yω, where:
P =
[
p1
p2
]
, Xw =
 |xω1| 1... ...
|xωN | 1
 , Yw =
 |yω1 |...
|yωN |
 ,
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and |xωi | and |yωi | are magnitude of fourier coefficients of source and target image respec-
tively.
Inspired by the redundancy reduction properties of divisive normalization, we use an
energy based form of DNT to create a perceptually uniform conditional image in the
spatial domain. Assuming that the target image X is given in the approximation of an
upper bound for conditional Kolmogorov complexity of the source image Y , we propose
normalizing the conditional image by the following locally adaptive factor:
T0
√
1 +
σ2x
C0
(3.6)
where T0 and C0 are constants and σ
2
x is the local energy of the given image computed
using an 11× 11 sliding Gaussian window with variance of 1.5. This normalization follows
the same logic as DNT, and helps reduce the perceptual redundancies in the conditional
image. Since the image X is presumed to be available to the decoding machine, the size of
this divisive normalization map is not required to be encoded in the approximation of con-
ditional Kolmogorov complexity. Furthermore, the proposed transform can be considered
as a lossy compression scheme, and with the proper choice for C0 and T0, the resulting nor-
malized image can be used to reconstruct the original image with high structural similarity
with the original image.
In order to approximate the conditional Kolmogorov complexity K(Y |X), all sixteen
combinations of the four transformations in the list are tested. For each combination of
the transformations, a transformed image Ti(Y ) is created. The target image X is then
subtracted from the transformed source image Ti(Y ), resulting in a difference image with a
dynamic range of [−127 : 127] which contains the conditional information required to loss-
lessly recover image Y if image X is available to the decoder. The difference image is then
divided by the proposed map in Eq. 3.6 to remove the redundancies among neighboring
pixels and transform it into a perceptually uniform space. Finally the result is shifted by
a constant in gray level and quantized into integer numbers. Figure 3.3, and algorithm 2
show the step by step process of deriving the final image and approximation of conditional
complexity. The new image which we call “Uniform image”, is a perceptually compressed
form of the original image Y on the condition that image X is available to the decoder.
The quality of the reconstructed image depends on the practical choice of parameters
T0 and C0. Figure 3.4 shows reconstruction examples of the sample image Y in Figure 3.3
for T0 = 2. It is evident that the choice of the parameter C0 can greatly affect the visual
quality of the reconstructed image, and as C0 increases the SSIM between the reconstructed
image and the original image increases. The optimum values for these parameters are tuned
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X
Y-X
Figure 3.3: Deriving the uniform image
using small datasets. In this work, we select T0 = 2 and C0 = 0.1 in our simulations.
Algorithm 1: Initial Registration of Source (Y ) to Target (X ) image
Data: Source (Y ) and Target (X ) Images
Result: Registered Source Image T (Y )
Step 1: Apply initial affine transform i = 0 to find T0(Y ) ;
Step 2: Calculate Objective function = 1− SSIM(Ti(Y ), X);
Step 3: Find affine matrix (M ) which minimizes Objective function of Step 2 using
Genetic Algorithm;
Algorithm 2: Approximation of K(T (Y )|X) using perceptually normalized differ-
ence image
Data: Registered Source (T (Y )) and Target (X) Images
Result: Approximation of K(T (Y )|X)
Step 1: Difference Image = T(Y) - X ;
Step 2: Perceptually Normalized Difference Image = Difference Image
T0
√
σ2x
C0
+1
+ 127;
Step 3: K(T (Y )|X) ≤ Size of Compressed Perceptually Normalized Difference
Image;
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Figure 3.4: Reconstruction of the encoded source image for various C0 values
- Estimation Transform Quantization Entropy Coding
Loop Filter
Inverse 
Transform
Inverse 
Quantization
Compressed
 Video
Raw Video
Figure 3.5: H.264 Coding Block Diagram [51]
3.4 Implementation based on Video Compression
Another possible implementation of NCCD is based on video compression. In this scheme,
the reference and test images are treated as subsequent frames of a video stream, and a
video encoder compresses the two frames by removing the spatial and temporal redundan-
cies among them, and therefore effectively expressing one image based on the other.
Currently the most widely used standard in video coding industry is H.264. Compared
with previous standards, H.264 achieves 50% improvement in compression, and substan-
tially improves perceptual quality [51,52]. Figure 3.5 shows the block diagram of the H.264
video encoder. The standard comprises several processing stages, which are fundamental to
a conditional compression scheme such as NCCD. Assuming that the input uncompressed
video is a two frame video composed of the reference and the test image, the estimation
stage attempts to identify and remove spatial redundancies in the reference image and the
temporal redundancies among the reference image and the test image in the subsequent
frame. This is done by dividing the image into macroblocks of size 16 × 16, and itera-
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tively finding a reference macroblock which is most similar to the one being processed.
The estimation is carried out on intra-frame scale to remove the spatial redundancies of
the reference image, and inter-frame scale to remove the temporal redundancies between
the reference image and the test image. The difference between the test image and its
prediction from the reference image is called residual error, and is transformed from the
spatial domain to frequency domain using an integer DCT transform. The residual coeffi-
cients along with motion vectors and other parameters required to reconstruct the image
in the decoder are then sent to an entropy encoder, which ensures that shorter length
codes are assigned to more frequent symbols [53]. In effect, this framework finds the most
efficient description of the test image given the reference image and acts as a conditional
compressor. The encoder also allows to choose between lossless compression and lossy
compression with user controlled quantization parameters, which can be used to remove
native psychovisual redundancies of the images. In the following sections, we use the H.264
based implementation of NCCD on texture classification and face recognition and compare
the results with those of Image compression based implementation and other compression
based distances.
3.5 Applications
3.5.1 Digit Recognition
The effectiveness of the proposed framework is demonstrated by a pattern matching test
used in [54], and comparing the results to those of MSE, SSIM and CW-SSIM. The dataset
used in the test is created from ten standard digit templates of size 32 × 32, as shown in
Figure 3.6. A total of 2430 distorted images (243 for each digit) is then created by shifting,
scaling, rotating, and blurring the standard templates. The images are then recognized
by comparing each distorted image with the ten standard templates. Table 3.1 shows the
recognition rate for image compression based NCCD as compared to MSE, SSIM, and CW-
SSIM. It can be observed that the recognition rate for Image compression based NCCD is
higher than those of MSE and SSIM. This is due to the fact that both MSE and SSIM are
very sensitive to small translations and geometric distortions, while NCCD compensates
for that in the preprocessing stage. On the other hand CW-SSIM slightly outperforms
NCCD because it is insensitive to small scaling and rotation of images, and it measures
structural similarity among images [54].
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Figure 3.6: Pattern matching. 2430 images are matched to the ten standard templates
using MSE, SSIM, CW-SSIM, and NCCD, and each image is recognized as belonging to
the category corresponding to the best similarity score. [54]
Table 3.1: Correct recognition rate [54]
Digit NCCD (%) MSE (%) SSIM (%) CW-SSIM (%)
1 100 84.0 76.1 100
2 96.3 65.4 45.3 98.4
3 90.9 49.4 47.7 97.1
4 93.5 63.8 41.6 100
5 91.2 47.7 18.5 96.3
6 96.6 56.4 42.0 97.9
7 92.9 68.3 60.9 94.2
8 97.4 49.8 39.1 99.6
9 91.9 59.3 51.4 100
0 90.2 51.4 46.5 93.0
All 94.1 59.6 46.9 97.7
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Figure 3.7: Classification of Heraldic Shields and Butterflies datasets by Image compression
based NCCD framework
3.5.2 Texture Classification
In order to demonstrate the performance of the proposed framework in texture classifi-
cation, we apply NCCD to a variety of texture datasets commonly used in the literature
and compare our results to two compression based distance methods. In the first step,
we classify two small dataset of images of various size and color, which are easy to verify
by observation. Figure 3.7 shows the result of clustering the Heraldic Shields and the
Butterflies [55] dataset. Both datasets contain 12 images of different sizes, which are hi-
erarchically clustered according to their similarity in texture using the linkage method. It
can be observed that the clustering is consistent with human intuition in both scenarios.
In order to compare the performance of NCCD with other compression based distance
methods, we perform leave one out classification experiments on a number of datasets used
in [55]. Classification reuslts on these datasets are then compared to those of CK-1 distance
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[55], and a sparsity based compression distance proposed in [56]. A brief introduction of
these datasets is presented in the following.
Tire Treads: This dataset is a collection of tire tracks, and contains 48 images of 3 tires
rolled in 16 different directions [55].
Brodatz Texture: This dataset is a collection of 1, 792 man-made and natural texture
images digitalized from a reference photographic album for designers [57].
Camouflage: This dataset is a collection of 80 random orientations of 9 modern US
military camouflage [55].
VTT Wood: This dataset is a collection of 200 images of wood which are classified into
two subset of healthy and defective woods with 40 types of wood defects [58].
VisTex: This dataset is a collection of homogeneous texture images and texture scenes
created by MIT Vision and Texture Group, which do not conform to rigid frontal plane
perspectives and studio lighting conditions [59].
In leave-one-out cross validation scheme, a query image is selected from the dataset and
all images in the dataset are ranked based on their distance to the query image in ascending
order. The first K images are used to develop a hypothesis about the type of the query
image. The hypothesis is then checked, and the performance of the classification method is
defined as the ratio of correctly classified images to the total number of the images in the
dataset. Figure 3.8 shows examples of retrieval of images from Brodatz dataset. In each
case the first image in the results is the same as the query image, and the following images
are closest images in distance to the query image. Figure 3.9 shows examples of retrieval
results of images from Camoflauge dataset. It is notable that although the dataset is in
color, the NCCD is capable of finding underlying similarities in both texture and color
of the images, and slight variations in color do not cause a significant distance among
images belonging to the same class. Results for classification of the above datasets using
NCCD and CK-1 as well as Sparsity Based Compression (SBC) distance method proposed
in [56], are provided in table 3.2. In this table we use leave-one-out scheme and 1-Nearest
Neighbor framework in order to have comparable results to those provided in [56]. It can be
observed that the performance of NCCD is comparable to, or better than state-of-the-art
compression based classification methods.
The video compression based implementation of NCCD requires approximately 5 sec-
onds to find the distance among a pair of 128 × 128 images on a core-i3 Intel processor.
The Image compression based implementation of NCCD requires 12 seconds to find the
distance between the same pair, which is longer due to the computationally expensive
preprocessing stage. Both implementations of NCCD in this thesis are relatively more
44
Q
u
e
ry
 I
m
a
g
e
R
es
u
lt
 I
m
a
g
e
s
F
ig
u
re
3.
8:
Im
ag
e
re
tr
ie
va
l
in
B
or
d
at
z
[5
7]
D
at
as
et
b
y
Im
ag
e
co
m
p
re
ss
io
n
b
as
ed
N
C
C
D
45
Q
u
e
ry
 I
m
a
g
e
R
e
su
lt
 I
m
a
g
es
F
ig
u
re
3.
9:
Im
ag
e
re
tr
ie
va
l
in
C
am
ofl
au
ge
[5
5]
D
at
as
et
b
y
Im
ag
e
co
m
p
re
ss
io
n
b
as
ed
N
C
C
D
46
Table 3.2: Classification performance of various datasets using NCCD, CK-1 [55], and
SBC [56]
Dataset NCCD (%) H.264 NCCD (%) CK-1 (%) [55] SBC(%) [56]
Brodatz [57] 73.2 70.1 54.0 76.2
Camouflage [55] 81.9 73.0 87.5 87.0
Tire tracks [55] 93.8 89.5 79.2 79.2
VTT Wood [58] 91.9 88.0 80.5 85.2
VisTex [59] 39.3 42.0 32.9 N/A
computationally expensive than rival methods such as CK-I, and SBC which use MPEG-I
video encoder and dictionary based sparse coding as measures for complexity. However, in
general the proposed implementations have wider applicability in scenarios such as global
and local geometric distortions, where the rival methods cannot be applied. For practical
applications, the implementation could be sped up by the use of Graphical Processing Unit
(GPU) programming techniques, which can significantly reduce the processing time.
3.5.3 Face Recognition
In this section, we test the two implementations of NCCD for face recognition on two of the
widely cited databases in the literature. Face recognition is essential in many applications
such as law enforcement, surveillance and security, and image retrieval. Many algorithms
and databases have been developed which report success in recognizing faces under different
illumination, pose and occlusion conditions.
In order to demonstrate performance of NCCD in face recognition applications, we
apply the distance to AT&T [60] and Yale [61] face datasets, and compare our results to
those of CK-1 [55] and SBC [56] compression distances. AT&T [60] dataset consists of
images of 40 individuals in 10 different poses, taken under different illumination conditions
and facial expressions and details. Yale face dataset [61] contains 165 grayscale images
in GIF format of 15 individuals. There are 11 images per subject, one per different facial
expression or configuration: center-light, w/glasses, happy, left-light, w/no glasses, normal,
right-light, sad, sleepy, surprised, and wink. Figure 3.10 shows examples of image retrieval
in AT&T dataset. To create this figure, the NCCD between the query image and every
image in the dataset is computed, and images in the dataset are ranked according to their
mutual NCCD score with the query image in ascending order. The first image in the result
images is the same as the query image, since NCCD between the image and itself is, as
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Table 3.3: Clustering performance of AT&T and Yale face datasets using NCCD, CK-1 [55],
and SBC [56]
Dataset NCCD (%) H.264 NCCD (%) CK-1 (%) [55] SBC(%) [56]
AT&T [60] 82.8 70.1 76.5 81.6
Yale [61] 73.1 73.9 64.1 65.9
expected, close to zero. It is also notable that in cases where NCCD fails to find a match
of the same face in a different position, the retrieved image has a visual resemblance to
the query image. For instance, if the person in the query image is wearing glasses, the first
ten faces retrieved from the dataset are wearing glasses. Figure 3.11 shows examples of
image retrieval in Yale face dataset. The images are ranked similar to the AT&T example.
It is evident that NCCD is capable of distinguishing individual faces with different facial
expressions in presence of occlusions such as glasses.
Similar to [56], we test NCCD framework by measuring its clustering performance on
AT&T and Yale face datasets. For each image in the dataset, a distance vector is created
based on NCCD among the image and all other images in the dataset. These vectors are
then inserted into the rows of a N×N NCCD matrix, and the matrix is used by a standard
spectral clustering algorithm [62] to create a vector of cluster labels. The labels are then
used to predict the accuracy of the framework using Hungarian algorithm [63]. Table 3.3
shows the results of clustering AT&T and Yale face datasets using NCCD compared to
CK-1 and SBC as reported in [56].
3.6 Summary
In this chapter, we aim to develop a generic image similarity measure based upon the
theoretic groundwork of Kolmogorov complexity and the NID metric. The most impor-
tant contribution of this chapter is to propose a practical framework of NCCD for the
approximation of NID. The framework is flexible and expandable to include any image
transformations that may help find the shortest description that converts one image to
another and vice versa. Two different implementations of the framework are also proposed
and tested. Although the first implementation and experimental work is only preliminary,
the resulting similarity measure works properly in a wide variety of scenarios. To the best
of our knowledge, no existing image similarity measure has achieved the same level of wide
applicability. One limitation of this framework is the fact that according to Kolmogorov
complexity, all the bits in the definition of images are equally important. However, this
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is not the case in HVS, which does not perceive the stimuli equally. Another important
contribution of this chapter is the incorporation of the Divisive Normalization Transform
(DNT) into the NCCD framework as a nonlinear model to remove statistical redundancies
among natural images in finding perceptually relevant information content of the image.
We have also made use of the power of H.264 video encoder to approximate conditional
compression terms in NCCD. Advantages of using a modern video encoder such as H.264 as
conditional compressor in the NCCD framework include a wider range of transformations
for NCCD framework, efficient compression of transform parameters and flexible control
over quantization parameters of both images. NCCD is a generic framework which allows
for applications in a wide range of scenarios where many other rival methods cannot be
applied. This includes large global and local geometric distortions among images, contrast
and luminance change, blur, and over-sharpening. The framework can also be extended
to include more distortions, and the specific algorithm for practical applications can be
designed with computational complexity in mind. The proposed algorithms are tested in
digit recognition, texture classification, and face recognition applications.It is shown that
NCCD-based methods are competitive when compared with state-of-the-art compression
based image similarity measures.
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Chapter 4
Entropy Approximation of
Kolmogorov Complexity with
Applications
In this chapter we use Shannon entropy to approximate the non-computable Kolmogorov
complexity of images and compute NID. The Shannon entropy approximations of NID are
applied in two applications. The first employs wavelet domain Gaussian scale mixture
model to present a perceptual image quality measure. The second allows us to choose
parameters in tone-mapping operators that minimize the information loss in High Dynamic
Range (HDR) to Low Dynamic Range (LDR) conversion.
4.1 Shannon Entropy and Kolmogorov Complexity
Shannon entropy provides a practically useful approximation of Kolmogorov complexity
and largely simplifies the implementation of algorithms motivated from Kolmogorov com-
plexity theory. In spite of the fact that Kolmogorov complexity and Shannon entropy
are inherently different, it has been shown that they are equivalent for a wide class of
information sources.
Assuming stationarity and ergodicity for a source with probability measure µ, the
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following equivalence theorem applies [64]:
lim
n→∞
K(xn)
n
= H(µ) (4.1)
Where xn is an object of the source X and n shows the length of the object, with K(xn)
being Kolmogorov complexity of the object. It can be shown that in the cases that the
source is not ergodic, the theorem can hold true if an expectation term is introduced on
the Kolmogorov complexity [65]:
lim
n→∞
E(K(xn))
n
= H(µ) (4.2)
The above result has been generalized for any computable probability mass function f(x) =
P (X = x) on sample space χ = {0, 1}∗ with entropy H(X) = ∑x f(x)log1/f(x) [66]:
0 ≤
(∑
x
f(x)K(x)−H(X)
)
≤ K(f) +O(1). (4.3)
Therefore, for any computable distribution f , the shortest program x∗ which produces
the string x of the distribution and its length is equal to the Kolmogorov complexity of
the string, compresses on average at least as much as the Shannon-Fano code for f , and
guarantees that the expected Kolmogorov complexity of the source is close to the entropy
of the source.
In this chapter, we use (4.1) to estimate of Kolmogorov complexity of in transform
domains, and (4.3) to estimate Kolmogorov complexity of images in the spatial domain.
4.2 Normalized Perceptual Information Distance for
Quality Assessment of Images
Image distortion analysis is a fundamental issue in many image processing problems, in-
cluding compression, restoration, recognition, classification, and retrieval. Traditional im-
age distortion evaluation approaches tend to be heuristic and are often limited to specific
application environment.
In this work, we investigate the problem of image distortion measurement based on
the theory of Kolmogorov complexity. To assess the distortions between two images, we
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first transform them into the wavelet transform domain. Assuming stationarity and good
decorrelation of wavelet coefficients beyond local regions and across wavelet subbands, the
Kolmogorov complexity may be approximated using Shannon entropy [67]. Inspired by [4],
we adopt a Gaussian scale mixture (GSM) model for clusters of neighboring wavelet co-
efficients and a Gaussian channel model for the noise distortions in the HVS. Combining
these assumptions with the NID framework, we derive a novel Normalized Perceptual In-
formation Distance (NPID) measure, where maximal likelihood estimation and least square
regression are employed for parameter fitting. We validate the proposed distortion mea-
sure using three large-scale, publicly-available, and subject-rated image databases, which
include a wide range of practical image distortion types and levels. Our results demonstrate
the good prediction power of the proposed method for perceptual image distortions.
4.2.1 Proposed Framework
Images captured using devices which operate in visual spectrum are classified as natural
scenes. Natural scenes are part of an extremely small subset of all possible images, and
their statistics is often the subject of interest in many image processing applications such
as compression, denoising and texture analysis [4]. Natural Scene Statistics (NSS) is often
modeled as output of a stochastic source [68] and it has been used in designing NR [69]
and FR information-theoretic IQA methods [4]. In quality assessment applications, natural
images of perfect quality are modeled as outputs of a random process, the perceptual quality
is quantified by a measuring a shared quantity such as mutual information of the distorted
image and reference image.
Our proposed framework uses NID to quantify the perceptual quality of an image as
compared to its reference image. In order to estimate the non-computable Kolmogorov
complexity terms in NID, we need to use Shannon entropy as an upper bound on the
Kolmogorov complexity of the image. The equivalence theorem introduced in section 4.1
states that for Kolmogorov complexity of an infinitely long string to converge to Shannon
entropy, the source distribution must be stationary and ergodic. In general, stationarity
and ergodicity are not good assumptions of image signals in spatial domain, thus we are
interested in transform domain representations of images, where more reasonable assump-
tions may be made. Specifically, we transform the reference and distorted images into the
wavelet domain, and assume stationarity, decorrelation and local independence among the
image subbands. Based on these assumptions we have:
K(x|y) =
n∑
i=1
K(xn|yn) (4.4)
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where K stands for Kolmogorov complexity of the images and xn and yn are the corre-
sponding wavelet subbands of the reference and distorted image, respectively. Based on
(4.4) the NID can be reformulated into:
NID(x, y) =
max{∑ni=1K(xn|yn),∑ni=1K(yn|xn)}
max{∑ni=1K(xn),∑ni=1K(yn)} (4.5)
Based on the stationarity and independence assumptions for wavelet coefficients, we may
re-write (4.5) in Shannon entropy framework based on (4.1):
NIDs(x, y) =
max{∑ni=1 H(xn|yn),∑ni=1H(yn|xn)}
max{∑ni=1 H(xn),∑ni=1H(yn)} (4.6)
to further simplify the results and inspired by the VIF method introduced in [4], we adopt
a wavelet domain GSM model for natural scene statistics. We also use the same distortion
and HVS models used in [4].
A Gaussian Scale Mixture (GSM) is a random field which is represented as a product
of a zero-mean Gaussian random vector U , and an independent scalar random field, S. In
this sense, the GSM, C is defined to be C = {−→C i : i ∈ I}, where I is the set of spatial
indices for the random field [4], and:
C = SU = {Si−→U i : i ∈ I} (4.7)
where S = {Si : i ∈ I} is a field of random scalars and U = {−→U i : i ∈ I} is the random field
of Gaussian vectors. It is easy to show that with the above assumption, the
−→
C i vectors
are normally distributed and independent given the random scalar s, which makes GSM
easier to use in modeling clusters of coefficients of image subbands. It has also been shown
that GSM is capable of modeling important statistical features of natural images, such as
heavy-tailed marginal distributions of the wavelet coefficients of natural images and non-
linear dependencies among them [4]. This makes the GSM model more appealing for our
application.
In the case that C is a GSM representing a cluster of coefficients in a natural image we
have:
E = C +N (4.8)
F = D +N ′ (4.9)
where N and N ′ are random fields of uncorrelated multivariate Gaussian noise that rep-
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resent the internal neural noise in the HVS. D is a distortion model comprised of a signal
gain and additive noise:
D = gC + ν = gsU + ν (4.10)
and E and F are the clusters of coefficients in the reference and the distorted images,
respectively [4]. Figure 4.1 shows a graphical representation of this model.
Let
−→
C j = (
−→
C1, . . . ,
−→
CN)j represent N elements of a subband Cj, and
−→
D j,
−→
E j,
−→
F j be
defined correspondingly. Assuming that SN = sN and is given for all the variables1, then
NIDS becomes:
NIDs(E,F ) =
max{∑nj=1 H(−→E j|−→F j),∑nj=1 H(−→F j|−→E j)}
max{∑nj=1H(−→E j),∑nj=1 H(−→F j)} (4.11)
which can be further simplified into:
NIDs(E,F ) = 1−
∑
j I(
−→
E j;
−→
F j)
max{∑j H(−→E j),∑j H(−→F j)} (4.12)
Since both
−→
E j and
−→
F j are continuous random variables, direct calculation of their en-
tropies is difficult while their differential entropies do not provide adequate measures of
their information content. To overcome this problem, we use the information content con-
tained in the source
−→
C j as the baseline and replace H(
−→
E j) and H(
−→
F j) with I(
−→
C j;
−→
E j)
and I(
−→
C j;
−→
F j), respectively, which quantify the information content that is perceived by
the HVS in the original and distorted images. We then define a Normalized Perceptual
Information Distance (NPID) as:
NPID(E,F ) = 1−
∑
j I(
−→
E j;
−→
F j)
max{∑j I(−→E j;−→C j),∑j I(−→F j;−→C j)} (4.13)
A Normalized Perceptual Information Similarity (NPIS) can be defined as:
NPIS(E,F ) = 1− NPID(E,F ) =
∑
j I(
−→
E j;
−→
F j)
max{∑j I(−→E j;−→C j),∑j I(−→F j;−→C j)} (4.14)
1 hence .|sN is dropped in all notations
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(4.14) can be further simplified by using the fact that
−→
E j and
−→
F j are Gaussian for
given s and the mutual information of correlated Gaussians can be calculated based on the
determinants of the covariances [32]:
I(
−→
E j;
−→
F j) =
1
2
log2[
|CE||CF |
|C(F,E)| ] (4.15)
I(
−→
E j;
−→
C j) =
1
2
log2[
|CC ||CE|
|C(C,E)| ] (4.16)
I(
−→
F j;
−→
C j) =
1
2
log2[
|CC ||CF |
|C(C,F )| ] (4.17)
Covariance matrices of C, D, E and F are respectively computed to be [32]:
CC = s
2CU (4.18)
CD = g
2s2CU + σ
2
νI (4.19)
CE = s
2CU + σ
2
nI (4.20)
CF = g
2s2CU + (σ
2
ν + σ
2
n)I (4.21)
and we also have:
|C(E,F )| =
∣∣∣∣ CE CEFCFE CF
∣∣∣∣ , (4.22)
|C(C,E)| =
∣∣∣∣ CC CCECEC CE
∣∣∣∣ , (4.23)
|C(C,F )| =
∣∣∣∣ CC CCFCFC CF
∣∣∣∣ . (4.24)
It can be easily shown that: CC = s
2CU , CEF = CFE = gs
2CU, CCE = CEC = s
2CU
and CCF = CFC = gs
2CU. Thus (4.22) - (4.24) can be written as:
|C(E,F )| = |[(σ2ν + σ2n)s2 + σ2ng2s2]CU + σ2n(σ2ν + σ2n)I| (4.25)
|C(C,E)| = |σ2ns2CU| (4.26)
|C(C,F )| = |(σ2ν + σ2n)s2CU| (4.27)
Since CU is a symmetric matrix, a further eigenvalue decomposition can be applied, which
gives CU = QΛQ
T , where Q is an orthogonal matrix, and Λ is a diagonal matrix with
57
Natural Image 
Source
Distortion HVS
HVS
C
C
E
D F
Figure 4.1: Natural Image Source is corrupted by a Distortion channel (D) and then
passes through the HVS. Mutual information between C and E quantifies the amount of
information extracted by the HVS from an original image and mutual information between
C and F quantifies the amount of information extracted from a distorted image [4].
eigenvalues λk for k = 1, 2, · · · , K along the diagonal entries. (4.18), (4.20), (4.21) can
then be expressed as:
CC = Q{s2Λ}QT (4.28)
CE = Q{s2Λ + σ2nI}QT (4.29)
CF = Q{g2s2Λ + (σ2ν + σ2n)I}QT (4.30)
(4.25) - (4.27) become:
|C(E,F )| = |Q{[σ2ν + (1 + g2)σ2n]s2Λ + (4.31)
+σ2n(σ
2
ν + σ
2
n)I}QT |
|C(C,E)| = |Q{σ2ns2Λ}QT | (4.32)
|C(C,F )| = |Q{(σ2ν + σ2n)s2Λ}QT | (4.33)
Since Q is orthogonal and the middle matrices between Q’s in (4.31),(4.32) and (4.33) are
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diagonal, calculation of the desired determinants can be simplified to a great extent [32]:
|CE,F | =
K∏
k=1
{[σ2ν + (1 + g2)σ2ν ]s2λk + σ2n(σ2ν + σ2n)} (4.34)
|CC,E| =
K∏
k=1
{σ2ns2λk} (4.35)
|CC,F | =
K∏
k=1
{(σ2ν + σ2n)s2λk} (4.36)
Thus the mutual information relations (4.15), (4.16) and (4.17) are simplified:
I(
−→
C j;
−→
E j) =
1
2
N∑
i=1
K∑
k=1
log2(1 +
s2iλk
σ2n
) (4.37)
I(
−→
C j;
−→
F j) =
1
2
N∑
i=1
K∑
k=1
log2(1 +
g2s2iλk
σ2n + σ
2
ν
) (4.38)
I(
−→
E j;
−→
F j) =
1
2
N∑
i=1
K∑
k=1
log2(
[g2s2iλk + (σ
2
ν + σ
2
n)](s
2
iλk + σ
2
n)
[(σ2ν + σ
2
n)s
2
i + σ
2
ng
2s2i ]λk + σ
2
n(σ
2
n + σ
2
ν)
) (4.39)
To finish the computation of NPIS, we conclude by estimating a set of parameters
involved in the calculations, including CU, s
2, g and σ2v . We follow the same path taken
by [4,32]:
CˆU =
1
N
N∑
i=1
CiC
T
i (4.40)
where N is the number of evaluation windows in the corresponding subband and Ci is the
i-th neighborhood coefficient. The multiplier s is estimated using a maximum-likelihood
estimator [32]:
sˆ2 =
1
K
CTC−1U C (4.41)
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Least square optimization may be used to estimate the parameters g and σ2v :
gˆ = arg min
g
‖D− gC‖22 (4.42)
(4.43)
Take derivative of the squared error cost function and let it be zero, we have:
gˆ =
CTD
CTC
(4.44)
by substituting (4.44) into (4.10), we can estimate σν
2 by:
σˆ2ν =
1
K
(DTD− gˆCTD) (4.45)
In practice, when calculating the NPIS, we apply a five-scale Laplacian pyramid de-
composition [70] to the original and distorted images, and compute the respective mutual
information according to (4.37), (4.38) and (4.39) using a sliding 3 × 3 window that runs
across each subband. At each location, the window contains a spatial neighborhood of ten
coefficients (3× 3 neighboring coefficients and one parent coefficient, thus K = 10).
In [32] the authors propose an optimal pooling strategy for IQA algorithms using a
multi-scale information content weighting approach based on a GSM model of natural
images. The information weighting scheme is based on estimating the total perceptual
information content for the reference and distorted images from evaluation of local infor-
mation content of the images. It is shown that information content weighting often leads
to significant improvements in performance of IQA methods. To incorporate this scheme,
we first define a local-NPIS (L-NPIS) measure by:
L-NPISi =
I(
−→
E i;
−→
F i)
max{I(−→E i;−→C i), I(−→F i;−→C i)}
(4.46)
We can then compute an information content-weighted NPIS (IW-NPIS) measure using:
IW-NPISj =
∑
i ωj,iL-NPISi∑
i ωj,i
(4.47)
where wj,i is the weight assigned to the L-NPIS value calculated at the i-th location at
j-th scale, and the value of wj,i is calculated based on the information content model given
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in [32]. Using the same fine-to-coarse scale weights from [28], we have:
IW-NPIS =
M∏
j=1
(IW-NPISj)
βj (4.48)
4.2.2 Tests with Image Quality Databases
To evaluate the performance of the proposed method, we test it using Laboratory for
Image and Video Engineering (LIVE) [33], Tampere Image Database 2008 (TID2008) [34],
Categorical Image Quality (CSIQ) [35], IVC [36,37], Cornell-A57 [39] and Toyama-MICT
[38] databases and compare the results with a series of widely known and state-of-the-art
IQA algorthms, including Peak Signal to Noise Ratio (PSNR) [32], Structural Similarity
Index Measure (SSIM) [3], Information Weighted Structural Similarity Index Measure (IW-
SSIM) [32], Visual Information Fidelity (VIF) [4], Visual Signal to Noise Ratio (VSNR) [71],
HVS-based PSNR [72], Information Weighted PSNR (IW-PSNR) [32], and Most Apparent
Distortion (MAD) [73].
Figures 4.2 and 4.4 show a sample scatter plot of NPIS vs. six different subjective
quality evaluation databases, where the subjective scores are given by Mean Opinion Score
(MOS) or Difference of Mean Opinion Score (DMOS) between a distorted image and its
corresponding original reference image. Each point in the scatter plot represents one image
in the corresponding database. Figures 4.3 and 4.5 show a similar scatter plot for IW-NPIS.
Tables 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6 provide a comparison of the proposed methods with
PSNR and state-of-the-art methods. The results of the proposed methods are in bold
face. It can be observed that the proposed methods perform significantly and consistently
better than PSNR and are in general comparable to many state-of-the-art algorithms.
Specifically, IW-NPIS achieves the second best result for the TID2008 database, which is
the largest database currently available in terms of the number of test images, and has
the most diverse types of image distortions. This is impressive as an early attempt to
use Kolmogorov complexity and NID theories for image quality assessment, where many
existing methods are in their mature stages.
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Table 4.1: Performance comparison based on LIVE [33] database
Model PLCC MAE RMS SRCC KRCC
PSNR 0.8723 10.51 13.36 0.8756 0.6865
SSIM [3] 0.9449 6.933 8.946 0.9479 0.7963
IW-SSIM [32] 0.9556 6.212 8.047 0.9570 0.8197
VIF [4] 0.9598 6.148 7.667 0.9632 0.8270
VSNR [71] 0.9229 8.089 10.52 0.9271 0.7610
PSNR-HVS-M [72] 0.9251 7.966 10.37 0.9295 0.7659
MAD [73] 0.9394 7.293 9.368 0.9438 0.7920
NPIS 0.9211 7.458 8.491 0.9093 0.7514
IW-NPIS 0.9339 7.013 8.011 0.9376 0.7891
Table 4.2: Performance comparison based on TID2008 [34] database
Model PLCC MAE RMS SRCC KRCC
PSNR 0.5223 0.8683 1.1435 0.5531 0.4027
SSIM [3] 0.7732 0.6546 0.8511 0.7749 0.5768
IW-SSIM [32] 0.8579 0.5276 0.6895 0.8559 0.6636
VIF [4] 0.8090 0.5990 0.7888 0.7496 0.5863
VSNR [71] 0.6820 0.6908 0.9815 0.7046 0.5340
PSNR-HVS-M [72] 0.5519 0.8036 1.1190 0.5612 0.4509
MAD [73] 0.7480 0.6641 0.8907 0.7708 0.5734
NPIS 0.7855 0.6239 0.8111 0.7682 0.5013
IW-NPIS 0.8244 0.5846 0.7637 0.8167 0.5819
Table 4.3: Performance comparison based on CSIQ [35] database
Model PLCC MAE RMS SRCC KRCC
PSNR 0.7512 0.1366 0.1733 0.8058 0.6084
SSIM [3] 0.8612 0.0992 0.1334 0.8756 0.6907
IW-SSIM [32] 0.9144 0.0801 0.1063 0.9213 0.7529
VIF [4] 0.9277 0.0743 0.0980 0.9195 0.7537
VSNR [71] 0.7355 0.1335 0.1779 0.8109 0.6248
PSNR-HVS-M [72] 0.7725 0.1290 0.1667 0.8222 0.6529
MAD [73] 0.8202 0.1258 0.1502 0.8988 0.7272
NPIS 0.8999 0.1024 0.1188 0.8643 0.5920
IW-NPIS 0.9023 0.0923 0.1070 0.8985 0.6413
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Table 4.4: Performance comparison based on IVC [36,37] database
Model PLCC MAE RMS SRCC KRCC
PSNR 0.6719 0.7191 0.9023 0.6884 0.5218
SSIM [3] 0.9119 0.3777 0.4999 0.9018 0.7223
IW-SSIM [32] 0.9231 0.3694 0.4686 0.9125 0.7339
VIF [4] 0.9028 0.4104 0.5239 0.8964 0.7158
VSNR [71] 0.7904 0.5860 0.7463 0.7993 0.6053
PSNR-HVS-M [72] 0.8788 0.4614 0.5815 0.8832 0.6935
MAD [73] 0.8741 0.4728 0.5918 0.9150 0.7406
NPIS 0.8865 0.4321 0.5689 0.8819 0.6920
IW-NPIS 0.9069 0.3978 0.5149 0.9029 0.7174
Table 4.5: Performance comparison based on Cornell A57 [39] database
Model PLCC MAE RMS SRCC KRCC
PSNR 0.6347 0.1607 0.1899 0.6189 0.4309
SSIM [3] 0.8017 0.1209 0.1469 0.8066 0.6058
IW-SSIM [32] 0.9034 0.0892 0.1054 0.8709 0.6842
VIF [4] 0.6157 0.1397 0.1937 0.6223 0.4589
VSNR [71] 0.9146 0.0.0809 0.0.0994 0.9355 0.8031
PSNR-HVS-M [72] 0.8748 0.0923 0.1190 0.8962 0.7261
MAD [73] 0.8816 0.0942 0.1160 0.8645 0.6702
NPIS 0.8850 0.0987 0.1164 0.8662 0.6789
IW-NPIS 0.8894 0.0912 0.1018 0.8853 0.6951
Table 4.6: Performance comparison based on Toyama-MICT [38] database
Model PLCC MAE RMS SRCC KRCC
PSNR 0.6329 0.7817 0.9689 0.6132 0.4443
SSIM [3] 0.8887 0.4386 0.5738 0.8794 0.6939
IW-SSIM [32] 0.9248 0.3677 0.4761 0.9202 0.7537
VIF [4] 0.9138 0.4038 0.5084 0.9077 0.7315
VSNR [71] 0.8705 0.4654 0.6159 0.8608 0.6745
PSNR-HVS-M [72] 0.8406 0.5541 0.6777 0.8480 0.6568
MAD [73] 0.9116 0.3951 0.5145 0.9086 0.7354
NPIS 0.9063 0.4087 0.5242 0.8765 0.7049
IW-NPIS 0.9123 0.3726 0.4890 0.9096 0.7432
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Figure 4.2: Scatter plots of NPIS vs. subjective scores for LIVE [33] TID2008 [34] and
CSIQ [35] databases by NPIS
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Figure 4.3: Scatter plots of IW-NPIS vs. subjective scores for LIVE [33] TID2008 [34] and
CSIQ [35] databases by IW-NPIS
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Figure 4.4: Scatter plots of NPIS vs. subjective scores for Cornell-A57 [39] IVC [36, 37]
and Toyama [38] databases by NPIS
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Figure 4.5: Scatter plots of IW-NPIS vs. subjective scores for Cornell-A57 [39] IVC [36,37]
and Toyama [38] databases by IW-NPIS
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4.3 NID Based Parameter Tuning For HDR Tone-
Mapping
High Dynamic Range (HDR) images can capture a wider range of lighting variations and
allow for a more accurate representation of luminance changes in over-exposed and under-
exposed areas of a photograph. This can provide a better overall quality for images which
have both very dark and bright areas in the same scene. Most medical imaging devices
capture and store raw data in high precision format in order to preserve as much critical
detail as possible for the medical experts. Since the advent of HDR imaging technology,
visualization of such images on traditional displays has been a challenge. In order to
visualize a HDR image on a standard display, the contrast ratio of the entire photograph
must be reduced, i.e. the high dynamic range of the photograph must be mapped to a lower
range. This operation is called Tone mapping and inevitably results in loss of information
from the original image. Several tone mapping algorithms have been proposed [74–77],
many of which have one or more image dependent parameters, and proper selection of these
parameters can greatly affect the perceptual quality, structural fidelity and information loss
in the Low Dynamic Range (LDR) image.
Medical images are typically captured with higher precisions or higher dynamic ranges
of intensity values than what can be directly shown on standard displays with 8-bit depth.
Standard medial image formats such as DICOM allow to store such HDR images with more
bit depths, but to visualize them on regular displays becomes a challenge. In practice, a so-
called “windowing approach is often employed, which linearly maps an intensity interval
of interest to the dynamic range of the display. These intervals are defined using two
parameters: (i) window width, or the range of the interval, W (which is typically larger
than 255); and (ii) window center, or the center of this interval, C. Thus a windowing
operator maps the range of intensity values [C − 1
2
W,C + 1
2
W ] to a low dynamic range
[0,255]. The default values for W and C may be embedded in the headers of DICOM
image files, or determined manually by the end users (radiologists so that the structural
details for specific body region become more visible.
In this section, we aim to develop a new parameter selection algorithm for tone-mapping
operators and windowing operators for optimal visualization of medical and non-medical
HDR images, where the optimality is defined as maximization of the information similarity
between the HDR image and the mapped LDR image. A key step in our approach is to
approximate NID based information similarity using a Shannon entropy approach. Our
experiments show that when the new similarity measure is employed in optimizing non-
medical operators and two types parametric windowing medical operators, perceptually
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appealing images with higher contrast and more visible structural details are obtained.
4.3.1 Tone mapping operators
Tone mapping operators compress the dynamic range of HDR content to a lower dynamic
range and makes it adaptable to traditional displays. The process often starts from an
image with floating point accuracy and results in an integer image with byte accuracy in
the range of [0-255]. More formally this is defined as [78]:
f(I) : Rw×h×3i → Dw×h×3o (4.49)
where I represents the image, and f is the Tone Mapping Operator (TMO) defined from
a subset of real numbers Ri to a subset of integer numbers D0. Tone mapping algorithms
have been researched in the past two decades and several successful techniques have been
developed. These operators are categorized into four groups, namely global operators,
local operators, frequency operators, and gradient operators [79]. Global operators apply
a standard function on the whole image, and in most cases, optimal parameters for this
function vary from image to image. In the absence of human interaction, choosing these
parameters can be quite challenging. Our goal is to select these parameters such that
loss of information from the HDR to LDR domain is minimized. In this work, we use two
global tone mapping operators; Piecewise linear basis windowing, and Sine basis windowing
proposed in [80], as showcase examples of parameter tuning based on NID.
Piecewise linear function is defined by an equipartition of HDR dynamic range [ll, lu]
into n subintervals Ik = [lk−1, lk] for 1 ≤ k ≤ K of length ∆l = (lu − ll)/K. Partition
points are then found by lk = ll + k∆l with 0 ≤ k ≤ n, and Window width and center are:
W = ln − l0 = n∆l, C = 1
2
(l0 + ln) = l0 +
n∆l
2
(4.50)
It is shown that the equipartitions of piecewise linear function can be represented as linear
combination of n basis ramp functions [80]:
f(t) =
n−1∑
k=0
ckφk(l) = φ0(l) +
n−1∑
k=1
ckφk(l) (4.51)
where:
φ0(l) =
{
(l − l0)/W, l0 ≤ l ≤ ln
0, otherwise
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and
φk(l) = t(
l − lk
∆l
) for k = 1, · · · , n− 1 (4.52)
with function t(l) defined as:
t(l) =
{
1− |l|, l0 ≤ l ≤ ln
0, otherwise
(4.53)
In order to use this function as a tone mapping operator, the function must be defined such
that it is monotonically increasing. To ensure this, the coefficients are selected to meet the
following condition:
0 ≤ · · · ≤ ck−1 + k − 1
n
≤ ck + k
n
≤ · · · ≤ 1. (4.54)
It is shown that choosing piecewise linear function as tone mapping operator results in
higher structural fidelity LDR images compared to the linear function that is usually used
in medical imaging industry [80].
It is also possible to define the windowing function as a linear combination of a family
of sine basis functions [80]:
φk(l) = sin(
kpi(l − ll)
W
) for ll ≤ l ≤ lu and k = 1, 2, · · · (4.55)
In the special case of n = 3 we have:
f(l) =
l − ll
W
+ c1sin(
pi(l − ll)
W
) + c2sin(
2pi(l − ll)
W
). (4.56)
4.3.2 Parameter Selection Scheme
Assuming that f is an intensity mapping function, and Tf (.) is the tone mapping operator
which uses f to compress the dynamic range of the HDR image and quantizes the com-
pressed range into lower dynamic range, we intend to find the parameters for the mapping
function such that the loss of information in tone mapping operation is minimized. The
windowing process in medical imaging may also be understood as a special case of the
tone-mapping operation (TMO) that converts HDR images to LDR images. In the context
of medical imaging, global operators implemented using monotonic intensity transforma-
tions are preferred because it is the only category that maintains one-to-one mapping of
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intensity values and preserves the ranks of pixel intensity values. By contrast, other TMOs
may map the same intensity value in the HDR image to different values in the LDR image,
which may confuse the understanding of the physical meanings behind the intensity values.
Standard windowing operation in medical imaging linearly maps the intensity interval
of interest [ll, lu] to the dynamic range of the LDR image, typically [0, 255]. This has
often been shown to be far from optimal in terms of perceived image quality [80]. To
develop a better windowing method, we relax the mapping operation to be a continuous
and monotonically increasing function f lives in the function space of
F[ll,lu] = {f : [ll, lu]→ [0, 255]|f monotonically increasing} (4.57)
For any given f , we can then define a windowing operator Tf over an input HDR image x
by
y = Tf (x) = round{f(x)} , (4.58)
where since both images can take only integer intensity values, a rounding operator is
necessary. The key question now is to obtain an LDR image y that is optimal in certain
criterion. Motivated by the ideas behind NID, we would want to find an image y such
that the normalized information similarity between x and y is maximized. Therefore, the
problem of finding the optimal windowing operator can be expressed as
fopt−NID = arg min
f∈F[ll,lu]
NID(x, Tf (x)) . (4.59)
To provide a practical algorithm to compute NID, we resort to a Shannon entropy ap-
proximation of the Kolmogorov complexity, leading to a normalized Shannon information
distance
NID(x, y) ≈ max{H(x|y), H(y|x)}
max{H(x), H(y)} (4.60)
Since the conversion from x to y is unique, there is no uncertainty in y given x, thus
H(y|x) = 0. To compute H(x|y), we first need to apply a reconstruction operator that
“invert” the windowing function f :
xˆ = Rf−1(y) = round{f−1(y)} . (4.61)
Note that such an “inversion” will not fully reconstruct x because there is information loss
in the forward conversion and all values are integers that create rounding errors. Therefore,
the actual uncertainty of H(x|y) roughly lies in the prediction residual between x and xˆ.
Also note that x as an HDR image contains more information (and uncertainty) than
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the LDR image y, thus H(x) > H(y). Considering all the above factors, the actually
computation simplifies to
NID(x, y) ≈ H(x−Rf−1(y))
H(x)
. (4.62)
Combining this with Eq. (4.59), the actual optimization problem we would need to solve
reduces to
fopt−NID = arg min
f∈F[ll,lu]
H(x−Rf−1(Tf (x)))
H(x)
. (4.63)
To fully solve Eq. (4.63) requires finding the best function in the function space F[ll,lu],
and is in general a difficult problem. Here we constrain the solutions to live in two families
of parametric functions. In both cases, we express f as a linear combination of basis
functions by
f(l) =
n−1∑
k=0
ckφk(l) = φ0(l) +
n−1∑
k=1
ckφk(l) , (4.64)
where c0 = 1 and φ0(l) is a “ramp” function that corresponds to direct linear mapping
given by
φ0(l) =
{
(l − ll)/(lu − ll), l0 ≤ l ≤ lu
0, otherwise
. (4.65)
The other basis functions are different for the two cases.
In the first case, we consider equipartition piecewise linear approximation, where we
divide the full intensity interval [ll, lu] into n subintervals Ik = [lk−1, lk] for 1 ≤ k ≤ K of
length ∆l = (lu − ll)/K. The partition points are given by lk = ll + k∆l, 0 ≤ k ≤ n, as
such ll = l0 and lu = ln. The basis functions for piecewise linear approximation are “hat”
function given by
φk(l) = t
(
l − lk
∆l
)
, for k = 1, · · · , n− 1 , (4.66)
where
t(l) =
{
1− |l|, − 1 ≤ l ≤ 1
0, otherwise
. (4.67)
For the function f(l) to be monotonically increasing, we need 0 ≤ · · · ≤ f(lk−1) ≤ f(lk) ≤
· · · ≤ 1, which yields
0 ≤ · · · ≤ ck−1 + k − 1
n
≤ ck + k
n
≤ · · · ≤ 1 . (4.68)
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For example, in the case that n = 3, we can derive the following constraints on the solutions
of the coefficients: 
c1 ≥ −13 ;
c2 − c1 ≥ −13 ;
c2 ≤ 13 .
(4.69)
In the second case, we approximate the mapping function using the family of sine
functions by
φk(l) = sin
(
kpi(l − ll)
lu − ll
)
for ll ≤ l ≤ lu and k = 1, 2, · · · , n (4.70)
To ensure that the mapping function f(l) to be monotonically increasing, we would need
f ′(l) ≥ 0. Plug Eq. (4.70) into Eq. (4.64) and take derivatives with respect to l and let it
be no less than 0, we can obtain a set of constraints on the solutions of the coefficients.
For example, in the case of n = 3, the constraints are given by
c1 + 2c2 ≥ − 1pi−c1 + 2c2 ≥ − 1pi
c21
16c2
+ 2c2 ≤ 1pi
(4.71)
Having the aforementioned two types of parametric windowing functions, we can then
search in the coefficient space (c1, c2, · · · , cn) to solve for the optimization problem defined
in Eq. (4.63 under the constraints on the coefficients (e.g., for the case of n = 3, the con-
straints are (4.69) for piecewise linear functions or (4.71) for sine basis functions). The
search space is typically complex and to solve the problem, we would need to employ nu-
merical optimization methods or resort to software optimization tools (e.g., Matlab fmincon
function). Examples and detailed experimental results are presented in Section 4.3.3.
4.3.3 Results and Discussion
. To demonstrate the performance of the proposed scheme, we implement the parame-
ter selection framework for natural images using the piecewise linear tone mapping, and
continue by implementing sine basis windowing for medical images, using n = 3 for both
mappings.
To demonstrate performance of the proposed scheme on medical images, sine basis
windowing is used on a set of images in Digital Imaging and Communication in Medicine
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(DICOM) format provided to our group by AGFA Healthcare Inc. DICOM images have
window width and window center parameters which are preset values for optimal viewing
of the intensity interval of interest embedded in their headers and traditional approaches in
displaying such images use linear tone mapping operators which map the range of interest
to the dynamic range of the display linearly [80].
We use real-world medical images in DICOM format to test the proposed method. In
addition, we compare it with the most widely used image similarity/distortion measures in
the literature, i.e., MSE and SSIM [3]. Note that the images before and after windowing
have different dynamic ranges, and thus direct computation of MSE and SSIM is not
feasible. Therefore, we search for the best windowing methods by optimizing MSE or
SSIM between the original and reconstructed HDR images. These can be expressed as
fopt−MSE = arg min
f∈F[ll,lu]
MSE(x,Rf−1(Tf (x))) , (4.72)
fopt−SSIM = arg max
f∈F[ll,lu]
SSIM(x,Rf−1(Tf (x))) . (4.73)
In DICOM images, the window width and window center parameters are embedded in the
image header, and thus the values of ll and lu are fixed. All windowing methods under test
do not change these values, but attempt to find the best mapping functions with different
optimization criteria.
Figure 4.6 compares the images created using default DICOM direct linear window-
ing, and optimal MSE windowing, optimal SSIM windowing, and optimal NID windowing,
all using sine basis. Their corresponding windowing functions are also given. It can be
observed that the structural details are best preserved in NID optimal windowing image,
which also appears to have higher contrast and better perceptual quality. To better illus-
trate how NID behaves in the parameter space, Figure 4.7 shows NID as a function of the
c1 and c2 parameters in piecewise linear windowing, where brighter pixels indicate larger
NID values. Sample images corresponding to different choices of c1 and c2 values are also
given. It can be seen that the quality of the windowing results is quite sensitive to the
selection of the parameters, and NID provides a useful tool to automatically select the best
parameters that produces the best quality image.
Figure 4.8 shows the NID and MSE surfaces created using an exhaustive search over
the domain of possible c1 and c2 parameters (c1 ≤ c2) for piecewise linear tone mapping
with the LDR tone mapped result image for each case. It can be observed that the image
which is tone-mapped using parameters selected by the proposed scheme has enhanced
quality. Figure 4.9 shows a top view of NID surface in the domain of possible c1 and c2
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parameters. It can be observed that as NID decreases, the quality of the tone mapped
image increases, and the best quality is achieved at the global minimum of this surface.
Figure 4.10 (b) shows histogram of the high dynamic range desk image with the tone
mapping operators selected by NID and MSE schemes. The tone mapped images using the
selected parameters by each scheme are shown in (c) and (d) respectively. The quality of
the image tone mapped using the NID parameters is notably enhanced compared to that
of MSE.
Figure 4.11 (a) shows the result of sine basis windowing using parameters selected by the
NID scheme in the range of [−125 : 225]. It is notable that the image has enhanced quality
compared to the sine basis windowing using MSE scheme (b) and linear tone-mapping
(c), and the details in the chest, spinal cord and intestine are more discernable. All three
operators are shown in Figure 4.11 (d). Figure 4.12 (c) shows the enhanced quality of the
tone mapped image when tone mapping parameters are selected according to the proposed
scheme.
The major computational cost of the proposed method lies in the search procedure in
the parameter space. In our experiment using a computer with a Core-i5 CPU running at
2.27Ghz, it takes about 250 seconds for our unoptimized program to find the optimal NID
windowing operator for an 512×512 image using an exhaustive search method on a grid of
0.02 × 0.02 precision. The time can be largely shortened by using advanced optimization
method. For example, an MATLAB fmincon function that employs gradient optimization
and trust-region-reflective algorithm reduces the search time to about 13 seconds.
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(a) (b)
(c) (d)
−125 224
0
255
 
 
MSE Operator
NID Operator
Linear Operator
SSIM Operator
(e)
Figure 4.6: Adaptive windowing using (a) Linear, (b) MSE, (c) SSIM, and (d) NID opti-
mization of sine basis operators. (e) Corresponding optimal windowing function.
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IM3
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IM1
Figure 4.7: NID as a function of the parameters in piecewise linear windowing operator.
(IM1)-(IM4): images correspond to 4 different options of c1 and c2 parameters, which result
in different image quality and NID values.
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Figure 4.8: (a) Normalized Information Distance (NID) surface over the domain of possible
c1 and c2 with c
∗
1 = 10, c
∗
2 = 175, (b) Mean Square Error (MSE) in logarithmic scale with
c∗1 = 90, c
∗
2 = 215, (c) Tone mapped image using parameters selected by NID scheme (d)
Tone mapped image using parameters selected by MSE scheme
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C1=10, C2=175, NID=0.45
C1=120, C2=145, NID=0.64
C1=245, C2=255, NID=0.84
C1=90, C2=215, NID=0.53
Figure 4.9: NID as a function of the parameters in piecewise linear windowing operator,
with piecewise tone-mapping carried out at four different locations
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Figure 4.10: (a) Surface of NID with c∗1 = 125 and c
∗
2 = 255, (b) Histogram of HDR image
with tone mapping operators using NID and MSE parameters (c) Tone mapped image using
parameters selected by NID scheme, (d) Tone mapped image using parameters selected by
MSE scheme. Image courtesy of AGFA Healthcare Inc.
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(a) (b)
(c) (d)
Figure 4.11: Chest image : (a) Adaptive Sine basis windowing with NID parameter selec-
tion, (b) Adaptive Sine basis windowing with MSE parameter selection, (c) Linear tone
mapping. Image courtesy of AGFA Healthcare Inc.
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(a) (b) (c)
Figure 4.12: Breast mammogram image: (a) Linear tone mapping, (b) Sine basis window-
ing with MSE parameter selection, (c) Sine basis windowing with NID parameter selection.
Image courtesy of AGFA Healthcare Inc.
(a) (b) (c)
Figure 4.13: Bone image: (a) Linear tone mapping, (b) Sine basis windowing with MSE pa-
rameter selection, (c) Sine basis windowing with NID parameter selection. Image courtesy
of AGFA Healthcare Inc.
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(a) (b) (c)
Figure 4.14: Torso image: (a) Linear tone mapping, (b) Sine basis windowing with MSE
parameter selection, (c) Sine basis windowing with NID parameter selection. Image cour-
tesy of AGFA Healthcare Inc.
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4.4 Summary
In this chapter, we used Shannon entropy to approximate Kolmogorov complexity of the
images and compute NID. The Shannon entropy based approximation of NID was then
used to develop two frameworks for image distortion analysis, and parameter selection for
tone-mapping of HDR images.
In the first framework, we extended the application of Kolmogorov complexity and
NID to image distortion and quality assessment by employing a wavelet domain Gaus-
sian scale mixture model of images and by estimating Kolmogorov complexity based on
Shannon entropy approach. We showed that the resulting image similarity measure is com-
petitive with respect to state-of-the-art image quality assessment algorithms when tested
using publicly-available subject-rated large-scale image databases. The proposed method
draws some connections between the theories of Kolmogorov Complexity, NID, Shannon
entropy, statistical image modeling, perceptual modeling, and real-world image processing
applications.
In the second framework, an NID-motivated criterion in the optimal design of win-
dowing operators for the visualization of HDR medical and natural images on standard
displays. A Shannon entropy based approximation was made that converts the uncom-
putable NID minimization problem into a practical algorithm that optimizes parametric
windowing operators. Experiments using both medical and natural images demonstrate
that the proposed method provides a powerful tool in finding the best parametric window-
ing functions and tuning tone-mapping operators, which create images with higher contrast
and more visible structural details. In the future, the proposed method may be extended
to higher order parametric windowing functions. The promising results obtained in this
work also inspires us to explore more applications of Kolmogorov complexity in the field
of medical image processing.
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Chapter 5
Information Distance Based Feature
Extraction with Applications
In this chapter we introduce a set of information distance based features which can be
used to predict perceived modification to images. A Support Vector Regression (SVR)
algorithm is trained using a human observer rated database of original and edited images,
and it is shown that the predicted scores are highly consistent with mean observer ratings.
The algorithm can be used to predict a perceptual score for new images added to the
database.
5.1 Introduction
Editors of fashion magazines have long been criticized for publishing altered images of
celebrities and fashion models, often making them look flawlessly attractive and natural.
Such modifications, while appealing to the average reader, have been linked to mental
and physical disorders in younger generations, and have given rise to calls by politicians
in many countries such as UK, France, and Israel to provide labels for altered images
of this kind [81–83]. In similar cases, photoshop scandals of celebrities on the Internet
have shocked Hollywood community, and have raised the question of how much editing is
considered too much in this business.
Inspired by the recurring photoshop scandals in fashion industry, and a dire need for
an automatic rating system of photoshopped images for fashion industry, Farid and Kee
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proposed an algorithm which represents human perception of photo manipulations [84].
In this chapter, we intend to address this problem by introducing a set of information
theoretic features which are capable of predicting a perceptual score for a pair of original
and modified images using a SVR tool, and show that the predicted score is correlated
with the human perception of modifications.
Information distance features describe average number of bits required to transform
certain features of original image to the edited image and vice versa. While these features
are capable of describing the modifications in detail, in most cases, HVS does not distin-
guish subtle modifications that might translate into large number of bits when quantified
using the features. A machine learning algorithm built upon such features an trained by a
human observer rated database can be used to predict human observer ratings. In effect,
the machine learning algorithm gives the information distance features the flexibility they
require to predict scores that are not only consistent with the amount of modifications,
but also consider limits of the HVS in distinguishing these modifications.
5.2 Perceptual metric for photo retouching by Eric
Kee and Hany Farid
Kee and Farid proposed a measure that quantifies the modifications perceptually [84]. The
proposed algorithm is based on using eight summary statistics features which are extracted
from 468 pair of original and altered images rated by human observers to train a Support
Vector Regression (SVR) and predict scores with minimum distortion and maximum corre-
lation compared to Mean Opinion Scores (MOS). The features are divided into two groups,
and are intended to measure the impact of geometric modifications and photometric mod-
ifications on the modified picture.
In order to train the SVR, a diverse set of 468 original and retouched images was
collected from online sources and 390 Users were paid to rate these images on the scale of
1 to 5 on Amazon’s Mechanical Turk website. Each user was shown a total of 50 images,
including a random set of five images three times to measure consistency of responses.
In this section, we briefly review this algorithm, and its implementation by two groups
of independent researchers [85,86] who report moderate success in replicating the original
paper’s result using the same training database as of original paper. Due to the fact
that the original paper’s code has not been published by the authors, we use our own
implementation of the algorithm as a baseline for the purpose of comparison in future
sections.
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The first set of features used in the algorithm are chosen to measure the impact of geo-
metric modifications on the images. Geometric distortions between the original and edited
images are modeled using a 6-parameter affine model along with two extra parameters to
model the brightness and contrast changes of the images [42]. Assuming that fa and fb
are local regions of the luminance channel of the original and edited images we have:
cfa(x, y) + b = fb(m1x+m2y + tx,m3x+m4y + ty) (5.1)
where mi terms are affine parameters, and c and b are contrast and luminance change
parameters. Using this registration, a two dimensional vector field of geometric transfor-
mations can be built as follows [42]:
−→v (x, y) =
(
m1x+m2y + tx − x
m3x+m4y + ty − y
)
. (5.2)
The mean and standard deviation of magnitude of the vector field in 5.2 projected onto
the gradient vector field of the image, and computed over the face and body region are
taken to be the geometric features.
The second set of features used in the algorithm are called photometric features, and are
designed to capture the effect of sharpening or blurring, and other structural distortions
that might occur during modification of images. After initial alignment of the images
using the vector field in 5.2, the aligned before image (f˜b) and the after image are used to
estimate a 9× 9 linear filter h:
fa(x, y) = h(x, y) ∗ f˜b(x, y), (5.3)
where ∗ is the convolution operator, and the filter h is computed by applying a conjugate
gradient descent optimization with Tikhonov regularization [84]. Frequency response of this
filter is then used to compute a measure, D, which quantifies the measure of sharpening
or blurring in images as follows:
D =
∑
ω
|F˜b(ω)|ω −
∑
ω
|H(ω)F˜b(ω)|ω, (5.4)
where H(ω) and F˜b(ω) are unit sum normalized frequency responses of the filter h and
warped before image [84]. Mean and standard deviation of D are taken to be blurring
features in this algorithm.
In order to quantify the effect of photometric modifications that are not captured by
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previous steps, SSIM is calculated on the luminance channel of the warped before image and
the after image, and mean and standard deviation of SSIM are used as two features which
embody basic blurring, sharpening and special effects by various photoshop filters [84].
These features are then scaled into the range [-1,1] and are fed into a nu-SVR tool with
Gaussian radial basis kernel [87] along with human observer ratings. The SVR parameters
γ and c are then fine tuned using a 2D grid search to maximize correlation coefficient of each
training set. Performance of the algorithm is tested using leave-one-out cross-validation
by training the SVR using 467 images and predicting the score for the remaining image.
This process is repeated 468 times and the score for each image is predicted. The authors
report 80% correlation between the predicted scores and the mean observer scores with
a mean/median absolute error of 0.3/0.24, maximum absolute error of 1.19 and standard
deviation of 0.249.
5.2.1 Implementations of the Algorithm
Due to the fact that the authors do not publish or share the code of their implementation,
we use two reimplementations by two groups of Stanford University researchers and create
our own implementation for the purpose of having a benchmark for comparison.
The first group report little success in reimplementing the algorithm, and apply the
method to a subset of images in the database due to computational limitations. Their
result has less than six percent correlation between the predicted scores and mean observer
ratings using 5-fold cross validation [85].
The second group develop a dataset of 137 images and apply a modified version of
the original algorithm to their dataset. They report 65.2 percent correlation between the
predicted scores and mean observer ratings for their dataset [86].
Both groups have published the Matlab code of their implementations online, and
neither has been able to fully duplicate the original results. Applying their published
code to the original dataset using leave-one-out cross-validation results in predicted scores
that have a correlation of less than 30% with the mean observer rating in both cases.
Using some parts of the published codes from both groups, we implemented our version
of the algorithm, and applied it to the original 468 dataset image. The main modification
carried out to both codes is to enforce symmetry in estimating the filter h using gradient
descent method as proposed in the original algorithm, and some other details such as
projecting the vector fields onto a gradient of luminance channel before computing the
related features. Our implementation results’ predicted scores have 57.4% correlation with
the mean observer ratings, with mean/median absolute error of 0.42/0.37, maximum error
88
1 1.5 2 2.5 3 3.5 4 4.5 5
1
1.5
2
2.5
3
3.5
4
4.5
5
Predicted Rating
O
bs
er
ve
r R
at
in
g
 
 
Implementation
Original Paper’s results
Figure 5.1: Our Implementation results as opposed to the results in [84]
of 1.7063 and standard deviation of 0.3. Figure 5.1 shows the results of our implementation
of the algorithm superimposed on the reported results in the original paper [84].
5.3 Normalized Information Distance for Photo re-
touching
In our first attempt to apply information theoretic approaches to the problem of perceptual
retouching metric, we use the two implementations of Normalized Conditional Compression
Distance (NCCD) presented in sections 3.2 and 3.4 of chapter 3. The first implementa-
tion uses CALIC compressor to estimate non-computable Kolmogorov complexity terms
in Normalized Information Distance (NID). The second uses H.264 video encoder to ap-
proximate conditional Kolmogorov complexity terms in NID effectively. Table 5.1 shows
the Pearson linear correlation coefficient and Spearman ranking correlation coefficients of
the two implementations of NCCD of a subset of 48 images of the dataset with the mean
observer ratings. While the results are promising for a non-supervised method, they are
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Table 5.1: Normalized Information Distance (NID) Predictions
Model PLCC SRCC
NCCD (H.264) 0.3518 0.3621
NCCD (CALIC) 0.1811 0.1901
not competitive with the reported results in the original paper, and also require significant
computation time compared to supervised methods.
5.4 Information Distance based features
In this section, we introduce a set of information distance based features which will be
used for training the SVR tool using human observer data. We start by aligning the before
and after images using the registration technique in [42]. The aligned images are then
transformed into the La∗b∗ color space.
The first set of features are La∗b∗ differential entropy features which are designed to
quantify modifications to La∗b∗ pixel domain such as color change, noise and structural
changes not captured by registration. These features are defined for face, body and hair
separately by subtracting each channel of before and after images directly and inserting it
into column vectors ∆L, ∆a∗, and ∆b∗. The vectors are then inserted in the columns of a
matrix ∆:
∆ =
 ∆LT∆a∗T
∆b∗T
T . (5.5)
Since the differential entropy of joint Gaussian distribution is a higher bound for differential
entropy of all distributions [67], we can assume that the observation vectors follow a joint
Gaussian distribution without loss of generality. In this case the differential entropy of
joint Gaussian distribution ∆L,∆a∗,∆b∗ ∼ N(µ∆,Σ∆) is:
h(∆L,∆a∗,∆b∗) =
1
2
log(2pie)3|Σ∆|, (5.6)
where Σ represents covariance matrix of ∆, and |Σ∆| represents its determinant. We take
log(|Σ∆|) computed over regions of face, hair and body as our La∗b∗ entropy features.
The second set of features are selected to measure the effect of geometric modifications.
Similar to the entropy features, these features are defined for face, hair, and body regions,
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and are computed using motion vectors in the direction of X and Y extracted from vector
field 5.2. The motion vectors are inserted into column vectors of a matrix M such that:
M =
(
MTx
MTy
)T
. (5.7)
Assuming that motion vectors in X and Y directions are following a joint Gaussian distri-
bution, Mx,My ∼ N(µM ,ΣM) we have:
h(Mx,My) =
1
2
log(2pie)2|ΣM |, (5.8)
where |ΣM | is the determinant of covariance of M , and we take log(|ΣM |) computed over
face, body, and hair regions as our geometric features.
5.5 Results and Discussion
Both sets of features are carefully selected to quantify a higher bound on the average
number of bits required to describe the modifications carried out on the original image to
reach the edited image. Figures 5.2 and 5.3 shows these features extracted for 468 images
of the original paper’s dataset and plotted against mean observer ratings and table 5.2
shows the correlation of these features with each other as well as with the mean observer
ratings. While these features show some correlation with the mean observer ratings, it
must be taken into consideration that HVS might not notice some of the subtle changes
in the bit-plane of images. In fact, as far as HVS is concerned, some of these bits are not
noticed at all.
A pre-trained SVR tool is then used to predict scores that are consistent with the mod-
ifications that the features quantify, taking into consideration the limits of HVS. Similar to
the original paper, we used a nu-SVR with Gaussian kernel implemented in LIBSVM [87].
The parameters, γ and c were selected to maximize correlation of predicted scores with
mean observer ratings in both leave-one-out cross-validation and 1-fold cross-validation
(train-all/test-all) schemes by an exhaustive search over a range of possible values. Fig-
ure 5.4 shows a top view of correlation values over the domain of parameters for both
leave-one-out scheme and train-all/test all. Figure 5.5 shows the result of training the
SVR with all features and labels and then testing the same features to predict perceptual
scores. The predicted scores have 76 percent correlation with mean observer ratings in this
case. Figure 5.6 shows the result of leave-one-out cross validation of the method on (a)
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Figure 5.2: Entropy Features Vs. MOS: (a) Differential entropy of face, (b) Differential
entropy of hair, (c) Differential entropy of torso
234 and (b) 100 randomly selected images. The correlation between predicted scores and
mean observer ratings in this case is 72% and 74% respectively. The algorithm was also
verified using repeated random sub-sampling validation, by randomly dividing the dataset
into training and testing data, and averaging correlation of the predicted scores with mean
observer scores for 1000 times. The average correlation of the predicted scores with MOS
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Figure 5.3: Geometric Features Vs. MOS: (a) entropy of motion vectors for face, (b)
entropy of motion vectors for hair, (c) entropy of motion vectors for torso
in this case is 65% with standard deviation of 13%.
In comparison, the prediction of our method based on information distance features
performs significantly better than our reimplementation of the algorithm described in [84],
and the predicted scores are similar to the results reported in [84]. Figure 5.7 shows
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(a) (b)
Figure 5.4: Parameter selection: (a) Leave-one-out scheme, (b) Train all / test all
Figure 5.5: Results by training SVR on the whole data and testing it on the same set
predicted scores using information distance features as well as the original paper’s scores
for 18 images of the dataset. The images are ranked according to their mean observer score
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(a) (b)
Figure 5.6: Results of leave-one-out cross-validation on a set of randomly selected images:
(a) 234 images with 72% correlation (b) 100 images with 74% correlation
in the ascending order. The error bars represent standard deviation of the observer scores.
It is evident that the proposed method and the method in [84] are both overcompensating
when observer scores are in the lower range and undercompensating when the observer
scores are in the higher range. The result of both methods stay in the range of standard
deviation of the observer ratings. The distribution of mean observer scores and predicted
scores by individual observer ratings are shown in Figure 5.8. As expected, the density of
individual observer ratings are higher in the intervals where the mean observer ratings and
predicted ratings are consistent, which shows the soundness of both the subjective test and
the predicted results. Figure 5.9 shows examples of the original and edited images with
their corresponding mean observer scores and predicted scores. It can be seen that the
proposed method is capable of predicting the scores with higher accuracy when the nature
of modifications are geometric, and the performance degrades when more complicated
editing filters have been used.
5.6 Summary
In this chapter, we presented a set of information theoretic distance based which quantify
a higher bound for the average number of bits required to describe modifications carried
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Figure 5.8: Distributions: (a) MOS by individual observer ratings, (b) Predicted Ratings
by individual observer ratings
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out on images. The features were tested on an observer rated dataset of original and
modified images, and it was shown that the features can be used to predict perceptual
scores for retouched images. Compared with the existing method, the proposed method
has significantly lower complexity in feature extraction and competitive performance in
predicting perceptual scores.
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Chapter 6
Concluding Remarks and Future
Works
This chapter summarizes the results and contributions of the thesis and outlines possible
directions for future research in using information distances in perceptual image similarity
and image quality assessment.
6.1 Concluding Remarks
In this thesis we introduced information distance framework into the field of image simi-
larity and image quality assessment, The major contributions of the thesis are as follows:
• A practical framework for the approximation of NID is developed. Normalized Con-
ditional Compression Distance (NCCD), is a flexible and expandable framework that
uses a list of possible transformations that convert one image to another along with
an image compressor to approximate the non-computable Kolmogorov complexity
terms in NID, and in effect finds the simplest transformation of one image to another
in accordance with visual sensory coding principle. Two different implementations
of NCCD based on image compression and video compression are proposed and it is
shown that the NID based similarity framework has a wide range of applicability in
problems where most other image similarity measures fail.
• A NID based perceptual distortion analysis method is developed based on approx-
imating Kolmogorov complexity using Shannon’s entropy, and it is shown that the
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method is competitive with state-of-the-art image quality assessment algorithms
when tested using subject-rated image databases.
• A parameter selection scheme based on entropy approximation of NID is proposed
for tone-mapping of High Dynamic Range (HDR) images, and it is shown that the
Low Dynamic Range (LDR) images tone-mapped using this scheme have enhanced
quality.
• A set of information distance based features which quantify a higher bound for the
average number of bits required to describe modifications carried out on a pair of
original and edited images is proposed, and it is shown that the features can be used
to predict perceptual scores for quantifying the impact of modifications carried out
on images when used along with a Support Vector Regression (SVR) tool that is
trained by human observer data.
6.2 Future Work
6.2.1 Refinement of The Perceptual Quality Metric
In the motivation section of this thesis we discussed the efficient coding principle [12],
and redundancy in statistics of natural images [11], and we proposed to use Kolmogorov
complexity as a framework to model the compression that occurs in the HVS [13]. The
theories of Kolmogorov complexity and NID provide a solid groundwork to build a uni-
versal and generic information distance between virtually any two objects [15]. However,
Kolmogorov complexity is non-computable, and it is usually approximated using compres-
sors [15]. Furthermore, the concept ignores the time, energy, and hardware constraints that
the HVS faces in processing the visual information. Another more important problem is
that Kolmogorov complexity treats every bit of visual information with equal importance,
and all lossless compression algorithms that are commonly used in the literature give the
same weight to all the information bits present in the data. On the other hand, it is a well
documented fact that HVS is lossy, and requires selective filtering of visual information in
order to transmit the visual information through a band limited neuron channel [88,89].
To effectively model such constraints, we must revisit the notion of perceptual informa-
tion of images. Similar to VIF [4], we conjecture that the perceptual information content
of an image can be defined as the amount of inherent physical information of an image
that can be extracted by HVS. Based on this conjecture, we may incorporate a perceptual
101
component into the Kolmogorov complexity framework. The class of visually lossless im-
ages can be defined as a set of images which are not exactly the same in the description
but are indistinguishable by the HVS. In order to bring the concept of visually lossless
equivalency into the regular definition of Kolmogorov complexity, we need a perceptual
distance, preferably a metric, that defines boundaries of the equivalent set. Assuming that
such a distance exists, and we have x ∈ X being a typical output of random source X
with Kolmogorov complexity of C(x), then y, represented with r < C(x) bits, is a lossy
compression of x, and a distortion ball is defined as follows:
BnD = {yn ∈ An : dn(yn;xn) ≤ D} (6.1)
where xn and yn are strings of n outputs of sources X and Y , and BnD is a distortion ball
centered around xn for equivalent images over the alphabet An, given a distance measure
dn(x
n, yn) and a distortion threshold D. Visual complexity of the class of images in that
distortion ball is defined based on the notion of a D-ball centered around xn:
QD(x
n) = arg min
yn∈An:d(xn,yn)≤D
C(yn) (6.2)
and CD(x
n) is defined to be:
CD(x
n) = C(QD(x
n)) (6.3)
If there exists many such sequences in D-ball with smallest complexity, the one with min-
imum dn(x
n, yn) is used. It is shown in [64] that for a stationary ergodic source with
probability measure µ, we have:
lim
n→∞
CD(x
n)
n
= R(D) (6.4)
where R(D) is the rate distortion function.
The idea of iso-visual complexity spheres can be incorporated into the NCCD framework
by replacing CT (x|y) and C(x) with CDT (x|y) and CD(x). This definition will formally
extend the NCCD, and any other NID based framework to include lossy descriptions of
image information using the concept of complexity distortion function. Furthermore, since
complexity of the distortion balls can be replaced by rate distortion function as shown
in 6.4, the Kolmogorov complexity terms in NID based frameworks can be replaced by
Shannon’s rate distortion function, and optimization algorithms can be developed to control
the trade-off between complexity and perceptual quality of the images belonging to the
same class. A natural extension of complexity distortion function has also been proposed
in [65] which can be used to model limited computational resources of the HVS.
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In chapter 4, we presented a NID based perceptual quality assessment method and
compared its performance with existing state-of-the-art perceptual quality assessment al-
gorithms. We believe that future research on incorporating the notion of visually lossless
complexity into NPIS algorithm can lead to formulation and development of an elegant
information theoretic framework for perceptual image and video quality assessment based
on Kolmogorov complexity and NID, which will resolve many of the shortcomings of the
existing methods.
6.2.2 Refinement of The Image Similarity Framework For Tex-
ture Classification and Face Recognition
Normalized Information Distance is a universal metric, in the sense that it minorizes every
other distance among the two objects being compared [6]. This makes NID a powerful tool
in detecting underlying similarities among images. However, as presented in this thesis,
non-computability of Kolmogorov complexity terms in NID makes it difficult to apply the
metric to applications such as texture and face recognition. In chapter 3, we presented a
novel framework to estimate the non-computable NID with Normalized Conditional Com-
pression Distance (NCCD), and demonstrated its performance in texture classification and
face recognition. During implementation of NCCD using H.264 video encoder in section
3.4, it was observed that high quantization parameters for both I and P frames of the video
resulted in higher accuracy rates for classification of texture and recognition of faces in all
tested databases. This phenomena can be attributed to the fact that the visual data is
highly redundant, and underlying similarities among images, such as structural properties,
can be better detected using relevant data to the features of interest. It is therefore, crucial
to the performance of NID based texture classification and face recognition frameworks to
minimize redundancy of the images under test, while keeping important visual information
of the images for proper detection.
The problem of building a compact representation with relevant information of objects
has been addressed in Kolmogorov complexity literature [90] and preliminary application
of the method to image similarity has been explored [44]. The method is based on a
theoretical decomposition of NID to distance among model and residue components of
the images. Another solution to this problem has been taking sparse representation-based
approach in encoding visual information of the images as proposed in [56]. The proposed
solutions provide promising preliminary results, but remain incapable of providing a strong
theoretical framework in model selection for general applications. Proper formulation of
compactness for NID has yet to be developed as well. Future research in this direction
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can formalize optimum model selection in applying NID to texture classification, face
recognition and other detection and retrieval applications applied to images.
6.2.3 Further study on Information Distances as Features
In this thesis, we presented applications of Normalized Information Distance to the field
of perceptual image quality assessment, image classification and recognition. Although
the results have been promising, there are still many challenges ahead before NID or its
variants such as NCCD can outperform traditional image similarity and quality assessment
methods such as SSIM in assessment of perceptual quality and similarity of images. As
discussed in section 6.2.1, we believe that in order to make NID framework competitive,
a perceptual component must be incorporated in the framework. However, modification
of the framework results in higher computational complexity, and further complicates the
simple and elegant NID.
An alternative to direct modification of the NID framework can be using information
theoretic distances as input features to a machine learning algorithm which has been trained
by human observer data. Using this technique, a properly trained algorithm can predict
a perceptual quality or similarity score based on the previously trained perceptual scores
from human observers and a vector of information theoretic distance features, which usually
represent the number of bits required to modify certain features of one of the images and
reach the modified image.
In chapter 5, we presented a set of information theoretic features which were used by
Support Vector Regression tool to quantify a perceptual metric for modification of images,
and showed that the predicted scores highly correlate with mean observer ratings. We be-
lieve that further research in this direction can lead to developing competitive information
theoretic based quality metrics with higher flexibility and significantly lower complexity.
6.2.4 Information Distance as a Parameter Selection Tool
Normalized Information Distance provides a universal tool which can be used to detect un-
derlying similarities of any two objects that can be created on a Universal Turing Machine
(UTM), regardless of their type, shape, size and format [6]. Thanks to these unique prop-
erties, the NID framework is applicable in scenarios where no other similarity measurement
is.
There are many algorithms in image processing in which the input image are of different
size, shape or nature of the output image. In such scenarios, a direct comparison of the
104
input and output image using traditional algorithms such as MSE or SSIM is impossible.
Furthermore if there are any parameters involved in these algorithms, the only way to fine
tune these parameters is to use human observer data. Normalized Information Distance
can be used to compare the similarity of the input and output images in such scenarios, and
also find the parameters such that information of the input image is maximally preserved
in the processing and the output image has minimum information distance with the input
image. Examples of such applications include 3D to 2D conversion, image fusion, HDR to
LDR tone mapping, and image scaling.
In chapter 4.3, we presented a parameter selection algorithm for tone mapping of HDR
images, and showed that the scheme results in enhanced quality LDR images compared to
those created using MSE parameter selection or tone mapped linearly. We believe that in
the future, applications of NID can be extended to address similar problems.
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List of related publications:
Nima Nikvand and Zhou Wang. “Generic image similarity based on Kolmogorov com-
plexity,” 17th IEEE International Conference on Image Processing (ICIP), Sept. 2010.
Nima Nikvand and Zhou Wang. “Perceptual normalized information distance for image
distortion analysis based on Kolmogorov complexity”, International Conference on Applied
Mathematics, Modeling and Computational Science (AMMCS), July 2011.
Nima Nikvand and Zhou Wang. “Image Distortion Analysis Based on Normalized Per-
ceptual Information Distance”, Springer Journal of Signal, Image and Video Processing,
vol. no. 7, issue 3, pp 403-410 May 2013.
Nima Nikvand, Hojat Yeganeh and Zhou Wang. “Adaptive Windowing For Optimal Vi-
sualization of Medical Images Based on Normalized Information Distance”, accepted in
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