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Abstract—This paper proposes a novel secondary voltage con-
trol using nonlinear multivariables robust adaptive control based
on multiple models with unmodeled dynamics for microgrids. The
proposed secondary control scheme consists of a linear robust
adaptive controller, a neural network based nonlinear adaptive
controller, and a switching mechanism. The linear controller
assures boundedness of the input and output signals, and the
nonlinear controller can improve the tracking performance. By
using a specially designed switching scheme between the two
controllers, it is demonstrated that the stability and performance
can be achieved simultaneously. By leveraging a data-driven
real-time identification, the proposed method does not require
the information of primary control and microgrid models, thus
exhibiting well robustness, generalizability, and disturbance-
resistance.
Index Terms—Secondary voltage control, multiple models,
nonlinear adaptive control, unmodeled dynamics, robustness,
neural networks.
I. INTRODUCTION
M ICROGRIDS are localized small-scale power systemsconsisting of interconnected loads and distributed en-
ergy resources (DERs) and can operate in both grid-connected
and islanded modes [1]–[5]. Compared to traditional fossil-
fuel-based power grids, microgrids have advantages such as
faster demand response, lower carbon consumption, etc.
Despite the benefits, the introduction of microgrids raises
new control challenges. One of the most important problems
is the voltage tracking in the islanded operation mode. To this
end, the concept of hierarchical control has been borrowed
from traditional power systems and applied to microgrids [2]–
[4], [6], [7]. Hierarchical control consists of three layers:
primary, secondary, and tertiary controls. These layers have
their own responsibilities and work at different time scales.
In the grid-connected mode, the voltage and frequency of a
microgrid are determined by the main grid. Due to the large
capacity of the main grid, the dynamics of the microgrid is
dominated by the former. In this case, the microgrid delivers
scheduled real and reactive power to the main grid [8]. The
microgrid switches to the islanded operating mode in the event
of disturbances, where the primary control is immediately
applied to maintain the system voltage and frequency stability
[9]. However, the primary control can lead to voltage and fre-
quency deviations. Therefore, the secondary control is applied
to compensate for these deviations and restore the voltage and
frequency to their references [3], [4], [10], [11].
This paper focuses on the secondary voltage control of an
islanded microgrid, which has been studied by many recent
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works due to its significance in microgrid operations. However,
existing secondary control methods have some drawbacks
which are summarized as follows:
• Most of the existing methods design secondary control
based on linearized system models such as small-signal
models or incomplete plant dynamics [9], [12]–[15].
These control methods can only guarantee local stability
within a neighborhood of the current operating point.
However, in complex networks, it is necessary to stabilize
the system globally.
• To obtain the global stability, some works employ de-
tailed nonlinear models [4], [16]–[19]. However, in prac-
tice, the models structures and parameters, such as line
impedances, loads, and even local primary and inner
control configurations of DERs, may be unavailable. In
addition, these models do not consider the unmodeled dy-
namics, model uncertainties, and unknown disturbances.
Therefore, although these methods can achieve the large-
signal stability, they are not robust to the unmodeled dy-
namics, model uncertainties, and unknown disturbances.
• Many secondary control methods depend on specified
models of primary controllers and inner controllers [4],
[9], [12]–[20]. This dependency restricts the design free-
dom of lower layer controllers and reduces the generality
of secondary control methods. That is to say, when
using these secondary control methods as the feedback
linearization and sling mode control, they require de-
tailed models of primary controllers and inner controllers.
Since the primary control and inner control are fully
decentralized, the detailed information of them is usually
unavailable. Furthermore, the secondary control should be
reconfigured when these lower-layer controllers change.
• Recently, researchers have proposed a control method that
overcomes the above drawbacks based on a finite-time
strategy [21]. The advantage of this method is that it
does not require detailed system models since the input-
output feedback linearization converts the nonlinear and
uncertain dynamics of microgrids into linear ones. It is
independent of parametric uncertainties of lines, loads,
and microgrid configurations. However, the method has
strong assumptions that the system must be affine in
control and its unmodeled dynamics should be bounded
and Lipshitz.
To solve the above problems, this paper proposes a novel
secondary voltage control strategy that relaxes the restrictions
on the primary controller design and does not require specified
knowledge of model structures and parameters. To this end,
we design a multivariables robust adaptive control using neural
networks and multiple models. The control structure includes
linear and nonlinear identifiers and controllers, which are coor-
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2dinated by a specially designed switching law. We consider the
primary controller, inner control loops, and the microgrid as an
unknown nonlinear system. Then we perform real-time system
identification based on an adaptation law, neural networks and
a switching mechanism. The model-free feature guarantees
the robustness of the proposed method and generalizability of
controller designs at different layers. Moreover, the closed-
loop control design improves its resistance to disturbance.
Through rigorous mathematical analysis, we show that the
proposed control strategy can guarantee bounded input and
bounded output (BIBO) stability globally while realizing an
arbitrarily small tracking error.
The rest of the paper is organized as follows. Section
II introduces the general hierarchical control structure of
microgrids. Section III proposes a robust multivariables sec-
ondary voltage control method that does not require detailed
system models. Section IV provides mathematical analysis
of the stability and tracking errors. Section V demonstrates
the effectiveness of the proposed method in a widely used
microgrid system and finally conclusions are drawn in Section
VI.
II. HIERARCHICAL CONTROL STRUCTURE OF MICROGRIDS
The hierarchical control structure of a microgrid consists of
three layers: primary, secondary, and tertiary controls. These
three layers have different responsibilities due to their different
time scales. The primary control guarantees the stability of the
system, the secondary voltage control restores the voltage of
a microgrid, and the tertiary control optimizes the economic
operation and manages the power exchange between the
microgrid and the main grid.
The primary control has the fastest dynamic response in the
three layers. The primary control should fulfill the following
tasks [3], [4], [22]–[24]:
• Guarantee the voltage and frequency stability. In the
islanded operation mode, due to the unpredictable dis-
turbances or pre-planned scheduling, the microgrid may
be disconnected from the main grid. The primary control
should stabilize the islanded operation.
• Provide plug-and-play capability for DERs and allocate
the real and reactive power among them, preferably
without any communication links. Because of the plug-
and-play capability, the structures of a microgrid can be
time-varying.
• Mitigate circulating currents that can cause over-current
issues and damage the power electronic devices.
The primary control is strictly local and generates reference
trajectories for inner voltage and current control loops of
DERs in order to adjust the voltage magnitude and frequency
according to their real and reactive power. These inner control
loops are generally implemented with a current-controlled
voltage source inverter (VSI) in the PQ control mode or
implemented with a voltage-controlled VSI in the voltage
control mode [8].
However, the primary control may result in voltage devi-
ations. The secondary control compensates the deviations to
restore the voltage to its reference value vref . In the islanded
mode, the reference voltage is set to be the nominal voltage
of the microgrid. In the grid-tied mode, it is determined by
the tertiary controller [4]. The hierarchical control structure
is illustrated in Fig.1, where vref and v are reference volt-
age and feedback real voltage of a microgrid, respectively.
E∗ = [E∗1 , E
∗
2 , ..., E
∗
m] are control inputs for the primary level
generated by the secondary control. v∗o = [v
∗
o1, v
∗
o2, ..., v
∗
om]
are the voltage reference for inner control loops of DERs and
provided by the primary control, where m denotes the number
of DERs.
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Fig. 1. Hierarchical control structure of microgrid.
The secondary control has slower dynamic response com-
pared to the primary control. Based on this timescale sep-
aration, it is reasonable to consider the dynamics of the
primary control and secondary control to be decoupled to
facilitate their individual designs [3]. The decoupling provides
flexibility for controller designs at different layers. However,
the flexibility of the primary control design is always restricted
when a model-dependent control algorithm (such as feedback
linearization and sliding mode control) is applied in the
secondary control design. In this case, the structures and
parameters of the primary level must be known as a priori for
the secondary control design. Uncertainties and disturbances
of the primary level can lead to instability and large tracking
errors of the microgrid. Therefore, it is desirable to develop
a robust and model-free secondary control without knowing
the specifications of the primary level. To this end, this paper
proposes a novel secondary control method using nonlinear
multiple models adaptive control with unmodeled dynamics.
III. SECONDARY VOLTAGE CONTROL BASED ON
NONLINEAR MULTIPLE MODELS ADAPTIVE CONTROL WITH
UNMODELED DYNAMICS
A. Problem statement
In this section, a novel secondary voltage control structure
based on nonlinear multiple models adaptive control with
unmodeled dynamics is proposed. We will design the linear
controller and nonlinear controllers, respectively, and then pro-
pose a switching mechanism to coordinate the two controllers.
Consider a m-input-m-output discrete-time nonlinear sys-
tem, which can generally describe the primary control, DERs,
and microgrid system:
x(k + 1) = F (x(k), u(k)),
y(k) = C(x(k)),
(1)
where u(k) = [E∗1 , E
∗
2 , ..., E
∗
m] ∈ Rm, y(k) =
[vo,mag1, vo,mag2, ..., vo,magm] ∈ Rm, x(k) ∈ Rn, vo,magi
denotes the voltage magnitude, m is the number of DERs in
the microgrid, n is the order of system and F and C are
vector-valued nonlinear functions such that the origin is an
equilibrium state.
3x(k) can be expressed as a function of y(k), ..., y(k − n+
1), u(k), ..., u(k−n+ 1) for an observable system of order n,
so that in a neighborhood of origin, the nonlinear system (1),
can also be simply represented as
A(z−1)y(k + d) = B(z−1)u(k) + f [y(k + d− 1, . . . ,
y(k + d− n), u(k),. . ., u(k − n+ 1))], (2)
where A(z−1) and B(z−1) are two m×m matrix polynomials
in the backward shift operator z−1 with the orders n and
n − 1, respectively ; d is the relative degree; f [·] ∈ Rn is
the unmodeled dynamics, which is a higher-order nonlinear
function of y(k), . . . , y(k−n+ 1), u(k), . . . , u(k−n−d+ 1)
according to [25], [26].
Assumption 1: (i) The system has globally uniformly
asymptotically stable zero dynamics.
(ii) The linear parameter matrices forming A(z−1), B(z−1)
lie in a compact region σ, and B(0) is nonsingular.
(iii) The order of system n and the relative degree d are
specified.
Remark 1: The system order and the relative degree of
system (2) are unknown and can be determined by the method
in [27].
Remark 2: As pointed out in [28], Assumption 1(i) ensures
that an input sequence will never grow faster than the output
sequence. This assumption is a necessary condition for proving
the stability of the standard adaptive control problem.
The objective of this paper is to seek for a control strategy to
achieve both system stability and performance improvement,
i.e., all the input and output signals of the closed-loop sys-
tem are guaranteed to be bounded while the system outputs
optimally track the reference signals.
Introduce the following performance index:
Jc = ‖T (z−1)y(k + d)−Rω(k)‖2, (3)
where ω(k) ∈ Rm is a known bounded reference input
vector, T (z−1) is a stable m ×m diagonal matrix weighing
polynomial, and R is a m×m diagonal matrix.
The optimal control law that minimizes Eq.(3) is
H(z−1)u(k) +G(z−1)y(k) + υ[·] = Rω(k), (4)
where H(z−1) = L(z−1)B(z−1) := H0 + H1z−1 + · · · +
Hn+d−2z−n−d+2, in which L(z−1) is a n × n matrix poly-
nomial with the order d− 1, G(z−1) := G0 +G1z−1 + · · ·+
Gn−1z−n+1 is a n×n matrix polynomial with the order n−1,
and they are uniquely determined by the equation below:
T (z−1) = L(z−1)A(z−1) + z−dG(z−1), (5)
and υ[·] = L(z−1)s[·].
The high order term υ[·] is named as umodeled dynamics.
When the control law (4) is used, υ[·] is replaced by its neural
estimation υˆ[·]. Then the equation of the closed-loop system
is
T (z−1)y(k + d) = Rω(k) + υ[·]− υˆ[·], (6)
If the linear parts of the system are known as a priori, choosing
the diagonal matrix T (z−1) such that det T (z−1) characterizes
the poles of the closed-loop system and R = T (1), and from
Eq.(6), the tracking error of the closed-loop system is υ[·] −
υˆ[·]. By properly choosing the structure and parameters of the
neural networks, ‖υ[·] − υˆ[·]‖ can be ensured to be less than
any specified positive number over a compact set, so that the
tracking error can be as small as possible [29], [30].
If the nonlinearity υ[·] is small, the control law (4) can be
approximated by the linear control law below:
H(z−1)u(k) +G(z−1)y(k) = Rω(k). (7)
To achieve both stability and performance improvement, a
switching strategy is needed [31], [32], which will be dis-
cussed in next section.
B. Controller parameter identification
If the linearization parameters of the system are unknown
or slowly time-varying, we can use the direct adaptive control
scheme. From (2) and (5), we obtain the following model:
T (z−1)y(k + d) = G(z−1)y(k) +H(z−1)u(k) + υ[X¯(k)], (8)
φ(k + d) = θTX(k) + υ[X¯(k)], (9)
where φ(k + d) = T (z−1)y(k + d), θ = [G0, . . . , Gn−1, H0,
. . . , Hn+d−2]T , X(k) = [y(k)T , . . . , y(k − n+ 1)T ,
u(k)T , . . . , u(k−n−d+2)T ]T , and X¯(k) = [y(k), . . . , y(k−
n+ 1), u(k), . . . , u(k − n− d+ 2)].
Remark 3: From Assumptions 1(ii), the parameter matrix θ
lies in a certain compact region σ.
Assumption 2: The unmodeled dynamics υ[·] are globally
bounded by a known positive constant, i.e. ‖υ[·]‖ 6M , where
M > 0 is a known constant.
In this paper, two estimate models of (9) are constructed.
The first one is a linear estimate model, which is defined as
φˆ1(k + d) = θˆ1(k)
TX(k), (10)
where θˆ1(k) is an estimate of θ at time instant k, and is
updated by
θˆ1(k) = proj{θˆ′1(k)}, (11)
θˆ′1(k) = θˆ1(k − d) +
a1(k)X(k − d)e1(k)T
1 +X(k − d)TX(k − d) , (12)
a1(k) =
{
1 if ‖e1(k)‖ > 2M,
0 otherwise,
(13)
where e1(k) is the linear model identification error, i.e.,
e1(k) = φ(k)− θˆ1(k − d)TX(k − d), (14)
θˆ′1(k) = [Gˆ1,0(k),· · ·, Gˆ1,n−1(k), Hˆ ′1,0(k),· · ·, Hˆ1,n+d−2(k)]T ,
and proj{·} is a projection operator satisfying
proj{θˆ′1(k)} =
{
θˆ′1(k) if |Hˆ1,0(k)| > hmin,
[· · · , hmin, · · · ]T otherwise, (15)
where hmin is defined by the priori knowledge satisfying
hmin > 0. The purpose is to refrain the control signal from
being too big due to the too small identification parameter
Hˆ1,0(k).
The other is a nonlinear estimate models defined as
φˆ2(k + d) = θˆ2(k)
TX(k) + υˆ∗[X¯(k)], (16)
where θˆ2(k) is another estimation of θ at time instant k, and
υˆ∗[X¯(k)] is a neural networks estimation of υ∗[X¯(k)] at time
instant k with υ∗[X¯(k)] = φ(k + d)− θˆ2(k)TX(k), i.e.,
υˆ∗[X¯(k)] = NN [Wˆ (k), X(k)], (17)
4where NN [·] represents the structure of the adopted neural
networks, X(k) is the input vector, and Wˆ (k) is the estimate
of the ideal weight matrix W ∗.
According to [28], [33], [34], there is no restriction on how
the parameters θˆ2(k) and Wˆ (k) are updated except that they
always lie inside some predefined compact region Ω. Hence
the update law of θˆ2(k) is designed a similar way as θˆ1(k)
where the difference is the definition of the identification error,
i.e.,
e2(k) = φ(k)−θˆ2(k − d)TX(k − d)− υˆ∗[X¯(k − d)]. (18)
By the linear estimate model (10), we have the linear adaptive
controller C1:
θˆ1(k)
TX(k) = Rω(k). (19)
From the nonlinear estimate model (16), we obtain the neural-
networks-based nonlinear adaptive controller C2:
θˆ2(k)
TX(k) + υˆ∗[X¯(k)] = Rω(k). (20)
In the following, the switching mechanism between the linear
adaptive controller C1 and the neural networks based nonlin-
ear adaptive controller C2 is provided. The structure of the
switching system is illustrated in Fig. 2, where j = 1 and 2.
j = 1 denotes linear, and j = 2 denotes nonlinear. A similar
Linear Model
NN Model
Plant
Linear 
Controller
NN Controller
Switching
Logic
T
R
j
 1ˆ t
 2ˆ t
 t y t
 t
 1e t
 2e t j
 1u t
 2u t
Fig. 2. The structure of the switching system
switching rule as in [28] is proposed below
Jj(k) =
∑k
l=d
aj(l)(‖ej(l)‖2−4M2)
2(1+X(l−d)TX(l−d))+
c
∑k
l=k−N+1(1− aj(l))‖ej(l)‖2,
(21)
aj(k) =
{
1 if ‖ej(k)‖ > 2M,
0 otherwise,
(22)
where N is an integer and c > 0 is a predefined constant.
By comparing J1(k) and J2(k), the adaptive controller C∗
corresponding to the smaller J∗(k) is chosen to control the
system.
Note that the performance index (21) is composed of two
parts. The first part,
∑k
l=d aj(l)(‖ej(l)‖2−4M2)/2(1+X(l−
d)TX(l − d)), is used to distinguish signals with different
growth rates, so that the boundedness of all signals can be
established. The second part, c
∑k
l=k−N+1(1−aj(l))‖ej(l)‖2,
is a measure of the prediction error over a finite window
and is included to improve the performance. When the neu-
ral networks are degraded or disturbed, the e2 increases,
consequently, J1 is less than J2 and the controller C1 is
chosen. C1 keeps working to guarantee the stability until the
neural networks based controller recovers. Then e2 decreases,
accordingly, J1 is greater than J2 and the controller C2 is
chosen to improve the performance. The proper selection of c
and N can lead to better performance with stability.
Remark 4: According to the switched systems theory [35],
it is possible to guarantee the stability with better performance
by frequently switching controllers for unstable subsystems.
However, such frequent switching may lead to bad con-
trol performance or even instability in subsystems. That is,
a switching law can determine control performance of an
overall switched system after switching among controllers
or subsystems. Therefore, designing an appropriate switching
law is essential. The switching law proposed in this paper
guarantees both stability and improved tracking performance
of the secondary control.
The secondary control algorithm proposed in this paper
includes the real-time identification of system parameters, the
linear robust adaptive controller, the neural networks based
nonlinear adaptive controller, and the switching mechanism.
The algorithm can be summarized as follows:
Step 1: Measure the microgrid voltage output y(k) and
construct data vector X(k − d);
Step 2: Calculate the identification errors e1(k) and e2(k)
using (14)and (18), and calculate J1(k) and J2(k) by (21)
and (22);
Step 3: Compare J1(k) and J2(k), and choose the controller
C∗, (19) or (20), corresponding to the smaller J∗(k);
Step 4: Estimate the controller parameters θˆ∗(k) with (11)-
(15) or (17)-(18), and calculate the current control input u(t)
from the controller C∗ to be applied to system (2);
Step 5: Let k = k + 1, and return to Step 1.
IV. ANALYSIS OF STABILITY AND TRACKING ERRORS
In this section, we provide rigorous analysis and proof of
the stability and tracking errors .
Theorem 1: For system (2), the secondary control algorithm
(10)-(22) ensures that the input and output signals of the
closed-loop system are bounded. In addition, by properly
choosing the structure and parameters of neural networks, for
a predefined arbitrary small positive number ε, the tracking
error of the closed-loop system satisfies
lim
k→∞
‖e¯(k)‖ = lim
k→∞
‖T (z−1)y(k)−Rω(k − d)‖ < ε.
Proof : First, define ψ1(k) = θˆ1(k) − θ, and then by (12),
we have
ψ1(k) = ψ1(k − d) + a1(k)X(k − d)e1(k)
T
1 +X(k − d)TX(k − d) .
Following the similar derivation process in [28], it follows that
‖ψ1(k)‖26‖ψ1(k−d)‖2− a1(k)(‖e1(k)‖
2−4M2)
2(1 +X(k−d)TX(k−d)) . (23)
Since a1(k) = 1 for ‖e1(k)‖ > 2M , and is 0 otherwise,
{‖ψ1(dk)‖2} is k non-increasing sequences. Hence, θˆ1(k) is
bounded. Moreover,
lim
N→∞
N∑
k=d
a1(k)(‖e1(k)‖2 − 4M2)
2(1 +X(k − d)TX(k − d)) <∞, (24)
5lim
k→∞
a1(k)(‖e1(k)‖2 − 4M2)
2(1 +X(k − d)TX(k − d)) → 0. (25)
From (14) and (19), we have
e1(k) = φ(k)− θˆ1(k − d)TX(k − d)
= T (z−1)y(k)−Rω(k − d). (26)
By (26) and the stability of T (z−1), along with (iii) in
Assumption 1, there exist positive constants c1, c2, c3, and c4
such that
|yi(k)| 6 c1 + c2 max
06τ6k;16i6n
|e1i(τ)| i = 1, 2, . . . , n,
and
|ui(k − d)| 6 c3 + c4 max
06τ6k;16i6n
|yi(τ)| i = 1, 2, . . . , n.
Since
X(k − d) = [y(k − d)T , . . . , y(k − n− d+ 1)T ,
u(k − d)T , . . . , u(k − n− 2d+ 1)T ]T ,
it follows that there exist positive constants c5 and c6 such
that
‖X(k − d)‖ 6 c5 + c6 max
06τ6k
‖e1(τ)‖. (27)
From (27), the boundedness of the input and output signals
are determined by the boundedness of e1(k).
Now assume that e1(t) is unbounded. Then by (13), for a
sufficient large positive constant, say L, when k > L, we
have ‖e1(k)‖ > 2M and a1(k) = 1, i.e., the numerator
in Eq.(25) is a positive real scalar sequence, and thus there
exists a monotonic increasing sequence ‖e1(kn)‖ such that
limkn→∞ ‖e1(kn)‖ =∞. Moreover,
To this end, we have
lim
kn→∞
a1(kn)(‖e1(kn)‖2 − 4M2)
2(1 +X(kn − d)TX(kn − d))
= lim
kn→∞
a1(kn)(‖e1(kn)‖2 − 4M2)
2(1 + ‖X(kn − d)‖2)
> lim
kn→∞
a1(kn)(‖e1(kn)‖2 − 4M2)
2(1 + (c5 + c6 max
06τ6k
‖e1(τ)‖)2)
> lim
kn→∞
a1(kn)(‖e1(kn)‖2 − 4M2)
2(1 + (c5 + c6‖e1(kn)‖)2)
> 1
2C26
> 0
But this contradicts (25), and hence the assumption that e1(k)
is unbounded is false. Consequently, the input and output
signals are bounded when the linear adaptive controller is used
alone.
Second, by (18) and (20), we have
e2(k) = ψ(k)− θˆ2(k−d)TX(k−d)− υˆ∗[X¯(k−d)]
= T (z−1)y(k)−Rω(k−d). (28)
By (28) and the stability of T (z−1), along with (iii) in
Assumption 1, there exist positive constants d1, d2, d3, and
d4 such that
|yi(k)| 6 d1 + d2 max
06τ6k;16i6n
|e2i(τ)| i = 1, 2, . . . , n,
|ui(k − d)| 6 d3 + d4 max
06τ6k;16i6n
|yi(τ)| i = 1, 2, . . . , n.
Therefore, similarly, there exist positive constants d5 and d6
such that
‖X(k − d)‖ 6 d5 + d6 max
06τ6k
‖e2(τ)‖. (29)
The first term in (21) is bounded according to (24), and the
second term in (21) is always bounded due to the dead-zone
function (22). Hence J1(k) is bounded. For J2(k), there are
two possibilities:
Case 1: J2(k) is bounded.
According to the switching rule (21), it follows that
lim
k→∞
a2(k)(‖e2(k)‖2 − 4M2)
2(1 +X(k − d)TX(k − d)) → 0.
Therefore, the identification error of the closed-loop system,
e(k) = e1(k) or e2(k), satisfies
lim
k→∞
a(k)(‖e(k)‖2 − 4M2)
2(1 +X(k − d)TX(k − d)) → 0, (30)
where
a(k) =
{
1 if‖e(k)‖ > 2M,
0 otherwise.
(31)
Case 2: J2(k) is unbounded.
Since J1(k) is bounded, there exists a constant k0 such that
J1(k) ≤ J2(k), ∀k > k0. Therefore, when k > k0 + 1, by
the switching mechanism, the model e(k) = e1(k) and also
satisfies Eq. (30).
From (27), (29) and (30), using the same reasoning as above,
it follows that X(k− d) is bounded, i.e., the input and output
signals of the closed-loop switching system are bounded.
Finally, from (30) and the boundedness of X(k − d), the
model error ej(k), j = 1, 2, satisfies
lim
k→∞
‖ej(k)‖ 6 2M. (32)
Therefore, when k → ∞, the system chooses the controller
corresponding to the smaller identification error as the control
input of the switching system by the switching law (21) and
(22). So from (26) and (28), the tracking error of the system,
e¯(k) = T (z−1)y(k)−Rω(k− d), is equivalent to the smaller
identification error.
We now will prove that when k → ∞, the tracking error
is equivalent to the nonlinear model error, i.e., the nonlinear
identification error can always be less than the linear model
error. From (18), we have the nonlinear identification error as
follows,
e2(k)=φ2(k)−θˆ2(k−d)TX(k−d)−υˆ∗[X¯(k−d)]
=φ2(k)−(φ2(k)−υ∗[X¯(k−d)])−υˆ∗[X¯(k−d)]
=υ∗[X¯(k−d)]−υˆ∗[X¯(k−d)].
(33)
When the structure and parameters of a neural network are
chosen properly, for a predefined arbitrary small positive
number ε (< limk→∞ ‖e1(k)‖), the tracking error ‖υ∗[X¯(k−
d)]−υˆ∗[X¯(k−d)]‖ < ε can be achieved. Thus, when k →∞,
the nonlinear identification error can be less than the linear
model error, consequently, the tracking error of the system
will be e2(k), which satisfies
lim
k→∞
‖e¯(k)‖ = lim
k→∞
‖e2(k)‖ < ε. (34)
6V. CASE STUDIES
The effectiveness of the proposed secondary voltage control
is verified through a widely used microgrid test system as
shown in Fig. 3 [20]. The microgrid system consists of four
DERs and two loads. Both loads are modeled as constant
impedance loads. Four buses are connected through lines
which are modeled as series RL branches. The diagram
of each DER is shown in Fig. 4. The inner control loops
consist of double-closed loops using proportional-integral (PI)
controllers, which guarantees the voltage tracking performance
and improves the current response speed. The PI controller
gains are shown in Table I. The droop controller is applied
in the primary control that is represented in equation (35).
The parameters of the microgrid are specified as Table II. The
sample time of the primary and secondary levels are set to
be 1 × 10−6 s and 5 × 10−3 s, respectively. In this case
study, we simulate 500 samples for the secondary control and
show the results in 2.5 s. The simulation is implemented in
MATLAB/Simulink software environment.
v∗odi = E
∗
i −DQiQi,
v∗oqi = 0,
vo,magi =
√
v2odi + v
2
oqi.
(35)
To verify the model-free property of the proposed secondary
voltage control algorithm, the mathematical models of the
microgrid test system are unavailable to the secondary control.
In other words, the structures and parameters of primary
control, inner control loops and microgrid system are unknown
when we design the secondary control. Only the measurements
of output voltage magnitude of the microgrid are fed back to
the secondary control.
The tracking performance of the voltage magnitudes is as
shown in Fig. 5. The reference voltage magnitudes are set
to be 300 V . The secondary control is not applied until 1 s.
Before that the voltage magnitudes are stabilized, nonetheless,
the steady state errors still exist. Once the secondary control
is implemented, the voltage magnitudes are restored to the
reference values rapidly. At 2 s, we give an unknown load
sudden change. The voltage magnitudes with the proposed
method are slightly influenced by the perturbation, and return
to the reference quickly. The corresponding results of real
and reactive power are shown in Fig.6. Fig. 7 shows that the
secondary control switches between the linear and nonlinear
models and controllers to guarantee the stability and improve
the performance. The above results indicate an ideal track-
ing performance and robustness for the proposed secondary
voltage control.
A comparison simulation using conventional feedback lin-
earization method is implemented under the same conditions
to show advantages of the proposed method. When unknown
load sudden change happens at 2 s, the voltage magnitudes and
real and reactive power diverge as shown in Fig.8 and Fig.9,
respectively. The results suggest that the conventional feedback
linearization cannot stabilize the system with uncertainties.
Remark 5: If given the specified model of primary con-
trol and microgrid without uncertainties and disturbances,
the tracking performance of the secondary control based on
feedback linearization could be comparable to or even better
than the proposed secondary control strategy. However, if
the structure and parameters of primary level and microgrid
change, the secondary control based on feedback linearization
must be adjusted according to the changes. Moreover, if there
are uncertainties or the primary controller is not in a closed
form, the feedback linearization is not applicable.
DER 1 DER 2 DER 3 DER 4
1Load
1lineR1lineL
1cr
1cL
2cr
2cL
3cr
3cL 4cL
4cr
2Load
2lineL 3lineL2lineR 3lineR
PCC
1ov 2ov 3ov 4ov
1bv 2bv 3bv 4bv
Fig. 3. Diagram of the microgrid test system.
TABLE I
INNER LOOP PI CONTROLLER GAINS
Controller Parameter Value Parameter Value
PI gains KPV 1 0.5 KIV 1 52
for KPV 2 0.5 KIV 2 52
voltage KPV 3 0.25 KIV 3 34
controllers KPV 4 0.25 KIV 4 34
PI gains KPC1 4.5 KIC1 450
for KPC2 4.5 KIC2 450
current KPC3 3.55 KIC3 353
controllers KPC4 3.55 KIC4 353
TABLE II
PARAMETERS OF THE MICROGRID SYSTEM
Parameter Value Parameter Value
Lf 3.9 mH rf 0.50 Ω
Lc 0.5 mH rc 0.09 Ω
Cf 16 µf Rd 2.05 Ω
DQ1 1× 10−3 V/V ar DQ2 1× 10−3 V/V ar
DQ3 1.5× 10−3 V/V ar DQ4 1.5× 10−3 V/V ar
Rload1 20 Ω Rload2 10 Ω
Lload1 15 mH Lload2 25 mH
Rline1 0.15 Ω Lline1 0.42 mH
Rline2 0.35 Ω Lline2 0.33 mH
Rline3 0.23 Ω Lline3 0.55 mH
VI. CONCLUSIONS
A novel model-free secondary voltage control using non-
linear multiple models adaptive control with unmodeled dy-
namics is proposed. The microgrid with primary control is
considered as a “black-box” when designing the secondary
control, i.e. the detailed models and parameters of the system
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Fig. 4. Diagram of the DER control block in the microgrid.
Fig. 5. Tracking performance of voltage magnitudes using multiple models
adaptive control.
are not required, thus relaxing the restriction on primary con-
trol design. The control structure includes linear and nonlinear
identifiers and controllers that are regulated by a switching
law. The unmodeled dynamics in nonlinear equations are
estimated by neural networks. Theoretical analysis of tracking
performance proves that the tracking error can be achieved
arbitrarily small given a proper nonlinear identification. It is
shown that the proposed switching mechanism between the
linear and nonlinear controllers can help achieve both bounded
input and output signals of the closed-loop hybrid switching
system and improved tracking performance. We have shown
that the proposed algorithm is robust to the uncertainties and
changes of the microgrid and its primary control.
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