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Abstract
After establishing bounds on the Rao function and on the genus of projective curves that generalize
the ones in [5] and in [12], we describe the even G-liaison classes of some unions of curves attaining
the bounds, and of more general unions with analogous geometric properties. In particular, we prove
that their Hartshorne–Rao module identiﬁes the even G-liaison class.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 14M06; secondary: 14H10
1. Introduction
Here and through out in the paper a curve C is a locally Cohen–Macaulay closed sub-
scheme ofPn=Proj(R : =K[x0, . . . , xn]) of pure dimension 1,IC denotes the ideal sheaf
of C, IC = H 0∗ (IC) = ⊕j∈ZH 0(IC(j)) is its total ideal in R, and M(C) = H 1∗ (IC) =
⊕j∈ZH 1(IC(j)) is its Hartshorne–Rao module.
Two classical tools for studying curves in the projective 3-space are the so-called Castel-
nuovo’s method and the (bi)liaison theory.
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The ﬁrst method provides bounds on the arithmetic genus and on the Rao function
h1(IC(t)), t ∈ Z, of a curve C, once the Hilbert function of the general hyperplane
section of the curve C is bounded. A basic result is the following:
Hartshorne’s Restriction Theorem ([8,Theorem 2.1].) Let C be a locally
Cohen–Macaulay curve in P3K. Assume that d = deg C3, that C is not contained in
a plane, and that for all general planes H, the scheme intersection C ∩ H is contained in
a line of H. Then, char(K) = p> 0, the support of C is a line L, and for any P ∈ L there
exists a surface S containing C, which is smooth at P, so that in a neighborhood of P, the
scheme C is just the divisor dL on S.
To explain the second method, we state some basic deﬁnitions.
Deﬁnition. Let C1, C2, X ⊆ P3 be curves, and assume that Ci ⊆ X, i = 1, 2 and that
IX = (f, g), that is to say, X is a complete intersection curve. C1 and C2 are directly linked
by X if IX : IC1 = IC2 and IX : IC2 = IC1 .
The liaison relation is the equivalence closure of the “directly linked” relation, while the
biliaison relation is the equivalence closure of the “linked in two steps” relation.
A fundamental result in the liaison theory was proved by Rao in [17], and it is
Rao’s Theorem. Two curves C1 and C2 in P3 are in the same biliaison class if, and only
if, M(C1)M(C2)(h), for some h ∈ Z.
Then, in order to study curves in the projective 3-space, one can study at ﬁrst the min-
imal ones in the biliaison class (i.e., the ones whose Hartshorne–Rao module has the
leftmost shift), and then use the Lazarsfeld-Rao property (see [2]) which assures that
all the curves in the biliaison class can be obtained from the minimal curves by a ﬁ-
nite sequence of ascending basic double links, followed by a deformation with constant
cohomology.
By using a generalization of the notion of divisor, Hartshorne proved that biliaison theory
is equivalent to linear equivalence on complete intersection surfaces (see [7]).
In order to study curves in the projective n−space, n4, one can try to generalize the
previous tools.
In [12], Nagel proved a generalization of Hartshorne’ s Restriction Theorem. He showed
that if C ⊆ Pn, n4, and char(K) = 0, then the general hyperplane section of C is not
contained in a line. Then, the worst Hilbert function for the general hyperplane section 
of C occurs when  spans a linear space of dimension 2 and it contains a linear subscheme
of degree deg (C) − 1. By considering that geometric situation, Nagel computed bounds
for the Rao function and the genus of whatever locally Cohen–Macaulay curve C ⊂ Pn.
Moreover, he constructed curves attaining the bounds. In [16], there was a description of
the curves with the worst Hilbert function of the general hyperplane section and of the
components of the corresponding Hilbert schemes.
Here, we consider analogous bounds by assuming that the general hyperplane section of
C spans a linear space of dimension n− k, 1kn− 2, and we give examples of curves
with that general hyperplane section, by generalizing the construction in [16].
Ageneralization of the secondmethod above consists in choosing the linking curveX to be
arithmetically Gorenstein instead of complete intersection. The corresponding equivalence
relation is called even Gorenstein liaison (even G-liaison, for brief).
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One of the main open problems is to prove to what extend Rao’s Theorem can be
generalized to the new setting. Only a few results are known, mainly for arithmetically
Cohen–Macaulay curves, and for arithmetically Buchsbaum curves, but they were essen-
tially obtained by using G-biliaison (linear equivalence on arithmetically Cohen–Macaulay
surfaces,Gorenstein in codimension 1)which generalizesHartshorne’s point of view. In fact,
another open problem of this new theory is to decide if even G-liaison and G-biliaison are
the same equivalence relation. For the moment, it is only known that the G-biliason classes
are contained into the even G-liaison classes, but it is open if they are equal. The curves we
study are an interesting test case because they lie neither on arithmetically Cohen–Macaulay
surfaces, Gorenstein in codimension 1, nor on normal arithmetically Gorenstein 3-folds
(see [4]).
In this paper, we prove Rao’s Theorem for some curves which have a general hyperplane
section spanning a linear space of dimension n − k for some 1kn − 2, by using even
G-liaison and a more direct approach as in [13,14], where the authors studied even G-liaison
classes of ropes supported on a line.
The paper is structured as follows.
First of all, in the second section,we compute bounds on theRao function and on the genus
of a curve C in Pn of degree d +n−k with d1, n4 and 1kn−2, with the general
hyperplane section  of C spanning a linear space of dimension n − k. Geometrically,
if  has Hilbert function as small as possible, and dn − k + 1 then C contains a plane
subcurve D of degree d + 1 (cf. Corollary 4.4 in [6]). Then, we focus ourselves on curves
that are the scheme-theoretical union of a plane curve of degree d and a (n − k)-rope E
supported on a line L contained in the same plane, forgetting all the other curves having
such a general hyperplane section.An (n−k)-ropeE supported on a lineL is a non-reduced
curve, of degree n − k, contained in the ﬁrst inﬁnitesimal neighborhood L(2) of the line L
(see [13–15]). In the second section, we also describe the saturated homogeneous ideals of
such union of curves.
Later on, in the third section, by using the construction given in [1], we describe a family
of arithmetically Gorenstein curves containing the curveLD deﬁned by ILID (where IL and
ID denote the ideals of L and D, respectively), and we show that LD is linked in two steps
to the line L. Moreover, we prove some technical results that we will use in next section.
Our main result is a Rao-type theorem for projective curves which are union of the a plane
curve and a rope supported on a line contained in the same plane. To prove the theorem,
we follow the following strategy. At ﬁrst, in the fourth section, we show that such a curve
can be linked in two steps to a multiple line supported on the same line as the rope. This
proves that the plane curve can be forgotten, because it is a data that cannot be reconstructed
from the Hartshorne–Rao module. The second step consists in proving that the plane can
be changed as well, being a data that does not appear in the Hartshorne–Rao module. In
fact, we prove that the previous multiple line can be linked to another multiple line, with
the same support, but containing a plane curve contained in a different plane. In the next
step, we prove that if the Hartshorne–Rao module of C is admissible for ropes, then C can
be linked in two steps to a rope.
Finally, in the last section, we prove that if the Hartshorne–Rao module of C is not
admissible for a rope, then two such curves with isomorphic Hartshorne–Rao module are
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linked in an even number of steps, if the support of the two ropes is the same line, and the
same happens also if the supporting lines are different, up to some classiﬁed cases in which
we cannot prove the statement.
2. Curves with degenerate hyperplane section
Throughout the paper we will use the following notation:
• K is an algebraically closed ﬁeld;
• R : =K[x0, . . . , xr , t, u], R′ : =K[x0, . . . , xr ] and S : =K[t, u];
• n = r + 2;
• C is a curve inPn : =Proj(R) of degree d+n−k, for some d1, n4 and 1kn−2,
such that its general hyperplane section spans a linear space of dimension at least n−k.
The Hilbert function of  is not smaller than
hmin = (1, n − k + 1, n − k + 2, ..., d + n − k,→).
For more details, see Lemma 4.3 in [11].
Proposition 2.1. The Rao function h1(IC(z)) of C is less than or equal to
ex(n,k)(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if z −
(
d
2
)
+ g,(
d
2
)
− g + z if −
(
d
2
)
+ gz0,(
d
2
)
− g − (k − 1) if 1zd,(
d+1
2
)
− g − (k − 1) − z if dz
(
d+1
2
)
− (k − 1) − g,
0 if
(
d+1
2
)
− (k − 1) − gz,
where g denotes the arithmetic genus of C.
Proof. Let  = C ∩ H be the general hyperplane section of C and let hC and pC be the
Hilbert function and the Hilbert polynomial of C, respectively.
The strategy of proof is similar to the one in [5,12], with two slight differences.
Firstly, the general hyperplane section spans a linear space of dimension n − k, so we
have h(1)n−k+1, and thus h1(I(1))d−1.Therefore, Lemma 4.3 in [11] provides
for j1 :
h1(I(j)) max{0, d − j}
and
h(j) min{d + n − k, n − k + j}.
Then, we obtain
h2(IC(j))
∑
t j+1
h1(I(t))
∑
t j+1
max{0, d − t} =
(
d − j
2
)
(1)
(see the proofs of Proposition 2.1 in [12] or Theorem 2.1 in [5], for the details).
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Secondly, the curve C has degree d + n − k so its Hilbert polynomial is pC(j) =
(d + n − k)j − g + 1.
Consider now the following version of the Riemann–Roch theorem:
hC(j) − pC(j) = −h1(IC(j)) + h2(IC(j)) (j ∈ Z).
Using the above bound for h2(IC(j)) and hC(1) = n + 1 we obtain for j1 :
h1(IC(j)) = pC(j) − hC(j) + h2(IC(j))
 (d + n − k)j − g + 1 −
[
n + 1 +∑jt=2h(t)]
+∑t j+1 max{0, d − t}
 d − g − k +∑t2 max{0, d − t}
=
(
d
2
)
− (k − 1) − g
(2)
Notice that we are using that  has the smallest Hilbert function, in the above second
inequality.
For j = 0 we get
h1(IC)
(
d
2
)
− g. (3)
This proves the claim if 0jd. For the other values of j we proceed as in the proof
of Proposition 2.1 in [12]. 
Remark 2.2.
1. The inequality (2) provides the upper bound for the genus
g
(
d
2
)
− (k − 1)
because h1(IC(j))0.
2. The cases k = 1 and k = n − 2 correspond to the extremal Rao function for non-
degenerate curves with non-degenerate hyperplane section (cf. [12]) and with a very
degenerate hyperplane section (cf. [12,16]), respectively.
Now, we want to construct an example to show that the bound is sharp whatever is the
value of k (see also Remark 2.7 below).
Example 2.3. Let C ⊂ Pk+2 =Proj(K[x0, . . . , xk, t, u]) be a curve of maximal cohomol-
ogy, of degree d + 2 and genus g as described in [12], Theorem 4.2, and more extensively
in [16], associated to the exact sequence
0 → ⊕kj=1OL(−bj−1) B−→OL(−1)k ⊕ OL(−d−1) A−→OL
((
d
2
)
−g−1
)
→ 0,
where A= (a0, ..., ak) and IC = (ILID, IDB) being L a line and D a plane curve union of
L with a plane curve P of degree d, i.e. P and L lie on the same plane. Let E ⊂ Pn−k−2
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be a rational normal curve. Now, we embed Pk+2 and Pn−k−2 in Pn as complementary
linear spaces, in such a way that the intersection of the two linear spaces is a (simple) point
p0 belonging both to C and to E. Then, C ∪ E is a curve of degree d + n − k and genus
g(C ∪E)= g(C)+ g(E)+ 1− deg (C ∩E)= g. Let H ⊂ Pn be a hyperplane general for
C ∪ E and not containing p0. Then, the linear span of the scheme theoretical intersection
(C∪E)∩H is equal to the join of the linear spans of C∩H and E∩H. C∩H is contained
in a linear space of dimension 2 in Pk+2 not containing p0, while the linear span of E ∩H
has dimension n− k − 3 in Pn−k−2, and does not contain p0, neither. Hence, (C ∪E)∩H
is contained in a linear space of dimension n − k.
Now, we want to prove that the Rao functions of C ∪E and C are equal. In fact, the Rao
function of C is the extremal one and it coincides with the extremal Rao function for curves
of degree d + n − k and genus g, with general hyperplane section spanning a linear space
of dimension n− k. To compare the cohomology groups of the two curves, we consider the
two short exact sequences
0 → IC∪E → IC ⊕IE → Ip0 → 0
and
0 → OC∪E → OC ⊕ OE → Op0 → 0
and the long cohomology sequences associated to them.
From the ﬁrst one, we get
0 → H 1(IC∪E(j)) → H 1(IC(j)) → H 1(Ip0(j))
because IC ⊕ IE → Ip0 is surjective. But, h1(Ip0(j))=0 for j0 and so h1(IC∪E(j))=
h1(IC(j)) for j0.
To get the equality of the Rao functions for j < 0, we have to use more informations on
the geometry of C. From the second sequence, we have that the global sections of C ∪ E
of degree j are couples (, ) of global sections of degree j of C and E, respectively, that
agree when restricted to p0. Of course, for j < 0, the only global section of E is  = 0,
while the global sections of C (see [16, Lemma 6, Theorem 4]) are  = QZ, where Q is
a polynomial in H 0∗OL(j − deg (Z)) and Z is the global section of degree g − (d+1)(d−2)2
deﬁned on Ui ={ai 
= 0}, i = 0, ..., k− 1, as xiai and as
xkf
ak
on Uk ={ak 
= 0}, where f is a
form which deﬁnes the plane curve P. From its deﬁnition, the restriction of  to p0 is zero
and so we have that H 0(C,OC∪E(j))H 0(C,OC(j)) for j < 0. Hence, the Rao functions
agree in negative degrees, too, because H 0(C,OC∪E(j))H 1(IC∪E(j)) for j < 0 as well
as for the curve C.
The previous example suggests that the curves with general hyperplane section spanning
a dimension n − k linear space and minimal Hilbert function contain a plane subcurve of
suitable degree. In fact, it holds
Proposition 2.4. Let C ⊂ Pn be a curve of degree d+n−k, dn−k+1, and let  ⊂ H
be its general hyperplane section. If the Hilbert function of  is
h = (1, n − k + 1, n − k + 2, ..., d + n − k,→)
then C contains a plane subcurve of degree d + 1.
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Proof. It follows from [6], Corollary 4.7. 
In [16] the authors studied non-degenerated curves of degree d + 2 with very degenerate
hyperplane section, i.e. the general hyperplane section of such curves spans a linear space
of dimension 2. Most of these curves are the scheme-theoretical union of a plane curve of
degree d and a 2-rope supported on a line contained in the same plane. By generalizing the
construction of these curves, we will consider the curves C which are the union of the plane
curve P of degree d and a (n − k)−rope E supported on a line L of the plane.
Then, we set Pn = Proj(R), and we choose the plane  = V (x0, ..., xr−1) and the line
L= V (x0, ..., xr ), contained in . Of course, L= Proj(S). The ideal IP of the plane curve
P is minimally generated by x0, ..., xr−1, f where f ∈ K[xr , t, u] is any form of degree
d. We assume that L is not a component of P and so xr does not divide f, that is to say,
f = xrf1 + f0 with f0 ∈ S, and non-zero. Furthermore, in  we can consider the union D
of P and L which is the plane subcurve of degree d + 1 of C (see Proposition 2.4). The
saturated homogeneous ideal ID is generated by x0, ..., xr−1, xrf.
The ideal IE of the (n − k)-rope is minimally generated by (IL)2, (x0, ..., xr )B ′ where
B ′ is a (r + 1) × k homogeneous matrix with entries in S which does not drop rank (cf.
[13, Theorem 2.4]). Moreover, one has the following free resolution of the Hartshorne–Rao
module of E,
0 → ⊕kj=1S(−b′j − 1) B
′−→ Sr+1(−1) A′−→⊕r−ki=0S(a′i − 1) → H 1∗ (Pn,IE) → 0,
(4)
where b′j and a′i denote the degrees of the j th columnofB ′ and the ith rowofA′, respectively
(cf. [13, Proposition 3.1]).
The total ideal IC of the scheme C = P ∪ E is then
IC = IP ∩ IE . (5)
Now, we want to compute explicitly the intersection.
Theorem 2.5. There exists a (r + 1) × k homogeneous matrix B with entries in S which
does not drop rank, such that
IC = (ILID, (x0, . . . , xr−1, xrf )B).
Proof. Following the proof of Theorem 2.1 in [16], it is enough to compute the matrix B.
Let B ′ be the matrix deﬁned in the complex (4). Let B ′i be the ith row of the matrix B ′,
i = 0, ..., r, and let B ′r = (b′r1, ..., b′rk). Let  : ⊕kj=1S(−b′j − 1) ⊕ S(−d − 1) → S(−1)
be the map deﬁned by (B ′r ,−f0). Its free resolution is
0 → ⊕kj=1S(−bj − 1) M−→⊕kj=1S(−b′j − 1) ⊕ S(−d − 1)
−→ S(−1), (6)
for some non-negative integers b1, ..., bk.
396 R. Notari, I. Ojeda / Journal of Pure and Applied Algebra 204 (2006) 389–412
We set M
kˆ
(resp. B ′
rˆ
) the submatrix obtained from M (resp. B ′) by erasing the last row,
and, as before, we set Mk the last row of M. Then, we deﬁne
B =
(
B ′
rˆ
M
kˆ
Mk
)
. (7)
The matrixB is homogeneous because it deﬁnes the map ⊕kj=1S(−bj −1) → Sr(−1)⊕
S(−d − 1) in a natural way.
Now, we have to show that B does not drop rank (which is k). Let g = gcd(B ′r ,−f0).
Then det(M
kˆ
) = −f0/g, and so Mkˆ drops rank at most on the zero locus of f0.
Let p0 ∈ L be a point.
If p0 is not a zero of f0 thenMkˆ,p0 deﬁnes an isomorphism. But the matrixB=B ′Mkˆ has
all its rows equal to the ones of B except the last one that is f0(p0) times the last row of B.
Hence, the matricesB,B,B ′ have the same rank if evaluated at p0, because f0Mk =B ′rMkˆ.
If p0 is a zero of f0 we have that Mk,p0 is not a linear combination of the rows of Mkˆ,p0
because Mp0 has maximal rank k. Moreover, the rank of Mrˆ,p0 is equal to k−1. The matrix
B ′p0 has maximal rank and so deﬁnes an injective map. Then, their composition (B ′Mkˆ)p0
deﬁnes a map with an image of dimension k−1 and the projection on to the last component
of (Sr+1(−1))p0 is the null map because of the equality f0Mk = B ′rMkˆ. Hence, (B ′rˆMkˆ)p0
has rank k − 1 and ker(B ′
rˆ ,p0
) ∩ im(M
kˆ,p0
) = 0. On the other hand, the map deﬁned by
Mk,p0 is surjective, because it is non-zero.
The map deﬁned by Bp0 can be thought of as the composition of Mp0 and
(
B ′
rˆ ,p0
0
0 1
)
,
and, of course, the kernel of the second map is equal to
(
ker(B ′
rˆ ,p0
)
0
)
. Then, im(Mp0) ∩
ker
(
B ′
rˆ ,p0
0
0 1
)
= im(M
kˆ,p0
) ∩ ker(B ′
rˆ ,p0
)= 0 and so the claim follows in this case, too.

As in Proposition 3.1 in [16], it is easy to show that IC is the total ideal of a curve C of
degree d + n − k. Moreover, by using the same arguments as in Theorem 3.2 in [16], we
obtain the following
Proposition 2.6. The Hartshorne–Rao module of C is an S-module with free resolution
0 → ⊕kj=1S(−bj − 1) B−→ Sr(−1) ⊕ S(−d−1) A−→⊕r−ki=0S(ai−1) → H 1∗ (Pn,IC) → 0,
(8)
for some bj and ai depending of B and A, respectively.
Proof. (Sketch) Consider the exact sequence of sheaves
0 → IC → ID → ID/IC → 0.
D is a plane curve and so it is arithmetically Cohen–Macaulay. Hence, from the cohomology
sequence we get the presentation of the Hartshorne–Rao module of C :
0 → IC → ID → H 0∗ (ID/IC) → H 1∗ (IC) → 0.
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By factoring out ILID from the ﬁrst two items we obtain
0 → IC
ILID
→ ID
ILID
→ H 0∗ (ID/IC) → H 1∗ (IC) → 0
because the ﬁrst map is the inclusion and ILID is contained in IC. The sheaf IDIC has a
natural OL−module structure and it is locally free of rank r + 1− k, while, as S−modules,
ID
ILID
Sr(−1) ⊕ S(−d − 1), and IC
ILID
⊕kj=1S(−bj − 1), and the ﬁrst map is given by
the matrix B. 
Remark 2.7. It is possible to choose the matrices A and B in such a way that the resulting
curve attains the bound on the Rao function we computed in Proposition 2.1. In fact, by
construction, the general hyperplane section ofC is contained in a linear space of dimension
n − k, and we get the extremal Rao function by choosing a0 = · · · = ar−k−1 = 0, ar−k =(
d
2
)
− g, b1 = · · · = bk−1 = 1, bk =
(
d+1
2
)
− g − (k − 3). For example, we can choose
A =
I 0
0 Aextr
where I is the (r−k)×(r−k) identitymatrix, andAextr=(ta+r−1, ta+r−2u, ..., taur−1, ub)
for suitable integers a, b (see [12, Remark 4.8]).
Remark 2.8. Construction of the matrix A.
Let (a0, ..., ar−1, ar ) be a syzygy of the transpose Bt of B. Then, (a0, ..., ar−1)B ′rˆMkˆ +
arMk=0, that is to say ((a0, ..., ar−1)B ′rˆ , ar )M=0.So, there exists such that ((a0, ..., ar−1)
B ′
rˆ
, ar ) = /g(B ′r ,−f0) or equivalently,
(g(a0, ..., ar−1),−)B ′ = 0 and ar = −f0/g.
The ﬁrst equation gives (g(a0, ..., ar−1),−) = (c0, ..., cr−k)A′ that deﬁnes a submodule
which allows us to compute A.
Corollary 2.9. With the above notation, if g = 1, we can choose c = (c0, ..., cr−k) as the
vectors of the canonical basis, and soA=(A′
rˆ
|f0A′r )with obvious meaning of the subscripts
(this time we cut off columns).
Proof. If g = 1, the equations in Remark 2.8 are (a0, ..., ar−1,−)= (c0, ..., cr−k)A′ and
ar = −f0, so the claim easily follows. 
The following example illustrates the construction of the matrix A.
Example 2.10. Consider the plane curve P in P4 of degree 3 deﬁned by (x0, x1, tu2) (so,
in this case f =f0=tu2) and the 3-ropeE whose total ideal is (IL)2+(x0u3−x1t2u+x2t3),
that is, B ′ = (u3,−t2u, t3)t.
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The free resolution of the map  : S2(−4) → S(−1) deﬁned by (B ′r ,−f0)= (t3,−tu2)
is
0 → S(−6) M−→ S2(−4) (B
′
r ,−f0)−→ S(−1),
where M = (u2, t2)t. So, B = (u5,−t2u3, t2)t.
Now, let us construct the matrix A using Remark 2.8. First of all, notice that g = t . The
equations deﬁning the syzygies (a0, a1, a2) of B t are
(g(a0, a1),−)=(c0, c1)A′ ⇒
⎧⎪⎨
⎪⎩
ta0 = tc0,
ta1 = u2c0 + tc1 ⇔ c0=tc′0 ⇒
{
a0 = t2c′0,
a1 = u2c′0 + c1,− = uc1,
and
a2 = −f0/g = u.
Then, for c′0 = 1 and c1 = 0, and for c′0 = 0 and c1 = 1, we get a basis of the ﬁrst module
of syzygies of B t. Concretely
A =
(
t2 u2 0
0 1 u3
)
.
Now, we want to understand when two ideals generated as (ILID, IDB) deﬁne the same
curve. Of course, if we consider two matricesB andBQwhereQ gives an automorphism of
⊕kj=1S(−bj −1) we have different generators of the same ideal. Then, we want to consider
a different case. To ﬁx ideas, assume that the plane is deﬁned by x0, ..., xr−1 for both curves,
and the same for the line L = V (x0, ..., xr ). Then, we have
Proposition 2.11. With the same notation as above, let J be generated by x0, ..., xr−1,
xrf +∑r−1i=0xiui, where ui ∈ [S]d , for every i = 0, ..., r − 1. Then
IC = (ILID, IDB) = (ILJ, J W B),
where
W =
Ir
− u0
.
.
.
− ur−1
0 1
⎛
⎝⎜
⎛
⎝⎜
deﬁnes an automorphism of Sr(−1)⊕ S(−d − 1). Furthermore, by using the second set of
generators, the Hartshorne–Rao module of C is presented by AW−1 as S-module.
Proof. The equality of the two ideals is an easy check. The result on the Hartshorne–Rao
module of C follows by using the same argument as Theorem 3.2 in [16]. Essentially, the
choice of the generators of ID gives the basis of the free module Sr(−1) ⊕ S(−d − 1) in
the resolution of H 1∗ (IC) as S-module. 
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3. Even G-liaison class of ILID
As in the preceding section, set IL = (x0, . . . , xr ) and ID = (x0, . . . , xrf ), where f ∈
K[xr , t, u] is a form of degree d such that xr does not divides f. The ideal ILID is the total
ideal of a non-degenerate projective curve LD with non-degenerate hyperplane section
and maximal genus (see Proposition 8.2 in [16]). In this section we will show that LD is
G-linked in two steps to the line L = Proj(S).
First of all we will introduce a family of Gorenstein ideals such that their h-vectors are
0 d + 2
↓ ↓
h(j,d) : = (1, j + 1, . . . , j + 1, 1),
(9)
for some j ∈ {2, . . . , r} and d1. Those Gorenstein ideals are constructed following [1],
Theorem 3.2. We state the result in a self-contained way to make the proof of Theorem 3.2
below easier.
Theorem 3.1 (Bocci et al. [1, Theorem 3.2]). Let I be a homogeneous Gorenstein ideal
of codimension c in a polynomial ring R, minimally generated by g1, f1, ..., fk and let
J ⊇ I be a homogeneous complete intersection ideal of the same codimension c minimally
generated by g1, g2, ..., gc. Let I : J = I + fR. If there exists g ∈ R of suitable degree
such that g2, ..., gc, f + gg1 is a regular sequence, then the ideal
A= (f1, ..., fk, g1g2, ..., g1gc, f + gg1)
is a homogeneous Gorenstein ideal of codimension c.
Now, we apply the previous theorem to construct the Gorenstein ideals we need.
Theorem 3.2. Let f1 ∈ R be a homogeneous polynomial of degree d and let fj ∈ R be
homogeneous polynomials of degree d+1, j=2, ..., r, such that (xr , . . . , xj+1, xj−1, . . . ,
x0, xjfj ) is a complete intersection ideal of codimension r + 1, for every j ∈ {1, . . . , r}.
The homogeneous ideal IG(f1,f2,...,fj ) ⊆ R generated by
xr , . . ., xj+1, xj (x0, . . ., xj−1), . . ., x2(x0, x1), x20, x21f1, x0x1f1+x2f2, . . . , x0x1f1+xjfj
is a Gorenstein ideal with h-vector equal to h(j,d), for every j ∈ {2, . . . , r}.
Proof. Let J ⊆ R be the complete intersection ideal generated by xr , . . . , x3 and x2, x1, x0
and let I1 ⊆ R be the complete intersection ideal generated by xr , . . . , x3 and x2, x21f1, x20 .
It is clear that I1 is contained in J ; so, by Proposition 2.13 in [1], it can be directly checked
that I1 : J=I1+x0x1f1R. Since xr , . . . , x3 and x1, x0, x0x1f1+x2f2 is a regular sequence,
by Theorem 3.1 and [1], Proposition 3.12, we obtain that the ideal IG(f1,f2) generated by
xr , . . . , x3 and x2(x0, x1), x21f1, x20 , x0x1f1 + x2f2
is a Gorenstein ideal with h-vector equal to h(2,d).
400 R. Notari, I. Ojeda / Journal of Pure and Applied Algebra 204 (2006) 389–412
Assume that the homogeneous ideal Ij−1 = IG(f1,...,fj−1) generated by xr , . . . , xj+1
and by
xj , xj−1(x0, . . . , xj−2), . . . , x2(x0, x1), x20 , x21f1, x0x1f1+x2f2, . . . , x0x1f1+xj−1fj−1
is a Gorenstein ideal which comes from Theorem 3.1 with h-vector equal to h(j−1,d). It
is clear that Ij−1 ⊆ J, and, using Proposition 2.13 in [1], it can be directly checked that
Ij−1 : J = Ij−1 + x0x1f1R. So, since xr , . . . , xj+1 and xj−1, . . . , x0, x0x1f1 + xjfj is a
regular sequence, by the same arguments as above, it follows that the homogeneous ideal
IG(f1,...,fj ) generated by xr , . . . , xj+1 and by
xj (x0, . . . , xj−1), . . . , x2(x0, x1), x20 , x21f1, x0x1f1 + x2f2, . . . , x0x1f1 + xjfj
is a Gorenstein ideal. Moreover its h-vector is h(j,d). So, the claim follows. 
Now, we want to compute the ideals linked to ILID and to IC by a Gorenstein ideal IG
of the previous family, where, as in Section 2, IL = (x0, ..., xr ), ID = (x0, ..., xr−1, xrf ),
and IC = (ILID, IDB) for a suitable matrix B. In the next section, the following lemma
will be the key fact of our proofs .
Lemma 3.3. Let IG be a Gorenstein ideal of codimension n− 1 in R. If IG ⊆ ILID, there
exist r forms F0, F1, . . . , Fr−1 of a suitable degree e >d and a form Fr of degree e − d in
R, canonically determined by IG and ILID, such that
(a) IG : ILID = IG + (F0, F1, . . . , Fr).
(b) xiFj ≡
{
0 modIG if i 
= j,
xrf F r modIG if i = j, .
In that case,
IG : IC = IG + (xrFr) + (F1, F0, F2, . . . , Fr)At .
Proof. (a)On the one hand, byCorollary 4.1.6 in [10],wehave that aminimal free resolution
of IG is
0 → R(−t) r+1−→ T ∨1 (−t) r−→ ... 2−→ T1 1−→ IG → 0
with i = ∨r+2−i , i = 1, . . . , r + 1. On the other hand, in Proposition 4.4 in [16] it is
explicitly constructed a minimal free resolution of ILID
0 → Lr+1 εr+1−→Lr εr−→ ... ε2−→L1 ε1−→ ILID → 0, (10)
where Lr+1Rr(−r − 2) ⊕ R(−d − r − 2).
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So, by using that IG ⊆ ILID, we can write the following diagram:
R(−t) r+1−→ Lr+1Rr(−r − 2) ⊕ R(−d − r − 2)
↓ ↓
T ∨1 (−t)
r−→ Lr
↓ ↓
...
...
↓ ↓
T1
1−→ L1
↓ ↓
IG ↪→ ILID,
(11)
where the vertical maps are either i or εi, and the horizontal maps will be computed by
lifting the inclusion IG ↪→ ILID. Notice that,
r+1 = (F0, F1, . . . , Fr)t ,
where F0, F1, . . . , Fr−1 are forms in R of degree e = t − r − 2 and Fr is a form in R
of degree e − d = t − r − 2 − d; furthermore, F0, F1, . . . , Fr are uniquely deﬁned up to
homotopy T ∨1 (−t) −→ Lr+1, provided that the free resolution of ILID is ﬁxed.
By mapping cone (cf. Proposition 5.2.10 in [10]), the right-hand side of a free resolution
of IG : ILID has the following shape:
. . . −→ T1 ⊕ (Rr(−t + r + 2) ⊕ R(−t + d + r + 2))
1⊕∨r+1−→ IG : ILID → 0.
Thus, it follows that a system of generators of IG : ILID is IG + (F0, F1, . . . , Fr), where
F0, F1, . . . , Fr−1 are forms in R of degree e = t − r − 2 and Fr is a form in R of degree
e − d = t − r − 2 − d, as we claimed.
(b) We set T =Rr+1(−1), T ′ =Rr(−1)⊕R(−d + 1), and e′0, . . . , e′r (resp. e0, . . . , er )
the natural basis of T (resp. of T ′).
Following the same notation as in Proposition 4.4 in [16], we have that the left-hand side
of the free resolution (10) of ILID is
0 → Lr+1 = ∧r+1T ⊗ T ′ εr+1−→∧rT ⊗ T ′/	r+1(∧r+1T ′) = Lr ,
where
∧r+1T ⊗ T ′ εr+1−→ ∧rT ⊗ T ′/	r+1(∧r+1T ′),
(e′0 ∧ . . . ∧ e′r ) ⊗ ei →
∑r
i=0(−1)ixie′0 ∧ . . . ∧ ê′i ∧ . . . ∧ e′r ⊗ ei + 	r+1(∧r+1T ′)
and 	r+1 : ∧r+1T ′ −→ ∧rT ⊗ T ′ is deﬁned as
	r+1(e0 ∧ ... ∧ er ) =
r−1∑
h=0
(−1)h+rf (e′0 ∧ . . . ∧ ê′h ∧ . . . ∧ e′r ) ⊗ eh
+ e′0 ∧ . . . ∧ e′r−1 ⊗ er .
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Therefore, εr+1r+1 : R(−t) −→ ∧rT ⊗ T ′/	r+1(∧r+1T ′)=Lr is deﬁned in such a way
that 1 maps to
r∑
j=0
r−1∑
i=0
(−1)ixiFj (e′0 ∧ · · · ∧ ê′i ∧ · · · ∧ e′r ) ⊗ ej
+
r−1∑
j=0
(−1)rxrFj (e′0 ∧ · · · ∧ e′r−1) ⊗ ej
+ xrf F r
r−1∑
h=0
(−1)h−1(e′0 ∧ · · · ∧ ê′h ∧ · · · ∧ e′r ) ⊗ eh.
Taking into account that the coordinates of the image of 1 ∈ R(−t) by rr+1 = εr+1r+1,
with respect to any base of Lr, lie in IG (because of r+1 = ∨1 ), we conclude that
xiFj ≡
{
0 modIG if i 
= j,
xrf F r modIG if i = j.
Now, let us prove that
IG : IC = IG + (xrFr) + (F0, F1, . . . , Fr)At .
Of course, IG ⊆ IG : IC and, by condition (a), it is easy to check that
IL(F0, F1, . . . , Fr) ⊆ IG : IC ,
because IC = (ILID, (x0, . . . , xr−1, xrf )B). Moreover, since IG : IC ⊆ IG : ILID, by
condition (a), we obtain that
IG : IC = IG + IL(F0, F1, . . . , Fr) + (F0, F1, . . . , Fr)A˜,
where A˜ is a homogeneous (r + 1) × (r − k + 1) matrix with entries in S such that
(IDB)
t (F0, F1, . . . , Fr)A˜ = Bt
⎛
⎜⎜⎝
x0
...
xr−1
xrf
⎞
⎟⎟⎠ (F0, F1, . . . , Fr)A˜ ≡ 0 modIG.
But, by condition (b), we have that⎛
⎜⎜⎝
x0
...
xr−1
xrf
⎞
⎟⎟⎠ (F0, F1, . . . , Fr) ≡ xrf F r Ir+1 modIG.
Therefore, IG + IL(F0, F1, . . . , Fr) = IG + (xrFr) and xrf F r · BtA˜ ≡ 0 mod IG.
If xrf F r ∈ IG, then A˜ can be taken as the identity matrix, and so IG : IC = IG : ILID
which is not possible because IC is not arithmetically Cohen–Macaulay. Thus, A˜ is a syzygy
matrix of Bt , say A˜ = At, and the claim follows. 
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Corollary 3.4. LD is linked in two steps to L.
Proof. The ﬁrst link is given by the Gorenstein ideal IG1 = IG(xd1 ,xd+12 ,...,xd+1r−1 ,xrf ) and we
have that LD is linked by G1 to the curve deﬁned by the ideal
J = (xr , xr−1(x0, ..., xr−2), ..., x2(x0, x1), x20 , x0xd1 , xd+11 , ..., xd+1r−1 )
by Lemma 3.3 (details are in the proof of Theorem 4.1).
The second link is given by the Gorenstein ideal IG2 = IG(xd−11 ,xd2 ,...,xdr−1). Of course,
IG2 ⊂ J and both are contained in R′ = K[x0, . . . , xr ]. Hence, IG2 : J is contained in R′
and its h-vector is (1). Then, IG2 : J = IL that is the irrelevant maximal ideal of R′. 
4. Curves in the even G-liaison class of IC = (ILID, IDB)
Let ID0 = (x0, . . . , xr−1, xd+1r ) and IC0 = (ILID0 , ID0B), where IL = (x0, . . . , xr ) and
B is a (r + 1) × k homogeneous matrix with entries in S which does not drop rank.
Notice that C0 is a multiple line of degree d + n− k, because (IL)d+2 ⊆ IC0 ⊆ IL, and
it contains the plane subcurve D0 of degree d + 1.
Moreover, since B has rank k, in the ideal of the general hyperplane section there are
k linear forms, and so the general hyperplane section is contained in a linear space of
codimension k in Pn−1. Moreover, its degree is d + n − k and d + 1 points are contained
in a line, because D0 ⊆ C0. Hence, its h-vector is
0 d
↓ ↓
hC0∩H |H = (1, n − k, 1, . . . , 1),
that is to say, C0 has the worst general hyperplane section compatible with the assumption
that the linear span of the general hyperplane section of C0 has dimension n − k.
Theorem 4.1. The curve C is G-linked in two steps to the curve C0.
Proof. Let IG1 = IG(xd1 ,xd+12 ,...,xd+1r−1 ,xrf ) and IG3 = IG(xd1 ,xd+12 ,...,xd+1r ). By Theorem 3.2 , IG1
and IG3 are Gorenstein ideals with h-vector equal to h(r,d) (see (9)).
It is easy to check that IG1 ⊆ ILID ⊆ IC and IG3 ⊆ ILID0 ⊆ IC0; so, we can use
Lemma 3.3. Moreover, since the h-vectors of hIG1 = hIG3 are known and the h-vectors of
ILID and ILID0 are
0 d + 1
↓ ↓
hILID = hILID0 = (1, r + 1, 1 . . . , 1).
404 R. Notari, I. Ojeda / Journal of Pure and Applied Algebra 204 (2006) 389–412
Corollary 5.2.19 in [10] implies that the h-vectors of IG1 : ILID and IG3 : ILID0 are
0 d
↓ ↓
hIG1 :ILID = hIG3 :ILID0 = ( 1, r, . . . , r ).
Now, consider F0 =−xd+11 , F1 =−x0xd1 , F2 = xd+12 . . . , Fr−1 = xd+1r−1 and Fr = xr , and
set
J = IG1 + (F0, F1, . . . , Fr) = IG3 + (F0, F1, . . . , Fr)
= (xr(x0, . . . , xr−1), . . . , x2(x0, x1), x20 , x0xd1 , xd+11 , xd+12 . . . , xd+1r−1 , xr ).
By direct check, it can be seen that J ⊆ (IG1 : ILID) ∩ (IG3 : ILID0) and that the
h-vector of J is equal to hIG1 :ILID = hIG3 :ILID0 ; both facts show that
IG1 : ILID = IG1 + (F0, F1, . . . , Fr) = J = IG3 + (F0, F1, . . . , Fr) = IG3 : ILID0 .
Moreover, we have that
xiFj ≡
{
0 modIG1 if i 
= j,
x2r f modIG1 if i = j, and xiFj ≡
{
0 modIG3 if i 
= j,
xd+2r modIG3 if i = j.
Since in both cases, IG1 ⊆ ILID ⊆ IC and IG3 ⊆ ILID0 ⊆ IC0 , and we have obtained
the same F0, . . . , Fr satisfying (a) and (b) in Lemma 3.3, by the last part of that lemma we
conclude that (IG1 : IC) = (IG3 : IC0), and we are done. 
Letf ′ ∈ S[xr ] be a homogeneous polynomial of degree d, and ID′=(x0, . . . , xr−1, xrf ′)
and IC′ = (ILID′ , ID′B).
As C, the curve C′ is the scheme theoretical union of a plane curve deﬁned by IP ′ =
(x0, . . . , xr−1, f ′) and the (n−k)-ropeE (cf. Remark 2.2 in [16]). Observe that by assuming
only that f ′ ∈ S[xr ], L could be a component of P ′.
Corollary 4.2. The curve C0 is G-linked in two steps to the curve C′.
Proof. It is enough to consider the Gorenstein ideals IG′1 = IG(xd1 ,xd+12 ,...,xd+1r−1 ,xrf ′) and
IG3 = IG(xd1 ,xd+12 ,...,xd+1r ) in the proof on Theorem 4.1. 
LetC′0 be the curvedeﬁnedby (ILID′0 , ID′0B),where ID′0=(xr−1, x1 . . . , xr−2, xr , xd+10 ).
Corollary 4.3. The curve C0 is G-linked in two steps to the curve C′0.
Proof. Let IG′3 = IG(xd1 ,−xd+12 ,...,−xd+1r ). By Theorem 3.2, IG′3 is a Gorenstein ideal with
h-vector equal to h(r,d), thus, the ideals IG4 and IG5 obtained from IG′3 after the changes of
variables, x0 ↔ xr−1 and x1 ↔ xr and x0 → xr−1 → xr → x1 → x0, respectively, are
also Gorenstein ideals with h-vector equal to h(r,d). Moreover, it can be easily checked that
IG4 ⊆ ILID0 ⊆ IC0 and IG5 ⊆ ILID′0 ⊆ IC′0 .
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Now, it is enough to take F0 = xd+10 , . . . , Fr−2 = xd+1r−2 , Fr−1 = xd+1r and Fr = xr−1, and
to use the same argument as in the proof of Theorem 4.1, to prove that IG4 : IC0 =IG5 : IC′0 ,
as claimed. 
Remark 4.4. The above theorem shows that the plane  can be moved. In fact, it is a data
that cannot be reconstructed from the Hartshorne–Rao module.
Now, we assume that the Hartshorne–Rao module ofC is the one of a ropeE (see Section
3 in [13] or the sequence (4)). The main difference in the resolutions of the Hartshorne–Rao
modules H 1∗ (Pn,IE) of a rope E and H 1∗ (Pn,IC) of a curve C we are considering is that
in the second item there is the free addendum S(−d − 1) in the second case which does not
show up in the ﬁrst case. The rank of the second item depends on the embedding dimension
of the curves. Then, we have two possibilities to cancel the addendum S(−d − 1) in the
free resolution of H 1∗ (Pn,IC) :
0 → ⊕kj=1S(−bj − 1) B−→ Sr(−1) ⊕ S(−d − 1) A−→⊕r−ki=0S(ai − 1)
→ H 1∗ (Pn,IC) → 0.
Either S(−d − 1) i↪→ Sr(−1) ⊕ S(−d − 1) A−→⊕r−ki=0S(ai − 1) is the null map, and so we
can assume
A = (A′ 0) and B = B
′ 0
0 1 ,
or ⊕kj=1S(−bj − 1)
B−→ Sr(−1) ⊕ S(−d − 1) p−→ S(−d − 1) is the null map, and so we
can assume
B = B
′
0 and A =
A′ 0
0 1 .
Of course, if the rope has degree 2, only the ﬁrst case can occur.
Case 1: To start with, we suppose that A = (A′| 0) and
BB =
′ 0
0 1 .
The deﬁning ideal ofC0 is then (ILI, IB ′, xd+1r ),where I=(x0, . . . , xr−1) ⊆ IL denotes
the ideal of the plane . Notice that, in this case, the ideal IC0 can be written as
IC0 = (ILID′ , ID′B′′),
where
ID′ = (I, xdr ) and B′′ =
B′
0
Proposition 4.5. The curve C0 is G-linked in two steps to a degenerate (n − k)-rope sup-
ported on L.
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Proof. Let IG6 = IG(xd−11 ,xd2 ,...,xdr ) be the Gorenstein curve constructed following Theo-
rem 3.2. It can be easily shown that IG6 ⊆ ILID′ ⊆ IC0 , so we can use the same argu-
ment as in the proof of Theorem 4.1 in order to prove that IG6 : IC0 = IG6 + (xrFr) +
(F0, F1, . . . , Fr)(A′′)t ,whereF0=−xd1 , F1=−x0xd+11 , F2=xd2 , . . . , Fr−1=xd−1r , Fr=xr
and A′′ is a syzygy matrix of (B ′′)t . Notice that xr ∈ IG6 : IC0 , because of the shape of A′′.
Thus IG6 : IC0 deﬁnes a degenerate curve.
Let IG7 = IG(xd−11 ,xd2 ,...,xdr−1) be the Gorenstein curve constructed as in Theorem 3.2. Of
course, IG7 ⊆ IG6 : IC0 and xr ∈ IG7 . Then, both IG7 and IG6 : IC0 deﬁne degenerate
curves, and we have that IG7 : (IG6 : IC0)= (xr , (I)2, IB ′)= ((IL)2, ILB), which is the
ideal of a degenerate (n − k)-rope (cf. Theorem 2.4 in [13]). 
Case 2: Now, we examine the other case, namely
B = B
′
0 and
AA =
′ 0
0 1 .
The deﬁning ideal of C0 is then IC0 = (x20 , x0x1, x21 , . . . , xr−1xr , xd+2r , IB ′), where, as
before, I = (x0, . . . , xr−1) ⊆ IL denotes the ideal of the plane .
Corollary 4.6. The curve C0 is G-linked in two steps to a degenerate (n − k − 1)-rope
supported on L.
Proof. We consider IG3 = IG(xd1 ,xd+12 ,...,xd+1r ). Since IG3 is one of the Gorenstein ideal
appearing in the proof of Theorem 4.1, we already know a system of generators of IG3 :
IC0 .But, in this case, we have that xr ∈ IG3 : IC0 , because of the shape ofA.Thus IG3 : IC0
deﬁnes a degenerate curve.
The ideal IG8 = IG(xd1 ,xd+12 ,...,xd+1r−1 ) is contained in IG3 : IC0 and deﬁnes a degenerate
Gorenstein curve by Theorem 3.2. Then, we have IG8 : (IG3 : IC0) = (xr , (I)2, IB ′)
which is the ideal of a degenerate (n − k − 1)-rope (cf. Theorem 2.4 in [13]). 
5. Main theorem
The following theorem describes a new family of Gorenstein ideals whose h-vector is
h(r,d) as described in (9).
Theorem 5.1. Let Z ⊆ Pr = Proj(R′ = K[x0, . . . , xr ]) be a 0-dimensional scheme with
Hilbert function hZ(t) = (1, r + 1,→), let F (d+1) be a degree d + 1 form, general for Z,
and let p0 be a point in Pr such that p0 /∈Zred. The Artinian ideal
IG(Z,F (d+1),p0) = IZ + F (d+1)Ip0
is Gorenstein with h-vector equal to h(r,d) if, and only if, h /∈ Ip0 , for every h ∈ [R′]1 such
that IZ∩H/H has length r, where H = V (h).
Proof. After a change of variables we can suppose that Z has no components at xr , so we
can take F (d+1) = xd+1r .
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Now, we assume that h /∈ Ip0 , for every h ∈ [R′]1 such thatIZ∩H/H has length r,where
H = V (h).
The total ideal of the scheme union Z′ =Z∪p0 is IZ′ = IZ ∩ Ip0 . By assumption, Z′ is in
general linear position, that is to say, no hyperplane contains r+1 points inZ′ (equivalently,
it has the Cayley-Bacharach property); so, by Theorem 4.1.10 in [10], Z′ is arithmetically
Gorenstein in Pr .
Let J = xd+1r Ip0 and g ∈ IZ ∩ J, that is g = xd+1r g′ ∈ IZ, for some g′ ∈ Ip0 . If
IZ = q1 ∩ · · · ∩ qt is a primary decomposition of IZ, then g = xd+1r g′ ∈ qi and, by
hypothesis, xsr /∈ qi, for every i=1, ..., t and s > 0. So, it follows that g′ ∈ qi, i=1, . . . , t,
and consequently g′ ∈ IZ. Then, we can assure that the total ideal of IZ ∩ J is isomorphic
to IZ′(−d − 1) which is Gorenstein, by the above argument.
Therefore, by Corollary 4.1.6 in [10], a minimal free resolution of IZ ∩ J is
0 → R′(−r − d − 3) −→ T ∨1 (−d − 1) −→ ... −→ T1(−d − 1) −→ IZ ∩ J → 0.
Now, using the exact sequence
0 → IZ ∩ J −→ IZ ⊕ J −→ IG(Z,xd+1r ,p0) = IZ + J → 0,
we can perform the mapping cone procedure in order to obtain a free resolution of
I
G(Z,xd+1r ,p0) of length r + 1 and such that the last (from right to left) free module has
rank 1; because both IZ ∩ J and IZ ⊕ J have projective dimension r − 1 as R′-modules
and the last (from right to left) module appearing in the minimal free resolution of IZ ∩ J
has rank 1. But, by hypothesis, I
G(Z,xd+1r ,p0) = IZ + xd+1r Ip0 has codimension r + 1; thus,
we conclude that it is a Gorenstein ideal, by deﬁnition. Moreover, it is straightforward to
check that the h-vector of I
G(Z,xd+1r ,p0) is h(r,d).
Conversely, assume that I
G(Z,xd+1r ,p0)=IZ +xd+1r Ip0 is a Gorenstein ideal with h-vector
equal to h(r,d). By Example 3.2.11(b) in [3], we have that
[[I
G(Z,xd+1r ,p0)]d+2 : (x0, . . . , xr )i]d+2−i = [IZ]d+2−i .
Let h ∈ [R′]1 be a linear form such that h ∈ Ip0 and such that (IZ +hR′)/hR′ has length
r. Hence, there exists a point p′0 ∈ Pr such that
0 → Ip′0(−1)
·h−→ IZ −→ (IZ + hR′)/hR′ → 0
is an exact sequence. In particular, h · h′ ∈ IZ, for every h′ ∈ Ip′0 .
Moreover, by hypothesis, Ip′0 + xrR′ = (x0, ..., xr ) and h xd+1r ∈ xd+1r Ip0 .
Therefore, putting all this together, we obtain that h · (x0, . . . , xr )d+1 ∈ [IG]d+2. Then,
h ∈ [IZ]1, that is to say hZ(1)r. The contradiction proves that h /∈ Ip0 , and the claim
follows. 
Remark 5.2. Let Hr+1(Pr ) be the irreducible component of the Hilbert scheme param-
eterizing 0-dimensional schemes of length r + 1 containing a reduce scheme. Then, the
parameter space forArtinian Gorenstein rings, quotients of R′, is an open subset of the pro-
jective bundle overHr+1(Pr )with ﬁber over z ∈ Hr+1(Pr ) given byHom([R′/IZ]d+2,K),
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where Z ⊆ Pr =Proj(R′) is the scheme corresponding to z ∈ Hr+1(Pr ), and so the family
of Artinian Gorenstein rings, quotients of R′, with h-vector equal to h(r,d) has dimension
(r+1)r+r=r(r+2) (more general computations for the dimension of families ofArtinian
Gorenstein rings can be found in [9]).
Example 5.3. If fi ∈ R′ = K[x0, . . . , xr ], i ∈ {1, . . . , r}, then
IG(f1,f2,...,fr ) ∩ R′ = IG(xd1 ,xd+12 ,...,xd+1r ) ∩ R
′ = IZ + F (d+1)Ip0 ,
where the Gorenstein ideals IG(f1,f2,...,fr ) and IG(xd1 ,xd+12 ,...,xd+1r ) are deﬁned as in Theorem
3.2, IZ = (xr(x0, . . . , xr−1), . . . , x2(x0, x1), x20 ), F (d+1) = (xr + . . . + x1)d+1 and p0 =
(1 : 0 : −1 : . . . : −1) ∈ Pr = Proj(R′).
Let Z ⊆ Pr =Proj(R′) be a 0-dimensional scheme with Hilbert function hZ(t)= (1, r +
1,→) with (0 : . . . : 0 : 1) ∈ Z and such that xr is a general linear form for Z and let
g0, . . . , gr−1 be forms of degree d + 2, K-linearly independent in R′/IZ, such that
IG = IZ + (g0, . . . , gr−1)
is an Artinian Gorenstein ideal.
Notice that (0 : · · · : 0 : 1) ∈ Z implies IG ⊆ ILID0 , where ID0 = (x0, . . . , xr−1, xd+1r ).
So, by Lemma 3.3, there exist r forms F0, . . . , Fr−1 of degree d + 1 and a linear form Fr
such that (IG : IC0)= IG + (xrFr)+ (F1, F0, F2, . . . , Fr)At , where IC0 = (ILID0 , ID0B).
Lemma 5.4. With the above notation
(a) g0, . . . , gr−1 can be chosen such that Fj = gj/xr , for every j = 0, . . . , r − 1,
(b) Fr ∈ [IZ : (x0, . . . , xr−1)]1, in fact, Fr spans [IZ : (x0, . . . , xr−1)]1 as K-vector space.
Proof. (a)Without loss of generality we can suppose thatF0, . . . , Fr−1 are reducedmodulo
IZ. So, since xrFj ∈ IG, we have that xrFj is a K-linear combination of g0, . . . , gr−1, for
every j = 0, . . . , r − 1. Thus there exists a square matrix M of order r − 1 such that
xr(F0, . . . , Fr−1) = (g0, . . . , gr−1)M ,
which is invertible because F0, . . . , Fr−1 are K-linearly independent; indeed, the condi-
tion (b) implies that F0, . . . , Fr−1 are K-linearly independent, because of xrf F r /∈ IG.
Therefore,
IG = IZ + (g0, . . . , gr−1) = IZ + (g0, . . . , gr−1)M = IZ + (xrF0, ..., xrFr−1).
(b) Since IZ is generated in degree two, xr is a general linear form for Z and IZ ⊆
(x0, . . . , xr−1), because (0 : . . . : 0 : 1) ∈ Z, we have that [IZ : (x0, . . . , xr−1)]1 
= 0.
Thus, taking into account that xjFr ∈ IG, for every j = 0, . . . , r − 1, by degree reasons,
it follows that Fr spans [IZ : (x0, . . . , xr−1)]1 as K-vector space, because there is one, and
only one, linear form in IG : ILID. 
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The following remark recalls the data can be recovered from the Hartshorne–Rao module
of a rope.
Remark 5.5. Let C,C′ ⊆ Pn be two curves, each a scheme-theoretic union of a plane
curve of degree d and an (n − k)-rope supported on a line of the plane, such that H 1∗
(Pn,IC)H 1∗ (Pn,IC′). If H 1∗ (Pn,IC)H 1∗ (Pn,IC′) are admissible for a rope, then,
by Corollary 3.8 in [13], one has that the line supporting the two ropes has to be the same
unless H 1∗ (Pn,IC)Km for some integer m.
Now, we want to compute the modules that do not allow to reconstruct the line supporting
the rope which is a component of the curves we are interested in.
Proposition 5.6. LetC be a curve union of a plane curveP of degree d and of a degree n−k
rope E supported on a line L of the plane containing P. Then, H 1∗ (Pn,IC) is annihilated
exactly by IL unless H 1∗ (Pn,IC) is isomorphic to Km or to Kq ⊕ K[x]/(xd+1).
Proof. We follow the proof of [13], Proposition 3.6.
If the Hartshorne–Rao module of C is isomorphic to Km for some integer m, then it is
annihilated by all the linear forms in R, while, if it is isomorphic to Kq ⊕ K[x]/(xd+1),
then there are n linearly independent linear forms in R that annihilate it.
Now, assume that the annihilator of H 1∗ (Pn,IC) contains n linearly independent linear
forms, and that not every linear form annihilates it. Then, there exists  /∈ IL such that
H 1∗ (Pn,IC) = 0. Hence, H 1∗ (Pn,IC) is a T = S/S−module with free resolution
0 → ⊕mj=1T (−j ) → ⊕mi=1T (−
i ) → H 1∗ (Pn,IC) → 0.
The free resolution of H 1∗ (Pn,IC) as S-module is then
0 → ⊕mj=1S(−j − 1) →
⊕mj=1S(−j )⊕
⊕mi=1S(−
i − 1)
→ ⊕mi=1S(−
i ) → H 1∗ (Pn,IC) → 0.
By comparing with the shape of the free resolution of H 1∗ (Pn,IC) in (8), we get that either
j = 1 for each j = 1, ..., m and 
1 = ... = 
m−1 = 0, 
m = d, or 
1 = ... = 
m = 0 and
1 = ... = m−1 = 1, m = d + 1.
In the ﬁrst case, we have that T (−d) embeds intoH 1∗ (Pn,IC) and this is not possible be-
causeH 1∗ (Pn,IC) has ﬁnite length. In the second case,H 1∗ (Pn,IC)Kq⊕K[x]/(xd+1),
and so the claim follows. 
Now, we can state our main theorem.
Theorem 5.7. Let C,C′ ⊆ Pn be two curves, each a scheme-theoretic union of a plane
curve of degree d and an (n− k)-rope supported on a line of the plane. Assume that the two
ropes are supported on the same line L. Then the following conditions are equivalent:
(a) C and C′ belong to same even G-liaison class.
(b) The Hartshorne–Rao module of C and C′ are isomorphic as graded R-modules.
Proof. Obviously, it is enough to prove (b) ⇒ (a).
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First of all, if H 1∗ (Pn,IC)H 1∗ (Pn,IC′) are admissible for a rope, then the theorem is
true unless C and C′ are arithmetically Buchsbaum (cf. Proposition 4.5 and Corollary 4.6,
and Theorem 4.3 in [14]).
So,we can assume, thatH 1∗ (Pn,IC)H 1∗ (Pn,IC′) are not admissible for a rope. Recall
that we are assuming that the line L has to be the same one for both curves.
Thus, by Theorems 2.5, 4.1 and Corollary 4.3, we can suppose that
IC = (ILID0 , ID0B), and IC′ = (ILID0 , ID0B),
where IL = (x0, . . . , xr ), ID0 = (x0, . . . , xr−1, xd+1r ) and B and B are (r + 1) × k homo-
geneous matrices with entries in S which do not drop rank.
Moreover, by (8), there exist two invertible matrices U and V deﬁning homogeneous
automorphisms of degree 0 of Sr(−1)⊕ S(−d − 1) and ⊕r−ki=0S(ai − 1), respectively, such
that
(A) = VAU−1
is a syzygy matrix of Bt .
Notice that, by degree reasons,
U
u
u
U = r
r+1,r+1
r
,
0
where Ur is an invertible matrix of order r with entries in K, utr = (u1,r+1, . . . , ur,r+1)
with either ui,r+1 = 0 or deg (ui,r+1)= d, for every i ∈ {1, . . . , r}, and ur+1,r+1 ∈ K\{0};
so, without loss of generality we can suppose ur+1,r+1 = 1.
For the moment, we will assume that ur = 0.
LetZ ⊆ Pr =Proj(R′=K[x0, . . . , xr ]) be a 0-dimensional scheme with Hilbert function
hZ(t) = (1, r + 1,→) with (0 : · · · : 0 : 1) ∈ Z and such that xr is a general linear
form for Z and let h0, . . . , hr−1 be K-linearly independent linear forms in Pr such that
IZ(h0, . . . , hr−1) and h /∈ (h0, . . . , hr−1), for every h ∈ [R′]1 such that IZ∩H/H has
length r, where H = V (h).
By Theorem 5.1, we have that IZ + xd+1r (h0, . . . , hr−1) is an Artinian Gorenstein ideal
in R′. Thus
IG = (IZ + xd+1r (h0, . . . , hr−1))R
is the total ideal of an arithmetically Gorenstein curve in Pn, because n = r + 2.
Then, by Lemma 5.4, we can choose h0, . . . , hr−1 in such a way that
IG : IC = IG + (xrFr) + (F0, F1, . . . , Fr)At
with Fi = xd+1r hi/xr = xdr hi, i = 0, . . . , r − 1 and Fr ∈ [IZ : (x0, . . . , xr−1)]1.
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Set
(g′0, . . . , g′r−1) = (xd+1r h0, . . . , xd+1r hr−1)Utr M−1,
for a suitable invertible (r − 1) × (r − 1)-matrix M.
By Theorem 5.1, we have that
IG′ = IZ + (g′0, . . . , g′r−1)
is the total ideal of an arithmetically Gorenstein curve in Pn. By Lemma 5.4, there exists
an invertible matrix M with entries in K such that
(g′′0 , . . . , g′′r−1) = (g′0, . . . , g′r−1)M
and
IG′ : IC′ = IG′ + (xrF ′r ) + (F ′0, F ′1, . . . , F ′r )At ,
where F ′i = g′′i /xr , i = 0, . . . , r − 1 and F ′r = Fr ∈ [IZ : (x0, . . . , xr−1)]1.
Now, since
(F ′0, F ′1, . . . , F ′r ) = (g′′0/xr , . . . , g′′r−1/xr , Fr)
= 1
xr
(g′′0 , . . . , g′′r−1, 0) + (0, . . . , 0, Fr)
= 1
xr
(g′0, . . . , g′r−1, 0)
M 0
0 1 + (0, . . . , 0, Fr)
= 1
xr
(xd+1r h0, . . . , xd+1r hr−1, 0)
Utr 0
0 1 + (0, . . . , 0, Fr)
= (F0, . . . , Fr−1, 0) U
t
r 0
0 1 + (0, . . . , 0, Fr)
= (F0, F1, . . . , Fr)Ut ,
it follows that
(F ′0, F ′1, . . . , F ′r )A
t = (F ′0, F ′1, . . . , F ′r )(U−1)tAtV t = (F0, F1, . . . , Fr)AtV t .
Finally, by Proposition 2.11, any other ur = (u0, . . . , ur−1), different from 0, can be
obtained by changing conveniently the generators of IC or IC′ , if necessary. Therefore,
IG : IC = IG′ : IC′ and the claim follows. 
Thanks to Proposition 5.6 we have the following
Corollary 5.8. Let C,C′ be two curves both union of a plane curve of degree d and an
(n−k)−rope supported on a line of the corresponding plane. If H 1∗ (Pn,IC) is isomorphic
neither to Km nor to Kq ⊕K[x]/(xd+1) then C,C′ belong to the same even G-liaison class
if, and only if, their Hartshorne–Rao modules are isomorphic.
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Remark 5.9. Notice that the curves deﬁned by
IC = (ILID0 , ID0B), and IC′ = (ILID0 , ID0B),
where IL = (x0, . . . , xr ), ID0 = (x0, . . . , xr−1, xd+1r ) and B and B are (r + 1) × k homo-
geneous matrices with entries in S which do not drop rank, are linked in two steps.
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