but more recently the analysis has developed in new directions. In particular, there is one important way in which the sign of curvature affects what we see. On the basis of differential geometry, Hoffman and Richards (1984) have shown that arbitrary solid shapes that interpenetrate create concave creases (ie they meet in a transversal intersection), and in a smoothed version this crease is a peak of curvature located exactly where the two solid shapes interpenetrate. This fact about solid shapes is reflected in their projected image in a lawful way (Koenderink 1984 (Koenderink , 1990 . The saddle region corresponding to the smoothed crease will project a concave contour in the 2-D image, and the peak of curvature will be a negative peak (a minimum). On this basis, Hoffman and Richards (1984) proposed that shapes are parsed into parts at points of minimum curvature (the minima rule). The rationale is that concavities (and minima in particular) mark boundaries between parts of solid shapes. In contrast, convexities mark the parts themselves.
The idea that objects are represented as structural descriptions, consisting of parts, has a long history. Important contributions have been made by Sutherland (1968) , Barlow et al (1972) , Marr and Nishihara (1978) , Hoffman and Richard (1984) , and Biederman (1987) . Empirical support for the special role of parts in the recognition of novel objects has also been reported recently by Foster and Gilson (2002) . A growing body of evidence supports the early computation by the visual system of part structure on the basis of curvature information (for a review, see Singh and Hoffman 2001) . To summarise, parts can be extracted by early processing of the 2-D image, and contours and contour curvature can be analysed by the visual system to solve the fundamental problem of extracting 3-D information about opaque surfaces without relying on template matching with stored volume primitives (Singh and Hoffman 2001) .
Recently, Bertamini (2001) , and Bertamini and Croucher (2003) have suggested that as a consequence of the early computation of parts, positional information of a contour is more readily available when the contour is perceived as defining a part (see also Gibson 1994) . Bertamini (2001) found evidence to support this hypothesis using a task where the position of a vertex had to be compared to a reference line, and Bertamini and Croucher (2003) used a task in which the vertical position of two vertices on irregular hexagons had to be compared. They found a crossover interaction due to figure^ground reversal; that is, performance was better when the contours were perceived as convex (figure 1). The figure^ground reversal was achieved by making the region appear as an object (figure) or as a hole in a larger object (ground). We use similar stimuli and provide further evidence for this convexity advantage by comparing shapes that are perceived either as figures or ground. Unlike Bertamini and Croucher (2003) , we specify what is an object and what is a hole by binocular disparity.
The task we used was to compare the relative position of two vertices. This task and hexagons similar to those in figure 1 have been used in previous studies (eg Baylis and Driver 1993; Elder and Zucker 1993; Gibson 1994) , and it is known that in a direct comparison between what we call barrel and hourglass shapes, participants perform better when judging the position of the vertices of the former. This is true even though, if the area is constant, the vertices of the barrel are farther removed from each other. However, Bertamini and Croucher (2003) found that this advantage for the barrel can be reversed when these same regions are perceived as holes. It is this crossover in the performance that supports the critical role of convexity and concavity in judgments of position.
The literature on the perception of the shape of holes is limited, but some important contributions relative to the factors that lead to the perception of a region as a hole have been made by Bozzi (1975) , Cavedon (1980) , Nelson and Palmer (2001), and Palmer (1999) . We have taken these factors into account in designing our stimuli. A more philosophical (but nevertheless relevant to the study of perception) treatment of holes can be found in Casati and Varzi (1994).
As we said earlier, contours can be computed on the basis of colour or luminance changes. However, there are also contours defined by other sources of information, they include modal contours without a luminance gradient such as those perceived in Kanizsa's illusory figures (Kanizsa 1979) and in random-dot stereograms (Julesz 1971) ; amodal contours of partly occluded shapes (eg Bruno et al 1997; Fantoni and Gerbino 2003) ; and virtual contours defined by the chaining of isolated elements (eg Field et al 1993) . It is an open question whether curvature information and part structure is encoded in the same way for all of these contours. We provide a contribution on the issue of comparing different types of contours, because curvature effects are tested for modal contours defined only by stereopsis. There are also two other advantages in using random-dot stereograms: the first is that no ambiguity is present about what is foreground and what is background, the second is that the context (ie the rectangular frame in figure 1 ) can be eliminated so that regions seen as objects and holes can be compared without any other difference in stimulus properties.
Our first experiment replicates Bertamini and Croucher's (2003) findings. Their task relied on figural factors to create the percept of a hole, as can be seen in figure 1 . If the perceived depth stratification is the critical factor, the interaction between type (figure versus hole) and shape (barrel versus hourglass) will be present when stereograms are used instead of red and green regions. The use of stereograms also allows a direct comparison of regions that differ only on the basis of binocular disparity (experiment 2). In other words, thanks to binocular disparity we can eliminate any gross changes in first-order stimulus properties. Experiment 3 differs from experiment 2 only in that no negative disparity is present in the stimuli, and experiment 4 tests whether there is any Figure 1 . Examples of stimuli used by Bertamini and Croucher (2003) . The stimuli are shown in dark and light gray which represent red and green colours, respectively. The arrows indicate that in the hole condition it is assumed that observers perceive the central region as a hole in a larger rectangular object. The plus and minus signs indicate regions that are perceived as convex (plus) or concave (minus). Finally, the numbers are average RTs from experiment 2 of Bertamini and Croucher (2003) . Although this interaction was replicated in separate experiments, there was no independent validation of whether observers always perceived the holes as holes.
change in the interaction with a change of scale of the stimuli. The four experiments together test for the generality and robustness of the interaction between type and shape.
2 Experiment 1: Random-dot stereograms In this experiment depth was specified by binocular disparity alone. We created a barrel and an hourglass shape which existed only when the images seen by the left and the right eyes were fused. We believe that the convexity advantage is a fundamental property of shape perception and it will apply to any contour, including those in a random-dot stereogram. Moreover, and perhaps more importantly, since fusion is necessary to perform the task, there is no ambiguity about what is seen as foreground and what is seen as background, and therefore what is the sign of curvature.
2.1 Method 2.1.1 Participants and procedure. Nine observers participated in return for course credit or a small monetary reward. They all had normal or corrected-to-normal vision and their ability to see stereograms was checked before the experiment started. Participants sat in a quiet room under conditions of normal illumination. Each participant completed two sessions on different days. In each session they saw 24 practice trials, followed by five blocks of 144 trials each. Participants had to wear stereoscopic glasses throughout the experiment and were encouraged to take breaks, if necessary, at the end of each block. In figure 2 , the left and the right images need to be fused to see an example of the stimuli. The reader can do this with the use of a stereoviewer; the figure also provides a diagram of the different layouts. In the diagram, gray levels specify different depth planes; middle gray is the zero-disparity plane.
2.1.2 Stimuli and equipment. Stimuli were generated on a Macintosh G4 computer, and presented on a Sony F500T9 monitor with a resolution of 1280 by 1024 pixels at 120 Hz. Two stereo images were presented with the use of a NuVision infrared emitter and stereoscopic glasses. The effect of interleaving left and right images was that effective vertical resolution and refresh rate were halved (512 pixels at 60 Hz). The computer recorded whether each response was correct and the reaction time in milliseconds with the Videotoolbox functions (Pelli 1997) .
A rectangular area of background (16 deg by 10 deg) was always present on the screen. In the standard stratification version, the barrel and the hourglass shapes were 4.5 deg of visual angle tall (figure condition) or the same shapes were holes in a larger rectangle (8 deg by 5 deg) (hole condition). The angles formed by the vertices were chosen randomly to be 1508 or 1628 (to minimise learning effects that could take place when a given angle was presented in hundreds of trials), but the vertical offset was fixed at 0.5 deg.
Although the size of the vertical offset was fixed, in half of the trials the left vertex was lower and in the other half the right vertex was lower. Participants were instructed to press the`/' key if the lower vertex was on the right, or the`z' key if the lower vertex was on the left.
For the inverted-stratification version, the barrel and the hourglass shapes were holes in the background, 4.5 deg tall (hole condition) or the same shapes were figures in a larger rectangular hole (8 deg by 5 deg) (figure condition) (see below for further explanations on stratification).
2.1.3
Design. In addition to the shape (barrel versus hourglass) and type (figure versus hole) factors, we used two versions of the random-dot stimuli, presented to the participants in separated sessions of the experiment. In the standard stratification, the figure was in front of a random-dot background, and the hole was created by a rectangular object with a hole similar to the stimuli in Bertamini and Croucher (2003) . In the inverted stratification, what were figures before, became holes cut through the background, and allowed a second background to be seen underneath. What we called figure in the figure condition was a piece of background left floating in the middle of a hole cut around it. To see examples of the inverted stimuli, it is sufficient to swap the right and the left random-dot images in figure 2. However, the diagram at the bottom of figure 2 also depicts both the standard-stratification and the inverted-stratification conditions.
The stratification manipulation is an interesting control, because by swapping disparity what was a figure in the standard version became a hole in the inverted version, and what was a hole became a figure. In terms of the transient onset in each trial, a larger change (ie a larger region) was now present at the onset of the figure stimulus compared to the onset of the hole stimulus. In summary, this manipulation affected contour polarity in a simple but powerful way. We predicted an interaction Figure 2 . Examples of stimuli used in experiment 1. Random-dot stereograms for the figure and the hole conditions are shown at the top for the hourglass shape. The background was unchanged from trial to trial but the dots used to define the figure or hole changed from trial to trial. This means that, if the texture was taken into account, observers on each trial saw a new figure appear on a constant background, or a new plane become visible through a hole in a constant background. The hourglass shape is used again in the bottom part of the figure to illustrate the difference between figure and hole but also the difference between the standard and the inverted stratification. Middle gray represents the zero-disparity plane.
between shape and type and expected the same type of interaction to be present for both stratifications (if conditions are labelled on the basis of what was seen as a figure).
Results and discussion
The results for both reaction times and errors can be seen in figure 3 . A logarithmic transformation of RT values was applied to normalise the distribution [for theoretical reasons to expect lognormal RT distributions see Ulrich and Miller (1993) ]. Values higher than 2000 ms were deemed outliers and removed (1.9% of the data). We ran a within-subjects ANOVA on transformed RT for correct responses. The factors were shape, type, and stratification, a 26262 within-subjects design. Shape was not a significant factor (F 1 8 2X61), but there was an effect of type (F 1 8 40X93, p 5 0X001). The responses were faster on average in the figure condition. More importantly, the interaction between shape and type was also significant (F 1 8 35X37, p 5 0X001).
Stratification also had a main effect (F 1 8 18X97, p 0X002), showing that performance in the inverted condition was better. Stratification also interacted with shape (F 1 8 7X22, p 0X028) and type (F 1 8 54X42, p 5 0X001). There was also a three-way interaction between stratification, shape, and type (F 1 8 22X23, p 0X002).
The graphs in figure 3 show that the pattern for accuracy was exactly the same as that of RT. An ANOVA on the percentage of errors confirmed the same significant effects as for RT.
Looking at the interaction between shape and type in more detail, we performed Sheffe¨a posteriori tests on the means, separately for the two stratifications. (a) Standard stratification: for the barrel, the figure condition was faster than the hole condition ( p 5 0X001), whilst for the hourglass the figure condition was not significantly different from the hole condition ( p 0X558). (b) Inverted stratification: for the barrel, the figure condition was faster than the hole condition ( p 5 0X001), whilst for the hourglass the figure condition was slower than the hole condition ( p 5 0X002).
, , This experiment replicated and extended the findings of Bertamini and Croucher (2003) . Contours were defined exclusively by binocular disparity, and the interaction between shape and type suggests that polarity is an attribute of any contour. Although this may be uncontroversial, to the best of our knowledge this is the first demonstration of an effect of structural shape representation (namely, curvature polarity) for contours defined by binocular disparity alone.
There were also some effects of stratification. However, the fact that observers were faster in the inverted version may have been an artifact, as all participants performed this condition second. All other effects of stratification should be understood by a close inspection of figure 3. It appears that in the standard stratification case the hole condition (for both shapes) was hard. This may be a consequence of the large rectangular stimuli. On the other hand, in the inverted stratification there never was a large object; this is because what was larger in the figure condition was now a hole. Irrespective of this possible effect of the size of the stimulus, the shape by type interaction was strong for both stratifications, and we suggest that the only effect of stratification was a change in the relative difficulty of the figure and hole conditions. 3 Experiment 2: Stereograms with and without luminance edges Experiment 1 revealed an effect of figure^ground organisation (the difference between a figure and a hole) when binocular disparity was used to define the contours. In experiment 1 the stratification was varied in separated blocks, therefore there was no direct comparison of a given shape when only direction of disparity changed [because the hole was created in a larger rectangular object, to replicate Bertamini and Croucher (2003) ]. In experiment 2 the barrel and hourglass shapes specified as either figures or holes were present in the same block, so as to compare the two shapes when only direction of disparity changed. A diagram of the stimuli is shown in figure 4 .
As in experiment 1 we used stereograms, but we included a version in which the random dots on different planes changed in average luminance (the luminance condition). Figure 4 . Examples of stimuli used in experiments 2 and 3. Only the hourglass stimuli are shown. In experiment 2 the figures were the same as the figures in the standard stratification of experiment 1, and the holes were the same as the holes in the inverted stratification of experiment 1. In experiment 3 the same stimuli were used except for the disparity information which placed the planes as illustrated. Middle gray represents the zerodisparity plane.
Two scenarios are possible, either the luminance difference helps in defining the two surfaces and therefore leads to an even stronger interaction between shape and type, or the luminance difference allows for a faster response which (if based on luminance alone) will lead to a reduced interaction effect because more ambiguity is present as to what is a figure and what is a hole. In other words, when the luminance contours are present, the role of disparity may be weaker because a response can be initiated irrespective of stereo information.
Method
Eighteen University of Liverpool students participated. Nine participants saw stereograms without any luminance information (the RDS condition), and nine participants saw similar stereograms with luminance-defined contours (the luminance condition).
To create a change in average luminance, dark-gray and light-gray dots were used instead of black and white dots. Average luminance in the RDS condition was approximately 40.45 cd m À2 , and in the luminance condition the two planes had average luminance of 40.45 and 20.93 cd m À2 . We used two shapes (barrel versus hourglass)6two types of stimuli (figure versus hole). Unlike experiment 1 a new background as well as a new foreground were generated on each trial, but the background was visible for about 500 ms before the foreground. The procedure was the same as in experiment 1, and the stimuli were similar but no rectangular region was present around the two shapes (see figure 4). Figure 5 shows results for both reaction times and errors. Following the same steps as in experiment 1 (1.9% of the data were removed as outliers), we ran a within-subjects ANOVA on transformed RT. The factors were shape, type, and luminance, a 26262 mixed design. Shape (F 1 16 3X90), type (F 1 16 1X30), and luminance (F 1 16 4X30) were not significant, but the interaction between shape and type was significant (F 1 8 46X07, p 5 0X001). No other interaction was significant. The interaction between shape and type was confirmed when we analysed the percentage of errors (F 1 16 19X42, p 5 0X001). There was also a main effect of type (F 1 16 39X49, p 5 0X001) indicating more errors in the hole condition. No other factor or interaction was significant. The pattern of errors shows no indication of a speedâ ccuracy trade off. This experiment replicated and extended the findings of experiment 1. Figure 5 shows that responses for the luminance condition were similar to those in the RDS condition.
Results and discussion

Experiment 3: Coplanar holes and figures
In experiment 2, the only change between the figure and the hole conditions was the direction of the disparity (positive or negative). Although this manipulation had the advantage that it left the stereograms unchanged (except for the direction of the disparity) it had the disadvantage that the depth plane of the figure was closer to the observer than the depth plane of the hole. Moreover the comparison between figures and holes was also a comparison between positive and negative disparity. In experiment 3 we presented holes which were located at the same depth as the figures, as can be seen in figure 4 (middle gray is the zero-disparity plane). No negative disparities were present in experiment 3.
Method
Nine University of Liverpool students participated. They were na|« ve with respect to the problem and the hypotheses until after the data were collected. We used two shapes (barrel versus hourglass)6two types of stimuli (figure versus hole). Stimuli and procedure were similar to those used in the RDS condition of experiment 2. The critical difference was in the values of disparity used for the foreground and the background. The difference between the stimuli used in experiments 2 and 3 is illustrated in figure 4.
Results and discussion
The results for both reaction times and errors can be seen in figure 6 . Following the same steps as for previous analyses (3.2% of the data were removed as outliers), we ran an ANOVA on transformed RT with shape and type as factors, a 262 Figure 6 . Data from experiment 3, for both RT and errors. RT data were analysed after a logarithmic transformation, and the scale is therefore logarithmic. The error bars are within-subjects standard errors of the mean.
within-subjects design. Shape (F 1 8 0X47) and type (F 1 8 0X51) were not significant but their interaction was significant (F 1 8 28X78, p 5 0X001). A similar ANOVA on the percentage of errors confirmed the same significant interaction (F 1 8 10X89, p 0X011). This experiment confirmed that the findings of experiment 2 extend to stimuli arranged differently, that is, always at or nearer than the zero-disparity plane.
Experiment 4: Size
In this experiment we investigated the effect of the size of the stimuli, interleaved within the same block. It is possible that the onset of a large object may slow down the responses more than the onset of a large hole (as speculated in the discussion of experiment 1). There is also another reason why we were interested in size. Although hard to convey in the diagrams, there may be a slight difference in perceived size between a figure and a hole with a congruent shape. Consider the stimuli of experiment 2, the monocular regions created by half occlusions (ie the random dots visible only by the left or the right eye), are always assigned to the background. Consequently the figure is slightly smaller than the region of background visible through a hole. We do not believe this factor to be of great consequence, because it is a difference between objects and holes that cannot explain the observed interaction, and because this difference was absent in the pictorial stimuli of Bertamini and Croucher (2003) , nevertheless an investigation of size will test the generality of the reported interaction.
Method
Nine University of Liverpool students participated. We used two shapes (barrel versus hourglass)6two types of stimuli (figure versus hole). Stimuli and procedure were similar to those used in the RDS condition of experiment 1. The difference was the introduction of a new factor, the size of the shape. Each shape was scaled to three different sizes, corresponding to 4.5 deg, 6 deg, and 7.5 deg in height. This was a scaling of the whole shape, therefore the vertical offset between the vertices was scaled by the same amount as the rest of the figure. , , Figure 7 . Data from experiment 4, for both RT and errors. RT data were analysed after a logarithmic transformation, and the scale is therefore logarithmic. The error bars are within-subjects standard errors of the mean.
Results and discussion
Mean reaction times and errors can be seen in figure 7 . Following the same steps as for the previous analyses (1.6% of the data were excluded as outliers), we ran an ANOVA on transformed RT with shape, type, and size as factors, a 26263 within-subjects design.
There was no effect of shape (F 1 8 3X36), an effect of type (F 1 8 7X69, p 0X024), and an interaction between the two (F 1 8 32X67, p 5 0X001). Size was also significant (F 1 8 8X51, p 0X003) but it did not interact with any other factor. A similar ANOVA on the percentage of errors confirmed the significant interaction between shape and type (F 1 8 42X33, p 5 0X001), but not the effect of size (F 1 8 2X99) . Experiment 4 replicated the interaction between shape and type found in previous experiments, and failed to confirm any influence of size on that interaction. In fact, even the significant main effect of size is uninteresting because the trend was not consistent in its direction (average RT for the three sizes were: 755, 736, and 763 ms). It is possible that other manipulations of size may have an effect, but from this experiment we can only conclude that the type by shape interaction is robust across a variation in the size of the hexagons.
General discussion
In four experiments we have found a consistent interaction in the time necessary to judge the position of vertices. This interaction can be seen as an advantage for vertices perceived as convex. As suggested by Bertamini (2001) this advantage may be the consequence of an early computation of part structure. Specifically, to parse a shape into parts is to assign a position to those parts. It is also possible that parts have orientations and not just positions but future experiments will have to test this aspect of the hypothesis.
In the experiments with stereograms the effect size was in the order of 50 ms (see figures 3, 5, 6, and 7). This is larger than Bertamini and Croucher (2003) found with stimuli in which the perception of a hole was generated by colour and texture (without disparity information; see figure 1 ). This is consistent with the fact that no ambiguity was present in the stereograms as to what was a figure and what was a hole (remember that fusion of the two images was necessary to perform the task).
The idea of an early computation of part structure is supported by a large body of evidence, reviewed in Singh and Hoffman (2001) . For instance, there is evidence from visual search (eg Hulleman et al 2000; Xu and Singh 2002) , symmetry detection (eg Baylis and Driver 1994; Bertamini et al 2002) , shape matching (Braunstein et al 1989) , and perception of transparency (Singh and Hoffman 1998) .
It is also worth mentioning that Elder and Zucker (1993 have used shapes similar to the barrel and the hourglass. Although they did not discuss their results in terms of part structure, they found that a discrimination between the two (barrel and hourglass) was efficient only when these regions were unambiguously closed. They concluded that closure was the critical factor, but closure is also what makes the sign of the curvature unambiguous, so that their findings are consistent with a fundamental role of part structure mediated by contour^curvature information.
Since similar stimuli have been used before in the literature on attention, it is worth mentioning that Baylis and Driver (1993) did find slower responses with a change of figure^ground organisation for a barrel (from figure to space in between figures). The original work attributed the effect to the attentional advantage when comparing vertices within an object. Sign of curvature was a confound, as pointed out by Gibson (1994) but Baylis (1994) showed that attentional costs exist even when controlling for sign of curvature. Hulleman and Boselie (1997) also found that, when convex vertices are on separate objects, the task of comparing positions becomes harder. We accept the existence of attentional costs but our stimuli are designed to explore sign of curvature , ,
effects directly. In experiment 1, number of objects is constant, and in the other experiments it may predict a main effect of type, but not an interaction between type and shape (cf Tsal et al 2000) . Gibson (1994) argued that the hourglass is more complex than the barrel and may be seen as being composed of two parts. However, if we take the presence of concavities as sufficient to define parts, then the object with an hourglassshaped hole is more complex in this sense than an object with a barrel-shaped hole. Therefore, the difference in complexity cannot in itself explain the interaction that we have found.
In addition to the issue of part structure, the more specific hypothesis tested in the present paper is that positional information is more readily available for convex regions. Support has been found previously by Bertamini (2001) , and Bertamini and Croucher (2003) . Liu et al (1999) found an advantage using positional judgments for the hourglass shape. Prima facie this seems incompatible with our findings; however, in their task the position in depth of the top and bottom halves of the shape had to be compared. These are always convex, so the advantage found by Liu et al (1999) may be described as an advantage for convex parts separated by concavities compared to convex parts not separated by concavities. Another open question is what to predict for tasks that directly involve amodal contours, ie when the judgment is about the position of what is behind the occluder. An early investigation suggests that concave vertices are extrapolated to a larger degree than convex vertices, so as to minimise the occluded area (Gerbino and Fantoni 2002) .
In summary, we used holes to study shape and, in particular, the encoding of part-structure based on contour curvature. Our predictions have been met: positional information for convex vertices is more readily available. Holes are the ideal stimuli for the investigation of effects of the sign of curvature, because the same region can change from a figure to a hole without altering the contours themselves (in terms of edge information). Moreover, in experiment 2 we have found effects of contour curvature for figures and holes defined exclusively by binocular disparity. In other words, binocular disparity allowed us to change a region from figure to hole without altering any other aspect of the configuration. Experiments 3 and 4 replicated the result and confirmed that the sign of curvature was the critical factor. In the final discussion, we have pointed to some links with other findings in the literature and we have more work underway that exploits the unique nature of holes.
