Computational resources for research in legal environments have historically implied remote access to large databases of legal documents such as case law, statutes, law reviews and administrative materials. Today, by contrast, there exists enormous growth in lawyers' electronic work product within these environments, specifically within law firms. Along with this growth has come the need for accelerated knowledge management-automated assistance in organizing, analyzing, retrieving and presenting this content in a useful and distributed manner.
INTRODUCTION AND MOTIVATION
Possessing unlimited access to large legal data repositories and associated search and analysis tools, such as those offered by Thomson-West or Lexis-Nexis, is no longer sufficient for legal practitioners who need to retain both their broad coverage and productivity in their practice of law. The center of professional knowledge management in today's legal field rests within the law firm. In this environment, knowledge management (KM) can be broadly defined as the identification and management of processes for leveraging the intellectual capital of the law firm over time and across sites [11] . Among its primary goals are improved efficiency and productivity for legal practitioners achieved through the reuse and sharing of expertise and associated work-products [20] . The ultimate goal is elevated knowledge-sharing among a highly skilled set of knowledge professionals.
Many firms currently deploy systems that offer their practitioners both full-text search capabilities and the ability to browse through a general legal classification system such as KeySearch [7] , which is based on common legal practice or research areas (e.g., bankruptcy, intellectual property, torts & personal injury). Useful as such a broad-ranging taxonomy is, however, there are numerous instances when it is rendered incomplete if not irrelevant. For example, some firms offer fewer legal practice areas, but among those provided, they offer them at substantial depth. A broad-based, but shallow taxonomy would thus be inadequate for such expertise. Other examples include those firms that are now practicing areas of law that may not be well covered by an existing taxonomy (e.g., elder law, law involving abortion, gay marriage law, or law involving anti-terrorism). Still other firms find such taxonomies only partially relevant to their portfolio of practice areas. At least in the context of automatic text categorization, the strength of these firms' KM applications will depend upon the relevance of their taxonomies and the availability of exemplar documents for each category. So clearly the incompatibilities outlined above are problematic. In the absence of a relevant taxonomy and corresponding training data, an effective and intelligent document clustering application could prove to be useful [22] .
The remainder of this paper is organized as follows: Section 2 reviews previous work in both the legal knowledge management space and in the field of document clustering. Section 3 introduces the concepts of hard versus soft clustering applications. In Section 4, we discuss the data and clustering resources we leverage to conduct our trials. Section 5 describes our experimental methodology and evaluation metrics. In Section 6, we present our experimental results and discuss their significance. We draw our conclusions and address future work in Sections 7 and 8.
RELATED RESEARCH 2.1 Knowledge Management for Legal Environments
An appreciable amount of work has addressed the general topic of knowledge management for legal environments, including reports produced within the AI & Law community [33, 26, 37, 3] . The works by Oskamp, et al. and Visser, et al., cited above, share with our work a study of AI tools and organizational structures to facilitate KM within law offices.
In a White Paper that stresses the KM value proposition for law firms, Tziahanas focuses on what he claims are the two fundamental needs under consideration: information asset management and organizational requirements [35] . He states that a coordinated response to the two disparate issues holds the key to eventual knowledge management success. The current challenge is thus to find a means to organize and share legal knowledge within the firm with minimal impact on existing processes. The author declares that this goal requires an organizational commitment to share and reuse information. The prospective result will be that the implementation cost of KM applications will be significantly decreased and disruptive effects can be avoided. He emphasizes the role that taxonomies, thesauri, metadata and associated formats like RDF will play in future KM solutions.
Edwards and Mahling describe a typical large law firm environment in terms of its tasks, structure, people, and technology. They then propose a taxonomy for classifying types of knowledge a large firm possesses and make analytical observations about the characteristics of a firm's knowledge which are relevant to knowledge management [10] . Based on those characteristics, they identify a set of high-level system and user specifications which can serve as a basis for developing usable tools for KM in a large law firm.
In presenting several models of Knowledge Management, Terrett argues that knowledge is one of the only meaningful assets in the legal workplace [34] . He defines the strategy behind knowledge management as:
What every law firm seeks ... is a methodology that allows the systematic capture, development and use of legal ... knowledge, together with the development of an internal knowledge market which provides incentives and rewards for knowledge creators to share their knowledge and the promotion of a corporate culture which demonstrates the benefits of corporate knowledge sharing.
The author articulates three distinct models of knowledge management within firms, from the simple organizational learning loop within the firm (via a basic knowledge base), to an intellectual capital model that differentiates between human and structural capital, finally to a model based on explicit vs. tacit knowledge and their role within a firm (first formulated in [24] ). Regarding this last model, he describes four modes of interplay between explicit and tacit knowledge that are created: socialization (e.g., via apprenticeships), externalization (i.e., expressing tacit knowledge via explicit concepts), combination (i.e., systemizing concepts into a knowledge system), and internalization (i.e., explicit to tacit, e.g., such as from reading a text). His main observation is that in order for law firms of the future to continue to be successful, they need to evolve from their past one-dimensional document-based information management approach to knowledge management in a broader sense, in which legal professionals are encouraged to contribute and exchange knowledge using appraisal and compensated practices that instill fundamental changes to their former billingpreoccupied model.
One central observation one can make about the majority of academic work performed in the knowledge management space for law firms is that with few minor exceptions [30] , much has been done to answer the question of what, but little has been reported on thus far in terms of how. M. Ethan Katsh, who has written considerably on how digital technology will impact the legal practice, quotes litigator Fred Bartlit as stating that "Most of what lawyers do is store, categorize, organize ... and analyze data." Despite its major influence on other fields, digital technology has "hardly made a dent in how lawyers do their jobs" [16] . Subjective as this statement may be, we can assert that the essential components of any firm-based knowledge management system would likely include full-text search (Boolean, Fielded, Natural Language), classification (when a relevant taxonomy exists), clustering (when it doesn't) and possibly vetting (to purge duplicate or low content-bearing documents). The focus of this paper is on document clustering in those legal environments where complete and reliable taxonomies and labeled data do not exist, acknowledging that other applications exist within large law firms today that provide search and/or classification services [2] , not to mention current awareness alerts. As such, this is the first work of its kind that explores and evaluates for effectiveness the organization of law firm documents via the strategies described below.
Document Clustering
Fast and high-quality document clustering algorithms play an important role in helping users to navigate, summarize, and organize an enormous amount of text available on the Internet, and in digital libraries, news sources, and companywide intranets. Over the years a variety of different algorithms has been developed. These algorithms can be categorized along different dimensions based either on the underlying methodology of the algorithm, leading to agglomerative [31, 17, 12, 13] or on partitional approaches [19, 6, 40] , or on the nature of the membership function, leading to hard (crisp) or soft (fuzzy) [23, 18, 4, 38, 5, 21, 29, 25] solutions.
Hard Clustering
Hard clustering solutions can be obtained by both partitional and agglomerative clustering algorithms.
Partitional clustering algorithms compute a k-way clustering of a set of objects either directly or via a sequence of repeated bisections. A direct k-way clustering groups the data set into k subsets that optimize a desired clustering criterion function. A k-way partitioning via repeated bisections is obtained by recursively partitioning one of the existing clusters into two clusters (i.e., bisections). Partitional clustering can be viewed as an optimization procedure that tries to create high-quality clusters according to a particular criterion function. Criterion functions used in partitional clustering reflect the underlying definition of the "goodness" of clusters. Research on partitional clustering algorithms has been focusing on developing both clustering criterion functions [14, 9, 40] and optimization methods [9] .
Agglomerative algorithms find the clusters by initially assigning each object to its own cluster and then repeatedly merging pairs of clusters until a certain stopping criterion is met. The three basic criteria to determine which pair of clusters to be merged next are single-link [31] , complete-link [17] and group average [14] . In addition to these three basic approaches, a number of more sophisticated schemes have been developed, like CURE [12] and ROCK [13] , that were shown to produce superior results.
In recent years, various researchers have recognized that partitional clustering algorithms are well-suited for clustering large document data sets due to their relatively low computational requirements [8, 1, 32] . In many document clustering applications, hierarchical clustering solutions are desirable, solutions which have been traditionally obtained using agglomerative algorithms. However, partitional algorithms can also be used to obtain hierarchical clustering solutions via a sequence of repeated bisections. A recent study [39] also showed that partitional algorithms always lead to better hierarchical solutions than agglomerative algorithms on various document data sets, making them ideal for clustering large document collections due not only to their relatively low computational requirements, but also to higher clustering quality.
For clarity and consistency throughout the remainder of this work, we refer to hard clustering as the assignment of a candidate document to a single cluster resulting from the partitioning of a collection. By contrast, we refer to soft clustering as the ability to assign a document to multiple resulting clusters.
Soft Clustering
Soft clustering that allows an object to appear in multiple clusters has been studied extensively and still remains a challenging problem. The reason why soft clustering is important in the legal domain is because legal 'taxonomies' are not composed of mutually exclusive categories, and legal documents tend to be multi-topical. In recent years, soft clustering algorithms have been studied in document clustering contexts and shown to be effective in finding overlapping clusters [23, 18] . The fuzzy C-means algorithm [4] is one of the most widely used soft clustering algorithms. It is a soft version of the K-means algorithm that uses a soft membership function. Other newly developed soft clustering algorithms differ from fuzzy C-means by employing different dissimilarity functions [23] , or by including both a soft membership function and a weight function (measuring the contribution of each object in a fuzzy cluster) in the criterion functions (K-harmonic means [38] ). However, fuzzy Cmeans and algorithms of this type have a well-known problem of their dependency on initialization [9] and are not suitable to cluster data sets containing tens of thousands of legal documents.
Another widely used approach to produce soft clustering solutions is the well-known Expectation-Maximization (EM) algorithm [5, 21, 29, 25] , which generates classification probabilities for each document. The EM algorithm is a general statistical method of maximum likelihood estimation and has a strong statistical basis. However, the classical EM algorithm may have difficulty converging or may converge to an undesired solution. Reasons for this behavior may include a data set that is high-dimensional or an initial solution that is not carefully generated [25] . Even though many approaches have been proposed to improve EM, (e.g., FREM [25] , On-line EM [29] , and Scalable EM [5] ), the EM-based approaches still cannot guarantee convergence to high-quality clustering solutions efficiently on large volumes of legal document data sets.
HARD AND SOFT CLUSTERING ALGORITHMS 3.1 Problem Definition
Within a law firm environment, the organization of associated legal document collections in an efficient and effective manner implies the ability to perform a number of essential document "clustering" functions that result in the following:
• topically-useful groupings;
• hierarchical groupings (algorithms can operate iteratively on more than one level);
• multiply assigned groupings (documents can belong to more than a single group);
• grouping process operates in a reasonable time and can scale to large collections. Our research has encompassed each of these separate problem areas, and we have tested our clustering technology on corpora containing a quarter-million documents. Yet given the number of parameters involved in each of these areas, and the space limitations of this report, in this work, we report on experiments primarily involving the first three functions described above, with particular emphasis on multitopical documents that merit membership consideration in more than a single resultant cluster (i.e., soft clustering).
Challenges
There exist several distinct challenges involved in clustering legal documents in the law firm environment. In addition to challenges of scale (clustering potentially millions of electronic documents in a DMS) and efficiency (indexing and organizing large collections in hours rather than days), there exists the complex nature of many legal documents (that involve more than a single legal topic and can regularly pertain to numerous topics). Take, for example, a legal matter involving a client's misuse of pension funds, subsequent securities investments, filing for bankruptcy and associated perjury. Lawyers and IT authorities alike acknowledge that in the legal domain, it is the rule, rather than the exception, that these documents are multi-topical [22] . And unlike in World Wide Web contexts where search and categorization services are typically free, the legal profession is a fee-forservice field where the demand for reliable IT (e.g., in terms of both precision and recall) is expected. For this reason, we place a significant emphasis in this work on both the qualitative as well as quantitative and the computational as well as human-reviewed performance dimensions of our experiments.
Preliminaries on Document Modeling
We represent the documents in our legal collections using the vector-space model [28] . In this model, each document d is considered to be a vector in the space of the distinct terms present in the collection. We employ the tf-idf termweighting scheme that represents each document d as the vector.
In this scheme, tf i corresponds to the frequency of the ith term in the document and idf i = log(n/df i ) corresponds to its inverse document frequency in the collection (df i is the number of documents that contain the ith term). To account for documents of different lengths, we scale the length of each document vector so that it is of unit length. We measure the similarity between a pair of documents di and dj by taking the cosine of the angle formed between the tf-idf representation of their vectors. Specifically, this is defined as
which can be simplified to cos(di, dj) = di t dj, since the document vectors are of unit length. This similarity measure becomes one if the document vectors point in the same direction (i.e., they contain identical set of terms in the same relative proportion), and zero if there is nothing in common between them (i.e., the vectors are orthogonal to each other).
Hard Clustering Algorithms
Our hard clustering algorithms are partitional in nature. A key feature in these algorithms is that they treat the clustering problem as an optimization process which seeks to maximize or minimize a particular clustering criterion function defined either globally or locally over the entire clustering solution space. The various hard clustering algorithms are available from CLUTO [15] (Section 4.2 provides additional information on this clustering toolkit). Recent studies have shown that these algorithms are efficient and effective in producing both hierarchical and non-hierarchical clustering solutions [39, 40] .
CLUTO provides a total of seven different criterion functions that have been shown to produce high-quality clusters in low-and high-dimensional data sets, which optimize various aspects of intra-cluster similarity, inter-cluster dissimilarity, and their combinations. The mathematical definitions of the two clustering criterion (or objective) functions we used in our experiments are shown in equations (3) and (4), and they are derived and analyzed in [39, 40] .
The notation used in equations (3) and (4) is as follows: k is the total number of clusters, Si is the set of objects assigned to the ith cluster, ni is the number of objects in the ith cluster, v and u represent two objects, and sim(v, u) is the similarity between two objects.
An important aspect of partition-based, criterion-driven clustering algorithms is the method used to optimize their criterion function. CLUTO uses a randomized incremental optimization algorithm that is greedy in nature, has low computational requirements, and produces high-quality clustering solutions [40] . Our greedy optimizer computes the clustering solution by first obtaining an initial k-way clustering and then applying an iterative refinement algorithm to further improve it. During initial clustering, k documents are randomly selected to form the seeds of the clusters and each document is assigned to the cluster corresponding to its most similar seed. The iterative refinement strategy that we use is based on the incremental refinement scheme described in [9] . During each iteration, the documents are visited in a random order and each document is moved to the cluster that leads to the highest improvement in the value of the criterion function. If no such cluster exists, then the document does not move. The refinement phase ends, as soon as an iteration is performed in which no documents were moved between clusters.
We use a two-step clustering method, referred to as the "rbr" method, to utilize the optimization procedure described above [15, 40] . In the first step, a k-way partitioning via repeated bisections is obtained by recursively applying the optimization procedure to compute 2-way clustering (i.e., bisections). Initially, the objects are partitioned into two clusters, then one of these clusters is selected and is further bisected, and so on. This process continues k − 1 times, leading to k clusters. Each of these bisections is performed so that the resulting two-way clustering solution optimizes a particular criterion function. In the second step, we apply the incremental refinement procedure again on the k clusters obtained from repeated bisections, where each document can be moved to all k − 1 clusters. At the end of this step, we obtain a k-way clustering solution that optimizes a particular criterion function. Note that we perform k − 1 repeated bisections before a k-way refinement to ensure a more balanced clustering solution.
Soft Clustering Algorithms
We harness two efficient soft clustering algorithms: segment clustering and case clustering. In addition to an efficiency advantage over other traditional soft clustering algorithms, our soft clustering algorithms can also control the maximum number of clusters each document can belong to. In the remainder of this section, we describe the two soft clustering algorithms in detail.
Segment Clustering
The first clustering approach relies on the segmentation of legal documents, which results in segments presumed to correspond to the topical areas within those legal documents. Following such segmentation, fast hard clustering algorithms are applied to those segments. A document is assigned to a cluster if one of its segments is assigned to that cluster by the hard clustering algorithm. Since the segments from the same document may be placed into different clusters, we indirectly assign the original document to multiple clusters.
Note that to a large extent segment clustering relies on an effective segmentation system. Developing such a system is a part of our on-going research. In this study, the focus is on evaluating the resulting clusters.
Case Clustering
The second soft clustering approach contains two stages: an initial hard assignment stage and a multiple assignment stage. The basic idea is to first obtain an initial hard clustering solution, and then consider which of the additional resultant clusters a given document might participate in. The pseudo-code for the case clustering algorithm is shown in Figure 1 .
There are two steps to select the clusters that a given document is assigned to:
1. The clusters with an internal Z-score greater than a certain threshold are selected [line (C) in Figure 1 ]; 2. The candidate clusters from step (1) are sorted by intra-cluster similarities, and the tightest (high intracluster similarity values) clusters are selected [line (D)].
Given a document set, D, consisting of n documents,
.., dn}, and an initial cluster set, S, consisting of k clusters, S = {S 1 , S 2 , S 3 , ..., S k }, produced by a hard clustering algorithm, Given document i and cluster j, the internal Z-score, izscore(i, j), is calculated as follows: If document i is part of the cluster, the internal Z-score is defined as the average similarity between document i and all other objects in cluster j normalized by the mean and standard deviation of the same average similarities of all the documents in cluster j. If document i is not part of the cluster, the internal Zscore is defined as the average similarity between document i and all the documents in cluster j normalized by the mean and standard deviation of the same average similarities of all documents that are not in cluster j.
One of the important parameters of the case clustering algorithm is the internal Z-score threshold, which determines the candidate clusters that are valid for future membership consideration. If the threshold is too high, there will be a small number of cases that have candidate clusters satisfying this threshold. As a result, we only make multiple assignments for a few cases. On the other hand, if the threshold is too low, the candidate clusters may not have sufficient quality, and thus we may make wrong assignments. If we evaluate soft clustering solutions using the F-score, increasing the threshold value will improve precision but degrade recall.
RESOURCES

Data Sets
The approach we took to constructing and researching the three principal data sets reported on in this paper is as follows. We began with readily available in-house legal collections of case law, law reports (ALR) and law review (JLR) documents in order to convince ourselves that clustering in general and our clustering toolkit in particular performs reasonably well. Once we met this objective, we proceeded to secure two other types of corpora, those that permitted us to compare the reliability of case clustering with segment clustering (50-Topics Headnotes), and those that facilitated the assessment of new soft-clustering techniques on actual law firm data (LRC). A more detailed description of these collections follows.
Traditional Legal Data Collection
Our first data set consists of 951 (of originally 1,000) "traditional" legal documents made available from ThomsonWest. The goal was to assemble a relatively diverse set of legal documents, both in terms of topics (roughly a dozen) and document-types (at least three), which would arguably simulate the type of variance one might expect to encounter within a law firm's document repository, in both form and content. The composition of the collection is shown in Table  1 . Approximate percentages for the participating content of this pseudo-law firm collection are included in the second column. The 11 topics represented in the traditional legal collection are the starred entries shown in Figure 2 . In order to make this clustering problem more of a challenge, the distribution of topical classes throughout this collection was skewed. Ten of the classes were similar in distribution, whereas Bankruptcy topics represent nearly one-half of the entire document set. 
LRC Collection
The LRC collection represents a corpus of facsimile law firm documents representing briefs, memoranda, and letters to clients. In some instances the letters are represented as short digital transmittals. The list of LRC topics is shown in Figure 2 . Their distribution by document-type is presented in Table 2 , and by topical class in Figure 3 .
1.
Administrative We also performed a series of experiments involving hierarchical clustering on a portion of this set, which is illustrated in Figure 4 . The total number of topical classes associated with the complete LRC collection is shown in Table 3 , along with those for the other test collections. It is worth observing that the underlying topical classes referred to in Table 3 ("Asso. Topics") all derive from the same global KeySearch taxonomy [7] , which at the top-level possesses 50 core "topics." 
Topic-based Legal Data Collection
This data set was derived from a larger U.S. Case Law collection containing over 4 million cases. Each case contains annotated "headnotes" (i.e., summary points of law) classified by human experts to the West Key No. System. The 50Topics data set consists of 5000 cases whose headnotes are from 50 selected topics. In particular, we focused on two subsets from the 50Topics data set in order to test the effectiveness of our soft clustering algorithms when the maximum number of topics per case is two or three. To this end, we created two data subsets, 50Topics-2HNs and 50Topics-3HNs, where the cases in the data set contain two 1 Each Key Number classification consists of one topic identifier and one key number identifier, which correspond to the first level and the leaf note level in the Key Number hierarchy, respectively. and three headnotes respectively. The distribution of the number of cases per topic for the first of these two data sets is shown in Figure 5 . The distribution for the second data set closely resembles that shown in Figure 5 . 
Comparative Sizes of Legal Collections
The total number of documents, tokens and unique tokens (excluding numbers), as well as associated KeySearch topical classes for the data sets is shown in Table 3 .
Clustering Toolkit
This section presents a brief overview of CLUTO (release 2.1), a software package for clustering low-and high-dimensional data sets and for analyzing the characteristics of the various clusters. It was designed by the University of Minnesota's algorithms group and is available at www.cs.umn.edu/~karypis/cluto. CLUTO has been developed as a general purpose clustering toolkit.
CLUTO's distribution consists of both stand-alone programs (vcluster and scluster) for clustering and analyzing these clusters, as well as a library through which an application program can access directly the various clustering and analysis algorithms implemented in CLUTO. 
EXPERIMENTAL METHODOLOGY AND METRICS 5.1 Experimental Methodology
In order to determine the effectiveness and reliability of document clustering on law firm collections, we designed three sets of experiments with two distinct phases for each. The three sets of experiments focus on legal applications which (1) evaluate hard clustering, (2) evaluate and compare soft clustering approaches (i.e., segment and case clustering algorithms), and (3) conduct a parameter study on our internal Z-score threshold while harnessing the F-score metric and its β parameter. The first phase of these experiments focuses on pseudo-law firm data and is designed to indicate whether or not clustering technology can perform dependably when applied to corpora in the legal domain. It also indicates whether added experiments are worth pursuing in an operational setting. These tests are conducted on our Traditional Legal (Case+JRL+ARL) and 50Topics collections. In the second phase, we verify whether earlier results from hard and soft topical clustering extend to actual law firm document collections such as LRC.
Hard Clustering Experiments
The first set of experiments focuses on applying hard clustering techniques to our Traditional Legal and Law Firm corpora. In phase 1, we apply hard clustering algorithms to our Case-ALR-JLR collection to generate 11 or more clusters for 11 classes (which include several distinct sub-classes of bankruptcy). In phase 2, we apply these hard clustering algorithms to the LRC collection, with ± 39 clusters for as many classes at the top (root) node (representing 4,517 documents), and with fewer clusters for comparable classes at lower nodes in the KeySearch hierarchy (with sizes of document sets indicated in parentheses in Figure 4 ).
Soft Clustering Experiments
The second set of experiments compares our two soft clustering algorithms. In the phase 1, we analyze the performance of case clustering relative to segment clustering when applied to the 50Topics data set. In phase 2, attempt to extend these results via applications to the LRC data set.
Phase 1: Segment Clustering-Since we have segment information for the 50Topics data set, we evaluate the performance of segment clustering on the two associated corpora. Of the 5,000 cases covering 50 specific topics, 533 of these cases contain exactly two headnotes, while 756 of these cases contain exactly three headnotes (Table 3) . We use headnotes to represent the segments of the associated case law documents. In the first part of this test, we use those cases with two headnotes, 50Topics-2HNs; in the second part, we use those cases with three headnotes, 50Topics-3HNs. Case Clustering-we also test case clustering against the 50Topics corpora. In this experiment, we keep the sets of two and three headnotes from the given cases "bundled" together and apply the case clustering algorithm. As described in Section 3.5.2, this consists of first obtaining an initial hard clustering solution, and then considering which additional resultant clusters a given document might participate in. For 50Topics-2HNs, we limit the number of clusters to which a document may be assigned to two; for 50Topics-3HNs, the limit is three. After the experiments have been conducted, we are able to compare the performance of segment clustering and case clustering, relative to the original topic numbers of the associated headnotes. Note that for both data sets, we use our two soft clustering algorithms to generate 50 clusters for 50 topics (classes).
Phase 2: We proceed to examine the performance of soft clustering on the LRC collection. Since the segmentation of this collection is not available, in this study we focus on evaluating the performance of case clustering. We use the case clustering algorithm to generate 39 clusters for 39 classes and limit the maximum number of clusters to which a document may be assigned to two.
Parameter Inspection
In our third set of experiments, we conduct a parameter study on the soft clustering internal Z-score threshold (described in Section 3.5.2). In phase 1, we examine the behavior of the threshold in conjunction with the 50Top-ics data sets, while in phase 2, we compare this behavior with that for the LRC data set. This investigation is undertaken by tracking the performance, in terms of the F-score metric (described in Section 5.2.3), against the internal Zscore. Recall that the level of this threshold regulates the number of cluster candidates for multiple assignments after the initial hard clustering portion of the algorithm has been executed.
Metrics
To evaluate the performance of the various clustering algorithms, we employ (1) metrics that utilize the information provided to the clustering algorithms (i.e., internal metrics); (2) metrics that utilize a priori knowledge of the classification information of the data set (i.e., external metrics); and (3) assessments by legal researchers. We describe these next.
Internal Metrics for Hard Clustering
The basic idea behind internal metrics stems from the definition of clusters. A meaningful clustering solution should group objects into various clusters, so that objects within each cluster are more similar to each other than objects from different clusters. In particular, intra-cluster similarity, ISim, is defined as the average similarity between objects within each cluster, and inter-cluster similarity, ESim, is defined as the average similarity between objects within each cluster and the remainder of the objects in the data set. After obtaining ISim and ESim values for all clusters in a clustering solution, we calculate the average ISim (ISimavg) and ESim (ESimavg) to evaluate the quality of the entire clustering solution. We also report the ratio between the ISimavg and ESimavg measures. The higher the ratio, the better the clustering solution is.
External Metrics for Hard Clustering
External metrics rely on the true class memberships in a document set. We use two such metrics, entropy, which is a function of the distribution of classes within the resulting clusters, and purity, which is a function of the relative size of the largest class in the resulting clusters.
Given a particular cluster, Sr, of size nr, the entropy of this cluster is defined as
where q is the number of classes in the data set, and n i r is the number of documents of the ith class that were assigned to the rth cluster. The entropy of the entire clustering solution is then defined as the sum of the individual cluster entropies weighted according to the cluster size. That is,
A perfect clustering solution will result in clusters that contain documents from only a single class, in which case the entropy will be zero. In general, the smaller the entropy values, the better the clustering solution is. In a similar fashion, the purity of a cluster is defined as
which is the number of documents of the largest class in a cluster divided by the cluster size. The overall purity of the clustering solution is obtained by taking a weighted sum of the individual cluster purities and is given by
In general, the larger the values of purity, the better the clustering solution is.
F-score Metric for Soft Clustering
Given the true class label of each document, we use average F-score to evaluate various soft clustering solutions [36] .
Given cluster i and class j, the F-score is calculated as follows:
where P is the precision of cluster i (defined by the number of cases that are both in cluster i and class j, divided by the number of cases in cluster i), and R is the recall of cluster i (defined by the number of cases that are both in cluster i and class j, divided by the number of the cases in class j).
We measure the quality of our resulting soft clustering by first associating clusters with classes and then measuring the similarity between the resulting cluster-class pairs using equation (9) . We define average F-score as the average of these individual F-score values.
Varying the β coefficient provides a means of biasing Fscore towards precision or recall (e.g., β = 0.5 biases it towards precision; β = 1.0 weights precision and recall equally; β = 2.0 biases it towards recall). In our study, we test all three cases to observe the relative performance of the various soft clustering algorithms, while emphasizing the quality of the resulting clusters (P ), complete coverage (R) , and both (P+R).
Human Assessment
We also ask paralegal researchers to assess the quality of the resulting clusters in two respects: coherence and usefulness. For both assessments, they use a five point Likert scale ranging from 1 (low coherence with the current cluster's central topic or low usefulness to a legal researcher) to 5 (high coherence with the current cluster's central topic or high usefulness to a legal researcher).
3 A cluster is useful in-sofar as it facilitates knowledge sharing, which means that it groups documents together that are about the same topic. 
EXPERIMENTAL RESULTS AND DISCUSSION
All of our data sets are indexed by the doc2mat utility provided in the CLUTO package. We supply our own stopword list containing roughly 300 words; we also stem terms using the Porter stemmer [27] . During preliminary experiments on our initial legal collections, we examined various combinations of optimization methods and criterion functions provided by CLUTO.
Hard Clustering Experiments with Traditional Legal Data and the LRC Collection
Results from Traditional Legal Data
In our series of experiments with the traditional legal data collection (described in Section 4.1.1), we determined that, on average, the top-performing hard clustering algorithm for legal text is repeated-bisection with a global-optimization step (rbr). We also determined empirically that the two topperforming hard clustering criterion functions are I1 and I2 [equations (3) and (4)]. With few exceptions, the results reported in the remainder of this paper are produced by the rbr partitional algorithm and the I2 criterion function.
We should also note that the number of underlying topical classes associated with this collection is 11 (from Section 4.1.1). When specifying the input number of clusters for the toolkit, we would thus typically select the number of clusters to be significantly larger than n=11, in order to determine whether CLUTO could not only partition the toplevel documents into their respective classes, but also at least partially partition Bankruptcy into reasonable sub-classes, which indeed it did for n=20.
In one representative and close to optimal trial with the data set, the ratio of ISimavg to ESimavg is 7.95 while the Purity value is 0.74 and the Entropy value is 0.27. In general, when ISimavg ≈ 10×ESimavg, then the resulting clusters are of noteworthy quality. In the case of the traditional legal data collection, the assessor rated our best clustering results both topically coherent and useful to legal practitioners. The majority of the clusters examined received scores of 4 and 5 (out of 5) from our human assessor.
Results from the LRC Collection
Results from hard clustering trials performed on the LRC collection are presented in Table 4 , and are discussed below.
Clustering at the Top-level.
Hard clustering results from trials performed at the rootlevel of the LRC collection (Figure 4) are presented in the top row of Table 4 . Although we did not achieve an optimal ISimavg to ESimavg ratio, our mean human assessment scores nonetheless suggest that the resultant clusters are of high quality. These averages are based on a random sampling of at least 25% of the clusters, with standard deviation shown in parentheses.
It is also worth observing that in cases where the number of clusters created exceeds the number of topical classes associated with the data set, the final one or two clusters can and often do serve as lower-scoring "garbage-collector" bins which tend to consist of short or low content-bearing documents.
Hierarchical Clustering.
Results from hard clustering trials performed iteratively on the second and third levels of the LRC collection (Figure 4) are presented in the lower rows of Table 4 . Worth mentioning is that in a number of instances such as those at level 3 under Civil Procedure-Evidence and Privilegescertain values remain affirmative, in particular, the ratio of ISimavg/ESimavg for Evidence and the Purity and Entropy values for Privileges (in italics). Perhaps more important, however, is that the human assessments of each of the resultant clusters have generally remained in the high-coherence and high-usefulness end of the Likert scale.
Soft Clustering Experiments with
Topic-based and LRC Collections
In Table 5 , we present the average F-scores achieved by the segment clustering approach and the case clustering approach for the LRC and two topic-based collections. Since segment information is not available for the LRC collection, we only report the results of case clustering for this data set. For the case clustering approach, we also report the average F-scores obtained by performing the initial hard clustering only, in order to show how effective the multiple assignment stage is (quantified in the "% Improvement" column). We also create random assignment baselines by randomly assigning two class labels to each case for the 50Topics-2HNs and LRC collections, and three class labels for 50Topics-3HNs. The various F-scores achieved by random assignment are shown in the column labeled "Random Assignment."
The values in parentheses represent the improvement ratio over the corresponding random baseline. For each data set, we calculate F-scores with β = 0.5, 1.0, and 2.0, and report them in three separate rows.
A number of observations can be made from Table 5 . First, as shown, the two soft clustering algorithms work effectively in all instances with relative improvements over random assignment ranging from 2.6 to 4.8. The case clustering approach performs comparatively or better than the segment clustering approach in all instances. Second, the multiple assignment stage clearly improves the clustering solution produced by initial hard clustering for all three data sets. For the 50Topics-2HNs and 50Topics-3HNs data sets, the greatest relative improvements of the multiple assignment stage are achieved with β = 2.0, and the least with β = 0.5. Note that β = 2.0 biases F-score towards recall and β = 0.5 biases F-score towards precision. Hence, the results suggest that the multiple assignment stage "boosts" the clustering solution especially from a recall point of view. On the other hand, in terms of precision, the solid performance of the initial hard clustering on these two data sets makes it difficult for the multiple assignment stage to achieve significant improvement. Third, for LRC collection, the relative improvements of the multiple assignment stage are significant with all three β values. Recall that the LRC collection differs from the two 50Topics data sets in two ways: the average number of classes per document is significantly lower (Table 3) ; and it contains a more diverse document set (e.g., briefs, memos, letters, electronic transmittals, and others). The former directly explains why the relative improvement of the multiple assignment stage for LRC is not as significant as those for the other two data sets when evaluated with beta = 2.0 (biased toward recall). The latter makes it difficult for hard clustering algorithms to generate high-quality solutions for LRC and leaves more room for soft clustering algorithms to improve upon them. Table 6 shows that the quality of the clusters for the LRC collection can be traced to the type of document being clustered. Although these LRC clusters may consist of any combination of document-types, we present human assessments of them by document-type because this attribute tends to correspond to general length or content-bearing qualities of the relevant text, with briefs possessing the most substantial textual discourse, memoranda nearly as much, and letters, in general, the least. 5 Even though the resulting clusters formed primarily by letters tend to be of low coherence and usefulness, our method is able to construct high-quality clusters for greater content-bearing documents such as briefs and memoranda. The significance of this finding for systems designed to yield high-precision performance is that KM managers may wish to rely upon briefs and memoranda over letters in order to establish highly coherent initial clusters. 
LRC
Parameter Study
As described above, one of the essential parameters of the soft ("case") clustering algorithm is the internal Z-score threshold, which controls the number of candidate clusters that are eligible for a document's subsequent assignment. By evaluating our soft clustering solutions with the F-score, we permit the internal Z-score threshold to improve precision at the expense of lowering recall when the threshold is raised, and the converse, when it is lowered.
We plot the average F-score of the soft clustering solutions obtained with various internal Z-score threshold values for 50Topics-2HNs and 50Topics-3HNs in Figures 6 and 7, respectively. 6 As shown in both figures, the best performance was achieved with the threshold value between 3 and 4. By contrast, when this same study was performed on the LRC collection (Figure 8) , we see the relative F-score performance is reduced, likely attributable to the underlying disparate document types. We also notice that the performance curves are flatter, possibly due in part to the generally lower F-score behavior of these documents as a whole, yet when considering the three β curves simultaneously the top performance remains close to a Z-score threshold of 3.5.
CONCLUSIONS
In law firm environments where representative taxonomies or labeled training documents are not available, technologies complementary to search and classification are required to foster the organization, delivery and reusability of internal legal work products. In the research that we have conducted, we have seen that document clustering, especially clustering that performs well in hierarchical and multiple assignment contexts, holds promise to answer such requirements. 5 Standard deviation for these assessments is presented in parentheses.
The internal Z-score threshold used in this experiment is z = 3.5. 6 The "1Asmt" plots represent hard clustering baselines, while the "2-3Asmt" plots represent the contributions of soft clustering.
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FUTURE WORK
One of our goals is to further enhance the soft ("case") clustering algorithm presented in this work. By expanding the study of the number of clusters a document may be assigned to, we may be able to develop additional heuristics to determine a document's "cluster quotient." In parallel with this effort, we have begun to conduct experiments that rely on hybrid feature sets, such as document profiles constructed from high content-bearing word-pairs. We are also exploring the application of hierarchical clustering to taxomony development in order to enable the subsequent deployment of automatic categorization tools.
