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ABSTRACT 
We consider a system of linear inequalities with (0, & 1) coefficients and a 
right-hand side given by a submodular function on (0, ~fr l} vectors, and provide a 
simple necessary and sufficient condition for the system to be consistent. Furthermore, 
we show the total dual integrality of the system with some additional conditions. 
1. INTRODUCTION 
In the present paper we shall consider a system of linear inequalities with 
(0, + l} coefficients and a right-hand side given by a submodular function on 
(0, f l} vectors, and provide a simple necessary and sufficient condition for 
the system to be consistent. Furthermore, we shall show the total dual 
integrality of the system with some additional conditions. The result includes 
as special cases the discrete separation theorem [3] and the total dual 
integrality of generalized polymatroids [2], intersection of submodular and 
supermodular polyhedra, and hybrid independence polyhedra [ 151. 
2. DEFINITIONS 
Let I= {1,2,..., p} and J= {1,2,..., 9 }. For a p X 9 integer matrix 
A = (a( i, j ) : i E I, j E J ) with the row index set I and the column index set 
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J ordered by the natural numbers, and for an integer t, we say A has the 
upper consecutive t’s property (or the lower consecutive t’s property) if 
a(i,, j,) = t for a pair of i, E Z and j, E J implies a(i, j,)= t for all i E Z 
with i < i, (or i > iO). Also we say A has the consecutive t’s property if 
44, j,)= a(i,, ja)= t for some i,, i, E Z and j, E J with i, < i, implies 
u(i, j,) = t for all i E Z with i, < i < i,. Denote the ith row and the jth 
column of A = (a(i, j): i E I, j E J) by a(i, .) and a(., j), respectively. 
For a finite set S we denote the cardinality of S by ISI. Let E be a 
nonempty finite set, R the set of reals, and R” the set of real vectors 
x = (x(e) : e E E) with coordinates indexed by E. Also denote by 3” the set of 
all ordered pairs (X, Y) of subsets X, Y of E with X n Y = 0. Each (X, Y) E 3E 
is identified with a vector X(X, Y ) E RE defined by 
1 (eEX>, 
x(X,Y>(e> = - 1 (eEY), (2.1) 
0 (e E E - (X U Y)). 
We call X(X, Y) the characteristic vector of (X, Y). For any (Xi, Yi) E 3” 
(i = 1,2) define operations V , A by 
(x,~y,)v(x,~y,)=(x,ux,,y,~y,), (2.2) 
(X~~Y,>~(X,lY,>=(X,nXz,Y,uY,). (2.3) 
Then 3” is a distributive lattice with v and A as the lattice operations, join 
and meet. Let 5 be the partial order associated with the distributive lattice 
3”.Wecallapairof(X,,Yi)(i=1,2)compurubZeifeither(X,,Y,)~(X,,Y,) 
or (X,,Y,)< (X,,Y,). We also use the partial order 5 for (0, k l} vectors 
under the correspondence (2.1). 
Let 9 be a sublattice of the distributive lattice 3” and f: 9 + R be a 
submodulurfinction on 9, i.e., for any (Xi,x)c 9 (i = 1,2) 
Moreover, define a polyhedron P(f) by 
P(f) = {XIX E R “,V(X,Y)&?X(X)--(Y)<f(X,Y)}, (2.5) 
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where for each X 5 E 
r(X)= C x(e). 
eEX 
(2.6) 
Such a polyhedron P(f) is also treated by N. Tomizawa [ 151 under a more 
restrictive condition on f than the one in the present paper (see Section 5). 
In Sections 3 and 4 we shall consider the structure of the polyhedron 
P(f) defined by (2.5). 
3. CONSISTENCY 
Without any additional condition the polyhedron P(f) may be empty. 
The following theorem shows that a trivial necessary condition for P(f) to be 
nonempty is also sufficient. 
THEOREM 3.1. P(f) is nonempty if and only if 
(3-I) 
foreach (0,X)~.9 with (X,0)~.9. 
Proof. “Only if” part: Trivial. 
“Zf” part: Suppose (3.1) holds for each ( 0, X) E 9 with (X, 0) E 9. It 
follows from the Farkas lemma or the LP duality theorem that P(f) # ia if 
(and only if) for all positive ai E R (i E Z) and (Xi Yi)e 9 (i E Z) with a 
finite index set Z such that 
we have 
Here, note that x( Xi, Y, ) is the coefficient vector of the inequality x(X, ) - 
x(Yi) < f(X,, Yi). Moreover, since the vectors x(X, Y) ((X, Y) E 9) are in- 
tegral, we can restrict the coefficients ai (i E I) in (3.2) to positive integers. 
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Consequently, P(f) #0 if (and only if) for all (Xi, Yi) E 2 (i E Z) with a 
finite index set Z such that 
C X(xi>Y,)=o (3.4) 
isI 
we have 
where possibly (Xi, Yi) = (Xj, Yj) for distinct i, j E I. If the family of (Xi, Y) 
(i E Z) in (3.4) contains a pair of (X,, Yr ),(X,, Ys) which is not comparable, 
Put 
(X,,Y,>c(X,uX,,y,nY,), 
(3.6) 
(X,,Y,>c(X,nXz,Y,uY,). 
Then, after the replacement (3.6), the relation (3.4) remains valid and the 
value of the left-hand side of (3.5) does not increase, due to the submodularity 
of J? Since we get a family of (Xi, Y, ) (i E Z ) composed of pairwise compara- 
ble elements of 9 after a finite number of such replacements, it suffices to 
show that we have (3.5) for all (Xi,Yi)~ 9 (i E Z) such that (Xi,Yi) (i E I) 
are pairwise comparable and (3.4) holds. Therefore, suppose that (3.4) holds 
for (X,,Yi) (i E Z = {1,2 ,..., m}) and 
GLY,b(&,Y,)~ ... 5(X,,,Y,,). (3.7) 
It easily follows from (3.4) and (3.7) that 
x,=0, Y,,, = 0 . (3.8) 
Suppose II 1 > 2. If X,, -Y,#rZI,thenforeache~X,,-Yi 
C X(Xi3Yi)(e)>O, 
ie1 
(3.9) 
which contradicts (3.4). Similarly, Yi - X,,, # 0 leads to a contradiction. 
Therefore, 
y, = X”, (-Z,), (3.10) 
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and from (3.8) and (3.10), 
x(x,~y,)+x(x”,~y”,)=x(0~z,)+x(z,~0a=o. (3.11) 
From (3.11) and the assumption (3.1), 
f(x,~y,)+f(x,,,~y,,)=f(0,z,)+f(z,,0)>,0. (3.12) 
Put I + I - { 1, m }. For the new index set Z (3.4) still holds; then repeat the 
above argument until )I ] = 0 or 1. When ]I( = 1, from (3.4) with Z = {i, } 
X(X,“Ji”) =o, (3.13) 
xio=O, yi,=O. (3.14) 
Also, from (3.1), 
f(xi,~yio)=f(030>~o* (3.15) 
Consequently, from (3.12) and (3.15), 
i~lf(xi~yi)ao~ (3.16) 
where I= {1,2,..., m }, the original index set. This completes the proof of the 
theorem. n 
It may be interesting to interpret Theorem 3.1 from the point of view of 
convex analysis [ll, 141. Let & be a new element not in E, and define 
Z? = E U { & }. Then the polyhedron P(f) of (2.5) is nonempty if and only if 
the conical hull of points (X(X, Y ), f( X, Y )) ((X, Y ) E 9) and (X( 0,0 ), 1) in 
R” is the epigraph of a convex function, denoted by f, on R” taking values 
on R U { + 00 } with f(O) = 0 (for the terminology see [ 111, [ 141) which is 
equivalent to the condition described by (3.2) and (3.3). If such a convex 
function f exists, the subdifferential of the convex function p at the origin 
x( 0,0 ) = 0 in R” is given by P(f). It should be noted that f may not be an 
extension of f, i.e., there may exist (X, Y ) E 9 such that f( x( X, Y )) < f( X, Y ). 
The submodularity of f simplifies the condition described by (3.2) and (3.3) 
and gives the one in Theorem 3.1. 
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From Theorem 3.1 we immediately have 
COROLLARY 3.2. Define a sublattice go of 9 by 
%j= { (X,0)l(X,0)@}U{ (0,X)l(0,X)=9}. (3.17) 
Let fo be the restriction off to SO, and p(fo) be a polyhedron given by (2.5) 
with S@ and f replaced by go and fo, respectively. Then, P(f) f 0 if and 
only if P(fO)#O. 
Corollary 3.2 means that when P(h) f 0, the inequalities in (2.5) with 
X # 0 and Y # 0 do not cut off i’(h) too much to give empty i)( f ). 
4. TOTAL DUAL INTEGRALITY 
Consider the following dual problems (P) and (P*) for c E RE. 
PROBLEM(P). 
Maximize 
subject to V(X,Y)ES x(X)-x(Y)< f(X,Y). 
(4.1) 
(4.2) 
PROBLEM (P*). 
Minimize c VX,Y>f(X,Y> (4.3) 
(X,Y)EB 
subject to Ve E E: C h(X,Y)- C X(X,Y)=c(e). (4.4) 
(X,Y)‘=9 (X,Y)EO 
C?EX CEY 
V(X,Y)ES@: X(X,Y)>O. (4.5) 
If Problem (P*) has an integral optimal solution X* for each integral vector 
c E R” such that an optimal solution of (P*) exists, then the system of linear 
inequalities (4.2) is called totally dual integral (see [l], [7], [9], [12]), which 
implies that each face of P(f) contains integral points if f: 9 + R is 
integer-valued. 
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In general, (4.2) is not totally dual integral, and even if f is integer-valued, 
P(f) may have nonintegral extreme points. However, we have 
LEMMA 4.1. Suppose that c E RE is an integral vector and Problem (P*) 
has an optimal solution. Then there exists a rational optimal solution A*( X, Y ) 
((X, Y) E 9) of (P*) such that 
B= {(x,Y)~A*(x,Y)~o} (4.6) 
is composed of pairwise comparable elements of 9. 
Lemma 4.1 can be shown by a direct adaptation of a standard proof 
technique developed by N. Robertson, L. Lovksz [lo], J. Edmonds and 
R. Giles [l], and A. J. Hoffman [7], so we omit the proof. 
Now, consider an additional structure of 9 and f as follows: 
(0) If for(X,,Y,)Eg(i=1,2) 
(Xdd 2 &JA (4.7) 
X,nY2+0, (4.8) 
and 
X,#0 or Y’,#0, (4.9) 
then(X,-Y,,Y,),(X,,Y,-X,)Es and 
Note that (4.7)-(4-g) imply that for some e, e’ E E we have X(X,, Yi)(e) 
= x(X,, Ya)(e) + 0 and x(X,, Y,>(e’) = - x(X,, Yz)(e’) + 0. 
THEOREM 4.2. Suppose 9 and fi 9 + R satisfy the property (9) de- 
scribed by (4.7)-(4.10). Then the system (4.2) of linear inequalities is totally 
dual integral. 
To prove Theorem 4.2 we need some lemmas. The proof of the following 
lemma is also similar to the proof technique developed by Robertson et al., 
but we include the proof for completeness. 
LEMMA 4.3. Suppose that c E RE is an integral vector, Problem (P*) has 
an optimal solution, and 9 and f: .9 + R satisfy the above additional 
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property (0). Then there exists a rational optimal solution X*(X, Y) ((X, Y) E 
9) such that 8 given by (4.6) is composed of pairwise comparable elements 
of $3 and does not contain any (Xi, Y,) (i = 1,2) which satisfy (4.7)-(4-g). 
Proof. By Lemma 4.1 let h*(X, Y) ((X, Y) E 9) be a rational optimal 
solution of (P*) such that d given by (4.6) is composed of pairwise compara- 
ble elements of 9. Also let d, be a positive rational number such that each 
X*(X, Y ) ((X, Y) E 2) is a nonnegative integral multiple of d “. If d contains 
(Xi,Y,) (i = 1,2) which satisfy (4.7)-(4.9) then let (X,,Y,) (i = 1,2) be 
elements of 8 for which 
($8) (4.7)-(4.9) hold and for each (X,, Y~)E 8 such that (X,, Yi) 2 
(Xs, Ys) 2 (X,, Yz) we have 
X, n Y, g E - (X, u Y3). (4.11) 
[Note that we can always find such a pair of (Xi, Yi) (i = 1,2).] Define e by 
s=min{ h+(Xi,Yi)li=1,2} >O. (4.12) 
Change the values of h*(Xi,Yi) (i = 1,2), h*(X, - Y,,Y,), and X*(X,, Y, - 
Xi) as 
A*(Xi,Yi)+X*(Xi,Y,)-F (i = 1,2), (4.13) 
A*(X,-Y,,Y,)~~*(X,-Y,,Y,)+&, (4.14) 
A*(X,,Y,-X,)+h*(Xz,Y,-X,)+&. (4.15) 
The new h* satisfies (4.4) and (4.5) and is an optimal solution of (P*) because 
of (4.10). It follows from (4.11) that the new h* gives d in (4.6) which is 
composed of pairwise comparable elements of .S. Repeat (4.12)-(4.15) so 
long as 8 in (4.6) contains (Xi, Yi) (i = 1,2) which satisfy the above (§§). 
Then all the generated A*‘s are distinct, because each changing of h* by 
(4.12)-(4.15) increases the total sum of IE -(X U Y)lh*(X, Y) ((X, Y) E 9) 
by 21 X, n YI IE > 0. Also each A*( X, Y) ((X, Y ) E 9) is a nonnegative integral 
multiple of d, > 0, and the sum of X*(X, Y) ((X, Y) 6 9) is constant. 
Therefore, after a finite number of steps we get a desired optimal solution. n 
LEMMA 4.4. Let Z= {1,2,..., p} and J= {1,2 ,..., q}, and suppose 
A = (a(i, j):i E I, j E J) is a (0, + 1) matrix such that any pair of rows 
a(i,, .) and a(&, .) of A ( i,, i, E Z) is comparable and A does not contain as 
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a submatrix any of the 2 x 2 matrices 
and the ones obtained jknn these matrices by row and column permutations. 
Then the matrix A is totally unimodular. 
Proof. Suppose that the rows of A are indexed so that 
a(p,.)5a(p-l,.)5 ... %a(l;). (4.16) 
Also suppose q = p. Then we show that the possible values of the determi- 
nant of the (square) matrix A are O,l, - 1. Since the following argument is 
valid for any square submatrix of the original matrix A, this implies that A is 
totally unimodular. Define 
I(+)= {iJiEZ,O<a(i;)}, 
I( -)= {i]iEZ, a(i;)%O}, 
z(+, -)= {1,2 )...) PI - [Z(+)uZ( - >I> 
(4.17) 
(4.18) 
(4.19) 
where 0 is the zero row vector of dimension ]J] ( = ]I I). From (4.16), A has 
the upper consecutive l’s property and the lower consecutive - l’s property. 
If Z( +)U Z( + , - ) = 0, then A is totally unimodular and det A = 0, 1, or 
- 1, since A is a (0, - l} matrix and has the consecutive - l’s property [8]. 
Therefore, suppose Z( + )U Z( + , - ) # 0. Let a(. , j,) be a column of A such 
that a(i,j,)=l forall iEZ(+)UZ(+, - ). Such a column exists because of 
(4.19) and the upper consecutive l’s property of A. If a(i,, j,) = - 1 for 
some ieEZ(-), then I(+, -)=0, since otherwise for an arbitrary i, E 
Z( + , - ) we have a(i,, j,) = 1 and there exists a column a( ., j,) such that 
a(i,, j,) = a(&, j,) = - 1, which contradicts the assumption. When Z( + , - ) 
= 0, A is totally unimodular and det A = 0, 1, or - 1, since by multiplying 
each row a(i, .) (i E Z( - )) by - 1, A becomes a matrix which has the 
consecutive l’s property if the rows are appropriately reordered. Therefore, 
further suppose a(i, j,) = 0 for all i E Z( - ). 
Now, transform the matrix A by fundamental row operations with pivot 
a(1, j,) = 1 in such a way that the j&h column a(. , j,) becomes a unit 
vector. Let A’ be the matrix obtained from the resultant matrix by further 
removing the first row and the j,th column, and let A; and A’,, be the 
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submatrices of A’ composed, respectively, of row vectors corresponding to 
[Z(+)UZ(+, -)]- (1) and Z( -). Th en, since A has the upper consecutive 
l’s property and the lower consecutive - l’s property and by the assumption 
for any je_Z such that a(l,j)=l we have a(i,j)>O for all ieZ(+)u 
Z( +, - ), both A; and A; have the lower consecutive - l’s property. 
Therefore, A’ has the consecutive - l’s property by appropriately reordering 
the rows and is totally unimodular. We thus have det A = f det A’ = 0, 1, or 
- 1. n 
We are now ready to prove Theorem 4.2. 
Proof of Theorem 4.2. Let c E RE be an integral vector, and suppose 
Problem (P*) has an optimal solution. By Lemma 4.3 there exists an optimal 
solution A* of (P*) such that & given by (4.6) is composed of pairwise 
comparable elements of 9 and does not contain any (Xi, Y,) (i = 1,2) which 
satisfy (4.7)-(4.9). Then it follows from Lemma 4.4 that the set of row vectors 
X(X, Y) ((X, Y) E 8) forms a totally unimodular matrix, which implies the 
existence of an integral optimal solution of (P*). n 
5. RELATION TO OTHER POLYHEDRA 
Let 9’ be a distributive lattice formed by subsets of E with set union and 
intersection as the lattice operations. A function f’: 9’ + R is called a 
s&modular function on 9 ’ if for each X, Y E 9 ’ 
(54 
A function g ’ : 9 ’ + R is called a supermodular function on 9 if - g’ is a 
submodular function on 9’. The pairs (g’, f’) and (G@‘, g’) are, respectively, 
called a submodular system and a supermodular system [4,5]. The polyhedra 
P(f’) and P(g’) defined by 
P(f’) = {XIX E R ~,vxEw:X(X)~f’(X)}, (5.2) 
P( g’) = { XIX E RE, vxE9’:x(X)>g’(X)}, (5.3) 
are, respectively, called the submodular polyhedron and the supermodular 
polyhedron associated with (g’, f’) and (g’, g’), where we assume IZI E 9’ 
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and f ‘( 0 ) = g ‘( 0 ) = 0. When E E 9 ‘, the polyhedron 
B( f’) = { XIX E P( f’)> x(E) = f’(E)} (5.4) 
is called the base polyhedron associated with (g’, f ‘). 
(a) intersection of S&nodular and Supermodular Polyhedra 
Given a submodular system (LB’, f’) and a super-modular system (.S”, g”) 
with 0ELB’nW and f’(0)=g”(0)=0, define 953’ by 
.9= {(X,0)jXE~'}U{(0,Y)(YE~"} (5.5) 
and for each (X,Y)E CS 
f(X,Y)= f’(x) i 
if Y=0, 
-g”(Y) if x=0. 
(5.6) 
Then, f: 9 + R is a submodular function on 9, and p(f) defined by (2.5) is 
given by 
?(f) = P( f’)n P(g”). (5.7) 
Theorem 2.1 implies that P( f ‘)n I’( g “) . 1s nonempty if and only if g”(X) < 
f’(X) for each X E 9’n 9”. Moreover, if f’ and g” are integer-valued and 
P( f’)n P( g”) # 0, each face of P( f ‘)n P(g”) contains integral points due 
to Theorem 4.2, since in the present case conditions (4.7)-(4.9) can not be 
satisfied. This leads to Frank’s discrete separation theorem [3]: 
Given a s&modular system (9’, f ‘) and a supermodular system (LB’, g ‘), 
there exists a vector x E RE such that g’(X) < x(X) < f’(X) for all X E 9’ if 
and only if g’(X)< f’(X) for all X E 9’. Moreover, if f’ and g’ are 
integer-valued, the above vector x can be integral. 
It should be noted that a submodular polyhedron, a supermodular poly- 
hedron, a base polyhedron, and the intersection of two base polyhedra are 
special cases of intersection of submodular and supermodular polyhedra. 
Moreover, it should be noted that for a distributive lattice LB s 3” and a 
submodular function f: .9 + R if ( 0, 0) E LS and f( 0, 0 ) = 0, then for 
each (X,Y)ELS 
f(x,Y>=f(x,y>+f(0,0I>ff(x,0>+f(0,y), (5.8) 
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so that the inequalities appearing in the right-hand side of (2.5) for (X, Y ) E 9 
with X # 0 and Y # 0 are redundant, i.e., P(f) = P( fa), where f. is defined 
in Corollary 3.2. 
(b) Generalized Polymatroids 
Let (LB’, f’) be a submodular system and (g’“, g”) a supermodular 
system such that for each X E B’ and Y E zZB”, we have X-Y E B’, 
Y-X~g”,and 
f’(X)-g”(Y)>f’(X-Y)-g”(Y-X). (5.9) 
Then the intersection of the submodular and the supermodular polyhedra 
P(f’)nP(g”)= {xlx~R~,VX~~‘:r(X)df’(x), 
VY EW:X(Y)>g”(Y)} (5.10) 
is called a generalized polymatroid [2]. 
Define 9 and f: 9 + R by (5.5) and (5.6). Since f( 0, 0) = f’( 0) = 
g”( 0) = 0 (by definition), from (5.9) 
f(0,x)+f(x,!+2f(0>0)=0 (5.11) 
for each X E 9 n 9”. It follows from Theorem 2.1 that generalized poly- 
matroids are always nonempty. Moreover, total dual integrality of (5.10) 
follows from Theorem 4.2. 
(c) Hybrid Independence Polyhedra 
Suppose that a distributive lattice 9 s 3” and a submodular function 
f: 9 + R satisfy the property that if (Xi, Y,) E 9 (i = 1,2) satisfy (4.7?and 
(4.8), then (Xi -Y,, Y,),(X,,Y, - Xi) E 9 and (4.10) holds. Then, P(f) 
given by (2.5) is called a hybrid independence polyhedron by Tomizawa [15]. 
In this case, i’(f)#0 if and only if f(0,0)20 [if (0,0)~9], which 
follows from Theorem 2.1 and (4.10) [cf. (5.11)]. Also, total dual integrality of 
(2.5) for such an f follows from Theorem 4.2. 
It should be noted that the class of hybrid independence polyhedra 
includes the class of generalized polymatroids but not the class of intersec- 
tions of submodular and supermodular polyhedra. The paper [15] is mainly 
concerned with a greedy-type algorithm for hybrid independence polyhedra. 
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REMARKS. When f has the property (8) described by (4.7)-(4.10), let us 
call the polyhedron P(f) a ternary semimodular polyhedron. As was pointed 
out in (a) of this section, the class of ternary semimodular polyhedra includes 
intersection of two base polyhedra. Moreover, a generalized polymatroid is a 
projection of a base polyhedron [6], and the Edmonds-Giles polyhedron [l] is 
a projection of intersection of two generalized polymatroids [2]. Therefore, 
the Edmonds-Giles polyhedron is a special case of a projection of a ternary 
semimodular polyhedron. 
A general framework for proving total dual integrality of systems of linear 
inequalities related to submodular functions is proposed by A. Schrijver 112, 
131, which includes total dual integrality of the Edmonds-Giles submodular 
flow model [l] and many other models (see [ 121). However, it is still not clear 
whether the total dual integrality of (4.2) with property (0) of (4.7)-(4.10) 
follows from Schrijver’s framework. 
I am grateful to the referee for his careful reading of and useful comments 
on an earlier version of the present paper. 
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