Abstract. In this study, an efficient and robust method classifying the minute based occurrence of sleep apnea is aimed. Three respiration signals obtained from abdominal, chest and nasal way extracted from polysomnography recordings. Wavelet transform based on feature extraction methods are applied on the 1 minute length respiration signals. Dimension reduction process is facilitated by using principal component analysis. The features obtained from 8 recordings are used for the classification sleep apnea by using three ensemble classifiers. According to the results, the classification accuracies have been obtained between 92.07-98.43%, 92.75-98.68% and 92.42-98.61% by using three different ensemble classifier based on abdominal, chest and nasal based analysis, respectively for AdaBoost, Random Forest and Random Subspace. However the best result is obtained analyzing nasal based respiratory signal by using Random Forest method. In this case accuracy is 98.68%.
Introduction
The sleep apnea syndrome (SAS) is asleep-related breathing disorder described as pauses in breathing or instances of shallow breathing during sleep suffered by people. SAS is occurred 2% in women and %4 in men whose age can range from 30 to 60 years [1] . Sleep apnea defined as the disruption of breathing for more than 10 s in adults [2] . Daytime sleepiness, impaired concentration, depression, memory loss, tiredness and early morning headaches can be observed in SAS patients [3] [4] [5] [6] . Besides, untreated and undiagnosed sleep apnea can relate to heart disease like hypertension, myocardial infarction and stroke [7] [8] [9] .Sleep disorders have become important factors that adversely affect individuals' quality of life and society as a whole [10] . Therefore, treating the sleep-apnea is an important subject that may lead to certain diagnoses and better lifespan according to treatment.
Sleep apnea is basically divided into two categories; obstructive sleep apnea (OSA) and central sleep apnea (CSA). Respiratory drive is absent or inhibited in CSA. Upper airway collapses in responsible for disrupted respiration in OSA [11] . Some SAS subjects have both of them and in this case there is a pause of the respiratory followed by obstruction of ventilation in a relatively shorter term, the event is called mixed sleep apnea (MSA) [12] . To diagnose of SAS, the most reliable method is the analysis of the patient's polysomnography (PSG). PSG consists of several multiple vital signals; body oxygen saturation (SaO 2 ), electrooculogram (EOG), electrocardiogram (ECG), electroencephalogram (EEG), electromyogram (EMG), respiration signals (nasal airflow, thoracic abdominal movements), body position. According to the accepted clinical criteria, sleep apnea can primarily be detected by the analysis of PSG [13] . Manually scoring PSG is a tiresome and timeconsuming work for the sleep expert. The subjectivity and repetitivity of the work expose low interscorer agreement and accuracies. Computerized decision-making methods can automate these routine processes.
Various features extracted from respiration signals suitable for detection of sleep apnea by using non-linear [14] , time-frequency [15] , time [16] and frequency domain [17] algorithms have already been studied. These algorithms can detect episodes of apnea at 80-95% precision. Tagluk, et al. studied a classification of sleep apnea based on abdominal respiration signal by using wavelet transforms and neural networks [18] . These algorithms have 85.62% mean accuracy in classifying sleep apnea. Koley and Dey have been developed automatic detection method using ensemble binary support vector machine classifiers [19] . 36 features have been used to detect sleep apnea. In this method, accuracies of algorithm change between 86% and 94.1.
It is aimed to develop sleep apnea detection method and evaluate performance of method by using three different respiration signals. Features are obtained by using wavelet decomposition of signals and they are classified by using ensemble methods for the real time sleep apnea detection. Authors have published studies in the field of detection of sleep apnea [20] [21] [22] .
New results are presented in this study for detection of sleep apnea using ensemble learning methods. In Part 2, materials and methods are introduced including data explanation in detail, wavelet based feature extraction and ensemble methods. Performance metrics and experimental results are described in Part 3 and the study is concluded in Part 4.
Materials & methods

Data set
In this study, the data set used for the evaluation is Apnea-ECG Database, which is available on the PyhsioNet website [23] . Database has 70 ECG recordings digitized 100 Hz from normal and OSA patients which duration varying between 401 and 578 minutes. Data were gathered in Philips University in Marburg, Germany having sleep apnea annotations was done by sleep experts according to standard criteria simultaneously recorded respiration signals [24] .
Only 8 of the recordings (7 M and 1F, 43.3 ± 8.3 years) have respiration signals (nasal, abdominal and chest) in the database. They are used to detect apnea episodes. Each minute of the recordings was labeled with 'A' or 'N', indicating the apneic or non-apneic (normal) respectively during that minute. The apnea/hypopnea standards (AHI) are used to classify an epoch as apneic or normal by counting the number of apneic episodes over the given period of time and averaging these counts on a per hour basis [25] . The recordings are classified into three class; apnea class (class A, SAS > 100 minutes), borderline class (class B, SAS > 5 and SAS < 100 minutes) and normal class (class C, SAS < 5 minutes). The recordings used in this study have 3 Class C patients, 1 Class B and 4 Class A. A 3 minutes length of abdominal, chest and nasal based respiratory signals with minute based annotations ('N' normal, 'A' apneic) are shown in Figure 1 . 
Feature extraction by wavelet analysis
The Wavelet transform operates by decomposing a signal into a number of time shifted and scaled versions of a selected mother wavelet. Wavelet transform is capable of providing the time and frequency information simultaneously, hence giving a time-frequency representation of the signal. They are suitable for the analysis of non-stationary signals giving good results both in frequency and time domain. The basic implementation of wavelet transform of a signal x[n] is schematically shown in Figure 2 [26] .
There are many different functions as wavelets having different characteristics that are more or less suitable depending on the application. Daubechies wavelet family with a length of the filter equal to 3 was chosen after performing some other experiments with other wavelet families. For the classification process; minimum, maximum, variance, average, energy, mode, entropy and skewness have been extracted. All features have been calculated after decomposing the 1-minute length of detail For the dimension reduction, correlation based feature subset selection (CfsSubsetEval) is used as feature selection algorithm. It evaluates subset measures of features by using following hypothesis: good feature subsets include highly related features with classification more than irrelevant one [27] . 12 features are used for the classification process after applying CfsSubsetEval.
Classification
Ensemble learning [28] technique is derived from the principles of regular machine learning topic. Ensemble methods use multiple learning algorithms to obtain better results than conventional learning algorithms. Ensemble learning is a technique for combining a lot of base learner in an attempt to produce better result. Basic machine learning classifiers such as Bayes, Decision Trees, etc. is called base learners or weak classifier in ensemble methods. Three ensemble methods were implemented in this study. Majority voting is used to select final decision of base learners. Methods are briefly explained as follows.
Random forest (RF)
Random Forest is an ensemble of decision tree classifiers and a variation of Bagging. Random Forest has several Decision Trees as base learners, which are learning from bootstrapping samples of the training data set and uses random feature selection in the tree induction process. The main strategy of the bagging is changing the dataset by resampling to train weak learners. Changed samples are carried out during voting process of weighted parameters. Each tree classifier generates a vote for the final decision of the forest and the class of the input. The Random Forest then chooses the classification having the most votes over all the trees in the forest. Random Forest has more advantages than the other learners, such as high accuracy, robustness to noise and outliers, implementation simplicity, easy to cope with over fitting. For the classification of sleep apnea, 100 Decision Tree with Bagging resampling method is implemented to detect minute is either apneic or non-apneic.
Adaptive boosting (AdaBoost)
AdaBoost is extremely important ensemble algorithm by selecting weak learners. AdaBoost finds a combination of weak classifier with updating weight through repetitive process without changing the original training data set. Algorithm is given below: 
Random subspace (RSS)
Random Subspace is a generalization of the Random Forest algorithm. It consists of Decision Trees combination whereas Random Subspace consists of any classifier. In this study, Decision Trees are used in Random Subspace as base learners. An identical number of base learners with other ensemble models are used.
Results
Performance metrics
Comparisons have been made by using evaluation methods that are accepted in literature to measure reliability of results, in this study. All notations that used for the performance evaluations are showed as confusion matrix in Table 1. TP: Number of true positives. TN: Number of true negatives. FP: Number of false positives. FN: Number of false negatives.
Accuracy
Accuracy refers to the closeness of a measured value to a standard or known value. Accuracy is calculated with following equations; 
F-measure
Recall and precision are accepted as performance metrics that resolve false positive and false negative errors. Recall and precision equations are given below.
F-measure also known as F1 Score can be derived from Recall and Precision measures with equation given below. Weighted average of the Recall and Precision defines the F-measure. FMeasure gives best score at 1 and worst score at 0.
Kappa
Kappa is a well-known method for analyzing ensemble methods. Kappa is traditionally used to quantify the degree of agreement between two raters on a nominal scale. Difference between zero shows fineness of result. Kappa is calculated with following equation;
K: Kappa result.
: The proportion of units where there is agreement.
: The proportion of units which would be expected to agree by chance.
Classification results
Totally 3325 1-minute based feature vectors are obtained from annotated data set. For the training and testing adjustment, 10-fold cross validation method is used. The performance metrics according to the obtained 1-minute based classification results for abdominal, chest and nasal based respiratory signals by using AdaBoost, Random Forest and Random Subspace are given in Table 2 
Discussion and conclusions
According to the results given in Table 2 , all classification results show that developed method can be used for obstructive sleep apnea detection. According to the results, success ranking of SAS detection based on three different respiration signals is nasal, chest and abdomen, respectively. However, present methods because of theirs robustness and stability as using only wavelet transforms give methods the impact to the rank of the method. Polysomnography systems or embedded systems including presented methods for automatic OSA detection can improve the medical service efficiency. We will focus on to develop a sleep apnea detection method based on only ECG signal by using larger data set, in our future research.
