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Introduzione
Negli ultimi anni le batterie al litio, grazie alla loro elevata densità di energia, si
sono affermate come tipologia dominante in moltissime applicazioni low-power, basti
pensare agli smartphone, tablet o notebook. Recentemente queste batterie hanno
cominciato a suscitare interesse anche all’interno del campo delle applicazioni high-
power, come ad esempio in ambito automotive per la trazione di veicoli elettrici. La
tecnologia al litio però, a fronte dei vantaggi energetici che porta, introduce anche
diverse problematiche. Le batterie costruite con tale tecnologia sono molto sensibili
alla temperatura. Inoltre, durante il loro funzionamento, possono trovarsi a lavorare
in condizioni critiche, che potrebbero comprometterne la funzionalità e la sicurez-
za. Per questo motivo sono necessari dei circuiti per il monitoraggio e la gestione
delle batterie durante il loro funzionamento, tali sistemi prendono il nome di BMS
(Battery Management System). Un sistema di questo tipo, per poter svolgere le sue
funzioni, necessita della conoscenza di alcuni parametri delle batterie non misurabili,
come ad esempio lo stato di carica (SOC State of Charge) o lo stato di salute (SOH
State of Health).
In questo documento viene presentato un sistema elettronico per la stima dello sta-
to di carica; per l’implementazione di tale sistema è stato utilizzato un system on
chip con on-board un processore hard-core ad elevate prestazioni ed un FPGA. Data
l’elevata complessità intrinseca di un algoritmo per la stima accurata dello stato di
carica, l’FPGA è stato usato per sintetizzarvi un modulo dedicato a tale compito, in
modo da massimizzare le prestazioni del sistema.
Nella parte finale dell’elaborato viene illustrato il test di collaudo e validazione esegui-
to. Per osservare il comportamento dello stimatore di stato di carica implementato in
4
quelle che sono delle reali condizioni di funzionamento, il sistema sviluppato è stato
applicato alla batteria di una bicicletta a pedalata assistita e sono stati eseguiti dei
test su strada.
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Capitolo 1
Accumulatori di carica
1.1 Batterie attualmente in commercio
Negli ultimi anni, sono approdati sul mercato diversi tipi di accumulatori elettrochi-
mici, fra i più diffusi possono essere inclusi quelli al piombo-acido, al nichel-cadmio
(NiCd), al nichel-metallo idruro (NiMH), agli ioni litio (Li-ion) e ,più recentemente,
agli ioni litio polimero. Ognuna di queste tipologie di batterie presenta vantaggi e
svantaggi, che ne hanno vincolato la loro quota di mercato sulla base dell’applicazio-
ne. Storicamente, le prime fra queste batterie a essere state prodotte sono quelle al
piombo-acido, le quali, soprattutto grazie al loro basso costo di produzione e all’e-
levata potenza istantanea che sono in grado di fornire, si sono affermate in ambito
automotive come principali alimentatori per i motorini di avviamento dei veicoli a
combustibile fossile; queste batterie presentano tuttavia una bassa densità di carica
e un peso notevole, che le rende, di fatto, non adatte a una qualsiasi applicazione
dove il peso del sistema possa rivelarsi un fattore critico, tendono inoltre a dete-
riorarsi se non vengono sottoposte a cicli di carica e scarica per lungo tempo, fino
a poter diventare completamente inutilizzabili. In seguito hanno fatto la loro com-
parsa le batterie al nichel-cadmio, le quali presentano un notevole numero di cicli
d’utilizzo, fermo restando che vengano sottoposte ad un ciclo di scarica completo
prima della ricarica; risentono inoltre del così detto effetto memoria, ovvero presen-
6
tano una considerevole riduzione della tensione nominale fornita ai terminali nello
stato di carica in cui è avvenuta la precedente ricarica, questo può causare problemi
all’apparecchiatura alimentata se questa non è stata progettata per tenere conto di
questa possibile problematica. Ultime ad aver fatto la loro comparsa sono state le
batterie agli ioni litio, fra gli accumulatori di carica prima illustrati queste risultano
essere più costose, ma presentano una tensione nominale nominale maggiore [1], il
che ne rende necessarie un numero minore per raggiungere la differenza di potenziale
desiderata; sono inoltre estremamente leggere, data l’elevata densità di carica degli
ioni litio, inoltre non sono aﬄitte da effetto memoria e risentono in minor misura
degli effetti di deterioramento in caso di non utilizzo. Queste caratteristiche rendono
le batterie al litio estremamente versatili e adatte per l’impiego in una vasta gamma
di applicazioni.
Sotto, nella tabella 1.1, sono mostrate e messe a confronto le principali caratteristi-
che delle batterie sopra citate [2] .
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NiCd
Piombo
acido
NiMH Ioni litio
Ioni litio
polimero
Densità di
energia
[Wh/Kg]
45-80 30-50 60-120 110-160 100-130
Cicli di vita
(80% di
CMAX)
∼1500 200-300 300-500 500-1000 300-500
Tolleranza
alla sovrac-
carica
moderata alta bassa
molto
bassa
bassa
Tasso di
autoscarica
(mensile)
∼20% ∼5% ∼30% ∼10% 1 ∼10% 1
Tensione
nominale di
cella
1.25V 2V 1.25V 3.6V 3.6V
Temperatura
di
operatività
-40÷60 ℃ -20÷60 ℃ -20÷60 ℃ -20÷60 ℃ 0÷60 ℃
Tabella 1.1: Confronto fra diversi tipi di batterie [2]
1.2 Le batterie al litio
Come accennato nel precedentemente, le batterie al litio risultano estremamente
versatili e leggere, questo ne ha reso possibile la diffusione in molte applicazioni
estremamente in voga nei nostri giorni, sono di fatto diventate lo standard per l’a-
limentazione dei sistemi portatili di maggior utilizzo come laptop, telefoni cellulari,
1In parte dovuto ai vari circuiti di controllo necessari per l’utilizzo in sicurezza delle batterie agli
ioni litio.
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tablet, ecc...
Le batterie al litio esistono in molte varianti. Il modello di base è costituito da un
anodo in grafite e un catodo di un ossido metallico; gli elettrodi così composti pre-
sentano una struttura intercalare all’interno della quale possono penetrare gli ioni
di litio. Fra gli elettrodi viene interposto un separatore microporoso, che consen-
te il passaggio degli ioni, ma al contempo evita il cortocircuito. Il flusso degli ioni
durante le fasi di carica e scarica, transita fra gli elettrodi attraverso un elettrolita
liquido, composto da solventi organici e sali di litio. Gli elettroni vengono raccolti
da connettori metallici, tipicamente di rame per l’anodo e di alluminio per il catodo.
Più nel dettaglio, si possono individuare varie categorie di batterie agli ioni litio, a
seconda dei materiali con cui viene costruito il catodo; fra i più comuni si possono
annoverare il litio-ossido di cobalto (LiCoO2, LCO), il manganato di litio (LiMn2O4,
LMO), il fosfato di ferro (LiFePO4, LFP) e l’ossido di Nickel-Manganese-Cobalto
(LiNi1-y-zMnyCOzO2, NMC) [1].
Figura 1.1: Schema di principio di una batteria agli ioni litio
Le batterie al litio sono però relativamente costose, a causa della scarsa presenza
in natura del litio e dei costosi processi che sono necessari per estrarlo; in più, gli
accumulatori così costruiti, introducono diverse problematiche legate alla sicurezza,
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il litio infatti è un metallo fortemente reattivo e possono insorgere problemi se l’accu-
mulatore si trova a funzionare ad alte temperature, o in condizioni di sovraccarica e
sotto-scarica. In particolare, in caso di sovraccarica, stress elettrici o meccanici, o in
caso di raggiungimento di temperature troppo elevate, possono avvenire delle fughe di
gas infiammabile del solvente presente nell’elettrolita, il che rappresenta chiaramente
un pericolo per il sistema in cui la batteria è inserita o, ancor peggio, se presente, per
l’utente che sta usando il sistema in questione. Di fatto, tipicamente, il sistema viene
alloggiato in un contenitore metallico rigido e robusto, a forma di cilindro o prisma,
con lo scopo di contenere i danni che potrebbero verificarsi se tali condizioni doves-
sero verificarsi. Il caso della sotto-scarica è, invece, meno pericoloso rispetto a quello
appena descritto, quantomeno in sistemi non safety-critical, se la tensione della cella
scende sotto una certa soglia, tipicamente pari 2 V, l’elettrodo negativo comincia
a dissolversi nell’elettrolita, causando un deterioramento irrecuperabile della cella.
Le batterie agli ioni litio risentono inoltre di un effetto d’invecchiamento (aging),
ovvero subiscono, nel corso della loro vita, una graduale riduzione della loro capacità
d’immagazzinare energia, questo indipendentemente dai cicli d’utilizzo a cui vengono
sottoposte. A seconda della tipologia di batteria in esame, questi svantaggi possono
essere più o meno pronunciati; ad esempio le batterie LCO (litio-ossido di cobalto)
hanno un costo elevato a causa della scarsa disponibilità di cobalto, mentre invece le
LMO (magnetato di litio) sono relativamente più economiche, grazie alla maggiore
disponibilità di manganese; tuttavia quest’ultime risultano la peggiore variante in
quanto capacità di accumulazione. Una rapida panoramica delle batterie agli ioni
litio finora descritte è mostrata nella sottostante tabella 1.2.
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Specifiche LCO LMO LFP NMC LTO
Tensione
nominale
3.9 V 3.7 V 3.4 V 3.6-3.7 V 2.4 V
Tensione
massima
4.2 V 4.2 V 3.6 V 4.2 V 2.85 V
Cicli di vita 500 500-1000 1000-2000 1000-2000 3000-7000
Temperatura
di
operatività
media media buona buona
molto
buona
Densità di
energia
[Wh/Kg]
155 100-120 160 200 70-80
Sicurezza scarsa media
molto
buona
buona
molto
buona
Costo alto basso medio medio alto
Tabella 1.2: Specifiche delle più comuni batterie a litio [1]
Una forma più evoluta delle batterie agli ioni litio consiste nelle cosiddette batterie
litio-polimero; la principale differenza consiste nel fatto che l’elettrolita non è conte-
nuto in un solvente organico, ma in un polimero solido. Le attuali celle polimeriche
hanno una struttura a fogli flessibili (laminato polimerico). Questo tipo di struttura
presenta diversi vantaggi, fra cui l’elevata densità di carica e, dato che il polimero
non è infiammabile come il solvente organico, una sicurezza maggiore in caso di dan-
neggiamento della batteria; a fronte di quest’ultimo aspetto sparisce anche il vincolo
dell’utilizzo di contenitori metallici in grado di contenere eventuali fughe di gas in-
fiammabile, consentendo l’utilizzo di contenitori più leggeri e di forma qualsiasi.
Per contrastare alcuni degli intrinsechi problemi legati agli accumulatori al litio, in
particolare quelli legati alla temperatura o alle condizioni di sovraccarica o sotto-
scarica, si utilizzano delle apposite reti elettriche, comunemente chiamate Battery
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Management System (BMS), sistemi con il compito di monitorare lo stato delle bat-
terie in utilizzo andare a intervenire ottimizzandone il funzionamento o prendendo
provvedimenti in situazioni che possono degenerare in un pericolo per l’integrità del
sistema o la sicurezza dell’utente.
1.3 Funzioni principali di un BMS
Alcune problematiche esposte nel precedente capitolo sono legate a grandezze elet-
triche, ovvero a grandezze non elettriche riportabili come tali grazie all’utilizzo di
trasduttori (ad esempio la temperatura); a tal punto con le tradizionali tecniche
elettroniche è relativamente semplice condizionare i segnali per renderli elaborabili
da un sistema digitale, il quale potrà stimare le condizioni operative della batteria
e prendere delle decisioni per ottimizzarne il funzionamento o se necessario salvarla
da possibili danneggiamenti.
La complessità di un BMS dipende fortemente dal numero di batterie da monitora-
re, una singola batteria è relativamente semplice da tenere sotto controllo, ma per
raggiungere le elevate tensioni richieste in ambito delle applicazioni di potenza è ne-
cessario collegare in serie più batterie, ognuna delle quali dovrà essere singolarmente
tenuta sotto osservazione. Nel caso di una serie di molteplici batterie, insorge anche
il problema del bilanciamento; infatti nel caso in cui le batterie in questione non sia-
no tutte nello stesso stato di carica, o per la variabilità del processo costruttivo non
abbiano tutte la stessa capacità di immagazzinamento della carica, può accadere che
in fase di utilizzo una delle batterie si esaurisca prima delle altre, andando a com-
promettere le prestazioni del pacco. Una delle funzioni di un BMS è infatti quella
di monitorare lo stato di carica di ogni cella e andare a correggere eventuali sbilan-
ciamenti di carica là dove presenti. Per poter svolgere tale operazione è necessario
conoscere lo stato di carica delle celle; lo stato di carica (State of Charge (SOC))
dà un’indicazione su quella che è la carica residua della cella, in letteratura esistono
diverse definizioni di questo parametro, una di queste è quella che definisce lo stato di
carica come percentuale di carica residua rispetto a quella nominale di batteria. Una
definizione alternativa, più spesso utilizzata, è quella di definirla come la percentuale
12
di carica residua rispetto a quella massima immagazzinabile dalla batteria.
Un altro parametro spesso d’interesse è lo stato di salute (State of Health (SOH)), il
quale serve a quantificare il degrado delle prestazioni della batteria rispetto a quelle
che vengono garantite al momento dell’uscita dalla fabbrica; infatti con l’invecchia-
mento la capacità della batteria tende a diminuire, mentre tendono a aumentare
le resistenze interne; dato che usura dipende anche dalle condizioni di lavoro della
batteria, il BMS può essere progettato anche per cercare di ottimizzarne l’utilizzo in
modo da rallentarne l’invecchiamento [3].
I BMS sono tipicamente scomponibili in due parti, una parte di controllo (Elecronic
Control Unit (ECU)) ed un equalizzatore di carica; la prima parte è quella che si
occupa di svolgere la maggior parte delle funzioni richieste al BMS, si occupa dunque
di acquisire i dati ed elaborarli in modo da ricavare tutte le informazioni necessarie
sullo stato delle batterie in analisi, l’equalizzatore di carica invece è il sottosistema
specializzato nel bilanciare la carica delle batterie, utilizzando le informazioni ot-
tenute dalla parte di controllo, un esempio di questa suddivisione modulare sia ha
in [4]. I metodi di bilanciamento di per sé si dividono in due categorie, passivi e
attivi [5]; le tecniche passive sfruttano dei resistori per dissipare l’energia delle celle
con carica in eccesso, mentre le tecniche attive sfruttano il surplus di energia delle
celle con maggiore carica, andando a prelevare la carica in eccesso e ridistribuirla
fra le celle più scariche. Le tecniche passive risultano d’implementazione molto più
semplice rispetto alle tecniche attive, ma chiaramente si ha un basso rendimento, in
quanto l’energia in eccesso viene dissipata sui resistori andando completamente persa.
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Figura 1.2: Esempio di struttura di un BMS
In presenza di una serie di celle può essere preferibile associare a un gruppo di
esse un modulo che ne monitorizza tensione e corrente, tali moduli saranno poi messi
in comunicazione tramite un bus di qualche tipo, come ad esempio un bus CAN,
già largamente diffuso in ambito automotive, con l’unità di calcolo principale, che si
occuperà di elaborare tutti i dati.
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Figura 1.3: Esempio di struttura localizzata di un BMS
Le ECU a loro volta posso essere immaginate come scomponibili in due parti,
una sensoristica, per l’acquisizione di tensioni, corrente ed eventualmente tempe-
ratura delle celle, e una per le’elaborazione di tali dati. L’elaborazione può essere
svolta da un processore embedded specializzato in tale compito, oppure, se si desi-
dera una maggiore versatilità senza aumentare troppo la complessità di sviluppo del
firmware, è possibile adottare una soluzione con sistema operativo, in questo mo-
do si hanno già implementate le funzioni per poter scambiare dati con le principali
interfacce di comunicazione, più altri vantaggi, come ad esempio l’interfacciamento
con un file system in modo da salvare i dati che vengono elaborati e i risultati di tali
operazioni. Da notare che non necessariamente un ambiente di sviluppo pensato per
creare un’applicazione da far eseguire al processore embedded senza l’ausilio di un
sistema operativo non fornisca delle librerie per svolgere in modo semplice le sud-
dette operazioni, ma nel caso non siano disponibili sta allo sviluppatore crearle, con
conseguente dispendio di risorse in termini di tempo. Nel caso di una soluzione con
sistema operativo, c’è da tener conto che, per minimizzare l’overhead e massimizzare
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il numero di processi serviti nel tempo, i sistemi operati convenzionali utilizzano una
politica di scheduling a minimo cambio di contesto; infatti lo scheduler assegna la
CPU al processo (o più correttamente thread) per un ben preciso quanto tempo-
rale, che, a seconda della politica di scheduling, può variare da decine a centinaia
di millisecondi. Nel caso sia necessario ripetere un task con una ben precisa pe-
riodicità, come ad esempio in questo contesto richiedere le misure delle tensioni e
corrente delle celle, può facilmente accadere di trovarsi in una situazione in cui, al
momento di dover mandare in esecuzione il task periodico, la CPU risulta occupata,
di conseguenza non è possibile procedere con le operazioni necessarie fintantoché il
quanto temporale del processo in esecuzione al momento non è terminato. Il pe-
riodo di campionamento delle grandezze di interesse è molto importante al fine di
trarre informazioni quanto più accurate possibili sulle batterie in utilizzo, se quindi
l’ordine di grandezza della periodicità del task è comparabile col quanto temporale
di assegnazione della CPU, si corre il rischio di ricavare dall’elaborazione dei dati
delle informazioni affette da notevole rischio. Tutto questo si traduce in un vincolo
di tipo real time da rispettare, al task temporizzato dev’essere concessa la CPU con
il minimo ritardo possibile, onde evitare un non corretto funzionamento del sistema.
Per fare ciò si utilizzano delle politiche di scheduling con preemption, introducendo la
possibilità di sospendere il processo in esecuzione, indipendentemente dal tempo di
assegnazione della CPU rimastogli, per concedere le risorse di calcolo ad un processo
nello stato pronto con priorità maggiore. Da notare che in questo modo si degradano
le prestazioni del sistema in termini di capacità di calcolo nel periodo di tempo, in
quanto saranno molto più frequenti dei campi di contesto che fanno sprecare cicli
macchina. Il vantaggio di utilizzare simili politiche di scheduling è quello di rendere
il sistema più deterministico e prevedibile, in modo da rispettare gli stringenti vin-
coli di tempo delle applicazioni real time. Esistono quindi dei kernel che vengono
sviluppati proprio tenendo dell’utilizzo in ambito di applicazioni real time; i sistemi
operativi che utilizzano tali kernel sono detti sistemi operativi real time (Real Time
Operative System (RTOS)).
Attualmente, nelle più diffuse applicazioni di consumo, dove è sufficiente una stima
approssimativa dello stato di carica, si tende a utilizzare degli algoritmi piuttosto
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semplici che non richiedono elevate risorse di calcolo, spesso anche utilizzando dei
modelli di batteria statici. Tali algoritmi sono sufficientemente semplici da permet-
terne la gestione a un microcontrollore. I sistemi così realizzati hanno un basso costo
e sono così diventati piuttosto diffusi sul mercato. In alcuni ambiti tuttavia è richie-
sta una precisione e affidabilità dei calcoli non raggiungibile con tali sistemi, come
ad esempio in ambito automotive. Pertanto risulta necessario sviluppare dei sistemi
con una logica dedicata per lo svolgimento di tali calcoli, in modo da poter svolgere
tutte le complesse operazioni richieste in tempi ragionevoli.
Un’ulteriore problematica che può insorgere riguarda la misura di corrente eroga-
ta dal pacco batterie; se l’applicazione richiede elevate potenze può essere necessario
misurare correnti con un’ampia dinamica, pertanto, onde evitare di introdurre er-
rori significativi negli algoritmi usati dal BMS per stimare i parametri d’interesse,
sono necessari sensori di correnti ad ampia dinamica e con una buona accuratezza.
Esistono varie alternative per la misura di corrente, è possibile, ad esempio, usare
una resistenza di shunt, cioè un resistore di precisione di basso valore nel quale far
fluire la corrente, in modo da ottenere in modo semplice una tensione proporzionale
alla corrente che scorre nelle batterie. Un’alternativa è quella di usare un sensore di
Hall, il quale genera una tensione proporzionale al campo magnetico generato dalla
corrente da misurare.
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Capitolo 2
Stima dello stato di carica (SOC)
Come già affermato esistono varie possibili definizioni per lo stato di carica, in questa
sede il SOC sarà definito come rapporto fra la carica residua e quella massima di
batteria, esprimibile dunque come:
SOC(t) =
Q(t)
Qmax
(2.1)
Si preferisce utilizzare la carica massima, piuttosto di quella nominale, poiché a causa
dell’invecchiamento delle celle la capacità tende a ridursi nel tempo, e questo com-
porterà un errore nel calcolo del parametro. È dunque necessario, in ogni momento,
essere a conoscenza del valore massimo della carica immagazzinabile nella batteria.
Ciò introduce ad un altro parametro molto importante, già accennato nel precedente
capitolo, lo stato di salute, definito come il rapporto fra la carica massima estraibile
dalla cella e quella nominale fornita dal costruttore, in formule:
SOH(t) =
Qmax(t)
Qn
(2.2)
Lo stato di carica è un parametro molto importante, in quanto permette all’utente
di conoscere l’autonomia residua del sistema in utilizzo. Esistono inoltre alcuni
parametri che dipendono dallo stato di carica della cella..
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2.1 Tecniche di stima dello stato di carica
Attualmente esistono molte tecniche che permettono di ricavare lo stato di carica
di una cella in analisi [6], tali metodi coprono un ampio spettro di accuratezza del
calcolo; le tecniche più raffinate ed affidabili in termini di precisione del risultato
tipicamente pagano la loro efficienza con una maggiore complessità implementativa e
risorse di calcolo necessarie al fine di ottenere dei risultati in un tempo accettabile. Il
tipo di tecnica da utilizzare dipende dalla specifica applicazione e dalla complessità
delle celle in analisi; in un sistema con un numero esiguo di celle e dove è sufficiente
avere un’indicazione approssimativa dello stato di carica, saranno preferibile tecni-
che semplici e poco costose da implementare, viceversa, se si hanno numerose celle
per un’applicazione di potenza, e sia necessario conoscere con precisione lo stato di
carica, si dovranno cercare dei compromessi fra costo di sviluppo e accuratezza del ri-
sultato. Alcune tecniche per la stima dello stato di carica sono illustrate brevemente
in seguito.
2.1.1 Couloumb countig
Il Coulomb Counting è una tecnica il cui concetto è estremamente semplice: partendo
da uno stato di carica noto, si misura la corrente erogata (fornita) dalla batteria, l’in-
tegrale nel tempo di tale corrente equivale alla carica estratta (fornita), conoscendo
la capacità nominale è intuitivo ricavare la funzione SOC(t). In formule:
SOC(t) = SOC(t0)− ηi
∫ t
t0
i(τ)
Qmax
dτ (2.3)
Dove ηi è la Coulomb Efficency [7] e serve a tener conto che nelle fasi di carica e
scarica si hanno differenti efficienze di trasferimento, nelle celle litio polimero tale
coefficiente risulta prossimo all’unità in entrambe le fasi. Tipicamente la Coulomb
Efficency è unitaria in fase di scarica e inferiore a uno in fase di carica. Questa
tecnica presente però notevoli problematiche:
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• Un errore sul valore all’istante t0 dello stato di carica comporta evidentemente
un errore di pari entità su quello calcolato.
• Se il sensore di corrente presenta un offset sul valore misurato questo verrà
sempre integrato, portando l’errore ad aumentare nel tempo.
• La corrente misurata da un sensore non tiene conto della corrente di autosca-
rica, la quale non peserà nel calcolo dello stato di carica.
È necessario dunque calibrare il sistema portandolo in uno stato di carica noto, come
ad esempio caricando completamente la batteria, e verificare che il sensore di corrente
non abbia subito nel tempo un degrado delle prestazioni.
2.1.2 Discharge test
Il discharge test consiste nello scaricare completamente una batteria con una corrente
costante e in seguito ricaricarla completamente, questo permette di conoscere la
capacità totale della batteria e di ricavare lo stato di carica all’inizio del test con
una buona accuratezza. Chiaramente questo metodo non è utilizzabile per stimare
la carica in tempo reale, innanzi tutto durante la prova il carico dev’essere scollegato
dalla batteria, inoltre, la natura della misura stessa prevede la perturbazione della
grandezza da misurare, rendendola inutile ai fini di una stima dell’autonomia residua.
2.1.3 Open circuit voltage
Lo stato di carica è ricavabile anche da quella che è la tensione a vuoto della cella in
esame. Infatti, tipicamente, la tensione a vuoto è una funzione monotona crescente
dello stato di carica. Tale caratteristica è ricavabile per via sperimentale, ma è
di difficile impiego in un ambito di stima dello stato di carica in tempo reale, in
quanto, per poter misurare la tensione a vuoto, è necessario scollegare il carico dalla
batteria; oltre a questo, a causa dei lunghi tempi di assestamento della tensione di
cella a seguito di una variazione della corrente, che possono anche arrivare a decine
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di minuti, risulta un metodo inefficace per risalire rapidamente allo stato di carica
della batteria. Un esempio di caratteristica SOC-OCV è mostrata sotto in figura 2.1.
Figura 2.1: Caratteristica OCV(SoC) estratta da una cella LPF [8]
Come si può notare dall’immagine la relazione fra stato di carica e tensione a
vuoto è fortemente non lineare. Inoltre la caratteristica ha una pendenza estrema-
mente ridotta in funzione dello stato di carica, il che implica che un piccolo errore
sulla lettura della tensione a vuoto può avere enormi ripercussioni su quello che è
lo stato di carica stimato. La curva inoltre è dipendente dalla temperatura, il che
inserisce un’ulteriore variabile da tenere in considerazione.
2.1.4 Neural network
Una rete neurale consiste in un insieme di nodi, collegati fra loro e che operano in
parallelo; tali nodi possono essere realizzati sia in hardware che software. Ognuno di
questi nodi viene sottoposto ad una fase detta di apprendimento, durante la quale al
nodo viene insegnata la relazione che deve legare i suoi ingressi con le sue uscite. Con
questa tecnica è possibile realizzare sistemi molto accurati, tuttavia tale accuratezza
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dipende dai dati utilizzati durante la fase di apprendimento, per ottenere una buona
stima occorre avere a disposizione un’elevata quantità di dati storici. In più i sistemi
così realizzati sono molto complessi e richiedono un elevato numero di risorse [9][10].
Figura 2.2: Esempio di rete neurale
2.1.5 Model based
Questa tecnica si basa sul rappresentare il sistema tramite un modello per cercare
di prevederne il comportamento. La complessità e l’accuratezza di tale approccio
dipendono dal tipo di modello utilizzato e dalla complessità del modello stesso; si
possono pensare diversi modelli per una stessa categoria, modelli di complessità
maggiore possono tener conto anche di effetti di secondo o terzo ordine, o persino
superiori, e permettono quindi di trarre informazioni più affidabili; una maggiore
complessità si paga però in termini di complessità di calcolo e di costi implementativi.
Le tipologie di modelli di utilità sono fondamentalmente due:
• Modelli chimici: I modelli elettrochimici modellano il comportamento di
una cella a livello molecolare, andando a simulare le ossido-riduzioni che vi
avvengono all’interno; i valori di tensione e corrente della cella vengono poi
legati a queste reazioni sugli elettrodi [11]. Da un punto di vista computazionale
questi modelli sono estremamente pesanti e non adatti per un calcolo dello stato
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di carica in tempo reale, dato che servirebbero delle elevate risorse di calcolo.
Tuttavia questo modello risulta eccellente in fase di progettazione di una cella,
dove gli elevati tempi di simulazione sono solo un ingombro secondario, specie
se paragonati alla necessità di ottenere informazioni attendibili.
• Modelli elettrici: I modelli elettrici descrivono il comportamento di una cella
utilizzando un modello circuitale a parametri concentrati. Questa tipologia di
modelli risultano molto più semplici di quelli elettrochimici, ma l’accuratezza
del risultato è inferiore; è comunque possibile aumentare l’affidabilità del risul-
tato complicando il modello, andando ad aggiungere ulteriori elementi alla rete
per tener conto degli effetti di ordine superiore, questo chiaramente comporta
una maggiore complessità e risorse di calcolo necessarie per ottenere il risultato.
A seconda dell’applicazione è dunque necessario cercare un compromesso fra
semplicità del modello, risorse di calcolo necessarie e accuratezza del risultato.
Il tipo di modello da utilizzare è da valutare caso per caso. In un sistema in cui
si è interessati al conoscere lo stato di carica in tempo reale, come ad esempio in
auto elettrica per stimare l’autonomia residua, un modello elettrochimico potrebbe
introdurre una latenza troppo grande per far avere al dato ottenuto un’effettiva va-
lidità, oppure finirebbe per introdurre tali risorse di calcolo da far lievitare troppo i
costi. In tal caso è da preferire un modello elettrico, non solo più semplice e meno
pretenzioso in termini di risorse calcolo richieste, ma pure più maneggiabile da coloro
che tipicamente progettano tali sistemi, tipicamente abituati a lavorare con elementi
circuitali e grandezze elettriche.
Esistono numerosi modelli circuitali possibili, la maggior parte comunque presenta
elementi a comune, tipicamente si utilizza un generatore ideale di tensione per mo-
dellare la tensione a vuoto e degli elementi passivi come resistenze e capacità per
modellare i transitori della cella. Un esempio di modello circuitale è mostrato sotto
in figura 2.3, tale modello è anche quello utilizzato in questo elaborato.
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Figura 2.3: Esempio di modello di una cella al litio [12]
Nel modello sopra illustrato, la sezione di sinistra rappresenta la capacità della
cella e la sua carica. Nella sezione destra il generatore controllato rappresenta la
relazione non lineare che intercorre fra stato di carica e tensione a vuoto. In serie
al generatore è stato inserito un elemento che ne rappresenta la resistenza interna,
dovuta principalmente alle resistenze di contatto, e una coppia RC che serve a de-
scrivere l’andamento dei transitori. Per rendere più accurato il comportamento del
modello è possibile aggiungere ulteriori coppie RC per rappresentare altri transitori
di ordine superiore. Della cella mostrata in figura 2.3 Sono misurabili la tensione ai
capi vT e la corrente iL; la tensione misurata può essere espressa come:
vM = VOC(SOC, T )− VR(SOC, T, iL)− VRC(SOC, T, iL) (2.4)
Partendo dunque dalla corrente iL e conoscendo i parametri che modellano la cella,
è possibile risalire alla tensione a vuoto della batteria, e da lì allo stato di carica, se
si è a conoscenza della caratteristica OCV-SOC della cella.
In letteratura esistono molti altri modelli, che differiscono fra di loro per complessità
e accuratezza della rappresentazione dell’evoluzione nel tempo delle grandezze fisiche
reali [13].
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2.1.6 Filtro di Kalman
I filtri di Kalman vengono utilizzati in moltissime applicazioni, in quanto permettono
di stimare lo stato di un sistema dinamico. Attraverso delle equazioni nel dominio
tempo-discreto, che vengono risolte in modo ricorsivo, e le cui variabili modellano lo
stato del sistema. A ogni passo, il filtro acquisisce gli ingressi e li utilizza insieme a
quelli del precedente passo per stimare le uscite, le quali vengono poi confrontate con
quelle reali del sistema. Da tale confronto si ricava l’errore commesso, con il quale
si può andare ad aggiornare i parametri del modello, in modo da approssimarne il
comportamento per far sì da accordarlo con quello del sistema reale. Per ottenere
dati affidabili da un filtro di Kalman bisogna cercare di considerare quanti più fattori
possibili, come ad esempio la dipendenza dalla temperatura, o da altri fattori esterni
o interni, andando ad aumentare la complessità del sistema di stima.
Il filtro di Kalman si presta bene all’analisi di sistemi lineari. Nel caso un sistema
non lo fosse è possibile andare a linearizzare il sistema per ciascun istante di tempo,
in modo da approssimare il tutto ad un sistema lineare tempo variante (LTV); se
tale sistema approssimato viene utilizzato poi da un filtro di Kalman, quest’ultimo
prende il nome di Extended Kalman Filter (EKF) [14][15].
2.1.7 Mixed Algorithm
Il mixed algorithm consiste nel combinare due (o più) tecniche di stima dello stato
di carica viste nei paragrafi precedenti per cercare di combinarne i vantaggi e fargli
compensare vicendevolmente gli svantaggi. In ambito automotive ad esempio, è fa-
cile trovarsi di fronte a rapide variazioni della corrente erogata dalla batteria; basti
pensare alle variazioni di potenza richiesta alla batteria in caso di accelerazione, fre-
nata o cambi di pendenza della strada. Una tecnica che riesce a catturare facilmente
queste rapide dinamiche è il Coulomb counting, il quale risente però di tutti quegli
aspetti negativi illustrati nell’apposito paragrafo (errore sullo stato di carica inizia-
le, eventuale offset sulla misura sensore di corrente, ecc...). Si può dunque pensare
di utilizzare il Coulomb counting per la stima dello stato di carica, affiancandolo a
un altro algoritmo con la stessa funzione, come ad esempio il model based, in modo
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da farli lavorare in sinergia; il modello del circuito può essere utilizzato per indivi-
duare un errore nella stima dello stato di carica da parte del Coulomb counting, e
con l’informazione su tale errore è possibile ricalibrare in tempo reale lo stimatore
principale.
2.1.8 Confronto fra i vari metodi
Nella sottostante tabella 2.1 sono mostrati i principali punti a favore e a sfavore di
ogni tecnica descritta nei precedenti paragrafi, e per ognuno di essi viene indicata
quella che è un’applicazione tipica o quella dove la tecnica in questione può essere
utilizzata senza risentir troppo degli svantaggi.
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Metodo Vantaggi Svantaggi
Applicazioni
adatte
Coulomb
Counting
Accuratezza,
facilità
d’implementazione,
stima in tempo
reale
Calibrazione
periodica, l’errore
sul valore iniziale si
propaga, un errore
sull’offset
incrementa l’errore
nel tempo
Qualsiasi
Discharge test Semplicità,
accuratezza
Lunghi tempi, solo
per applicazioni
non in tempo reale
Misura della QMAX
di una cella
Open circuit
voltage
Compatibile con
ogni tipo di
batteria, basso
impiego di risorse
Le misure devono
essere effettuate a
corrente nulla dopo
una lunga pausa
Sistemi che
permettono lunghi
tempi di attesa o
con piccole correnti
Neural network Stima in tempo
reale, accuratezza
Storico di dati
necessario, risorse
Qualsiasi
Filtro di
Kalman
Stima in tempo
reale, accuratezza,
flessibilità
Forti ipotesi sul
modello, difficoltà
e costo
d’implementazione
Qualsiasi sistema,
anche fortemente
dinamico
Mixed algorithm
Vantaggi del
Coulomb counting
senza gli svantaggi
L’accuratezza della
stima dipende dal
modello
Qualsiasi sistema,
anche fortemente
dinamico
Tabella 2.1: Confronto fra le varie tecniche illustrate
2.2 Stima dei parametri dei modelli
Dai paragrafi precedenti, risulta che in ambito automotive e commerciale, le tecniche
più adatte risultano essere il mixed algorithm e il filtro di Kalman; tali tecniche però
necessitano di un modello per essere impiegate. Parte del loro funzionamento si basa
infatti sull’acquisizione di grandezze elettriche misurabili e, tramite una di esse e il
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modello, stimare le altre. Le grandezze stimate in questo modo devono poi essere
confrontate con quelle reali misurate, in modo da eseguire una stima dell’errore
commesso e agire di conseguenza sui successivi passi dell’algoritmo per cercare di
compensarlo. Risulta evidente dunque che un modello accurato è fondamentale per
la corretta stima delle variabili di stato d’interesse. I parametri di un modello non
sono costanti nel tempo, nel caso di una cella di batteria questi hanno infatti una
dipendenza non solo dalla temperatura, ma anche dallo stato di carica stesso; in più
anche l’invecchiamento della cella influisce sui parametri del modello, generalmente
andando a degradarne le prestazioni. Per tali motivi, tanto più nella stima dei
parametri di un modello di batteria che andrà a lavorare in condizioni esterne molto
variabili, non è possibile fare un unico test accurato in laboratorio e assumere che i
parametri stimati siano immutabili. È necessario dunque, partendo dall’osservazione
dei dati ottenuti tramite misurazioni durante il funzionamento del sistema, cercare
di stimare i parametri che rendono il modello ottimo da un punto di vista della
minimizzazione dell’errore di stima. In tal caso si dice che la stima dei parametri
viene eseguita online.
2.2.1 Metodo dei minimi quadrati
I metodi di stima dei parametri si possono suddividere in due grandi famiglie: quelli
basati sul filtro di Kalman [14], e quello basati sui minimi quadrati (Least Squares
(LS)). I metodi basati sui filtri di Kalman sono generalmente molto accurati, ma
tendono a essere molto complessi e dispendiosi da implementare in termini di risorse
necessarie, e dunque poco adatti per applicazioni embedded.
Il metodo dei minimi quadrati è ampiamente utilizzato per la stima dei parametri, in
quanto tali sistemi sono sviluppabili in modo piuttosto semplice e richiedono meno
risorse di calcolo di un filtro di Kalman, pur avendo un’accuratezza relativamente
alta. Il metodo dei minimi quadrati consiste nel cercare una soluzione a un sistema
sovra-determinato, cioè con un numero di equazioni superiore al numero delle inco-
gnite. Data la natura di un sistema sovra-determinato, la soluzione trovata non è
esatta, salvo improbabili casi in cui la maggior parte delle equazioni che compongono
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il sistema non risultino dipendenti fra loro. Ciò che invece si cerca di ottenere è una
soluzione che riduca al minimo l’inevitabile errore commesso; per farlo si cerca la
soluzione che minimizza la somma degli scarti quadratici, chiamati anche residui,
di ciascuna equazione; in un sistema di n equazioni, e con un numero di incognite
minore di n, si deve dunque cercare di trovare il minimo di:
S =
n∑
i=1
r2i (2.5)
Dove ri è il residuo della i-esima equazione che compone il sistema, ed è definito
come la differenza fra una grandezza misurabile stimata tramite modello a partire
da altre grandezze misurate, e l’effettiva grandezza misurata dal sistema d’acquisi-
zione. In alcuni casi i dati acquisiti potrebbero avere differenti gradi d’importanza,
nel qual caso si può andare ad agire introducendo un fattore di peso per ogni residuo
all’equazione 2.5, in tal caso si parla di minimi quadrati pesati.
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Capitolo 3
Il sistema implementato
3.1 Descrizione generale del sistema
Una schema generico del sistema implementato è mostrato in figura 3.1. Un conver-
titore analogico-digitale si occuperà dell’acquisizione delle tensioni delle singole celle,
ogni canale del convertitore dovrà essere collegato in parallelo a una cella, e pertanto,
le celle della batteria monitorata dovranno essere rese accessibili, se già non lo sono.
Dato che l’idea è quella di usare un pacco batteria con tutte le celle disposte in serie,
è sufficiente un unico sensore di corrente, da collegare in serie alle celle stesse, in
modo da acquisire tale grandezza con un minimo impiego di risorse. Se il sensore di
corrente ha un’uscita analogica sarà necessario collegare anch’esso su di un canale
del convertitore analogico digitale. Per quanto riguarda la stima dello stato di carica
in sé, data la ripetitività e complessità delle operazioni da svolgere, è stato optato
per l’utilizzo di un modulo hardware dedicato, in modo da ridurre al minimo l’im-
patto computazionale, in termini di tempo, sulle prestazioni dell’intero sistema. Un
dispositivo di archiviazione di massa è stato incluso in modo da poter immagazzinare
le grandezze acquisite dal convertitore e i risultati dello stimatore, così da ottenere
una storia delle operazioni svolte dal sistema. Infine, una CPU dovrà occuparsi delle
sincronizzazione fra tutti questi componenti. Infatti, scopo della CPU, è quello di in-
terrogare il convertitore analogico-digitale ad intervalli quanto più regolari possibile,
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acquisire le grandezze elettriche delle celle, inviarle al modulo di stima dello stato di
carica, ottenere i risultati da quest’ultimo, e infine immagazzinare tutte le grandezze
d’interesse, ottenute in queste fasi, nel dispositivo d’archiviazione di massa.
Figura 3.1: Struttura del sistema implementato
3.2 Componentistica scelta
A seguito sono elencati in dettaglio tutti i componenti utilizzati per implementare il
sistema descritto nel precedente paragrafo e schematizzato in figura 3.1.
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3.2.1 Convertitore analogico-digitale
Come convertitore analogico-digitale è stato impiegato un LTC6804 della Linear
Technology. Tale convertitore è stato progettato proprio per applicazioni di moni-
toraggio di batterie; dispone infatti di dodici canali adibiti alla misura di tensioni
di celle collegate in serie, più cinque terminali GPIO, configurabili sia come ingressi
o uscite digitali sia come ingressi analogici; se tali canali vengono adibiti a ingressi
analogici, possono essere impiegati come canali di acquisizione aggiuntivi, a questi
è infatti possibile collegare ulteriori sensori che possono essere d’utilità durante il
monitoraggio delle batterie, come ad esempio per la misura di corrente o di tempera-
tura. Ogni canale ha una dinamica d’ingresso fra 0 e 5 V, il che rende il convertitore
utilizzabile per misurare la tensione di cella di molti tipi di batteria. L’LTC6804 di
per sé presenta al suo interno due convertitori sigma-delta a 16 bit che lavorano in
parallelo per la conversione delle tensioni delle singole celle e degli eventuali cana-
li ausiliari in utilizzo. L’LTC6804 dispone di un filtro passa basso programmabile
del terzo ordine, a seconda di come il filtro viene configurato è possibile ottenere
una misurazione meno affetta da errore, ma pagando questa precisione andando ad
aumentare il tempo impiegato per effettuare le conversioni, che varia di un ordine
di grandezza fra la modalità più veloce alla più lenta; è necessario dunque scegliere
un buon trade-off fra la frequenza di acquisizione delle grandezze e l’accuratezza di
quest’ultime. Il filtro può essere configurato in sei differenti modi, tre primari, che
corrispondono alle denominazioni di FAST, NORMAL e FILTERED sul datasheet
[16], più tre modi secondari, identificati solo tramite la banda passante del filtro,
accessibili andando specificatamente a configurare un opportuno bit nel registro di
configurazione dell’LTC. Nella sottostante tabella 3.1 sono riassunti i dati di maggior
interesse in questa analisi tratti da varie tabelle presenti nella documentazione [16].
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MODE Conversion
Time1 (µs)
MAX NOISE NOISE FREE RESOLUTION 2
27 kHz (Fast Mode) 1564 ±4 mVpp 10 Bits
14 kHz 1736 ±1 mVpp 12 Bits
7 kHz (Normal Mode) 3133 ±250 µVpp 14 Bits
3 kHz 4064 ±150 µVpp 14 Bits
2 kHz 5925 ±100 µVpp 15 Bits
26 Hz (Filtered Mode) 268442 ±50 µVpp 16 Bits
Tabella 3.1: Confronto fra le varie modalità di funzionamento del convertitore [16]
La risposta in ampiezza del filtro programmabile, nelle sei modalità possibili, è mo-
strata nella sottostante figura 3.2.
Figura 3.2: Risposta in ampiezza del filtro programmabile [16].
1Indicato come tempo tipico per la conversione delle dodici celle più due ingressi ausiliari e
successiva calibrazione.
2Misura del rumore nel range di precisione, l’LSB è equivalente a 100 µV.
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Dalla tabella 3.1 si evince come la modalità primaria filtered, quella che reietta più
rumore, abbia un tempo di conversione superiore di due ordini di grandezza rispetto
a tutte le altre modalità utilizzabili. Dato che per l’applicazione in sviluppo, è neces-
sario interrogare periodicamente il convertitore per ottenere i campioni di tensione
delle celle, e che tale periodo dev’essere inferiore ai circa 290 ms richiesti dalla mo-
dalità filtered per eseguire una conversione, ne consegue che la modalità in questione
non può essere utilizzata allo scopo. Dato che per quanto riguarda le altre modalità,
tutti i tempi di conversione sono compatibili con il periodi di campionamento deside-
rati, il filtro programmabile è stato configurato per operare nella modalità 2kHz, che
presenta la maggior reiezione del rumore, compatibilmente a quelli che sono i tempi
di conversione richiesti.
La configurazione del filtro e l’invio dei comandi al convertitore, quali ad esempio
il comando di conversione delle tensioni di cella o quello per richiedere i risultati
relativi all’ultima conversione effettuata, possono essere inviati al convertitore tra-
mite un’interfaccia master-slave SPI o I2C. L’LTC6804 in utilizzo è montato su di un
demo-circuit prodotto dalla Linear Technology ; il demo circuit DC1894B contorna
il convertitore di tutti quegli elementi necessari per permettergli di svolgere le sue
funzioni.
3.2.2 Demo circuit DC1894B
Il demo circuit DC1894B dispone di:
• Connetore per PCB a 12 poli, collegato agli ingressi del convertitore riservati
alle celle.
• Vari pin per rendere facilmente accessibili i terminali GPIO dell’LTC6804.
• Connettore per l’utilizzo dell’interfaccia SPI/I2C.
• Due connettori RJ45 per connettere multiple schede in serie, in modo da poter
monitorare più di dodici celle.
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• Due elementi di memoria EEPROM accessibili dall’LTC6804 tramite inter-
faccia I2C, rispettivamente da 128 e 256 locazioni da 8 bit, utilizzabili per
l’immagazzinamento di alcune costanti.
In figura 3.3 è mostrato il demo circuit in questione.
Figura 3.3: Demo circuit DC1894B [17].
3.2.3 Sensore di corrente
Il sensore di corrente utilizzato per lo sviluppo di questo sistema è un ACS711KLCTR-
12AB-T della Allegro MicroSystems. I sensori appartenenti alla famiglia ACS711
sono sensori di corrente raziometrici, lineari ad effetto hall.
Il range di linearità del sensore scelto è compreso fra ±12.5 A e si presta bene a lavo-
rare in ambito automotive, in quanto la sua operabilità è garantita nell’intervallo di
temperatura compreso fra -40 e 125 ℃. Il sensore è raziometrico, dove una corrente
nulla in ingresso è rappresentata da una tensione di uscita pari alla metà di quella
di alimentazione. La caratteristica corrente-tensione è mostrata nella figura 3.4.
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Figura 3.4: Caratteristica corrente-tensione del sensore in uso [18].
Data la caratteristica mostrata, la tensione d’uscita è esprimibile come:
Vout =
Vcc
2
+ SIin (3.1)
Dove S è la sensitività del sensore, fornita all’interno del datasheet [18], il cui valore
nominale è pari a 110mV/A. Invertendo l’equazione 3.1 si ottiene:
Iin =
Vout − Vcc2
S
(3.2)
Che fornisce la corrente d’ingresso al sensore in funzione della tensione d’uscita mi-
surata.
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Data l’equazione 3.2 è possibile effettuare una prima stima dell’errore di misura
introdotto dal sensore. Il datasheet fornisce infatti un errore assoluto di tensione
sull’uscita inferiore a 11mV nel 99.7% dei campioni (errore a 3σ). Pertanto, dato che
tale errore è direttamente sommato alla Vout si ottiene un errore teorico quasi sempre
compreso entro:
Ierr =
Verr
S
= 0.1 A (3.3)
Chiaramente sotto ipotesi di distribuzione dell’errore di tipo gaussiano, il valore me-
dio dell’errore sarà ben al disotto di tale cifra.
Dato che il valore di sensitività, molto probabilmente, non sarà esattamente quello
fornito dal produttore, e che comunque è altamente probabile che sia presente anche
un errore di offset sull’uscita, prima di poter impiegare il sensore sarà necessario effet-
tuare una taratura. La modalità di taratura del sensore sarà illustrata nel successivo
capitolo (capitolo 4).
3.2.4 Piattaforma di sviluppo
Come piattaforma di sviluppo principale del sistema è stata utilizzata una Arrow
SoCKit; tale System on Chip sviluppato da Altera combina la potenza di calcolo di
un processore ARM hard-core Cortex A9, con la flessibilità della logica programma-
bile di un FPGA che lo affianca.
Il system on chip presenta numerose periferiche, disponibili per permettere lo svi-
luppo delle più disparate applicazioni; la scheda dispone infatti, fra le altre cose, di
banchi di memoria DDR3, codec audio e video (nonché le opportune uscite audio e
VGA), uno slot per scheda micro SD, interfacce di comunicazione seriale USB-UART,
un connettore per l’utilizzo di un’interfaccia SPI o I2C e connettore ethernet RJ45.
L’FPGA è un Cyclone V SoC 5CSXFC6D6F31, un dispositivo dal costo relativa-
mente basso e un contenuto consumo di potenza, ma utilizzabile per realizzare le più
disparate applicazioni. L”FPGA comprende [19]:
• 110000 elementi logici (LE);
• 41910 elementi programmabili (Adaptive Logic Module (ALM)).
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• 112 blocchi DSP (Digital Signal Process).
• 15 PLL.
Gli elementi programmabili (ALM), possono essere utilizzati per implementare fun-
zioni aritmetiche, logiche o di memorizzazione. Tali moduli sono composti da [19]:
• Una LUT (Look Up Table) ad otto ingressi, con la quale è possibile implemen-
tare qualsiasi funzione logica a sei ingressi e alcune a sette ingressi. Tale LUT
può anche essere partizionata e suddivisa in due distinte LUT con un minor
numero d’ingressi, come ad esempio due LUT a quattro ingressi.
• Due full adder, i quali a seconda di come la cella è configurata possono essere
utilizzati come adder a due o tre ingressi.
• Quattro registri, che permettono di implementare funzioni in cui questi sono
richiesti senza consumare della logica, nonché permettono di ridurre le corse
critiche introducendo uno stadio di pipeline, nel caso questo risulti necessario
per aumentare le prestazioni del sistema globale.
In figura 3.5 è mostrato lo schema a blocchi di principio di un modulo programmabile.
Figura 3.5: Schema a blocchi di un modulo programmabile
I blocchi DSP contribuiscono a migliorare le performance del sistema; questi
offrono infatti le seguenti possibilità::
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• Esecuzione di moltiplicazioni su 9, 18 o 27 bit, con elevate prestazioni e a basso
costo energetico.
• Possibilità di eseguire moltiplicazioni fra numeri complessi
• Possibilità di sommare o sottrarre i risultati delle moltiplicazioni all’interno
dello stesso blocco.
• Collegamento in cascata di blocchi per introdurre ritardi utili in applicazioni
di filtraggio.
• Collegamento fra uscite e ingressi di blocchi tramite un bus dedicato, non
richiedendo l’utilizzo di una logica esterna.
• Hard pre-adder supported in 19-bit, and 27-bit mode for symmetric filters
• Registri interni per la memorizazione di coefficienti, utili per la realizzazione
di filtri.
In figura 3.6 è mostrato lo schema della componentistica della scheda di sviluppo
Arrow SoCkit.
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Figura 3.6: Schema degli elementi presenti sulla scheda di sviluppo
L’HPS (Hard Processor System) consiste in un processore dual-core ARM Cortex-
A9 MPCore, varie periferiche e un controllore per una memoria SDRAM utilizzata
per la comunicazione con l’FPGA. I core del processore hanno una frequenza, varia-
bile durante il funzionamento, da 0.8GHz a 2GHz e possiedeno un set di istruzioni
ARMv7. Ogni processore include i seguenti blocchi hardware [20][19]:
• ARM NEONTM: Un coprocessore SIMD (S ingle Istruction Multiple Data)
che supporta operazioni matematiche in virgola mobile a singola e doppia
precisione, usando lo standard di rappresentazione in virgola mobile IEEE 754.
• Un livello di cache (L1) con controllo di parità, suddivisa in due blocchi da 32
kB, uno per i dati e uno per le istruzioni.
40
• Ogni core dell’HPS Altera include una MMU (Memory Management Unit)
per la gestione della memoria, necessaria nel caso s’intenda utilizzare uno dei
moderni sistemi operativi.
I due processori condividono una memoria cache di secondo livello (L2) da 512 kB.
In figura 3.7 è mostrata la struttura dell’HPS, comprese le periferiche a esso collegate,
compresa l’interfaccia di comunicazione con l’FPGA.
Figura 3.7: Struttura dell’HPS sulla scheda e periferiche collegate [20]
3.2.5 Modulo per la stima dello stato di carica
La stima dello stato di carica è affidata a un modulo hardware dedicato, pilotato dal
processore. Il modulo è stato sintetizzato utilizzando le risorse logiche dell’FPGA, in
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modo da sfruttare l’hardware disposizione e poter far affidamento su di un sistema
performante, facilmente testabile e modificabile.
Descrizione dell’algoritmo implementato
L’algoritmo di stima implementato appartiene alla categoria dei mixed algorithm; il
suo funzionamento si basa infatti sul Coulomb counting combinato con unmodel based
e sfruttando la relazione che intercorre fra stato di carica e tensione a vuoto. La stima
dello stato di carica è affidata al modulo del Coulomb counting, dove però la corrente
integrata non è semplicemente quella misurata dal sensore; a tale corrente infatti,
prima dell’integrazione, si applica un termine correttivo, proporzionale alla differenza
fra la tensione misurata e quella stimata sulla base del modello in utilizzo. Una
sommaria schematizzazione di questo comportamento è mostrata nella sottostante
figura 3.8.
Figura 3.8: Schema dei blocchi di massima del sistema per la stima dello stato di carica
Lo schema a blocchi dell’algoritmo per la stima dello stato di carica è mostrato in
figura 3.9. Nella figura viene mostrato come il risultato del Coloumb counting venga
influenzato da un anello di reazione, tramite una correzione apportata sulla corretne
da integrare, allo scopo di contrastare le problematiche illustrate nei precedenti ca-
pitoli legati a tale tecnica. Il termine correttivo, come già detto, viene determinato
sulla base della differenza fra la tensione misurata dalla cella e la tensione ai suoi
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capi stimata dal modello, a partire dalla corrente misurata. La corrente ottenuta
con queste operazioni viene inviata al blocco d’integrazione che stima il valore dello
stato di carica utilizzando la relazione 2.3, per semplicità riportata in seguito:
SOC(t) = SOC(t0)− ηi
∫ t
t0
i(τ)
Qn
dτ (3.4)
In una LUT (Look Up Table) sono immagazzinate le informazioni relative alla rela-
zione che intercorre fra stato di carica e tensione a vuoto. A partire dallo stato di
carica stimato si accede alla LUT, e da lì si stima la tensione a vuoto della cella.
Il modello, a partire dalla corrente misurata, può infatti stimare soltanto la caduta
sulla resistenza serie e sulla coppia RC; tramite la conoscenza della tensione a vuoto
è possibile infine stimare la tensione della cella in esame, la quale, confrontata con
quella misurata, permette di ottenere una stima dell’errore commesso dalle operazio-
ni eseguite. Una versione più dettagliata del modello utilizzato è mostrata in figura
3.10.
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Figura 3.9: Schema a blocchi dell’algoritmo di stima dello stato di carica
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Si ottiene dunque una stima più accurata rispetto all’utilizzo del solo Coulomb
Counting grazie alla retroazione che tende a compensare gli errori.
iL Qn
+
−SoC
+
− VOC
R0
Rs
iL
+
−
vM
Cs
+ −
vRC
Figura 3.10: Modello della cella utilizzato
Il modello utilizzato all’interno dell’algoritmo (figura 3.10) utilizza un solo grup-
po RC. Questo modello seppur molto semplificato, permettere di avere una buona
accuratezza e, al contempo, ridurre notevolmente la complessità del sistema.
Il generatore controllato VOC modella la relazione non lineare che intercorre fra lo
stato di carica e la tensione a vuoto della cella. La relazione che lega stato di carica
e tensione a vuoto è molto complessa e dipende da molte variabili, per cui, dato che
estraendo la caratteristica OCV-SOC sperimentalmente e trasformandola in un’e-
quazione sarebbero stati introdotti degli errori, è stato preferito riprodurre questa
relazione all’interno di una LUT, linearizzandola fra i punti noti estratti della carat-
teristica.
Per quanto riguarda la stima dei parametri del modello, questi si ricavano a partire
dalla conoscenza dello stesso e dalla relazione nota, che lega la corrente estratta (o
iniettata) con la tensione ai suoi capi. Il sistema implementa un algoritmo MWLS
(Moving Window Least Squares). In ciascun istante di tempo, la stima viene eseguita
sulla base di quelli che sono gli ultimi campioni di corrente e tensione acquisiti nella
finestra temporale (da qui il nome Moving Window). Essendo la finestra temporale
tale da avere un numero di campioni, e quindi di relazioni corrente-tensione, supe-
riore al numero di parametri da stimare, il sistema risulta sovra-determinato. Su
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tali campioni viene eseguito dunque un algoritmo LS (Least Squares), in modo da
cercare la soluzione al sistema di equazioni che minimizza la somma dei residui. I
parametri così stimati sono quelli che verranno poi utilizzati dall’algoritmo per la
stima dello stato di carica. La finestra temporale dev’essere scelta sufficientemente
ampia da poter catturare tutte le dinamiche del sistema in analisi, tuttavia non può
essere scelta troppo grande, in quanto la sua dimensione influisce direttamente sulla
complessità del sistema che dovrà essere risolto.
Implementazione dell’algoritmo
Per semplificare e ridurre i tempi di implementazione dell’hardware, questo è stato
realizzato con un tool di sviluppo Altera, DPS Builder. Questo tool opera in Simu-
link, in ambiente Matlab. Il tool dispone di numerose librerie, contenenti vari blocchi
logici per sviluppare sistemi Digital Signal Process. Una volta sviluppato è possibile
testarlo con quelle sono le consuete metodologie di Simulink e Matlab.
Una volta che il sistema è stato testato in questo modo, è possibile fornire al tool
informazioni sui dettagli dell’implementazione fisica del sistema, quali la frequenza
di lavoro e il dispositivo sul quale il sistema dev’essere realizzato (in questo caso
specifico un Cyclone V SoC 5CSXFC6D6F31), DSP Builder, a partire da quello che
è l’algoritmo realizzato tramite i blocchi, realizza una descrizione dell’bardware tra-
mite un linguaggio HDL a scelta. È possibile dunque implementare il sistema senza
una profonda conoscenza dell’hardware in utilizzo, inoltre questo procedimento for-
nisce un’estrema flessibilità, in quanto nel caso si necessiti di cambiare piattaforma di
sviluppo, è sufficiente far rigenerare la descrizione HDL del sistema andando soltanto
a modificare il target del sistema. Inoltre, in base al dispositivo selezionato, DSP
Builder è in grado di effettuare una stima approssimativa di quelle che saranno le
risorse utilizzate del dispositivo target.
In figura 3.11 sono mostrati i blocchi principali del sistema così come appaiono in
DSP Builder, ogni blocco contiene a sua volta altri blocchi o gli elementi di libreria
di base per poter realizzare le funzioni necessarie.
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Figura 3.11: Schema a blocchi dell’algoritmo di stima dello stato di carica
Il blocco QRD fa parte del modulo del sistema che si occupa della stima dei
parametri, esso esegue una fattorizzazione QR della matrice del sistema, ottenuta
dalla conoscenza del modello e dai campioni ottenuti nella finestra temporale in uti-
lizzo, trasformandola in una matrice triangolare superiore, in modo da permettere
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dal blocco a valle, p_core_calc, di risolvere il sistema, nel senso dei minimi quadrati,
nel modo più semplice possibile. In uscita vengono forniti i parametri stimati per il
modello, cioè la resistenza serie (R_o) e resistenza e capacità della coppia RC (R0_o
e C_o).
Il modulo mix invece è quello che implementa il vero e proprio mixed algorithm; è
infatti il modulo che, acquisendo tensioni e corrente, si occupa di integrare quest’ul-
tima, dopo aver applicato un eventuale fattore correttivo dipendente dalle tensioni
acquisite e dai parametri del modello, in modo da stimare la carica totale estratta
(o fornita) alle celle, come illustrato nel paragrafo precedente.
Il codice HDL generato dev’essere poi importato all’interno di un ambiente adatto
per poter eseguire i passi necessari a creare il file di programmazione dell’FPGA. È
necessario eseguire i passi di analisi, sintesi, placement and routing; a tal punto è
possibile creare il file di configurazione. Il software utilizzato è Quartus II, svilup-
pato da Altera. Il codice HDL generato da DSP Builder tuttavia, descrive soltanto
il comportamento dell’hardware, e non prevede l’interfaccia con il sistema che do-
vrà pilotarlo. Per aggiungere questa fondamentale interfaccia, è stato sviluppato un
modulo direttamente in VHDL all’interno dell’ambiente di Quartus II, che funge da
interfaccia memory mapped per il processore che dovrà pilotare il sistema. Lo scopo
dell’interfaccia memory mapped è quello di nascondere l’hardware al sistema. L’HPS
non vedrà la periferica, bensì uno spazio di memoria in cui poter leggere e scrivere.
Il modulo d’interfaccia sviluppato interpreterà in modo appropriato le operazioni di
lettura e scrittura, e sulla base di queste, piloterà l’hardware in modo dargli svolgere
le operazioni desiderate. In figura 3.12 è mostrato uno schema di principio del fun-
zionamento di questo tipo d’interfaccia. Il data register contiene il dato da scambiare
con la periferica, lo status register contiene le informazioni sullo stato della periferica,
e infine il control register è utilizzato per configurarne il funzionamento.
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Figura 3.12: Interfaccia memory mapped
Nella sottostante tabella 3.2 sono riportate le voci più significative del report gene-
rato da DSP Builder sulla stima dell’utilizzo delle risorse logiche messe a disposizione
dall’FPGA in uso.
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Risorsa Utilizzo
Logic utilization (in ALMs) 17,224 / 41,910 (41%)
Total registers 20692
Total pins 153 / 499 (31%)
Total virtual pins 0
Total block memory bits 740,212 / 5,662,720 (13%)
Total RAM Blocks 172 / 553 (31%)
Total DSP Blocks 36 / 112 (32%)
Total HSSI RX PCSs 0 / 9 (0%)
Total HSSI PMA RX Deserializers 0 / 9 (0%)
Total HSSI TX PCSs 0 / 9 (0%)
Total HSSI PMA TX Serializers 0 / 9 (0%)
Total PLLs 0 / 15 (0%)
Total DLLs 1 / 4 (25%)
Tabella 3.2: Voci significative del report sull’utilizzo delle risorse dell’FPGA
3.2.6 Il sistema operativo
La periferica di archiviazione di massa, oltre a essere usata per il salvataggio dei
log che tracciano il comportamento del sistema durante il suo funzionamento, ospita
anche un sistema operativo. Il sistema operativo in utilizzo è Linux Ångström, una
distribuzione di Linux sviluppata appositamente per sistemi embedded e con il sup-
porto per processori ARM. Tale sistema operativo è, come molte altre distribuzioni
Linux, open source e distribuito con licenza GPL.
Il sistema operativo utilizzato è stato ottenuto a partire da un’immagine pre-compilata
già predisposta a lavorare su sistemi embedded e compatibile con molteplici schede
di sviluppo come quella in utilizzo. La figura 3.13 mostra la suddivisione dello spazio
di memoria dell’immagine. Il Master Boot Record è formato dai primi 512 byte, e
contiene la sequenza di comandi necessari all’avvio del sistema operativo. La sezione
U-boot contiene invece il bootloader (difatti U-boot sta per Universal bootloader). Il
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bootloader U-boot è tipicamente usato nei sistemi embedded ed è disponibile per una
grande varietà di architetture; il suo scopo è quello di passare il comando del sistema
al kernel, il quale poi si occuperà dell’avvio del sistema operativo vero e proprio. Le
partizioni uno e due, denominate rispettivamente Partion 1 e Partition 2, sono le
partizioni per lo storage di dati e per il sistema operativo. La partizione FAT32 può
essere usata per lo scambio di dati con una macchina ospitante un sistema operativo
Windows, non in grado di accedere alla partizione ext3. Può essere infatti comodo,
in fase di test, salvare dei file con informazioni utili sui processi in esecuzione e i loro
risultati. Facendo ciò sulla partizione FAT32, è possibile accedervi rapidamente da
qualsiasi PC al quale si colleghi la scheda, dato che tale tipo di file system è letto da
qualsiasi sistema operativo moderno. La partizione ext3 contiene invece il sistema
operativo e la root di sistema. La partizione di tipo A2 è invece proprietaria di Al-
tera Corporation e contiene un’immagine del preloader, anch’esso utilizzato in fase
di boot. Il totale di spazio occupato da quanto elencato finora è di circa 2GB, se la
scheda SD target, dove l’immagine viene scritta possiede una capacità superiore, il
restante spazio rimarrà inutilizzato (vedi figura 3.13); è comunque possibile allocare
lo spazio inutilizzato e inglobarlo nelle altre partizioni. Il sistema operativo, così co-
Figura 3.13: Partizionamento della SD card
me è precompilato risponde alla maggior parte delle esigenze e può essere utilizzato
per mandare in esecuzione l’applicazione che dovrà gestire l’hardware per la stima
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dello stato di carica, nonché il resto delle periferiche necessarie, quale ad esempio, il
convertitore analogico digitale. Parte del compito del firmware è però quello di in-
terpellare il convertitore analogico-digitale a intervalli di tempo quanto più regolari
possibile. Il periodo di campionamento impostato, ha un’influenza diretta su quelle
che sono le stime sui parametri del modello della cella e dello stato di carica, da parte
del modulo hardware sintetizzato sull’FPGA. All’interno di questo infatti, il periodo
di campionamento è una variabile che influisce sul calcolo di quanto sopra citato. Per
la natura dello scheduler del kernel, questo assegna il processore ai processi in attesa
con una tecnica a suddivisione di tempo, tale assegnazione non è tuttavia affetta da
preemption, pertanto un processo pronto, anche se a priorità estremamente elevata,
dovrà attendere che l’attuale processo in esecuzione esaurisca il suo slice tempora-
le prima che possa essergli assegnato il processore. Dato che i quanti temporali di
assegnazione della CPU sono nell’ordine delle decine di millisecondi, se si intende
andare a interpellare il convertitore analogico-digitale con un periodo delle centinaia
di millisecondi, il quale è un ordine di grandezza ragionevole per l’applicazione in
sviluppo, si rischia di commettere degli errori molto significativi.
Per aumentare la precisione del periodo di campionamento si è optato per risolve-
re il problema alla radice. Il kernel Linux è stato dunque ricompilato, in modo da
integrarvi una patch per introdurre la preemption nell’algoritmo di scheduling del
suddetto kernel. In questo modo, se il processo gestore del firmware ha un’elevata
priorità, nel momento in cui questo passa nello stato di pronto, al processo che a quel
momento detiene l’utilizzo della CPU, questa viene revocata, per essere assegnata
al processo con priorità più elevata. Per il firmware, durante la fase di acquisizione
dei campioni di tensione e corrente, lo stato di pronto coincide con la fine dell’attesa
per la temporizzazione, il processo giunge dunque in tale stato nel momento in cui è
necessario inviare la nuova richiesta di conversione al convertitore analogico-digitale,
questo, abbinato alla preemption, permette una buona accuratezza nel periodo di
campionamento.
Il nome simbolico del kernel così compilato è 3.10.37-ltsi-rt37. Il kernel è dunque
basato su kernel Linux 3.10; la presenza della stringa rt indica che la patch PRE-
EMPT_RT, cioè quella per abilitare la preemption, è stata applicata correttamente.
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La stringa ltsi indica che il kernel è stato compilato basandosi sul progetto LTSI [21].
LTSI è un progetto a livello industriale a cui partecipano vari marchi noti del mondo
dell’elettronica (Hitachi, LG Electronics, NEC, Panasonic, Qualcomm Atheros, Re-
nesas Electronics Corporation, Samsung Electronics, Sony e Toshiba), il cui scopo
è quello di costruire una base comune per i sistemi operativi basati su kernel Linux
che possa essere impiegato in svariati prodotti per l’elettronica di consumo.
Figura 3.14: Flusso di sviluppo di un kernel ltsi [21]
La scheda di sviluppo è configurata in modo da effettuare il boot dalla periferica
di archiviazione di massa situata nello slot micro-SD alla sua accensione. Terminata
la fase di boot viene automaticamente effettuato il login e lanciato il firmware di
gestione dell’intero sistema di stima dello stato di carica. L’ordine delle operazioni
eseguite durante il boot è mostrato nella sottostante figura 3.15.
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Figura 3.15: Tipico flusso seguito durante la fase di boot [22]
La fase di reset (figura 3.15) può aver luogo, oltre a quando vengono premuti
i pulsanti di warm o cold reset, anche in caso di riavvio software una volta che il
sistema operativo è già avviato, nonché all’accensione della stessa scheda di sviluppo.
Il processo di boot inizia quando la CPU0 (vedi figura 3.7) esce dallo stato di reset.
A tal punto viene eseguito il codice all’indirizzo associato all’eccezione di reset, che
fondamentalmente, consiste nel boot ROM.
Il codice boot ROM è costituito da 64 kB, ed è situato a un indirizzo ben preciso in
una memoria non volatile on-chip. La funzione del boot ROM è quella di determinare
la sorgente dalla quale eseguire le successive operazioni necessarie per la fase di boot,
nonché inizializzare l’HPS dopo il reset e effettuare un salto alla posizione dove è
situato il preloader, in modo da mandarlo in esecuzione. In questa caso specifico, il
preloader è situato nella SD card utilizzata come periferica di archiviazione di massa,
nella partizione di tipo A2, formato proprietario di Altera, ma è possibile utilizzare
anche altre fonti, quali la memoria flash o la on-chip RAM [22].
Il preloader ha il compito di inizializzare l’interfaccia per la SDRAM, configurare i pin
I/O dell’HPS e lanciare il successivo passo della fase di boot. Inizializzare l’interfaccia
della SDRAM permette al preloader di caricare il successivo passo della fase di boot,
il quale probabilmente non potrebbe essere contenuto nei 60 kB a disposizione nella
memoria RAM on-chip. Nel caso di utilizzo di un sistema operativo, ciò che viene
richiamato dal preloader è il bootloader.
Il compito del bootloader (Uboot) è quello di avviare il kernel e affidargli il controllo
del sistema. A tal punto il sistema operativo è pronto per lanciare l’applicazione da
eseguire nel sistema embedded.
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3.2.7 Dettagli e funzionalità del firmware
Una volta terminata la procedura di boot, il sistema effettua automaticamente il
login, senza alcun bisogno di un’interazione da parte dell’utente. Dopo tale fase il
sistema operativo lancia automaticamente uno script, che ha lo scopo di mandare in
esecuzione il firmware. È stato utilizzato uno script intermedio, invece di mandare
in esecuzione direttamente il firmware gestore del sistema per la stima dello stato
di carica, in modo d’avere la possibilità di far eseguire al sistema operativo varie
operazioni dopo la fine dell’esecuzione software e gestire alcune eccezioni.
In figura 3.16 è mostrato il flusso delle operazioni svolte dal software per la gestione
del sistema. Per compattezza e per mantenere una descrizione a carattere generale
di tale flusso, vi sono riportate solo le principali operazioni svolte, le quali saranno
descritte più nel dettaglio a breve.
Figura 3.16: Diagramma di flusso generalizzato del firmware
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Gestione della priorità del software
Come già accennato in precedenza, per migliorare l’accuratezza della periodicità con
cui richiedere i campioni di tensioni e corrente all’ADC, si è optato per l’utilizzo
di uno scheduler real time, in modo da ottenere un sistema con preemption con
la possibilità di mandare in esecuzione il processo del firmware non appena questo
entra nello stato di pronto. Questo da solo però non basta a far avere al sistema
il comportamento desiderato. Prima di questo è necessario infatti comunicare al
sistema operativo, o più precisamente allo scheduler, di assegnare al processo in
questione una priorità di tipo real time. Un’apposita libreria per sistemi UNIX del
linguaggio di programmazione C, con il quale questo firmware è stato sviluppato,
prevede questa possibilità. Pertanto la prima operazione svolta dal firmware è quella
di comunicare al sistema operativo di assegnare al processo una priorità di tipo real
time. A questo punto il processo viene schedulato dal kernel nel modo desiderato,
andando a minimizzare la latenza fra il momento in cui il processo passa allo stato di
pronto a quando ad esso viene assegnata la CPU e possa dunque tornare nello stato
di esecuzione.
In questa fase viene anche creato il timer che dovrà gestire la sincronizzazione del
processo e garantire che l’invio dei comandi di conversione all’ADC avvenga con
un periodo quanto più in accordo possibile con quello desiderato. Al timer creato
viene associato un descrittore di file, tramite il quale è possibile controllarne lo stato e
configurarne il comportamento in modo piuttosto semplice. Il timer viene configurato
in modo da effettuare un continuo countdown. Ogni volta che il timer esaurisce il
conteggio arrivando a zero, il valore del suo registro si resetta e comincia nuovamente
il countdown; ogni volta che questo accade il descrittore di file viene aggiornato, da
tale descrittore, interrogandolo, è possibile venire a conoscenza del numero di volte
in cui il timer è spirato dal precedente controllo.
Inizializzazione del modulo per la stima dello stato di carica
In figura 3.17 è mostrato un diagramma di flusso più dettagliato del precedente, che
illustra le operazioni compiute per configurare il modulo hardware dedicato che si
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occupa della stima dello stato di carica delle celle. I parametri necessari per inizia-
Figura 3.17: Diagramma di flusso dell’inizializzazione del modulo per la stima dello
stato di carica
lizzare il modulo di stima dello stato di carica vengono prelevati da un apposito file
d’inizializzazione, il quale contiene tutte le informazioni necessarie al corretto funzio-
namento del modulo. All’interno del file sono infatti immagazzinate le informazioni
relative ai parametri del modello per ogni cella (R0,Rs,Cs), la carica massima imma-
gazzinabile e lo stato di carica iniziale di ciascuna di esse (Qmax e SOC0), e infine il
periodo di campionamento che dev’essere adottato dal sistema.
Il software, dopo aver prelevato le informazioni dal file, esegue un controllo sulla coe-
renza di queste e sulla loro completezza. Nel caso in cui il file d’inizializzazione non
venga trovato, le informazioni in esso contenute siano incongruenti o palesemente
errate (ad esempio valori negativi per parametri che non li ammettono), o se non
tutti i parametri aspettati non sono stati inseriti, il sistema comunicherà all’utente
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del problema sorto attraverso uno schermo LCD presente sulla scheda di sviluppo.
Per finalità di test è stata inserita la possibilità di caricare dei parametri di default
al posto di quelli assenti nel file, scelta selezionabile dall’utente tramite i pushbutton
presenti on-board. Nell’ottica di un funzionamento ottimale, nel caso il file sia in-
completo, la scelta migliore è quella di terminare l’applicazione e ricontrollare il file
di configurazione, modificandolo per inserire le grandezze mancanti.
Una volta ottenuti i parametri d’inizializzazione e verificata la loro verosimilità e
completezza, questi vengono inviati al modulo di stima dello stato di carica tramite
l’interfaccia memory mapped descritta precedentemente.
Configurazione dell’LTC
Il convertitore analogico digitale, come già affermato in precedenza, viene control-
lato tramite un interfaccia SPI. Tramite tale interfaccia il software invia i comandi
necessari per far svolgere all’ADC le dovute operazioni. Tale interfaccia viene usata
anche per selezionare la modalità di funzionamento dell’LTC6804.
I dettagli relativi alla modalità di funzionamento scelta per il convertitore in questio-
ne sono già stati discussi nella sezione 3.2.1 (pag. 32). Per semplicità le caratteristiche
principali della modalità scelta sono riportate in seguito:
• Modalità ausiliara 2 kHz, fra quelle disponibili, la più indicata allo scopo,
possiede il miglior compromesso fra tempi di conversione e rumore introdotto
durante la misura. L’unica modalità ad introdurre una minore quantità di ru-
more presenta infatti un tempo di conversione di quasi due ordini di grandezza
superiore, che non si presta bene all’utilizzo in questo ambito.
• Tempo richiesto per la conversione dei dodici canali riservati alle celle più i due
canali ausiliari di circa 6 ms (typical), tempo che rientra pienamente nei vincoli
imposti.
• Rumore massimo garantito pari a ±100 µVpp, con una risoluzione effettiva, non
affetta da rumore, di 15 bit.
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Una volta configurato l’LTC è pronto ed è possibile fargli effettuare una conversione
inviando l’apposito comando sull’interfaccia SPI [16].
Stima dello stato di carica
Questo modulo comprende tutte le procedure necessarie per ottenere in tempo reale
la stima dello stato di carica delle celle connesse al convertitore analogico digitale.
Il flusso delle operazioni eseguite in questa fase, mostrato in modo più dettagliato
rispetto alla descrizione generale illustrata nel precedente paragrafo, è riportato in
figura 3.18. In questa fase, per prima cosa, viene terminata la configurazione del
timer, andando a specificare il periodo di countdown. Dopo tale operazione il timer
viene avviato.
Essendo il timer configurato in modo da terminare il suo conto alla rovescia in un
tempo pari a quello inserito nel file di configurazione, è possibile far sì che il processo
si blocchi prima dell’invio del comando di conversione all’ADC, in attesa che il timer
termini il suo conteggio. Essendo il timer molto accurato, questo garantisce una
buona temporizzazione del processo.
Dato che il convertitore analogico-digitale impiega del tempo per effettuare la con-
versione, per evitare un’attesa passiva si è scelto di effettuare la lettura dei campioni
acquisiti dall’LTC all’inizio di un ciclo di acquisizione, e solo dopo tale lettura in-
viare il comando per effettuare una nuova conversione. In questo modo, di fatto, i
campioni acquisiti all’inizio di un ciclo sono quelli la cui acquisizione è cominciata nel
precedente ciclo. Dato che le variabili dipendenti dal tempo utilizzate dal modulo
per la stima dello stato di carica sono unicamente i campioni acquisiti dall’ADC,
questo non comporta una sostanziale differenza nei risultati delle operazioni, ma solo
un ritardo della loro determinazione di un periodo di tempo pari a quello di campio-
namento, di solito piuttosto piccolo, nell’ordine del centinaio di millisecondi.
Una volta ottenuti i campioni dal convertitore analogico-digitale, tramite l’interfac-
cia memory mapped questi vengono inviati al modulo hardware, dopodiché si può
comandare a tale modulo di effettuare un passo di calcolo con i nuovi parametri,
andando a porre a un livello logico alto, uno specifico flag nel suo registro di con-
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Figura 3.18: Diagramma di flusso delle operazioni svolte durante la fase di stima dello
stato di carica
trollo. Tale bit posto a livello logico alto, verrà automaticamente posto dal modulo
hardware a livello logico basso una volta che l’elaborazione dei dati, e quindi il nuovo
passo di calcolo, è stato compiuto e i nuovi dati sono pronti ad essere letti. Dato
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che il tempo di esecuzione di un passo da parte dello stimatore dello stato di carica
impiega un tempo estremamente basso, nell’ordine di pochi microsecondi, si può ef-
fettuare senza problemi un’attesa attiva sul flag precedentemente attivato per avere
coscienza di quando è possibile effettuare la lettura dei risultati.
Per fornire un’indicazione utile all’utente durante il funzionamento del dispositivo
viene sfruttato lo schermo LDC presente on-board. Ad ogni ciclo vengono mostrate
la massima e la minima tensione delle celle acquisita dall’ADC, la tensione totale
di tutta la batteria e il valore massimo e minimo dello stato di carica stimati dal
modulo hardware.
Tutte grandezze significative acquisite in questa fase vengono poi salvate su di un
apposito file di log. Le grandezze acquisite tramite ADC vengono tutte salvate, per-
tanto si avrà una traccia delle tensioni delle celle, dell’uscita in tensione del sensore
di corrente e della tensione di alimentazione di quest’ultimo, nonché il valore di cor-
rente calcolato dal software. Vengono anche salvate tutte le grandezze ottenute dal
modulo di stima dello stato di carica, pertanto, oltre ovviamente al SoC per ogni
cella, vengono anche salvate le tensioni calcolate dal modello (utilizzate per la stima
dell’errore nella retroazione dell’algoritmo di Coulomb Counting) e i parametri del
modello stimati per ogni cella (R0,Rs,Cs). Oltre a tutto questo si inserisce anche
l’ora di sistema fra le informazioni salvate, in modo da poter ricostruire il profilo del-
l’andamento delle grandezze in gioco in funzione del tempo. L’utente può, durante
il funzionamento, interagire col sistema tramite i pushbutton, in modo da terminare
l’applicazione, acquisire il file di log e procedere all’analisi a posteriori dei dati, se
necessario.
Accesso ai risultati
Nel sistema è stato introdotto l’utilizzo dell’interfaccia di rete ethernet per un facile
recupero dei dati. Sul sistema operativo in uso, infatti, è già installato il software
open-ssh, con il quale è possibile, non solo collegarsi al sistema da remoto tramite
protocollo SSH (secure shell), ma anche utilizzare tale protocollo per lo scambio
di file, nel qual caso si parla di SCP (secure shell copy). Esistono vari software,
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per ogni principale sistema operativo, che implementano tale sistema di scambio.
Lo svantaggio di tale procedura è la necessità di dover collegare la piattaforma di
sviluppo ad una rete locale, alla quale deve appartenere la macchina dalla quale
accedere ai dati. Inoltre la scheda non possiede un’interfaccia wireless, pertanto
sarà necessario portarla in prossimità di un router e collegarla ad esso tramite un
cavo ethernet. Un altro svantaggio di questa procedura è la necessità di conoscere
l’indirizzo IP che viene affidato alla piattaforma di sviluppo. Dato che potrebbe
risultare tedioso ricavare l’indirizzo IP associato alla scheda, è stato implementato
un sistema di comunicazione automatica di tale indirizzo indirizzo. All’avvio del
sistema operativo, infatti, viene lanciato in background uno script, con il compito di
ricavare l’indirizzo IP associato all’interfaccia ethernet presente. Se un indirizzo viene
identificato e il firmware principale non è in esecuzione, lo script prende possesso dello
schermo LCD e comunica all’utente l’indirizzo associato alla scheda.
Un’alternativa possibile è quella di estrarre la scheda SD dall’apposito slot e collegarla
al computer dal quale si vogliono estrarre ed elaborare i dati. Tuttavia il file di log
viene salvato sulla partizione ext3 della periferica di archiviazione, pertanto i sistemi
operativi Windows non saranno in grado di accedere al file, a meno di non aver
installato un qualche software specifico allo scopo. Per aggirare tale limitazione viene
effettuato a posteriori un controllo sulla dimensione del file di log. Se la dimensione
di tale file rientra nello spazio residuo disponibile nella partizione FAT32, ne viene
effettuata una copia in questa, in modo che qualsiasi sistema operativo recente possa
accedervi utilizzando quest’ultima modalità illustrata.
Riepilogo del sistema
La figura 3.19 schematizza i componen ti principali dell’intero sistema; vengono mo-
strate infatti quelle che sono le risorse utilizzate della piattaforma di sviluppo e ciò
che ad essa è collegato.
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Figura 3.19: Schema delle risorse utilizzate dal sistema
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Capitolo 4
Collaudo e validazione
Dato che il sistema di stima dello stato di carica è stato sviluppato con in mente
un’applicazione di tipo automotive, è stato deciso di effettuare un collaudo diretta-
mente sotto forma di test su strada. Per tale collaudo si ha a disposizione una Atala
Escape, trattasi di una bicicletta elettrica con pedalata assistita. Tale bicicletta ha in
dotazione una batteria elettrica le cui caratteristiche saranno illustrate nel prossimo
paragrafo.
Un collaudo di questo tipo possiede il vantaggio consentire il test del sistema in del-
le condizioni di operatività analoghe a quelle di reale funzionamento, permettendo
un’analisi più accurata di quello che sarà poi il suo reale comportamento.
4.1 Fase preliminare del test
Prima di poter procedere al test su strada vero e proprio, occorre determinare quelle
che sono le caratteristiche reali della batteria a disposizione, a partire da quelle
nominali fornite dal costruttore. La batteria in uso è infatti ormai piuttosto vecchia
e in passato è stata utilizzata a fondo, è dunque ragionevole aspettarsi che abbia
risentito dell’invecchiamento e dell’usura.
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Figura 4.1: Una bicicletta Atala Escape
4.1.1 Caratteristiche nominali della batteria
La batteria è composta da dieci celle al litio, ciascuna da un valore nominale di 3.6V.
Le caratteristiche nominali della batteria fornite dal costruttore sono riassunte nella
sottostante tabella 4.1.
Caratteristiche Valore
Tensione massima 42 V
Tensione nominale 36 V
Tensione minima 26 V
Capacità nominale 10 Ah
Energia nominale 360 Wh
Tabella 4.1: Caratteristiche nominali della batteria
Tuttavia, come già accennato, la batteria ha ormai qualche anno ed è stata utilizzata
in passato per alcuni test nei quali è stata scaricata profondamente. I valori riportati
nella tabella 4.1 potrebbero dunque discostarsi non poco da quelli reali. Date queste
premesse è stato necessario effettuare dei test per stabilire le caratteristiche reali della
batteria. Dato che questi test impiegano una notevole quantità di tempo per essere
portati a termine, si è deciso di fare in modo di progettarlo in modo da poter estrarre
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anche la caratteristica SoC-OCV, necessaria per il funzionamento dell’algoritmo di
stima dello stato di carica.
4.1.2 Test della batteria
Introduzione al test
Il test sulla batteria di per sé è stato impostato in modo da ricavare la caratteri-
stica SoC-OCV. Dopodiché, tenendo traccia dell’evoluzione nel tempo di tutte le
grandezze elettriche in gioco associate ad ogni singola cella, si procederà ad una
post-elaborazione in Matlab per stimare i parametri di ognuna di esse.
Per ricavare la caratteristica SoC-OCV l’idea è quella di partire da uno stato di carica
del 100 %, facilmente raggiungibile lasciando la batteria in carica per diverso tempo.
Da questo stato noto si procede poi ad estrarre quantità note di carica tramite un
pilotaggio in corrente. Misurando in modo accurato la corrente ai terminali della
batteria e integrandola nel tempo si può ricavare la carica estratta totale. Una volta
che la batteria ha raggiunto uno stato di carica pari allo 0 %, l’energia totale estratta
dalla batteria coinciderà con la sua capacità totale.
Alla fine di ogni passo di estrazione della carica è possibile andare a misurare la
tensione a vuoto della cella. Una volta nota la capacità totale, nota la quantità di
carica estratta a ogni passo, e nota la tensione a vuoto alla fine di ogni estrazione, è
possibile ricostruire la caratteristica SoC-OCV desiderata.
Una nota estremamente importante riguarda la misura della tensione a vuoto. Non
è infatti possibile misurarla immediatamente alla fine del passo di scarica. Per spie-
gare ciò si richiama il modello della cella in uso mostrato in figura 3.10 e riportato
in figura 4.2 per semplicità. Dal modello illustrato si può notare come, durante un
passaggio di corrente ai capi dei terminali della cella, sia in carica che in scarica, si
viene a creare una caduta di tensione ai capi della coppia RC. Una volta che il flusso
di carica viene interrotto, la capacità Cs inizierà a scaricarsi sulla resistenza Rs. Tut-
tavia la costante di tempo di questa coppia RC è tipicamente nell’ordine dei minuti.
Pertanto risulta impossibile misurare la tensione a vuoto finché tale scarica non è
completamente avvenuta. Attendere il consueto periodo temporale pari a quattro o
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Figura 4.2: Richiamo al modello della cella utilizzato
cinque la volte la costante di tempo τ per assumere che la capacità sia completamen-
te scarica implica di dover effettuare una pausa di un tempo considerevole fra ogni
passo di scarica. Questo risulta essere il principale motivo per cui questa tipologia
di test ha tempi di completamento piuttosto significativi.
Per quanto riguarda questo specifico test è stato deciso di svolgerlo partendo con
la batteria completamente carica, scaricandola con una serie di impulsi di corrente,
ognuno calibrato in modo da estrarre il 5 % della carica nominale. Ogni impulso di
corrente sarà seguito da una pausa di un’ora per attendere il rilassamento della cella,
e permettere così l’acquisizione della tensione a vuoto. Dato che la capacità della
cella sarà sicuramente diversa dai 10 Ah dichiarati dal costruttore, gli impulsi non
estrarranno esattamente il 5 % della carica massima come desiderato.
Per poter dunque associare i valori della tensione a vuoto misurati al corrispettivo
stato di carica della caratteristica SoC-OCV sarà necessario effettuare una post ela-
borazione dei dati raccolti. In particolare, una volta determinata la capacità di una
cella, sarà possibile ricavare la vera percentuale di carica da essa estratta ad ogni
passo. Con questa conoscenza è possibile risalire agli effettivi valori dello stato di
carica a cui associare le tensioni a vuoto acquisite.
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Set-up sperimentale per il test
Il set-up sperimentale generico per il test è mostrato in figura 4.3. Questa configu-
razione permette di caricare e scaricare la batteria, misurando la corrente estratta
(iniettata) e la tensione ai capi di ogni cella.
Per poter effettuare la misura delle tensioni sulle singole celle la batteria è stata
aperta e i terminali di ogni cella sono stati collegati ad un connettore a quindici pin.
Tale connettore è stato poi inserito nel rivestimento esterno dell’intera batteria. Il
voltmetro mostrato in figura 4.3 misura dunque le tensioni di tutte e dieci le celle
al litio. Durante una fase di carica, la corrente è fornita dal generatore di tensione
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Figura 4.3: Struttura del test
sulla sinistra, mentre il generatore di corrente è disattivo, il quale essendo un circuito
aperto non perturba l’operazione. In fase carica il generatore viene configurato per
avere ai suoi capi una tensione di 42 V, la massima che può essere raggiunta dalla
batteria. Oltre a questo però viene anche impostato un limite massimo di corren-
te erogabile, sia per non danneggiare la batteria e l’amperometro, sia per avere un
controllo sull’esperimento. Nel caso il limite di corrente venga raggiunto, la tensione
ai capi del generatore verrà aggiustata in modo da accordarsi col valore di corrente
erogato. La fase di carica si distingue di solito un due fasi. La prima fase è quella
a corrente costante; tale fase si verifica quando il generatore di tensione raggiunge
il limite di corrente imposta in uscita. Mano a mano che la batteria sia carica la
tensione ai suoi capi aumenta e il generatore è costretto ad aumentare la tensione
ai suoi capi per mantenere la corrente al limite a cui è impostata. Una volta che
il generatore raggiunge la tensione impostata la corrente erogata inizia a calare. Si
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passa dunque ad una fase di carica a tensione costante. Un’operazione di carica
completa termina quando la corrente erogata dal generatore scende sotto una certa
soglia definita dall’operatore.
Durante una fase di scarica invece il generatore di tensione viene scollegato dal si-
stema, e l’estrazione della carica dalla batteria viene affidata ad un generatore di
corrente. Un’operazione di scarica dev’essere automaticamente terminata nel caso la
tensione di una delle celle scenda sotto una certa soglia minima definita dall’opera-
tore, questo per evitare una condizione di sotto-scarica dannosa per la cella.
In conformità a quanto detto sopra si è deciso, assumendo per la batteria una capa-
cità nominale di 10 Ah, di scaricarla a impulsi di corrente con ampiezza 5 A e della
durata di 6 min. Con una tale scelta ogni impulso estrarrà 0.5 Ah, equivalente al 5
% della capacità nominale fornita. In questo modo di avranno venti punti che de-
finiranno la caratteristica SoC-OCV, la quale poi verrà completata con un processo
di interpolazione in Matlab. Per garantire il rilassamento delle celle in analisi, dopo
ogni impulso di corrente viene effettuata una pausa di un’ora, in modo da avere la
ragionevole certezza, dopo tale periodo, di misurare la vera tensione a vuoto.
Per effettuare la scarica della batteria si utilizza un carico elettronico, pilotabile da
remoto. Lo strumento utilizzato che implementa tale funzionalità è l’LD300, capace
di dissipare potenze fino a 300 W, e pertanto pienamente in grado di sopportare il
test sopra descritto, dato che in tal caso la massima potenza da dissipare è di circa
210 W (42 V massimi della batteria per 5 A di corrente). Per quanto riguarda la
fase di carica invece si è utilizzato un QPX1200SP. Tale strumento è un alimentatore
in grado di fornire tensioni fino a 60 V e correnti fino a 50 A, con un massimo di
potenza effettiva dissipabile di 1000 W. Tale oggetto è più che sufficiente per poter
essere utilizzato in questo test. La misura delle tensioni e della corrente è invece af-
fidata rispettivamente ai moduli NI9215 e NI9227, entrambi prodotti dalla National
Instruments. Il modulo NI9215 dispone di quattro canali differenziali ed è in grado
di misurare tensioni nel range ±10 V. Essendo la batteria in utilizzo, composta da
dieci celle al litio, serviranno in totale tre di questi moduli per poter acquisire le
tensioni di tutte le celle in esame. Il convertitore analogico-digitale rappresenta la
grandezza acquisita su 16bit.
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Figura 4.4: LD300
Figura 4.5: QPX1200
L’NI9227, utilizzato per l’acquisizione della corrente, è un convertitore analogico-
digitale a 24 bit. Il modulo svolge il suo lavoro di sensore di corrente utilizzando
una resistenza di shunt finemente calibrata. Il modulo dispone di quattro ingressi,
ognuno in grado di tollerare fino a 5 Arms. Per non spingere il modulo fino all’estremo
delle sue capacità, si sono utilizzati tutti e quattro i canali a disposizione, in modo
da ridurre al minimo l’impatto della corrente su ogni singolo resistore di shunt.
I moduli di per sé svolgono soltanto la funzione di acquisizione e conversione. Data
la loro natura modulare, hanno tuttavia bisogno di un apposito supporto per poter
svolgere le loro funzioni. I moduli sono stati sviluppati appositamente per il Com-
pactDAQ. Tale strumento è una struttura di supporto universale per una miriade di
trasduttori sviluppati da National Instruments e viene utilizzata sia per fornire ai
singoli moduli l’alimentazione, sia per comunicare i dati acquisiti da questi ad una
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macchina per l’elaborazione e lo storage.
Figura 4.6: Esempio di un compactDAQ con vari moduli inseriti
Interfaccia utente
Per il controllo delle varie fasi del test, e per gestire l’acquisizione dei dati da parte
dei moduli National, è stata sviluppata un’interfaccia utente in Labview, linguaggio
di programmazione grafica prodotto dalla National Instruments. Per tale ambien-
te di sviluppo sono già disponibili apposite librerie che permettono il controllo del
compactDAQ in modo semplice e veloce. Sono fornite infatti varie funzioni per ini-
zializzare, configurare scambiare informazioni con i vari moduli collegati ad esso.
Gli altri due strumenti utilizzati nel test: il carico elettronico e l’alimentatore, sono
entrambi controllabili in remoto. Sfruttando tale proprietà è possibile pilotare anche
questi tramite l’interfaccia Labview ed avere così un completo controllo sul test. In
questo modo le varie fasi del test possono essere preparate in un primo momento,
per poi dare le indicazioni al software che provvederà a gestire il test in modo ap-
propriato, senza alcun intervento da parte dell’utente, se non un rapido controllo che
tutto proceda senza intoppi. Questo è particolarmente utile, dato che sulla base di
quanto affermato in precedenza, tenendo conto che sono stati decisi venti passi di
scarica con successivo rilassamento, per un totale di 66 min a passo, risulta evidente
che l’intero test si estende fin quasi su 24 ore.
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Per quanto concerne i passi del test, questi vanno descritti all’interno di un file te-
stuale seguendo una ben precisa formattazione. La formattazione prevede la specifica
di vari parametri importanti durante il test, come ad esempio la durata del passo
e le tensioni limite raggiungibili dalle celle. Tali tensione limite vengono introdotte
per far sì che vengano scongiurate delle condizioni di sovraccarica o sottoscarica,
particolarmente dannose per le celle. In caso una di queste condizioni si verifichi,
il software interrompe il passo attuale e procede col successivo. Le fasi specificabili
sono:
• Measure: In questa fase generatore e carico vengono disattivati e il sistema si
limita all’acquisizione delle grandezze elettriche delle celle, corrente compresa,
anche se ci si aspetta che sia nulla. Questa è la fase utilizzata durante il ri-
lassamento della cella, dove è comunque importante seguirne il transitorio per
poter in seguito effettuare una stima iniziale sui parametri delle celle. Se per
questa fase, nel file di configurazione viene specificato un tempo di esecuzione
illimitato, il software non uscirà più dallo stato di misura. Questo di solito è de-
siderabile alla fine del test, in modo da acquisire un transitorio di rilassamento
più lungo degli altri.
• Charge: In questa fase il carico elettronico è disattivo, mentre è attivo l’ali-
mentatore. Durante la fase di carica il software può terminare il passo in tre
differenti circostanze: se il tempo specificato per il passo è terminato, se una
cella raggiunge la tensione limite impostata per la sovraccarica, e infine se la
corrente erogata dall’alimentatore scende sotto una certa soglia. Quest’ultimo
caso può essere sfruttato se all’inizio del test, o in un qualsiasi altro momento,
si desidera assicurarci che la batteria sia completamente carica. È possibile in-
fatti ordinare al software di eseguire una fase di carica dalla durata temporale
illimitata. In una tale fase, caricando con una corrente elevata, è molto pro-
babile che la fase di carica termini prematuramente, a causa del fatto che con
una grande corrente aumenta la caduta di tensione sulle resistenze del modello;
caduta che viene misurata e che conta ai fini di determinare la condizione della
sovraccarica. Può essere utile dunque effettuare una carica a corrente più bas-
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sa, in modo da aumentare la carica totale trasferita alle celle. Tuttavia, dato
che ad un certo punto la corrente fornita alla batteria comincerà a diminuire
per motivi già illustrati, potrebbe volerci un tempo spropositato per raggiun-
gere la condizione di sovraccarica. Pertanto è stato introdotto questo ulteriore
criterio d’arresto.
• Discharge: Dualmente a quanto detto riguardo alla fase di carica, durante
una fase di scarica il carico è attivo, mentre l’alimentatore viene scollegato
dal sistema. Come per la fase di carica l’arresto del passo avviene in caso di
esaurimento del tempo o di raggiungimento della condizione critica, in questo
caso la sottoscarica. A differenza della fase di carica, in questo caso non c’è
alcun limite imposto sulla corrente, in quanto rimane sempre costante, pari a
quella imposta dal carico. Così come la fase di carica, la fase di scarica può
essere configurata per essere eseguita senza limiti di tempo, nel caso in cui si
desideri scaricare completamente la batteria durante il test, nel qual caso sarà
la condizione di prossimità alla sottoscarica a determinare l’interruzione del
passo.
Il software prevede anche la possibilità di definire dei cicli all’interno del file di de-
scrizione del test, in modo da semplificare la sua stesura.
Dato che l’acquisizione della corrente da parte del modulo NI9227 si considera accu-
rata, il software implementa anche un algoritmo di Coulomb Counting, in modo da
avere alla fine del test un’indicazione sulla carica totale trasferita alla batteria, utile
per stimarne la vera capacità.
Il software si occupa anche di salvare tutte le grandezze elettriche acquisite e deter-
minate in degli appositi file di log (uno per passo eseguito più uno globale). Tramite
tali file è possibile ricostruire l’andamento delle grandezze elettriche durante il test
ed effettuare delle analisi a posteriori per trarre conclusioni sulle proprietà delle celle
e il loro stato di salute.
In figura 4.7 è mostrata l’interfaccia grafica del software Labview per il pilotaggio
della strumentazione e l’acquisizione dei dati.
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Figura 4.7: Interfaccia utente per il controllo del test
Riepilogo del sistema di test
In figura 4.8 è mostrato lo schema a blocchi generico che rappresenta la struttura
di test. Il pilotaggio in remoto del carico dev’essere effettuato con segnali analo-
gici. Pertanto viene utilizzato un modulo intermedio, pilotabile tramite USB, per
generare tali segnali nel modo opportuno. Inoltre, una delle uscite di questo modulo
viene utilizzata per pilotare un relè, posizionato in serie alla batteria. Questo perché,
durante i primi test, è stato osservato che la strumentazione era responsabile di un
consumo statico di corrente. Questo consumo, nell’ordine delle decine di milliampe-
re, era sufficiente non solo a impedire il rilassamento delle celle, ma causava anche
una diminuzione dello stato di carica della batteria non trascurabile. Durante le fasi
di carica e scarica questo consumo non è di fastidio. Infatti tale errore sulla corrente
desiderata viene comunque misurato dal modulo ni 9227, pertanto alla fine è comun-
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Figura 4.8: Schema a blocchi del sistema di test
que nota la carica netta trasferita alla batteria. In fase di misura invece, come già
detto, questa piccola corrente è d’impedimento al raggiungimento di una condizione
di regime. Pertanto, quando necessario passare alla fase di misura, la batteria viene
scollegata dal resto del sistema tramite il relè, eliminando dunque il problema.
4.1.3 Risultati del test della batteria
In figura 4.9 è mostrato l’andamento della corrente fluita ai terminali della batteria
durante il test, secondo le modalità precedentemente illustrate. In figura 4.10 è
mostrato invece l’andamento delle tensioni di ogni singola cella durante il suddetto
test.
Prime considerazioni
Da una prima analisi visiva sull’andamento delle tensioni delle celle si possono trarre
alcune conclusioni.
In figura 4.10 si più osservare come la tensione di una delle celle, più precisamente
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Figura 4.9: Andamento della corrente durante il test
Figura 4.10: Andamento delle tensioni durante il test
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la cella numero due, tenda a scendere più rapidamente rispetto alle altre durante la
fase di scarica. A questo va aggiunto che il valore iniziale della tensione di tale cella è
equivalente a quello delle altre nove, il che indica che la condizione iniziale sullo stato
di carica è circa la stessa. Da tale ispezione visiva si può trarre una prima conclusio-
ne: una delle celle ha subito un significativo degrado rispetto alle altre. Questo può
essere dovuto al fatto che la batteria, oltre ad avere qualche anno, è stata in passato
oggetto di test in cui ha subito delle scariche profonde. Probabilmente durante tali
test la cella è partita con una carica residua al suo interno inferiore a quella delle
altre celle. Questo potrebbe essere dovuto a più fattori. Una prima ipotesi potrebbe
essere quella che la cella pur avendo la stessa capacità delle altre, si sia trovata con
uno stato di carica iniziale inferiore alle altre. Un’altra possibilità è che tale cella, sia
dal principio, per difetti di produzione, si sia trovata effettivamente con una capaci-
tà inferiore a quella delle altre. Se tale ipotesi è corretta, dato che la batteria non
possiede un BMS integrato, la cella potrebbe essersi trovata molteplici volte in una
condizione di sottoscarica. Se questo fosse vero, dato che di test in test la capacità
della cella risultava sempre più ridotta, questa si è trovata ogni volta in una condi-
zione di sottoscarica sempre più profonda, situazione estremamente deleteria per la
cella. Detto questo risulta evidente quanto, per massimizzare il periodo di vita utile
di una batteria, sia estremamente importante BMS che ne monitori lo stato durante
il funzionamento e protegga la batteria da situazioni critiche.
A conferma dell’ipotesi che una delle celle abbia effettivamente una minore capacità
rispetto alle altre, in figura 4.11 è mostrato l’andamento delle tensioni delle celle
comprendendo una fase di carica seguita al test. Dall’immagine si può notare come
anche la tensione finale della cella in questione tenda a quella delle altre, raggiun-
gendole e assestandosi al loro valore prima della fine del test. È dunque ragionevole
pensare che alla fine della fase di carica, il SoC della cella ipoteticamente danneggiata
si adegui a quello delle altre. A parità di carica estratta o iniettata con le altre celle,
la cella incriminata, a differenza delle altre, esplora l’intera dinamica della caratte-
ristica SoC-OCV (si rimanda alla figura 2.1 nel paragrafo 2.1.3). Dati tutti questi
elementi a favore dell’ipotesi che la cella si sia fortemente degradata è ragionevole
supporre che tale ipotesi sia corretta.
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Figura 4.11: Andamento delle tensioni durante il test, compresa una successiva carica
impulsata
In figura 4.12 è invece mostrato il valore della carica estratta nel tempo dalla batte-
ria durante il test. Il valore è calcolato tramite l’algoritmo del Coulomb Counting a
partire dalla corrente misurata attraverso il modulo ni 9227, considerato affidabile.
Dal grafico è possibile osservare la carica totale estratta dalla batteria, e pertanto
ricavare quella che è la sua capacità totale. Da notare che la scarica è stata interrotta
dal BMS a causa del fatto che una delle celle si è trovata prossima alla condizione
di sottoscarica; le altre celle, tuttavia, erano ancora della carica residua estraibile
prima di trovarsi nella stessa condizione. Una cella degradata va dunque a influire
negativamente sul funzionamento dell’intera batteria oltre quello che verrebbe da
pensare in un primo momento. La cella rovinata va dunque a ridurre, seppur solo
virtualmente, la capacità delle altre celle.
Estrazione dei parametri
A questo punto si hanno delle prime informazioni utili, ma non sufficienti per rendere
il sistema pienamente operativo. Per poter funzionare correttamente infatti, il siste-
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Figura 4.12: Carica netta estratta nel tempo dalla batteria, espressa in Ah
ma necessita di conoscere la capacità reale di ogni singola cella, informazione non
estraibile dai primi risultati ottenuti e sopra illustrati, in quanto la carica estratta è
stata limitata dalla cella degradata. Oltre a questo, è necessario conoscere il valore
dei parametri del modello della cella per poter inizializzare il modulo hardware per
la stima dello stato di carica. Infine, non meno importante, è necessaria anche la
conoscenza della caratteristica SoC-OCV delle celle che compongono la batteria.
Per estrarre queste informazioni è necessaria una post elaborazione delle grandezze
elettriche in gioco durante il test.
Dato che una delle celle ha dimostrato di essere un fattore vincolante durante lo
svolgimento del test, e che tale cella è l’unica che durante il test ha esplorato l’intera
dinamica dello stato di carica, la post elaborazione è stata effettuata con le gran-
dezze elettriche associate a tale cella. È ragionevole assumere che la caratteristica
SoC-OCV sia la stessa per tutte le celle, pertanto, una volta ricavata questa per la
cella in analisi, dalle informazioni ottenute si potrà risalire alle capacità reali delle
altre.
L’estrazione dei parametri del modello della cella viene affidata ad uno script Ma-
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tlab, in questa sede chiamato ottimizzatore. Tale script analizza gli andamenti di
corrente e tensione acquisiti durante il test. In tale analisi cerca di stimare, operando
su più passi in maniera ricorsiva, quelli che sono i parametri del modello che meglio
descrivono gli andamenti osservati.
Nelle immagini che seguono vengono illustrati quelli che sono risultati di quest’ultimo
passo di caratterizzazione.
In figura 4.13 è mostrato l’andamento della tensione della cella in analisi durante
il test. Oltre a questa sono mostrate le tensioni calcolate dall’ottimizzatore con i
parametri stimati ad ogni iterazione. Nella legenda del grafico è illustrato anche
l’errore assoluto massimo ottenuto per il relativo profilo di tensione. La figura 4.14
è semplicemente un ingrandimento della 4.13 per illustrare meglio l’operato dell’ot-
timizzatore. In figura 4.15 è mostrato invece l’errore assoluto commesso, relativo
Figura 4.13: Tensione reale e tensioni ottenute con i parametri stimati dal modello
agli andamenti di tensione della 4.13, mentre in figura 4.14 ne è mostrato un in-
grandimento. In figura 4.17 è mostrato l’andamento ricavato per la caratteristica
SoC-OCV. Assumendo che la caratteristica mostrata in figura 4.17 sia la stessa per
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Figura 4.14: Ingrandimento della figura 4.13
Figura 4.15: Errore del modello
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Figura 4.16: Ingrandimento della figura 4.15
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Figura 4.17: Caratteristica SoC-OCV estratta
tutte le celle del pacco batteria è possibile effettuare una stima sulla capacità rea-
le delle celle non analizzate tramite l’ottimizzatore. Infatti, per ogni cella, è nota
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la tensione a vuoto ad inizio test e quella di fine test, misurate dopo un periodo
di tempo sufficientemente lungo per consentire il rilassamento. Dalla caratteristica
SoC-OCV estratta è possibile ricavare dunque lo stato di carica iniziale e finale. Per-
tanto, nota la carica totale estratta dalla cella e la variazione dello stato di carica da
tale estrazione comportato è possibile risalire alla capacità della cella. È nota infatti
la relazione che lega stato di carica e carica estratta, esprimibile come:
SOCf = SOCi − Qe
Ci
(4.1)
Dove SOCi e SOCf rappresentano rispettivamente gli stati di carica di inizio e fi-
ne test. Qe è la carica totale estratta dalla batteria, equivalente all’integrale della
corrente nel tempo. Infine Ci rappresenta la capacità reale dell’i-esima cella. L’equa-
zione 4.1 riportata altro non è che la formula utilizzata nell’algoritmo del Coulomb
Counting, dove l’integrale della corrente è stato semplicemente sostituito con la cari-
ca estratta. Dato che dalla relazione SoC-OCV ricavata è possibile risalire, partendo
dalle tensioni a vuoto, ai valori di SOCf e SOCi di ogni cella in analisi, e che Qe è
nota (figura 4.12) l’unica incognita rimasta è la capacità della cella Ci. Invertendo
la relazione 4.1 è possibile dunque ricavare la capacità della cella i-esima come:
Ci =
Qe
SOCi − SOCf (4.2)
Utilizzando tale relazione, per ogni cella diversa da quella danneggiata, per alcune
celle si è ottenuto un valore della capacità reale di poco superiore ai 10 Ah. Il fatto
che si sia ottenuta una capacità superiore a quella dichiarata potrebbe dipendere
dal fatto di aver sfruttato una dinamica superiore a quella prevista dal costruttore,
spingendosi più in prossimità dei limiti di sovraccarica o sottoscarica previsti.
Nelle restanti figure sono illustrati invece i risultati dell’ultimo passo dell’ottimizza-
tore per quanto concerne gli ultimi parametri necessari. Nelle figure 4.18, 4.19 e
4.20 sono riportati gli andamenti della resistenza intrinseca R0 e dei parametri della
coppia RsCS in funzione dello stato di carica della cella. Tali parametri sono riferiti
alla cella degradata ed è ragionevole pensare che non siano esattamente gli stessi delle
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Figura 4.18: Andamento della R0
Figura 4.19: Andamento della Rs
altre celle sane. Tuttavia c’è da tener conto che il modulo hardware per la stima dello
stato di carica effettua una ricalibrazione in tempo reale dei parametri del modello.
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Figura 4.20: Andamento della Cs
Pertanto, nonostante tali parametri non modellino la cella in modo esatto, possono
comunque essere utilizzati come un buon punto di partenza per l’inizializzazione del
modello utilizzato dal suddetto modulo.
Osservando le figure 4.18, 4.19 e 4.20 si può osservare come i parametri siano pres-
soché costanti nel tratto a bassa pendenza della caratteristica SoC-OCV, che com-
prende quasi per intero l’intera dinamica dello stato di carica. In tale tratto tutti i
parametri assumono un valore ragionevole e allineato con quelli che sono i parametri
tipici delle celle delle batterie al litio. Il valore dei parametri in tale tratto è stato
dunque inserito all’interno del file di configurazione utilizzato dall’applicazione per
inizializzare il modulo hardware dedicato alla stima dello stato di carica.
C’è da notare come, in prossimità degli estremi dello stato di carica, laddove ci si
avvicina alle condizioni di sovraccarica e sottoscarica, gli andamenti dei parametri
illustrati tendono a distaccarsi da quelli più uniformi nel tratto centrale della caratte-
ristica. Questo, oltre che essere dovuto al comportamento fisico della cella, potrebbe
dipendere parzialmente anche ad un errore numerico introdotto dall’ottimizzatore.
Si può osservare infatti in figura 4.15 che ai suddetti estremi dello stato di carica
84
sono associati degli errori assoluti sulla stima della tensione del modello notevol-
mente superiori rispetto al resto del test. Questo probabilmente è dovuto ad una
variazione del comportamento della cella mano a mano che si avvicina ad una zona
di funzionamento estrema.
4.1.4 Taratura del sensore di corrente
Per la taratura del sensore di corrente è stato effettuato un apposito test, anch’esso
controllato dall’interfaccia Labview mostrata poc’anzi.
Il test è stato effettuato aggiungendo allo schema mostrato in figura 4.8 la piat-
taforma di sviluppo e il demo circuit contenente il convertitore analogico-digitale.
L’uscita in tensione del sensore di corrente è stata collegata ad uno dei canali ausi-
liari dell’ADC, così come la tensione di alimentazione del sensore stesso, importante
da conoscere dato il suo comportamento raziometrico. Di fatto è stata effettuata
una duplice acquisizione: l’interfaccia utente in Labview ha effettuato il pilotaggio
del test e l’acquisizione dell’effettiva corrente in transito ai terminali della batteria,
mentre i dati d’interesse acquisiti dalla piattaforma di sviluppo sono la tensione in
uscita dal sensore e quella di alimentazione.
Il test è stato svolto inviando alla batteria degli impulsi di corrente spazianti fra ±4
A, con passi da 0.5 A. In figura 4.21 è mostrato l’andamento seguito dalla corrente
durante il test, così come è stato acquisito dal modulo ni 9227.
Come affermato precedentemente, trattando del sensore di corrente ACS711, l’e-
quazione di conversione che lega tensione d’uscita e corrente d’ingresso è la 3.2,
riproposta in seguito per semplicità:
Iin =
Vout − Vcc2
S
(4.3)
Essendo molto probabilmente presenti errori di offset e di guadagno, la reale equa-
zione di conversione con le opportune correzioni può essere espressa come:
Iin =
Vout − Vcc2
αGS
+ Ioff (4.4)
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Figura 4.21: Andamento della corrente durante il test
Dove αG rappresenta un fattore correttivo sul guadagno dichiarato del sensore di
corrente.
A questo punto, a partire dai dati acquisiti sperimentalmente, nell’equazione 4.4 ri-
mangono incogniti solo i fattori correttivi. Assumendo che l’errore di offset e quello
di guadagno siano indipendenti, il primo può essere determinato ponendosi in uno
dei punti in cui la corrente misurata deve risultare nulla, rivelando immediatamente
il valore Ioff . Ricavare il valore del fattore di correzione dell’errore di guadagno
diviene immediato.
C’è da notare come durante il test, nella la fase di carica (seconda metà), in corri-
spondenza del picco massimo, si sia verificato un taglio della corrente erogata verso
la batteria. Questo perché la corrente in questione è stata sufficientemente alta da
far salire la tensione dell’intera batteria al punto in cui la carica è passata da corrente
costante a tensione costante.
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4.2 Setup del test su strada
Il sistema da collaudare, dev’essere installato a bordo della bicicletta elettrica in
utilizzo, possibilmente in prossimità della batteria da monitorare. Oltre a questo,
dev’essere possibile anche effettuare un’analisi parallela dei dati, da poter ritenere
affidabile, in modo da poter trarre delle conclusioni utili sull’effettiva accuratezza del
sistema sviluppato.
4.2.1 Il sistema di test
Il sistema di test prevede un’acquisizione ed elaborazione dei dati parallela, una da
parte del sistema progettato, che necessita di essere sottoposto al test, e una da parte
di un sistema che si possa ritenere accurato. Una volta ottenuti i risultati delle due
elaborazioni, è possibile confrontare i dati ricavati dal sistema sotto test con quelli
di riferimento, così da trarre delle conclusioni sull’effettiva funzionalità del sistema.
Lo schema generico del sistema di test è riportato in figura 4.22. Tale sistema
Figura 4.22: Schema generalizzato del sistema di test
dev’essere implementabile in uno spazio ristretto. Entrambi i sistemi d’acquisizione
ed elaborazione devono infatti essere installabili in qualche modo a bordo di una
bicicletta.
Il sistema da collaudare, come già esposto in precedenza, è composto dalla scheda di
sviluppo Arrow SoCkit e dal demo circuit DC1894B. Il sensore di corrente ACS711 è
installato all’interno dell’involucro protettivo della batteria, pertanto non introduce
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alcuna occupazione di spazio ulteriore.
Per quanto riguarda invece il sistema di acquisizione da utilizzare come riferimen-
to, è stato deciso di implementare una versione ridotta del sistema di testing della
batteria illustrato nel paragrafo 4.1.2. Non sono chiaramente utilizzati né il carico
elettronico né l’alimentatore, i quali non sarebbero neanche installabili a bordo del
veicolo. La struttura di supporto dei moduli National utilizzati per l’acquisizione
di tensioni e correnti tuttavia è poco ingombrante, pertanto tali moduli dall’elevata
accuratezza sono impiegabili all’interno del sistema di testing mobile. Per quanto ri-
guarda l’interfaccia di controllo per la comunicazione con i suddetti moduli ne è stata
sviluppata una versione ridotta di quella già utilizzata, restringendo le funzionalità
alla sola acquisizione dati e salvataggio di essi. L’interfaccia Labview realizzata ri-
chiede un modesto impiego di risorse di calcolo. Data questa considerazione, è stato
deciso di mandare in esecuzione tale interfaccia su di un surface con in esecuzione un
sistema operativo Windows. In questo modo, essendo la risorsa di calcolo necessaria
poco ingombrante, è possibile inserirla all’interno di una borsa o in un altro tipo di
contenitore, in modo che non sia d’impedimento durante il test.
Lo schema del sistema così pensato è rappresentato in figura 4.23. Nel sistema illu-
strato in figura 4.23 il sensore di corrente ACS711 è mostrato separatamente rispetto
alla batteria, in realtà, come già affermato, questo è installato internamente al telaio
della suddetta batteria.
Per l’acquisizione delle tensioni delle singole celle il telaio della batteria è stato per-
forato e vi è stato inserito un connettore a 25 poli. Collegandosi a tale connettore, i
cavi introducono un significativo ingombro e a causa di questi non è possibile collo-
care la batteria nel suo apposito alloggio.
Tutti gli strumenti di acquisizione utilizzati (scheda di sviluppo, demo circuit e strut-
tura di supporto National) sono provvisti di fori passanti, previsti per poter fissare
gli oggetti a un piano. Questo torna particolarmente utile durante l’implementazione
di questo sistema di test.
Come supporto per il sistema è stato utilizzato un pannello di plastica sottile, sul
quale sono stati praticati dei fori da utilizzare per fissarvi sopra la strumentazione.
Su tale pannello è stata anche adagiata la batteria, alla quale sono stati imposti dei
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Figura 4.23: Schema più dettagliato del sistema di test
vincoli attraverso una struttura ad hoc per impedirne il movimento.
Il tutto è stato fissato sul portapacchi della bicicletta, sopra l’alloggio dedicato alla
batteria. Per il fissaggio sono stati praticati dei fori sul supporto, successivamente
con delle fascette si è legato questo al telaio della bicicletta.
Alimentazione dei componenti
Per quanto concerne l’alimentazione degli elementi che compongono il sistema sono
state necessari alcuni accorgimenti per poter permettere lo sviluppo di questo siste-
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ma.
Il demo circuit contenente il convertitore analogico-digitale non ha necessità di essere
alimentato separatamente, la sua alimentazione infatti è fornita dalle celle a cui è
collegato per effettuarvi le misure.
L’alimentatore fornito con la scheda di sviluppo ha un’uscita a 12 V. È stato inoltre
stimato che il consumo approssimativo della scheda durante il suo funzionamento
si aggira sulle centinaia di milliampere. Sulla base di queste considerazioni è stato
utilizzato un convertitore DC-DC adatto allo scopo. L’ingresso di tale convertitore
è collegato alla batteria della bicicletta, pertanto questa, oltre che a dover fornire
l’energia al sistema di assistenza alla pedalata, dovrà anche alimentare la scheda di
sviluppo. È ragionevole comunque pensare che il consumo della scheda sia netta-
mente inferiore a quello necessario per far muovere il mezzo.
Il sensore di corrente necessita invece di una tensione di alimentazione nel range che
varia da 3 a 5 V. Dato che non si aveva a disposizione un convertitore DC-DC accon-
cio allo scopo, è stata seguita una via alternativa. Il connettore dell’interfaccia SPI
presente sul demo circuit possiede un terminale di alimentazione a 3.3 V. È stato
dunque utilizzato questo nodo per prelevare la tensione di alimentazione per il senso-
re di corrente. Essendo il sensore di corrente impiegato di tipo raziometrico, questo
terminale è stato anche collegato a uno dei canali ausiliari disponibili al convertitore
analogico digitale, dato che il suo reale valore è di grande importanza per ricavare la
corrente che transita nel sensore.
La struttura di supporto dei moduli National richiede invece una potenza significati-
va. Il supporto accetta tensioni in ingresso nel range 15-75 V. Data l’ampiezza della
dinamica in ingresso accettata, non risulta troppo complesso risolvere il problema
della sua alimentazione. Per non caricare ulteriormente la batteria della bicicletta è
stato deciso di utilizzare un accumulatore di carica separato. Per tale scopo è stata
impiegata una batteria al litio a sei celle, la cui tensione nominale è pari a 21.6 V.
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Il sistema di test realizzato
Nelle figure 4.24, 4.25 e 4.26 sono mostrati rispettivamente la bicletta nel suo insieme,
il sistema di test nel dettaglio, e il sistema da testare in funzione. Nelle figure 4.24 e
Figura 4.24: La bicletta e il sistema di testing
4.25 non compare la batteria aggiuntiva utilizzata per alimentare i moduli National,
etichettati come NI cDAQ-9178 in figura 4.25. Tale batteria viene alloggiata sopra
quella in analisi, e fissata con delle fascette sfruttando i fori presenti sulle placche
metalliche utilizzate per il fissaggio della batteria primaria.
Esecuzione del test su strada
Per effettuare il collaudo è stato deciso di operare un test su strada relativamente
completo. Questo perché è necessario effettuare un percorso che comprenda una
discreta varietà di tratti stradali particolari, in modo da poter osservare il compor-
tamento della batteria in situazioni non banali.
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Figura 4.25: Supporto in plastica e la strumentazione per effettuare il test
Figura 4.26: Interfaccia di comunicazione verso l’utente
Il percorso è stato dunque scelto in modo che questo comprendesse anche delle sali-
te, in modo da poter osservare l’andamento della corrente erogata dalla batteria in
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quella che si suppone essere la condizione di massimo sforzo.
Il sistema di trazione elettrica inoltre non è completamente controllabile dal pilota.
La batteria fornisce energia soltanto quando il conducente sta attivamente pedalan-
do, dato che il sistema è progettato come PAS (Pedal Assist System). Durante il
test può essere interessante raccogliere informazioni sul comportamento della batte-
ria una volta che la velocità ha raggiunto un valore di regime. Questo perché durante
il suo funzionamento ci si aspetta dei picchi nell’erogazione di corrente in presenza di
accelerazioni, seguito da una graduale diminuzione per il mantenimento della veloci-
tà costante. Per poter osservare tale comportamento è stato scelto un percorso che
comprendesse anche un tratto rettilineo sufficientemente lungo, dato che altrimenti,
in ambiente urbano, frenate e partenze sono uno scenario molto comune.
Il giro di prova deve durare un tempo sufficiente a scaricare in modo significativo la
batteria. Il test previsto comprende tre separate guide su strada, ognuna separata da
una pausa di venti minuti. È possibile in questo modo osservare il comportamento
del sistema durante il rilassamento della batteria.
4.3 Risultati dei test
Grandezze acquisite
Nelle figure 4.27 e 4.28 sono mostrati rispettivamente gli andamenti di corrente e
tensione di una cella durante le tre guide su strada, comprese le pause.
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Figura 4.27: Andamento della corrente durante il test su strada
Figura 4.28: Andamento della tensione di una della celle durante il test su strada
In figura 4.29 è invece mostrato l’andamento della velocità e la potenza erogata
dalla batteria durante le suddette prove. Tale potenza è ricavata semplicemente come
il prodotto fra la corrente acquisita e la tensione totale ai capi della batteria.
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Figura 4.29: Andamento della potenza e velocità durante il test
Grandezze stimate
In figura 4.30 è mostrato l’andamento dello stato di carica di riferimento. Tale riferi-
mento è calcolato partendo dalla corrente acquisita dal modulo National, considerato
affidabile, applicandovi l’algoritmo del Coulomb Counting. In figura 4.31 è invece
mostrato l’andamento dello stato di carica relativo alla cella danneggiata. In tale
grafico vengono illustrati e messi a confronto tre diversi andamenti dello stato di
carica, ottenuti con tre tecniche separate. Il primo è quello di riferimento, anche
illustrato in figura 4.30. Il secondo è quello calcolato dal sistema in analisi, la cui
affidabilità dev’essere valutata, tale andamento è indicato come AMA (Adaptative
Mixed Algorithm). Il terzo e ultimo andamento è quello ottenuto tramite la tecnica
del Coulomb Counting applicata sulla corrente misurata dal convertitore analogico-
digitale LTC6804; questo per osservare quanto la retroazione negativa all’interno del
modulo hardware per la stima dello stato di carica riesca a compensare gli errori in
tempo reale.
Dalla figura 4.31 si può osservare come il sistema implementato approssimi in modo
migliore lo stato di carica reale rispetto alla sola applicazione dell’algoritmo del Cou-
lomb Counting. Nella tabella 4.2 sono illustrati l’errore assoluto e l’errore quadratico
medio massimi per ogni cella, calcolati per il sistema in analisi e per il solo Coulomb
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Figura 4.31: Andamento dello stato di carica della cella degradata
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Counting rispetto allo stato di carica di riferimento.
AMA
max(%)
AMA
rms(%)
CC
max(%)
CC
rms(%)
cell 1 2.4 1.2 2.7 1.5
cell 2 2.3 1.7 9.3 5.9
cell 3 3.2 1.7 2.8 1.6
cell 4 2.2 1.1 3.1 1.8
cell 5 3.2 1.5 2.4 1.3
cell 6 3.4 1.7 3.1 1.8
cell 7 3.1 1.6 3.4 2.0
cell 8 2.6 1.3 2.5 1.4
cell 9 2.7 1.3 2.1 1.1
cell 10 2.5 1.2 3.2 1.9
Tabella 4.2: Errori della stima dello stato di carica a confronto
La tabella soprastante formalizza in cifre quelli che sono i dati raccolti, parzialmente
mostrati nelle figure 4.30 e 4.31. Il risultato è piuttosto soddisfacente, l’errore qua-
dratico medio risulta sempre inferiore al 2 %. Con l’applicazione del solo Coulomb
Counting l’errore quadratico medio è generalmente di poco superiore; tuttavia c’è
da notare come sulla cella danneggiata l’utilizzo di un algoritmo troppo semplice
introduca degli errori molto significativi.
Infine, in figura 4.32 è illustrato l’andamento dei parametri stimati dal modulo hard-
ware, utilizzati con il modello della cella per il calcolo della tensione vuoto. I pa-
rametri illustrati sono la R0 e il τ1. Il parametro R0 è perfettamente allineato con
quello stimato durante la caratterizzazione della batteria (figura 4.18): entrambi i
valori si assestano intorno alla ventina di milliohm.
Per quanto riguarda la costante di tempo τ1 invece il valore stimato si distacca da
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Figura 4.32: Andamento dei parametri stimati dal modulo
quello stimabile a partire dai dati ricavati dall’ottimizzatore durante la caratterizza-
zione della batteria; l’ordine di grandezza è comunque mantenuto.
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Conclusioni
In questo elaborato è stato mostrato lo sviluppo di un sistema elettronico atto a sti-
mare lo stato di carica delle celle di una batteria al litio. Per tale stima è stato deciso
di utilizzare un modulo hardware dedicato, questo perché il sistema è stato pensato
rivolgendo gran parte dell’attenzione alle performance. Lo sviluppo del modulo su
FPGA ha permesso un elevato grado di programmazione, così da poter sviluppare un
algoritmo ottimizzato per quelle che sono le risorse a disposizione. In questo modo
è stato possibile implementare un algoritmo relativamente esoso in termini di risorse
di calcolo richieste, senza però intaccare le performance generali del sistema. Lo
sviluppo del modulo hardware tramite il tool DSP Builder ha semplificato sviluppo,
riducendone anche i tempi.
Come piattaforma di sviluppo è stata utilizzata una Arrow SoCkit, la quale presenta
a bordo, fra le altre cose, l’FPGA Cyclone V e un processore Cortex A9, quest’ultimo
incaricato della gestione dell’intero sistema. Le varie periferiche sono invece gestite
tramite un sistema operativo Linux, il cui kernel è stato ricompilato in modo da
includere la patch per introdurre la preemption e gestire tempestivamente i processi
con priorità real-time.
Il test di validazione è stato effettuato su strada, in questo modo è stato possibile
ottenere dei dati coerenti con quello che è un andamento verosimile delle grandezze
elettriche durante l’utilizzo in ambiente urbano.
I risultati ottenuti sono soddisfacenti in termini di accuratezza, specie se confrontati
con quelli di sistemi più semplici. Il modulo hardware, per stimare lo stato di carica,
impiega un tempo nell’ordine dei pochi microsecondi; questo ne rende immaginabile
l’utilizzo impiegando una multiplazione a suddivisione di tempo per la stima dello
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stato di carica di molteplici batterie in parallelo; quali potrebbero essere quelle di
un veicolo ben più massiccio di una bicicletta, quale un’auto elettrica. Se le risorse
dell’FPGA sono state ben sfruttate per raggiungere il grado di parallelizzazione e
le performance ottenute, lo stesso non si può dire per il processore, il quale risulta
notevolmente sovradimensionato, rimanendo in idle per più del 99 % del tempo. È
possibile dunque immaginare dei miglioramenti al sistema sotto forma di modifiche
al firmware, affidandogli qualche funzione più complessa; in alternativa può essere
utilizzato un processore dalle più modeste capacità di elaborazione, ma anche di
minor costo.
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