Abstract -We analyze the three-stage symmetrized locally 1D finite-difference scheme for solving an initial-boundary value problem for the 2D heat equation. Error bounds of orders O τ + |h| 2 and O τ 2 + |h| 2 and related ones are proved for nonsmooth data. The sharpness in order of these in a strong sense is confirmed by deriving the corresponding lower error bounds. The error bounds are, in the main, worse than the known optimal error bounds that are valid, for example, for the symmetric scheme. The above confirms the general conclusion that symmetrized locally 1D methods cannot serve as optimal methods for solving parabolic problems.
Introduction
Locally 1D (one-dimensional) finite-difference methods are unconditionally stable methods for solving time-dependent spatially multidimensional problems by chains of spatially 1D finite-difference problems; symmetrized versions of locally 1D methods were designed for parabolic problems to ensure the higher order accuracy O(τ 2 + |h| 2 ) (see [2, 4, 5] ). In addition to the unconditional stability, another attractive property of locally 1D methods is that one can easily implement them expending the number of arithmetic operations proportional to the number of unknowns.
But to see whether these methods are optimal or not in some classes of data, one also has to establish corresponding sharp error bounds. This is a well-known complicated problem. For the heat equation in a rectangular parallelepiped, the sharp error estimates for locally 1D methods and related more recent vector splitting methods were obtained first (among others) in [14] and then in the series of our papers [6] [7] [8] [9] [10] [11] [12] [13] . In particular, in [9] the sharp error bounds in L 2 (Q) of orders O(τ + |h| 2 ) and O(τ 2 + |h| 2 ) were proved for the most standard symmetrized locally 1D methods; their sharpness in order was confirmed by the corresponding lower error bounds. The established bounds impose additional smoothness requirements on the data, and they are worse than the known optimal ones that are valid, for example, for the symmetric (Crank -Nikolson) finite-difference scheme (see [17] ). This leads to the important conclusion that the symmetrized locally 1D methods cannot serve as optimal methods for solving parabolic problems. There are also other symmetrized locally 1D methods with a slightly reduced number of 1D stages (see [1] and [2; Section 48]). Some hope existed that such simpler methods could be optimal at least for the 2D case. The corresponding analysis is the subject of this paper (which is a slightly abridged English version of [8] published in Russian only). Unfortunately, once again the established sharp error bounds are, in the main, worse than the optimal ones. Although there are some exclusions concerning the bound of order O(τ + |h| 2 ), this seems to be not so valuable for the methods designed to ensure the higher order accuracy.
The paper is organized as follows. In Section 2 we introduce the main notation, write down the symmetrized three-stage locally 1D finite-difference scheme, and state two main theorems. In Theorem 2.1, we present the error bounds for the scheme in terms of the conditions imposed on non-smooth data. In Theorem 2.2, we give the corresponding strengthened lower error bounds. Discussions of the optimality and sharpness in order of the error bounds are also included.
The proof of Theorem 2.1 is given in Section 3. Preliminarily some related mesh operators are introduced and the required operator inequalities are presented and proved. The technique applied for error estimation is not quite standard and involves bounds for the differences between the solutions to distinct finite-difference schemes (for the same initialboundary value problem). The proof of Theorem 2.2 is given in Section 4. It is based on explicit representations of the solutions of the analyzed and related schemes.
Statement of the main results

The initial-boundary value problem and the symmetrized three-stage locally 1D finite-difference scheme
We consider the initial-boundary value problem for the 2D heat equation with the zero Dirichlet boundary condition
2)
2 u is the Laplace operator with D k u = ∂u/∂x k , k = 1, 2, ∂Ω is the boundary of the rectangle Ω and x = (x 1 , x 2 ). We set a 0 := 1 without loss of generality.
We define the uniform rectangular mesh in Ω and the uniform mesh on [0, T ]
Hereafter the abbreviation of the form m = 0, M means that m takes integer values 0, . . . , M. We set h :
Let S h be the space of functions defined on the mesh ω h and extended by zero to ω h , and S h,τ be the space of functions defined on the mesh ω h × ω τ and extended by zero to ω h × ω τ . Let, for k = 1, 2, ∂ k ϕ and ∂ k ϕ be the forward and backward difference quotients with respect to x k and let ∂ t η and ∂ t η be similar quotients with respect to t; let also η m := η| t=tm for m = 0, M. We define the operators Λ k acting in S h such that Λ k ϕ := −∂ k ∂ k ϕ on the mesh ω h , set Λ d := Λ 1 + Λ 2 and denote by I the identity operator acting in S h . For the function η ∈ S h,τ , we denote by η its polylinear extension on Q, that is, the extension that is linear with respect to x k on each segment For the functions w ∈ L 1 (Ω) and f ∈ L 1 (Q), we define the averages
here x ij ∈ ω h and m = 1, M. In this paper, we study the following symmetrized three-stage locally 1D finite-difference scheme for the heat equation (2.1) taking into account the boundary condition (2.2), see [1] and [2; Section 48]
Hereafter y ∈ S h,τ is the approximate solution, y (l) ∈ S h,τ (l = 1, 2, 3) are auxiliary functions and m = 1, M. We choose the following free terms in equations (2.5):
where α is a parameter independent of the mesh steps h and τ ; then clearly
m . We approximate the initial condition (2.3) in the following form involving a splitting operator (in the spirit of [16, 17] )
Both the choice (2.6) of the free terms and the appearance of the summand −(τ/2)(∆u 0 ) h in the approximate initial condition (2.7) are due to the fact that we aim to ensure, for the finite-difference scheme (2.5) -(2.7), the error order O(τ 2 + h 2 ) at least for the solutions u being smooth enough.
Statement of error bounds
In our study, we need some function spaces. We first define the subspaces
(Ω), = 1, 3, equipped with the norms
. We also define the space
. We permanently use two norms of the pair of the data {f, u 0 } in the initial-boundary value problem (2.1) -(2.3):
. Here e 1 = (1, 0) and e 2 = (0, 1). Let
be a symmetric difference of the second order with respect to the variable x k and the step γ > 0. Let o k w be the extension of w with respect to x k from (0, X k ) onto (−X k , 2X k ) that be odd with respect to the endpoints x k = 0, X k . We set
It is well known (in particular, see [17] ) that the last spaces are closely related to the Nikolskii function spaces [3] .
Finally we introduce a less standard anisotropic function space
Now we are in a position to state the error bounds for the locally 1D finite-difference scheme (2.5) -(2.7).
2. In the case that α = 1/2, the following strengthened error bounds hold:
for k = 1, 2 (notice that in the similar bound (2.10) for λ = 1 only k = 1 is allowed ).
].
(2.13) also holds. This supplements bound (2.9) in the case that α = 1/2 and demonstrates the conditions on f ensuring the validity of the error bound of order O(τ + |h| 2 ).
Hereafter c and c i are positive constants that can depend on the parameter α only. It will be recalled that the right-hand side of the approximate initial condition (2.7) is well defined not only for
as well (after the standard extension of the definition (2.4) to w ∈ H −1 (Ω)). The error bounds (2.9) -(2.13) are proved in Section 3. We now comment on the optimality of these bounds. To this end, we recall the symmetric (Crank -Nicolson) finite-difference scheme
14)
where m = 1, M. For this scheme, the following error bounds are known:
These were proved to be optimal in order for both θ = 0 and θ = 1 in the corresponding classes of f (and for u 0 = 0) [17] . Among the above error bounds for the locally 1D finite-difference scheme (2.5) -(2.7) only bound (2.11) in the particular case of α = 1/2 coincides with the error bound (2.16) for θ = 0 and thus this is optimal in order too. But this bound has the order O (τ + |h| 2 ) whereas the scheme was designed to ensure the higher order O (τ 2 + |h| 2 ). Thus, the particular choice of
m and f (2) ,m = 0 guarantees some advantages, but they are not so important.
Bound (2.9) becomes a bound of the type of (2.16) only under the strong condition on the mesh steps τ K|h|h 1 which is slightly weaker but similar to the stability condition for the explicit finite-difference scheme. Hereafter K, K i and K (i) are positive constants independent of h and τ . Bounds (2.10) for λ ∈ (0, 1], (2.12) and (2.13) clearly impose additional requirements on the smoothness of f compared to bounds (2.16), and thus they are not optimal.
On the other hand, notice that in the particular case of f = 0 bounds (2.9) and (2.10) coincide with (2.16), thus showing the effectiveness of the chosen nonstandard approximate initial condition (2.7).
Statement of the lower error bounds
Now we justify that, though being nonoptimal, the error bounds (2.9), (2.10), (2.12) and (2.13) are nevertheless sharp in order in some strong sense.
We introduce the space F e 1 consisting of functions f having the following form with separated variables f (1) (x 1 ) sin(πx 2 /X 2 ) sin(πt/T ) and the class F consisting of functions f having the form f (1) (x 1 )f (2) (x 2 ) sin(πt/T ) (which is clearly wider than F e 1 ). Here f (k) (x k ), k = 1, 2 are infinitely differentiable functions on R that are odd with respect to the points 
We first state the rather particular corollary of Theorem 2.1. In so doing, we restrict the Sobolev and Nikolskii norms (or seminorms) based on the Lebesgue space L 2 (Q) to the much stronger classical Hölder norms based on the space C(Q) but having the same order of smoothness. Moreover, we pass to the space F e 1 or the class F of free terms f , thus confining ourselves to the fixed (!) dependence of f on t and (excluding bound (2.12)) on x 2 . Let X := (X 1 , X 2 ). Corollary 2.1. Let u 0 = 0 and ε 1 ∈ (0, 1).
If the following condition on the mesh steps ε 1 |h|h 1 τ is valid, then the error bound (2.9) takes the form
If λ ∈ [0, 1] and the condition imposed on the mesh steps ε 1 |h|h
τ is valid, then the error bound (2.10) takes the form
for λ = 0 this bound coincides with the previous one. 
Let f ∈ F and the condition imposed on the mesh steps ε 1 |h| τ be valid. Then the error bound (2.12) takes the form
We now state the lower error bounds for the locally 1D finite-difference scheme (2.5) -(2.7) which confirm the sharpness in order not only of the error bounds (2.9), (2.10), (2.12) and (2.13) in Theorem 2.1, but even of their very particular versions in Corollary 2.1 (under the corresponding conditions on the mesh steps). 
where (k, l) = (1, 2), (2, 1).
Remark 2.2. In Corollary 2.1 and Theorem 2.2, we can restrict ourselves to the functions
The lower error bounds are proved in Section 4. We now comment on the sharpness of the error bounds. Under the hypotheses of Theorem 2.2, Claim 1 we obtain that the nonoptimal error bounds (2.17) and (2.18) in the case of α = 1/2 are nevertheless sharp in order.
In the case of α = 1/2, comparing bounds (2.19) and (2.22), we see first, taking ε = 0, that the error bound (2.19) is sharp in order, and second, taking ε ∈ (0, 1], that it is impossible to replace in (2.19) the space C 
Proof of the error bounds
Mesh operators, operator inequalities and bounds for the averages
We define the norm in the space S h
together with the seminorm and the norm in the space S h,τ
Therefore S h and S h,τ become Euclidian spaces which are mesh counterparts of L 2 (Ω) and
be the space of linear operators acting in S h . We also set
For our error study, we define the following self-adjoint operators acting in S h :
where β 1 and β 12 are parameters independent of h and τ . The operators A, B and I + are positive definite and such that
Clearly, the following operator inequalities hold:
as well as I B I + , (3.4)
The following inequality holds:
where c e R := |β 1 | + (|β 12 |/4) (this is derived taking into account that the operator I + R for β 1 = 1 and β 12 = 4 coincides with B). We set c e R := c e R + 1.
We also define the following differences of operators:
which are also self-adjoint and positive definite. Thus we clearly have the operator relations
)
We need more operator inequalities.
Lemma 3.1. The following operator inequalities hold:
Proof. Inequality (3.10) follows from the right-hand inequality (3.2), and inequality (3.11) is obvious. Inequality (3.13) follows from the definition of the operator R B , and inequality (3.12) is its consequence taking account of inequalities (3.8) and (3.4):
To derive inequality (3.14), we recall equality in (3.9), apply inequalities (3.12) and (3.10) and take into account formula (3.1):
Inequality (3.15) follows once again from the equality in (3.9) by applying inequalities (3.13) and (3.10), the left-hand inequality (3.2), as well as inequality (3.4):
We need a collection of bounds for the averages.
Lemma 3.2. The following bounds for the averages hold
Proof. Bounds (3.16), (3.17), (3.20) and (3.22) -(3.24) are well known (for example, see [14] [15] [16] [17] ). Bound (3.21) (in more general form) was proved in [7] , Section 3, Item 3.
Bounds (3.18) and (3.19) were proved in [9] , Remark 2.2; it will be recalled that they follow from the chains of relations
Proof of Theorem 2.1
Similarly to [16, 17] , we rely upon the following canonical form of the two-level schemes: 
Lemma 3.3. Let A, B and C be self-adjoint and positive definite operators acting in S h , and let C commute with A and B. Then the following inequalities hold for any function
We reduce the locally 1D finite-difference scheme (2.5) -(2.7) to a finite-difference scheme with a splitting operator. Eliminating all auxiliary functions y (l) in equations (2.5), we get
the parameters β 1 = −1 + 2α and β 12 = 4α of the operator R correspond to the choice (2.6) of f (l) . Transforming equation (3.27), we obtain the following canonical form of the scheme (2.5) -(2.7):
28)
We introduce the auxiliary finite-difference scheme
30)
with a parameter θ = 0, 1 which clearly differs from the former scheme only by the simplified form of the free term in the basic equation and, for θ = 0, in the initial condition as well.
We set f
M and assume that equations (2.14), (3.28) and (3.30) hold for the (M + 1)th level t M +1 = T + τ as well.
Our strategy to derive error bounds is not to estimate directly the difference u −ỹ, but rather to reduce them to the known bounds for u −ṽ, see (2.16) (recall that v is the solution to the much simpler symmetric finite-difference scheme (2.14), (2.15)), and for the differences v − z and z − y between solutions to the distinct finite-difference schemes (for one and the same initial-,boundary value problem (2.1) -(2.3)) that have to be derived. This derivation is based on the inequalities of Lemma 3.3 in conjunction with the operator inequalities and the bounds for the averages from the previous subsection.
We begin with bounds for the solution z to the auxiliary finite-difference scheme (3.30), (3.31).
Lemma 3.4. The bounds
Proof. Bound (3.32) follows from the chain of inequalities:
here, for P =P, we have applied inequalities (3.25) for C = A and (3.26) for C = B, taken into account both equations (3.30) and (3.31), and then exploited the left-hand operator inequalities (3.2) and (3.4), and finally bounds (3.22) and (3.16) for the averages.
Next we derive bound (3.33). By virtue of inequality (3.25) for C = A and inequality (3.26) for C = B, both for η = ∂ t z, we have
We apply bound (3.23) to the first summand on the right-hand side. To estimate the second summand, we preliminarily rewrite equation (3.30) taking account of equality (3.1) in the form
h (for θ = 1) and applying the left-hand operator inequality (3.2) together with the operator inequalities (3.5), we obtain
It suffices to apply, respectively, bounds (3.17), (3.16), and (3.24) for the averages to complete the proof of bound (3.33).
To derive the last bound (3.34), we exploit the operator inequalities (3.3) and (3.4) together with
(see the definition of A) and then bound (3.17) for the average; thus we obtain
. It is clear from the above proof that bounds (3.33) and (3.34) hold for θ = 0 as well. Now we in a position to estimate v − z. 
Proof. The difference r = v − z satisfies the equations
To derive bound (3.36), by analogy with [16, 17] we base on the inequality
The point is to estimate r
h,τ . By inequality (3.25) for P = P, C = Λ
−1
d and η = r we have r
For θ = 0, we first apply the operator inequalities (3.12) and (3.10) and then apply bound (3.32) for z to get
For θ = 1, to estimate the term Λ
we apply the elementary formula
the operator inequalities (3.13), (3.3) , and (3.12) and, finally, bound (3.33) for z:
Taking account of the operator inequality (3.11) and applying inequality (3.25) for P =P,
, and η = z together with the operator inequalities (3.3) and (3.4) and bound (3.34) for z 0 , we also have
Taking account of bounds (3.16) and (3.17) for the averages, we obtain the following bound for r (1/2) for k = 1, 2
The inequality
holds. Here we have applied the known bound for the solution to the symmetric scheme [17] 
and bounds (3.32) and (3.33) for z (as well as the operator inequality (3.4)).
Recalling inequality (3.37), we complete the proof.
We need a bound for y.
Lemma 3.6. The bound
holds.
Proof. By virtue of inequality (3.26) for P =P, C = B −1 and η = ∂ t y, we have
By the operator inequality (3.4) and inequality (3.6) we get
Similarly to the left-hand bound (3.35) we obtain
To estimate the first and the second summands on the right-hand side, we apply the left-hand operator inequalities (3.2) and (3.5) as well as the operator inequality I
(see equality (3.1)); to estimate the third and fourth summands, we also take into account the operator inequalities (3.5) and thus get
Similarly to bound (3.40) we can continue as follows:
It suffices to apply, respectively, bounds (3.23), (3.17) , (3.16) , and (3.24) for the averages to complete the proof of bound (3.39). Now we present bounds for y − z.
Lemma 3.7. The bounds
Proof. The difference r = y − z satisfies the equations
By inequality (3.25) for P =P and C = A −1 and by definition of R, we have
(3.44) Applying the operator inequalities (3.3) and
A (see the definition of A), we get two bounds for the first summand on the right-hand side of (3.44)
. By virtue of the right -hand operator inequality (3.2) and the operator inequalities (3.3), we get two bounds for the second summand
By virtue of the operator inequalities (3.3) and (3.4), we get the bound for the third summand 
, we get
h h , and the result follows once again from bounds (3.22) and (3.16) for the averages.
For θ = 1 the result clearly follows from the corresponding bounds (3.33) for z (see also the operator inequality (3.4)) and (3.39) for y. Lemma 3.7 is proved.
We are in a position to complete the proof of Theorem 2.1. Proof. We write down the following triangle inequality:
We now see that bounds (2.9) and (2.10) follow from bounds (2.16) for u − v, bounds (3.36) for v − z as well as from bounds (3.41) and (3.43) for y − z; bounds (3.18), (3.19) and (3.20) for the averages have to be taken into account respectively for λ = 0, λ ∈ (0, 1) and λ = 1.
To derive bounds (2.11) and (2.12), it should be noted that β 1 = 0 in the case of α = 1/2. The proof of bound (2.13) differs from that for bound (2.9) in that bound (3.42) is exploited for y − z instead of (3.41) and another bound (3.21) is applied for the average. Notice that in the 3D case it seems impossible to derive the optimal error bound of order O(τ + |h| 2 ) of the form (2.11) (even for u 0 = 0). The reason is that there are the following summands:
