of high-frequency sinusoids depends on differences in the intensity of the sounds arriving at the two ears, that of low-frequency sinusoids on differences in phase (30). The present paper considers how the introduction of these two cues affects the discharge of individual binaural neurons of the superior olivary complex. Also described is the response of these cells to variations in the average intensity of binaural stimuli.
Most of the neurons were located in the medial superior olive (MSO) or the medial preolivary nucleus (MPO).
METHODS
Thirty-seven purebred beagles were used. Twenty-nine of the animals also provided data for another paper (9 Figure 1, A-D presents monaural and binaural rate-intensity functions for four cells in which these functions were monotonic for best frequency tones. In some cells both ears were almost equally effective in activating the neuron ( one ear was dominant and this dominance took many forms. In some cells (Fig. lB) , the thresholds for the two ears were similar, but the magnitude of the response to stimulation of one ear was consistently smaller than was that to stimulation of the other ear. In other cells the thresholds for the two ears differed appreciably.
For some of these (Fig. lC) , the <iischarge rates obtained on stimulation of the two ears differed at low intensities, but were comparable at high in tensi ties. For others (Fig. ID) , stimulation of the more sensitive ear resulted in a greater discharge at all intensities studied.
The relative effectiveness of the two ears varied from unit to unit, even in the same preparation.
Thus, in unit 66-U-6 (Fig .  1C ) the contralateral threshold was lower than the ipsilateral threshold by 30-40 db, whereas in unit 66-42--? (Fig. lA) , a neuron encountered in the same animal, the thresholds were comparable.
Units 66--?&Z (Fig .  In) and 66-5%?
( Fig. 2A) were obtained during a single penetration; in the former, ipsilateral stimuli produced the higher discharge rate, whereas in the latter the contralateral ear was slightly more eff'ective. In 14 of 17 montonic EE cells one ear was clearly dominant, at least when best frequency tones were used. In 8 of these neurons the contralateral ear was dominant; in 6 the ipsilateral ear was the more effective.
The rate-intensity functions of Fig. 1 the mean value for the former was 1.20 (range = 0.83-1.60), for the latter 1.22 (range = 0.96-1.74).
That facilitation was more common than occlusion is indicated by the fact that none of the 17 cells had a ratio less than 0.8, whereas 9 cells had ratios larger than 1.2.
The frequency with which summation or facilitation was observed would imply that the slope of the binaural rate-intensity function should be considerably greater than the slopes of the corresponding monaural functions.
Such was found to be the case in all of the monotonic EE cells studied.
A second factor contributing to the sensitivity of EE cells to variations of average binaural intensity is illustrated by unit 66-G-6 (Fig. 1 C) In a previous paper (9) it was argued that EE cells should be sensitive to variations in the average intensity of binaural stimuli1 and relatively insensitive to the introduction of interaural intensity differences. Relevant data are presented in Fig. 2 .
Unit 66-38-3 was a cell for which the contralateral ear was slightly more effective than was the ipsilateral ear. The rate-intensity functions ( Fig. 2A) 
where, in general , K,,,, refers to the discharge rate when a n intensity 21 is presented to one ear and an intensitv u is simultaneously presented to the other ear. Figure  2C illustrates that unit 66-38-3 was relatively insensitive to the introduction of interaural intensitv differences over a 30-db range of average intensities; nevertheless, at each average intensity level the pluses lie above the minuses. The separation of curves is clearer in unit 66-42-1 (Fig. 2F) , no doubt because of the appreciable difference in the effectiveness of the ears (Fig. 20) . Unit 66-G-7 (Fig. 21 ) would appear anomalous in that, in the range of average intensities from 50 to 70 db SPL, the binaural combination which results in the greatest discharge is the one in which the more intense stimulus is delivered to the contra lateral or less effecti ve ear. Comparison of the monaural rate-intensity functions (Fig. 2G) intensity (see 9). That this is so is illustrated in Fig. 3 .
Unit 67-84-Z (Fig. 3 strate that the discharge is a systematic function of the intensities in both the excitatory and inhibitory ears; in particular, the response to a fixed excitatory stimulus is progressively diminished as the intensity presented to the inhibitory ear is increased. Points of special interest in the parametric series are joined by the two lines connecting the 30-and 50-db (IPSI) curves. The solid curve shows the effect of a t 20 db variation in the interaural intensity difference, the broken line the effect of a 20 db variation in average binaural intensity.
The cell exhibits a remarkable differential sensitivity, the change in discharge rate resulting from the interaural intensity variation being more than 50 times greater than that due to a comparable shift in average intensity. Moreover, the differential sensitivity is demonstrable over a 40-db range of average intensities (Fig. 3F ). The discrimination ratio (DR) defined in equation 5 may be used to describe the differential sensitivity in EI cells. Ratios were calculated for 11 cells, 3 in the MS0 and 8 in the MPO. For each cell the intensities (X and y in eq. 5) were 20 db apart and were chosen so that the response to interaural intensity variations was maximum. The DR for unit 67-W-2 was 65.7, a value very much larger than that of the other neurons.
The mean value for the remaining 10 cells was 3.45 (range = 1 . Fig. 3B and was also seen when the intensity in the excitatory ear was raised to -18 and -8 db. In short, the inhibitorv ear was so effective that its stimulation gre"tly reduced the response to an excitatory stimulus that was 30 db more intense, provided both stimuli were of sufficient intensity.
The result, as can be seen in Fig. 3C , is that at high intensities the neuron is no longer sensitive to variation s in either the average tensi ty or to the introduction of in binaural intensity differences between the ears. Few systematic studies were undertaken of the effects of frequency variation on the discharge of binaural neurons. Preliminary observations, nevertheless, were made routinely to determine best frequencies and the shapes of excitatory and inhibitory tuning curves. For the majority of EE cells the best frequencies and the shapes of the excitatory response areas were similar for the two ears. In El cells the best frequency for the excitatory ear was usually near the most effective frequency for the inhibitory ear. Moreover, the range of frequencies that led to a suppression of discharge when presented to the inhibitory ear was more or less coextensive with the range that evoked a discharge when presented to the excitatory ear. Unit 66---?&-Z (Fig. 4, A-G for the two ears ( Fig. 4G ) and, at all effecexcitatory processes is evident from the tive frequencies (Fig. 4 , A-I;), the ipsilateral presence of an inhibitory response area ear had a slightly lower threshold and ipsibetween 9.0 and 10.0 kc (Fig. 5 F areas. The neuron was peculiar in that there was only a small degree of overlap between the excitatory areas for the two ears. Indeed, the center of the ipsilateral excitatory area was also the center of one of the contralateral inhibitory side bands. The diverse nature of the contralateral inputs is illustrated by parametric rate-intensity series performed at three frequencies.
At 7.6 kc (Fig. 5H ) the contralateral ear had a predominantly inhibitory effect, whereas at 8.3 kc (Fig. 51 ) the effect was largely excitatory. The &Z-kc series (Fig. 51) equal to that of the stimulating sinusoid. This reilects the fact that the discharge rate was a function of interaural phase rather than of the delay per se. The discharge at the most favorable delay (1,600 psec con trala teral delay) was considerably greater, and that at the least favorable delay (400 psec contralateral delay) somewhat less than that obtained with monaural stimulation.
The discharge to 60-db SPL tones was also influenced by interaural phase, although to a much smaller extent. Note that the values of the most and least favorable delays appear relatively unaffected as stimulus intensity is changed. The effects of phase variations were, in many regards, similar in the six MS0 cells studied.
In each of them maintained discharges were evoked by stimulation of the individual ears. The binaural discharge at the most favorable delay was usually greater than or equal to the sum of discharges evoked by separate stimulation of two ears and the firing rate at the least favorable delay was usually less than or equal to that obtained when the more effective ear was stimulated.
The results gathered from the MPO were more diverse. (Fig. 6, B-2 ).
The histograms are multimodal, their peaks falling at integral multiples of the sine-wave period.
(The histogram for SO-db contralateral stimulation (Fig. 6B) (Fig. 7, A and C) or the ipsilateral ears (Fig. 7, B and D) provide additional evidence for phase-locking and may be contrasted with the flat distribution characterizing the spontaneous activity (Fig. 7E) . Observe that the phase relation between the stimulus and discharge differs for the two ears. The mean phase (see ~1. 2) for the discharge evoked by stimulation of the contralat&al ear by 80-db tones was 1.596 msec. The corresponding figure for the ipsilateral ear was 0.942 msec. The phase difference between the ears is 654 $ec (contralateral values for the mean ear delayed). Similar phases and for the phase difference were-obtained at other intensities (Fig. 7 and Fig. 8, A and B (Fig. 8, D and E) , two peaks are dis- Fig. 10 . Included are data for the two moncernible in the histograms and these coraural conditions (Fig. 10 A-B , C-D), the respond to the expected ipsilateral and least favorable delay (Fig. 10 , E-l;?, and contralateral modes. the most favorable delay (Fig. 10, G-H ). Figure 9 shows 
-
tion is that the information concerning interaural phase is contained not only in the mean firing rate but also in the precision of phase-locking.
A measure of this precision is provided by the vector strength (eq. 3). As can be seen in Fig. 81 , the vector 
the integration being taken over one period. The one assumption is that the phase relation between the stimulus and t&e response is independent from one spike to the next. Many of the properties of the modular histograms are easily explained if one assumes that they represent autocorrelation functions.
The histograms are even and have a maximum at zero. Moreover, the spread of the modular histograms is directly related to the precision of phaselocking. In particular, the variability in the histograms is lowest at the most favorable delay (Fig. 1OH) and increases as the least favorable delay is approached (Fig. 1OF) . One feature which is seen, sometimes with greater clarity than in Fig. lOF, is In contrast, at unfavorable delays the discharge fell to 8/set, a value even lower than the spontaneous rate of 12/set.
The use of the conventional discharge rate to describe the response of phase-locked neurons to binaural stimuli largely ignores the periodic nature of the inputs. This is particularly limiting in the consideration of the out-of-phase inhibition. Another measure, the modal discharge, has proved useful in this regard. The modal discharge is obtained by multiplyin .g the conventional 01-total d ischarge rate by the proportion of events in the phase distribution which fall within prescribed limits of the expected mode corresponding to one or the other ear (see Fig. 11 legend) .
From by the use of a rather cumbersome conditional-probability analysis. For the data to be presented in Fig. 11 , the conditionalprobability and modal analyses led to essentially equivalent results, largely because the discharge rates for the two ears were sufficiently comparable.
Functions obtained from unit 67-82-5 and relating the total discharge rate to intensity are presented in Fig. 11 (upper left). The curve for the most favorable (1,600 psec contralateral) delay gives evidence for an in-phase facilitation at most intensities. The discharge at an unfavorable (1,600 psec ipsilateral) delay is consistently below that evoked by contralateral stimulation, but, except at 80 db, above that elicited by ipsilateral stimulation.
There is thus a question whether the contralateral input inhibits an out-of-phase ipsilateral input for tones of 70 db or less. The modal analysis (Fig. 11 and for binaural stimuli when the contralateral stimulus was delayed by 1,600 psec (1,600 C) and when the ipsilateral stimulus was similarl! delayed (1,600 I). Upper ?-igh t: modal discharge rates for various stimulus conditions. The modal discharge for a given, say, the contralateral ear was calculated as follows. The expected mean phase for the contralateral ear was determined from monaural stimulating conditions. The corresponding bin in the relevant phase histogram was identified, e.g., the bin closest to the bar marked C in the histograms of Fig. 8 . The proportion of events in this bin and the two bins, one to either side, were summed.
The contralateral modal discharge was obtained by multiplying this sum by the total discharge rate. Lower left and lower right: total and modal discharge rates for binaural stimuli, the contralateral stimulus delayed by 400 ksec. In each graph intensity to one ear held constant, that to the other ear varied as indicated on abscissa.
apparent throughout the entire range of the total-discharge curve may be explained by reference to the timing of binaural discharges. At unfavorable delays two peaks are seen in the phase distributions (for example see Fig. 9K ). Because of the temporal separation of the two excitatory inputs there may be a strong mutual inhibition without a reduction in the total discharge from its monaural values. Indeed, were the inputs from the two ears equally effective, the two modal discharges would have to be diminished to less than one-half of their control values before the total discharge would show a reduction.
Further observations on the out-of-phase inhibition are included in the two lower graphs of Fig. 11 . In both, the least favorable delay was used. The intensity in one ear was held constant and that in the other ear was varied over a 35-db range. Under these circumstances the modal discharge for the ear with constant intensity decreases as the intensitv delivered to the other ear increases. In this respect the out-of-phase inhibition resembles the inhibition observed in high-frequency neurons (cf. Fig. 3 B, E, and H). The reduction in modal discharge, moreover, may be accompanied by either an increase or a decrease in the total discharge (Fig. 11, lower left (6, 9, 11, 22, 23, 29) but also at higher levels of the auditory system (1, 17, 18, 28 where T may be regarded as the value of the characteristic transmissi on delav and C is a constant.
A not unrelated point is that the phase of the cochlear microphonic recorded from the apical turns of the guinea pig cochlea is also, for limited frequency ranges, described by equation 8 (31); here the delay T has an apparent value of approximately 2.0 msec and presumably reflects the mechanical delays in the cochlea. We did not determine in the present study whether the monaural inputs to the phasesensitive cells of the MS0 also had characteristic delays as defined by the equation. If such were the case, and the data from other monaural neurons suggest that it is, the value of the most favorable delav should, for any given binaural neuron, be relatively unaffected by variations in tonal frequency.
Such a cell could then be considered to function in some sense as a detector of a constant interaural delay, a possibility previously considered by Rose et al. (28) in their study of phase-sensitive neurons of the inferior colliculus. The MS0 is a region, though not necessarily the only one, where the information pertaining to interaural phase is transformed from a time code to a place code. It is of interest then that the binaural neurons involved in the transformation retain the information in both forms of code. Variations of interaural delay will affect not only the discharge rate of individual neurons ( Fig. 64 but their degree of phase-locking (Fig. 8) . The degree of phase-locking will, in turn, be reflected in the detailed timing of adjacent impulses, independent of variations in discharge rate (Fig. 10) . In some respects this time code bears a simpler relation to interaural phase than does the place code. Thus, the discharge rate of individual neurons is a complicated function of frequency, intensity, and interaural de-
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