Abstract
Introduction
In the visual field of 3D measurement, camera calibration is a critical step, is the determination of intrinsic and extrinsic parameter of camera. Performance of the whole measurement system depends on accuracy of camera calibration. Many calibration methods [1] are used to shoot calibration target, extract calibration target feature points in the image, match space calibration feature points, compute intrinsic and extrinsic parameter of camera by calibration model [2] . Point matching is the correspondence of the calibration target feature points in the world coordinate system and the image points in the camera. Camera calibration accuracy usually depends on camera model, extraction accuracy of feature points and matching rate of feature points. Once determining the camera model, camera calibration accuracy depends mainly on the last two factors. So correct extraction and matching of feature points is a critical step in camera calibration.
Calibration references of camera have two-dimensional and three-dimensional references. Due to manufacturing three-dimensional reference is difficult, cost is expensive, two dimensional references are widely used [3] . Calibration feature points are generally used to maintain the consistency of points to translation, scaling, rotation transform in the image, for example, the crossing point of lines, the center of a circle, the corner of the chessboard box, etc [4, 5] . Different feature points have different extraction algorithms, such as, centroid method, gray focus method, edge location method, fitting
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Copyright ⓒ 2016 SERSC method, phase analysis method and template relative matching method [6, 7] . Matching calibration feature points is also a lot of methods [8, 9] , for example, one method is setting encoding image in the 2D calibration target, matching calibration feature points through the identification of code image, the other is marking special symbols on the special position of a calibration target, matching through the identification of special symbols. Those matching methods are complexity and large amount of computation, leads to extra work for camera calibration. So it is very important to choose calibration points. In research, we know that circle has strong anti noise ability, and feature point extraction algorithm is simple and high accuracy. So the paper chooses planar calibration plate based 2D solid circular array. Owing to a circle in the camera imaging is an ellipse, selecting the ellipse center as calibration feature points. High accuracy ellipse fitting method is used to extract ellipse center. In matching feature points, to avoid complex recognition, this paper presents a matching feature points method based RANSAC algorithm. This method is to sort calibration points by certain sequence, obtain the correct matching points by the RANSAC algorithm. According to the camera calibration model, use the correct matching points and obtain correct intrinsic and extrinsic parameters of each camera, also, determine the relative position and attitude between two cameras.
Calibration Feature Points Extraction
Select the solid circular array calibration plate of German BASLER Company as camera calibration target. The size of the calibration plate is 350mm * 280mm, the number of marking dot is 11*9, the diameter of great circle is 15mm, the diameter of small circle is 7.5mm, the distance is 3.5mm between centers of two adjacent circles. The BASLER A102f CCD camera has 1400000 pixels, resolution of 1392*1040 pixels. Acquired calibration image is shown in Figure 1 by the camera.
Select center of circle as calibration feature points. During the actual process, it is difficult to guarantee the camera optical axis perpendicular to the calibration plate, so shooting circle is ellipse at fact. Extraction calibration feature points are center of ellipse. The method of extraction center is from document [10],the extraction result is shown in the Figure 2 . 
Calibration Feature Points Correspondence

Spatial Calibration Points Sorted
Usually the calibration plate plane is in the world coordinate system of Z=0 plane. Select the lower left corner of calibration plate as the origin of world coordinate system. The length and width directions of calibration plate are X and Y axis directions of the world coordinate system respectively.
The serial number of points of calibration plate is from 1 to 99, from bottom to top, from left to right. The result sorted is shown in Figure 3 . 
Image Calibration Points Sorted
The two factors lead to that sequence of image calibration point does not correspond to the sequence of spatial calibration target. The first factor is the distortion of camera lens, the second factor is very difficult to guarantee the camera optical axis perpendicular to the calibration plate in the experiments. Sequence of calibration points in the image is shown in Figure 4 . From Figure 4 , the points in the image are rung up by red circles. Its sequence in the image does not correspond to sequence of the spatial calibration points.
Figure 4. Order of Feature Points in the Image
Feature Points Matching
Matching feature points correctly is a prerequisite for camera calibration. A lot of documents provide a variety of methods for feature points matching [11, 14] , but those algorithms are complex. This paper applies RANSAC algorithm to matching feature points, the correct rate of matching feature points is 100%.
Monocular Camera Model:
[
is image points. The coordinate system is shown in Figure 5 . According to the imaging principle of camera, obtain the corresponding relationship of spatial calibration points and image points, this is shown in formula (1). , , , , ,
In the formula,
is intrinsic parameter matrix, s is the proportionality constant, R is the rotation matrix, T is the translation matrix.
If the coordinates of 4 pairs of corresponding points are known, obtain from the formula (1).
According to formula (2), calculate the homography matrix H.
RANSAC Algorithm:
The RANSAC algorithm is better than the traditional robustness algorithm in dealing with the error matching points, than the least squares technique in the fitting technique. The least squares is estimated model with more data points as possible (including error points), and the RANSAC algorithm is estimated model with less data points as possible, it is higher accuracy. The idea of the RANSAC algorithm is to specify solving model according to the specific problem, then estimate the initial values of the parameters in the model with the random extracting minimum points set. Select repeatedly the optimal points set according to the initial values of the parameters, finally use the optimal point set to re estimate of the parameters in the model [15] .
In the paper, use RANSAC algorithm to match spatial calibration feature points and its image points, the solving model is n n m H M  ,m is image points, M is spatial points, H is homography matrix. Solving the homography matrix H requires at least 4 pairs of corresponding points, so 4 n  . Suppose that N is needed to match the points, L is effective points, the proportion of
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Sampling times for:
For the points set{
In the formula, 
Matching Results:
Use the RANSAC algorithm to match the Figure 3 and its imaging Figure 4 . The matching result is shown in Figure 6 .
The sequence of points in Figure 6 . is consistent with the sequence of points in Figure  3To Figure  7 , the maximum error is far less than the radius of the solid circle. Therefore, the proposed matching algorithm has higher accuracy than the original manual extraction feature points.
Camera Calibration
Monocular Camera Calibration
Apply the two steps calibration method of Zhang to monocular camera calibration [16, 18] . According to the formula (1), the first step is the following. Calculate the is expressed image feature point by in the distortion state. Camera distortion model is the following: This model is nonlinear model, for camera calibration, nonlinear optimal algorithm is introduced. Adding too many nonlinear parameters to the model will lead to unreliable solution. So, in the paper, consider the radial distortion and tangential distortion. Use the least square method to calculate the distortion coefficient k1, k2, p1 and p2. To obtain more accurate results of intrinsic parameters, make spatial points re projection to obtain image error, using Levenberg-Marquardt algorithm optimize the error.
Binocular Camera Calibration
Binocular camera calibration model is shown in Figure 8 .
Figure 8. Binocular Camera Calibration Model
The coordinates of point P in the world coordinate system and the left camera coordinate system is Therefore, R and T are the external parameters of binocular cameras. Two cameras collect calibration target images at the same time, calibrate left and right camera respectively using the two steps calibration method of Zhang. At last, calibrate the structural parameters of binocular cameras. Camera calibration process is shown in Figure  9 . Two Basler A102f cameras, a resolution of 1392 pixel * 1040 pixel, the physical size of each pixel is 6.45 m * 6.45 m, the focus length is 16mm. The left and right cameras collect 6 images from different direction and height, extract feature points in the left and right image of calibration target, and then find out feature points in calibration target, and feature points in the left and right image matching feature points in calibration target, and matching feature points corresponding in the left and right image. According to matching points, calibrate and optimize left and right camera respectively. The calibration and optimization results are shown in Table 1 , the lens distortion coefficients are shown in Table 2 . In order to evaluate the precision of single camera calibration, the calibration feature points on the target are re projected to the image coordinates. For different positions, every calibration graph corresponds to extrinsic parameters matrix Ri and Ti. During re projection of each image, calculate the maximum error and the root mean square error in Table 4 . Binocular Camera Extrinsic Parameters
In order to evaluate the extrinsic parameters accuracy of binocular camera, measure the distance between the centers of the two pairs of great circles in 6 pieces of calibration target pairs. The horizontal and vertical distance is 210.007mm and 140.005mm between the centers of the two pairs of great circles through image measuring instrument. Rebuild the two great circles by using the calibration parameters, the distance between the centers of the two great circles is shown in Table 5 . 
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Copyright ⓒ 2016 SERSC From the Table 5 , accuracy of binocular camera calibration is very high. The results can be applied to the measurement of industrial products, and be ready for the next step of 3D reconstruction.
Conclusion
Zhang Zhengyou proposed a camera calibration method based on 2D panel template, the camera calibration is widely used, which avoids the disadvantages of traditional calibration methods. The calibration method accuracy is higher than a self-calibration method. Adopts circle instead of square in the calibration plate. The distortion degree of the image center is smaller than the image the edge by external noise impact. So this paper uses an accurate ellipse center extraction algorithm for extracting accurate calibration feature points on the target image, and proposes a kind of calibration feature points matching method based on RANSAC algorithm. The experiments show that this matching method can accurately match the spatial calibration feature points and the corresponding feature points in image, matching correct ratio is up to 100%, and the speed is fast. The matching method is very important to improve camera calibration accuracy.
