Using graph theoretic techniques, it is shown that the height characteristic of a triangular matrix A majorizes the dual sequence of the sequence of differences of maximal cardinalities of singular k-paths in the graph G(A) of A and that in the generic case the height characteristic is equal to that dual sequence. The results on matrices are also used to prove a graph theoretic result on the duality of the sequence of differences of minimal k th norms of path coverings for a (0-1 )-weighted acyclic graph G and the sequence of differences of maximal cardinalities of k-paths in G. This result generalizes known results on unweighted graphs.
INTRODUCTION
In this paper we study a graph theoretic problem and a related matrix theoretic problem. We present new results which may be of interest for both matrix theorists and graph theorists.
We first discuss the graph theoretic background and results. Dilworth proved [4] that the minimal number of disjoint patbs needed to cover a transitive acyclic digraph is equal to the maximal cardinality of a set of independent elements (one-family). This result was generalized by Greene and Kleitman [9] , who proved that the sequence of differences of maximal cardinalities of k-families is equal to the sequence of differences of minimal kth norms of path coverings for a transitive acyclic graph G. This assertion proves the existence of k-saturated partitions, generalizing Dilworth's theorem. Greene then proved [8] that the above sequences are the dual of the sequence of differences of maximal cardinalities of k-paths in G. The results in [4, 9, 8] do not hold for non-transitive acyclic graphs. The generalization for this case was done independently by Saks [14] and by Gansner [6] , who proved that the sequence of differences of minimal kth norms of path coverings for an acyclic graph G which is not necessarily transitive is the dual of the sequence of differences of maximal cardinalities of k-paths in G. A different proof may be found in [1] . All the proofs of these results seem to be quite hard.
In this paper we generalize these results. We generalize the concepts of length of a path, k-path, k-family, and path coverings to the case that only certain vertices in the graph count, and we then prove the above duality of the resulting sequences. As such, our Theorem (5.8), which is actually an assertion on (0-1 )-weighted graphs, yields the results in [4, 9, 8, 6, 14 ]. Our approach is entirely different from the approach used in the above mentioned papers.
We now come to the description of the matrix theoretic part of the paper. The study of the structure of the Jordan blocks associated with the eigenvalue zero of a triangular matrix, or equivalently, the height characteristic of a triangular matrix, has been of interest in the past decade. This problem was solved completely in the nilpotent case by Saks [14] and by Gansner [6] , who showed that the height characteristic of a nilpotent triangular matrix majorizes the dual sequence of the sequence of differences of maximal cardinalities of k-paths in the graph G(A) of A, and that in the generic case the height characteristic is equal to that dual sequence. The (not necessarily nilpotent) triangular case appeared to be harder and was partially solved by Brualdi in [2, 3] . Brualdi found sufficient conditions for the elementary divisors of a matrix to be combinatorially determined.
In this paper we provide a complete solution for the above mentioned problem in the general triangular case. We generalize the results for the nilpotent case, proven by Saks, Gansner, and Brualdi, by proving that the height characteristic of a triangular matrix A majorizes the dual sequence of the sequence of differences of maximal cardinalities of singular k-paths in the graph G(A) of A . We also show that in the generic case the height characteristic is equal to that dual sequence. Therefore, it follows that almost every triangular matrix over R or C satisfies this equality. Furthermore, for almost every triangular matrix A over R or C the index of A is equal to the maximal singular length of a path in the graph G(A) of A, while, in general, the index of A is less than or equal to that number.
There is a strong linkage between our matrix theoretic results and the graph theoretic results. We prove them simultaneously, using each in the proof of the other. Such an interaction was also observed by Gansner [6] .
Our basic notation and definitions are given in Section 2. Section 3 is purely graph theoretic. It introduces our new concepts associated with paths in directed graphs and discusses properties of these concepts. These results are applied in Sections 4, in which we prove an upper bound for the Jordan characteristic of a triangular matrix. In Section 5 we use matrices with algebraically independent indeterminates to prove our major results.
Although we technically deal with the eigenvalue zero of a triangular matrix, we emphasize that our results can be applied to any eigenvalue A of a triangular matrix A, by discussing the matrix A -AI.
NOTATION AND DEFINITIONS
This section contains the basic definitions and notation used in this paper. Further and more specialized definitions are given in the following sections.
(2.1) Notation. For a positive integer n we use the notation <n ) for the set {l, ... , n}. We denote by la I the cardinality of a set a.
(2.2) DEFINITION. Let a = (aI, ... , aJ be a non-increasing sequence of positive integers. Consider the diagram formed by t columns of stars, such that the jth column (from the left) has a j stars. The sequence a* dual to a is defined as the sequence of row lengths of the diagram (read upwards).
We remark that a dual sequence is often called a conjugate sequence. Also, many equivalent definitions may be given for dual sequences, e.g., [12] . We append zeros to the shorter sequence to equalize its cardinality with the longer one, and so let a = (aI' ... , a,) and /3 = (/31' ... , /3J We say that /3 majorizes a, and denote it by a ~ /3, if a I + ... + a k :( /31 + ... + /3 k for every k E < t -1 ), and a I + ... + a, = /3; + .. . + /3,.
We remark that our definition of majorization is slightly different from the definition in [12J, where a is defined to majorize /3 if the sequence a reordered in a non-increasing order majorizes (in our sense) the sequence /3 reordered in a non-increasing order. Accordingly, in the following important property we need the condition that the sequences are non-increasing. The motivation for the definition of triangular graphs is that the graph of a triangular matrix (see Definition (2.11)) contains no simple cycle other than loops.
(2.6) DEFINITION. Let G be a graph.
(i) A path in G is a sequence of distinct vertices (iI, ... , it) such that
. Every sequence that consists of one vertex is a path.
(ii) Two paths in G are said to be disjoint if they have no common vertices.
(iii) Let M be a set of vertices in G. A set P of disjoint paths in G is called a path covering for M if every vertex of M belongs to exactly one path in P. Observe that a path covering for M may also cover vertices that are not in M.
In the sequel we assume that A is an n x n matrix. We remark that we use the term nullity also for matrices some of whose elements are (algebraically independent) indeterminates. For this purpose, one can use the well-known relation n(A) = n -rank(A) for n x n matrices A, observing that rank (A) is well defined here (a minor of A is nonzero if and only if it is a nonzero polynomial). An alternative approach for finding n(A) is to evaluate the dimension of the nullspace of A over the appropriate quotient field. We now assume that A is partitioned in a lower triangular r x r block form (Aij)~' with square diagonal blocks. 
PATHS IN GRAPHS
In this section we assume that G is a directed graph with n vertices and that M is a set of m vertices in G. The graph G may contain multiple arcs. (ii) Let q be the maximal M-Iength of a path in G. Observe that for every path covering P for M we have IP I~ =m, and hence nq(G, M) =m. Also, since the (q -1 )th norm of every path covering that contains a path of maximal length is less than m, it follows that nq_I(G,M) < m. The following assertion in the transitive case can be found in Theorem 5.4 in [1], or in Theorem 3.14 in [9] . We very much mimic the proof given in [1].
Accordingly, we denote vk(G,M)=n k(G,M)-nk _ I(G,M), kE ( q ),
Proof Let q be the maximal M-Iength of a path in G and let k E <q -1). Let P be a path covering for M such that IPI~ = nk. Assume that P has h paths with M-Iength greater than or equal to k, and let s be the number of vertices in M that are not covered by these h paths. Observe that nk=hk+s. It is easy to verify that n k + 1 ~ IPI~+1 ~h(k+ 1)+s and
Our notion of (M, k)-paths generalizes the term k-path used for example in [6] , or path k-pack used in [1] . (ii) Let t be the minimal number of disjoint paths in G needed to cover M. Observe that the cardinality of the sequence n* is equal to nl> the maximal M-Iength of a path in G, which is also the cardinality of the sequence v. Similarly, the cardinality of v* is VI' the minimal number of paths needed to cover the vertices in M, which is also the cardinality of the sequence n. We now prove a further relation between these sequences. Our proof of the next proposition is similar to the transitive case, proved in Lemma 2.2 in [8 ] . Observe that n k = rk + s. We now claim that Pr ~ m -s. Assume to the contrary that P r > m -s. Let C be an (M, r )-path of maximal cardinality P" and let us add paths to C in order to obtain a path covering P for M.
Observe that p,(G,M)=m while p'_I(G,M)<m. Accordingly, we denote nk(G,M)=Pk(G,M)-Pk_l(G,M), kE<t), where we define
Clearly, IPI:: ~ rk + (m -Pr) < rk + s = nb which is a contradiction. Therefore, our assumption that Pr> m -s is false, and Pr ~ m -s = L~= I (v*);.
Also, Pm=L7'= 1 (v*);, and it follows that n=<v*. I
In Section 5 we shall show that if G is triangular and M is a set of vertices in G then n = v*; see Theorem (5.8). We continue by defining (M, k)-families, generalizing the term of k-families, e.g., [6] . (ii) Recall that n 1 is equal to the maximal M-length of a path in G. We conclude this section with an easy proposition. The proof is similar to a remark following Definition 3.2 in [9] . Proof Let k E < n 1 >, let F be an (M, k )-family of cardinality db and let P = {PI' ... , P,} be a path covering for M. Since each of the paths P; covers at most k vertices in F, and since F is covered by P, it follows that IPI::
TRIANGULAR MATRICES
In this section and in the next one we apply the graph theoretic concepts discussed in the previous section. We assume that G is the graph of a triangular n x n matrix A over an arbitrary field F, and that M = S; that is, M consists of the loopless vertices in G. We shall use the terms "singular length" and "singular k-path" for "S-length" and "(S, k)-path," respectively.
We shall also use v, n, and LI for the sequences v( G, S), n( G, S), and
LI(G, S).
We start with some results that improve results in [2, 3] . We use similar t techniques in proving these assertions. Lemma (4.1) generalizes Lemma 4.2 in [2] , where it is assumed that all diagonal elements are zero. Recall that for a nonnegative integer k, 0 ~ k ~ n, the determinantal divisor dk(A) of A is defined to be the greatest common divisor of the determinants of all k x k submatrices of A;., e.g., [7, Vol. I, p. 139].
II

(4.4) COROLLARY. Let do(A), d 1 (A), ... , dn(A) be the determinantal div isors of A. Then we have m(d n _k(A))
~ m(A) -Pk, k E <n).
Proof Let t = m(dn _k(A)). Since dn_k(A) is the greatest common
divisor of the determinants of all (n -k)x(n-k) submatrices of A;. , it follows that there exists a, [3 ~ < n ), lal = 1[31 = n -k, such that the coefficient of At in the polynomial det(AJ.[a l [3] ) is nonzero. By Lemma (4.3) ,
G(A) has a singular k-path of cardinality at least m(A) -t. Hence we have
Pk ~ m(A) -t, and our claim follows. I 
4/~6
The set S of singular vertices in G(A) is {l, 2, 4, 5}. The vertex set of
Do(A) is S, and the arc set of Do(A) consists of (4, 1), (4,2), (5, 1), and (5, 2). Therefore, S forms a singular three-path in G(A) and an (S, 2)-path in Do(A). Also, pl(G(A),S)=2, P2(G(A),S)=3, and P3(G(A),S)=4, while PI (Do(A), S) = 2 and p2(Do(A), S) = 4.
As is well known, the determinantal divisor dn _k(A) = hk + 1(,. 
. + (n(A)' (4.7)
We now obtain 
. + (,,(A )~m(A)-pk>
Pn(A)=m(A). kE <n(A)-l ),
Since ( 
We have n(R(A ), S) = (3, 1, 1) and ( (A)=(3 , 2), and so we do not have ((A) ~ n(R(A), S).
The index theorem, e.g., [5, 10J, asserts that the index of a block triangular matrix with square diagonal blocks is less than or equal to the maximal sum of the indices of the diagonal blocks along a path in R(A).
If A is triangular then it follows that the index of A is less than or equal to the maximal singular length of a path in G( A). This result also follows from the majorization ( (A) ~ n, proven in Theorem (4.8) . In the next section we shall show that for matrices A over a field F with infinitely many elements, the equality ((A) = n holds almost always.
THE GENERIC CASE
We recall some terminology used in algebraic geometry. Letf(x 1 , ... , x m ) be a polynomial in m variables over a field F . We denote by N(f) the set  of vectors (a1, ... ,a m ) in F m such thatf(a1, ... ,am) The openness statement follows using continuity arguments. The density statement can be easily proven using induction on m. In fact , it is known that if F is a field with infinitely many elements then the complement of a proper subvariety in F m contains "almost every" vector in F m (note that in the last sentence we avoided exact definitions and algebraic geometry arguments here, since we are only interested in the fla vor of things).
Let T be a set of m positions in an n x n matrix, and let B be a an n x n matrix such that its elements in the positions outside T are elements of a field F. We refer to a matrix A over F satisfying aij = bij, (i,j) ¢ T, as a point in Fm, identified by the values of elements of A in the positions T. In the sequel we shall use the following elementary proposition. Proof (i) Observe that the minors of powers of B are polynomials in the m indeterminates. Since A is obtained by assigning specific values to the these indeterminates, it follows that if a minor of a power of A is nonzero then the corresponding minor of the same power of B is a nonzero polynomial. The claim follows.
(ii) If '1(A) =1= '1(B) then at least one minor of a power of A vanishes, while the corresponding minor of the same power of B is a nonzero polynomial f on F. Therefore, it follows that A, as a point in F m , belongs to the proper subvariety N(f). Since the height characteristic of a matrix is determined by the singularity of a finite number of minors of powers of B, and since the union of a finite number of proper subvarieties is a proper subvariety, our assertion follows. I
The following lemma is easy. Proof Let k be a positive integer, and let P be a path covering for G(A) such that IPlf=nk' Let B be a matrix such that bu=l=O whenever au =1= 0, and for i=l=j we have bij=l=O whenever (i,j) is an arc in P. By Corollary (5.4) we have n(Bk)=IPI~=nk> and hence, by Proposition (5. Proof Since we have defined a path to be a sequence of distinct vertices, it follows that adding loops to G or eliminating loops from G do not affect the sequences n, v, and Ll. Therefore, we may assume, without loss of generality, that G to begin with is an acyclic graph. We add loops on all vertices of G that are not in M . Note that by that we do not change A path covering (partition) of a graph G is said to be k-saturated if its kth norm is equal to the maximal cardinality of a k-family in G, which, in the transitive case, is equal to the kth partial sum of the dual of the sequence of differences of maximal cardinalities of k-paths in G.
Let A be a triangular matrix. Theorem (4.8) asserts that ((A) ~ n. Since ((A) is a non-increasing sequence, and since, by Theorem (5.8), n is a non-increasing sequence, it follows, by Proposition (2.4), that n*~((A)*=1'/(A). We can now derive our main result here. It follows from Proposition (5.2), Theorem (5.6), and Theorem (5.7). In particular, if F is either R or C, then, in view of Remark (5.1), it follows that almost all matrices satisfying G(A) 5 We conclude the paper with an application of Theorem (S.11) to the important class of M-matrices. A real matrix A is defined to an M-matrix if A = af -P, where P is a (entrywise) nonnegative matrix and a is greater than or equal to the spectral radius of P. The result follows since we can find as many negative numbers that are algebraically independent with respect to the reals as we wish. 
