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Behavioral task and experimental design
181
The subjects' task was to maintain stable fixation and detect the physical offsets and 182 onsets of the target, the predictability of which fluctuated from trial to trial, and the 183 mean predictability of which varied systematically across blocks. To this end, the 184 interval durations between stimulus changes were sampled from three different 185 distributions in the different blocks. These distributions were computed so as to 186 produce three predetermined so-called hazard functions, which describe the 187 probability that an event will occur at a particular time, given that it has not occurred 188 yet. The hazard function formalizes the expectation of a change and affects human 189 reaction times in simple detection tasks (Luce, 1986 
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We used the following procedure to construct three 'environments', referred to 201 202 
280
We assumed that the subjects used a model in which the observed intervals have 282 been generated from a gamma distribution with parameters alpha (shape) and beta 283 (scale). These parameters were given uninformative prior distributions (Lee and Using the interval duration distributions as the observations, we could obtain 286 the expectations about to-be-observed intervals by generating posterior predictives 287 (i.e., drawing an alpha-beta pair from the joint posterior distribution and then drawing 288 a predicted interval from the associated gamma distribution; repeating this process 289 many times yields a posterior predictive distribution for the to-be-observed interval).
290
We assumed that the subjects updated their belief state after each observation of a 291 new interval duration. Likewise, the model was updated after every interval t by 
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We generated a posterior predictive distribution over the to-be-observed 302 303 
308
To be able to relate trial-to-trial uncertainty and surprise to behavior and the
309
MEG data, we extracted two information theoretic metrics from the time-evolving 310 posterior predictive distribution f t+1 (i.e., belief). 325 326
327 328
where I t+1 is the information gained by interval t+1, given f t+1 . Thus, surprise was 329 defined as the negative log-probability of the upcoming interval t+1, given the 330 intervals that had been presented so far. We also correlated RT to our trial-to-trial estimates of surprise and entropy.
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RT was log-transformed so as to normalize the skewed RT distributions. 
500
To assess the robustness of the emerging clusters we performed a cross-501 validation analysis using a leave-one-out procedure. To this end, we repeated the 
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We also computed the correlation between trial-to-trial power modulation 508 averaged over the whole cluster and log(RT). The resulting correlations were tested 509 against zero across subjects using a permutation test (10.000 permutations). 
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The surprise-related cluster was robust and not driven by outliers, and the 653 effect was not specific to the type of stimulus event (target on-or offset). We used a 654 leave-one-out cross-validation procedure to test the robustness of the correlations on 655 both target on-and offsets (Materials and Methods). We found robust negative 656 correlations in the left-out subjects ( Figure 4D) . Furthermore, the correlation was 657 found for both target offsets and onsets ( Figure 4D 
