This paper is concerned with finite-time stability for a class of neutral neural networks with time-varying delay and norm-bounded uncertainties. Delay-dependent sufficient conditions, which guarantee that the uncertain neutral neural network is finite-time stable, are proposed in terms of linear matrix inequalities by Lyapunov-Krasovskii functional method. Finally, a numerical example is given to show the effectiveness and the benefits of the proposed result.
Introduction
Recently, neural networks have received considerable attention for their wide range of practical applications in many areas, such as pattern recognition, associates memory, model identification, and signal and image processing [1] . Many interesting and important results for neural networks have been reported [2, 3] . Especially, the stability analysis for neural networks has received great attention [4] [5] [6] .
Generally speaking, when we concern the stability of a system, a distinction between classical Lyapunov asymptotic stability (LAS) and finite-time stability (FTS) should be clearly addressed. LAS deals with the steady-state behavior of the system within infinite time interval, while FTS handles the transient behavior of the system within a finite time interval. Since Dorato and Weiss had proposed the concept of finite-time stability for the first time [4, 5] , finite-time stability, boundedness and synchronization have been widely investigated [1, [5] [6] [7] [8] . However, to the best of our knowledge, little attention has been paid to finite-time stability for a class of neutral neural networks with time-varying delay and norm-bounded uncertainties.
In this paper, we consider the problem of finite-time stability for a class of neutral neural networks with time-varying delay and norm-bounded uncertainties. By employing Linear Matrix Inequalities (LMIs) technique, Lyapunov-Krasovskii functional method and using some novel lemmas, we establish the sufficient conditions to guarantee that the uncertain neutral neural network with time-varying delay and norm-bounded uncertainties is finite-time stable. Finally, a numerical example is given to show the effectiveness and the benefits of the proposed result.
Problem statement and preliminaries
Consider a class of neutral neural networks with time-varying delay and norm-bounded uncertainties: 
M are known real constant matrices with appropriate dimensions, () Ft is unknown real time-varying matrix with Lebesgue measurable elements bounded by ( ) ( ) .
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with appropriate dimensions and a constant , h suppose that () n xt  is continuously differentiable with a first-order derivative, the following inequality could be obtained:
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Main Result
In this section, finite-time stability of uncertain neutral-type neural networks is investigated. The main result is stated as follows.
Theorem 1. For given scalars 0 TT
Choose a Lyapunov-Krasovskii functional candidate as: 
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According to Lemma 1, it can be seen that:
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Furthermore, utilizing (3), we can get the following inequality hold 1 ( ) ( ) ( ( )) ( ( )) 0.
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 could be rewritten as 
This completes the proof of Theorem 1.
Numerical Example
Consider system (1) (4) and (5), the feasible solutions can be obtained as follows: According to Theorem 1, the uncertain neutral-type neural network (1) is finite-time stable.
Conclusion
This paper deals with the problems of finite-time stability for a class of neutral neural networks with time-varying delay and norm-bounded uncertainties. By constructing an adaptive Lyapunov-Krasovskii function and using the Linear Matrix Inequalities (LMIs) technique, we establish the sufficient conditions to guarantee that the neutral neural network with time-varying delay and norm-bounded uncertainties is finite-time stable. Finally, a numerical example is given to show the effectiveness and the benefits of the proposed results.
