Much previous work on training multilayer neural networks has attempted to speed up the back-propagation algorithm using more sophisticated weight modi cation rules, whereby all the given training examples are used in a random or predetermined sequence. In this paper we investigate an alternative approach in which the learning proceeds on an increasing number of selected training examples, starting with a small training set. We derive a measure of criticality of examples and present an incremental learning algorithm that uses this measure to select a critical subset of given examples for solving the particular task. Our experimental results suggest that the method can signi cantly improve training speed and generalization performance in many real applications of neural networks. This method can be used in conjunction with other variations of gradient descent algorithms.
Introduction
One of the most widely used methods for training multilayer feedforward neural networks is the error back-propagation algorithm 1]. This algorithm is a gradient-based method, and su ers from Present address: German National Research Center for Computer Science (GMD), Schlo Birlinghoven, D-53757 Sankt Augustin, Germany, e-mail:
zhang@gmd.de low convergence rate. Most researchers have attempted to speed up the back-propagation procedure using sophisticated weight modi cation rules. Some have tried limited modi cations on the rstorder method by adapting the step size dynamically, for example 2]. Others have used secondorder derivatives, as in Newton's method, which requires an expensive calculation or estimation of the Hessian matrix (see 3] for a review of recent developments). While these techniques are useful for a variety of problems, there are other additional factors which in uence the learning speed and generalization ability of the networks.
One of them is the nature and size of the training set. While there is no guarantee that the generalization performance is improved by increasing the training set size 4], the training time increases as the number of examples increases, In general, one should choose those examples which are most likely to help the network solve the problem. For classi cation problems, these examples are the border patterns, i.e., the patterns that lie closest to the separating hyperplanes. Several studies have shown that a network trained on border patterns generalizes better than a network trained on the same number of examples chosen at random 5, 6] . However, these studies have been limited to binary problems in which the example space is either small enough to be examined exhaustively, or the problem is simple enough to analyze. General methods for selecting \critical" ex-amples have not yet been suggested.
In this paper we propose a criterion for selecting critical examples. We also present an e cient method for selecting examples and scheduling their training order based on this criterion. In this new learning scheme the network is trained on incrementally selected examples, rather than on all the available data. In Section 2 the idea of incremental learning will be described in more detail. In Section 3 we derive a measure of criticality and describe the algorithm. In Section 4 the convergence characteristics of the algorithm are shown experimentally in the context of three representative tasks. This is followed by the conclusion in Section 5.
Training Multilayer Nets
In multilayer neural networks, the external inputs are presented to the input layer which is fed forward via one or more layers of hidden units to the output layer. In each layer, the output value a i of unit i is determined by a sigmoid function of the weighted sum of inputs a j from the previous layer:
where R(i) is the index set of predecessor units of i, and i is the bias of i. The networks learn on the training set of inputouput pairs: D N = f(x 1 ; y 1 ); (x 2 ; y 2 ); :::; (x N ; y N )g: (2) The main objective is to achieve a good generalization performance, i.e. the trained network should produce acceptable responses to novel inputs. This problem is a nonlinear optimization problem whose goal is to minimize the additive error functional
E(y p jx p ; w) (3) where p is the index of examples. A common choice for the error measure E(y p jx p ; w) is the sum of squared errors between the desired output y p and the actual output f(x p ; w) of the network, that is E(y p jx p ; w) = jjy p ? f(x p ; w p )jj 2 : A popular learning method is the backpropagation algorithm 1] in which the weights are updated using the recursion (weight modi cation rule) w t+1 = w t ? r(w t ) (4) where r(w t ) is the t-th estimate of the error gradient with respect to the weights, and the parameter is the step size. Depending on the method of estimating the error gradient, there are two main training methods: batch and online.
The batch training uses the equation r(w t ) = 1 N P N p=1 rE p j w=wt while the online training uses r(w t ) = rE p j w=wt ; where rE p j w=wt is an estimate of the gradient of E p = E(y p jx p ; w) at w t .
Note that the complete training set is repeatedly presented to update the weights during the training process in both training methods.
The main feature of our method is that we do not train the network on the entire training set of size N from the outset. Rather, we start the learning with a small subset of size N 0 < N of given examples and increase the training set incrementally. That is, rather than attempting to minimize the function (3) directly, we try to minimize a set of objective functions E(D N jw) = E(D N0 jw) + + E(D Ns jw) (5) from left to right sequentially. Here N k is the kth size of the training set satisfying the relation N 0 < N 1 < < N s = N: (6) The advantage of the incremental learning will be illustrated in a simple example. Suppose that we want to approximate the function f depicted in Figure 1 . Let the data points r p = (x p ; y p ); p = 1; :::; 25, be given.
When the back-propagation, irrespective of online/batch training, is used, the algorithm tries to satisfy from the start all the constraints described by all the given examples. Because some examples are contradictory and some are redundant, it usually takes a long time to evolve a reasonable approximation curve. A typical progress of this non-incremental learning is illustrated in Figure  2 . On the other hand if we use a small number of examples to train the network, the training will converge very fast. Although the rst approximation may not be satisfactory, we can use this knowledge to select the next set of examples which e ciently improve the current approximation. A typical progress of this incremental learning is illustrated in Figure 3 .
The comparison suggests that the incremental learning can achieve a reasonable performance using only a small subset of examples. The question is how to select \good" examples. To answer this question we need a measure of goodness. P(y p jx p ; w) (7) where P(y p jx p ; w) = exp(? E(y p jx p ; w))
Here is a positive constant which determines the sensitivity of the probability to the error value, i.e. a measure of the presumed noise included in y p and Z( ) = R exp(? E(yjx; w))dy is a normalizing constant. In the case of the quadratic error function the resulting P(y p jx p ; w) is the Gaussian is the variance of the noise included in y p . Now we want to select an (N + 1)-th example to improve the performance of the network. This example can be selected by measuring the information gain of the network when we receive the new example y N+1 . Let the probability distributions of the parameters before and after we receive the datum y N+1 be P N (w) and P N+1 (w). According to information theory 9], the mean information for discrimination between P N (w) and P N+1 (w) is given by I(P N+1 ; P N ) = Z P N+1 (w) ln P N+1 (w) P N (w) dw (10) The greater the value of I(P N+1 ; P N ), the less resemblance between the two distributions, and the more information is gained about w. Given a xed distribution P N (w), the maximum information gain is thus achieved by maximizing the di erence of P N+1 (w) from P N (w).
According to the assumed relation (8) between the likelihood and the error of the data, we can maximize this di erence by selecting the example whose addition to D N leads to the greatest E(D N+1 jw) with the current parameters w.
Hence the example that maximizes (11) should be included in the training set. The training method is also assumed to be able to reduce the error to a desired accuracy.
This example can be found by presenting the candidates x p to the partially trained network and computing their errors E(y p jx p ; w) and selecting the kth example satisfying E(y k jx k ; w) = max p f E(y p jx p ; w) g: (12) In situations where we have to select examples from a large data set, we need only the relative error of each example, not the value itself. In general, we de ne the criticality of an example (x p ; y p ) as
where f i denotes the activation value of the ith output unit and m, the number of the output units, is used to normalize the value. The measure e w (x p ) has a value 0 e w (x p ) 1 if the sigmoid output function f i (s) = 1 1+e ?s is used. By de nition an example is the most critical if it causes the largest error. (Note that in the previous work 10, 11] we have used the square root of the criticality, called interestingness).
Now that we can describe the algorithm. The training set, denoted by D, is de ned to be the set of data that are currently used to train the network. The rest of the given examples is called the candidate set and denoted by C. The training set is initialized with a small set of randomly chosen seed examples. The candidate set is initialized with the rest of the given examples. The learning process consists of iteration of the training of the network and the selection of the training set.
In the training phase, the connection weights of the network are updated using only the examples in the training set D. The weights of the network are initialized randomly with values from the interval ?! w ij +!. Each time an example is presented, the weights are modi ed by w ij (t) = ? @E p @w ij (t) + w ij (t ? 1) (14) where E p = E(y p jx p ; w) and @Ep @wij is approximated by the error back-propagation procedure described in the previous section|although we are using an online training here, it is also possible to use a batch training or any other weight modi cation rule. In the above equation, and are the step size and the momentum factor, respectively.
The weight adjustment is repeated until the sum of errors of the current training set is reduced to a speci ed performance level, i.e. E(Djw) (15) where is de ned as
Here n, m and h are the number of input, output and hidden units, respectively. is a constant determining the allowable error tolerance per connection. This is based on the fact that the learning capacity is proportional to the total number of adjustable connections in the network 4]. In a variety of discrete problems the value of 100 200 turned out to be reasonable. In the selection phase, examples in the current candidate set C are tested by computing the criticality e w (x q ) of the examples (Eq. 13) with re- (3) we can see that the SEL algorithm minimizes the usual objective function eventually, since N sm = N. Also observe that the incremental learning reduces to the nonincremental one such as usual back-propagation if the entire data set is used as the training set from the start. In this sense the selective incremental learning procedure is a generalization of the backpropagation procedure.
We now consider the computational requirements of the algorithm. The costs for computing the criticality is neglected since the total number of selections is much smaller than the total number of training epochs, i.e. s m P sm s=0 t s , and the criticality computation involves only a forward pass for the candidate examples. On the other hand, the total training time of the usual back-propagation procedure is given by
To compare the learning time (24) and (25), we consider the growth rate, r s , of the sth training set: 
The rate r s is a monotonically decreasing function of s (r s ! 1 as s ! s m ).
Observe that the large growth rate in the early stages means that the probability of any additional examples for changing the current model is high, and that it is expected a large number of training sweeps t s is required. In spite of this, the learning time will not be long, because N s is small. As learning proceeds r s approaches 1, meaning the relative information gain decreases and the probability of any additional examples for changing the model reduces. In spite of a large N s , the training time will also not be long, since t s is small. Consequently, one can expect the selective incremental learning to converge faster than the usual back-propagation training. We will con rm this by experiments in the next section.
Convergence Characteristics
The method has been applied to several discrete and continuous problems. In this section we compare the convergence characteristics of the incremental method with the conventional backpropagation training in the context of three representative tasks. A more detailed description can be found in 12].
Majority Function
Majority is a binary mapping problem from an input space X = f0; 1g n to the output space Y = f0; 1g. Table 1 : Training set size for perfect generalization Table 1 shows the training set sizes used for perfect learning of majority functions with varying data size N. Generalization was evaluated by a test set of 1000 random examples drawn independently from the same distribution. Observe that the incremental learning can solve the 5-input majority problem using only 8 training examples, although there are 5 C 3 + 5 C 2 = 20 border patterns. For the cases of n = 15 and 25, the size of the training set su cient for correct generalization was much lower than the theoretical bound Figure 4 , in which the numbers in the squares indicate the selection sequence of examples. The results suggest that not all border patterns are necessary for perfect generalization, and the selective incremental learning can nd such subset. Figure 5 depicts the relative performance of the selective incremental learning method compared with the non-incremental learning, i.e. T rel = T SEL =T BP etc., for 15-majority. The learning parameters in the adaptation phase of both algorithms were the same. In the gure, it can be seen that as the size N of the initially known data set grows, the relative learning e ciency of the incremental learning is superior than the nonincremental one. This is because SEL tends to take a smaller fraction of the given data as the known data size increases. The results suggest that the incremental learning is especially useful when the data is large.
Nonlinear Continuous Mapping
The majority function discussed above is a discrete classi cation problem. The performance in continuous problems will be demonstrated on a simple function approximation task. For the graphical veri cation of the performance, we chose the function z(x; y) = 1 2
with inputs x and y from the interval ?1; +1].
In this domain the output z has a range of 0; +1]. We used a network of 2-5-1 architecture. The x, y, and z values were encoded to use activation values from the interval 0:1; 0:9] on the input and output units.
A total of N = 21 21 = 441 data points (x; y) and associated z values are given initially. Learning was started with two seed examples using a randomly chosen weights from the interval ?0:1; +0:1]. In each selection step, 20 new examples were selected to the training set. The intermediate results after training at selection steps of s = 0; 1; 3; 7; 11;15are shown in Figure 6 . Here one can see how the incremental method searches the input space and in which strategy it tries to learn the unkown function; the algorithm learns examples from the regions where the current approximation error is large. The selective learning network approximated the desired function 98% correctly (within 0.1 of the target value) using only 68% of given training examples in 15 selection steps. Similar reduction of the training set size and the improvement in training speed have also been observed in robot arm control tasks 12].
Handwritten Digit Recognition
The performance of the algorithm was evaluated on the recognition of handwritten digits. The data was collected from 10 persons. Each person wrote by hand 680 digits (0 { 9) on two sheets of paper. The digits were read by a scanner to be converted in 15 10 bitmaps. One sheet of each writer was chosen randomly to build the data set (3400 digits). The other sheets were collected to build the test set (3400 digits).
We used a feed-forward network with a 150-40-10 architecture. 10 digits of 0 to 9 were randomly For comparison, we trained the same size of network using an online back-propagation procedure (BP). All the learning parameters were the same as those used in the adaptation phase of SEL. Figure  7 shows the average performance of both learning procedures for ten runs each, as a function of the training time measured in cpu minutes on a Sparcstation. The SEL method converged to a 99% performance, on average, four times faster than the simple BP training. For both algorithms the maximum generalization accuracy was about 85% for the data used.
Notice that although BP improves its performance relatively fast at the early stages, and converges at the end, the convergence was unstable and therefore very slow. The simple BP method seems to concentrate too much on the statistical average of all the available patterns, which occasionally shows good performance but frequently gets stuck in local optima. Further training usually leads to over tting, and an early stopping or pruning must be used to resolve this problem 13].
On the other hand, the SEL method improves its performance monotonically and nally converges faster than BP, achieving its maximumgeneralization accuracy at convergence time. This suggests that SEL may be used as a method of avoiding local minima and over tting problems. The monotonicity of generalization in SEL is also useful for deciding if more data is needed to improve the nal performance.
We also note that the SEL performance shows a very rapid improvement (region A) followed by a slow but steady increase afterwards (region B). The training set size between region A and B ranges approximately 500 to 800. This indicates that the algorithm has found a moderately critical subset around this size. The standard deviation suggests that the performance of SEL is robust against the initial weight values and the seed examples.
Conclusion
There are several theoretical studies on the minimal size of the training set. For example, Baum and Haussler 14] show that, to achieve a fraction of 1? generalization, one needs m O ? W log N random examples to train a feedforward network of linear threshold functions with N neuronal units and W synaptic weights. Such a rule is theoretically interesting, but is not very useful in practice since this is an worst case analysis. Another study 6] suggests that the entire set of border patterns must be presented to guarantee a perfect generalization.
However, the inherent generalization ability of neural networks does not require all the border patterns. This was con rmed by the experimental results on the majority function where a perfect generalization was achieved using only a small subset of the border patterns. On the other hand, when the input space is prohibitively large or innite, such as in pattern recognition or continuous function approximation, one can not expect a perfect generalization. However, even in these cases one can select data to improve the convergence. This is supported by the results on the digit recognition and the approximation of the simple continuous function where a small subset of the given data was su cient to achieve the same generalization performance as the original data.
The criticality measure for selecting examples is related to the work of MacKay 8] who also studied active sampling of examples. Plutowski and White 15] describes a similar approach to nding concise training sets from clean data sets. Both works require calculation or approximation of Hessian which could be quite expensive. The statistical interpretation of network learning has been studied by Tishby et al. 7] . The analysis enables the evaluation of the probability of a correct prediction of an independent example, after training the network on a given training set. However, their average case analysis did not propose methods of how to select the critical examples e ciently, nor how to use the examples to speed up or improve the generalization.
In contrast, we presented a general method to selecting critical examples for solving a particular task. The method does not need to calculate second derivatives. Our experimental results show that the selective incremental learning nds and uses only a critical subset of given examples, which leads to a considerable enhancement in training speed and generalization performance. We expect the incremental learning will be more e cient than a non-incremental one if the given data contains enough information for correct generalization with small noise. The learning behavior of this method on very noisy data, such as time series data 16], remains to be studied. In a previous study 12], we found that the incremental learning can be more expensive than a simple backpropagation if the available data is too sparse or already critical. This is because the SEL method eventually uses all the examples if there is no redundancy in the data set. In fact, unless we have an oracle telling us which are redundant or noisy data, the best learning starategy would be to use all the examples.
Selecting patterns with large squared error raises another question: Doesn't the sampling method forster over tting? A related point is that starting with the outliers might send the network o to a region very far away from a good solution and likely to get stuck in local minima. To answer these questions one should notice that training and selection are interleaved in the SEL method, instead of just repeating training or selection separately. If an outlier is selected, the successive training stage will learn this outlier to some extent. However, the subseqent selections would correct this mistake by choosing more regular examples because the outlier has biased the network and this time the regular examples will have larger errors than the outliers. Thus the method may contain some outliers, but if a su ciently large number of selection steps are used, these problems will not occur. The low variance among the various learning trials using di erent random seed examples in digit recognition experiments is an example that con rms this conclusion.
The current work can be extended in two directions. First, the criticality measure may be used for further purposes. Although it was originally developed for selecting examples, the measure can also be used to generate new useful examples. Preliminary results on this point were reported in 11], where new examples are created by recombining existing critical examples through genetic operators. Secondly, one can combine the idea of incremental data selection with architecture selection algorithms 17], especially with the constructive algorithms. In a series of experiments reported in 18] we were able to optimize the number of hidden units of a feed-forward network using only a critical subset of examples, instead of using the whole data set from the start, and thereby improved the optimization e ciency.
