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Path large deviations for interacting diffusions with local
mean-field interactions in random environment
Patrick E. Müller
Abstract. We consider a system of Nd spins in random environment with a random local mean
field type interaction. Each spin has a fixed spatial position on the torus Td, an attached
random environment and a spin value in R that evolves according to a space and environment
dependent Langevin dynamic. The interaction between two spins depends on the spin values,
on the spatial distance and the random environment of both spins. We prove the path large
deviation principle from the hydrodynamic (or local mean field McKean-Vlasov) limit and
derive different expressions of the rate function for the empirical process and for the empirical
measure of the paths. To this end, we generalize an approach of Dawson and Gärtner. By
the space and random environment dependency, this requires new ingredients compared to
mean field type interactions. Moreover, we prove the large deviation principle by using a
second approach. This requires a generalisation of Varadhan’s lemma to nowhere continuous
functions.
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1 Introduction
We consider a system of Nd interacting spins with spin values θNt ∈ R
Nd at time t > 0, that evolve
according to the following Langevin dynamics
dθk,Nt = b
(
k
N
,wk,N , θk,Nt , µ
N
t
)
dt+ σdBk,Nt ,
θk,N0 ∼ νk ∈M1(R) ,
(1.1)
for k ∈ TdN = Z
d/NZd, the periodic d-dimensional lattice of length N . Besides the random initial spin
values, there are two sources of randomness in this system. On the one hand, a random environment
wk,N ∈ W ⊂ Rm is attached to each spin. It expresses differences in the environment and in the nature of
the spins. The random environment is distributed according to ζ k
N
∈ M1(W) and it is frozen over time.
On the other hand each spin value is subject to independent stochastic fluctuations, given by independent
Brownian motions Bk,N .
We consider very general drift coefficients b : Td ×W × R ×M1
(
Td ×W × R
)
→ R. This coefficient
has to be continuous at least on a subset of the probability measures, but it might be unbounded for
example. The drift coefficient depends on the fixed normalised spatial position kN of the spin, on the
random environment wk,N attached to this spin and on the current spin value. Moreover b depends
through the the empirical measure µNt , defined as
µNt
..=
1
Nd
∑
k∈TdN
δ( kN ,wk,N ,θ
k,N
t )
∈M1
(
T
d ×W × R
)
, (1.2)
also on the spatial positions, the random environments and the spin values of all other spins. This
dependency of the drift coefficient on the empirical measure µNt models the interaction between the
spins. Note that the geometric structure of the system, i.e. the spatial position of the spins, is highly
relevant. On the one hand the drift coefficient depends directly on kN and on the random environment
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wk,N . On the other hand the spatial positions of all spins and the full random environment take effect
in the interaction through the empirical measure. Moreover the initial distribution and the distribution
of the random environment depend on the spatial position.
The following model is a concrete example of a spin system with local mean field interaction, covered
by the more general model (1.1). Let the diffusion coefficient σ be equal to 1, take W ⊂ Rm compact
and choose the drift coefficient as
b (x,w, θ, µ) = −∂θΨ(w, θ) +
∫
Td×W×R
J (x− x′, w, w′) θ′µ (dx′, dw′, dθ′) , (1.3)
for (x,w, θ, µ) ∈ Td ×W ×R×M1
(
Td ×W × R
)
, with Ψ a single spin potential and J a weight function
of the spatial distance between the spins. For example Ψ can be chosen as Ψ(w, θ) = θ4+w1θ or θ
2+w1θ
or θ4 − θ2+w1θ. Then the first coordinate of the random environment w1 represents a random chemical
potential. With these coefficients, the SDE (1.1) is given by
dθk,Nt = −∂θΨ
(
wk,N , θk,Nt
)
dt+
1
Nd
∑
j∈TdN
J
(
k − j
N
,wk,N , wj,N
)
θj,Nt dt+ dB
k,N
t . (1.4)
We are mainly interested in this model. However we show most of the results in a much more general
setting.
Given a realisation θN[0,T ] =
{
t 7→ θNt
}
of the solution of (1.1) and a realisation of the random envi-
ronment wN , let us denote by µN[0,T ] the empirical process, that is the path of the empirical measures µ
N
t
defined in (1.2), i.e.
µN[0,T ]
..=
t 7→ µNt ..= 1Nd ∑
k∈TdN
δ( kN ,wk,N ,θ
k,N
t )
 ∈ C([0, T ] ,M1(Td ×W × R)) , (1.5)
and by LN the empirical measure on Td ×W × C([0, T ])
LN = LN
(
wN , θ[0,T ]
)
..=
1
Nd
∑
k∈TdN
δ( k
N ,w
k,N ,θk,N
[0,T ]
) ∈M1(Td ×W × C([0, T ])) . (1.6)
One can show, in particular for the local mean field system (1.4), that the empirical process µN[0,T ],
converges to a deterministic continuous trajectory on M1
(
Td ×W × R
)
when the number of spins N
tends to infinity (see [4] when removing the random environment or see [24] for a slightly different model
with bounded interaction). Without the random environment, each measure on this trajectory has a
density ξt with respect to the Lebesgue measure. Moreover ξ ∈ C
1,0,2
(
(0, T ]× Td × R
)
and the time
evolution of ξ is the classical solution of the following PDE (that we call local mean field McKean-Vlasov
equation),
∂tξt (x, θ) = ∂θ
((
Ψ′ (θ)−
∫
Td×R
J (x′ − x) θ′ξt (x
′, θ′) dθ′dx′
)
ξt (x, θ)
)
+
1
2
∂2θξt (x, θ) . (1.7)
The aim of the current paper is to investigate the large deviations from the hydrodynamic limit for
the general system (1.1) and in particular for the local mean field system (1.4). This is motivated by
the overall desire for understanding metastability and other long time phenomena in models like (1.1).
For infinite dimensional system an approach to answer these questions is a generalisation of the Freidlin-
Wentzell theory (see the introduction of [10], [17] Chapter 10.5, [14]). By the Freidlin-Wentzell theory,
these questions are related to large deviation principles (see [17]).
The heuristic underlying idea is, that for large N , the system usually follows the deterministic flow de-
scribed by the hydrodynamic limit (e.g. (1.7)) towards a globally attracting, stable point in M1
(
Td × R
)
.
However for finite N the randomness allows the system to deviate from the deterministic flow. Even a
transition from one stable point to another might occur. These deviations from the deterministic flow
are exponentially unlikely for large N . Therefore large deviation is an appropriate theory to determine
the probability of such an event.
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We prove in the following that the families of random elements
{
µN[0,T ]
}
and
{
LN
}
, satisfy large
deviation principles. Moreover, we derive different representation of the rate functions and show relations
between the two principles, the rate functions and the minimizer of the rate function. In particular we
show that the rate function Sν,ζ corresponding to the family
{
µN[0,T ]
}
has the following expression
Sν,ζ
(
µ[0,T ]
)
=
∫ T
0
∫
W
∣∣∂tµt − (Lµt,.,.)∗ µt∣∣2µt dt+H (µ0|dx⊗ ζx ⊗ νx ) , (1.8)
for suitable µ[0,T ] ∈ C
(
[0, T ] ,M1
(
Td ×W × R
))
. We define the norm |.|µt and the relative entropy H ( .|. )
later. The operator (Lµ,x,w)
∗ is for each µ ∈ Mϕ,∞ and (x,w) ∈ Td×W the formal adjoint of the following
operator, acting on f ∈ C2b(R),
Lµ,x,wf (θ) ..=
σ2
2
∂2θ2f (θ) + b (x,w, θ, µ) ∂θf (θ) . (1.9)
It is at this stage important to see, that the rate function S measures somehow the deviation from the
hydrodynamic equation. This is what we expect from the mentioned heuristics.
Dynamic large deviation principles, for models similar to (1.1), but with the huge difference that the
spatial structure is not relevant, are considered by many authors (e.g. [10], [27], [5], [15], [8], [6]). In
these models, the empirical measure in the drift coefficient is replaced by µN,MF
θNt
..= 1
Nd
∑
k∈TdN
δθk,Nt
.
In the concrete model (1.4), this is for example the case when J ≡ 1, i.e when a mean field interaction
(Curie-Weiss model) is considered.
For these kind of models, with weak interaction and irrelevance of the spatial structure and without
random environment, a dynamical large deviation principle for
{
µN,MF
θN
[0,T ]
}
is derived in [10]. This principle
is used in [9] to connect the quasi potential with the free energy function. The idea of the approach in
[10] is to freeze an empirical process in the drift coefficient to get a system of Nd independent time
inhomogeneous spins. For this system a large deviation principle is derived. Finally this large deviation
principle is converted to the large deviation principle for the interacting system. The main difficulty
thereby is to show that the rate function has the particular form similar to (1.8). In this paper we
generalize the approach of [10], to derive a large deviation principle for the space and random environment
dependent empirical processes
{
µN[0,T ]
}
and also for the empirical measures
{
LN
}
. Changes are in
particular required due to the space and random environment dependency of the drift coefficient, of the
empirical process and of the initial data. Moreover we consider the space of continuous functions on the
usual space of probability measures C
(
[0, T ] ,M1
(
Td ×W × R
))
, equipped with the usual topologies (the
uniform topology and the weak convergence) and not, as in [10], a subset of this space with a stronger
topology. Note that the diffusion coefficient in [10] depends on the spin value and we consider only the
case of a constant diffusion coefficient. However all the results of this paper also hold for non constant
diffusion coefficient. We only fixed it to be constant, to simplify the notation.
In [27] a large deviation principles for the empirical measure LN,MF ..= 1
Nd
∑
k∈TdN
δθk,N
[0,T ]
∈ M1(C) is
derived. In [8], a mean field interaction with random environment is considered. In both models, the
authors assume that the drift coefficient b is bounded and does not depend on the spatial positions of the
spins. By this boundedness, the authors can transfer a large deviation principle ofNd independent Wiener
process to the large deviation principle for the interacting system, by an application of the Varadhan
lemma. From this large deviation principle on M1(C), the contraction principle easily shows a large
deviation principle for the empirical process. However the rate function does not have the representation
(1.8). In [8], the authors try to show that the derived rate function is equal to a similar expression as
(1.8). Unfortunately in the proof of this result (in Step 4 of the proof of the Theorem 3), the authors use a
circular reasoning. Therefore only for some trajectories of measures the equality of these two expressions
is proven. Also in [5] only for this subset of the trajectories the equality of the rate function is proven.
Nevertheless we generalise the approach of [8] to be applicable also for the unbounded, local mean
field model (1.4). This leads to one of the two proofs, that we give here, of the large deviation principle
of the empirical measure LN . However we are not able to correct the mentioned circular reasoning in [8].
Therefore we infer a large deviation principle for the empirical process µN[0,T ] from this, but we can not
show, in this way, that it equals (1.8). We get this equality of the rate functions by the more general
approach of Chapter 3 and the uniqueness of the rate function.
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Also for mean field interaction with random environment, but without the space dependency, a large
deviation principle for the empirical measure is derived in [6]. Moreover the authors characterise the
minima of the rate function. The model considered in [6] is similar to the concrete example (1.4),
however only bounded interactions are considered.
In [15] a third kind of approach is used to prove the LDP for non geometric structure dependent,
interacting system like in [10], but with more restrictive assumptions. The authors connect the LDP with
a variational problem arising from control theory (see Example 1.14, Chapter 13.3 and Theorem 13.37
of [15]). However we do not try to generalise this approach to the system considered here, because the
assumptions are more restrictive than [10] and, at least from the point of view of the probabilistic theory,
the approach gives less inside in the probabilistic structure.
A direct approach to derive a large deviation principle with a rate function of the form (1.8) is used
in [21] for independent Brownian motions. This can be generalised to models with mean field interaction.
However for the space dependent model we consider, we can not apply this approach. It requires that
the hydrodynamic limit has a unique weak solution (see also [19] page 40).
A dynamical large deviation principle for a system with a space dependent interaction (similar to the
interaction in (1.4) but without the random environment), is studied in [7]. The main difference to the
model we consider here, is that only the spin values ±1 are considered and that the spin values evolve
according to Glauber dynamics. The proofs of their results are highly dependent on their chosen jump
dynamic and does not cover models with Langevin dynamics.
1.1 Results for the concrete example (1.4) of a local mean field model
For the concrete example (1.4) of a local mean field model, we state in this chapter the main results of
this paper. These are the large deviation principles for the families
{
µN[0,T ]
}
and
{
LN
}
. Note that we
derive these principles also for the more general system of interacting SDEs (1.1) in the next chapters.
However for the local mean field model (1.4), definitions and assumptions are more comprehensible.
Let the spin system characterised by the model (1.4) satisfy the following assumptions. Here W is a
compact subset of Rm for a m > 0.
Assumption 1.1. The family of initial distributions {νx}x∈Td ⊂ M1(R) is Feller continuous, i.e. νx(n)
converges to νx when x(n) → x, or equivalently the map x 7→
∫
R
f (θ) νx (dθ) is continuous for all f ∈
Cb(R).
See Chapter 2.2.4 for examples of Feller continuous initial distributions.
Assumption 1.2.
sup
x∈Td
∫
R
e2Ψ(θ)νx (dθ) <∞ (1.10)
Assumption 1.3. The family of distributions of the random environment {ζx}x∈Td ⊂ M1(W) is Feller
continuous.
Assumption 1.4. The interaction weight J : Td ×W ×W → R is in L2
(
Td,C(W ×W)
)
and satisfies
the following conditions:
•There is a J ∈ L2
(
Td
)
, such that sup(w,w′)∈W×W |J (x,w,w
′)| < J (x) for all x ∈ Td.
•J is even on Td, i.e. J (x) = J (−x) for all x ∈ Td.
•Moreover
1
Nd
∑
i∈TdN
sup
w,w′∈W
∣∣∣∣∣J
(
i
N
,w,w′
)
−Nd
∫
∆i,N
J (x,w,w′) dx
∣∣∣∣∣
2
→ 0, (1.11)
when N →∞, with ∆i,N ..=
{
x ∈ Td :
∣∣x− iN ∣∣ < 12N }.
Example 1.5. This assumption is in particular satisfied in the following cases:
•J is continuous in all variables.
•J (x,w,w) = J1 (x) J2 (w,w′) or J (x,w,w) = J1 (x) + J2 (w,w′). In both situations:
J2 ∈ C(W ×W), for example J2 (w,w′) = ww′ or J2 (w,w′) = w − w′.
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J1 ∈ L2
(
Td
)
is even and
- either continuous, or
- J1 = 1A for A ⊂ Td a rectangular, or
- J1 can even have a singularity like J1 (x) = |x|−
1
2+ǫ with J1 (0) = 0.
Remark 1.6. We use the assumption that J is even, only in the proof of the large deviation principle of{
LN
}
(Theorem 1.10), but not in the proof of the large deviation principle of
{
µN[0,T ]
}
(Theorem 1.11).
Assumption 1.7. Ψ(θ, w) = Ψ (θ) + w1θ, for (w, θ) ∈ W × R, where Ψ is a polynomial of even degree
greater or equal two, with positive coefficient of that degree. Define
cΨ ..= lim inf
|θ|→∞
Ψ(θ)
|θ|2
, (1.12)
with cΨ =∞ if the degree of the polynomial is greater than two. Assume
cΨ >
∥∥J∥∥
L1
. (1.13)
We state some examples of Ψ that satisfy these assumption after (1.3). Also more general Ψ are
covered by the approach we state. For example the randomness could merge into the single particle
potential in a more general way than just as a chemical potential.
We infer from these assumption that the corresponding martingale problem is well posed for each
fixed wN ∈ WN
d
and each fixed initial values θN ∈ RN
d
, i.e. that there is a unique weak solution to (1.4)
(see Remark 3.3). Hence there is a unique measure PN
wN ,θN
∈ M1
(
C([0, T ])
Nd
)
, which is the law of the
solution θN[0,T ] of the N
d-dimensional SDE (1.4) with initial values θN and with fixed environment wN .
Notation 1.8. We use the following notation:
• For each N ∈ N, we denote the initial distribution of the Nd-dimensional spin system by νN ..=⊗
k∈TdN
ν k
N
∈ M1
(
RN
d
)
.
• Analogue we define ζN ..=
⊗
k∈TdN
ζ k
N
∈ M1
(
WN
d
)
.
• We denote by PNwN
.
.=
∫
RN
d PN
wN ,θN
νN
(
dθN
)
∈ M1
(
C([0, T ])N
d
)
, the law of the paths of the Nd-
dimensional spin system with a given environment wN ∈ W and with initial distribution νN .
• We use the symbol PN = ζN (dw) ⊗ PNwN ∈ M1
(
WN
d
× C([0, T ])N
d
)
for the joint distribution of the
random environment and of the paths of the spin system.
The µN[0,T ] and L
N are both images of wN and θN[0,T ]. Therefore we consider µ
N
[0,T ] and L
N as random
elements under PN .
The following norm appears in the rate function Sν,ζ in (1.8) (compare this norm to the −1 Sobolev
norm).
Definition 1.9. For a measure π ∈ M1
(
Td ×W × R
)
and ξ a distribution on the space of test functions
C
∞
c
(
Td ×W × R
)
, define
|ξ|2π
.
.=
1
2
sup
f∈Dπ
|〈ξ, f〉|2
σ2
∫
Td×W×R
(∂θf (x,w, θ))
2
π (dx, dw, dθ)
= sup
f∈C∞c (T
d×W×R)
{
〈ξ, f〉 −
σ2
2
∫
Td×W×R
(∂θf (x,w, θ))
2
π (dx, dw, dθ)
}
,
(1.14)
with Dπ =
{
f ∈ C∞c
(
Td ×W × R
)
:
∫
Td×W×R
(∂θf (x,w, θ))
2 π (dx, dw, dθ) 6= 0
}
.
With abuse of notation we also use the symbol |ξ|π for π ∈ M1(R) and ξ a distribution on the space
of test functions C∞c (R).
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Theorem 1.10 (For a more general version of this Theorem, see Theorem 5.3). Let the Assumption 1.1,
Assumption 1.2, Assumption 1.3, Assumption 1.4 and Assumption 1.7 hold. Then the family
{
LN , PN
}
satisfies on M1
(
Td ×W × C([0, T ])
)
a large deviation principle with a good rate function. We derive two
different representation of the rate function (see Theorem 5.3 and Theorem 5.12).
Theorem 1.11 (For a more general version of this Theorem, see Theorem 3.5). Under the same
assumptions as Theorem 1.10, the family
{
µN[0,T ], P
N
}
satisfies on C
(
[0, T ] ,M1
(
Td ×W × R
))
a large
deviation principle with good rate function
Sν,ζ
(
µ[0,T ]
)
.
.=
∫ T
0
∣∣∣∂tµt − (LLMFµt,.,.)∗ µt∣∣∣2µt dt+H (µ0|dx⊗ ζx ⊗ νx ) , (1.15)
when µ[0,T ] ∈ C
(
[0, T ] ,M1
(
Td ×W × R
))
is weakly differentiable, supt∈[0,T ]
∫
Td×W×R
θ2µt (dx, dw, dθ) is
finite, and µt = dx⊗ µt,x with µt,x ∈M1(W × R). Otherwise Sν,ζ
(
µ[0,T ]
)
=∞.
Moreover the integral with respect to Td×W and the supremum in the norm in Sν,ζ can be interchanged,
i.e. Sν,ζ
(
µ[0,T ]
)
= ST
d×W
ν,ζ
(
µ[0,T ]
)
defined as∫ T
0
∫
Td
∫
W
∣∣∣∂tµt,x,w − (LLMFµt,x,w)∗ µt,x,w∣∣∣µt,x,w µ0,x,W (dw) dxdt+H (µ0|dx⊗ ζx ⊗ νx ) , (1.16)
with µt,x,W ∈M1(W) and µt,x,w ∈ M1(R) such that µt,x = µt,x,W (dw)⊗ µt,x,w.
We state further representation of Sν,ζ in Chapter 4.
1.2 Structure of the paper and idea of the proofs
This paper is organised as follows. We state in Chapter 2 some preliminaries that are required in the
subsequent chapters. At first this comprises some definitions and notations (Chapter 2.1). Then in
Chapter 2.2, we generalise the Sanov Theorem to vectors of space (Td), random environment (W) and
spin value (R) dependent empirical measures. This is also a generalisation of the Sanov type theorem
in [10], because of the additional space and random environment dependency, and because we allow
the initial values to be random. Then we state a generalisation of the Arzelá Ascoli theorem for sets
and measures on Td × W × C([0, T ]) (Chapter 2.3), and we generalise the definitions and results on
distribution-valued functions of the Chapter 4.1 of [10] to the space Td ×W × R (Chapter 2.4). Finally
(in Chapter 2.5) we discuss how the spaces, on which LN and µN[0,T ] are defined, are related.
In Chapter 3 we state and prove the large deviation principle for the family of the empirical process{
µN[0,T ]
}
in a more general setting than the concrete example (1.4) considered in Theorem 1.11. The
concrete example (1.4) (with the assumptions of Chapter 1.1) is covered by the weaker assumptions
in Chapter 3 (we show this in Chapter 3.3). To prove the large deviation principle, we generalise the
approach of [10] to the space and random environment dependent model we consider here. We explain
the approach and changes compared to [10], in detail in Chapter 3. We first (Chapter 3.1) derive a
LDP of the empirical process for the independent system and finally transfer this LDP to an LDP for
the interacting system (Chapter 3.2). The existence of the LDP for the independent system is a direct
consequence of the Sanov type result of Chapter 2.2. The better part of the Chapter 3.1 is dedicated
to showing that the rate function actually has a form like (1.8). In contrast to the model considered
in [10], the model (1.1) treated here, is space and environment dependent (in the drift coefficient, the
empirical process and the initial distribution), the initial values are random and we consider the whole
space C
(
[0, T ] ,M1
(
Td ×W × R
))
and not a subspace with a stronger topology. This leads to many
changes in the proofs. In particular in the proof of a lower bound on the rate function of the independent
system (Chapter 3.1.2.2), we require a solution to a PDE that is continuous in the space and environment
variable. We prove the existence and uniqueness of such a solution in Chapter 3.1.2.3.
In Chapter 4, we state different representations of the rate function for the empirical process. These
expressions might be useful when working on the mentioned long time behaviour (see also [9] in the mean
field case), in particular when the model is not reversible.
In Chapter 5, we show that the same approach as in Chapter 3 can be used to derive a large deviation
principle for the family
{
LN
}
, provided that this family is exponentially tight. We prove the exponential
tightness for the concrete example (1.4) of the local mean field model in Chapter 5.2. Moreover we derive
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for this model a second representation of the rate function. In this second expression of this function,
the influence of the entropy and of the interaction becomes obvious.
In Chapter 6, we show at first (Theorem 6.1), that the minimizer of the rate functions of
{
µN[0,T ]
}
and
{
LN
}
are one to one related. Then in Chapter 6.2, we infer from the large deviation principle of{
LN
}
, the large deviation principle of
{
µN[0,T ]
}
, by an application of the contraction principle. However
the rate function does not have the desired form Sν,ζ given in (1.8). In Chapter 6.3 we show that the rate
function is at least an upper bound on Sν,ζ . However we are not able to prove that it is also an lower
bound, without using the result of Chapter 3.
In Chapter 7, we derive the large deviation principle for the empirical measure
{
LN
}
for the concrete
example (1.4) of the local mean field model by a different approach than in Chapter 5. We consider
at first the simpler model without the interaction part. For this model we get easily a large deviation
principle (by the Sanov type result of Chapter 2.2). Then we transfer the LDP to the model with
interaction by the Girsanov transformation. This would typically follow from the Varadhan’s lemma
(see e.g. [8]). However the exponent in the Girsanov transform is only continuous on special subsets of
M1
(
Td ×W × R
)
. Therefore we need to use a generalisation of Varadhan’s lemma to functions that are
unbounded and nowhere continuous.
We state this generalisation in Appendix A in a very general and abstract form, because it may be of
independent interest.
There are two reason, why we state this second approach of the proof of the large deviation principle
for
{
LN
}
in Chapter 7. On the one hand the idea of investigating separately the entropy and adding
then the interaction, is easier to follow and seems to be more comprehensible (form a physical point of
view) compared to the approach of Chapter 5. On the other hand this approach gives a nice example
how the generalisation of the Varadhan’s lemma can be applied.
Acknowledgements. This paper is part of the authors PhD thesis, created under the supervision of A.
Bovier. The paper uses many ideas from the collaboration with A. Bovier and D. Ioffe. I am very thankful
for their fruitful input. The author thanks F. den Hollander for helpful discussions on the subject and
G. Uraltsev for his useful hints concerning the arising PDEs.
2 Preliminaries
2.1 Definitions and notations
Notation 2.1. Let Y be a polish space. We denote by M1(Y ) the space of probability measures on Y
equipped with the topology of weak convergence.
We write ML1
(
Td × Y
)
for the subset of M1
(
Td × Y
)
, that consists of those measures, that have the
Lebesgue measure as projection to Td.
The measures in ML1
(
T
d × Y
)
are also called Young measures (see [2] Definition 4.3.1).
Notation 2.2. We denote the space of continuous functions from [0, T ] into M1
(
Td ×W × R
)
by
C ..= C
(
[0, T ] ,M1
(
T
d ×W × R
))
(2.1)
and its subspace with values in ML1
(
Td ×W × R
)
by
C
L
.
.= C
(
[0, T ] ,ML1
(
T
d ×W × R
))
. (2.2)
Let ϕ ∈ C2(R) be a non-negative function, such that lim|θ|→∞ ϕ (θ) =∞.
Definition 2.3. We denote the subset of M1
(
Td ×W × R
)
of measures, whose integral with respect to a
ϕ ∈ C(R) is bounded by R > 0 by
Mϕ,R
.
.=
{
µ ∈ M1
(
T
d ×W × R
)
:
∫
Td×W×R
ϕ (θ)µ (dx, dw, dθ) ≤ R
}
. (2.3)
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Moreover we denote the subset of M1
(
Td ×W × R
)
, with finite integral with respect to ϕ by
Mϕ,∞
.
.=
⋃
R>0
Mϕ,R =
{
µ ∈M1
(
T
d ×W × R
)
:
∫
Td×W×R
ϕ (θ)µ (dx, dw, dθ) <∞
}
. (2.4)
With abuse of notation we use rarely also the symbol Mϕ,R for the appropriate subspace of M1
(
Td × R
)
.
Definition 2.4. We denote the subset of C , that consists of the paths which are everywhere in Mϕ,R, for
a R > 0, by
Cϕ,R
.
.=
{
µ[0,T ] ∈ C : sup
t∈[0,T ]
∫
Td×W×R
ϕ (θ)µt (dx, dw, dθ) ≤ R
}
⊂ C . (2.5)
For the union of these sets we use the symbol
Cϕ,∞
.
.=
∞⋃
R=1
Cϕ,R =
{
µ[0,T ] ∈ C : sup
t∈[0,T ]
∫
Td×W×R
ϕ (θ)µt (dx, dw, dθ) <∞
}
. (2.6)
We endow Mϕ,R,Mϕ,∞,Cϕ,R and Cϕ,∞ with the subspace topology of M1
(
Td ×W × R
)
and C re-
spectively. By this property these spaces differ from the definition used in [18] and [10]. There the authors
equip the spaces with a stronger topology.
Definition 2.5. For a measure µ ∈ ML1
(
Td ×W × R
)
, we denote by µx ∈ M1(W × R) the regular
conditional probability measures such that µ = dx⊗ µx.
For the projection of µx on the environment coordinate W, we use the symbol µx,W and for the
corresponding regular conditional probability measures µx,w ∈M1(R). Then µ = dx⊗ µx,W (dw)⊗ µx,w.
Definition 2.6. We define the relative entropy between two probability measures µ, ν ∈ M1(Y ) on a
Polish space Y , by
H (µ|ν ) ..=
{∫
Y
log
(
dµ
dν
)
ν if µ << ν
∞ otherwise.
(2.7)
Notation 2.7. We use the following notation.
• With x, y, z we usually denote macroscopic coordinates, i.e. positions on the torus Td. Whereas by
i, j, k we denote microscopic coordinates, i.e. positions on the discrete torus TdN . These two coordinate
systems are related by x = iN .
• As time variables we use the letters s, t, u.
• We use the letters θ, η for the spin values. With θ[0,T ] we denote the whole path of the spin value, i.e.
an element of C([0, T ]). With θt ∈ R we denote the spin value at time t ∈ [0, T ].
• For a Nd-dimensional vector of spin values, numbered by k ∈ TdN , we use the symbol θ
N and analogue
θN[0,T ], θ
N
t . We write θ
k,N for the element at position k ∈ TdN in this vector.
• We use the letter w for a value of the random environment. Again wN is the Nd-dimensional vector
of the environment and wk,N the specific value of the environment associate with the position k ∈ TdN .
• We use lower-case letters, mostly µ, ν, π for measures on M1
(
Td ×W × R
)
, M1
(
Td × R
)
or M1(R)
(ν is usually the distribution of the initial values). For the path on measures, i.e. for an element in
C , we write µ[0,T ]. For the measure at time t ∈ [0, T ] of the path µ[0,T ] we write µt.
• We use upper-case letters, in most cases Q or Γ, for measures on M1
(
Td ×W × C([0, T ])
)
.
• We denote the spaces of continuous functions from X to Y by C(X,Y ). For its subset of bounded
functions we use the notation Cb(X,Y ), of functions that vanish at the boundary C0(X,Y ) and of
functions with compact support Cc(X,Y ). With a superscript like in C
k(X,Y ) we state the k-times
continuous differentiability. To shorten the notation we often skip Y if Y = R, i.e. C(X) = C(X,R).
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2.2 A Sanov type result
Let Y1, ..., Yr be polish spaces for r ≥ 1 and let
{
Qx,w,θ : (x,w, θ) ∈ Td ×W × R
}
be a family of proba-
bility measures on Y = Y1 × ...× Yr.
We generalise in this chapter at first the Sanov type Theorem 3.5 of [10] to the setting we consider
here (Lemma 2.9). More precisely we add the space dependency and the random environment in the
vector of the empirical measure, i.e. for
(
yi
)
i∈TdN
∈ Y N
d
and
(
wi,N
)
∈ WN
d
, we define the vector in
M1
(
Td ×W × Y1
)
× ...×M1
(
Td ×W × Yr
)
by
LNr
..=
N−d ∑
i∈TdN
δ( iN ,wi,N ,yi1)
, ..., N−d
∑
i∈TdN
δ( iN ,wi,Nyir)
 . (2.8)
Moreover we allow the parameter θ in the measures of the distribution of the y1, ..., yr to be random and
not fixed as in [10]. New in this chapter compared to [10] is also that we prove (Lemma 2.10), that the
rate function can be expressed as a relative entropy.
We need the following two assumptions, that imply in particular that the integrals in Lemma 2.9 are
well defined and that we get a suitable convergence of the logarithmic moment generating function in the
proof of this lemma.
Assumption 2.8.
{
Qx,w,θ : (x,w, θ) ∈ T
d ×W × R
}
⊂M1(Y ) is Feller continuous.
For each w ∈ W and each x ∈ Td, we define Qx,w ..=
∫
R
Qx,w,θνx (dθ) ∈ M1(Y ), by averaging over
the parameter θ. With this Qx,w, define the product measures Q
N
wN ∈ M1
(
Y N
d
)
and the joint measure
QN ∈ M1
(
WN
d
× Y N
d
)
similar as in Notation 1.8.
Lemma 2.9 (compare to [10] Theorem 3.5 for mean field LDP). If the Assumption 1.1, Assumption 1.3
and Assumption 2.8 hold, then the family
{
LNr , Q
N
}
satisfies a large deviation principle on the space
M1
(
Td ×W × Y1
)
× ...×M1
(
Td ×W × Yr
)
with good rate function
Lν,ζ
(
Γ1, ...,Γr
)
= sup
f1∈Cb(Td×W×Y1)
...
fr∈Cb(Td×W×Yr)
{
r∑
ℓ=1
∫
Td×W×Yℓ
fℓ (x,w, yℓ) Γ
ℓ (dx, dw, dyℓ)
−
∫
Td
log
(∫
W
∫
Y
e
∑r
ℓ=1 fℓ(x,w,yℓ)Qx,w (dy1, ..., dyr) ζx (dw)
)
dx
} (2.9)
for Γℓ ∈M1
(
Td ×W × Yℓ
)
.
In the case when r = 1, i.e. Y = Y1, we can represent the rate function as a relative entropy.
Lemma 2.10. If r = 1 then for Γ = dx⊗ Γx ∈ML1
(
Td ×W × Y
)
Lν,ζ (Γ) = H (Γ|dx⊗ ζx (dw)⊗Qx,w ) =
∫
Td
H (Γx|ζx (dw)⊗Qx,w ) dx
=
∫
Td
∫
W
H (Γx,w|Qx,w ) Γx,W (dw) dx+
∫
Td
H (Γx,W |ζx ) dx.
(2.10)
Otherwise Lν,ζ (Γ) =∞. Here Γx,W ∈ M1(W) is defined as in Definition 2.5.
Before we prove these two lemmas in Chapter 2.2.2, we state in Chapter 2.2.1 some immediate
consequences of the assumptions. We need these consequences in the proofs. Moreover they show that
the integrals and measures used for example in the definition of Lν,ζ , are well defined.
Then we show in Chapter 2.2.3 how the Assumption 1.1 could be weakened. Finally in Chapter 2.2.4
we give some examples of families {νx} that satisfy the assumptions.
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2.2.1 Preliminaries of the proof of the Sanov type result
2.2.1.1 Implication of the Assumption 2.8
We infer now from the Assumption 2.8, the following stronger continuity result.
Lemma 2.11. The Assumption 2.8 causes that the map x,w, θ 7→
∫
f (x,w, y)Qx,w,θ (dy) is continuous
for each f ∈ Cb
(
Td ×W × Y
)
.
Proof. Fix an arbitrary sequence
(
x(n), w(n), θ(n)
)
→ (x,w, θ) ∈ Td ×W × R. Then∣∣∣∣∫ f (x(n), w(n), y)Qx(n),w(n),θ(n) (dy)− ∫ f (x,w, y)Qx,w,θ (dy)∣∣∣∣
≤
∣∣∣∣∫ f (x(n), w(n), y)− f (x,w, y)Qx(n),w(n),θ(n) (dy)∣∣∣∣
+
∣∣∣∣∫ f (x,w, y) (Qx(n),w(n),θ(n) (dy)−Qx,w,θ (dy))∣∣∣∣ =.. 1 + 2 .
(2.11)
Due to the Feller continuity of Qx,w,θ (Assumption 2.8), the sequence Qx(n),w(n),θ(n) is tight (Prokhorov’s
theorem). Hence there is for each ǫ > 0, a compact set Kǫ ⊂ Y , such that Qx(n),θ(n) (Y \K
ǫ) ≤ ǫ for all
n. Therefore we get
1 ≤ sup
y∈Kǫ
∣∣f (x(n), w(n), y)− f (x,w, y) ∣∣+ 2 |f |∞Qx(n),w(n)θ(n) (Y \Kǫ) ≤ ǫ, (2.12)
by the continuity of f and the compactness of Kǫ for n large enough. From the Feller continuity (As-
sumption 2.8), we infer moreover that 2 is bounded by ǫ for n large enough.
2.2.1.2 Implications of the Assumption 1.1
In this section, we show that the Assumption 1.1 implies in particular a convergence, which we need to
prove the large deviation result (in Lemma 2.9) and that dx⊗ νx ∈ M1
(
Td × R
)
is well defined.
Lemma 2.12. Let the Assumption 1.1 holds.
a.) For all f ∈ Cb
(
Td ×W × R
)
, for which there is a constant c > 0 such that f ≥ c,
1
Nd
∑
k∈TdN
log
(∫
W×R
f
(
k
N
,w, θ
)
ν k
N
(dθ) ζ k
N
(dw)
)
→
∫
Td
log
(∫
W×R
f (x,w, θ) νx (dθ) ζx (dw)
)
dx. (2.13)
b.) The probability measure ν (dx, dθ) ..= dx⊗ νx (dθ) ∈ ML1
(
Td × R
)
, defined by
ν [A×B] =
∫
A
∫
B
νx (dθ) dx (2.14)
for A ⊂ Td and B ⊂ R, both Borel measurable, is well defined.
Proof. [of Lemma 2.12 a.)] Fix a f ∈ Cb
(
Td ×W × R
)
such that f > c > 0. By the Feller continuity of
νx (Assumption 1.1) and ζx (Assumption 1.3), the function
x 7→ Hf (x) ..=
∫
W
∫
R
f (x,w, θ) νx (dθ) ζx (dw) (2.15)
is continuous. This can be shown by the same proof, that we used for Lemma 2.11. Note that the Feller
continuity of νx and ζx implies the Feller continuity of νx ⊗ ζx (see for example [3] Theorem 2.8 (ii)).
Then Hf is, as a continuous function, also Riemann integrable.
By the continuity of log on [c, |f |∞] ⊂ R, also x 7→ logHf (x) is Riemann integrable. This Riemann
integrability implies the convergence of the sums in Lemma 2.12 a.).
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Proof. [of Lemma 2.12 b.)] By the Feller continuity of νx (Assumption 1.1), the maps Ff : T
d → R,
Ff (x) ..=
∫
R
f (θ) νx (dθ) . (2.16)
are continuous and therefore also Borel-measurable, for all non negative f ∈ Cb(R). This implies that Ff
is also Borel-measurable for all f = 1IB with B ⊂ R a arbitrary rectangle, by a pointwise approximation
of 1IB with continuous function. Then F1IB is also Borel measurable for all Borel measurable B ⊂ R (as
pointwise limits). Therefore the function
P (x,B) =
∫
B
νx (dθ) = F1IB (x) (2.17)
is a probability kernel (or regular conditional probability measure) for each Borel set B ⊂ R. Hence the
ν (given in Lemma 2.12 b.)) is a well defined probability measure.
2.2.1.3 Implications of Assumption 2.8 and Assumption 1.1
Lemma 2.13. By Assumption 2.8, Assumption 1.1 and Assumption 1.3, then dx ⊗ ζx (dw) ⊗ Qx,w,
characterised by
(dx⊗ ζx (dw)⊗Qx,w) [A1 ×A2 ×A3] =
∫
A1
∫
A2
∫
A3
Qx,w (dy) ζx (dw) dx (2.18)
for A1 ⊂ Td, a2 ⊂ W and A3 ⊂ Y , is a well defined probability measure in M1
(
T
d ×W × Y
)
.
Moreover for all f ∈ Cb(Y ), (x,w) 7→
∫
Y
f (y)Qx,w (dy) is continuous.
Proof. We show at first that (ζx (dw)⊗Qx,w) is well defined for each x ∈ Td, by constructing a prob-
ability kernel. For f ∈ Cb(Y ), the function T
d ×W × R ∋ (x,w, θ) 7→
∫
Y f (y)Qx,w,θ (dy) is continuous
and bounded by Assumption 2.8. Then also
T
d ×W ∋ (x,w) 7→ Hf (x,w) ..=
∫
R
∫
Y
f (y)Qx,w,θ (dy) νx (dθ) (2.19)
is continuous by Assumption 1.1 (this can be shown as the continuity of (2.15)). As in the proof of
Lemma 2.12 b.), we infer from this that P (x,w,A) =
∫
Y
1IA (y)Qx,w (dy) is a probability kernel. Hence
(ζx (dw) ⊗Qx,w) ∈M1(W × Y ) is well defined for all x ∈ T
d.
By the same arguments, also P (x,B) =
∫
W×Y
1IB (w, y)Qx,w (dy) ζx (w) is a probability kernel. This
requires the Assumption 1.3. Therefore the (dx⊗ ζx (dw) ⊗Qx,w) is well defined.
2.2.2 Proof of Lemma 2.9 and Lemma 2.10
Proof. [of Lemma 2.9] The log moment generating function can be calculated for f = (f1, ..., fr) ∈
Cb
(
Td ×W × Y1
)
× ...× Cb
(
Td ×W × Yr
)
by
Γν,ζ (f) = lim
N→∞
N−d log
∫
WNd×Y Nd
eN
d〈LNr ,f〉ζN
(
dwN
)
⊗QNwN
(
dy
)
= lim
N→∞
N−d log
∏
k∈TdN
∫
W
∫
Y
e
∑r
ℓ=1 fℓ( kN ,w,yℓ)Q k
N ,w
(dy1, ..., dyr) ζ k
N
(dw)
= lim
N→∞
N−d
∑
k∈TdN
log
∫
W
∫
Y
e
∑r
ℓ=1 fℓ( kN ,w,yℓ)Q k
N ,w
(dy1, ..., dyr) ζ k
N
(dw)
=
∫
Td
log
(∫
W
∫
Y
e
∑r
ℓ=1 fℓ(x,w,yℓ)Qx,w (dy1, ..., dyr) ζx (dw)
)
dx,
(2.20)
where we use in the last equality the Lemma 2.12 a.) and Lemma 2.11. Note that by Lemma 2.11 and
by Hf (defined in (2.15)) being continuous, all integrals in (2.20) are well defined.
The right hand side of (2.20) is finite and Gateaux differentiable. Also as in [10] we can show if
Lν,ζ
(
Γ1, ...,Γr
)
< ∞, then Γi ∈ M1
(
Td × Yi
)
. Therefore all conditions of Theorem 3.4 in [10] are
satisfied and the claims of Lemma 2.9 are proven.
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Proof. [of Lemma 2.10] By Lemma 2.9, we know that
{
LNr
}
satisfies under
{
QNvN
}
a LDP with rate
function Lν,ζ (Γ). Now we show that the rate function Lν,ζ has the claimed representation (2.10). The
measure (dx⊗ ζx (dw)⊗Qx,w) in the relative entropy is well defined by Lemma 2.13.
Step 1: If Lν,ζ (Γ) <∞ then Γ ∈ML1
(
Td ×W × Y
)
:
Fix Γ ∈ M1
(
Td ×W × Y
)
with Lν,ζ (Γ) < ∞. Then
∫
Td×W×R
f (x) Γ (dx, dw, dθ) =
∫
Td
f (x) dx for
all f ∈ Cb
(
Td
)
. Indeed, assume there were a f ∈ Cb
(
Td
)
for which this is not satisfied. Then for all
λ ∈ R,
Lν,ζ (Γ) ≥ λ
∫
Td×W×R
f (x) Γ (dx, dw, dθ) − λ
∫
Td
f (x) dx 6= 0. (2.21)
Because λ is arbitrary, this is a contradiction to Lν,ζ (Γ) <∞.
For each open A ⊂ Td, we can find a sequence of fn ∈ Cb
(
Td
)
, such that fn ≥ 0, fn ր 1IA (see e.g. [1]
A6). Therefore we get by the dominant convergence theorem that the projection of Γ on Td has to be the
Lebesgue measure. The disintegration theorem for measures on a product space (see [2] Theorem 4.2.4)
states that Γ = dx⊗ Γx with Γx ∈ M1(W × Y ).
Step 2: Lν,ζ (Γ) ≤ H (dx⊗ Γx|dx⊗ ζx (dw)⊗Qx,w ) for Γ ∈ ML1
(
Td ×W × Y
)
:
Fix Γ ∈ ML1
(
Td ×W × Y
)
, such that H (dx⊗ Γx|dx⊗ ζx (dw) ⊗Qx,w ) < ∞. Hence dx ⊗ Γx is
absolute continuous with respect to dx⊗ ζx (dw)⊗Qx,w with density ρ:
dx⊗ Γx (dw, dy) = ρ (x,w, y) dx⊗ ζx (dw) ⊗Qx,w (dy) . (2.22)
Because Γ ∈ ML1
(
Td ×W × Y
)
,
∫
W
∫
Y ρ (x,w, y)Qx,w (dy) ζx (dw) = 1 for all x ∈ T
d. The claimed
upper bound on Lν,ζ (Γ), follows from finally by the same steps as in the second point of the proof of
Theorem 3.1 in [25].
Step 3: Lν,ζ (Γ) ≥ H (dx⊗ Γx|dx⊗ ζx (dw)⊗Qx,w ) for Γ ∈ ML1
(
Td ×W × Y
)
:
This is just an application of Jensen’s inequality to the convex function − log in Lν,ζ and the variation
formula of the relative entropy.
Step 4: Second representation of rate function:
The second representation of the rate function follows by [13] Theorem C.3.1.
Remark 2.14. When r > 1 in Lemma 2.10 , also the Step 1,Step 2 and Step 4 of the proof of Lemma 2.10
are true. However the Step 2 is in general not true any more due to the larger set C
(
Td ×W × Y
)
used in
the variation formula of H ( .|dx⊗ ζx (dw)⊗Qx,w ), compared to the set of functions used in the supremum
in Lν,ζ .
Remark 2.15. We could choose the initial distribution of the Nd dimensional system more general than
νN being the product measures over the ν k
N
, and still get the results of Lemma 2.9 and Lemma 2.10.
For example take measures
{
νNk
}
k∈TdN ,N∈N
⊂ M1(R) and define the product measures ν
N with these
measures instead of ν k
N
. If for each ǫ > 0 and each positive f ∈ Cb
(
Td ×W × R
)
, there is a Nǫ,f ∈ N
such that
sup
N>Nǫ,f
sup
w∈W
sup
k∈TdN
∣∣∣∣∫
R
∫
Y
f
(
k
N
,w, y
)
Q k
N ,w,θ
(dy)
(
νNk (dθ)− ν k
N
(dθ)
)∣∣∣∣ < ǫ, (2.23)
then (2.20) would also hold for these measures.
Remark 2.16. We could exchange the space Td by an arbitrary compact Polish spaces X. If adjusted
assumptions hold for X, then we would get the same large deviation result. We need the Lemma 2.9 in the
sequel only with the space Td. To simplify the comprehensibility, we state it here not in its most general
form.
2.2.3 Weaker assumptions on the initial distributions than Assumption 1.1
We require for the proof of Lemma 2.9 the result of Lemma 2.12 but not necessarily the Assumption 1.1.
Also for Lemma 2.10, we only need the result of Lemma 2.9 and Lemma 2.13.
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The results of Lemma 2.12 and of Lemma 2.13 also hold for initial distributions, that are not Feller
continuous, i.e. that do not satisfy Assumption 1.1, if weaker conditions are satisfied. We show this in
the following lemma.
In the proof of Lemma 2.12 a.), we essentially need only that Hf (defined in (2.15)) is Riemann
integrable. Moreover we use in the proof Lemma 2.12 b.), only that Ff (defined in (2.16)) is Borel-
measurable for all f ≥ 0. Last but not least we need in the proof of Lemma 2.13, that Hf (defined
in (2.19)) is Borel-measurable. In the proofs of these lemmas we showed these properties by applying
the Assumption 1.1. However these properties also follow from different conditions, as we show in the
following Lemma.
Lemma 2.17. If we assume Assumption 2.8 and Assumption 1.3 and that
(i) Ff is Riemann integrable for f ∈ Cb(R), f ≥ 0,
(ii) the set {νx}x∈Td is tight and
(iii) Ff is Borel-measurable for all non-negative f ∈ Cb(R),
then the statements of Lemma 2.12 and of Lemma 2.13 also hold.
Remark 2.18. The conditions (i), (ii) and (iii) are all implied by the Assumption 1.1.
Proof. As discussed at the beginning of this chapter, we only need to show that Hf is Riemann integrable
and that Hf is Borel-measurable.
Step 1: Hf is Riemann integrable:
We fix an f ∈ Cb
(
Td ×W × R
)
, with f > c > 0. For each ǫ > 0, we construct now a Riemann
integrable function Hf,ǫ : T
d → R which satisfies
|Hf (.)−Hf,ǫ (.)|∞ < ǫ. (2.24)
This implies the uniform convergence of Riemann integrable functions to Hf and therefore also that Hf
is Riemann integrable.
For all ǫ > 0, there is a Nǫ ∈ N, such that∣∣∣∣∫
W×R
(f (x1, w, θ)− f (x2, w, θ)) νx1 (dθ) ζx1 (dw)
∣∣∣∣ ≤ ǫ, (2.25)
for x1, x2 ∈ Td with |x1 − x2|∞ ≤
1
Nǫ
. This follows by the same calculation used in (2.12), by the
tightness of νx (condition (ii)) and the tightness of ζx (Assumption 1.3). Hence (2.24) is satisfied with
Hf,ǫ (x) ..=
∫
W
∫
R
f
(
i
Nǫ
, w, θ
)
νx (dθ) ζx (dw) , (2.26)
where i ∈ TdNǫ is chosen such that
∣∣∣ iNǫ − x∣∣∣∞ ≤ 12Nǫ .
MoreoverHf,ǫ is Riemann integrable. Indeed, for each i ∈ TdNǫ and each x ∈ T
d with
∣∣∣ iNǫ − x∣∣∣∞ ≤ 12Nǫ ,
the function in the integrand is always the function f
(
i
Nǫ
, w, θ
)
. Therefore (i) implies that Hf,ǫ is
Riemann integrable on this interval. There are only finitely many such rectangles and therefore Hf,ǫ is
Riemann integrable on Td.
Step 2: Hf is Borel-measurable:
Fix a f ∈ Cb(Y ). As shown in the proof of Lemma 2.13, the function T
d × W × R ∋ (x,w, θ) 7→∫
Y
f (y)Qx,w,θ (dy) is continuous and bounded by Assumption 2.8. Therefore it suffices to prove that
for all g ∈ Cb
(
Td ×W × R
)
, the function x,w 7→
∫
R
g (x,w, θ) νx (dθ) is Borel measurable. By the same
argument as in Step 1, we can approximate Hg uniformly by Hg,ǫ. Then we only need to show that the
Hg,ǫ are Borel-measurable. This follows as in Step 1, but now by condition (iii) instead of (i).
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2.2.4 Examples of initial distributions
Example 2.19. We give now three easy examples of initial distributions that satisfy the Assumption 1.1.
(i) All initial distributions equal each other, i.e. νx = ν0 ∈ M1(R).
(ii) There is a function g ∈ C
(
Td
)
such that νx = δg(x).
(iii) There is a function g ∈ C
(
Td
)
such that νx is normal distributed with mean g (x) and variance one,
i.e. νx ∼ N (g (x) , 1).
Example 2.20. Let us now state some examples of function, that satisfy the conditions of Lemma 2.17
and are therefore also usable.
• Let Ai ⊂ Td be measurable disjoint rectangles such that Td =
⋃n
i=1Ai. Let µx = µAi for x ∈ Ai.
Then Ff is a step function and therefore Borel measurable and Riemann integrable.
Moreover the set {µx} is a finite set of probability measures and therefore tight.
However the stronger Assumption 1.1 is in general not satisfied.
• Explicit example of such measures are for example νx = νUP/Down respectively on the upper and
lower half of the torus. The measures νUP/Down could be for example δ±1 or N (±1, 1).
• Ff is also Borel measurable and Riemann integrable, if it is a uniform limit of step functions (i.e.
a d-dimensional regulated function). Therefore even more general measures νx are possible, as long
as these measures satisfy the tightness assumption.
2.3 Extended Arzelá-Ascoli theorem
We give now a mild generalisation of the Arzelá-Ascoli theorem to subsets of Td ×W ×C([0, T ]). By the
compactness of Td we basically only have to take care of the projections of a set A ⊂ Td ×W × C([0, T ])
to theW and the C([0, T ]) component. For the latter projection we can use the conditions of the original
Arzelá-Ascoli theorem.
Lemma 2.21 (Extended Arzelá-Ascoli Theorem).
(i) A ⊂ Td ×W × C([0, T ]) is relatively compact if and only if
ProjC [A] =
{
θ[0,T ] ∈ C([0, T ]) : ∃ (x,w) ∈ T
d ×W :
(
x,w, θ[0,T ]
)
∈ A
}
(2.27)
is equibounded and equicontinuous and ProjW [A] is relatively compact.
(ii) A sequence {Q(n)} ⊂M1
(
Td ×W × C([0, T ])
)
is tight if and only if
1. for each η > 0 there exists an a > 0 such that for all n > 0 and t ∈ [0, T ]
Q(n)
[(
x,w, θ[0,T ]
)
∈ Td ×W × C([0, T ]) : |θ0| ≥ a
]
≤ η (2.28)
and
2. for each κ, η > 0 there exists δ ∈ (0, 1) such that for all n > 0
Q(n)
[(
x,w, θ[0,T ]
)
∈ Td ×W × C([0, T ]) : sup
|t−s|≤δ
|θt − θs| ≥ κ
]
≤ η (2.29)
and
3. for each η > 0 there exists an M > 0 such that for all n > 0
Q(n)
[(
x,w, θ[0,T ]
)
∈ Td ×W × C([0, T ]) : |w| ≥M
]
≤ η. (2.30)
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Proof. (i) We claim that the relative compactness of A is equivalent to the relative compactness of
Proj
C
[A] and the relative compactness of ProjW [A].
Then (i) follows from the Arzelá-Ascoli theorem (see for example [3] Theorem 7.2).
“⇒”If A is relatively compact, then, for each ǫ, there are n = n (ǫ) ∈ N tuples
(
x(ℓ), w(ℓ), θ
(ℓ)
[0,T ]
)n
ℓ=1
⊂
T
d ×W × C([0, T ]), such that A ⊂
⋃n
ℓ=1Bǫ
((
x(ℓ), w(ℓ), θ
(ℓ)
[0,T ]
))
. Then
ProjC
[
Bǫ
((
x(ℓ), w(ℓ), θ
(ℓ)
[0,T ]
))]
= Bǫ
(
θ
(ℓ)
[0,T ]
)
(2.31)
and therefore ProjC [A] ⊂
⋃n
i=1Bǫ
(
θ
(ℓ)
[0,T ]
)
. Hence we found a finite open cover of ProjC [A], i.e. ProjC [A]
is totally bounded and therefore relatively compact.
By the same argument there is a finite open cover for ProjW [A].
“⇐”If ProjC [A] is relatively compact, then ProjC [A] ⊂
⋃n
ℓ=1Bǫ
(
θ
(ℓ)
[0,T ]
)
. If ProjW [A] is relatively
compact, then ProjW [A] ⊂
⋃n′
i=1Bǫ
(
w(i)
)
. This implies that A is totally bounded with open cover
A ⊂
⋃n
ℓ=1
⋃n′
i=1
⋃
k∈Td1
ǫ
B4ǫ
((
kǫ, w(i), θ
(ℓ)
[0,T ]
))
.
(ii) This claim follows by applying part (i) of this lemma, as in the proof in [3] Theorem 7.3.
2.4 Distribution-valued functions
In this chapter we state the definitions and results of Chapter 4.1 of [10] transferred to the space-dependent
setting considered here.
Definition 2.22. • We denote by D = C∞c
(
Td ×W × R
)
the space of test functions having compact
support and continuous derivatives of all orders with the usual inductive topology.
• For a compact set K ⊂ Td ×W × R, let DK be the subset of D of functions with support in K.
• By D′ and D′K , we denote the space of real distributions on D respectively on DK .
• Moreover we write 〈ξ, f〉 for the application of ξ ∈ D′ to f ∈ D.
Definition 2.23 (Variation of Definition 4.1 in [10]). A map ξ : [0, T ]→ D′ is called absolutely continu-
ous if for each compact set K ⊂ Td×W×R, there exist a neighbourhood UK of 0 in DK and a absolutely
continuous function HK : [0, T ]→ R such that
|〈ξ (u) , f〉 − 〈ξ (v) , f〉| ≤ |HK (u)−HK (v)| (2.32)
for all u, v ∈ I and f ∈ UK .
Lemma 2.24 (Lemma 4.2 in [10]). If ξ : [0, T ]→ D′ is absolutely continuous, then 〈ξ (.) , f〉 : [0, T ]→ R
is also absolutely continuous for each f ∈ D.
Moreover the time derivative of ξ in the distributions sense
∂tξ (t) = lim
h→0
h−1 (ξ (t+ h)− ξ (t)) (2.33)
exists for almost all t ∈ [0, T ].
Lemma 2.25 (Lemma 4.3 in [10],integration by parts). For all absolutely continuous map ξ : [0, T ] →
D′ and each f ∈ C∞c
(
[0, T ]× Td ×W × R
)
,
〈ξ (t) , f (t)〉 − 〈ξ (s) , f (s)〉 =
∫ t
s
〈∂tξ (u) , f (u)〉 du+
∫ t
s
〈ξ (u) , ∂tf (u)〉 du . (2.34)
The proofs of these two lemmas are analogue to the one of Lemma 4.2 in [10] respectively Lemma 4.3
in [10]. The crucial property of D and DK for the proofs is their separability. This is the case for the
spaces considered here as well as in [10].
Remark 2.26. We apply the results of this chapter later to probability measure valued functions in C .
This is possible because each measure in M1
(
Td ×W × R
)
is a Radon measure and hence also an element
of D′.
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2.5 Relation between the spaces of the empirical measures and empirical processes
We are looking at two different levels of large deviation principles. The higher level are the empirical
measures LN in M1
(
T
d ×W × C([0, T ])
)
. The second level are the empirical processes µN[0,T ] in C . Both
elements are defined (see (1.6) and (1.5)) as images of the paths of the spin values on the space C([0, T ])
Nd
and of the random environment wN ∈ WN
d
.
Let us now define a map Π : M1
(
Td ×W × C([0, T ])
)
→ C , which maps LN to µN[0,T ] for each N ∈ N.
Definition 2.27. For Q ∈M1
(
Td ×W × C([0, T ])
)
we define Π(Q)[0,T ] ∈ C for each t ∈ [0, T ] by
Π(Q)t (dx, dw, dθ) = Q
[
y =
(
yx, yw, y[0,T ]
)
∈ Td ×W × C([0, T ]) : (yx, yw, yt) ∈ dxdwdθ
]
= Q ◦ (idTd , idW , θt)
−1
(dx, dw, dθ)
(2.35)
for (x,w, θ) ∈ Td ×W × R.
The measure Π(Q)t is the one-dimensional distribution at time t ∈ [0, T ] of the measure Q ∈
M1
(
Td ×W × C([0, T ])
)
. Let us show that Π(Q)[0,T ] of Definition 2.27 is actually an element of the
space C .
Lemma 2.28. The function Π is well defined.
Proof. Fix a Q ∈ M1
(
Td ×W × C([0, T ])
)
. We have to show that Π(Q)[0,T ] is in C . By the definition
of Π, we know already that Π(Q)t ∈ M1
(
T
d ×W × R
)
for all t ∈ [0, T ]. Now we prove the continuity
in time. Take a bounded Lf -Lipschitz continuous function f ∈ Cb
(
Td ×W × R
)
and s, t ∈ [0, T ] with
|s− t| < δ , then∣∣∣∣∫ f (y, w, θ) (Π (Q)t −Π(Q)s)∣∣∣∣ = ∣∣∣∣∫ f (y, w, θt)− f (y, w, θs)Q (dy, dw, dθ[0,T ])∣∣∣∣
≤
∫
|f (y, w, θt)− f (y, w, θs)| 1I|θt−θs|<κQ
(
dy, dw, dθ[0,T ]
)
+ 2 |f |∞Q
[
θˆ : |θt − θs| ≥ κ
]
≤ Lfκ+ 2 |f |∞Q
[
sup
|u−v|<δ
|θu − θv| ≥ κ
]
≤ ǫ,
(2.36)
when κ = ǫ2Lf and δ is small enough (by the extended Arzelá-Ascoli Lemma 2.21 (ii)). Hence the
Portmanteau theorem implies that Π(Q)tn → Π(Q)t weakly in M1
(
Td ×W × R
)
if tn → t.
Moreover we show now that Π is a continuous function.
Lemma 2.29. The function Π is continuous.
Proof. The proof of this lemma follows the ideas in the proof of [10] Lemma 4.6 for the mean field model.
Take a sequence Q(n) → Q in M1
(
Td ×W × C([0, T ])
)
. This implies that for each t ∈ [0, T ] and each
f ∈ Cb
(
Td ×W × R
)
, that is Lipschitz continuous,∣∣∣∣∣
∫
Td×W×R
f (x,w, θ)
(
Π
(
Q(n)
)
t
−Π(Q)t
)
(dx, dw, dθ)
∣∣∣∣∣→ 0. (2.37)
The topology on C is the topology of uniform convergence. Therefore we have to show that the con-
vergence (2.37) is uniform in t. The weak convergence of Q(n) implies tightness (Prokhorov’s theorem),
because Td×W×C([0, T ]) is a separable metric space. Moreover we can split the absolute value in (2.37)
into the following summands
(2.37) ≤
∣∣∣∣∣
∫
Td×W×R
f (x,w, θ)
(
Π
(
Q(n)
)
s
−Π(Q)s
)
(dx, dw, dθ)
∣∣∣∣∣
+
∣∣∣∣∣
∫
Td×W×R
f (x,w, θ)
(
Π
(
Q(n)
)
t
−Π
(
Q(n)
)
s
)
(dx, dw, dθ)
∣∣∣∣∣
+
∣∣∣∣∣
∫
Td×W×R
f (x,w, θ) (Π (Q)t −Π(Q)s) (dx, dw, dθ)
∣∣∣∣∣ =.. 1 + 2 + 3 .
(2.38)
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The 2 and 3 are bounded by ǫ for all t, s ∈ [0, T ] with |t− s| < δ for a δ small enough. This can be
shown as in (2.36). Moreover the δ is the same for all n ∈ N, because the analogue of (2.36) is bounded
uniformly in n by Lemma 2.21 (ii).
For each k ∈
{
1, ..., Tδ
}
, there is a Nk ∈ N, such that 1 is bounded by ǫ for all n > Nk.
Therefore we conclude that for all n > max
T
δ
k=0Nk
sup
t
∣∣∣∣∣
∫
Td×W×R
f (x,w, θ)
(
Π
(
Q(n)
)
t
−Π(Q)t
)
(dx, dw, dθ)
∣∣∣∣∣ ≤ 3ǫ, (2.39)
i.e. the uniform (in t ∈ [0, T ]) convergence of (2.37).
Notation 2.30. With abuse of notation, we use the symbol Π also for:
• The analogue defined function M1(C([0, T ])) → C([0, T ] ,M1(R)). Then Π(q)[0,T ] ∈ C([0, T ] ,M1(R))
for q ∈M1(C([0, T ])).
• The analogue defined function M1(W × C([0, T ]))→ C([0, T ] ,M1(W × R)).
In the following lemma we state that the projection of Π(Q) to Td is the Lebesgue measure, if this is
the case for Q. Moreover we show that the projection of Π to the environment coordinate is frozen over
time.
Lemma 2.31. For Q ∈ ML1
(
T
d ×W × C([0, T ])
)
, Π(Q)t ∈ M
L
1
(
T
d ×W × R
)
for all t ∈ [0, T ]. More-
over Π(Q)t,x,W = Π(Q)0,x,W = Qx,W (see Definition 2.5) for all t ∈ [0, T ].
Proof. Fix a Q ∈ ML1
(
Td ×W × C([0, T ])
)
and a t ∈ [0, T ]. Then Q = dx ⊗ Qx and it is easy to see
that Π(Q)t = dx⊗Π(Qx)t.
Moreover Q = dx⊗Qx,W (dw) ⊗Qx,w. Then for all t ∈ [0, T ]∫
Td×W
f (x,w)Qx,W (dw) dx =
∫
Td×W×C([0,T ])
f (x,w)Q =
∫
Td×W
f (x,w)Qx,W (dw) dx
=
∫
Td×W×R
f (x,w) Π (Q)t =
∫
Td×W
f (x,w) Π (Q)t,x,W (w) dx.
(2.40)
3 The LDP of the empirical process
In this chapter we state and prove the large deviation principle for the family of empirical processes{
µN[0,T ]
}
define in (1.5). We investigate a more general setting than the model considered in Theorem 1.11
(in Chapter 1.1). Therefore we state at first some notation and assumptions. We show in Chapter 3.3, that
the concrete example of a local mean field model considered in Chapter 1.1 satisfies these assumptions.
We examine the Nd dimensional system of interacting spins defined by (1.1), with drift coefficient
b : Td×W×R×M1
(
Td ×W × R
)
→ R and diffusion coefficient σ > 0. As explained in the introduction,
the interaction between the spins is modelled as a dependency of the drift coefficient b on the empirical
measure.
We define the Nd dimensional diffusion generator corresponding to (1.1) for fixed environment wN ,
acting on f ∈ C2b
(
RN
d
)
by
L
N
wN f
(
θN
)
..=
∑
k∈TdN
LµN , kN ,w
k,N f
(
θN
)
, (3.1)
where LµN , kN ,wk,N
is the operator defined in (1.9) with derivatives in the θk,N direction and with drift
coefficient b
(
k
N , w
k,N , ., µN
)
: R → R. The µN ∈ M1
(
Td ×W × R
)
is the empirical measure defined as
in (1.2) with θN and wN .
For the proof of the large deviation principle, we require that the drift coefficient b is chosen in such
a way that the following assumption is satisfied.
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Assumption 3.1. There is a non-negative function ϕ ∈ C2(R) with lim|θ|→∞ ϕ (θ) =∞, such that:
a.) The function b : Td ×W × R×Mϕ,∞ → R satisfies:
a.a) The restriction of b to Td ×W × R ×
(
Mϕ,R ∩ML1
(
Td ×W × R
))
→ R is continuous for all
R > 0.
a.b) For all N ∈ N and all wN ∈ WN
d
, bN : RN
d
→ RN
d
, defined by
bN
(
θN
)
.
.=
(
b
(
k
N
,wk,N , θk, µ
N
))
k∈TdN
, (3.2)
is a locally bounded measurable function.
b.) There is a constant λ > 0 and a N ∈ N, such that for all N > N and all empirical measures µN
(defined by θN ∈ RN
d
and wN ∈ WN
d
),∫
Td×W×R
LµN ,x,wϕ (θ) +
σ2
2
|∂θϕ (θ)|
2 µN (dx, dw, dθ) ≤ λ
∫
Td×W×R
ϕ (θ)µN (dx, dw, dθ) . (3.3)
c.) For each µ[0,T ] ∈ Cϕ,∞ ∩ C L, there is a constant λ
(
µ[0,T ]
)
> 0 such that
Lµt,x,wϕ (θ) +
σ2
2
|∂θϕ (θ)|
2 ≤ λ
(
µ[0,T ]
)
ϕ (θ) , (3.4)
for all (t, x, w, θ) ∈ [0, T ]× Td ×W × R.
d.) For each R > 0 and each µ[0,T ] ∈ Cϕ,R ∩ C
L,∫ T
0
∫
Td×W×R
σ2
∣∣∣b(x,w, θ, µ(n)t )− b (x,w, θ, µt)∣∣∣2 µ(n)t (dx, dw, dθ) dt→ 0, (3.5)
for n→∞, when µ(n)[0,T ] → µ[0,T ], for a sequence
{
µ
(n)
[0,T ]
}
⊂
(
Cϕ,R ∩ C
L
)
or a sequence{
µ
(n)
[0,T ]
}
⊂
{
µ[0,T ] ∈ Cϕ,R : µ[0,T ] = µ
N
[0,T ] is a empirical process for a N ∈ N
}
. (3.6)
Example 3.2. We show in Chapter 3.3, that the concrete example of a local mean field model considered
in Chapter 1.1 satisfies the Assumption 3.1.
Remark 3.3. For each given environment wN ∈ WN
d
, the Martingale problem for the generator LNwN is
well posed by the Assumption 3.1 a.b) and b.). Indeed, from Theorem 10.1.2 of [26] and Theorem 7.2.1
of [26], we infer the uniqueness of the solution to the Martingale problem, because the drift coefficient is
locally bounded and measurable (Assumption 3.1 a.b)). For the existence of a solution of the Martingale
Problem, we apply Theorem 10.2.1 of [26] with ϕ
(
θN
)
.
.= 1
Nd
∑
ϕ
(
θk,N
)
. The conditions of this theorem
are satisfied by Assumption 3.1 b.). We denote by PN
wN ,θN
∈ M1
(
C([0, T ])
N
)
the unique solution of this
martingale problem. For a short discussion of the other assumptions, see Remark 3.6.
With PN
wN ,θN
, we define PNwN and P
N as in Notation 1.8.
Besides the Assumption 1.1 on the Feller continuity of the initial distribution {νx}, we require that
these measures satisfy the following uniform integration condition.
Assumption 3.4. There is a ℓ > 1 such that
sup
x∈Td
∫
R
eℓϕ(θ)νx (dθ) < C. (3.7)
The following large deviation principle is the main result of this chapter.
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Theorem 3.5. Let the Assumption 1.1, Assumption 1.3, Assumption 3.1 and Assumption 3.4 hold.
Then the family
{
µN[0,T ], P
N
}
satisfies on C
(
[0, T ] ,M1
(
T
d ×W × R
))
a large deviation principle with
good rate function
Sν,ζ
(
µ[0,T ]
)
.
.=
{∫ T
0
∣∣∂tµt − (Lµt,.,.)∗ µt∣∣2µt dt+H (µ0|dx⊗ ζx ⊗ νx ) if µ[0,T ] ∈ A ∩ Cϕ,∞
∞ otherwise,
(3.8)
where the norm |.|µt is defined in Definition 1.9 and where
A ..=
{
µ ∈ C L : µ[0,T ] is absolutely continuous in the sense of Definition 2.23
}
. (3.9)
Moreover the integral with respect to Td×W and the supremum in the norm in Sν,ζ can be interchanged,
i.e. Sν,ζ
(
µ[0,T ]
)
= ST
d×W
ν,ζ
(
µ[0,T ]
)
, defined by∫ T
0
∫
Td
∫
W
∣∣∂tµt,x,w − (Lµt,x,w)∗ µt,x,w∣∣µt,x,w µ0,x,W (dw) dxdt+H (µ0|dx⊗ ζx ⊗ νx ) (3.10)
if µ[0,T ] ∈ A ∩ Cϕ,∞ ∩ C L and S
T
d×W
ν,ζ
(
µ[0,T ]
)
=∞ otherwise.
To prove this theorem, we generalise the proof of the large deviation principle for the mean field model
of [10], to the space and random environment dependent setting we consider here. Therefore the structure
of the proof of Theorem 3.5 is similar to the structure of the corresponding proof in [10]. However there
are three main differences to [10] in the model we consider here. The main differnce is that the drift
coefficient b and the empirical process µN[0,T ] depend on x ∈ T
d and on the random environment w ∈ W .
Moreover in [10] the initial spin values are fixed, whereas in the model we consider, the initial spin values
can be distributed randomly. Last but not least, we show the large deviation principle on the space C
(and not, as in [10], on Cϕ,∞ with another topology than the subspace topology).
Due to these differences, changes are necessary in the proofs (compared to the approach in [10]). Many
of these changes are of technical nature. We point out at the beginning of each proof of the partial results,
how the proof differs from the corresponding proof in [10]. Then we state the proofs with emphasis on
these necessary modifications. Of course we explain proofs and parts of proofs, that are new, completely.
The proof of Theorem 3.5 is organised as follows.
1.) At first (Chapter 3.1), we prove a large deviation principle for a system of independent spins (see
Theorem 3.9) and show that the rate function has the representation SIν,ζ (defined in (3.13)), that
is similar to Sν,ζ . We infer this large deviation principle from the generalised Sanov-type large
deviation result derived in Chapter 2.2. The rest of this Chapter 3.1 is dedicated to showing that
the rate function has the representation SIν,ζ .
1.1.) To show the form of the rate function, we derive at first two different representations SI,1ν,ζ
and SI,2ν,ζ of the rate function (Chapter 3.1.1). For both representation we use the Sanov-type
large deviation result derived in Chapter 2.2. These proofs are formally almost equal to the
corresponding proofs in [10]. The space and random environment dependency only leads to
formal changes in the notation. However the applied results of Chapter 2.2 are different from
the Sanov-type results used in [10], due to these new dependencies. Moreover to be able to
apply the Sanov type result, we show that the measures corresponding to the independent
SDEs are Feller continuous.
1.2.) Next we show that SI,1ν,ζ (S
I,2
ν,ζ ) is an upper (lower) bound on the claimed form S
I,Td
ν,ζ (S
I
ν,ζ) of
the rate function (Chapter 3.1.1).
In the proof of the upper bound (Chapter 3.1.2.1), we generalise an approach used in [8],
which is partially based on approaches of [16] and [5]. In contrast to [8], we consider the space
dependency x ∈ Td in addition to the random environment w ∈ W .
Note that the proof of the lower bound given in [8] unfortunately has a gap and cannot be
used. We give a proof of the lower bound in (Chapter 3.1.2.2) that generalises the ideas used
in [10]. Besides the usual formal changes (due to the space dependency, compared to [10]),
we have to handle a new problem here. The proof requires the existence of a solution to a
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boundary value partial differential equation, which has to be continuous in the space variable
x ∈ Td and the environment variable w ∈ W . This condition is obviously not needed in [10].
Therefore we show in the Chapter 3.1.2.3, that there exist such a solution. This chapter and
the proof are new.
1.3.) Finally we derive another formula for SIν,ζ . This is (again modulo changes due to the space
dependency) similar to the corresponding proof in [10]. However in [10] this formula is used
to derive the large deviation upper bound. We do not use it in the proof of the large deviation
upper bound, because it only bounds SIν,ζ (see the beginning of Chapter 3.1.2.1 for more
details). However we need this result in Chapter 3.2 to show that the rate function Sν,ζ is
actually lower semi-continuous.
2.) In Chapter 3.2, we infer from this large deviation principle for independent spins, a local large
deviation principle for the interacting spin system (Theorem 3.27). To do this, we define the inde-
pendent generator LIt,x,w
..= Lµt,x,w for fixed µ[0,T ] ∈ Cϕ,∞ ∩C
L. For the empirical process defined
with the spin values that evolve according to the Langevin dynamics with this generator, we know
by Chapter 3.1 a large deviation principle. From this principle, we infer the local large deviation
principle under
{
PN
}
, with the help of exponential bounds (that we show in Chapter 3.2.1.3). This
is a again a generalisation of [10]. Moreover we give a new proof of the local large deviation principle
around µ[0,T ] that are not in Cϕ,∞ ∩ C
L (see Chapter 3.2.3). This is necessary because we assume
the continuity of b only on a subset of Mϕ,R (see Assumption 3.1 a.a)). Also with the mentioned
exponential bounds, we prove the exponential tightness of
{
µN[0,T ], P
N
}
(Theorem 3.28). Finally
we infer from the exponential tightness and the local large deviation principle, the Theorem 3.5.
We explain the steps and proofs in more details in the respective chapters. We finish this chapter
with a short discussion how the Assumption 3.1 enter into this approach.
Remark 3.6. As explained in Remark 3.3, we use Assumption 3.1 a.b) and b.), to infer that the Mar-
tingale problem for the generator LNwN is well defined. Moreover the Assumption 3.1 b.) implies the
exponential bounds in Chapter 3.2. We get analogue results for the independent system defined by the
generator LIt,x,w due to Assumption 3.1 a.a) and c.). Finally, we require Assumption 3.1 d.) to show that
Sν,ζ is a good rate function (here we need the sequences in C L) and to connect the independent system
with the interacting system when deriving the local large deviation principle in Chapter 3.2 (here we need
the sequences of empirical processes).
3.1 Independent spins
In this chapter we investigate the large deviation principle of the empirical process for systems of inde-
pendent spins. As explained, we derive such a system by fixing the interaction between the spins in the
SDE (1.1). Therefore we consider a drift coefficient bI : [0, T ]× Td ×W × R→ R here that depends not
any more on the empirical measure but on the time.
For each x ∈ Td, w ∈ W and t ∈ [0, T ], define the time-dependent diffusion generator
L
I
t,x,w
..=
1
2
σ2
∂2
∂2θ
+ bI (t, x, w, .)
∂
∂θ
, (3.11)
that corresponds to the SDE
dθxt = b
I (t, x, w, θxt ) dt+ σdB
x
t . (3.12)
Let us assume that bI is chosen such that the following assumptions are satisfied.
Assumption 3.7. a.) bI is continuous on [0, T ]× Td ×W × R.
b.) For each x ∈ Td and each w ∈ W, the Martingale problem for LIt,x,w is well posed , with correspond-
ing family of probability measures
{
P It,x,w,θ ∈M1(C([t, T ])) , (t, x, w, θ) ∈ [0, T ]× T
d ×W × R
}
.
We interpret P It,x,w,θ as the measure of the path of the spin value at the position x ∈ T
d with initial
value θ ∈ R at time s ∈ [0, T ] and fixed environment w ∈ W , that evolves according to (3.11). We use
the shorter notation P Ix,w,θ, when t = 0. By (3.11), the spin values at position x, y ∈ T
d evolve mutually
independent for x 6= y.
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Notation 3.8. We write P Ix,w for the distribution of the path of the spin value at the position x ∈ T
d
with fixed environment w ∈ W and with initial distribution νx at time 0, i.e. P Ix,w =
∫
R
P Ix,w,θνx (dθ).
Similar to Notation 1.8, we define P I,N
wN
and P I,N (now with P Ix,w,θ) .
The following large deviation principle with the particular form of the rate function is the main result
of this chapter.
Theorem 3.9. Let the Assumption 1.1, Assumption 1.3 and Assumption 3.7 hold. Then the family{
µN[0,T ], P
I,N
}
satisfies on C
(
[0, T ] ,M1
(
Td ×W × R
))
a large deviation principle with good rate function
SIν,ζ
(
µ[0,T ]
)
.
.=

∫ T
0
∣∣∣∂tµt − (LIt,.,.)∗ µt∣∣∣2
µt
dt+H (µ0|dx⊗ ζx ⊗ νx ) if µ[0,T ] ∈ A
∞ otherwises,
(3.13)
with A defined in (3.9).
Moreover SIν,ζ
(
µ[0,T ]
)
= SI,T
d
ν,ζ
(
µ[0,T ]
)
, defined by∫ T
0
∫
Td
∫
W
∣∣∣∂tµt,x,w − (LIt,x,w)∗ µt,x,w∣∣∣
µt,x,w
µ0,x,W (dw) dxdt+H (µ0|dx⊗ ζx ⊗ νx ) (3.14)
if µ[0,T ] ∈ A and S
I,Td
ν,ζ
(
µ[0,T ]
)
=∞ otherwise.
Remark 3.10. The rate functions Sν,ζ (of Theorem 3.5) and SIν,ζ (of Theorem 3.9) are related to each
other. Set LIt,x,w = Lµt,x,w for a µ[0,T ] ∈ Cϕ,∞. And let S
I
ν,ζ be the rate function defined by (3.13)
corresponding to this generator. Then Sν,ζ
(
µ[0,T ]
)
= SIν,ζ
(
µ[0,T ]
)
. We use this relation in Chapter 3.2.
Proof. [of Theorem 3.9] It is easy to see that the family
{
µN[0,T ], P
I,N
}
satisfies a large deviation principle
by Lemma 2.9 and the contraction principle (see the proof of Lemma 3.11).
The main difficulty of the proof of Theorem 3.9 is to show that the rate function Sν,ζ has the form
(3.13). To prove this, we generalise the approach used to prove Theorem 4.5 in [10] to the setting we
consider here.
As in [10], we derive two different representations, SI,1ν,ζ and S
I,2
ν,ζ , of the rate function and show that
these provide a lower bound on SIν,ζ and an upper bound on S
I,Td
ν,ζ , respectively
To get the first representation, we use the contraction principle and transfer the LDP for
{
LN , P I,N
}
,
that we get by Lemma 2.9, to the LDP for
{
µN[0,T ], P
I,N
}
.
Lemma 3.11 (compare to [10] Lemma 4.6 for the mean field case). The family
{
µN[0,T ], P
I,N
}
satisfies
on C
(
[0, T ] ,M1
(
Td ×W × R
))
a large deviation principle with rate function
SI,1ν,ζ
(
µ[0,T ]
)
= inf
Q∈M1(T
d×W×C([0,T ])):Π(Q)[0,T ]=µ[0,T ]
L1ν,ζ (Q) (3.15)
for µ[0,T ] ∈ C , with
L1ν,ζ (Q) =
∫
Td
∫
W
H
(
Qx,w
∣∣P Ix,w )Qx,W (dw) dx+ ∫
Td
H (Qx,W |ζx ) dx
= sup
f∈Cb(T
d×W×C([0,T ]))
{∫
Td×W×C([0,T ])
f
(
x,w, θ[0,T ]
)
Q
(
dx, dw, dθ[0,T ]
)
−
∫
Td
log
(∫
W
∫
C([0,T ])
ef(x,w,θ[0,T ])P Ix,w
(
dθ[0,T ]
)
ζx (w)
)
dx
} (3.16)
for Q ∈ML1
(
Td ×W × C([0, T ])
)
and L1ν,ζ (Q) =∞ otherwise.
In particular, SI,1
(
µ[0,T ]
)
is only finite if µt ∈ ML1
(
Td ×W × R
)
for all t ∈ [0, T ] and if µt,x,W =
µ0,x,W for all t ∈ [0, T ] and almost all x ∈ Td.
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To derive the second representation, we define for 0 ≤ s ≤ t ≤ T the operator acting on f ∈
Cb
(
Td ×W × R
)
by
Us,tf (x,w, θ) ..=
∫
C([s,T ])
f (x,w, θt)P
I
s,x,w,θ
(
dθ[s,T ]
)
. (3.17)
With this operator we get the following representation of the rate function.
Lemma 3.12 (compare to [10] Lemma 4.7 for the mean field case). The family
{
µN[0,T ], P
I,N
}
satisfies
on C
(
[0, T ] ,M1
(
Td ×W × R
))
a large deviation principle with rate function
SI,2ν,ζ
(
µ[0,T ]
)
= sup
r∈N,0≤t1<...<tr≤T
Lt1,...,trν,ζ (µt1 , ..., µtr) for µ[0,T ] ∈ C , (3.18)
where for µi ∈ M1
(
T
d ×W × R
)
, Lt1,...,trν,ζ (µ1, ..., µr) is defined by
sup
f∈C∞c (T
d×W×R)
{∫
Td×W×R
f (x,w, θ) µ1 −
∫
Td
log
(∫
W×R
U0,t1e
f (x,w, θ) νx (dθ) ζx (dw)
)
dx
}
+
r∑
i=2
sup
f∈C∞c (T
d×W×R)
{∫
Td×W×R
f (x,w, θ)µi −
∫
Td×W×R
logUti−1,tie
f (x,w, θ) µi−1
}
,
(3.19)
where the µi integrate with respect to the variables dx, dw, dθ.
Finally we show that SIν,ζ , respectively S
I,Td
ν,ζ , is bounded by these two rate functions.
Lemma 3.13. For all µ[0,T ] ∈ M1
(
Td ×W × C([0, T ])
)
SI,2ν,ζ
(
µ[0,T ]
)
≤ SIν,ζ
(
µ[0,T ]
)
≤ SI,T
d
ν,ζ
(
µ[0,T ]
)
≤ SI,1ν,ζ
(
µ[0,T ]
)
. (3.20)
Moreover SI,1ν,ζ
(
µ[0,T ]
)
<∞ implies that µ[0,T ] is weakly differentiable.
From these three lemmas, we conclude the Theorem 3.9 by the uniqueness of the rate function of a
large deviation principle.
We prove the lemmas in the following chapters.
3.1.1 Two representation of the rate function (Proof of Lemma 3.11 and Lemma 3.12)
Proof. [of Lemma 3.11] We apply the Sanov type Lemma 2.9 with r = 1, Y = C([0, T ]) to conclude that
the family
{
LN , P I,N
}
satisfies on M1
(
Td ×W × C([0, T ])
)
a large deviation principle with rate function
Lν,ζ. The Lemma 2.9 requires Assumption 1.1, Assumption 1.3 and the following Feller continuity:
Lemma 3.14. The Assumption 3.7 implies that the family
{
P It,x,w,θ : (t, x, w, θ) ∈ [0, T ]× T
d ×W × R
}
is Feller continuous.
Before we prove this lemma, we finish the proof of Lemma 3.11.
The map Π (defined in Definition 2.27) is continuous (Lemma 2.29). It maps each probability measure
on Td×W×C([0, T ]) to a continuous measure valued trajectories in C . Moreover for each fixed vector θN[0,T ]
and each wN , the image of the corresponding empirical path measure LN under Π is the corresponding
empirical process µN[0,T ]. Therefore, the contraction principle implies the large deviation principle for{
µN[0,T ], P
I,N
}
with the rate function SI,1ν,ζ .
The right hand side of (3.15) is only finite if there is a Q ∈ML1
(
Td ×W × C([0, T ])
)
with Π(Q)[0,T ] =
µ[0,T ]. This implies that µt ∈ M
L
1
(
T
d ×W × R
)
for all t ∈ [0, T ], and that µt,x,W = µ0,x,W for all
t ∈ [0, T ] and almost all x ∈ Td, by Lemma 2.31.
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Proof. [of Lemma 3.14] Fix an arbitrary convergent sequence
(
x(n), w(n), θ(n)
)
→ (x,w, θ) ∈ Td×W×R.
We define an ..= a ≡ σ and bI,(n) (t, η) ..= bI
(
t, w(n), x(n), η
)
, bI (t, η) = bI (t, x, w, η) for (t, η) ∈ [0, T ]×R.
These functions are continuous by Assumption 3.7 a.). Moreover we know, by Assumption 3.7 b.), that
P I
x(n),w(n),θ(n)
is the solution to the Martingale problem corresponding to the drift coefficient bI,(n).
The Theorem 11.1.4 in [26] implies that the solutions to the Martingale problem P I
x(n),w(n),θ(n)
converge
weakly to P Ix,w,θ. The conditions of Theorem 11.1.4 of [26] are satisfied by Assumption 3.7. Therefore
P Ix,w,θ is Feller continuous.
Proof. [of Lemma 3.12] This proof is a generalisation of the proof of [10] Lemma 4.6 and we use the
ideas of this proof. At first we prove a LDP for the finite dimensional distributions of
{
µN[0,T ]
}
(i.e. the
distribution of µN[0,T ] at a finite number of times) and in a second step we transfer this LDP to the LDP
for
{
µN[0,T ]
}
by using the projective limit approach.
Step 1: LDP for the finite dimensional distributions of P I,N :
Fix N ≥ 1, r ∈ N, 0 = t0 ≤ t1 < .... < tr ≤ T . We define the random elements
µNt1,...,tr
..=
(
µNt1 , ..., µ
N
tr
)
∈
(
M1
(
T
d ×W × R
))r
. (3.21)
Then µNt1,...,tr depends only on the spin values at the times t1, ..., tr, i.e. on θ
N
t1 , ..., θ
N
tr and not any more
on the whole path.
By Lemma 2.9 (with Y1 = .... = Yr = R), the family
{
µNt1,...,tr , P
I,N
}
satisfies a large deviation
principle on
(
M1
(
Td ×W × R
))r
with rate function
Lt1,...,trµ0 (µ1, ..., µr) = sup
f1,...,fr∈Cb(T
d×W×R)
[
r∑
ℓ=1
∫
Td×W×R
fℓ (x,w, θ) µℓ (dx, dw, dθ) −H (f1, ..., fr)
]
(3.22)
for µℓ ∈M1
(
Td ×W × R
)
, where
H (f1, ..., fr) ..=
∫
Td
log
(∫
W
∫
C([0,T ])
e
∑r
ℓ=1 fℓ(x,w,θtℓ)P Ix,w
(
dθ[0,T ]
)
ζx (dw)
)
dx. (3.23)
To show that this function coincides with (3.19), we first get by the Markov property of {Pt,x,w,θ} that
H (f1, ..., fr)
=
∫
Td
log
(∫
W
∫
C([0,T ])
∫
C([0,T ])
efr(y,w,θtr )P Itr−1,x,w,θtr−1
(
dθ[0,T ]
)
e
∑r−1
ℓ=1
fℓ(y,w,θtℓ)P Ix,w
(
dθ[0,T ]
)
ζx (dw)
)
dx
=
∫
Td
log
(∫
W
∫
R
Ut0,t1
(
ef1 ...Utr−1,tre
fr
)
(x,w, θ) νx (dθ) ζx (dw)
)
dx.
(3.24)
Now performing formally (by pushing through the space dependency) the same calculation as Dawson
and Gärtner in [10] page 275, we can transfer the right hand side of (3.24) to the right hand side of (3.19)
with the supremum taken over all f ∈ Cb
(
Td ×W × R
)
. But the operators Us,t are continuous linear
operators, hence the supremum over C∞c
(
Td ×W × R
)
equals the supremum over Cb
(
Td ×W × R
)
.
Step 2: Transfer of the LDP for
{
µNt1,...,tr
}
to the LDP for
{
µN[0,T ]
}
:
An LDP for
{
µN[0,T ]
}
follows from the LDP for the finite dimensional marginals of the first step, by
the projective limit approach. In [10] on page 276 this is done for the mean field model. This proof can
be almost directly used in the setting we consider here. To have a complete picture, we state nevertheless
the idea here.
To have a projective system corresponding to
(
M1
(
Td ×W × R
))r
with order relation⊆ for {t1, ..., tr},
we embed the space C into M
[0,T ]
1
(
T
d ×W × R
)
..= {f : [0, T ] → M1
(
T
d ×W × R
)
} furnished with the
product topology.
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We know by Lemma 3.11 already that
{
µN[0,T ], P
I,N
}
satisfies a large deviation system on C . By
the contraction principle,
{
µN[0,T ], P
I,N
}
also satisfies a large deviation system on M
[0,T ]
1
(
Td ×W × R
)
.
We denote its rate function by Ŝ2. But this LDP can also be identified with the projective limit of the
finite dimensional LDPs derived above. Hence by the projective limit theorem ([11] Theorem 4.6.1, [10]
Theorem 3.3) we see that Ŝ2 has the desired form (3.18) on M
[0,T ]
1
(
Td ×W × R
)
.
Moreover Ŝ2 is infinite on M
[0,T ]
1
(
T
d ×W × R
)
\C and the random variables µN[0,T ] under P
I,N are
concentrated on C . Hence we can reduce the LDP to an LDP on C by Lemma 4.1.5 (b) in [11]. This
finishes the proof of Lemma 3.12.
3.1.2 Coincidence of the two representations with SIν,ζ (proof of Lemma 3.13)
In this chapter we prove Lemma 3.13. Therefore we show at first an upper bound on SI,T
d
ν,ζ and then a
lower bound on SIν,ζ .
For the upper bound (Chapter 3.1.2.1) we generalise an approach used in [8], which is partially based
on approaches of [16] and [5]. In contrast to [8], we consider the space dependency x ∈ Td in addition
to the random environment w ∈ W . Moreover we look at an independent system, whereas in [8] an
interacting system is considered (see also Lemma 6.3, where we use this approach also for an interacting
systems).
The proof that we give for the lower bound (see Chapter 3.1.2.2) is a generalisation of Chapter 4.4 in
[10] to the model we consider here. We require in the proof the existence and uniqueness of a solution
to a PDE. In contrast to [10], this solution has to be continuous in the space variable x ∈ Td and the
environment variable w ∈ W . We show the existence and this regularity of a solution in the completely
new Chapter 3.1.2.3. The rest of the proof in Chapter 3.1.2.2 generalises the proof in [10]. Moreover, we
correct minor mistakes of the proof in [10].
3.1.2.1 Upper bound on SI,T
d
ν,ζ
We show in this chapter that SI,T
d
ν,ζ ≤ S
I,1
ν,ζ . As mentioned, the proof we state here, is based on an
approach in [8].
Lemma 3.15. If SI,1ν,ζ
(
µ[0,T ]
)
<∞ for a µ[0,T ] ∈ C , then
SI,1ν,ζ
(
µ[0,T ]
)
= SI,T
d
ν,ζ
(
µ[0,T ]
)
, (3.25)
and t 7→ µt,x,w is weakly differentiable for almost all (x,w) ∈ Td ×W.
In particular SI,1ν,ζ ≥ S
I,Td
ν,ζ ≥ S
I
ν,ζ .
Remark 3.16. Note that the lemma only states the equality of SI,1ν,ζ and S
I,Td
ν,ζ , when S
I,1
ν,ζ
(
µ[0,T ]
)
<∞,
i.e. when there is a Q ∈ M1
(
Td ×W × C([0, T ])
)
, such that L1ν,ζ (Q) < ∞ and Π(Q)[0,T ] = µ[0,T ]. In
[16], µ[0,T ] that satisfy this condition are called admissible.
Therefore this result is not enough to show the claimed equality in Theorem 3.9 and we are bound to
prove also a lower bound (in Chapter 3.1.2.2).
Proof. [of Lemma 3.15] Fix a µ[0,T ] ∈ C with S
I,1
ν,ζ
(
µ[0,T ]
)
<∞.
The idea of this proof is based on the steps 1-3 of the proof of Theorem 3 in [8], that are partly
based on [16] and [5]. The proof is organised as follows. We show in Step 1, that there is a Q ∈
M1
(
Td ×W × C([0, T ])
)
, which is a minimizer of the right hand side of (3.15) for SI,1ν,ζ
(
µ[0,T ]
)
. In Step 2
we derive another representation of SI,1µ
(
µ[0,T ]
)
, by applying a result of [16]. Finally (in Step 3) we show,
that the new representation of SI,1µ
(
µ[0,T ]
)
equals SI,T
d
ν,ζ . We use that µt,x,w is the evolution of the time
marginal of Qx,w and a weak solution of a Fokker-Planck equation.
Step 1: There is a Q with L1ν,ζ (Q) = S
I,1
µ
(
µ[0,T ]
)
and nice properties:
We restrict the infimum in (3.15) to the set
Aµ,C ..=
{
Q : Π (Q)[0,T ] = µ[0,T ]
}
∩
{
Q : L1ν,ζ (Q) ≤ C
}
⊂M1
(
T
d ×W × C([0, T ])
)
, (3.26)
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for a C > 0 large enough. This set is non empty and compact (the last set is compact because L1ν,ζ is a
good rate function and the first set is closed). Hence by the lower semi continuity of L1ν,ζ , there exists a
Q ∈ Aµ,C that is a minimiser of L1ν,ζ in Aµ,C . This implies that L
1
ν,ζ
(
Q
)
= SI,1µ
(
µ[0,T ]
)
.
Therefore L1ν,ζ
(
Q
)
= H
(
Q
∣∣dx⊗ ζx (dw) ⊗ P Ix,w ) < ∞ and Q ∈ ML1 (Td ×W × C([0, T ])). Let us
write Q = dx⊗Qx for Qx ∈M1(W × C([0, T ])) and Qx = Qx,W⊗Qx,w for Qx,w ∈ M1(C([0, T ])), Qx,w ∈
M1(W). Then for almost all x ∈ T
d and Qx,W-almost all w ∈ W , H
(
Qx,w
∣∣P Ix,w ) <∞, H (Qx,W ∣∣ζx ) <
∞ and Π
(
Qx,w
)
t
= µt,x,w. Moreover Π
(
Q
)
t
= dx⊗Qx,W ⊗Π
(
Qx,w
)
t
= µt ∈ML1
(
Td ×W × R
)
.
Step 2: Another representation of SI,1µ
(
µ[0,T ]
)
:
By these properties, we get, for almost all x ∈ Td, as in [16] Theorem II.1.31 and Remark II.1.3 (see
also [23] Chapter 7 (in particular Theorem 7.11)), that there is a map bx,w : [0, T ]× R → R such that
Qx,w is the law of θ
x,w
[0,T ] described by the following SDE
dθx,wt =
(
σbx,w (t, θx,wt )− b
I (t, x, w, θx,wt )
)
dt+ σdB
Qx,w
t , (3.27)
with θx,w0 ∼ µ0,x,w and
dQx,w
dP Ix,w
= e
∫
T
0
bx,w(t,.)dB
Qx,w
t +
1
2
∫
T
0
bx,w(t,.)2dt dµ0,x,w
dνx
. (3.28)
Here B
Qx,w
t is a Wiener process under Qx,w. Inserting this derivative in the relative entropy, we get
H
(
Qx,w
∣∣P Ix,w )−H (µ0,x,w|νx ) = 12
∫
C([0,T ])
∫ T
0
(bx,w (t, θt))
2
dt Qx,w
(
dθ[0,T ]
)
=
1
2
∫ T
0
∫
R
(bx,w (t, θt))
2 µt,x,w (dθ) dt.
(3.29)
Integrating over µ0,x,W = Qx,W ∈ M1(W) and then over x ∈ T
d implies that
SI,1ν,ζ
(
µ[0,T ]
)
= L1ν,ζ
(
Q
)
=
1
2
∫
Td
∫
W
∫ T
0
∫
R
(bx,w (t, θ))2 µt,x,w (dθ) dt µ0,x,W (dw) dx
+
∫
Td
∫
W
H (µ0,x,w|νx )µ0,x,W (dw) dx+
∫
Td
H (µ0,x,W |ζx ) dx.
(3.30)
Step 3: The new representation of SI,1ν,ζ
(
µ[0,T ]
)
equals SI,T
d
ν,ζ :
We show now that for almost all t ∈ [0, T ], almost all x ∈ Td and Qx,W-almost all w ∈ W
1
2
∫
R
(bx,w (t, θ))2 µt,x,w (dθ) =
∣∣∣∂tµt,x,w − (LIt,x,w)∗ µt,x,w∣∣∣
µt,x,w
, (3.31)
with LIt,x,w defined in (3.11).
The equation (3.31) can be shown as in the Steps 2 and 3 in the proof of Theorem 3 in [8]. Therefore
we sketch the proof here only.
The measure Qx,w is the law of (3.27) and by construction µt,x,w is the evolution of the time marginal
of this law. Hence µt,x,w is a weak solution of the Fokker-Plank equation
∂tµt,x,w = −∂θ
([
σbx,w (t, .)− bI (t, x, w, .)
]
µt,x,w
)
+
σ2
2
∂2θ2µt,x,w. (3.32)
From this, we subtract now the generator
(
LIt,x,w
)∗
∂tµt,x,w −
(
L
I
t,x,w
)∗
µt,x,w = −∂θ (σb
x,w (t, .)µt,x,w) , (3.33)
what leads to∣∣∣∂tµt,x,w − (LIt,x,w)∗ µt,x,w∣∣∣
µt,x,w
=
1
2
sup
f∈Dµt,x,w
∣∣∫
R
σbx,w (t, θ) ∂θf (θ)µt,x,w (dθ)
∣∣2
σ2
∫
R
(∂θf (θ))
2
µt,x,w (dθ)
≤
1
2
∫
R
(bx,w (t, θ))
2
µt,x,w (dθ) ,
(3.34)
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with Dµt,x,w
..=
{
f ∈ C∞c (R) :
∫
R
(∂θf (θ))
2
µt,x,w (dθ) > 0
}
.
To conclude (3.31), we have to show that the last inequality is actually an equality. This can be done as
in Step 3 of the proof of Theorem 3 in [8], by showing that
{
∂θf : f ∈ Dµt,x,w
}
is dense in L2 (R, µt,x,w).
Then we take a approximating sequence fn ∈ Dµt,x,w , ∂θfn → b
x,w
t and get the corresponding lower
bound.
Remark 3.17. Instead of Lemma 3.15, we could also show similarly as in Lemma 4.9 in [10], that
SI,1ν,ζ ≥ S
I
ν,ζ , by using a representation of S
I
ν,ζ , that we derive in Lemma 3.26. This would require some
changes (compared to [10]), due to the space dependency and the initial distribution of the spin values
that we consider here. However, the advantage of Lemma 3.15 is that it bounds also SI,T
d
ν,ζ . This could
be archived also by a variation of Lemma 4.9 in [10] and a variation of Lemma 3.26, i.e. by moving the
integral with respect to x ∈ Td out of the supremum in (3.66). However using this approach, one has to
be careful whether functions are integrable with respect to x ∈ Td and w ∈ W.
3.1.2.2 Lower bound on SIν,ζ
We prove in this chapter the following lower bound on SIν,ζ . The proof is a generalisation of the corre-
sponding proof in [10]. The most important difference to the original proof is that we derive for solutions
of the arising PDE (see the proof of Lemma 3.19) also regularity in the space variable and the random
environment variable.
Lemma 3.18 (compare to Lemma 4.10 in [10] for the mean field case). SI,2ν,ζ ≤ S
I
ν,ζ .
Proof. It suffices to show, by (3.19), (3.13) and the second formula of the norm in Definition 1.9, that∫
Td×W×R
f (x,w, θ) µt (dx, dw, dθ) −
∫
Td×W×R
logUs,te
f (x,w, θ)µs (dx, dw, dθ)
≤
∫ t
s
sup
h∈C∞c (T
d×W×R)
(
〈∂uµu, h〉 −
∫
Td×W×R
L
I
u,xh (x,w, θ) +
σ2
2
(∂θh (x,w, θ))
2 µu (dx, dw, dθ)
)
du
(3.35)
for all f ∈ C∞c
(
Td ×W × R
)
, 0 ≤ s < t ≤ T , ν ∈ ML1
(
Td ×W × R
)
and µ[0,T ] ∈ C with S
I
ν,ζ
(
µ[0,T ]
)
<
∞. Indeed by (3.35), we bound separately each summand of the sum on the right hand side of (3.19). For
the first summand on the right hand side of (3.19), we have to differentiate between the cases t1 = 0 and
t1 > 0 in the supremum in (3.18). If t1 > 0, then apply first the Jensen inequality to the this summand
of the right hand side of (3.19) before using (3.35). In the case t1 = 0, the first summand on the right
hand side of (3.19) equals to H (µ0|dx⊗ ζx ⊗ νx ), which appears in formula (3.13) of SIν,ζ (by a similar
estimate as used in the proof of Lemma 2.10).
An easy heuristic proof for the mean-field counterpart to (3.35) is given in [10] on page 282. We
refer to this heuristic to get an idea of the following proof. However in particular due to the unbounded
domain of the spin values, problems arise such that the heuristic does not make sense. However we can
prove (3.35) when restricting the analysis to compact sets (see Lemma 3.19) and infer from this (3.35).
Therefore we define a new semi group corresponding to the diffusion processes which is killed when leaving
the ball BR =
{
(x,w, θ) ∈ Td ×W × R : |θ| < R
}
by
URs,tf (x,w, θ) =
∫
C([s,T ])
f (x,w, θt) 1IτsR>tPs,x,w,θ
(
dθ[s,T ]
)
(3.36)
for f ∈ Cb
(
Td ×W × C([0, T ])
)
, with τsR
(
θ[s,T ]
)
= min {t ∈ [s, T ] : |θt| ≥ R}.
Lemma 3.19 (compare to Lemma 4.11 in [10]). Given a µ[0,T ] ∈ C with SIν,ζ
(
µ[0,T ]
)
<∞, then for all
R > 0, 0 ≤ s < t ≤ T and f ∈ C∞c
(
Td ×W × R
)
with f ≤ 0 and supp (f) ⊂ BR.∫
f (x,w, θ)µt (dx, dw, dθ) −
∫
log
[
1 + URs,t
(
ef − 1
)]
(x,w, θ)µs (dx, dw, dθ)
≤
∫ t
s
sup
h∈C∞c (T
d×W×R)
(
〈∂uµu, h〉 −
∫
L
I
u,x,wh (x,w, θ) +
σ2
2
(∂θh (x,w, θ))
2
µu (dx, dw, dθ)
)
du,
(3.37)
where the integrals without bounds integrate over the space Td ×W × R.
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This lemma implies (3.35) by the same approximation approach given after Lemma 4.11 in [10]. Hence
once we prove Lemma 3.19, the proof of Lemma 3.18 is finished.
Proof. [of Lemma 3.19] In this proof we generalise the proof of Lemma 4.11 in [10] to the model considered
here. In contrast to [10] we do not assume in Theorem 3.9, that the drift coefficient b is locally Hölder
continuous. However we need this assumption to get the existence of a solution to a PDE (see Step 1.1).
Therefore we assume at first (Step 1), that bI is Hölder continuous in time and spin value. Finally, in
Step 2, we show how to generalise this to general drift coefficients.
Fix an R > 0, an arbitrary f ∈ C∞c
(
Td ×W × R
)
with f ≤ 0 and supp (f) ⊂ BR and arbitrary
0 ≤ s < t ≤ T . Let Wf ⊂ W be a compact subset such that the projection on W of the support of f is
contained in Wf
Step 1: The drift coefficient is Hölder continuous:
Let us assume that bI is 14 -Hölder continuous in time and
1
2 -Hölder continuous in θ ∈ BR on the subset
[0, T ]× Td ×Wf × BR. Moreover let bI be continuous on [0, T ]× Td ×W × R. To generalise the ideas
of [10] to the space and random environment dependent model, we need in particular the existence of a
unique solution to an initial boundary value problem. This solution has to be moreover continuous in the
space variable x ∈ Td and in the random environment variable. We prove the existence and uniqueness
of such a solution in Theorem 3.23. We follow the lines of the proof in [10] with focus on the extensions
needed to treat the space and random environment dependency.
Step 1.1: Construction of a (non smooth) function that solves a PDE:
By Theorem 3.23, there is a unique classical solution g∗ to the terminal boundary value problem
∂sg (s, x, w, θ) = − L
I
s,x,wg (s, x, w, θ) (s, x, w, θ) ∈ [0, t)× T
d ×Wf ×BR
g (t, x, w, θ) = ef(x,w,θ) − 1 (x,w, θ) ∈ Td ×Wf ×BR
g (s, x, w, θ) = 0 (s, x, w, θ) ∈ [0, t)× Td ×Wf × ∂BR.
(3.38)
This implies that g∗ (s, x, w, θ) = 0 for (s, x, w, θ) ∈ [0, t]× Td × ∂Wf × BR. We define g
∗ to be zero
for w 6∈ Wf or θ 6∈ BR.
The g∗ satisfies for (s, x, w, θ) ∈ [0, T ]× Td ×W × R
g∗ (s, x, w, θ) =
∫
C([s,T ])
g∗ (t ∧ τR, x, w, θt∧τR)Ps,x,w,θ
(
dθ[s,T ]
)
=
∫
C([s,T ])
(
ef(x,w,θt) − 1
)
1IτR>tPs,x,w,θ
(
dθ[s,T ]
)
= URs,t
(
ef − 1
)
(x,w, θ) .
(3.39)
The first equality is true because g∗ (t ∧ τR, x, w, θ (t ∧ τR)) is a Ps,x,w,θ martingale for all (s, x, w, θ) ∈
[0, t] × Td × W × R by Assumption 3.7 b.). The next equality is due to the boundary and the initial
condition in (3.38), respectively the chosen continuation of g∗. Note that the equality of g∗ and the third
representation is the corresponding Feynman-Kac formula (for fixed (x,w) ∈ Td ×Wf ).
Define the function h∗ ..= log (g∗ + 1). This function solves
∂th = −L
I
t,x,wh−
σ2
2
(∂θh)
2
on [0, T ]× Td ×Wf ×BR and
h (t, ., ., .)
∣∣
Td×W×BR
= f (., ., .) and h
∣∣
∂BR
= 0.
(3.40)
If we could use the function h on the right hand side of (3.37), then the integration by parts Lemma 2.25
would prove Lemma 3.19. Unfortunately h∗ is not in C∞c
(
[0, T ]× Td ×W × R
)
. By its construction and
the compactness of f , the support of g∗ and thus of h∗ is compact, but h∗ is not smooth.
Step 1.2: Smoothing of g∗:
The last part of the proof consists of approaching g∗ with smooth functions gǫ, defined by
gǫ ..= kǫ ∗x,w,θ g
∗ (3.41)
with kǫ (x,w, θ) = k
1
ǫ (x) k
2
ǫ (w) k
3
ǫ (θ). Here k
1
ǫ is a Dirac sequence (approximation to the identity) in T
d
such that k1ǫ (x) = ǫ
−dk1
(
ǫ−1x
)
and k1 ∈ C∞c
(
T
d
)
, k1 ≥ 0 and
∫
Td
k1 (x) dx = 1. Analogue we define k2ǫ
and k3ǫ as a Dirac sequence on W and R respectively.
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Then gǫ ∈ C∞c
(
Td ×W × R
)
but it does not satisfy any more (3.38) and
hǫ ..= log (1 + gǫ) (3.42)
does not satisfy any more (3.40). Therefore we can not use directly the integration by parts Lemma 2.25
to show (3.37).
Step 1.3: Smoothed function almost satisfies (3.37):
Nevertheless we prove in the following that hǫ used on the right hand side of (3.37) (instead of the
supremum) almost satisfies (3.37), with an error that vanishes as ǫ→ 0.
Indeed by the integration by parts Lemma 2.25
L ..=
∫
Td×W×R
hǫ (t, x, w, θ)µt (dx, dw, dθ) −
∫
Td×W×R
hǫ (s, x, w, θ)µs (dx, dw, dθ)
=
∫ t
s
〈∂uµu, hǫ (u)〉 +
∫
Td×W×R
∂uhǫ (u, x, w, θ)µu (dx, dw, dθ) du
=
∫ t
s
〈∂uµu, hǫ (u)〉 −
∫
Td×W×R
L
I
u,x,whǫ (u, x, θ) +
σ2
2
|∂θhǫ (u, x, w, θ)|
2
µu (dx, dw, dθ)
+
∫
Td×W×R
(
∂u + L
I
u,x,w
)
gǫ (u, x, w, θ)
1 + gǫ (u, x, w, θ)
µu (dx, dw, dθ) du =.. R1 − R2 + R3 ,
(3.43)
because ∂uhǫ =
∂ugǫ
1+gǫ
and LIu,x,whǫ =
L
I
u,x,wgǫ
1+gǫ
− σ
2
2 |∂θhǫ|
2
.
The L converges to the left hand side of (3.37), because gǫ (s) → g∗ (s) uniformly on Td ×W × R.
Indeed
|gǫ (s, x, w, θ) − g
∗ (s, x, w, θ)| ≤ sup
(y,η)∈supp{kǫ}
|g∗ (s, x+ y, w, θ + η)− g∗ (s, x, w, θ)| (3.44)
and g∗ (s) is uniformly continuous (as a continuous function with compact support). Therefore hǫ (t)→ f
and hǫ (s)→ log (1 + g
∗ (s)) uniformly.
The integrals R1 and R2 are smaller or equal to the right hand side of (3.37). We interpret R3 as
an error and show in the next step that it can be bounded from a above by a vanishing function.
Step 1.4: A vanishing upper bound on R3:
By the following lemma we get a vanishing upper bound on the last integral R3 of (3.43).
Lemma 3.20 (compare to Lemma 4.12 in [10]). For ǫ > 0 small enough, there exists a continuous func-
tion rǫ on [0, T ]× Td ×W × R, such that(
∂u + L
I
u,x,w
)
gǫ (u, x, w, θ) ≤ rǫ (u, x, w, θ) for (u, x, w, θ) ∈ [0, T ]× T
d ×W × R (3.45)
and rǫ → 0 uniformly on [0, T ]× Td ×W × R for ǫ→ 0.
We state the proof of this lemma after we have finished the proof of Lemma 3.19. By Lemma 3.20
R3 ≤
∫ t
s
∫
Td×W×R
rǫ (u, x, w, θ)
1 + gǫ (u, x, w, θ)
µu (dx, dw, dθ) du. (3.46)
The right hand side vanishes for ǫ→ 0, because rǫ → 0 uniformly and e−|f |∞ ≤ 1 + gǫ ≤ 1 (by (3.39)).
Hence we conclude that (3.37) holds for Hölder continuous drift coefficients.
Step 2: General drift coefficient bI:
Last but not least we show now that Lemma 3.19 also holds for general (non-Hölder continuous) drift
coefficients provided that the Assumption 3.7 is satisfied. Therefore we approximate at first (Step 2.1)
the drift coefficient bI by a sequence of Hölder -continuous functions bI,(n), that converge to bI on
C
(
[0, T ]× Td ×W × R
)
. Then we show that Step 1 can be applied for all bI,(n) (Step 2.2), i.e. that
(3.37) holds for each bI,(n). Finally we justify that we can take the limit on both sides of (3.37) such that
this inequality also holds for bI . To this end we only need to show that the left hand side of (3.37) for
bI,(n) is in the limit greater than the corresponding one for bI and an analogue result for the right hand
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side (Step 2.3 and Step 2.4). For that matter we follow the ideas of Dawson and Gärtner in Chapter 4.5
of [10] and generalise their proof to the setting we consider here. Along the way, we also fix a small
issue of Dawson and Gärtner in their treatment of the left hand side (compare our Step 2.3 with their
calculation on page 288).
Step 2.1: Approximation of bI:
Denote by Wf,2 the open set of all points in W with distance at most 1 from Wf .
We approximate the continuous drift coefficient bI by functions bI,(n) ∈ C
(
[0, T ]× Td ×W × R
)
.
These functions are chosen such that bI,(n) is on [0, T ]×Td ×Wf ×BR also
1
4 -Hölder continuous in time
and 12 -Hölder continuous in BR. Moreover b
I,(n) = bI outside of [0, T ]×Td×Wf,2×B2R and bI,(n) → bI
uniformly. Finding such a sequence is for example possible by the Stone-Weierstrass Theorem (on the
compact set Wf,2) and the Urysohn’s Lemma (with Wf and Wf,2).
Step 2.2: (3.37) holds for each bI,(n):
One has to prove, that the Martingale problem for the generator L
I,(n)
s,x,w with drift coefficient bI,(n) is
well posed. But this we get from the (Cameron-Martin-) Girsanov theorem ([26] Theorem 6.4.2) because
the difference between bI,(n) and bI is at most ǫ for n large enough by the uniform convergence. We call
the corresponding solution P
I,(n)
s,x,w,θ and its semi-group U
R,(n)
s,t . Hence by Step 1, (3.37) holds with U
R,(n)
s,t
and LI,(n).
Step 2.3: The LHS of (3.37) for bI,(n) is in the limit greater than the LHS for bI :
Fix (s, t, x, w, θ) ∈ [0, T ]× [0, T ]× Td ×W × R. By [26] Theorem 11.1.4, P
I,(n)
s,x,w,θ → P
I
s,x,w,θ, and by
[26] Theorem 11.1.2, θ[s,T ] 7→ τ
s
R
(
θ[s,T ]
)
is lower semi-continuous. Hence {τsR > t} is an open set and
1IτsR>t is lower semi-continuous. The function
(
ef − 1
)
is non positive and continuous, what implies that(
ef(x,w,θ[0,T ]) − 1
)
1IτsR>t is upper semi continuous. By the Portmanteau theorem
lim sup
n→∞
U
R,(n)
s,t
(
ef − 1
)
(x,w, θ) = lim sup
n→∞
∫
C([0,T ])
(
ef(x,w,θ[0,T ]) − 1
)
1IτsR>tP
I,(n)
s,x,w,θ
(
dθ[0,T ]
)
≤
∫
C([0,T ])
(
ef(x,w,θ[0,T ]) − 1
)
1IτsR>tP
I
s,x,w,θ
(
dθ[0,T ]
)
= URs,t
(
ef − 1
)
(x,w, θ) .
(3.47)
With the Fatou-Lebesgue theorem (possible because −1 < U
R,(n)
s,t
(
ef − 1
)
(x,w, θ)) we conclude
lim sup
n→∞
∫
Td×W×R
log
[
1 + U
R,(n)
s,t
(
ef − 1
)]
(x,w, θ)µs (dx, dw, dθ)
≤
∫
Td×W×R
lim sup
n→∞
log
[
1 + U
R,(n)
s,t
(
ef − 1
)]
(x,w, θ) µs (dx, dw, dθ)
≤
∫
Td×W×R
log
[
1 + URs,t
(
ef − 1
)]
(x,w, θ) µs (dx, dw, dθ) .
(3.48)
Step 2.4: The RHS of (3.37) for bI,(n) is in the limit smaller than the RHS for bI :
By the triangle inequality we get∣∣∣∂uµu − (LI,(n)u,.,. )∗ µu∣∣∣2
µu
≤
∣∣∣∂uµu − (LIu,.,.)∗ µu∣∣∣2
µu
+
∣∣∣(LIu,.,. − LI,(n)u,.,. )∗ µu∣∣∣2
µu
. (3.49)
The last summand is smaller or equal to σ
2
2
∫
Td×W×R
∣∣bI,(n) (x,w, θ) − bI (x,w, θ)∣∣2 µu (dx, dw, dθ), what
vanishes when n→∞ by the uniform convergence.
Step 2.5: Conclusion: Hence we conclude∫
Td×W×R
f (x,w, θ) µt (dx, dw, dθ) −
∫
Td×W×R
log
[
1 + URs,t
(
ef − 1
)]
(x,w, θ)µs (dx, dw, dθ)
≤ lim inf
n→∞
{∫
f (x,w, θ)µt (dx, dw, dθ) −
∫
log
[
1 + U
R,(n)
s,t
(
ef − 1
)]
(x,w, θ)µs (dx, dw, dθ)
}
≤ lim inf
n→∞
∫ t
s
∣∣∣∂uµu − (LI,(n)u,. )∗ µu∣∣∣2
µu
du ≤
∫ t
s
∣∣∣∂uµu − (LIu,.)∗ µu∣∣∣2
µu
du.
(3.50)
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Proof. [of Lemma 3.20] Fix (s, x, w, θ) ∈ [0, T ]×Td×W×R. We get by the integration by parts formula
(and the same argument as in [10] in the proof of Lemma 4.12 to bound the derivatives at the boundary
∂BR),(
∂s + L
I
s,x,w
)
gǫ (s, x, w, θ)
≤
∫
kǫ (x− x
′, w − w′, θ − θ′)
(
∂sg (s, x
′, w′, θ′) +
σ2
2
∂2θ′2g (s, x
′, w′, θ′)
+ bI (s, x, w, θ) ∂θ′g (s, x
′, w′, θ′)
)
dθ′dw′dx′
=
∫
kǫ (x− x
′, w − w′, θ − θ′)
(
bI (s, x, w, θ) − bI (s, x′, w′, θ′)
)
∂θ′g (s, x
′, w′, θ′) dθ′dw′dx′,
(3.51)
where the two integrals are over the spac Td ×Wf ×BR. In the last equality we use that g is a solution
to (3.38). We denote the right hand side of (3.51) by rǫ (s, x, w, θ).
For each ǫ, the integrand in rǫ is continuous and uniformly bounded, because b
I and ∂θ′g are continuous
and we consider a compact set. This implies that rǫ is continuous.
For all (s, x, w, θ) ∈ [0, T ]× Td ×W × R
|rǫ (s, x, w, θ)| ≤ sup
x′,x′′∈Td;w′∈W;w′′∈Wf ;θ
′,θ′′∈B2R
|x′−x′′|<ǫ,|w′−w′′|<ǫ,|θ′−θ′′|<ǫ
∣∣bI (s, x′, w′, θ′)− bI (s, x′′, w′′, θ′′)∣∣ |∂θ′g|∞ , (3.52)
for ǫ small enough. The derivative ∂θ′g is bounded and b
I is uniform continuous on the compact set
[0, T ]× Td ×Wf,2 ×B2R. Hence rǫ converges uniformly to 0.
3.1.2.3 PDE preliminaries
In this chapter we prove (see Theorem 3.23) the uniqueness and the existence of a Hölder continuous (in
time and spin value) solution of the terminal boundary value problem (3.38), that is moreover continuous
on Td and on a connected subset Ŵ ⊂ W . We did not find such a result in the literature due to the
non-ellipticity in the Td ×W-directions.
In the proof of this result, we look at first at the PDE (3.38) with fixed (x,w) ∈ Td ×Ŵ . For each of
these PDEs, we get by a result of [22] (that we repeat in Theorem 3.24) the existence and uniqueness of
a solution gx,w on [0, T ]×BR. The main part of the proof then consists of showing that these solutions
are continuous in x ∈ Td and w ∈ Ŵ.
Now we define the Hölder space, on which we derive the solution. We refer to the page 7 in [22] for
this definition (without the dependency on Td).
Definition 3.21. We denote by Hℓ/2,0,0,ℓ
(
[0, T ]× Td × Ŵ ×BR
)
the Banach space of continuous func-
tions on [0, T ]× Td × Ŵ ×BR, which have continuous derivatives ∂rt ∂
s
θ , with 2r + s ≤ ℓ, and with finite
norm
|u|Hℓ/2,0,ℓ =
∑
2r+s≤⌊ℓ⌋
|∂rt ∂
s
θu|∞ +
∑
2r+s=⌊ℓ⌋
|∂rt ∂
s
θu|ℓ−⌊ℓ⌋,θ +
∑
2r+s∈{⌊ℓ⌋−1,⌊ℓ⌋}
|∂rt ∂
s
θu| 2r+s
2 ,t
, (3.53)
where |.|ℓ−⌊ℓ⌋,θ and |.|ℓ−⌊ℓ⌋,t are the usual Hölder norms in θ ∈ R and t ∈ [0, T ] respectively.
The space Hℓ/2,ℓ ([0, T ]×BR) is defined analogue, just without the dependency on Td × Ŵ.
Remark 3.22. For ℓ ∈ (0, 1), the norm |u|Hℓ/2,0,ℓ is simply |u|∞ + |u|ℓ,θ + |u| ℓ2 ,t.
Theorem 3.23. Let ℓ > 0 be a non integer number. Assume that bI ∈ Hℓ/2,0,0,ℓ
(
[0, T ]× Td × Ŵ ×BR
)
(that we use in the definition (3.11) of LI) and that i ∈ H0,0,ℓ+2
(
Td × Ŵ ×BR
)
. Then for each R ∈ R,
there is a unique solution g∗ ∈ Hℓ/2+1,0,0,ℓ+2
(
[0, t]× Td × Ŵ ×BR
)
of the following terminal boundary
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value problem
∂sg (s, x, w, θ) = − L
I
t,x,wg (s, x, w, θ) (s, x, w, θ) ∈ [0, t)× T
d × Ŵ ×BR
g (t, x, w, θ) = i (x,w, θ) (x,w, θ) ∈ Td × Ŵ ×BR
g (s, x, w, θ) = 0 (s, x, w, θ) ∈ [0, t)× Td × Ŵ × ∂BR (0) .
(3.54)
In the proof of this theorem, we use the following version of the Theorem 5.2 in Chapter IV of [22].
Because we need it only for a specific class of PDEs, it is not as general as the original version of the
theorem.
Theorem 3.24 ([22] Chapter IV Theorem 5.2 ). Let ℓ > 0 be a non integer number and i ∈ Hℓ+2 (BR)
and b
I
, w ∈ Hℓ/2,ℓ ([0, t]×BR). Then for each R > 0, there is a unique classical solution g∗ ∈
Hℓ/2+1,ℓ+2
(
[0, t]×BR
)
of the following terminal boundary value problem
∂sg (s, θ) = −
(
σ2
2
∂2θ2 + b
I
(s, θ) ∂θ
)
g (s, θ) + w (θ, s) (s, θ) ∈ [0, t)×BR
g (t, θ) = i (θ) θ ∈ BR
g (s, θ) = 0 (s, θ) ∈ [0, t)× ∂BR (0) .
(3.55)
Moreover the solution g∗ satisfies
|g∗|Hℓ/2+1,ℓ+2([0,t]×BR) ≤ C
(
|w|Hℓ/2,ℓ([0,t]×BR) + |i|Hℓ+2(BR)
)
(3.56)
for a constant C > 0 independent of w and i.
For a proof of this Theorem 3.24 we refer to [22]. Now we prove the Theorem 3.23.
Proof. [of Theorem 3.23]
Step 1: The existence and regularity:
The PDE (3.54) corresponds for a fixed tuple (x,w) ∈ Td × Ŵ to the PDE (3.55) with w ≡ 0,
i (θ) = i (x,w, θ), b
I
(s, θ) = bI (s, x, w, θ), due to the independence in x ∈ Td and w ∈ Ŵ of the operator
LIt,x,w. Therefore we know by Theorem 3.24, that there is unique solution gx,w ∈ H
ℓ/2+1,ℓ+2
(
[0, t]×BR
)
of the corresponding PDE (3.55), for each (x,w) ∈ Td × Ŵ. Set g (., x, w, .) ..= gx,w. The function g is a
solution of (3.54). To show the claimed regularity of this solution, we need to show that (x,w) 7→ gx,w is
a continuous map Td × Ŵ → Hℓ/2+1,ℓ+2
(
[0, t]×BR
)
.
Fix an arbitrary tuple (x0, w0) ∈ Td × Ŵ . The proof of the continuity at (x0, w0) is organised as
follows:
Step 1.1: First we define an operator Ix,w : H
ℓ/2+1,ℓ+2
(
[0, t]×BR
)
→ Hℓ/2+1,ℓ+2
(
[0, t]×BR
)
for each
(x,w) ∈ Td × Ŵ .
Step 1.2: Then we show that Ix,w is a continuous contraction, when |x− x0| and |w − w0| are small
enough.
Step 1.3: Next we show that the sequence (Ix,w)
n (
g∗x0,w0
)
converges to g∗x,w (also for |x− x0| and
|w − w0| small enough).
Step 1.4: Finally we conclude from the previous steps the continuity of g∗x,w at (x0, w0) ∈ T
d × Ŵ .
Let us carry out this program.
Step 1.1: Define the operator
Ts,x,w ..= L
I
s,x0,w0 − L
I
s,x,w =
(
bI (s, x0, w0, .)− b
I (s, x, w, .)
)
∂θ. (3.57)
With this operator, LIs,x,w can be seen as a perturbation of L
I
s,x0,w0 , by L
I
s,x,w = L
I
s,x0,w0 − Ts,x,w.
Moreover we define the operator
Ix,w : H
ℓ/2+1,ℓ+2
(
[0, t]×BR
)
→ Hℓ/2+1,ℓ+2
(
[0, t]×BR
)
(3.58)
as the map that sends a function v ∈ Hℓ/2+1,ℓ+2
(
[0, t]×BR
)
to the (unique) solution of
∂sg (s, θ) = − L
I
s,x0,w0g (s, θ) + Ts,x,wv (s, θ) ∈ [0, t)×BR
g (t, θ) = i (x,w, θ) θ ∈ BR
g (s, θ) = 0 (s, θ) ∈ [0, t)× ∂BR.
(3.59)
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We get the existence and the uniqueness of a solution to this PDE from Theorem 3.24.
Step 1.2: We show now that Ix,w is a continuous contraction.
Fix arbitrary u1, u2 ∈ Hℓ/2+1,ℓ+2
(
[0, t]×BR
)
. By the definition, Ix,w (u1) − Ix,w (u2) is the unique
classical solution to (
∂s + L
I
s,x0,w0
)
(Ix,w (u1)− Ix,w (u2)) = Ts,x,w (u1 − u2)
with 0 terminal and 0 boundary condition.
(3.60)
Then by (3.56), for |x0 − x| and |w0 − w| small enough,
|Ix,w (u1)− Ix,w (u2)|Hℓ/2+1,ℓ+2 ≤ C |T.,x,w (u1 − u2)|Hℓ/2,ℓ
≤ C
∣∣bI (., x0, w0, .)− bI (., x, w, .)∣∣Hℓ/2,ℓ |∂θ (u1 − u2)|Hℓ/2,ℓ
≤ ǫ |u1 − u2|Hℓ/2+1,ℓ+2
(3.61)
In the last inequality we use that bI ∈ Hℓ/2,0,0,ℓ
(
[0, T ]× Td × Ŵ ×BR
)
. This implies that Ix,w is a
continuous contraction. Note that the ǫ is independent of (x,w) ∈ Td × Ŵ , as long as |x0 − x| and
|w0 − w| are small enough, because the constant C depends only on L
I
.,x0,w0 .
Step 1.3: For the solution g∗x0,w0 of (3.54) at (x0, w0), we define the sequence
{
(Ix,w)
n (
g∗x0,w0
)}
n
. Then
by (3.61)∣∣∣(Ix,w)n+1 (g∗x0,w0)− (Ix,w)n (g∗x0,w0)∣∣∣
Hℓ/2+1,ℓ+2
≤ ǫ
∣∣∣(Ix,w)n (g∗x0,w0)− (Ix,w)n−1 (g∗x0,w0)∣∣∣Hℓ/2+1,ℓ+2 ≤ ǫn ∣∣Ix,w (g∗x0,w0)− g∗x0,w0∣∣Hℓ/2+1,ℓ+2 . (3.62)
Therefore
{
(Ix,w)
n (g∗x0,w0)}n is a Cauchy sequence. The Hölder spaces are complete, hence there
is a u∗x,w ∈ H
ℓ/2+1,ℓ+2 such that (Ix,w)
n (g∗x0,w0) → u∗x,w. The continuity of Ix,w implies that also
Ix,w
(
(Ix,w)
n (
g∗x0,w0
))
→ Ix,w
(
u∗x,w
)
. Therefore u∗x,w = Ix,w
(
u∗x,w
)
. By the definition of Ix,w and the
uniqueness of Theorem 3.24, we conclude u∗x,w = g
∗
x,w.
Step 1.4: Then by (3.62)∣∣g∗x,w − g∗x0,w0∣∣Hℓ/2+1,ℓ+2 ≤ ∞∑
n=0
∣∣∣(Ix,w)n+1 (g∗x0,w0)− (Ix,w)n (g∗x0,w0)∣∣∣
Hℓ/2+1,ℓ+2
≤
∣∣Ix,w (g∗x0,w0)− g∗x0,w0∣∣Hℓ/2+1,ℓ+2 11− ǫ .
(3.63)
We show now that the right hand side is bounded by a ǫ1 > 0 for (x,w) ∈ Td × Ŵ with |x0 − x|
and |w0 − w| small enough. By construction Ix,w
(
g∗x0,w0
)
− g∗x0,w0 is the solution to the PDE ∂sg =
−LIs,x0,w0g + Ts,x,wg
∗
x0,w0 with i (x,w, .) − i (x0, w0, .) boundary condition. Hence by (3.56)∣∣Ix,w (g∗x0,w0)− g∗x0,w0 ∣∣Hℓ/2+1,ℓ+2 ≤ C (∣∣Tt,x,wg∗x0,w0∣∣Hℓ/2+1,ℓ+2 + |i (x,w, .)− i (x0, w0, .)|Hℓ/2+1,ℓ+2) .
(3.64)
Then as in (3.61) and finally by applying again (3.56) for g∗x0,w0 , we get that the right hand side of (3.64)
is smaller or equal to
C
(
ǫ
∣∣g∗x0,w0∣∣Hℓ/2+1,ℓ+2 + ǫ) ≤ ǫC (|i (x0, w0, .)|Hℓ+2 + 1) ≤ ǫ1 (3.65)
because i (x0, w0, .) ∈ Hℓ+2. Therefore
∣∣g∗x,w − g∗x0,w0∣∣Hℓ/2+1,ℓ+2 < ǫ1 for |x0 − x| and |w0 − w| small
enough, by (3.63).
This is the claimed regularity of the solution g∗x,w at (x,w) ∈ T
d × Ŵ .
Step 2: The Uniqueness:
Let g∗ be a solution of (3.54). Then, for each tuple (x,w) ∈ Td × Ŵ, g∗x,w has to be the unique
solution of (3.55) with w ≡ 0, i (θ) = i (x,w, θ), b
I
(s, θ) = bI (s, x, w, θ). Therefore there is at most one
solution of (3.54) in Hℓ/2+1,0,0,ℓ+2
(
[0, t]× Td × Ŵ ×BR
)
.
Remark 3.25. Using the calculation in (3.64) and in (3.65), we could show even higher regularity, than
continuity, of the solution in Td × Ŵ, if we assume higher regularity of b and i in Td × Ŵ.
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3.1.3 Another representation of the rate function SIν,ζ
We state in the next lemma another representation of the rate function SIν,ζ . This representation is not
used in the proof of Theorem 3.9. As explained in Remark 3.17 we could use it to show an upper bound
on SI . Nevertheless, we prove this lemma here, because we need it in Chapter 3.2 when showing that
the rate function of the interacting system is actually lower semi-continuous
Lemma 3.26 (Compare with [10] Lemma 4.8 for the mean field case). Take a ν ∈ ML1
(
Td ×W × R
)
and a µ ∈ C . Then
SIν,ζ
(
µ[0,T ]
)
= H (µ0|dx⊗ ζx ⊗ νx ) + sup
f∈C1,0,2c ([0,T ]×Td×W×R)
I
(
µ[0,T ], f
)
(3.66)
where
I
(
µ[0,T ], f
)
=
∫
Td×W×R
f (T, x, w, θ)µT (dx, dw, dθ) −
∫
Td×W×R
f (0, x, w, θ)µ0 (dx, dw, dθ)
−
∫ T
0
∫
Td×W×R
(
∂
∂t
+ LIt,x,w
)
f (t, x, θ)−
σ2
2
(∂θf (t, x, θ))
2 µt (dx, dw, dθ) dt.
(3.67)
Proof. Most parts of this proof are almost equal (modulo additional integrals with respect to Td and
W) to the proof of Lemma 4.8 in [10]. Therefore we only state the ideas and point out where things have
to be changed due to the space and random environment dependency.
Fix a µ[0,T ] ∈ C with H (µ0|ν ) <∞.
Step 1: We define for f ∈ C1,0,2c
(
[0, T ]× Td ×W × R
)
ℓs,t (f) =
∫
Td×W×R
f (t, x, w, θ)µt (dx, dw, dθ) −
∫
Td×W×R
f (s, x, w, θ)µs (dx, dw, dθ)
−
∫ t
s
∫
Td×W×R
(
∂u + L
I
u,x,w
)
f (u, x, w, θ)µu (dx, dw, dθ) dt.
(3.68)
Note that this is equal to I (µ, f) without the (∂θf (t, ., ., .))
2
part and with the restriction to the time
interval [s, t]. Analogue to (4.26) of [10], we can prove that
|ℓs,t (f)|
2 ≤
∫ T
0
∫
Td×W×R
σ2 (∂θf (t, x, w, θ))
2 µt (dx, dw, dθ) dt sup
g∈C1,0,2c ([0,T ]×Td×W×R)
I
(
µ[0,T ], g
)
. (3.69)
Step 2: As in the second step in [10] we can show that for each g ∈ C1,0,2c
(
[0, T ]× Td ×W × R
)
I
(
µ[0,T ], g
)
≤ SIν,ζ
(
µ[0,T ]
)
−H (µ0|dx⊗ ζx ⊗ νx ) (3.70)
by applying the integration by parts Lemma 2.25.
Step 3: We may assume that supg∈C1,0,2c ([0,T ]×Td×W×R) I
(
µ[0,T ], g
)
< ∞. Denote by L̂2µ[0,T ] (s, t) the
Hilbert space of all measurable maps h : [s.t]× Td ×W × R→ R, with finite norm
|h|µ[0,T ]
..=
∫ t
s
∫
Td×W×R
σ2
2
(h (u, x, w, θ))
2
µu (dx, dw, dθ) du. (3.71)
Moreover let L2µ[0,T ] (s, t) be the closure in L̂
2
µ[0,T ]
(s, t) of the subset consisting of the maps (t, x, θ) 7→
∂θh (t, x, θ) with h ∈ C1,0,2c
(
[s, t]× Td ×W × R
)
.
Similar as in the third step of the proof in [10] (but now with the additional dependency on the space
Td), we can use this space to prove that there is a hµ[0,T ] ∈ L̂2µ[0,T ] (s, t), such that
ℓ0,t (f) =
∫ t
0
∫
Td×W×R
σ2hµ[0,T ] (u, x, w, θ) ∂θf (u, x, w, θ)µu (dx, dw, dθ) du. (3.72)
The existence of such an hµ[0,T ] , origins from applying the Riesz representation theorem for ℓ. Then the
same arguments as in [10] lead to
sup
f∈C1,0,2c ([0,T ]×Td×W×R)
I
(
µ[0,T ], f
)
=
1
2
∫ T
0
∫
Td×W×R
σ2
2
(hµ[0,T ] (t, x, w, θ))2 µt (dx, dw, dθ) dt. (3.73)
Path large deviations 35
Step 4: In this last part, one uses the right hand side of (3.73) to show the equation (3.66). This follows
again from the same arguments as in [10], by showing that µ[0,T ] is absolutely continuous as a map from
[0, T ]→ D′ and finally by applying the Lemma 2.24.
3.2 From independent to interacting spins
In this chapter, we finish the proof of Theorem 3.5 by generalising the proofs given in Chapter 5 of [10].
As explained subsequent to the Theorem 3.5, we use the following local version of an LDP (Theorem 3.27)
and exponential tightness result (Theorem 3.28), to prove Theorem 3.5.
Theorem 3.27 (compare to Theorem 5.2 in [10] for the mean field version). Under the assumptions of
Theorem 3.5, the following statements are true for fixed µ[0,T ] ∈ C .
(i) For all open neighbourhoods V ⊂ C of µ[0,T ]
lim inf
N→∞
N−d logPN
[
µN[0,T ] ∈ V
]
≥ −Sν,ζ
(
µ[0,T ]
)
. (3.74)
(ii) For each γ > 0, there is an open neighbourhood V ⊂ C of µ[0,T ] such that
lim sup
N→∞
N−d logPN
[
µN[0,T ] ∈ V
]
≤
{
−Sν,ζ
(
µ[0,T ]
)
+ γ if Sν,ζ
(
µ[0,T ]
)
<∞
−γ otherwise.
(3.75)
Theorem 3.28 (compare to Theorem 5.3 in [10] for the mean field version). Under the assumptions of
Theorem 3.5, there is, for all s > 0, a compact set Ks ⊂ C , with Ks ⊂ Cϕ,R for a R large enough, such
that
lim sup
N→∞
N−d logPN
[
µN[0,T ] ∈ C \Ks
]
≤ −s. (3.76)
We state the proofs of these two Theorems in Chapter 3.2.3. and Chapter 3.2.2.
Before we infer from these results the Theorem 3.5, let us briefly state the idea of the proofs of these
two theorems and explain how the rest of this chapter is organised.
1.) In Chapter 3.2.1, we show some preliminary lemmas. At first (in Chapter 3.2.1.1) we show that the
operator LIt,x,w = Lµt,x,w satisfies the assumptions of Chapter 3.1, for all µ[0,T ] ∈ Cϕ ∩ C
L. This
implies the validity of the results of Chapter 3.1 for the independent system with fixed effective
field µ[0,T ].
Then we show (in Chapter 3.2.1.2), that µN[0,T ] is in Cϕ,∞ almost surely under P
N , for all N ∈ N.
Finally (Chapter 3.2.1.3), we derive exponential small bounds for PN . For example we show that
the probability of being outside of Cϕ,R is exponentially small. The proofs of these result are
for fixed initial data formally the same as the proofs in [10], at least after applying the result of
Chapter 3.2.1.2. However due to the different initial distribution, some new estimates are required.
Here we need the Assumption 3.4.
2.) Next we prove in Chapter 3.2.2 the Theorem 3.28, by combining in a suitable way the exponential
bounds. The approach of this proof does not differ from the corresponding proof in [10].
3.) Finally we prove Theorem 3.27 in Chapter 3.2.3. Here we separate the proof in the cases when
µ[0,T ] is in Cϕ,∞, in C
L and when it is not in these sets. The part of the proof when µ[0,T ] is in
Cϕ,∞ ∩ C L is formally similar to the proof in [10]. We use, in this part, the exponential bounds
derived in Chapter 3.2.1.3 as well as the large deviation principle for independent spins (derived
in Chapter 3.1). The other case, i.e. when µ[0,T ] not in C
L or not in Cϕ,∞, are new here. When
µ[0,T ] 6∈ C
L, we show that in a small neighbourhood around µ[0,T ], there is no empirical process for
N large enough. From this we conclude the local large deviation result. For the case that µ[0,T ] is
not in Cϕ,∞, we infer the local large deviation result from the exponential bounds.
At the beginning of Chapter 3.2.3, we explain the proof in more details.
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Remark 3.29. All the results of this section can be transferred to hold also on Cϕ,∞ with the stronger
topology considered in [10]. The proofs would formally be the same.
Proof. [of Theorem 3.5] This proof of Theorem 3.5 is similar to the proof of the corresponding mean
field theorem in [10]. Despite these similarities we state the proof here, because it illustrates how the
Theorem 3.27 and Theorem 3.28 are applied. Differences to [10] arise only in the proof that Sν,ζ is a
good rate function. This is mainly due to the space and random environment dependency and because
the spin values do not start at fixed positions (as considered in [10]), but are distributed according to ν.
(i) The large deviation lower bound:
Let G ⊂ C be a open set. The large deviation lower bound follows directly by applying Theorem 3.27 (i)
with V = G for all µ[0,T ] ∈ G.
(ii) The large deviation upper bound:
Let F ⊂ C be a closed set. We assume that infµ∈F Sν,ζ (µ) = s <∞. The case when the infimum is not
finite can be treated similarly.
By Theorem 3.28 we know that there is compact set K ⊂ C such that (3.76) is satisfied with s = s. We
further know by Theorem 3.27 (ii) that for a fixed γ > 0 and for each µ[0,T ] ∈ F ∩ K, there is an open
neighbourhood Vµ[0,T ] of µ[0,T ] such that (3.75) is satisfied for µ[0,T ]. Because F ∩ K is compact, it is
covered by a finite number of these neighbourhoods. Combining these results we get
lim sup
N→∞
N−d logPN
[
µN[0,T ] ∈ F
]
≤ max
{
lim sup
N→∞
N−d logPN
[
µN[0,T ] ∈ F ∩K
]
, lim sup
N→∞
N−d logPN
[
µN[0,T ] 6∈ K
]}
≤ −s+ γ.
(3.77)
Because the parameter γ is arbitrary, this proves the large deviation upper bound.
(iii) Sν,ζ is a good rate function:
To show that Sν,ζ is a good rate function, we have to show that the level sets
L≤s (Sν,ζ) ..=
{
µ[0,T ] ∈ C : Sν,ζ
(
µ[0,T ]
)
≤ s
}
(3.78)
are compact in C , for each s ≥ 0. We show at first that the level set L≤s (Sν,ζ) is relatively compact and
then that it is closed.
Step 1: L≤s (Sν,ζ) is relatively compact:
By Theorem 3.28 we know that there is a compact set Ks+ǫ ⊂ Cϕ,R ⊂ C , for R > 0 large enough,
such that (3.76) holds for s + ǫ. We claim that L≤s (Sν,ζ) ⊂ Ks+ǫ. Let us assume that there is a
µ[0,T ] ∈ L
≤s (Sν,ζ) that is not in Ks+ǫ. Then we know by (3.76) and Theorem 3.27 (i) (because C \Ks+ǫ
is an open neighbourhood of µ[0,T ]), that s+ ǫ ≤ Sν,ζ
(
µ[0,T ]
)
, a contradiction.
Step 2: L≤s (Sν,ζ) is closed:
Let I
(
µ[0,T ], f
)
be defined as in (3.67). By Lemma 3.26 we know that
Sν,ζ
(
µ[0,T ]
)
= H (µ0|dx⊗ ζx ⊗ νx ) + sup
f∈C1,0,2c ([0,T ]×Td×R)
I
Lµ[0,T ],.,.
(
µ[0,T ], f
)
. (3.79)
Moreover we know by the previous step and the definition of Sν,ζ that L≤s (Sν,ζ) ⊂ Cϕ,R ∩ C L, for a R
large enough. Therefore L≤s (Sν,ζ) =
⋂
f∈C1,0,2c ([0,T ]×Td×R)
L≤sf,R (Sν,ζ) with
L≤sf,R (Sν,ζ)
..=
{
µ[0,T ] ∈ Cϕ,R ∩ C
L : I
Lµ[0,T ],.,.
(
µ[0,T ], f
)
+H (µ0|dx⊗ ζx ⊗ νx ) ≤ s
}
. (3.80)
It is hence enough to show that L≤sf,R (Sν,ζ) is closed for each f ∈ C
1,0,2
c
(
[0, T ]× Td ×W × R
)
.
The map µ[0,T ] 7→ I
Lµ[0,T ],.,.
(
µ[0,T ], f
)
is continuous as a function Cϕ,R ∩ C L → R for all R ∈ R+
and for all f ∈ C1,0,2c
(
[0, T ]× Td ×W × R
)
. This follows from Assumption 3.1 d.). Moreover µ(n) → µ
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implies that µ
(n)
0 → µ0, and µ0 7→ H (µ0|dx⊗ ζx ⊗ νx ) is lower semi continuous. From the continuity of
µ[0,T ] 7→ I
Lµ[0,T ],.,.
(
µ[0,T ], f
)
and the lower semi continuity of H ( .|dx⊗ ζx ⊗ νx ) we infer, that the set
L≤sf,R (Sν,ζ) is closed in Cϕ,R ∩ C
L. Due to Cϕ,R ∩ C L being closed in C , this implies that L
≤s
f,R (Sν,ζ) is
also closed in C .
3.2.1 Preliminaries
3.2.1.1 The assumptions of the corresponding independent systems are satisfied
Fix a µ[0,T ] ∈ Cϕ,∞ ∩ C
L. Define the function bI (t, x, w, θ) ..= b (x,w, θ, µt). We show now that the
Assumption 3.7 is satisfied for the independent spin system (given by (3.12)) with this drift coefficient
bI , i.e. LIt,x,w
..= Lµt,x,w.
a.) The Assumption 3.7 a.) is satisfied because of Assumption 3.1 a.a) and µt ∈ Mϕ,R for all t ∈ [0, T ]
and for a R large enough.
b.) We infer from Theorem 10.1.2 of [26] the uniqueness of the Martingale problem for each tuple
(x,w) ∈ Td ×W , because the drift coefficient is continuous (by a.)). To apply this theorem, let Gn
be a set with compact closure in RN
d
and define a continuous and bounded function bI,(n) : [0, T ]×R
to equal bI (., x, .) on Gn. Then Theorem 7.2.1 of [26] gives that for each n the Martingale problem
corresponding to bI,(n) is well defined. To show the existence, we apply Theorem 10.2.1 of [26]. The
conditions of this theorem are satisfied by Assumption 3.1 c.), because LIt,x,w = Lµt,x,w.
Therefore the Martingale problem is well defined, i.e. Assumption 3.7 b.) is satisfied.
3.2.1.2 The empirical process is with probability one in Cϕ,∞
Lemma 3.30. (i) Let Assumption 3.4 hold. Then for all N ∈ N,
sup
wN∈WNd
PNwN
[
µN[0,T ] ∈ C \Cϕ,∞
]
= 0. (3.81)
(ii) For any r > 0 and for all N ∈ N,
sup
wN∈WNd
sup
θN∈RNd :µN
θN
∈Mr,ϕ
PNwN ,θN
[
µN[0,T ] ∈ C \Cϕ,∞
]
= 0, (3.82)
where PN
wN ,θN
∈ M1
(
RN
d
)
is defined as PNwN (see Notation 1.8) with fixed initial values θ
N .
Proof. (i) For all R > 0 and wN ∈ WN
d
PNwN
[
µN[0,T ] ∈ C \Cϕ,∞
]
≤ PNwN
θN[0,T ] : sup
t∈[0,T ]
1
Nd
∑
k∈TdN
ϕ
(
θk,Nt
)
> R

= PNwN
θN[0,T ] : sup
t∈[0,T ]
log
1 + 1
Nd
∑
k∈TdN
ϕ
(
θk,Nt
) > log (R+ 1)
 .
(3.83)
We want to show that the right hand side converge to zero when R tends to infinity. To do this, we use
an approach that is for example used in the proof of Theorem 1.5 in [18] and apply it to the setting we
consider here.
Fix wN ∈ WN
d
. Applying Itô’s lemma to h
(
θNt
)
..= log
(
1 + 1
Nd
∑
k∈TdN
ϕ
(
θk,Nt
))
, we get
h
(
θNt
)
≤ h (θ0) +
∫ t
0
1 + 1
Nd
∑
k∈TdN
ϕ
(
θk,Ns
)−1∫
Td×W×R
LµNs ,x,w
ϕ (θ)µNs (dx, dw, dθ) ds+Mt
≤ h (θ0) + T +Mt,
(3.84)
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by Assumption 3.1 b.), where µNs is the empirical measure defined by w
N and θN . TheMt is a continuous
local PNwN martingale with M0 = 0. Define the non negative P
N
wN supermartingale
SRt
..= min {h (θ0) + T +Mt, log (R)} . (3.85)
By the Doob supermartingale inequality
PNwN
[
sup
t∈[0,T ]
h
(
θNt
)
> log (R+ 1)
]
≤ PNwN
[
sup
t∈[0,T ]
SRt > log (R+ 1)
]
≤
1
log (R + 1)
EPN
wN
[
SR0
]
≤ (log (R+ 1))−
1
2 + νN
[
h (θ) > (log (R+ 1))
1
2 − T
]
.
(3.86)
To bound the probability, we apply the Chebychev inequality,
νN
[
h (θ) > (log (R+ 1))
1
2 − T
]
≤ e
−κNd
(
e(log(R+1))
1
2 −T−1
) ∏
i∈TdN
∫
R
eκϕ(θ)ν i
N
(dθ) . (3.87)
By Assumption 3.4, the integral is bounded by a constant. Therefore the right hand side of (3.86)
converges to zero uniformly for all wN , when R tends to infinity. Combining this with (3.83), implies (i).
(ii) We get by the same arguments as in (i) ((3.83) to (3.86))
sup
θN∈RNd :µN
θN
∈Mr,ϕ
PNwN ,θN
[
µN[0,T ] ∈ C \Cϕ,∞
]
≤ (log (R + 1))−
1
2 , (3.88)
for all R > 0 large enough, when r is fixed.
3.2.1.3 Exponential bounds
In the next two lemmas we show that it is exponentially unlikely that an empirical process leaves the
sets Cϕ,R. At first we show it uniformly for fixed initial conditions in Mr,ϕ (Lemma 3.31), then for initial
conditions distributed according to ν (Lemma 3.32).
Lemma 3.31 (compare to Lemma 5.5 in [10] for the mean field case). For any r > 0, R > 0 and for all
N ∈ N,
sup
wN∈WNd
sup
θN∈RNd :µN
θN
∈Mr,ϕ
PNwN ,θN
[
µN[0,T ] ∈ C \Cϕ,R
]
≤ e−N
dRT , (3.89)
with RT = Re−λT − r, where λ is defined in Assumption 3.1 b.).
Proof. First note that by Lemma 3.30 (ii), it is enough to show for each wN ∈ WN
d
sup
θN∈RNd :µN∈Mr,ϕ
PNwN ,θN
[
µNθN ∈ Cϕ,∞\Cϕ,R
]
≤ e−N
dRT . (3.90)
This bound can be proven (at least formally) exactly as the proof of Lemma 5.5 in [10]. Therefore we
do not state it here. Neither the different topology on Cϕ,∞ considered in that paper nor the space
dependency, is crucial in the proof. The proof requires the Assumption 3.1 b.).
Lemma 3.32. Let Assumption 3.4 hold. For all s > 0, there is a R = Rs > 0, such that for all N ∈ N
sup
wN∈WNd
PNwN
[
µN[0,T ] ∈ C \Cϕ,R
]
≤ e−N
ds. (3.91)
Proof. For all R > 0, wN ∈ WN
d
PNwN
[
µN[0,T ] ∈ C \Cϕ,R
]
=
∫
RN
d
PNwN ,θN
[
µN[0,T ] ∈ C \Cϕ,R
]
νN
(
dθN
)
≤
∞∑
k=0
e−N
dRe−λT+Nd(k+1)νN [Mk+1,ϕ\Mk,ϕ] ,
(3.92)
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where we use Lemma 3.31 in the inequality. For the probability of the right hand side we use the
exponential Chebychev inequality with ℓ > 1
νN [Mk+1,ϕ\Mk,ϕ] ≤ ν
N
 ∑
k∈TdN
ϕ
(
θk,N
)
> Ndk
 ≤ e−ℓNdk ∏
i∈TdN
∫
R
eℓϕ(θ)ν i
N
(dθ) ≤ e−ℓN
dkCN
d
, (3.93)
by Assumption 3.4. Then
PNwN
[
µN[0,T ] ∈ C \Cϕ,R
]
≤ CN
d
e−N
dRe−λT+Nd
∞∑
k=0
eN
dk(1−ℓ)
≤ CN
d
e−N
dRe−λT+Nd 1
1− eNd(1−ℓ)
≤ e−N
dRe−λT 12 ,
(3.94)
for R large enough.
For the Theorem 3.28, we need compact subsets of C . These sets are characterised in the following
lemma.
Lemma 3.33 (Lemma 1.3 in [18]). Let {fn}n be a countable dense subset of Cc
(
Td ×W × R
)
. A set K
is relatively compact in C if and only if
K ⊂ KK ∩
⋂
Kn, (3.95)
with
KK =
{
µ[0,T ] ∈ C : µt ∈ K for all t ∈ [0, T ]
}
(3.96)
Kn =
{
µ[0,T ] ∈ C :
{
t 7→
∫
Td×W×R
fn (x,w, θ)µt (dx, dw, dθ)
}
∈ Kn
}
, (3.97)
where K ⊂M1
(
Td ×W × R
)
and Kn ⊂ C([0, T ]) are compact.
For a proof of this lemma, see Lemma 1.3 in [18].
The next lemma states an exponential bound on the probability that the empirical process is outside
of a subset of C , that is defined via the projection to C([0, T ]). We use this set in Theorem 3.28 as the
set Kn, defined in Lemma 3.33 in the characterisation of relative compact subset of C .
Lemma 3.34 (compare to Lemma 5.6 in [10] for the mean field case). For all R > 0, s > 0 and f ∈
C
∞
c
(
Td ×W × R
)
, there exists a compact set K ⊂ C([0, T ]), such that for all N ∈ N
sup
wN∈WNd
sup
θN∈RNd
PNwN ,θN
[
µN[0,T ] ∈ Cϕ,R\Kf
]
≤ e−N
ds, (3.98)
with Kf =
{
µ[0,T ] ∈ C :
{
t 7→
∫
Td×W×R f (x,w, θ) µt (dx, dw, dθ)
}
∈ K
}
.
Proof. Also this proof is formally exactly the proof of Lemma 5.6 in [10] for each wN ∈ WN
d
. Indeed
in the proof one only uses the function
{
t 7→
∫
Td×W×R f (x,w, θ)µt (dx, dw, dθ)
}
, which is (here as in
[10]) a function in C([0, T ] ,R) and one does not have to care about the structure within the integral.
Moreover the topology of C is not relevant in the proof. The proof requires the Assumption 3.1 a.b).
3.2.2 Proof of Theorem 3.28
Proof. [of Theorem 3.28] This proof equals the proof of Theorem 5.3 in [10], besides formal changes due
to the space dependency. The only generalisation is that we consider random initial data here.
By Lemma 3.33 it is enough to define compact sets K ⊂M1
(
T
d ×W × R
)
and Kn ⊂ C([0, T ]) to get
a compact set in C . We set K = Mϕ,R and therefore KK = Cϕ,R. Moreover we choose by Lemma 3.34
for each n a Kn ⊂ C([0, T ]), such that
sup
wN∈WNd
sup
θN∈RNd
PNwN ,θN
[
µN[0,T ] ∈ Cϕ,R\Kn
]
≤ e−nN
ds. (3.99)
Path large deviations 40
Define the compact set K ..= Cϕ,R ∩
⋂
Kn. This is a subset of Cϕ,R, because Cϕ,R is closed in C .
By Lemma 3.32 and (3.99) we conclude for all N ∈ N and R large enough
PN
[
µN[0,T ] ∈ C \K
]
≤ PN
[
µN[0,T ] ∈ C \Cϕ,R
]
+
∞∑
n=1
sup
wN∈WNd
sup
θN∈RNd
PNwN ,θN
[
µN[0,T ] ∈ Cϕ,R\Kn
]
≤ e−N
ds +
∞∑
n=1
e−nN
ds.
(3.100)
3.2.3 Proof of Theorem 3.27
We prove in this chapter the Theorem 3.27. In the proof, we investigate separately the cases, when
µ[0,T ] ∈ Cϕ,∞ (Case 1 and Case 2), and when it is not in this space (Case 3). Moreover we divide the
first case in the subcases that µt ∈ C
L (Case 1), and when this is not true (Case 2). The ideas of the
proofs of the three cases are as follows:
Case 1: For µ[0,T ] ∈ Cϕ,∞∩C
L, we reduce the claims of Theorem 3.27 to large deviation upper and lower
bounds for a system of independent SDEs. For this independent system we know these large deviation
bounds by Theorem 3.9. To reduce the claims we choose at first (Step 1.1), for each N ∈ N, a system of
spin values, that evolve mutually independent, with the constraint that their empirical process should be
close to µ[0,T ] with high probability. Therefore we choose the drift coefficient b
I
(x,w, θ, t) ..= b (x,w, θ, µt).
We regard the empirical process of interacting diffusions, in a small neighbourhood of µ[0,T ], as a small
perturbation of the empirical process for the independent diffusions with drift coefficient b
I
. Then, in
Step 1.2, we apply the (Cameron-Martin-) Girsanov theorem and receive a density between the measures
of the solution to the original SDE and the one of the SDE with drift coefficient b
I
. Using this density, we
reduce in Step 1.3 and Step 1.4 the claims of Theorem 3.27 to large deviation bounds for the independent
system. We get these bounds by Theorem 3.9, which is applicable by Chapter 3.2.1.1.
The proof of this first case is very similar to the one in [10] in Chapter 5.4 for the mean-field setting.
However differences arise due to the space and random environment dependency. Moreover we show a
large deviation principle on the space C and not like in [10] on Cϕ,∞ equipped even with another topology
than the subspace topology.
Case 2: If we assumed in Assumption 3.1 a.a) that the continuity of b holds on Mϕ,R and not only on
Mϕ,R ∩ML1
(
Td ×W × R
)
, then we could handle the case of µ[0,T ] ∈ Cϕ,∞ with µt 6∈ M
L
1
(
Td ×W × R
)
for some t ∈ [0, T ], as in the previous step. However to keep the assumption more general, we have to
use a new approach. Indeed we show that no empirical process is within an ǫ-ball around µ[0,T ] for N
large enough. From this we infer the claims of Theorem 3.27.
Case 3: When µ[0,T ] is not in Cϕ,∞, then the first statement of Theorem 3.27 is obviously satisfied and
the second statement follows from Lemma 3.32.
Proof. Fix an arbitrary µ[0,T ] ∈ C .
Case 1: µ[0,T ] ∈ Cϕ,∞ ∩ C
L:
Step 1.1: Definition of a system of diffusions with a fixed effective field:
We set bI (x,w, θ, t) ..= b (x,w, θ, µt) and use this function as drift coefficient to define the time
dependent diffusion generator LIt,x,w (defined as in (3.11)). Then L
I
t,x,w = Lµt,x,w. Moreover we define
the measures P I,N ∈ M1
(
C([0, T ])
Nd
)
as in Notation 3.8.
As shown in Chapter 3.2.1.1, the Assumption 3.1 implies the Assumptions 3.7 for the generator LIt,x,w.
Therefore the Theorem 3.9 is applicable for P I,N .
Step 1.2: Comparison of the two processes with help of the Girsanov theorem:
We claim that for each wN ∈ WN
d
, PNwN is absolutely continuous with respect to P
I,N
wN , with Radon-
Nikodym derivative
dPNwN
dP I,N
wN
= e
MN
wN,T
− 12 〈〈M
N
wN
〉〉T (3.101)
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for all θN ∈ RN
d
. Here MNwN ,t is a continuous local P
I,N
wN martingale with quadratic variation
〈〈MNwN 〉〉t
(
θN[0,T ]
)
= Nd
∫ t
0
∫
Td×W×R
σ2
∣∣b (x,w, θ, µNu )− b (x,w, θ, µu)∣∣2 µNu (dx, dw, dθ) du, (3.102)
where µNu is the empirical measure defined by θ
N
u and w
N . This can be shown by a spatial localisation
argument. The generators LN. and L
I,N
. only differ in their drift coefficients. The martingale problems
corresponding to both generators are well defined. Moreover bN (defined in Assumption 3.1 a.b)) and bI
(as continuous function) are both locally bounded. By spatial localisation (see [26] Theorem 10.1.1) it
is hence enough to consider bounded drift coefficients. For bounded drift coefficients, we know by [26]
Theorem 6.4.2 the claimed representation of the Radon-Nikodym formula.
Step 1.3: The proof of (i):
For Sν,ζ
(
µ[0,T ]
)
= ∞, (i) is obviously satisfied. Therefore assume that Sν,ζ
(
µ[0,T ]
)
< ∞. Fix an
open neighbourhood V ⊂ C of µ[0,T ] and an arbitrary γ > 0.
The Lemma 3.32 can also be applied to P I,N instead of PN by Assumption 3.1 c.). This lemma then
states (with s = Sν,ζ
(
µ[0,T ]
)
+ γ), that there is a R > 0 such that
P I,N
[
µN[0,T ] ∈ C \Cϕ,R
]
≤ e−N
dSν,ζ(µ[0,T ])e−N
dγ . (3.103)
Assume that this R is so large that µ[0,T ] ∈ Cϕ,R. We choose now two constants p, q > 1 with
1
p +
1
q = 1
and a δ > 0 such that
1
2
(
1 +
p
q
)
δ + pSν,ζ
(
µ[0,T ]
)
≤ Sν,ζ
(
µ[0,T ]
)
+ γ. (3.104)
By Assumption 3.1 d.) and (3.102), there is a open neighbourhood W ⊂ C of µ[0,T ] such that W ∩
Cϕ,R ⊂ V and 〈〈MNwN 〉〉T
(
θN[0,T ]
)
≤ Ndδ for wN ∈ WN
d
and θN[0,T ] ∈ C([0, T ])
Nd when the corresponding
empirical processes µN[0,T ] ∈ W ∩ Cϕ,R. With the same arguments as Dawson and Gärtner we can show
by using the Radon-Nikodym derivative (3.101) that for each wN ∈ W
PNwN
[
µN[0,T ] ∈ V
]
≥ PNwN
[
µN[0,T ] ∈W ∩ Cϕ,R
]
≥ e−
1
2 (1+
p
q )δN
d
(
P I,N
wN
[
µN[0,T ] ∈ W ∩ Cϕ,R
])p
. (3.105)
We integrate (3.105) with respect to ζN and apply the Jensen inequality,
PN
[
µN[0,T ] ∈ V
]
≥ e−
1
2 (1+
p
q )δN
d
(
P I,N
[
µN[0,T ] ∈ W ∩ Cϕ,R
])p
. (3.106)
Moreover
P I,N
[
µN[0,T ] ∈ W ∩ Cϕ,R
]
≥ P I,N
[
µN[0,T ] ∈ W
] (
1− e−N
d γ
2
)
, (3.107)
for N large enough. Indeed (3.107) holds, by the triangle inequality and
P I,N
[
µN[0,T ] 6∈ Cϕ,R
]
≤ e−N
dSν,ζ(µ[0,T ])e−N
dγ ≤ e−N
d γ
2 P I,N
[
µN[0,T ] ∈W
]
, (3.108)
by (3.103) and because W is an open set and
{
µN[0,T ], P
I,N
}
satisfies a large deviation principle (Theo-
rem 3.9).
Combine (3.106) and (3.107), we get
lim inf
N→∞
N−d logPN
[
µN[0,T ] ∈ V
]
≥ −
1
2
(
1 +
p
q
)
δ + p lim inf
N→∞
N−d logP I,N
[
µN[0,T ] ∈W
]
.
(3.109)
Finally we conclude by the large deviation principle of
{
µN[0,T ], P
I,N
}
(Theorem 3.9) and (3.104)
(3.109) ≥ −
1
2
(
1 +
p
q
)
δ − pSν,ζ
(
µ[0,T ]
)
≥ −Sν,ζ
(
µ[0,T ]
)
− γ. (3.110)
This inequality holds for all γ > 0. Hence we have proven (i) for this case.
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Step 1.4: The proof of (ii):
We assume Sν,ζ (µ) < ∞. The case when it is not finite can be treated analogue. Fix a γ > 0. Due
to Lemma 3.32 it is sufficient to find for R > 0 large enough with µ[0,T ] ∈ Cϕ,R, an open neighbourhood
V ⊂ C of µ[0,T ] such that
lim sup
N→∞
N−d logPN
[
µN[0,T ] ∈ V ∩ Cϕ,R
]
≤ −Sν,ζ
(
µ[0,T ]
)
+ γ. (3.111)
Fix again p, q > 1 with 1p +
1
q = 1 and a δ > 0, such that
p− 1
2
δ +
1
q
(
−Sν,ζ
(
µ[0,T ]
)
+
γ
2
)
≤ −Sν,ζ
(
µ[0,T ]
)
+ γ. (3.112)
By Assumption 3.1 d.) and (3.102) and by Theorem 3.9, there is a small open neighbourhood V ⊂
C of µ[0,T ], such that 〈〈M
N
wN 〉〉T
(
θN[0,T ]
)
≤ Ndδ for wN ∈ WN
d
and θN[0,T ] ∈ C([0, T ])
Nd
when the
corresponding empirical processes µN[0,T ] ∈ V ∩ Cϕ,R, and such that
lim sup
N→∞
N−d logP I,N
[
µN[0,T ] ∈ V
]
≤ −Sν,ζ
(
µ[0,T ]
)
+
γ
2
. (3.113)
In the last inequality we use that SIν,ζ is lower semi-continuous and Sν,ζ
(
µ[0,T ]
)
= SIν,ζ
(
µ[0,T ]
)
As in
[10], we can show, by using the Radon-Nikodym derivative (3.101), that for all wN ∈ W
PNwN
[
µN[0,T ] ∈ V ∩ Cϕ,R
]
≤ e
p−1
2 δN
(
P I,N
wN
[
µN[0,T ] ∈ V
]) 1
q
. (3.114)
To conclude (3.111), integrate both sides with respect to ζN , apply the Jensen inequality and finally use
(3.112) and (3.113). Hence we showed (ii) for this case.
Case 2: µ[0,T ] ∈ Cϕ,∞ and µ[0,T ] 6∈ C
L:
Fix an arbitrary µ[0,T ] ∈ Cϕ,∞ with µ[0,T ] 6∈ C
L. Then Sν,ζ
(
µ[0,T ]
)
= ∞, by the definition of the
rate function. This implies that (i) of Theorem 3.27 is obviously satisfied.
Now we prove that (ii) of Theorem 3.27 holds. At first we fix an open ball around µ[0,T ], that does
not intersect C L (Step 2.1). Then we show that in such an open ball there is no empirical process with
N large enough (Step 2.2). From this we conclude (ii) (in Step 2.3).
Step 2.1: A open ball around µ[0,T ]: The set M
L
1
(
Td ×W × R
)
is closed in M1
(
Td ×W × R
)
(see
e.g. [2] Proposition 4.3.1). This implies that also the set C L is closed in C . Hence there is a ǫ > 0 such
that
dist
{
µ[0,T ],C
L
}
= inf
π∈CL
{
sup
t∈[0,T ]
ρLip (µt, πt)
}
> 2ǫ, (3.115)
where ρLip is the bounded Lipschitz norm on M1
(
Td ×W × R
)
.
Define the open ǫ ball Bǫ
(
µ[0,T ]
)
around µ[0,T ] in this norm.
Step 2.2: No empirical process in the open ball for N large enough: Assume that we could
find a sequence Nℓ ր ∞ in N, such that for each Nℓ there is an empirical process µ
Nℓ
[0,T ] ∈ Bǫ (µ), with
a θNℓ[0,T ] ⊂ C([0, T ])
Ndℓ and a wN ∈ WN
d
. We claim that this leads to a contradiction. For each Nℓ in
the sequence, define µ
(ℓ)
t,x = δwk,Nℓ δθk,Nℓt
when
∣∣∣x− kNℓ ∣∣∣ < 12Nℓ . Then {t 7→ µ(ℓ)t ..= dx⊗ µ(ℓ)t,x} ∈ C L. For
each f ∈ C
(
Td ×W × R
)
that is Lipschitz continuous with |f |∞ + |f |Lip ≤ 1,∣∣∣∣∣
∫
Td×W×R
f (x,w, θ)µNℓt (dx, dw, dθ) −
∫
Td×W×R
f (x,w, θ) µ
(ℓ)
t (dx, dw, dθ)
∣∣∣∣∣
=
∑
k∈TdNℓ
∣∣∣∣∣ 1Nℓ f
(
k
Nℓ
, wk,Nℓ , θk,Nℓt
)
−
∫
∆k,Nℓ
f
(
x,wk,Nℓ , θk,Nℓt
)
dx
∣∣∣∣∣ ≤ ∑
k∈TdN
|f |Lip
(
1
Nℓ
)2
≤
1
Nℓ
,
(3.116)
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with ∆k,Nℓ defined as in Assumption 1.4. Hence the distance between µ
Nℓ
[0,T ] and C
L vanishes, a contrac-
tion. Therefore we can fix an N ∈ N, such that there is no empirical process µN[0,T ] in Bǫ
(
µ[0,T ]
)
when
N > N .
Step 2.3: Conclusion of (ii): From the previous step we infer that for N > N ,
PN
[
µN[0,T ] ∈ Bǫ
(
µ[0,T ]
)]
= 0. (3.117)
This implies (ii) of Theorem 3.27 for this case.
Case 3: µ[0,T ] 6∈ Cϕ,∞:
Because µ[0,T ] 6∈ Cϕ,∞, Sν,ζ
(
µ[0,T ]
)
= ∞. Therefore the condition (i) of Theorem 3.27 is obviously
satisfied. To prove (ii) of Theorem 3.27, note that for each R > 0, the open set C \Cϕ,R is a neighbourhood
of µ[0,T ]. By Lemma 3.32, there is for each γ and R such that
PN
[
µN[0,T ] ∈ C \Cϕ,R
]
≤ e−N
dγ . (3.118)
This implies the claimed condition (ii) of Theorem 3.27 in this case.
3.3 The concrete example (1.4) of a local mean field model
In this chapter we show that the concrete example (1.4) of a local mean field model, defined by σ = 1 and
b given by (1.3), with Assumption 1.1, Assumption 1.2, Assumption 1.4 and Assumption 1.7, satisfies the
Assumptions 3.1.
Proof. Fix ϕ (θ) ..= 1 + θ2. We show now separately that each item of Assumption 3.1 is satisfied.
Step 1: Assumption 3.1 a.a):
The function ∂θΨ is continuous by Assumption 1.7. Hence the drift coefficient is continuous on
Td ×W × R×
(
Mϕ,R ∩ML1
(
Td ×W × R
))
if the map
(x,w, µ) 7→ β (x,w, µ) ..=
∫
Td×W×R
J (x− x′, w, w′) θ′µ (dx′, dw′, dθ′) (3.119)
is continuous on this space. This holds if for R > 0 and each sequence
(
x(n), w(n), µ(n)
)
→ (x,w, µ) in
Td ×W ×
(
Mϕ,R ∩ML1
(
Td ×W × R
))
, the following absolute value vanishes∣∣∣β (x(n), w(n), µ(n))− β (x,w, µ)∣∣∣ ≤ ∣∣∣β (x,w, µ(n))− β (x(n), w(n), µ(n))∣∣∣
+
∣∣∣β (x,w, µ(n))− β (x,w, µ)∣∣∣ =.. 1 + 2 . (3.120)
We show now that 1 and 2 vanish when n tends to infinity.
Step 1.1: 1 : There is a sequence of continuous functions Jℓ ∈ C
(
Td ×W ×W
)
, such that Jℓ → J
in L2
(
Td,C(W ×W)
)
, because J ∈ L2
(
Td,C(W ×W)
)
. This implies that for all x ∈ Td, w ∈ W and
n ∈ N ∣∣∣∣∫
Td×W
(J − Jℓ) (x− x
′, w, w′)
∫
R
θ′µ
(n)
x′,w′ (dθ
′)µ
(n)
x′,W (dw
′) dx′
∣∣∣∣
≤
(∫
Td
(
sup
w′,w′′∈W
|(J − Jℓ) (x,w
′′, w′)|
)2
dx
) 1
2
R,
(3.121)
because µ(n) ∈Mϕ,R. Therefore
1 ≤ sup
x′∈Td,w′∈W
∣∣∣Jℓ (x(n) − x′, w(n), w′)− Jℓ (x− x′, w, w′)∣∣∣ (1 +R) + 2 ‖J − Jℓ‖R ≤ ǫ, (3.122)
for k ∈ N and n ∈ N large enough, because Jℓ is uniformly continuous on the compact set Td ×W ×W .
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Step 1.2: 2 : To bound 2 , define the function χM (θ) ..= (θ ∧M) ∨ −M and approximate J by Jℓ as
in the previous step. Then
2 ≤
∣∣∣∣∫
Td×W
(J − Jℓ) (x− x
′, w, w′)
∫
R
θ′µ
(n)
x′ (dθ
′)µ
(n)
x′,W (dw
′) dx′
∣∣∣∣+ (this integral with µ)
+
∣∣∣∣∫ Jℓ (x− x′, w, w′) (θ′ − χM (θ′))µ(n) (dx′, dw′, dθ′)∣∣∣∣+ (this integral with µ)
+
∣∣∣∣∫ Jℓ (x− x′, w, w′)χM (θ′)(µ(n) − µ) (dx′, dw′, dθ′)∣∣∣∣ ..= A + B + C + D + E .
(3.123)
The A and B are bounded by ǫ, when k and n are large enough as shown in (3.121). We bound C by
C ≤ |Jℓ|∞
∫
|θ′| 1I|θ′|>Mµ
(n) (dx′, dw, dθ′)
≤ |Jℓ|∞ µ
(n) [(x,w, θ′) : |θ′| > M ]
1
2
(∫
(θ′)
2
µ(n) (dx′, dw′, dθ′)
) 1
2
.
(3.124)
For an arbitrary fixed k ∈ N and for all n ∈ N, the right hand side is bounded by ǫ for M large enough,
because µ(n) ∈ Mϕ,R and by the tightness of
{
µ(n)
}
n
(as a converging sequence). The same arguments
show D is bounded by ǫ. The E converges to zero when n→∞, for arbitrary fixed k and M , because
the integrand is bounded and continuous.
Therefore, we fix at first a k ∈ N, then an M > 0. Then for n ∈ N large enough, 2 is bounded by ǫ.
We have hence shown that (3.120) vanishes when n tends to infinity, i.e. that β is continuous.
Step 2: Assumption 3.1 a.b):
Fix an arbitrary N ∈ N and an arbitrary wN ∈ W . The function bN : RN
d
→ RN
d
is continuous, by
Assumption 1.7 and because 1
Nd
∑
j∈TdN
J
(
i−j
N , w
i,N , wj,N
)
θj,N is continuous (because J
(
i−j
N , w, w
′
)
is
finite for all i, j ∈ TdN and all w,w
′ ∈ W by Assumption 1.4). Hence bN is locally bounded.
Step 3: Assumption 3.1 b.):
Let LLMFµN ,.,. be the generator of the local mean field model, defined as (1.9), with µ
N the empirical
measure corresponding to θN ∈ RN
d
and wN ∈ W . Then for N large enough∫
Td×W×R
L
LMF
µN ,x,wϕ (θ) +
1
2
|∂θϕ (θ)|
2
µN (dx, dw, dθ)
= 2 + 2
∫
Td×W×R
(
−Ψ
′
(θ) θ − wθ2 + θ2
)
µN (dx, dw, dθ) + 2BNwN
(
θN
) (3.125)
where
BNwN
(
θN
)
..=
1
N2d
∑
i,j∈TdN
J
(
i− j
N
,wi,N , wj,N
)
θi,Nθj,N
≤
 1
Nd
∑
i∈TdN
sup
w,w′∈W
∣∣∣∣∣J
(
i
N
,w,w′
)
−Nd
∫
∆i,N
J (x,w,w′) dx
∣∣∣∣∣+ ∥∥J∥∥L1
 1
Nd
∑
j∈TdN
(
θj,N
)2
≤
(
δ +
∥∥J∥∥
L1
) 1
Nd
∑
j∈TdN
(
θj,N
)2
,
(3.126)
with δ > 0 if N > Nδ by Assumption 1.4. With this upper bound on B
N , Ψ being a polynomial of even
degree with positive coefficient of this degree (Assumption 1.7) and W being compact, we conclude that
(3.125) is lower or equal to
C + 2
∫
Td×W×R
(
|w|+ 1 +
∥∥J∥∥
L1
+ δ
)
θ2µN (dx, dw, dθ) ≤ λ
∫
Td×W×R
ϕ (θ)µN (dx, dw, dθ) . (3.127)
Here the constant λ only depends on Ψ and J for N large enough but not on µN . Hence the Assump-
tion 3.1 b.) is satisfied.
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Step 4: Assumption 3.1 c.):
Fix an arbitrary µ[0,T ] ∈ Cϕ,∞ ∩ C
L. We know by Step 1, that (x,w, t) 7→ β (x,w, µt) is continuous.
Moreover the set Td×W×{µt}t∈[0,T ] is compact in T
d×W×M1
(
Td ×W × R
)
, by Prokhorov’s theorem.
Hence β is bounded on this set by a constant Cβ . Then for all (t, x, w, θ) ∈ [0, T ]× Td ×W × R
L
LMF
µt,x,wϕ (θ) +
1
2
|∂θϕ (θ)|
2
= −2∂θΨ(θ) θ − 2wθ
2 + 2θβ (x, µt) + 2 + 2θ
2
≤ −2∂θΨ(θ) θ + 2 |w| θ
2 + 2 |θ|Cβ + 2 + 2θ
2 ≤ λ
(
µ[0,T ]
)
ϕ (θ) ,
(3.128)
because Ψ is a polynomial of even degree (Assumption 1.7) and W is compact.
Step 5: Assumption 3.1 d.):
Fix an R > 0 and a µ[0,T ] ∈ Cϕ,R ∩ C
L. Take an arbitrary sequence
{
µ
(n)
[0,T ]
}
from one of the sets
given in Assumptions 3.1 d.), such that µ
(n)
[0,T ] → µ[0,T ]. We show in the subsequent steps that∫ T
0
∫
Td×W×R
∣∣∣β (x,w, µ(n)t )− β (x,w, µt)∣∣∣2 µ(n)t (dx, dw, dθ) dt→ 0. (3.129)
Step 5.1: Case: All µ
(n)
[0,T ] ∈ C
L:
Assume at first that µ
(n)
[0,T ] ∈ Cϕ,R ∩ C
L for all n ∈ N. For each t ∈ [0, T ], µ
(n)
t → µt in Mϕ,R by the
uniform topology on C . Therefore the set Ut ..=
{
µ
(n)
t
}
n
∪ {µt} is compact. T
d ×W × Ut ∋ (x,w, µ) 7→
|β (x,w, µ) − β (x,w, µt)| is uniformly continuous (we show the continuity in Step 1). Hence for each
t ∈ [0, T ], the absolute value in (3.129) converges uniformly in (x,w) ∈ Td ×W to zero, when n tends to
infinity. Moreover this absolute value is uniformly bounded, because for all (x,w) ∈ Td ×W∣∣∣∣∣
∫
Td×W×R
J (x− x′, w, w′) θ′µ
(n)
t (dx
′, dw′, dθ′)
∣∣∣∣∣
2
≤
∥∥J∥∥2
L2
∫
Td×W×R
|θ′|
2
µ
(n)
t (dx
′, dw′, dθ′) . (3.130)
The right hand side is bounded by
∥∥J∥∥2
L2
R, because all µ
(n)
[0,T ] are in Cϕ,R. This implies the convergence
(3.129) for sequences in C L.
Step 5.2: Case: All µ
(n)
[0,T ] are empirical processes:
Fix a sequence of empirical processes
{
µ
(n)
[0,T ]
}
n
⊂ Cϕ,R, such that µ
(n)
[0,T ] → µ[0,T ]. Fix Nn ∈ N,
θi,Nn[0,T ] ∈ C([0, T ]), w
i,Nn ∈ W such that µ
(n)
[0,T ] =
1
Ndn
∑
i∈TdNn
δ( iNn ,w
i,Nn ,θi,Nnt )
. Note that we do not get
for this sequence the continuity of β at t ∈ [0, T ] from Step 1.
For each t ∈ TdN and n ∈ N, the inner integral in (3.129) is given by
1
Ndn
∑
j∈TdNn
∣∣∣∣β( jNn , wj,Nn , µ(n)t
)
− β
(
j
Nn
, wj,Nn , µt
)∣∣∣∣2 . (3.131)
We show in the following that this sum converges for each t ∈ [0, T ] pointwise to zero (Step 5.2.1).
Moreover we show that this sum is uniformly bounded (Step 5.2.2). From these two results we conclude
(3.129) by the dominated convergence theorem.
Step 5.2.1: (3.131) vanishes pointwise: To show that (3.131) vanishes, we divide the absolute value
as in (3.123) into five summands. Fix an arbitrary small ǫ > 0. By fixing k ∈ N and M > 0 large enough,
the B , C and D of these summands are smaller than ǫ for all (x,w) ∈ Td×W for fixed k and all n ∈ N
large enough, by the same arguments that we use in Step 1.2. Hence to bound (3.131) we only need to
bound the following two summands
A ..=
1
Ndn
∑
j∈TdNn
∣∣∣∣∣∣ 1Ndn
∑
i∈TdNn
θi,Nnt
(
J − Jℓ
)(
j − i
Nn
, wj,Nn , wi,Nn
)∣∣∣∣∣∣
E ..=
1
Ndn
∑
j∈TdNn
∣∣∣∣∫ Jℓ( jNn − x′, wj , wi
)
χM (θ
′)
(
µ
(n)
t − µt
)
(dx′, dθ′)
∣∣∣∣ .
(3.132)
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We prove now that A and E are smaller than ǫ when n is large enough (Step 5.2.1.3 and Step 5.2.1.2).
Both proofs require that Nn converges to infinity. We show in Step 5.2.1.1, that this is a consequence of
the convergence of µ
(n)
t to a measures in M
L
1
(
Td ×W × R
)
.
Step 5.2.1.1: The sequence Nn → ∞: Assume that this were not the case, i.e. that there is a
subsequence {Nnℓ}
∞
ℓ=1 such that Nnℓ ≤ N < ∞. This is a contradiction to the convergence of µ
(n)
t to
µt. Indeed, choose f ∈ Cb
(
Td ×W × R
)
such that f (x,w, θ) = f (x) ≥ 0 for all (x,w, θ) ∈ Td ×W × R,∫
Td
f (x) dx > 0 and f
(
k
N
)
= 0 for all N ≤ N , k ∈ TdN . Then
∫
f (x)µ
(nℓ)
t = 0 for all ℓ ∈ N, but∫
f (x)µt > 0. A contradiction.
Step 5.2.1.2: E : The function Jℓ is uniformly continuous on T
d×W . By the compactness of Td×W ,
there are finitely many {xa}a∈A ⊂ T
d and finitely many {wa′}a′∈A′ ⊂ W , such that
E ≤ 2ǫM + max
a∈A,a′∈A′
∣∣∣∣∫ Jℓ (xa − x′, wa′ , w′)χM (θ′)(µ(n)t − µt) (dx′, dw′, dθ′)∣∣∣∣ . (3.133)
The maximum is only over a finite number of values, hence the convergence of µ
(n)
t to µt implies that for
n large enough, the maximum is bounded by ǫ.
Step 5.2.1.3: A : We bound A by ǫ through a similar estimate as in Step 1.1. In particular we use
the following estimate instead of (3.121). For all j ∈ TdNn ,
A ≤
∣∣∣∣∣∣
∑
i∈TdNn
θi,Nnt
∫
∆i,Nn
(
J − Jℓ
)(
j
Nn
− x′, wj,Nn , wi,Nn
)
dx′
∣∣∣∣∣∣
+
∣∣∣∣∣∣ 1Ndn
∑
i∈TdNn
θi,Nnt
(
Jℓ
(
j − i
Nn
, wj,Nn , wi,Nn
)
−Ndn
∫
∆i,Nn
Jℓ
(
j
Nn
− x′, wj,Nn , wi,Nn
)
dx′
)∣∣∣∣∣∣
+
∣∣∣∣∣∣ 1Ndn
∑
i∈TdNn
θi,Nnt
(
J
(
j − i
Nn
, wj,Nn , wi,Nn
)
−Ndn
∫
∆i,Nn
J
(
j
Nn
− x′, wj,Nn , wi,Nn
)
dx′
)∣∣∣∣∣∣ .
(3.134)
We denote the three summands by A1 , A2 and A3 and we bound them separately. By applying twice
the Hölder inequality
A1 ≤
 1
Ndn
∑
i∈TdNn
∣∣∣θi,Nnt ∣∣∣2
 12 (∫
Td
(
sup
w,w′∈W
|(J − Jℓ)(x
′, w, w′)|
)2
dx′
) 1
2
≤ Rǫ, (3.135)
for k large enough.
A2 ≤
1
Ndn
∑
i∈TdNn
∣∣∣θi,Nnt ∣∣∣ sup
|y−y′|≤ 1Nn
sup
w,w′∈W
|Jℓ (y
′, w, w′)− Jℓ (y, w,w
′)| ≤ Rǫ, (3.136)
for each k, when n (and hence Nn) is large enough. Last but not least, by a change of variables
A3 ≤
 1
Ndn
∑
i∈TdNn
∣∣∣θi,Nnt ∣∣∣2

1
2
 ∑
i∈TdNn
sup
w,w′∈W
∣∣∣∣∣
∫
∆i,Nn
J
(
i
Nn
, w, w′
)
− J (x′, w, w′) dx′
∣∣∣∣∣
2

1
2
, (3.137)
which is also bounded by Rǫ, when n is large enough by Assumption 1.4.
Step 5.2.2: (3.131) is uniformly (in t ∈ [0, T ]) bounded:
We show that each summand of (3.131) is bounded uniformly in t ∈ [0, T ], j ∈ TdNn , n ∈ N. By
applying the Hölder inequality we get∣∣∣∣β( jNn , wj,Nn , µ(n)t
)∣∣∣∣2
≤
 1
Nd
∑
i∈TdN
sup
w,w′∈W
∣∣∣∣∣J
(
i
N
,w,w′
)
−Nd
∫
∆i,N
J (x,w,w′) dx
∣∣∣∣∣
2
+
∥∥J∥∥
L2
 1
Ndn
∑
i∈TdNn
∣∣∣θi,Nnt ∣∣∣2 . (3.138)
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This is bounded by R
(∥∥J∥∥
L2
+ δ
)
, for a δ > 0, when Nn is large enough, by Assumption 1.4. Moreover
we get a uniform upper bound on
∣∣∣β ( jNn , wj,Nn , µt)∣∣∣ as in (3.130).
We have hence proven Assumption 3.1 d.).
Summarized, the specific model considered in Chapter 1.1, satisfies the Assumption 3.1.
Remark 3.35. When considering only continuous J , the proofs are much simpler. However also inter-
action weights that are not continuous are of particular interest (for some examples see Example 1.5).
4 Representations of the rate function for the LDP of the empirical process
In this chapter, we state three other representations of the rate function Sν,ζ , besides the two given in
Theorem 3.5. To state these representations we need the following notation.
Notation 4.1. For µ[0,T ] ∈ Cϕ,∞ and (t, x, w, θ) ∈ [0, T ]× Td ×W × R, set
bI,µ[0,T ] (t, x, w, θ) ..= b (x,w, θ, µt) . (4.1)
With bI,µ[0,T ] as drift coefficient, define the generator L
I,µ[0,T ]
t,x,w as in (3.11). For this system, the As-
sumption 3.7 are satisfied if the assumptions of Theorem 3.5 hold (as shown in Chapter 3.2.1.1). In
particular the corresponding martingale problem has for each (x,w, θ) ∈ Td ×W × R a unique solution,
which we denote by P
I,µ[0,T ]
x,w,θ . Then we define P
I,µ[0,T ]
x,w ∈ M1(C([0, T ])), P
I,N,µ[0,T ]
wN
∈ M1
(
C([0, T ])
Nd
)
and P I,N,µ[0,T ] ∈ M1
(
WN
d
× C([0, T ])N
d
)
as in Notation 3.8.
Moreover we denote by U
µ[0,T ]
s,t the operator Us,t defined in (3.17) with P
I replaced by P I,µ[0,T ] .
Theorem 4.2. Let the assumptions of Theorem 3.5 hold. Take a µ[0,T ] ∈ C , with Sν,ζ
(
µ[0,T ]
)
< ∞.
Then Sν,ζ has the following representations.
(i)
Sν,ζ
(
µ[0,T ]
)
= inf
Q∈M1(T
d×W×C([0,T ]))
Π(Q)[0,T ]=µ[0,T ]
H
(
Q
∣∣∣dx⊗ ζx (dw) ⊗ P I,µ[0,T ]x,w ) (4.2)
(ii) Sν,ζ
(
µ[0,T ]
)
is equal to
sup
r∈N,
0≤t1<...<tr≤T
[
sup
f
{∫
Td×W×R
f (x,w, θ) µt1 −
∫
Td
log
(∫
W×R
U
µ[0,T ]
0,t1
ef (x,w, θ) νx (dθ) ζx (dw)
)
dx
}
+
r∑
i=2
sup
f
{∫
Td×W×R
f (x,w, θ)µti −
∫
Td×W×R
logU
µ[0,T ]
ti−1,tie
f (x,w, θ)µti−1
}]
,
(4.3)
where the µti integrate with respect to the variables dx, dw, dθ and the functions f in the suprema
are in the set C∞c
(
Td ×W × R
)
.
(iii) There is a function hµ[0,T ] ∈ L̂2µ[0,T ] (0, T ) (this space is defined in the Step 3 of the proof of
Lemma 3.26), such that
Sν,ζ
(
µ[0,T ]
)
=
1
2
∫ T
0
∫
Td×W×R
σ2
2
(hµ[0,T ] (t, x, w, θ))
2
µt (dx, dw, dθ) dt+H (µ0|dx⊗ ζx ⊗ νx ) . (4.4)
Moreover µ[0,T ] satisfies in a weak sense (i.e. when integrated against an arbitrary function in
C
1,0,2
c
(
[0, T ]× Td ×W × R
)
) the PDE
∂tµt = (Lµt,.,.)
∗
µt + σ
2∂θ (µth
µ[0,T ] (t)) . (4.5)
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Proof. When Sν,ζ
(
µ[0,T ]
)
< ∞, then µ[0,T ] ∈ Cϕ,∞ ∩ C
L. Therefore we know by Chapter 3.2.1.1, that
the measure P
I,µ[0,T ]
x,w is well defined. Moreover all the results of Chapter 3.1 hold for the independent
spin system with the drift coefficient bI of Notation 4.1.
The representations (i) and (ii) follow directly from Lemma 3.11 and Lemma 3.12.
The representation (iii), follows from Lemma 3.26 and the proof of this lemma, in particular (3.73) in
Step 3 of this proof. That µ[0,T ] is a weak solution of the PDE (4.5), follows from (3.72) and (3.68).
5 The LDP of the empirical measure
In this chapter we show the large deviation principle for the empirical measures LN under the assumptions
of Chapter 3 and the following exponential tightness assumption.
Assumption 5.1. The family
{
LN , PN
}
is exponential tight, i.e. for all s > 0, there is a compact set
Ks ⊂M1
(
Td ×W × C([0, T ])
)
, such that
lim sup
N→∞
N−d logPN
[
LN 6∈ Ks
]
≤ −s. (5.1)
To state the large deviation principle result, we need the following definitions and notations.
Definition 5.2. We say Q ∈Mϕ,R if and only if Π(Q)[0,T ] ∈ Mϕ,R, for R ∈ (0,∞].
For fixed x ∈ [0, T ] and Q ∈ Mϕ,R ∩ ML1
(
Td ×W × C([0, T ])
)
, we define bI,Π(Q), L
I,Π(Q)
t,x,w and the
measures P
I,Π(Q)
x,w ∈M1(C([0, T ])) and P
I,N,Π(Q) ∈M1
(
WN
d
× C([0, T ])N
d
)
as in Notation 4.1.
Theorem 5.3. If the assumptions of Theorem 3.5 and the Assumption 5.1 hold, then the family of
empirical measures
{
LN , PN
}
satisfies on M1
(
Td ×W × C([0, T ])
)
a large deviation principle with good
rate function
I (Q) ..=
{
H
(
Q
∣∣P I,Π(Q) ) if Q ∈ ML1 (Td ×W × C([0, T ])) ∩Mϕ,∞,
∞ otherwise.
(5.2)
where P I,Π(Q) ..= dx⊗ ζx (dw) ⊗ P
I,Π(Q)
x,w ∈M1
(
Td ×W × C([0, T ])
)
.
To prove this theorem, we use the same approach as for the proof of the large deviation principle for
the empirical process µN[0,T ], that we give in Chapter 3. To summarise it, we show at first a large deviation
principle for spins that evolve according to an independent system of SDEs. Form this we derive a local
LDP for the interacting system. This requires exponential bounds on the probability that the empirical
measures leave the set Mϕ,R. Finally we infer from the local LDP, the desired LDP of the interacting
system. In this last step, we have to show that I is a good rate function. This prove is different from
the corresponding one in Chapter 3. Moreover we require the exponential tightness in the last step. We
need to assume it in this chapter, because we are not able to prove it in general as in Chapter 3.
In Chapter 5.2 we show that the concrete example (1.4) of a local mean field model satisfies the
exponential tightness. Moreover we show a second representation of the rate function for this model.
5.1 Proof of the LDP (Theorem 5.3)
To prove the Theorem 5.3, we show at first that the measure in the relative entropy in (5.2) is actually
a probability measure.
Lemma 5.4. For each Q ∈ Mϕ,∞ ∩ML1
(
Td ×W × C([0, T ])
)
, the measure P I,Π(Q) is well defined.
Proof. [of Lemma 5.4] Fix a Q ∈Mϕ,∞ ∩ML1
(
Td ×W × C([0, T ])
)
. The function bI,Π(Q) is continuous.
Indeed, t 7→ Π(Q)t is continuous (Lemma 2.28), Π(Q)t ∈ Mϕ,R ∩M
L
1
(
Td ×W × R
)
for all t ∈ [0, T ]
and b is continuous on Td ×W × R×
(
Mϕ,R ∩ML1
(
Td ×W × R
))
(Assumption 3.1 a.a)). Therefore we
can apply [26] Theorem 11.1.4 to get the continuity of (x,w, θ) 7→ P
I,Π(Q)
x,w,θ (see also Lemma 3.14). By
this continuity, the Assumption 1.1 and the Assumption 1.3, we conclude (as in Lemma 2.13) that the
measure P I,Π(Q) is well defined.
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5.1.1 The independent system
Fix a Q ∈ Mϕ,∞ ∩ML1
(
Td ×W × C([0, T ])
)
. We get, as in the proof of Lemma 3.11, the following large
deviation principle for the independent system (by Lemma 2.9 and Lemma 2.10 with r = 1, Y = C([0, T ])).
Lemma 5.5. The family
{
LN , P I,N,Π(Q)
}
satisfies on M1
(
Td ×W × C([0, T ])
)
a large deviation princi-
ple with rate function
IQ (Γ) = H
(
Γ
∣∣∣P I,Π(Q) ) (5.3)
for Γ ∈ML1
(
Td ×W × C([0, T ])
)
and infinity otherwise.
5.1.2 The interacting system
As in Chapter 3.2, we show at first the following local version of the LDP.
Lemma 5.6. Under the same assumptions as in Theorem 3.5 and for each Q ∈ M1
(
Td ×W × C([0, T ])
)
,
the following statements are true.
(i) For all open neighbourhoods V ⊂M1
(
Td ×W × C([0, T ])
)
of Q
lim inf
N→∞
N−d logPN
[
LN ∈ V
]
≥ −I
(
Q
)
. (5.4)
(ii) For each γ > 0, there is an open neighbourhood V ⊂M1
(
T
d ×W × C([0, T ])
)
of Q such that
lim sup
N→∞
N−d logPN
[
LN ∈ V
]
≤
{
−I
(
Q
)
+ γ if I
(
Q
)
<∞
−γ otherwise.
(5.5)
The Lemma 5.6 can be proven as the Theorem 3.27. This proof requires Lemma 5.5 and the following
exponential bound instead of Lemma 3.32..
Lemma 5.7. For all s > 0, there is a R = Rs > 0, such that for all N ∈ N
sup
wN∈WNd
PNwN
[
LN 6∈ Mϕ,R
]
≤ e−N
ds. (5.6)
The Lemma 5.7 follows directly from Lemma 3.32, because LN ∈ Mϕ,R if and only if Π
(
LN
)
[0,T ]
∈
Cϕ,R, i.e.
PNwN
[
LN ∈Mϕ,R
]
= PNwN
[
µN[0,T ] ∈ Cϕ,R
]
. (5.7)
Then Lemma 5.6 and Assumption 5.1 imply the lower and upper large deviation bound with the good
rate function I. Indeed we show in the next lemma that I is a good rate function. This finishes the proof
of the Theorem 5.3.
Lemma 5.8. The function Q 7→ I (Q) is a good rate function.
Proof. We show at first that the level set L≤s (I) is relatively compact and then that it is closed.
Step 1: L≤s (I) is relatively compact:
By Assumption 5.1 and Lemma 5.7 we know that there is a compact set Ks+ǫ ⊂ Mϕ,R, for R > 0
large enough, such that (5.1) holds. We claim that L≤s (I) ⊂ Ks+ǫ. Assume that there is a Q ∈ L≤s (I)
that is not in Ks+ǫ. Then we know by (5.1) and Theorem 5.6 (i) (because M1
(
Td ×W × C([0, T ])
)
\Ks+ǫ
is an open neighbourhood of Q), that s+ ǫ ≤ I (Q), a contradiction.
Step 2: L≤s (I) is closed:
By the definition of I and the previous step, L≤s (I) ⊂ Ks+ǫ ∩ ML1
(
Td ×W × C([0, T ])
)
. Fix an
arbitrary converging sequence
{
Q(n)
}
n
⊂ L≤s (I). The limit point Q∗ of this sequence is in Ks+ǫ ∩
ML1
(
Td ×W × C([0, T ])
)
. We prove now that Q ∈ L≤s (I).
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This follows if we knew that for all (x,w) ∈ Td×W , P
I,Π(Q(n))
x,w → P
I,Π(Q∗)
x,w . Indeed, this implies that
also dx ⊗ ζx (dw) ⊗ P
I,Π(Q(n))
x,w → dx ⊗ ζx (dw) ⊗ P
I,Π(Q∗)
x,w . Then we conclude the lower semi-continuity
of I, from the lower semi-continuity of the relative entropy in both variables.
The convergence of P
I,Π(Q(n))
x,w follows from [26] Theorem 11.1.4. This theorem is applicable if for each
M ∈ R
lim
n→∞
∫ T
0
sup
|θ|≤M
∣∣∣b(x,w, θ,Π(Q(n))
t
)
− b (x,w, θ,Π(Q∗)t)
∣∣∣dt = 0. (5.8)
This convergence follows if
sup
t∈[0,T ]
sup
|θ|≤M
∣∣∣b(x,w, θ,Π(Q(n))
t
)
− b (x,w, θ,Π(Q∗)t)
∣∣∣→ 0. (5.9)
The function [0, T ]×Td×W×R×
(
Mϕ,R ∩ML1
(
Td ×W × C([0, T ])
))
∋ (t, x, w, θ,Q) 7→ b (x,w, θ,Π(Q)t)
is continuous as composition of continuous function (Assumption 3.1 a.a)). Moreover only the compact
set [0, T ], |θ| ≤ M and Q(n), Q∗ ∈ Ks+ǫ is considered in (5.9). Therefore we conclude (5.9) from the
uniform convergence of b on this set.
5.2 The concrete example (1.4) of a local mean field model
In this chapter we consider the large deviation principle for the family
{
LN , PN
}
of the local mean
field model, defined by σ = 1 and the drift coefficient (1.4) with Assumption 1.1, Assumption 1.2,
Assumption 1.3, Assumption 1.4 and Assumption 1.7.
Choose ϕ = θ2 + 1. We know by Chapter 3.3, that the Assumption 3.1 is satisfied. Hence by
Theorem 5.3, the empirical measure LN of the local mean field model, satisfies a large deviation principle,
provided that the the exponential tightness Assumptions 5.1 holds. We claim the exponential tightness
in the next lemma, which we prove in Chapter 5.2.3.
Lemma 5.9. For the concrete example (1.4) of a local mean field model, the family
{
LN , PN
}
is expo-
nentially tight, i.e. the Assumptions 5.1 is satisfied.
The measure P
I,Π(Q)
x,w is for each (x,w) ∈ Td ×W the law of the following one dimensional SDE
dθ̂xt =
(
−Ψ
(
θ̂xt , w
)
+ β (x,w,Π(Q)t)
)
dt+ dBt
θ̂x0 ∼ νx,
(5.10)
where the function β : Td × W ×
{
µ ∈ M1
(
Td ×W × R
)
:
∫
Td×W×R
θ2µ (dx, dw, dθ) <∞
}
→ R is
defined in (3.119). We interpret β (x,w, µ) as the effective field corresponding to the measure µ ∈
M1
(
Td ×W × R
)
at the spatial position x ∈ Td with fixed environment w ∈ W . If we inserted µNt in β,
the drift coefficient of the SDE (5.10) would equal the drift coefficient of the SDE (1.4). Hence the rate
function I (defined in (5.2)) measures the deviation of Q from the measure of the solution to the SDE
with effective field Q.
Now we show that this rate function has another representation, in which the influence of the entropy
and of the interaction becomes obvious. We need the following notation.
Notation 5.10. • We denote by W 0x the law of a Brownian motion with initial distribution νx.
• We use the symbol W−Ψx,w for the law of the solution of the SDE with drift coefficient −∂θΨ(., w) and
with initial distribution νx, for w ∈ W.
• With these measures we define the products of these measures WN,0
wN
,WN,Ψ
wN
∈ M1
(
C([0, T ])
Nd
)
and
the product with ζN by WN,0,WN,Ψ ∈M1
(
WN
d
× C([0, T ])N
d
)
similar as in Notation 1.8.
Remark 5.11. All these measures exist, because the corresponding Martingale problems are well posed
(by the Assumption 1.7). Note that the Nd diffusion processes described by WN,0wN and W
N,−Ψ
wN do not
interact.
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Theorem 5.12. If Assumption 1.1, Assumption 1.2, Assumption 1.3, Assumption 1.4 and Assump-
tion 1.7 hold, then the family
{
LN , PN
}
satisfies on M1
(
Td ×W × C([0, T ])
)
a large deviation principle
with good rate function
I (Q) =
{
H
(
Q
∣∣dx⊗ ζx (dw) ⊗W−Ψx,w )− F (Q) if Q ∈Mϕ,∞ ∩ML1 (Td ×W × C([0, T ]))
∞ otherwise,
(5.11)
with
F (Q) ..=−
1
2
∫ ∫ ∫
J (x′′ − x,w′′, w) J (x′′ − x′, w′′, w′)Q
(
dx′′, dw′′, dη[0,T ]
) ∫ T
0
θ′tθtdt
Q
(
dx′, dw′, dθ′[0,T ]
)
Q
(
dx, dw, dθ[0,T ]
)
+
1
2
∫ ∫
J (x− x′, w, w′) [θT θ
′
T − θ0θ
′
0]Q
(
dx, dw, dθ[0,T ]
)
Q
(
dx′, dw′, dθ′[0,T ]
)
,
(5.12)
where the integrals
∫
are over the space Td ×W × C([0, T ]).
By the uniqueness of the rate function of a large deviation system, I = I (for I defined in Theorem 5.3).
5.2.1 Proof of Theorem 5.12
Proof. We know already by Theorem 5.3 and Lemma 5.9, that LN satisfies a large deviation principle
with rate function I defined in (5.2). Hence we only have to show that I equals I.
Note that I (Q) = ∞ and I (Q) = ∞, if Q 6∈ Mϕ,∞ ∩ ML1
(
Td ×W × C([0, T ])
)
or if not Q <<
dx⊗ ζx (dw)⊗P
I,Π(Q)
x,w . Indeed if Q ∈Mϕ,∞∩ML1
(
Td ×W × C([0, T ])
)
, then Q << dx⊗ ζx (dw)⊗W−Ψx,w
if and only if Q << dx ⊗ ζx (dw) ⊗ P
I,Π(Q)
x,w . This is the case because (t, x, w) 7→ β (x,w,Π(Q)t) is
uniformly bounded (see (3.130)). Moreover F (Q) is bounded for such a Q (because J ∈ L2
(
Td
)
by
Assumption 1.4).
Hence Theorem 5.12 follows if for all Q ∈ Mϕ,∞∩ML1
(
Td ×W × C([0, T ])
)
with Q << dx⊗ζx (dw)⊗
W−Ψx,w , I (Q) equals I (Q). For such a Q, F has the following different representation.
Lemma 5.13. For Q ∈ Mϕ,∞ ∩ML1
(
Td ×W × C([0, T ])
)
with Q << dx⊗ ζx (dw) ⊗W−Ψx,w ,
F (Q) =
∫
Td×W×C([0,T ])
log
dP
I,Π(Q)
x,w
dW−Ψx,w
(
θ[0,T ]
)
Q
(
dx, dw, dθ[0,T ]
)
. (5.13)
From this lemma, we immediately infer the equality of I and I and hence Theorem 5.12.
Proof. [of Lemma 5.13] Fix a Q ∈ Mϕ,∞ ∩ML1
(
Td ×W × C([0, T ])
)
with Q << dx ⊗ ζx (dw) ⊗W−Ψx,w .
By the well-posedness of the Martingale problems, the measures P
I,Π(Q)
x,w and W−Ψx,w are equivalent. By
the Girsanov theorem, their Radon-Nikodym derivative can be written as
log
dP
I,Π(Q)
x,w
dW−Ψx,w
(
θ[0,T ]
)
= −
1
2
∫ T
0
(β (x,w,Π(Q)t))
2
dt+
∫ T
0
β (x,w,Π(Q)t) dθt =
.. 1 + 2 . (5.14)
Integrating 1 w.r.t Q we get the first term in F . We show now that 2 leads to the second term of F .
Therefore remark at first that∫
2 Q (dx, dw, dθ) =
∫ ∫
J (x− x′, w, w′)
∫ T
0
θ′tdθt Q
(
dx, dw, dθ[0,T ]
)
Q
(
dx′, dw′, dθ′[0,T ]
)
=
1
2
∫ ∫
J (x− x′, w, w′)
(∫ T
0
θ′tdθt +
∫ T
0
θtdθ
′
t
)
Q
(
dx, dw, dθ[0,T ]
)
Q
(
dx′, dw′, dθ′[0,T ]
)
,
(5.15)
where we use that J is an even function. Integrals without integration bounds integrate over the space
Td × W × C([0, T ]). The stochastic integrals are well defined because θ[0,T ] is a Qx,w-semimartingale,
because Qx,w << W
−Ψ
x,w << W
0
x for almost all (x,w) ∈ T
d ×W . By integration by parts formula for the
Itô integral, (5.15) equals to the second summand on the right hand side of (5.12).
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5.2.2 Preliminaries
In this chapter we state and prove some results, that we need in the proof of Lemma 5.9.
Lemma 5.14. The map Td ×W ∋ (x,w) 7→W−Ψx,w ∈ M1(C([0, T ])) is Feller continuous.
Proof. By similar estimates as in Lemma 3.14, Lemma 2.11 and (2.15), we get the the Feller continuity.
This requires the Assumption 1.7 and Assumption 1.1.
Lemma 5.15. For all κ < cΨ, there is a constant Cκ > 0 such that
(i) sup
x∈Td
sup
w∈W
EW−Ψx,w
[
eκ[(θT )
2+(θ0)
2]
]
< Cκ and
(ii) sup
x∈Td
sup
w∈W
EW−Ψx,w
[
eκ
∫
T
0
(θt)
2dt
]
< Cκ.
Proof. (i) Fix arbitrary (x,w) ∈ Td ×W .
By the Girsanov theorem and Itô’s lemma we have
dW−Ψx,w
dW 0x
= eΨ(θ0,w)−Ψ(θT ,w)+
1
2
∫ T
0
∂2
θ2
Ψ(θt,w)dt−
1
2
∫ T
0
(∂θΨ(θt,w))
2dt . (5.16)
By Ψ being a polynomial of even degree (Assumption 1.7) and by W being compact, the following upper
bound on the Radon-Nikodym derivative holds
dW−Ψx,w
dW 0x
≤ eΨ(θ0,w)−Ψ(θT ,w)+TC . (5.17)
Therefore
EW−Ψx,w
[
eκ[(θT )
2+(θ0)
2]
]
≤ eTCEW 0x
[
eκ(θT )
2−Ψ(θT ,w)eκ(θ0)
2+Ψ(θ0,w)
]
≤ eTCeC
∫
R
eκ(θ)
2+Ψ(θ)+w1θνx (dθ) ,
(5.18)
where we use Assumption 1.7, W being compact and κ < cΨ in the second inequality. The right hand
side of (5.18) is bounded by a constant uniformly in (x,w) ∈ Td×W , by Assumption 1.2, Assumption 1.7
and by W being compact.
(ii) By Assumption 1.7, the Radon-Nikodym derivative in (5.16) is also be bounded by
dW−Ψx,w
dW 0x
≤ eΨ(θ0,w)+C−
∫ T
0
c(θt)
2dt, (5.19)
for constants c ∈ (0, cΨ) and C = C (c) > 0. Using this bound, we get
EW−Ψx,w
[
eκ
∫ T
0
(θt)
2dt
]
≤ eCEW 0x
[
e
∫ T
0
(κ−c)(θt)
2dteΨ(θ0,w)
]
≤ eC
∫
R
eΨ(θ)+w1θνx (dθ) . (5.20)
The right hand side is bounded by a constant uniformly in (x,w) ∈ Td×W by Assumption 1.2, Assump-
tion 1.7 and by W being compact.
Now we derive the Radon-Nikodym derivative between PNwN and W
N,−Ψ
wN
by using the Girsanov the-
orem.
Lemma 5.16. For LN ∈ M1
(
Td ×W × C([0, T ])
)
, defined by wN ∈ WN
d
and θN[0,T ] ∈ C([0, T ])
Nd ,
dPNwN
dWN,−Ψ
wN
(
θN[0,T ]
)
= e
NdF(LN)− 12
T
N
∑
i∈Td
N
J(0,wi,N ,wi,N)
. (5.21)
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Proof. [of Lemma 5.16] Fix wN ∈ WN
d
. To shorten the notation, we define for θN ∈ RN
d
BNwN
(
θN
)
..=
1
2Nd
∑
i,j∈TdN
J
(
i− j
N
,wi,N , wj,N
)
θi,Nθj,N . (5.22)
By the Girsanov theorem and J being even,
log
(
dPNwN
dWN,−Ψ
wN
(
θN[0,T ]
))
= −
1
2
∫ T
0
∑
i∈TdN
(
∂θi,Nt
BNwN
(
θNt
))2
︸ ︷︷ ︸
1
dt+
∑
i∈TdN
∫ T
0
∂θi,Nt
BNwN
(
θNt
)
dθi,Nt︸ ︷︷ ︸
2
. (5.23)
The first summand of (5.23) equals the first summand of NdF
(
LN
)
, because for each t ∈ [0, T ]
1 =
1
Nd
∑
j,k∈TdN
 1
Nd
∑
i∈TdN
J
(
i − j
N
,wi,N , wj,N
)
J
(
i− k
N
,wi,N , wk,N
) θj,Nt θk,Nt
= Nd
∫ ∫
θ′tθt
∫
J (x′′ − x,w′′, w) J (x′′ − x′, w′′, w′)LN
(
dx′′, dw′′, dη[0,T ]
)
LN
(
dx, dw, dθ[0,T ]
)
LN
(
dx′, dw′, dθ′[0,T ]
)
,
(5.24)
where the integrals in the last line are over the sets Td ×W × C([0, T ]).
For 2 we apply Itô’s lemma. Under WN,−Ψ
wN
, the θk,N[0,T ] is a Itô process with drift coefficient
−∂θΨ
(
., wk,N
)
, for each k ∈ TdN . Hence
2 = BNwN
(
θNT
)
−BNwN
(
θN0
)
−
1
2
∑
i∈TdN
∫ T
0
∂2
(θi,N )2
BNwN
(
θNt
)
dt
= BNwN
(
θNT
)
−BNwN
(
θN0
)
−
1
2
∑
i∈TdN
T
J
(
0, wi,N , wi,N
)
Nd
.
(5.25)
Using (5.22), we conclude that 2 is equal to the second summand of F
(
LN
)
.
5.2.3 Proof of the exponential tightness (Lemma 5.9)
Proof. [of Lemma 5.9] To show that the family
{
LN , PN
}
is exponential tight, we first construct compact
sets Kℓ ⊂ M1
(
Td ×W × C([0, T ])
)
for which the family
{
LN ,WN,−Ψ
}
is exponential tight. Then we
show that this leads to the exponential tightness of
{
LN , PN
}
.
Step 1: Exponential tightness of
{
LN ,WN,−Ψ
}
:
To show the exponential tightness of
{
LN ,WN,−Ψ
}
we generalise Lemma 6.2.6 in [11]. In contrast to
[11], the measures A ..=
{
ζx (dw) ⊗W−Ψx,w
}
x∈Td
⊂M1(W × C([0, T ])) are not identically distributed, due
to the dependency of the initial distribution and of the random environment on x ∈ Td.
Therefore we show at first that A is a tight set of measures. Take an arbitrary sequence in A.
Then there is a sequence {xn}n ⊂ T
d such that the sequence is given by
{
ζxn (dw)⊗W
−Ψ
xn,w
}
n
. This
implies that there is a converging subsequence xnk → x
∗ ∈ Td (due to the compactness of Td). By the
continuity of x 7→ ζx (dw) ⊗W−Ψx,w (this could be shown as the continuity of (2.15) by Assumption 1.3
and Lemma 5.14), we get a converging subsequence. Therefore A is sequentially compact. Moreover
W × C([0, T ]) is a separable metric space. Then the Prokhorov’s theorem implies that A is tight.
The tightness of the set A implies that there is a compact set Γa ⊂ W × C([0, T ]) such that for all
x ∈ Td ∫
W
∫
C([0,T ])
1I{(w,θ[0,T ])6∈Γa}W
−Ψ
xn,w
(
dθ[0,T ]
)
ζxn (dw) ≤ e
−2a2 (ea − 1) . (5.26)
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Now define Ka ..=
{
Q ∈M1
(
Td ×W × C([0, T ])
)
: Q
(
Td × Γa
)
≥ 1− 1a
}
. The sets Ka are closed by the
Portmanteau Lemma. Moreover for each A ∈ N the sets
KA ..=
∞⋂
a=A
Ka (5.27)
are compact by Prokhorov’s theorem and the definition of Ka. Then we get
WN,−Ψ
[
LN 6∈ Ka
]
= WN,−Ψ
[
LN
(
T
d × Γa
)
>
1
a
]
≤ e−2N
daEWN,−Ψ
[
e
2a2
∑
i∈Td
N
1I
(w,θi,N[0,T ])6∈Γa
]
≤ e−2N
da
∏
i∈TdN
(
1 + e2a
2
∫
W
∫
C([0,T ])
1I{(w,θ[0,T ]) 6∈Γa}W
−Ψ
xn,w
(
dθ[0,T ]
)
ζxn (dw)
)
≤ e−2N
da (1 + ea − 1)N
d
≤ e−N
da.
(5.28)
This implies that
WN,−Ψ
[
LN 6∈ KA
]
≤ 2e−N
dA, (5.29)
hence the claimed exponential tightness.
Step 2: Transferring the exponential tightness:
We show now that
{
LN , PN
}
are also exponential tight with respect to the same sets Γa. We get by
the Radon-Nikodym derivative derived in Lemma 5.16 and by the Hölder inequality ( 1p +
1
p′ = 1)
EPN
[
1ILN 6∈KA
]
= EWN,−Ψ
[
eN
dF(LN)1ILN 6∈KA
]
e−
1
2TJ(0)
≤ e−
1
2TJ(0)EWN,−Ψ
[
eN
dpF(LN)
] 1
p
WN,−Ψ
[
LN 6∈ KA
] 1
p′ .
(5.30)
Note that F
(
LN
)
is bounded from above by
F
(
LN
)
≤
1
2
1
Nd
(∥∥J∥∥
L1
+ δ
) ∑
i∈TdN
(
θi,NT
)2
+
(
θi,N0
)2
, (5.31)
for each δ > 0 when N > Nδ (see (3.126)). When p > 1 is not too large and N large enough,
p
(∥∥J∥∥
L1
+ δ
)
< cΨ (by Assumption 1.7). Therefore we get by Lemma 5.15 (i),
EWN,−Ψ
[
eN
dpF(LN)
]
≤
∏
i∈TdN
sup
w∈W
EW−Ψi
N
,w
[
ep(‖J‖L1+δ)((θT )
2+(θ0)
2)
]
≤ CN
d
. (5.32)
Combining (5.30), (5.29) and (5.32), we conclude
EPN
[
1ILN 6∈KA
]
≤ CN
d
e
−Nd 1
p′
A
, (5.33)
when N and A are large enough.
6 Comparison of the LDPs of the empirical measure and of the empirical
process
In this chapter we state at first (Chapter 6.1) a one to one relation between the minimizer of the rate
functions I (of
{
LN , PN
}
derived in Theorem 5.3) and Sν,ζ (of
{
µN[0,T ], P
N
}
derived in Theorem 3.5).
Then we explain how one can easily infer from the large deviation principle of the empirical measure{
LN
}
, the large deviation principle for the empirical process
{
µN[0,T ]
}
in C . This follows by a simple
application of the contraction principle (see Theorem 6.2). However the derived rate function does not
have the expression Sν,ζ defined in (3.10). We show in Chapter 6.3 that the derived rate function is at
least an upper bound on Sν,ζ .
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6.1 Relation between the minimiser of the rate function
We know by Theorem 4.2 (i) and (5.2) the following relation between Sν,ζ and I
Sν,ζ
(
µ[0,T ]
)
= inf
Q∈M1(T
d×W×C([0,T ]))
Π(Q)[0,T ]=µ[0,T ]
H
(
Q
∣∣∣dx⊗ ζx (dw)⊗ P I,µ[0,T ]x,w ) = inf
Q∈M1(T
d×W×C([0,T ]))
Π(Q)[0,T ]=µ[0,T ]
I (Q) . (6.1)
We show in the next theorem a one to one relation between the minimizer of I and Sν,ζ . Note that in
general there can be two Q,Q′ ∈ M1
(
Td ×W × C([0, T ])
)
with the same projection Π(Q) = Π (Q′) and
with I (Q) = I (Q′). However when Sν,ζ (Π (Q)) = 0, then this is not the case.
Theorem 6.1. (i) If I (Q) = 0, then Sν,ζ
(
Π(Q)[0,T ]
)
= 0.
(ii) If Sν,ζ
(
µ[0,T ]
)
= 0, then there is exactly one Q ∈ M1
(
Td ×W × C([0, T ])
)
with Π(Q)[0,T ] = µ[0,T ]
and I (Q) = 0. This Q equals dx⊗ ζx (dw)⊗ P
I,µ[0,T ]
x,w .
Proof. By (6.1), (i) is obviously satisfied.
Now we show the opposite direction (ii). Fix a µ[0,T ] ∈ C with Sν,ζ
(
µ[0,T ]
)
= 0. Then Q ∈
M1
(
Td ×W × C([0, T ])
)
, with Π(Q)[0,T ] = µ[0,T ] and I (Q) implies that Q = Q
∗ ..= dx ⊗ ζx (dw) ⊗
P
I,µ[0,T ]
x,w . This implies that there is at most one minimizer with Π(Q)[0,T ] = µ[0,T ] and I (Q).
Now we show that there exist an arbitrary Q ∈ M1
(
Td ×W × C([0, T ])
)
, with Π
(
Q
)
[0,T ]
= µ[0,T ]
such that I
(
Q
)
= 0. This implies in particular that Π(Q∗)[0,T ] = µ[0,T ]. By Chapter 3.2.1.1 the results
of Chapter 3.1 hold for the SDE with fixed interaction µ[0,T ]. Then we get by the beginning of Step 1
of the proof of Lemma 3.15, that there is a Q∗ ∈ M1
(
Td ×W × C([0, T ])
)
, with Π(Q∗)[0,T ] = µ[0,T ] and
with I (Q∗) = 0.
6.2 From the LDP of the empirical measure to the LDP of the empirical process
In the following theorem, we derive the large deviation principle of the empirical process
{
µN[0,T ], P
N
}
from the large deviation principle of the empirical measure
{
LN , PN
}
. This is a simple application of
the contraction principle. This theorem requires only the large deviation principle of
{
LN
}
(in contrast
to the relation (6.1) between the rate function). However the rate function for the empirical processes is
only described via a minimizing problem (see Chapter 6.3 for a further discussion).
Theorem 6.2. If the assumptions of Theorem 5.12 hold, then the family of the empirical processes{
µN[0,T ], P
N
}
satisfies on C a large deviation principle with rate function
j
(
µ[0,T ]
)
.
.= inf
Q∈M1(T
d×W×C([0,T ])):Π(Q)[0,T ]=µ[0,T ]
I (Q) . (6.2)
Proof. The family
{
LN , PN
}
satisfies by Theorem 5.12 a LDP on M1
(
Td ×W × C([0, T ])
)
with rate
function I. Moreover the map Π : M1
(
Td ×W × C([0, T ])
)
→ C is continuous (Lemma 2.29). Then the
contraction principle implies the LDP of
{
µN[0,T ], P
N
}
with the rate function j.
6.3 An upper bound on the rate function Sν,ζ
By Theorem 6.2, j is the rate function of the large deviation principle of
{
µN[0,T ], P
N
}
. Moreover, by
Theorem 3.5 and the uniqueness of rate functions, j has to be equal to Sν,ζ and S
T
d×W
ν,ζ . We show
now that j is equal to ST
d×W
ν,ζ at least when j is finite, without using the Theorem 3.5 (we need only
Lemma 3.11 and Lemma 3.15). However j is not everywhere finite (see also Remark 3.16 for the concept
of admissible flows). Therefore this is only an upper bound on ST
d×W
ν,ζ . Nevertheless the upper bound
on ST
d×W
ν,ζ , implies at least a large deviation upper bound with S
T
d×W
ν,ζ as rate function. For the large
deviation lower bound (and another proof of the upper bound) we refer to Chapter 3.
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Lemma 6.3. Let the assumptions of Theorem 5.12 hold.
If j
(
µ[0,T ]
)
<∞ for a µ[0,T ] ∈ C , then j
(
µ[0,T ]
)
= ST
d×W
ν,ζ
(
µ[0,T ]
)
.
In particular this implies j
(
µ[0,T ]
)
≥ ST
d×W
ν,ζ
(
µ[0,T ]
)
≥ Sν,ζ
(
µ[0,T ]
)
.
Remark 6.4. In [8] a proof of the equality between the counterparts of j and ST
d×W
ν,ζ is given. However
in that proof the authors accidentally use a circular reasoning (in the equality (2.24) in [8]). We are also
not able to prove the missing lower bound on ST
d×W
ν,ζ , without using Theorem 3.5,.
Proof. [of Lemma 6.3] Fix a µ[0,T ] ∈ C with j
(
µ[0,T ]
)
< ∞. Then there is a R > 0, such that
µ[0,T ] ∈ Cϕ,R, because there has to be a Q ∈ Mϕ,∞ with I (Q) <∞ and Π(Q)[0,T ] = µ[0,T ]. By the same
argument µ[0,T ] ∈ C
L.
Define bI,µ[0,T ] (t, x, w, θ) ..= b (x,w, θ, µt) as in Notation 4.1. With this b
I,µ[0,T ] , we can define a system
of independent SDEs as in (3.12). This system satisfies the Assumption 3.7 as shown in Chapter 3.2.1.1.
Then the Lemma 3.11 is applicable and we denote the rate function (3.15) by S
I,1,µ[0,T ]
ν,ζ , i.e.
j
(
µ[0,T ]
)
= inf
Q∈M1(T
d×W×C([0,T ])):Π(Q)[0,T ]=µ[0,T ]
I (Q) = S
I,1,µ[0,T ]
ν,ζ
(
µ[0,T ]
)
. (6.3)
From this equality and Lemma 3.15 (which is applicable for the same reasons), we conclude the Lemma 6.3.
7 The LDP of the empirical measure for the concrete example (1.4) of a local
mean field model via a generalisation of Varadhan’s lemma
We show in Chapter 5.2 that the family of empirical measure
{
LN
}
of the local mean field model (1.4),
satisfies a large deviation principle and we derive two representations of the rate function (Theorem 5.3
and Theorem 5.12). In the proof of Theorem 5.3 we use the same approach as in the proof of the large
deviation principle of the empirical process
{
µN[0,T ]
}
in Chapter 3. In particular we investigate the SDE
with a fixed effective field and derive a LDP for this system. Then we infer from this LDP a LDP of the
the SDE with interaction. From Theorem 5.3 we infer Theorem 5.12, by showing an equality of the two
formulas of the rate function.
In this chapter we prove Theorem 5.12 by another approach. We look at first at the SDEs with drift
coefficient −Ψ′, i.e. at spin values that are distributed according to WN,−Ψ (defined in Notation 5.10).
Then we apply the generalised Varadhan’s Lemma (Theorem A.1). By the Laplace principle we infer
finally the claimed large deviation principle with the rate function (5.11).
The Theorem 5.3 can then be derived from Theorem 5.12. Indeed one only has to show the equality
of the two representations of the rate function, which follows by the proof of Theorem 5.12 given in in
Chapter 5.2.1.
Notation 7.1. We fix ϕ (θ) = 1 + θ2. To simplify the notation we use MR and M∞ instead of Mϕ,R,
Mϕ,∞ in this chapter, i.e.
MR ..=
{
Q ∈ M1
(
T
d ×W × C([0, T ])
)
: sup
t∈[0,T ]
∫
(θt)
2
Q(dθ[0,T ]) ≤ R− 1
}
, (7.1)
and
M∞ ..=
⋃
R
MR ⊂M1
(
T
d ×W × C([0, T ])
)
, (7.2)
equipped with the subspace topology induced by M1
(
Td ×W × C([0, T ])
)
.
Proof. [Second proof of Theorem 5.12]
We know from Lemma 2.10 that
{
LN ,WN,−Ψ
}
satisfies a large deviation principle with rate function
H
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w ) if Q ∈ML1 (Td ×W × C([0, T ])) and infinity otherwise. To infer the LDP of{
LN , PN
}
from the LDP of
{
LN ,WN,−Ψ
}
, we need at first the following result, which states the validity
of the Laplace principle.
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Lemma 7.2. For any G ∈ Cb
(
M1
(
Td ×W × C([0, T ])
))
bounded continuous functional,
lim
N→∞
1
Nd
logEPN
[
eN
dG(LN)
]
= sup
Q∈M∞
{
G (Q) + F (Q)−H
(
Q
∣∣dx⊗ ζx (dw) ⊗W−Ψx,w )}
= sup
Q∈M1(T
d×W×C([0,T ]))
{
G (Q)− I (Q)
}
<∞,
(7.3)
with F and I defined in Theorem 5.12.
In the proof of this lemma, we apply at first the Girsanov theorem to replace the integral with respect
to PN , by an integral with respect to WN,−Ψ. Thus we get in the exponent G − F , by Lemma 5.16.
However the function F is neither bounded nor continuous, due to the unbounded terms in the integrals
in F . Therefore we can not apply the original Varadhan’s lemma, but we have to use a generalised version
of it (see Appendix A).
Moreover we need that I is a good rate function.
Lemma 7.3. The rate function I is good, i.e. the level sets L≤c
(
I
)
.
.=
{
Q : I (Q) ≤ c
}
are compact for
each c ≥ 0.
By [13] Theorem 1.2.3 the validity of the Laplace principle for all G ∈ Cb
(
M1
(
Td ×W × C([0, T ])
))
(shown in Lemma 7.2) and the fact that I is a good rate function (Lemma 7.3), implies the claimed large
deviation principle of
{
LN
}
under
{
PN
}
.
7.1 Proof of Lemma 7.2
In this chapter we prove Lemma 7.2. We explain at first the strategy of this proof. To prove the first
equality in Lemma 7.2, we need to show that for any G ∈ Cb
(
M1
(
Td ×W × C([0, T ])
))
,
lim
N→∞
1
Nd
logEWN,−Ψ
[
eN
d(G+F )(LN)
]
= sup
Q∈M∞
{
(G+ F ) (Q)−H
(
Q
∣∣dx⊗ ζx (dw) ⊗W−Ψx,w )} , (7.4)
by Lemma 5.16. The second equality in Lemma 7.2 follows from the definition of I.
The equation (7.4) would follow directly from Varadhan’s Lemma (see Theorem 4.3.1 in [11]), if F
were continuous. But this is not the case, because the functions in the integrals in F are not bounded.
Therefore we can not use the usual Varadhan’s lemma, but we need a generalisation (Theorem A.1). We
prove at the end of this chapter that the conditions of this generalisation are satisfied. This requires some
results, that we state now. Also larger sets than MR are required in that proof (we refer to Chapter 7.4
for a discussion why we need larger sets). For each R ∈ R+ define
NR ..=
{
Q ∈M1
(
T
d ×W × C([0, T ])
)
:
∫
Td×W×R
∫ T
0
(θt)
2
dtQ
(
dx, dw, dθ[0,T ]
)
≤ R and
∫
Td×W×R
(θT )
2Q
(
dx, dw, dθ[0,T ]
)
≤ R and
∫
Td×W×R
(θ0)
2Q
(
dx, dw, dθ[0,T ]
)
≤ R
}
,
(7.5)
and denote the subspace of M1
(
Td ×W × C([0, T ])
)
, of the union of these sets, by
N∞ ..=
⋃
R
NR ⊂M1
(
T
d ×W × C([0, T ])
)
(7.6)
equipped with the topology induced by M1
(
Td ×W × C([0, T ])
)
.
In the first lemma, we show that the probability of being outside of NR under WN,−Ψ, decays
exponentially fast.
Lemma 7.4. For all κ < cΨ (defined in Assumption 1.7), there is a constant C > 0, such that for all N
and R large enough
WN,−Ψ
[
LN 6∈ NR
]
≤ e−N
dκRCN
d
. (7.7)
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Then we show that the probability of being outside of NR also decays (at least asymptotically)
exponential fast under PN .
Lemma 7.5. lim sup
R→∞
lim sup
N→∞
1
Nd
logPN
[
LN 6∈ NR
]
= lim sup
R→∞
lim sup
N→∞
1
Nd
logEWN,−Ψ
[
eN
dF(LN)1ILN 6∈NR
]
= −∞.
(7.8)
Moreover we show that the sets NR are closed and that the restriction of F to particular sequences
in these sets is continuous.
Lemma 7.6. The sets NR are closed.
Lemma 7.7. For each R > 0, for each Q ∈ NR with H
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w ) < ∞ and for each
sequence of empirical measures {LNn} ⊂ NR with LNn → Q, the sequence F (LNn)→ F (Q).
For the last equality in (7.3), we need thatH
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w )−F (Q) =∞ if Q ∈ N∞\M∞.
Because F is bounded on N∞, it is enough to prove the following lemma.
Lemma 7.8. H
(
Q
∣∣dx⊗ ζx (dw) ⊗W−Ψx,w ) =∞ if Q 6∈ M∞. Therefore this also holds for Q 6∈ N∞.
We state the proofs of these lemmas in Chapter 7.2. In the rest of this chapter, we infer Lemma 7.2
from these lemmas.
Proof. [of Lemma 7.2] To prove Lemma 7.2, we show that (7.4) holds by applying the generalised
Varadhan’s Lemma (Theorem A.1). In Step 1 we show that the conditions of Theorem A.1 hold. Then
we derive in Step 2, that the supremum on the right hand side of (7.4) is finite.
Step 1: Applying the Theorem A.1: To apply Theorem A.1 we show that the model we consider
here is within the class defined in Chapter A.5.8. We take as increasing sets the NR.
Step 1.1: (A.5.8.ii): See Lemma 7.6.
Step 1.2: (A.5.8.iii): See Lemma 7.8, because M∞ ⊂ N∞.
Step 1.3: (A.5.8.iv): See Lemma 7.7.
Step 1.4: (A.5.8.v): For a empirical process LN ∈ NR, we get by (5.31), that
F
(
LN
)
≤
(∥∥J∥∥
L1
+ δ
) 1
2
1
Nd
∑
i∈TdN
(
θi,NT
)2
+
(
θi,N0
)2
≤ R
(∥∥J∥∥
L1
+ δ
)
. (7.9)
for all δ > 0, when N > Nδ > 0 (by Assumption 1.4). Set α (R) = R
(∥∥J∥∥
L1
+ δ
)
, for δ small enough.
Step 1.5: (A.5.8.vi): This follows from Lemma 7.4 with β (R) = cΨR− C for a constant C > 0.
Step 1.6: (A.5.8.vii): α (R)− β (R)→ −∞ by Assumption 1.7.
Step 1.7: (A.5.8.viii): See Lemma 7.5.
Step 1.8: (A.5.8.ix): The sufficient moment condition is satisfied, because G is bounded and because
there is a C > 0 and a γ > 1 not too large, such that
EWN,−Ψ
[
eγN
dF(LN)
]
≤ CN
d
(7.10)
for all N ∈ N, by (7.18) (in the proof of Lemma 7.5).
Hence the model we consider here is within the class defined in Chapter A.5.8. Therefore all conditions
of Theorem A.1 are satisfied and we get
lim
N→∞
1
Nd
logEWN,−Ψ
[
eN
d(G+F )(LN)
]
= sup
Q∈M1(T
d×W×C([0,T ])):H(Q|dx⊗ζx(dw)⊗W−Ψx,w )<∞
{
(G+ F ) (Q)−H
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w )}
= sup
Q∈M∞
{
(G+ F ) (Q)−H
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w )} .
(7.11)
In the last equality we use Lemma 7.8 and that F is finite on M∞ ⊂ N∞.
Step 2: The suprema in (7.11) are finite: For a lower bound on the right hand side of (7.11), take
Q = dx⊗ ζx (dw) ⊗W−Ψx,w ∈ NR. Moreover the left hand side of (7.11) is bounded from above, because
EWN,−Ψ
[
eN
d(G+F )(LN)
]
≤ eN
d|G|∞
(
EWN,−Ψ
[
eN
dγF(LN)
]) 1
γ
≤ eN
d|G|∞C
Nd
γ , (7.12)
for each N ∈ N, by (7.10). Hence also the suprema in (7.11) are finite.
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7.2 Proofs of the lemmas of Chapter 7.1
In this chapter we prove the lemmas that we state in Chapter 7.1.
Proof. [of Lemma 7.4] At first we split the set NR in its three conditions. Then we show separately for
each of the three terms an exponential small upper bound.
WN,−Ψ
[
LN 6∈ NR
]
≤WN,−Ψ
 1
Nd
∑
i∈TdN
(
θi,NT
)2
> R
+WN,−Ψ
 1
Nd
∑
i∈TdN
(
θi,N0
)2
> R

+WN,−Ψ
 1
Nd
∑
i∈TdN
∫ T
0
(
θi,Nt
)2
dt > R
 =.. ❥1 + ❥2 + ❥3 .
(7.13)
Fix a κ < cΨ. With the exponential Chebychev inequality, we get
❥1 ≤ e−N
dRκ
∏
i∈TdN
sup
w∈W
EW−Ψi
N
,w
[
eκ(θT )
2
]
≤ e−N
dRκCN
d
, (7.14)
where we use Lemma 5.15 (i) to get the last inequality. By the Chebychev inequality we get also for ❥2
❥2 = νN
 1
Nd
∑
i∈TdN
(
θi,N0
)2
> R
 ≤ e−NdRκ ∏
i∈TdN
∫
R
eκθ
2
ν i
N
(dθ) ≤ e−N
dRκCN
d
, (7.15)
where we use Assumption 1.2 and Assumption 1.7 in the last inequality. For ❥3 we get from the expo-
nential Chebychev inequality and Lemma 5.15 (ii)
❥3 ≤ e−N
dRκ
∏
i∈TdN
sup
w∈W
EW−Ψi
N
,w
[
eκ
∫
T
0
(θt)
2dt
]
≤ e−N
dRκCN
d
. (7.16)
Proof. [of Lemma 7.5] With 1p +
1
p′ = 1, we get by the Hölder inequality
EWN,−Ψ
[
eN
dF(LN)1ILN 6∈NR
]
≤ EWN,−Ψ
[
eN
dpF(LN)
] 1
p
WN,−Ψ
[
LN 6∈ NR
] 1
p′ . (7.17)
For δ > 0 and p > 1 small enough, such that p
(∥∥J∥∥
L1
+ δ
)
< cΨ, we can bound F form above as in (7.9)
when N > Nδ. Then
EWN,−Ψ
[
eN
dpF(LN)
]
≤
∏
i∈TdN
sup
w∈W
EW−Ψi
N
,w
[
ep(‖J‖L1+δ)((θT )
2+(θ0)
2)
]
≤ CN
d
, (7.18)
where we use Lemma 5.15 (i) in the last inequality. With Lemma 7.4, we conclude
EWN,−Ψ
[
eN
dF(LN)1ILN 6∈NR
]
≤ CN
d
e
−Nd 1
p′
κR
, (7.19)
for κ < cΨ, when N and R are large enough. This proves Lemma 7.5.
Proof. [of Lemma 7.6] Take an arbitrary sequence Q(n) ∈ NR that converges in M1
(
Td ×W × C([0, T ])
)
to a Q ∈ M1
(
Td ×W × C([0, T ])
)
. Now we want to show that Q ∈ NR. To this end, we define the cutoff
functions for M ∈ R+
χM (θ) ..= (θ ∧M) ∨−M. (7.20)
The function Td ×W × C([0, T ]) ∋
(
x,w, θ[0,T ]
)
7→ χM
(
θ2T
)
∈ R is a continuous, bounded function. By
the weak convergence of Q(n),
∫
χM
(
θ2T
)
Q(n) →
∫
χM
(
θ2T
)
Q for each M ∈ R+. Hence∫
χM
(
θ2T
)
Q ≤ R. (7.21)
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By the monotone convergence theorem this implies∫
θ2TQ ≤ R. (7.22)
Similar calculations with χM
(
θ20
)
and χM
(∫ T
0
θ2t dt
)
imply also the boundedness by R of the other two
conditions in NR. Hence NR is closed.
Proof. [of Lemma 7.7] Fix an R > 0, a measure Q ∈ NR, with H
(
Q
∣∣dx⊗ ζx (dw) ⊗W−Ψx,w ) <∞. Hence
in particular that Q ∈ ML1
(
Td ×W × C([0, T ])
)
. Moreover fix a weakly converging sequence of empirical
measures LNn → Q in NR. We show now that F
(
LNn
)
→ F (Q).
Because the integrands in F are neither continuous nor bounded, we approximate J by continuous
Jℓ and the spin values by cutoff functions χM (θ, θ
′) = χM (θ)χM (θ
′) as in (3.123). The five arising
summands (similar to (3.123)), can all be bounded by ǫ, by the same approach that we use in Step 5.2.1
in Chapter 3.3. This implies the convergence of F
(
LNn
)
→ F (Q).
This approach requires that LNn , Q ∈ NR, the Assumption 1.4, that LNn ⊗ LNn is tight and that on
compact subsets of
(
Td ×W × C([0, T ])
)2
the spin value paths are equibounded.
We need the last two properties to bound C and D of (3.123). Indeed when considering the second
summand of F we get for we get for C∣∣∣∣∫ Jℓ (x− x′, w, w′) (θ′T θT − χM (θ′T )χM (θT )) (LNn ⊗ LNn)∣∣∣∣
≤ LNn ⊗ LNn
[ (
θ[0,T ], θ
′
[0,T ]
)
:
∣∣θ[0,T ]∣∣∞ > M or ∣∣∣θ′[0,T ]∣∣∣∞ > M] |Jℓ|∞
∫
Td×W×C([0,T ])
(θT )
2 LNn
≤ LNn ⊗ LNn
[(
T
d ×W × C([0, T ])
)2
\Kǫ
]
|Jℓ|∞R ≤ Cǫ
1
2 ,
(7.23)
for a suitably chosen compact set Kǫ and M > 0, such that θ[0,T ] ∈ Kǫ implies that
∣∣θ[0,T ]∣∣∞ ≤M . The
first summand of F can be bounded analogue.
Note that we get the tightness of LNn ⊗ LNn by Prokhorov’s theorem and because the conver-
gence of LNn → Q implies the convergence of LNn ⊗ LNn → Q ⊗ Q. Moreover on compact subsets
of
(
Td ×W × C([0, T ])
)2
, the spin value paths are equibounded by Lemma 2.21 (i).
Proof. [of Lemma 7.8] To prove this lemma, we use that the probability of LN being outside of MR
under PN decays exponentially fast, i.e. there is a λ ∈ R+ and a C > 0 such that for all N ∈ N and R
large enough
WN,−Ψ
[
LN 6∈ MR
]
≤ e−N
dλRCN
d
. (7.24)
We get this exponential bound from Lemma 3.32, because LN ∈ MR if and only if µN[0,T ] ∈ Cϕ,R with
ϕ = θ2. The necessary assumptions for this lemma (i.e. Assumption 3.1 a.a)-c.)) are satisfied for the
drift coefficient −Ψ′ (by the Assumption 1.7 and the same arguments as in Chapter 3.3).
If Q ∈M1
(
Td ×W × C([0, T ])
)
\M∞, then Q 6∈ MR for all R > 0. Then for R large enough
−H
(
Q
∣∣dx⊗ ζx (dw) ⊗W−Ψx,w ) ≤ − inf
Q′ 6∈MR
H
(
Q′
∣∣dx⊗ ζx (dw)⊗W−Ψx,w )
≤ lim inf
N→∞
1
Nd
logWN,−Ψ
[
LN 6∈ MR
]
≤ −λR+ logC,
(7.25)
by (7.24), by the large deviation principle of
{
LN ,WN,−Ψ
}
and by MR being closed (by a similar proof
as for Lemma 7.6).
Remark 7.9. We could also prove (7.24) without using the Lemma 3.32. One would have to show at
first the exponential decay of the probability of being outside of MR under WN,−Ψ. This can be done by
the direct approach to transfer the problem to the measure WN,0 (by the Girsanov theorem) and then to
use the Doob submartingale inequality.
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7.3 I is a good rate function (Lemma 7.3)
Proof. [of Lemma 7.3] We have to prove that L≤c
(
I
)
is compact. Therefore we show at first that L≤c
(
I
)
is a subset of NR for R large enough, then that it is closed and finally that it is compact.
Step 1: L≤c
(
I
)
is a subset of NR for R large enough:
Fix a Q ∈ L≤c
(
I
)
. Then I (Q) ≤ c implies that Q ∈ N∞ and Q ∈ M
L
1
(
T
d ×W × C([0, T ])
)
. Choose
R > 0 such that Q ∈ NR+ 1R \NR. Then
I (Q) = H
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w )− F (Q) ≥ κR+ CR − ∥∥J∥∥L1 (R+ 1R
)
, (7.26)
with κ ∈ R such that
∥∥J∥∥
L1
< κ < cΨ (possible due to Assumption 1.7). In this equality we use a similar
calculation as in (7.25) to bound the relative entropy (with NR instead of MR and with Lemma 7.4).
The upper bound on F holds by Assumption 1.4 and by Q having the Lebesgue measure as projection
to Td.
The right hand side of (7.26) tends to infinity when R increases (by Assumption 1.7). Hence there is
a R large enough such that Q ∈ NR if Q ∈ L≤c
(
I
)
.
Step 2: L≤c
(
I
)
is a closed:
Take a sequence
{
Q(n)
}
n
⊂ L≤c
(
I
)
⊂ NR, such that Q
(n) → Q in M1
(
T
d ×W × C([0, T ])
)
. Then
Q ∈ NR because this set is closed (Lemma 7.6). By F being continuous on NR and the relative entropy
being lower semi-continuous,
I (Q) ≤ lim inf
n→∞
I
(
Q(n)
)
≤ c. (7.27)
Step 3: L≤c
(
I
)
is compact:
We use now the exponential tightness of
{
LN ,WN,−Ψ
}
derived in Chapter 5.2.3. The corresponding
compact sets KA are defined in (5.27). We claim that there is a A > 0 such that L≤c
(
I
)
⊂ KA. Take a
Q ∈ L≤c
(
I
)
⊂ NR with Q 6∈ KA for a A > 0. Then
I (Q) = H
(
Q
∣∣dx⊗ ζx (dw)⊗W−Ψx,w )− F (Q) ≥ A− ∥∥J∥∥L1 R, (7.28)
where we bound F as in (7.26) and the lower bound on the relative entropy follows by the same calculation
as in (7.25) with KA instead of MR and with (5.29). This implies that there has to be a A > 0, such
that L≤c
(
I
)
⊂ KA.
Therefore we conclude that the sets L≤c
(
I
)
are compact as closed subsets of a compact set.
7.4 Discussion of the different subsets that we use in the proofs
In the previous chapters we use the three different subsets of M1
(
Td ×W × C([0, T ])
)
, MR (defined in
(7.1)), NR (defined in (7.5)) and KL (defined in (5.27)). Let us briefly discuss why we do not restrict
the attention to one of these sets.
On the one hand, we need a compact set for the proof that I is a good rate function (Lemma 7.3). On
the other hand, we need a closed set on which the function F is continuous and bounded in Lemma 7.2.
Each of the sets KL and NR only satisfies one of these properties. The set NR is not compact, because
the definition does not include equicontinuity. Whereas the set KL is only abstractly defined, what seems
to make it impossible to show that F is continuous on this set.
Moreover we need for the proof that one representation of the rate function implies the other (see the
proof of Theorem 5.12 in Chapter 5.2.1), that the function β (defined in (3.119)) is uniformly bounded
in time for t ∈ [0, T ], such that the martingale problem for the SDE (5.10) well posed. This is the case
for all measure in M∞, but not for all measures in N∞.
Then the natural question arises, why not using MR in the proof in Chapter 7 of the Theorem 5.12.
In Step 1 of the proof of Lemma 7.2, we apply the extended Varadhan’s Lemma (Theorem A.1). To apply
this lemma, we need that the probability WN,−Ψ
[
LN 6∈ MR
]
decays like eκR with κ >
∥∥J∥∥
L1
. However
in general we can show an exponential decay but not with a κ >
∥∥J∥∥
L1
(e.g. by the approach in (7.24)
or the one sketched in Remark 7.9),
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This is different for the sets NR, because in the proof of the exponential decay for these sets
(Lemma 7.4), we can benefit from the integrals with respect to time arising by the Girsanov theorem.
These integrals can however not approximate the supremum in MR.
Remark 7.10. The rate function is infinite outside of the set M∞. Moreover PN
[
LN ∈M∞
]
= 1
(this follows e.g. by similar arguments that show (7.24)). Therefore
{
LN , PN
}
satisfies a large deviation
principle on M∞ (by Lemma 4.1.5 (b) in [11]).
We could consider the subspace M∞ from the very first, i.e. to consider the LDP of
{
LN ,WN,−Ψ
}
on the subspace M∞ (this LDP exists due to Lemma 4.1.5 (b) in [11], by (7.24) and Lemma 7.8). Then
by the same arguments and steps as in the proof in Chapter 7 of Theorem 5.12, we would get a LDP of{
LN , PN
}
on M∞, with the rate function I.
However it simplifies the proof of Chapter 7 only marginally and the result for the whole space
M1
(
T
d ×W × R
)
is stronger.
Appendices
A A generalisation of Varadhan’s lemma to nowhere continuous functions
A.1 Introduction
Varadhan proved in [28] in Chapter 3 a generalisation of the Laplace method, that is referred to as
Varadhan’s lemma. The lemma is a consequence of the large deviation principle. It gives a precise
description of the logarithmic asymptotic (for N →∞) of expectations like
E
[
eNφ(ξN )
]
. (A.1)
For example Varadhan’s lemma can be used to transfer the LDP from P to eφP, by the relation between
the Laplace principle and the large deviation principle (see [13] Chapter 1). It requires usually that
the function φ is continuous and satisfies a tail condition or that it is even bounded ([28] Chapter 3,
[11] Theorem 4.3.1, [13] Theorem 1.2.1, [12] Theorem III.13).
In the following we generalise this to functions φ that are not continuous. We only require that φ
can be approximated (in an appropriate sense) by two sequences of measurable functions. Moreover we
need beside the tail condition, further condition concerning the difference of φ and the approximating
functions. For continuous φ, the sequences can be chosen to equal φ everywhere and our conditions shrink
to the usual tail condition.
In [20], the upper bound of Varadhan’s lemma is extended to hold for functions φ that are not upper
semi-continuous. However the authors require that either the rate function is continuous or that the level
sets φ−1 ([a,∞]) are closed for all a large enough. In the models that we have in mind none of these two
conditions are satisfied.
We state the main result in Chapter A.2. Then we discuss in Chapter A.4 some less general conditions,
that might be simpler to prove, under which the main results still holds. We state our proof of the extended
Varadhan’s lemma in Chapter A.3. Finally we give some examples, that indicate why the extension is
useful.
A.2 The main result
Let X be a regular topological space and {ξN} be a family of random variables with values in X . We
denote by
{
P
N
}
the probability measures associated with {ξN}.
In the following theorem we state a Varadhan type lemma for a non-continuous and unbounded
function φ, that satisfies the usual tail condition (see condition e.)). Moreover we require the existence of
two sequences of functions (φ
R
and φR) that approximate (in a appropriate lower/upper semicontinous
way) φ. These sequences have to satisfy two conditions (c.) and d.)). We show in Chapter A.4 how the
conditions of this Theorem can be simplified.
Set
S∗ ..= sup
x∈X:I(x)<∞
{(φ− I) (x)} ∈ R ∪ {−∞,∞} . (A.2)
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Theorem A.1. Assume that
(
ξN ,P
N
)
satisfies a LDP with speed aN on X with good rate function
I : X → [0,∞]. Let φ be a measurable function X → R∪{−∞,∞}. Assume that the following conditions
are satisfied.
a.) There is a family of measurable functions
{
φ
R
}
R∈R+
from X → R ∪ {−∞,∞} , such that
∀ (x ∈ X with I (x) <∞) ∀δ > 0 ∃R∗x,δ > 0 such that ∀R > R
∗
x,δ
exists an open neighbourhood Ux,δ,R ⊂ X of x, such that
inf
y∈Ux,δ,R∩supp{ξN}
φ
R
(y) ≥ φ (x)− δ. (A.3)
b.) There is a family of measurable functions
{
φR
}
R∈R+
from X → R ∪ {−∞,∞}, such that
∃R∗ > 0 such that ∀R > R∗ ∀ (x ∈ X with I (x) <∞) ∀δ > 0
exists an open neighbourhood Ux,δ,R ⊂ X of x, such that
sup
y∈Ux,δ,R∩supp{ξN}
φR (y) ≤ max {S
∗, φ (x)}+ δ. (A.4)
c.) For all ǫ > 0
lim
R→∞
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
= lim
R→∞
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )
]
.
(A.5)
d.) For all ǫ > 0
lim sup
R→∞
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )1I{φ(ξN )>φR(ξN )+ǫ}
]
≤ S∗. (A.6)
e.) The following tail condition holds
lim
M→∞
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )1Iφ(ξN )≥M
]
≤ S∗. (A.7)
Then
lim
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
= S∗. (A.8)
Remark A.2. The condition I (x) < ∞ in the supremum in the definition (A.2) of S∗ can be dropped,
if φ (x) <∞ for all x ∈ X.
Remark A.3. Theorem A.1 implies the usual Varadhan’s lemma. If φ : X → R∪{−∞,∞} is continuous,
then set φ
R
= φR = φ and all the conditions except the tail condition e.) are immediately satisfied.
Remark A.4. We need the conditions c.), d.), to reduce the proofs of the Varadhan lower and upper
bound for φ to the analysis of Varadhan lower and upper bounds on φ
R
and φR respectively. The Varadhan
lower and upper bounds for these sequences can finally be shown by a similar proof as for the original
Varadhan’s lemma (e.g. [11] Theorem 4.3.1), due to the conditions a.) and b.).
Remark A.5. The conditions a.) and b.) on φ
R
and φR differ. For the latter the lower bound R
∗ on R
is uniformly in δ and x. Whereas for φ
R
it does not have to be uniformly in these variables.
Remark A.6. As in [28] Chapter 3, we could also treat a different function φN for each N ∈ N. Then
we would get
lim
N→∞
a−1N logEPN
[
eaNφ
N (ξN )
]
= S∗ (A.9)
if the conditions c.), d.) and e.) hold with φ replaced by φN .
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Remark A.7. To apply Bryc’s Lemma (inverse Varadhan Lemma), one can use φ = F + G with
G ∈ Cb(X) and F : X → R such that the F − I is the new rate function. By the continuity and
boundedness of G, it is enough to find pointwise (to F ) converging sequences {FR} and
{
FR
}
and to
look at φ
R
= FR +G and φR = FR +G.
We split the proof in showing that the right hand side of (A.8) is a lower bound (Lemma A.8) and
an upper bound (Lemma A.9) for the left hand side.
Lemma A.8. Let φ and
{
φ
R
}
be defined as in Theorem A.1. and the large deviation lower bound for(
ξN ,P
N
)
with speed aN holds with rate function I. When a.) and c.) hold, then
lim inf
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
≥ S∗. (A.10)
Lemma A.9. Let φ and
{
φR
}
be defined as in Theorem A.1. and the large deviation upper bound for(
ξN ,P
N
)
with speed aN holds with rate function I. When b.), d.) and e.) hold, then
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
≤ S∗. (A.11)
A.3 Proof of the generalised Varadhan’s lemma
A.3.1 Proof of the lower bound (Lemma A.8)
Proof. This proof is organised as follows. At first we show that the function φ in the exponent on the
left hand side of (A.10) can be replaced by φ
R
, with an arbitrary small error ǫ for R large enough (see
(A.12) and (A.13)). This requires the condition c.). Then we use a similar idea as in the proof of the
lower bound of the usual Varadhan Lemma in [11] (proof of Lemma 4.3.4). Here we use condition a.)
(compare this to the application of the lower semi continuity condition in the proof in [11]). This leads
to the claimed lower bound for each x ∈ X (see (A.15)).
Fix a ǫ > 0 and a R, then
lim inf
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
≥ lim inf
N→∞
a−1N logEPN
[
eaNφ(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
≥ −ǫ+ lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
.
(A.12)
By condition c.), we get for R large enough that the right hand side of (A.12) is greater or equal to
≥ −2ǫ+ lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )
]
. (A.13)
We fix an arbitrary x ∈ X with I (x) < ∞ and an arbitrary δ > 0. By the condition a.) there is a
open neighbourhood Ux,δ,R of x such that
inf
y∈Ux,δ,R∩supp{ξN}
φ
R
(y) ≥ φ (x) − δ. (A.14)
Using this the large deviation lower bound of ξN , the right hand side of (A.12) is greater or equal to
≥ −2ǫ+ lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{ξN∈Ux,δ,R}
]
≥ −2ǫ+ inf
y∈Ux,δ,R∩supp{ξN}
φ
R
(y) + lim inf
N→∞
a−1N logPN [ξN ∈ Ux,δ,R]
≥ −2ǫ+ φ (x)− δ − I (x) .
(A.15)
Now let δ and ǫ tend to zero. Hence we get for all x ∈ X (with I (x) <∞),
lim inf
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
≥ φ (x)− I (x) . (A.16)
This implies the Varadhan lower bound (A.10).
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A.3.2 Proof of the upper bound (Lemma A.9)
Proof. To prove the Varadhan upper bound we replace the function φ in the exponent of the left hand
side of (A.11) by the function φR. Therefore we split the expectation on the left hand side of (A.11)
into the events when φ is greater or lower than a M ∈ R. Moreover we split it again in the events
that φ exceeds φR more or less than ǫ. Then we interchange the max and lim sup to investigate the
three situations separately (see (A.17)). Only the situation when φ exceeds φR less than ǫ needs further
investigation due to the conditions d.) and e.) (see also (A.21)). In that situation we replace φ in the
exponent by φR with error ǫ. Then for φR in the exponent we use parts of the usual proof of Varadhan’s
upper bound of [11] Lemma 4.3.6. This leads to (A.20). Here we use condition b.) (compare this to the
application of the upper semi continuity condition in the proof in [11]). Finally in (A.21) we combine
these calculations and conclude the claimed upper bound.
Fix an M ∈ R, an ǫ > 0 and an R > 0.
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
≤
{
lim sup
N→∞
a−1N log
(
EPN
[
eaN(φR(ξN )∧M)
]
eaN ǫ
)}
∨
{
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )1Iφ(ξN )≥M
]}
∨
{
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )1I{φ(ξN )>φR(ξN )+ǫ}
]}
.
(A.17)
We show that the first lim sup of the right hand side leads to the claimed upper bound. Therefore we
use parts of the proof of [11] Lemma 4.3.6 for the upper bound of Varadhan’s Lemma. Fix α, δ ∈ R+.
The function I is lower semi continuous and φR satisfies b.). Hence (for R large enough) for each x ∈ X
there is a open neighbourhood Ax = Ax,δ,R ⊂ X of x such that
sup
y∈Ax∩supp{ξN}
φR (y) ≤ max {S
∗, φ (x)}+ δ and inf
y∈Ax
I (y) ≥ I (x) − δ. (A.18)
Using these Ax we find a finite cover U
N(α)
i=1 Axi of the level sets I
−1 ([0, α]) with xi ∈ I−1 ([0, α]) by the
compactness of I−1 ([0, α]). Then
EPN
[
eaN(φR(ξN )∧M)
]
≤
N(α)∑
i=1
eaN (max{S
∗,φ(xi)}+δ)P
N
[
ξN ∈ Axi
]
+ eaNMPN
N(α)⋃
i=1
Axi
c  . (A.19)
By the large deviation upper bound of ξN with rate function I we get
lim sup
N→∞
1
aN
logEPN
[
eaN(φR(ξN )∧M)
]
≤ max
{{
N(α)
max
i=1
{
max {S∗, φ (xi)} − inf
x∈Axi
I (x)
}
+ δ
}
, {M − α}
}
≤ max
{
S∗ + δ,
{
N(α)
max
i=1
{(φ− I) (xi)}+ 2δ
}
, {M − α}
}
≤ max
{{
sup
x∈X:I(x)<∞
{(φ− I) (x)}+ 2δ
}
, {M − α}
}
.
(A.20)
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Combining (A.20) into (A.17), we get for R > R (α, γ, δ)
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )
]
≤
{
ǫ+ sup
x∈X,I(x)<∞
{φ (x)− I (x)}+ 2δ
}
∨ {ǫ +M − α}
∨
{
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )1Iφ(ξN )≥M
]}
∨
{
lim sup
N→∞
a−1N logEPN
[
eaNφ(ξN )1I{φ(ξN )>φR(ξN )+ǫ}
]}
.
(A.21)
Take now at first the limit R→∞. Then the last lim sup vanishes due to condition d.). Because α, δ are
arbitrary take then the limits α→∞, δ → 0. Afterwards let M tend to infinity and apply condition e.).
Finally ǫ is also arbitrary small. Hence we have proven Lemma A.9.
A.4 Simplifications of the conditions in Theorem A.1
A.4.3 The condition a.) on φ
R
Lemma A.10. The condition a.) on φ
R
is satisfied if
• each φ
R
: X → R is lower semi continuous and
•
{
φ
R
}
converge pointwise to φ on {x ∈ X : I (x) <∞} for R→∞.
Proof. By the lower semi continuity there is for each x ∈ X with I (x) <∞, each δ > 0 and each R > 0,
a neighbourhood Ux,δ,R ⊂ X of x such that
inf
y∈Ux,δ,R
φ
R
(y) ≥ φ
R
(x) −
δ
2
. (A.22)
Moreover by the pointwise convergence there is a R∗x,δ such that for all R > R
∗
x,δ
φ
R
(x) > φ (x)−
δ
2
. (A.23)
Therefore the claimed condition a.) is proven.
A.4.4 The condition b.) on φR
Lemma A.11. The condition b.) on φR is satisfied if
• each φR : X → R is upper semi continuous and
• for each δ > 0 there is a R∗δ ∈ R+ such that for all R ≥ R
∗
δ , φR (x) ≤ max {S
∗, φ (x)} + δ for all
x ∈ {x ∈ X : I (x) <∞}.
Proof. By the upper semi continuity we have that for each x ∈ {x ∈ X : I (x) <∞}, each δ and each
R ∈ R+ there is a open set Ax,δ,R ⊂ X such that
sup
y∈Ax,δ,R
φR (y) ≤ φR (x) + δ. (A.24)
If we have R > R∗δ , then we know by the second property that the right hand side is lower or equal to
≤ max {S∗, φ (x)}+ 2δ. (A.25)
The class of functions that satisfies b.) is in general larger than the class defined in Lemma A.11. For
an abstract example, see Chapter A.5.8.
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A.4.5 The condition c.)
Lemma A.12. The condition c.) holds if
∀ǫ > 0 ∃Rǫ > 0 such that ∀R > Rǫ ∃Nǫ,R ∈ N such that ∀N > Nǫ,R
EPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
≥ EPN
[
eaNφR(ξN )1I{φ(ξN )<φ
R
(ξN )−ǫ}
]
. (A.26)
Proof. For a, b ≥ 0,
log (a+ b) ≤ max {log (2a) , log (2b)} = max {log (a) , log (b)}+ log (2) ≤ log (a+ b) + log (2) . (A.27)
This implies by the assumption of this lemma that
lim
R→∞
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )
]
= lim
R→∞
lim inf
N→∞
a−1N logmax
{
EPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
,EPN
[
eaNφR(ξN )1I{φ(ξN )<φ
R
(ξN )−ǫ}
]}
= lim
R→∞
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
.
(A.28)
Lemma A.13. The condition c.) holds if
(i) ∀C > 0 ∀ǫ > 0 ∃RC,ǫ > 0 such that ∀R > RC,ǫ ∃NC,ǫ,R ∈ N such that ∀N > NC,ǫ,R
EPN
[
eaNφR(ξN )1I{φ(ξN )<φ
R
(ξN )−ǫ}
]
≤ e−aNC or (A.29)
(ii) ∀ǫ > 0 ∃βǫ ∈ (0, 1]∃Rǫ > 0 such that ∀R > Rǫ ∀N ∈ N
EPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
≥ βEPN
[
eaNφR(ξN )
]
. (A.30)
Proof. We only have to show that the left hand side of (A.5) is greater or equal to the right hand side.
(i) By the condition of this lemma we get as in (A.28) that for each C > 0
lim
R→∞
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )
]
≤ lim
R→∞
lim inf
N→∞
max
{
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
,−C
}
= max
{
lim
R→∞
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
,−C
}
.
(A.31)
Now we let C tend to infinity, what proves the claim.
(ii) In this case the equality (A.5) follows by inserting (A.30) and using that log(β)aN → 0.
The following lemma is a corollary of Lemma A.13 (i).
Lemma A.14. If ∀C > 0 ∀ǫ > 0 ∃RC,ǫ > 0 such that ∀R > RC,ǫ ∃NC,ǫ,R ∈ N such that
e
aN supx∈supp{ξN}
φ
R
(x)
P
N
[
φ (ξN ) < φR (ξN )− ǫ
]
≤ e−aNC , (A.32)
for all N > NC,ǫ,R, then condition Lemma A.13 (i) and hence Condition c.) hold.
Remark A.15. The supremum in (A.32) could be restricted to
{
x : φ (x) < φ
R
(x)− ǫ
}
.
In the following lemma we show that a simpler condition (than the condition Lemma A.13 (i)) implies
the condition c.). The proof of this lemma requires parts of the proof of the Varadhan lower bound (of
Chapter A.3.1). Of course not those parts that require the condition c.).
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Lemma A.16. Let the condition a.) hold. If
∀ǫ > 0 ∃γǫ > 0 ∃R
∗
ǫ > 0 such that ∀R > Rǫ ∃NR ∈ N such that ∀N > N
∗
R
EPN
[
eaNφR(ξN )1I{φ(ξN )<φ
R
(ξN )−ǫ}
]
≤ ean(S
∗−γǫ), (A.33)
then the condition c.) holds.
Proof. Let us fix a ǫ > 0 small enough. Then
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )
]
= lim inf
N→∞
max
{
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
, a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )<φ
R
(ξN )−ǫ}
]}
≤ max
{
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
, S∗ − γǫ
}
.
(A.34)
The left hand side is larger or equal to S∗ as shown in the proof of Lemma A.8 ((A.13) to (A.15)
requires only condition a.)). This implies that
lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )
]
= lim inf
N→∞
a−1N logEPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
, (A.35)
for all R > R∗ǫ , i.e. the condition c.) holds.
A.4.6 The condition e.)
Lemma A.17. The tail condition e.) is satisfied if for some γ > 1
lim sup
N→∞
a−1N logEPN
[
eγaNφ(ξN )
]
<∞. (A.36)
Proof. As shown in Lemma 4.3.8 in [11] the moment condition implies the tail condition. The continuity
of φ is not required.
Lemma A.18. The condition d.) and the following asymptotic tail condition
lim
M→∞
lim
R→∞
lim sup
N→∞
a−1N logEPN
[
eaNφR(ξN )1IφR(ξN )≥M
]
≤ S∗ (A.37)
imply the tail condition e.).
Proof. For all R > 0 we have
EPN
[
eaNφ(ξN )1Iφ(ξN )≥M
]
≤ eaN ǫEPN
[
eaNφR(ξN )1IφR(ξN )≥M−ǫ
]
+ EPN
[
eaNφ(ξN )1I{φ(ξN )>φR(ξN )+ǫ}
]
.
(A.38)
By taking first the maximum of the summands of the right hand side and then the limit R → ∞, the
contribution of the second summand vanishes due to condition d.). Finally we take the limit M → ∞
and use (A.37) to conclude the claimed condition e.).
A.5 Example
If φ is continuous, then all conditions of Theorem A.1 simplify to the usual conditions of Varadhan’s
lemma (see Remark A.3).
We state now at first a simple example of sums Bernoulli random variables and show that the gener-
alised Varadhan’s lemma (Theorem A.1) hold for functions with one jump point. Finally we show that an
abstract setting implies the conditions of Theorem A.1. In this setting the function φ might be nowhere
continuous.
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A.5.7 A simple example
Let θi be i.i.d. random variables with distribution Bern (p) for p > 12 , i.e. θ
i = 1 with probability p and
θi = −1 with probability 1 − p. Define the random variables ξN =
1
N
∑N
i=1 θ
i. These random variables
satisfy a large deviation principle with rate function
Λ∗ (x) =
1
2
[
(x+ 1) log
(
x+ 1
p
)
+ (1− x) log
(
1− x
1− p
)]
− log (2) , (A.39)
for x ∈ [−1, 1] and infinity otherwise.
For a α ∈ (0,Λ∗ (0)), set
φ (x) =
{
0 if x > 0
α else.
(A.40)
We show now that the conditions of Theorem A.1 hold. Set φR = φ. Then condition d.) holds.
Moreover condition b.) is satisfied, because φ is upper semi continuous. By the boundedness of φ also
the tail condition e.) holds. Define
φ
R
(x) =
{
0 if x ≥ 1R
α else.
(A.41)
This function is lower semi-continuous and converges pointwise to φ. This implies by Lemma A.10 the
condition a.).
We only have to show that condition c.) holds. We do this now with help of the Lemma A.12.
Then
EPN
[
eNφR(ξN )1I{φ(ξN )<φR(ξN )−ǫ}
]
= eNαPN
[
ξN ∈
(
0,
1
R
)]
≤ eNαPN
[
ξN <
1
R
]
≤ eNαe
−N inf
x≤ 1
R
(Λ∗(x)+oN (1))
≤ eNαe−N(Λ
∗( 1R)+oN (1)),
(A.42)
for R large enough, because p > 12 . Moreover
EPN
[
eaNφR(ξN )1I{φ(ξN )>φ
R
(ξN )−ǫ}
]
≥ PN
[
ξN ≥
1
R
]
≥ e
−N
(
inf
x≥ 1
R
−ǫ
Λ∗(x)+oN (1)
)
= e−NoN(1), (A.43)
for R large enough, because p > 12 . Hence the condition of Lemma A.12 is satisfied because α < Λ
∗ (0).
A.5.8 Class of examples
A class of examples is given by the following abstract setting. We show for example in Chapter 7, that
the concrete example (1.4) of the local mean field model satisfies these conditions.
(A.5.8.i) I be the good rate function as stated in Theorem A.1 and φ be a measurable function X →
R ∪ {−∞,∞}.
(A.5.8.ii) For each R ∈ N, let MR ⊂ X be a closed subset, such that MR ⊂MR+1.
We set Ξ ..=
⋃
MR.
(A.5.8.iii) I (x) =∞ if x 6∈ Ξ.
(A.5.8.iv) For each R ∈ R, x ∈ MR with I (x) < ∞ and each sequence
{
x(n)
}
⊂ MR ∩ supp {ξN} with
x(n) → x, the following convergence holds: φ
(
x(n)
)
→ φ (x).
This holds in particular when the restriction of φ to MR is continuous for each R.
(A.5.8.v) There is an α : R+ → R+ and a N∗ ∈ N such that, for all N > N∗, φ (ξN ) ≤ α (R), when
ξN ∈MR.
(A.5.8.vi) There is a function β : R+ → R, such that PN [ξN 6∈MR] ≤ e−aNβ(R).
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(A.5.8.vii) limR→∞ α (R)− β (R) = −∞.
(A.5.8.viii)
lim sup
R→∞
lim sup
N→∞
1
aN
logEPN
[
eaNφ(ξN )1I{ξN 6∈MR}
]
= −∞. (A.44)
(A.5.8.ix) φ satisfies the tail condition e.) or it satisfies (A.36).
Remark A.19. Note that the most important condition is (A.5.8.iv). In this abstract setting, the function
φ might be nowhere continuous, as long as this condition holds. The other conditions are only necessary
to reduce the analysis to sequences the fit in the setting of (A.5.8.iv).
We define
φR (x) =
{
φ (x) if x ∈MR
α (R) otherwise
φR (x) =
{
φ (x) if x ∈MR
S∗ otherwise.
(A.45)
Lemma A.20. These conditions allow the application of Theorem A.1.
Proof. Step 1: Condition a.):
The φR is measurable, because φR restricted to MR is measurable (by (A.5.8.i)), the MR are closed
and φR is constant outside of MR.
To show the other part of this condition, fix an R > 0, a δ > 0 and an x ∈ MR, with I (x) <∞. On
MR, φR = φ. Hence by (A.5.8.iv), there is a open set Ûx,δ,R ⊂MR such that
inf
y∈Ûx,δ,R∩supp{ξN}
φR (y) ≥ φ (x) − δ. (A.46)
Denote by Ux,δ,R the open subset of X , such that Ûx,δ,R = Ux,δ,R∩MR. For each y ∈ Ux,δ,R\Ûx,δ,R, with
y ∈ supp {ξN}, φR (y) = α (R) ≥ φR (x) by (A.5.8.v). Hence φR satisfies condition a.) for x ∈MR.
For x 6∈MR, there is a open neighbourhood Ux,δ,R of x with Ux,δ,R∩MR = ∅ (because MR is closed).
On Ux,δ,R, φR is constant and equals S
∗. This implies condition a.).
Step 2: Condition b.):
The function φR is measurable by the same arguments as φR.
Fix an arbitrary R > 0, a δ > 0 and a x ∈ MR with I (x) < ∞. By (A.5.8.iv), there is an open
neighbourhood Ûx,δ,R ⊂MR such that
sup
y∈Ûx,δ,R∩supp{ξN}
φR (y) ≤ φ (x) + δ. (A.47)
Denote by Ux,δ,R the open subset of X , such that Ûx,δ,R = Ux,δ,R ∩MR. Then
sup
y∈Ux,δ,R∩supp{ξN}
φR (y) ≤ max
{
sup
y∈Ûx,δ,R∩supp{ξN}
φR (y) , S
∗
}
≤ max {φ (x) + δ, S∗} . (A.48)
The case when x 6∈MR, can be treat as in condition a.). This implies condition b.).
Step 3: Condition c.) holds:
To show this condition we show the sufficient condition of Lemma A.14. By the definition of φR and
((A.5.8.v)), we know that φ (ξN ) < φR (ξN )− ǫ implies that ξN 6∈MR. Hence
e
aN supx∈supp{ξN}
φR(x)
P
N
[
φ (ξN ) < φR (ξN )− ǫ
]
≤ eaNα(R)PN [ξN 6∈MR] ≤ e
aN (α(R,N)−β(R))
(A.49)
by (A.5.8.v), (A.5.8.vi). Finally (A.5.8.vii) implies the condition of Lemma A.14.
Step 4: Condition d.) holds:
This condition is satisfied by (A.5.8.viii) and because φ (ξN ) > φR (ξN ) + ǫ implies that ξN 6∈MR.
Step 5: Condition e.) holds:
We assume this in (A.5.8.ix).
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