We present a simple scheme for on-line estimation of covariance parameters in statistical data assimilation systems. The scheme is based on a maximumlikelihood approach in which estimates are produced on the basis of a single batch of simultaneous observations. Single-sample covariance estimation is reasonable as long as the number of available observations exceeds the number of tunable parameters by two or three orders of magnitude.
Introduction
This paper concerns the determination of unknown parameters of the error covariance functions which are required input for atmospheric data assimilation methods (Daley, 1991; Ghil & Malanotte-Rizzoli, 1991) . Statistical data assimilation involves explicit specification of the error statistics for the primary quantities used to produce an analysis: the model forecast and the current observations. Statistical methods which have been implemented in operational forecast systems include Optimal Interpolation (OI) (Bergman, 1979; Lorenc, 1981) and Spectral Statistical Interpolation (SSI) (Parrish & Derber, 1992) . These methods differ mainly in their representation of the error covariance associated with a model forecast (see e.g. Todling and Cohn (1994) ) and can be regarded as approximations to the Kalman filter (Ghil et al., 1981; Cohn, 1982) . Three-and four-dimensional variational data assimilation methods (3DVAR, 4DVAR) (Lewis & Derber, 1985; Le Dimet & Talagrand, 1986; Talagrand & Courtier, 1987) require, besides observation error statistics, the error covariance of the background field. Obtaining accurate information about the background error, which depends on knowledge of forecast error statistics, will be important for future implementations of 4DVAR (Courtier et al., 1994) .
Forecast error derives from two distinct sources: errors al ready present in the initial data used to produce the forecast, and additional errors due to differences between the forecast model and the actual atmosphere. The latter type of error is usually called model error. How to account for the propagation of initial error is conceptually well-understood, and recent work in this area primarily concerns the development of accurate and efficient schemes for error covariance propagation (Dee, 1991; Cohn, 1993; Todling & Cohn, 1994) . How to properly incorporate the effects of model error on forecast error statistics is a much harder problem which has received little attention so far.
It has been suggested that a nonlinear extension of the Kalman filter will offer the best solution to the atmospheric data assimilation problem as soon as it becomes computationally feasible. All experiments that show the possibilities and advantages of applying Kalman filter techniques to atmospheric data assimilation, however, have been performed using simulated, highly idealized atmospheres. Such theoretical studies have been -and still are -needed in order to investigate fundamental issues regarding Kalman filter techniques and their relationship with currently operational data assimilation methods. An important limitation of this type of work is that the introduction of a simulated atmosphere implies that model error is controlled by the designer of the experiment, and that a complete statistical description is available. The situation in practice will, of course, be quite different.
In reality we are faced with a serious shortage of objective information about model error. Studies of the effect of model error sources on forecast error in operational systems (Boer, 1984; Dalcher & Kalnay, 1987; Tribbia & Baumhefner, 1988) have not produced quantitative information in a form which is useful for data assimilation. For operational forecast models, even the simplest type of quantification of model errore.g., a statistical signal-to-noise ratio -is generally lacking. A complicating factor is that model error characteristics can be expected to change with time: on a synoptic time scale, the discrepancy between a forecast model and the actual atmosphere undoubtedly depends on the prevailing local (in space and time) weather conditions; on a longer time scale, model error amplitude hopefully decreases (in a statistical sense) as models improve. Yet, in spite of our poor understanding of model error, a complete statistical description will have to be provided in order to implement a Kalman filter technique in an operational setting.
As pointed out in Dee (1991) , this enormous information requirement, rather than the computational demand, is the real obstacle to a successful implementation of the Kalman filter. No amount of computing power can produce meaningful results if the required input is missing or misspecified. Moreover, as we argue in some detail in this paper, it is generally not possible to obtain a complete statistical description of model error, even on the basis of the totality of observational information which is available to us. At best, one can hope to determine certain long-term and/or spatially averaged model error properties, such as characteristic correlation length scales or regionally-averaged variances.
In the absence of model error, errors in a forecast would result exclusively from errors in the initial data. In that case the atmospheric data assimilation problem could be solved by applying model fitting techniques: given a sufficiently long moving time-window of observations, forecast accuracy would be a function of predictability limits only. If, on the other hand, model error is significant -as has been suggested by a number of studies (Boer, 1984; Bloom & Schubert, 1990) , then its effect on forecast error must somehow be accounted for when forecast and observations are combined into an analysis. Cohn (1993) has shown, for dynamics governed by a scalar hyperbolic partial differential equation, that important forecast error characteristics such as correlation length scales can be strongly influenced by their model error counterparts.
Quantitative information about model error must be obtained before it can be determined how and whether sophisticated statistical data assimilation techniques can be successful in actual operational systems. If the influence of model error on forecast error is important, yet complete model error statistics are unknown, then forecast error covariance computations will always turn out to be approximate at best -regardless of the way in which propagation of initial error is accounted for. Given the extent (or lack) of our knowledge of model error, how accurately should one attempt to account for propagation of initial error? This question is especially interesting since covariance propagation represents by far the most expensive step in the Kalman filter algorithm. Finally, how much do we really need to know about forecast error and/or model error in order to produce accurate analyses?
In Figure 1 we show an example of the possible effect on filter performance of incorrectly specified model error statistics. The plot shows the time evolutions of the root-mean-square (rms) energy error for two data assimilation experiments, performed with the two-dimensional linear shallow water model of Cohn and Parrish (1991) . The curves correspond to statistical expectations of forecast and analysis errors (obtained from Kalman filter theory), while the marks denote the errors that actually occurred. In each experiment the same 12-hourly batches of synthetic radiosonde observations were assimilated into a forecast model by means of a simplified Kalman filter (SKF) (Dee, 1991) . The two experiments differ only in the way that model error covariance is specified. The rms-error curve and marks in the lower part of the figure result from a correct specification of model error covariance, while those in the upper part result from misspecification. The disastrous effect of erroneous model error information is clearly visible. The average analysis error level more than doubles after a few days of assimilation. In some cases (at 0.5, 1.5, and again at 5.5 days) the assimilation of observations actually has a negative impact on the analysis! Only two model error covariance parameters play a role in this example. The misspecification consists of an overestimation of model error signal strength by a factor of 2, and underestimation of the model error correlation length, again by a factor of 2. All other statistical properties of model error are specified correctly, including stationarity and whiteness, the fact that model error acts exclusively on the slow subspace of the forecast model, and a great deal of other statistical information. These and other details pertaining to this numerical example will be given in Section 6.
Covariance parameters such as those that play a role in this example can actually be estimated on the basis of the same observations used for producing the analyses. In the context of estimation theory, a number of adaptive filtering approaches have been developed and applied with varying degrees of success to real-life problems (see Moghaddamjoo and Kirlin (1993) for a recent survey). However, the available methods tend to be either excessively expensive to implement in a large, real-time data assimilation system, or they are inapplicable to begin with because they apply to highly specialized situations only.
In this paper we present a simple approach to on-line covariance parameter estimation, specifically designed for a situation in which the number of available observational data for an analysis is much larger than the number of tunable covariance parameters. Thus, our scheme can be used to produce on-line estimates of certain basic error covariance parameters which are currently unknown. Incorporation of the scheme into a statistical data assimilation method will force those parameters to remain consistent with the actual observations. While this will only fulfill part of the total information requirement for a Kalman filter, it should help to improve the performance of practical implementations of statistical data assimilation schemes.
Before presenting the parameter estimation scheme, we clarify in Section 2 what we mean by model error. We do this in order to explain that certain important assumptions usually made in applying estimation theory are generally false in practice. As a consequence, even a full-fledged nonlinear extension of the Kalman filter can do no better than to roughly approximate actual forecast error covariance evolution in an operational setting. It will follow that the model error statistics supplied to a Kalman filter should be viewed as the calibration parameters for the algorithm, to be tuned on observational data.
Calibration of model error statistics is problematic since the totality of observational information at any give time is insufficient to estimate even the state of the atmosphere, let alone a complete set of model error covariances. This necessitates the introduction of parameterized model error representations in order to reduce the number of degrees of freedom. We briefly review a few of these representations in Section 3, and derive an expression for the covariance of observed-minus-forecast residuals which provides the basis for on-line estimation of the covariance parameters.
In Section 4 we present a maximum-likelihood scheme for producing parameter estimates from a single batch of observations at a particular time instant. This estimation scheme can be incorporated into a four-dimensional data assimilation cycle in various ways, in order to produce on-line, time-dependent estimates of model error and/or observation error parameters which are continously adjusted based on current observations. We briefly outline application to the SKF and to OI in Section 5.
We report in Section 6 on some numerical experiments with an adaptive SKF and with an adaptive version of OI, using the linear two-dimensional shallow-water code of Cohn and Parrish (1991) . Although the model is extremely simple compared to actual operational forecast models, we include some rather interesting examples in order to demonstrate that the adaptive scheme can perform well in a wide range of circumstances. In Section 7 we briefly conclude.
Model error
In the introduction we defined model error to be the contribution to forecast error which is due to differences between the forecast model and the actual atmosphere. Estimation theory represents these differences by additive stochastic perturbations: the actual atmosphere is presumed to behave like a noisy version of the forecast model. The situation in reality can be expected to be more complicated.
Consider first a linear forecast model. Numerical integration over one model timestep can be expressed by the difference equation
(1) where f represents the forecast model in operator form, and w f denotes the forecast. Depending on the time index k, the input w f k?1 can be an analysis or a previous forecast, but that is not important here.
Let us assume for the moment that the actual atmosphere is governed by a wellposed system of partial differential equations. Its evolution from time t k?1 to t k can then be described by the equation
where t stands for the (unknown) solution operator associated with the governing PDE (see Cohn and Dee (1988, Sec. 
where ∆ is the operator given by
Equation (4) shows clearly the two sources of forecast error. The first term on the righthand side expresses error propagation by a known, finite-dimensional operator. The second term represents model error, and involves unknown operators and quantities only. So far we only considered model error which is due to the discrepancy between the (linear) forecast model operator Ψ f and the evolution operator Ψ t associated with the actual atmosphere, which we took to be deterministic. A nonlinear version of (4) would contain an additional term representing linearization errors. There may be other, equally intractable sources of model error due to (possibly stochastic) external forces which are not represented by the forecast model at all. The expression for model error appearing in (4), however, shows that the combined effects of model deficiencies (e.g. parameterizations of physical processes, finite resolution) depend nonlinearly upon the actual state of the atmosphere in an unknown manner.
In the Extended Kalman filter (EKF), the forecast error evolution equation (4) assumptions are whiteness (statistical independence of successive noise terms), stationarity (constancy in time of all statistics), absence of bias (statistical mean is zero) and normality (a Gaussian joint probability distribution of all elements of the noise process). All of these can be relaxed in theory; to do so, however, would lead to more complicated algorithms with additional information requirements. In practical applications most of this information is unavailable. The point of this exposition is to show that estimation theory provides a framework which contains inherent approximations, particularly regarding the representation of model error. Application of the theory requires additional approximations. Equation (4) clearly shows that model error indeed depends on the actual atmospheric state, which implies that the assumptions that are usually made in applying the theorye.g., to derive an EKF -are questionable. This remark has important consequences for the design of model error estimation algorithms, as we shall explain below.
Still, the EKF error evolution equation (6) may well represent the best we can do in terms of forecast error modeling, particularly since a more sophisticated scheme would lead to additional information requirements. Replacing model error by a stochastic perturbation to the forecast model is conceptually defensible in view of the multitude of unknown error sources. In view of the previous discussion, however, it would seem that actual implementations of the EKF should incorporate state-dependent model error statistics.
Let us therefore stick with the EKF for the moment, and consider the error covariance evolution associated with a forecast:
where
denote forecast and model error covariances; E is the expectation operator (Jazwinski, 1970, p. 19) . Equation (7) is obtained directly from (6) under the assumption that
i.e., current model error is independent of previous forecast error. In view of the remarks just made, the EKF error covariance evolution equation (7) must be taken with a grain of salt. It is simply a means for representing forecast error covariance, which accounts in an approximate manner for the effects of error propagation by the forecast model as well as for additional effects of model error. Since the underlying assumptions are actually violated, the unknown quantities in the equation should be regarded as calibration parameters which do not necessarily have any physical meaning.
The unknown quantities in the recursion (7) are, of course, the family of covariance matrices fQ k g. In addition, the equation must be initialized with a specification of P f k at some time t k = t 0 . Usually the recursion will start from an analysis, so that P f 0 = P a 0 , an estimate of the analysis error covariance. It can be shown that under certain conditions the effect of misspecification of P f 0 will disappear, provided a sufficient number of observations are assimilated during a sufficiently long period of time (Jazwinski, 1970, Theorem 7.5 The only feasible approach is therefore to severely reduce the number of degrees of freedom by parameterization, and then to try to estimate the parameters. In view of the fact that the representation of model error in the EKF framework by a stochastic perturbation to the forecast model is approximate to begin with, this is also the only sensible approach. It then follows naturally that other approximations can be legitimately introduced in the EKF forecast error covariance evolution equation (7), particularly in the computationally expensive propagation term.
The result will be a severely simplified representation of forecast error covariance. An interesting question is whether this can be effective -that is, whether the representation will be adequate for the purpose of producing accurate analyses. If the forecast model is sufficiently accurate, misspecification of model error covariance might not seriously affect analysis accuracy. On the other hand, the example presented in the Introduction indicates that misspecification of model error covariance can have a significant negative impact indeed.
Covariance parameterization
Parameterizations of model error covariance can be obtained by formulating a set of hypotheses about model error characteristics, and using these to derive an expression for model error covariance
which depends on a vector of unknown parameters. Once such a parameterization has been constructed, (11) represents a model for model error covariance and the objective is to calibrate this model on the basis of available observations.
A special class of parameterizations is obtained by assuming model error to be stationary, i.e., Q k = Q( ) : (12) This reduces the number of degrees of freedom considerably, and opens up the possibility to develop off-line procedures for estimating parameters in Q or possibly Q itself (Daley, 1992a) . Although it is not clear what precisely would be estimated in case model error is not actually stationary, it would seem that much can be learned about the stationary component of model error from such a procedure. This, in turn, might lead to new and improved nonstationary parameterizations.
An adaptive Kalman filter was developed by Bélanger (1974) for a special case of (12), and its possible application to the atmospheric data assimilation problem was explored by Dee (1983) . Bélanger showed how to estimate = ( (1) ; : : :;
; (13) with Q (i) known, meaning that model error is stationary and that its covariance can be expressed as a linear combination of known component matrices. An efficient version of the Bélanger algorithm (Dee et al., 1985) applied to a simplified Kalman filter (Dee, 1990; Dee, 1991) could be computationally feasible for atmospheric data assimilation. However, this adaptive filter relies strongly on unrealistic assumptions (model linearity and model error stationarity) so that it may not work very well in practice. Furthermore, the type of parameterization (13) is not convenient for estimating parameters which appear nonlinearly in Q.
Another type of model error parameterization was introduced by Cohn and Parrish (1991) for the purpose of setting up their Kalman filter experiments with a linearized shallow-water model. This parameterization was derived from the hypothesis originally put forward by Phillips (1986) that forecast error consists of an ensemble of mutually independent slow modes of the forecast model. Phillips' hypothesis is supported in part by diagnostic studies of ECMWF forecast error fields (Hollingsworth & Lönnberg, 1986 ); Cohn and Parrish (1991) have provided some additional theoretical justification as well. For a linear forecast model, the resulting covariance parameterization can be expressed as
where V S is the matrix whose columns are the slow modes of the forecast model and V S is its Hermitian transpose. The diagonal matrix b Q k ( ) is the model error spectrum, meaning that its n th diagonal element is the variance of the n th modal expansion coefficient of model error. Surely when approximate schemes for computing forecast error covariance evolution have developed to the point where they can be made computationally feasible in an operational setting, model error parameterization will start to receive a great deal of attention and more refined parameterizations than (14) will be proposed. Work is currently underway (Cohn, personal communication) toward parameterizing the specific contribution to model error caused by discretization of the governing PDE.
Other known sources of model error can perhaps ultimately be analyzed as well and accounted for by means of a parameterized covariance contribution.
Some operational versions of Optimal Interpolation actually contain parameterized representations of model error, although it is not usually explicitly formulated as such. Forecast error covariances are computed in these systems by imposing a fixed correlation structure and by prescribing the height error increments ∆ e h: the increase in height error standard deviation which is expected to occur during the course of an assimilation cycle. Height error increments can be parameterized in different waysfor example, they can be made to depend on latitude and vertical level only; in general,
Depending on the details of the OI implementation, the quantity ∆ e h k can be formally related to model error covariance Q k . See Todling and Cohn (1994) for a clear explanation of the precise way in which the height error increments can be used in different versions of OI to construct the forecast error covariance. When we refer to model error parameterization below, we include the possibility of height error increment parameterization as well.
Regardless of the particular technique employed, parameterizing model error covariance in a statistical data assimilation scheme leads to a parameterized representation of forecast error covariance:
That is, for any given model error parameterization, a specific choice of the parameters completely determines the model error covariance, which in turn leads to a completely specified forecast error covariance. The precise details of this last step depend on the data assimilation method, particularly on the way in which covariance propagation is represented. Taking it one step further, model error parameterization in fact amounts to a parameterization of the covariance of the innovations v k , given by
where w o k denotes the vector of observations and H k is the observation operatorat time t k . The observation operator is simply a device for comparing forecast model output with observations, generally nonlinear but essentially known; its precise formulation depends on the type of observing instruments it represents as well as on the forecast model. Using the definition of forecast error (3), the innovation can be written 
This expression can be approximated by linearizing the observation operator and neglecting cross-correlations between forecast and observation errors. This results in
with H k a linearized version of H k , and R k the observation error covariance:
At first glance it might seem that observation error statistics are easier to determine than forecast error statistics. Examination of (19), however, shows that this is by no means self-evident. For example, it is not straightforward to determine error characteristics associated with observation operators involving models that stipulate the relationship between forecast model quantities (e.g., temperatures) and observed quantities (e.g., radiances); see Daley (1993) . Let us therefore allow for the possibility of parameterizing observation error as well, i.e.,
with a vector of unknown observation error parameters. Actual observation error statistics are probably state-dependent, just as model error statistics are.
In any case, parameterization of model error (11) and possibly observation error (23) ultimately leads to a parameterization of the innovation covariance:
This expression provides the basis for on-line estimation of the model error parameters and/or the observation error parameters , as follows. Suppose, for the moment, that and are fixed. All statistical data assimilation schemes actually compute the innovation covariance expressed by the right-hand side of (24); this is done during each analysis in order to determine the weighting coefficients in the analysis update. On the other hand, the actual innovations v k are available as well; they are simply the forecast-minus-observed residuals produced by the system, cf. (17). By monitoring the innovations one can check whether the system's innovation covariance representation -the right-hand side of (24) for fixed , -is in fact consistent with the actual innovations; see also Daley (1992b) . We will show in the next section how this can be done without any significant computational expense.
Next, consider and/or unknown. Then the right-hand side of (24) represents a family of innovation covariances rather than a fixed one. It is still the case that the actual innovations v k are available on-line. Therefore one can attempt to locate a particular member of the parameterized family of covariance representations (i.e., find a set of parameter values) which is consistent with the actual innovations being produced by the data assimilation system. This method is known as covariance matching; see Moghaddamjoo and Kirlin (1993, p. 70) . A criterion for consistency will have to be formulated, and this will lead to an optimization problem for the unknown parameters. Thus the parameters and/or can be estimated by calibrating the covariance model on the right-hand side of (24) to the actual innovations.
The general approach outlined here can be implemented in many different ways, depending on the form of the covariance parameterization, on the particular data assimilation scheme, and on the criterion for optimization. If the number of unknown parameters is a small fraction of the total number of observations available for an analysis, then it should be possible to obtain parameter estimates instantaneously, just prior to the analysis. We will explain this in some detail in Section 5. An important advantage of such an approach is that it permits time-dependent parameter estimates which are continuously adjusted on the basis of current observations. If model errors and/or observation errors are in fact strongly state-dependent, this might very well be a crucial requirement for an adaptive data assimilation scheme which is to perform satisfactorily in an operational setting.
Single-sample parameter estimation
In the previous section we showed that model error and/or observation error parameterizations imply a parameterization of the innovation covariance, and that this can provide the basis for covariance parameter estimation. We have also argued that it should be possible to estimate parameters using a single innovation sample -that is, the actual innovation produced by a data assimilation system at a single analysis time.
In this section we will therefore consider one particular but arbitrary time instant at which an innovation v is produced, and assume that we have a covariance model for v which involves a number of unknown parameters:
where S( ) is a family of known covariance matrices parameterized by . In order to simplify the notation we removed the time index k and no longer distinguish model error parameters from observation error parameters: S( ) replaces the right-hand side of (24).
One way to calibrate the covariance model S( ) to the innovation sample v is by producing the maximum-likelihood estimate of (Burg et al., 1982) . For this purpose we introduce the assumption that
for some = , i.e. the innovation is a normally distributed, zero-mean random vector whose covariance is the matrix S( ). The conditional probability density p(vj ) of this random vector is then given by the Gaussian density function
where m = dim v. Given the innovation sample v, the maximum-likelihood parameter estimate ML of is obtained by finding that value of for which the probability density (27) attains a maximum:
is the maximum-likelihood function obtained from the natural logarithm of (27).
Minimization of (29) corresponds to finding the most plausible value of the parameter vector , given the observed sample v. The maximum-likelihood criterion is simply a device for matching the covariance model S( ) with that which is observed.
An assumption about the distribution of v such as (26) (29) will not be truly a maximum-likelihood estimate. Nevertheless, the effect of calibrating the parameters in this manner will be to improve the consistency between the parameterized covariance model and the actual innovations. We use the following simple example of single-sample maximum-likelihood estimation to illustrate these remarks. Suppose that the innovation covariance parameterization is linear in a single parameter:
with S 0 a fixed covariance matrix and an unknown scalar. In this case optimization of the maximum-likelihood function (29) can be performed analytically as follows. From
we find
The minimum of f( ) is therefore attained when
This means that, based on a single sample of the innovation v, the best (in the maximum-likelihood sense) scaling of S 0 is given by E vv T ] ML S 0 :
with ML given by (33). In general, the statistical properties of the parameter estimate ML depend upon the actual probability distribution of the innovation v. If, in fact, v N(0; S 0 ) ;
for some (unknown) parameter value , then the probability density of ML can be obtained in closed form. In Dee (1992) it is shown that (33,35) imply
that is, ML has a gamma distribution and its mean and variance are given by
The maximum-likelihood estimate ML is therefore unbiased, and its standard deviation relative to the true value is given by p 2=m. For example, 10% relative accuracy can be obtained with 200 observations; 5% relative accuracy with 800 observations.
In reality, the actual covariance of innovations is not likely to be a member of the postulated family of covariances S( ) and its probability density may be different from Gaussian. Without additional information, however, there is no obvious way to improve the estimate (33) . In order to analyze this case, suppose that, instead of (35), the actual probability density of the innovation v is unknown. Suppose that
for some unknown covariance matrix S. Then we have
Thus, the estimate ML can generally be interpreted as a scaling factor. Replacing the covariance S 0 by the scaled version ML S 0 forces the expression (41) to equal unity. This has the effect of bringing the parameterized covariance model S 0 as closely as possible to the actual covariance S -'close' in a sense which can only be made precise, however, in terms of the unknown covariance S.
The simple analytical example just presented is of practical interest as well, for it can be used almost trivially to monitor the consistency between a data assimilation scheme's representation of the innovation covariance on the one hand, and the information contained in the actual observations on the other. If we take the matrix S 0 to be the innovation covariance as constructed by a statistical data assimilation scheme, then the parameter estimate given by (33) produces a scaling factor that, according to maximum-likelihood theory, should multiply S 0 in order to improve the consistency between the scheme's covariance model and the actual data. This scaling factor can be used as a diagnostic, since it must be close to unity for the covariance model to be correct. If, say, the scheme overestimates innovation covariance, then the scaling factor will tend to be smaller than unity. Thus, by monitoring a time series of scaling factors, one can learn whether the scheme consistently under-or overestimates innovation covariance.
Calculation of the scaling factor can be performed in operational implementations of statistical data assimilation schemes at insignificant cost. The quantity S ?1 0 v is usually computed as an intermediate step in order to produce the analysis increment, so that only an inner product of length m (the number of observations) is required in order to compute (33). Currently operational versions of OI compute the analyses in limited subdomains of the model's total spatial domain. A separate scaling factor can then be computed for each analysis box, and its values would show whether or not the OI representation of the innovation covariance within each box is reasonably scaled with respect to the actual observations within that box. Some preliminary experiments of this type have been performed with the HIRLAM analysis system (Källberg, 1989) ; results will be reported elsewhere.
In the general multi-parameter case, minimization of (29) with respect to is computationally expensive. Depending on the optimization method used, the maximumlikelihood function f( ) and possibly its gradient will have to be evaluated repeatedly. As shown in Dee (1992) vector essentially amounts to a repeated calculation of the forecast error covariance and/or observation error covariance; see (24). How this is done and how expensive it is to do so depends, of course, on the form of the parameterization as well as on the particulars of the data assimilation method. In the next section we will outline the procedure for a simplified Kalman filter and for those versions of OI which incorporate height error increments.
Application to four-dimensional data assimilation
In the previous section we showed how estimates of innovation covariance parameters can be obtained from a single batch of simultaneous observations. All statistical data assimilation methods compute, in one way or another, approximations to the innovation covariance. The single-sample parameter estimation scheme does not rely on the specific way in which this is done; it is therefore relatively easy to incorporate into four-dimensional statistical data assimilation methods. In this section we outline the application to the simplified Kalman filter (SKF) and to Optimal Interpolation (OI). Complete descriptions of these methods can be found in the references given in the Introduction. Here we only sketch briefly the forecast error covariance representation associated with each method, and show how they can be adjusted to the observations just prior to producing an analysis.
Adaptive SKF
The basic idea behind the SKF is to predict forecast error covariance evolution by means of a simplified version of the forecast model itself -unlike the Kalman filter, in which the full forecast model is used for error prediction. If the essential aspects of error dynamics can be captured by the simplified error model, the resulting loss of accuracy should be acceptable in view of the many other approximations and lack of information inherently associated with the Kalman filter. An SKF for the shallowwater equations was proposed by Dee (1991) , with forecast error prediction based on advection of height errors combined with geostrophically balanced wind errors. Todling and Cohn (1994) experimented with this scheme in the context of a linear two-dimensional shallow-water model, and showed that a more sophisticated type of covariance balancing must be introduced in order for the SKF to work well in that case.
The SKF forecast error covariance prediction step can be described as follows. Just prior to computing an analysis at time t k , an approximation S f k to the actual forecast error covariance P f k is produced. This approximation is based on (i) an approximation S a k?l to P a k?l , the actual analysis error covariance at the previous analysis time t k?l , and (ii) an approximation Q SKF ( b k ) to Q k , the actual model error covariance. This is expressed by
where the symbol ' SKF k;k?l represents the sequence of operations accounting for covariance propagation and balancing. Note the factor l multiplying Q SKF k , which is supposed to account for the accumulation of model error during the l model time steps comprising the forecast period.
The SKF becomes adaptive when b k is made to depend on actual observations. This is done, as described in the previous section, by tuning the innovation covariance
to the actual observations. More precisely, when observations w o k become available at time t k , the innovation v k = w o k ? H k w f k is computed; subsequently the maximumlikelihood function (29) is minimized with S( ) given by (44).
This optimization procedure produces the maximum-likelihood estimate ML k of the model error parameter vector based on the observations at time t k . This estimate (or a smoothed version of it; see below) can then be used in (43) to update the SKF model error covariance representation. This will result in a more realistic forecast error covariance, which, in turn, should improve the analysis.
Adaptive OI
Some operational implementations of OI (McPherson et al., 1979; Schubert et al., 1993 ) (i) approximate forecast height error variances by adding fixed increments ∆ e h k to the estimated height error variances associated with the previous analysis, and (ii) construct a full, multi-variate forecast error covariance based on prescribed crosscorrelation functions. This can be expressed by
where the symbol ' OI k;k?l represents the sequence of operations needed for the OI multi-variate forecast error covariance construction.
Such a version of OI can be made adaptive by calibrating ∆ e h(b k ) to the available observations at time t k . Equation (45) implies a parameterization of the innovation covariance, now given by
A maximum-likelihood estimate ML k of the height error increment parameter vector based on the observations at time t k can then be obtained as before, by minimizing the maximum-likelihood function f( ) given by (29), with S( ) now as in (46).
Some implementations of OI, as well as SSI and 3DVAR, do not rely on prescribed height error growth increments to approximate forecast error covariances, but utilize stationary covariance information instead. Such information generally depends on covariance representations which are somehow parameterized, and it should not be difficult to produce on-line estimates of the parameters involved using the singlesample maximum-likelihood approach.
Optimization of the maximum-likelihood function
For our numerical experiments we performed a simple golden-section search (Gill et al., 1981, p. 90) in order to find the maximum-likelihood parameter estimates. This means that the innovation covariance S( ) must be constructed repeatedly for successive trial values of the parameter vector , until a minimum of the maximum-likelihood function f( ) is found. Clearly this approach can only be used for estimating one or two parameters; higher-dimensional optimization requires a more sophisticated, gradient-based technique. Computational cost will certainly be an issue, since each additional evaluation of the maximum-likelihood function costs about the same as computing an analysis, and gradient evaluations are even more expensive.
Note, however, that it is probably not worthwhile to expend an enormous computational effort in order to calculate the maximum-likelihood estimate to within an accuracy of, say, better than 10-20%. As we discussed in the previous section, the estimates themselves are random; the probability density upon which the maximumlikelihood estimate is based may not in fact be Gaussian; and the effect on actual analysis errors of small perturbations in may be negligible anyway. Rough estimates of covariance parameters can be obtained on the basis of a few hundred observations per parameter. In a boxed OI system, for example, one could estimate one or two parameters per analysis box by means of a simple search method. This would result in local (in space and time) parameter estimates, which can then be used to improve the forecast error covariance representation within each analysis box.
Smoothing
For a variety of reasons it may be desirable to apply some kind of smoothing (in space and/or time) of the maximum-likelihood estimates. In the numerical examples shown in the next section we use smoothing because the number of available observations in these experiments is relatively small, so that single-sample parameter estimates tend to oscillate. In a more realistic data assimilation system with a larger number of available observations, smoothing of the estimates might still be desirable. For example, as we shall see in one numerical example below, oscillations in the sequence of single-sample estimates may be due to ill-posedness of the covariance estimation problem.
In our experiments we use the simple one-step smoother scheme given by 
Numerical experiments
All experiments reported here utilize the linearized two-dimensional shallow-water model of Cohn and Parrish (1991) , combined with artificially generated model error. This setting was recently used by Todling and Cohn (1994) (to be referred to as TC94 in this section) in order to study various approximations of the Kalman filter equation for forecast error covariance evolution. The Kalman filter itself does not involve any approximations in this situation, since all underlying assumptions about model error etc. are satisfied by design. TC94 concerns the methodology of forecast error covariance evolution, and specifically addresses various ways to propagate error covariance by model dynamics. In order to allow for a fair comparison among the various schemes they considered, each was supplied with full information about model error and observation error statistics. In this work, however, we are concerned with the effects of misspecifying error statistics, and with a means for correcting such effects. We therefore repeat some of the experiments from TC94, specifically those with the balanced SKF (denoted by SKF below) and the balanced OI with zonally averaged growth rates (referred to as OIZ below). However, in each experiment we change the specification of certain statistical parameters and subsequently attempt to estimate those parameters on-line.
Experimental design
The implementation of the forecast model used for our experiments is described in TC94 (Section 2 and Table 1 ). The evolution of the actual atmosphere is simulated by applying a random perturbation to the forecast model at each model timestep; i.e., w t k = f w t k?1 + e b t k (50) where f represents one timestep of the forecast model's finite-difference operator and e b t k denotes model error. A random number generator is used to produce a normally distributed, white model error sequence with zero mean and covariance of the form
as in (14). The columns of the matrix V S contain the forecast model's slow modes;
consequently model error is restricted to the slow subspace. The matrix b
Q is taken to
with n j the two-dimensional wavenumber associated with the j th slow mode of the forecast model, and b
q is the Gaussian model error spectrum given by
Here Φ 0 is the mean geopotential height of the basic flow about which the shallowwater equations are linearized, f 0 is the Coriolis parameter at the central latitude of the model domain, and a is the radius of the earth. See Cohn and Parrish (1991, Eqs. (4.30-4.34) ) for a detailed description of this spectrum. In particular, it is shown there that (53) corresponds to height error correlations which are roughly Gaussian, with correlation length L k . The parameter k determines the amplitude of the spectral peak.
In most of our experiments, both model error spectrum parameters k and L k are fixed constants as in TC94:
We show the results of one experiment below in which actual model error statistics are made to be time-dependent by letting the amplitude parameter k vary in time.
We also include an experiment in which the probability distribution of model error is uniform, rather than normal.
Twelve-hourly radiosonde observations of the three model variables h; u, and v at 77 locations are generated as in TC94 by adding random measurement errors to the (simulated) actual values of the variables at those locations. Therefore 231 observations are available at each analysis time, which should be sufficient for estimating one covariance parameter on the basis of a single set of observations. When we try to simultaneously estimate multiple parameters, the variance of each single-sample estimate tends to be rather large. This can be alleviated by applying a smoother to the single-sample estimates, as described in Section 5.
Adaptive SKF experiments
In our first set of experiments the SKF is provided with an initial misspecification of the model error spectrum parameters = ( ; L). We take
but with
L 0 = 0:5L :
Figure 1, briefly discussed in the Introduction, shows what happens to the rms forecast and analysis errors when the model error parameters are held fixed at = ( 0 ; L 0 ). In subsequent figures the rms error statistics for this non-adaptive SKF with incorrectly specified model error statistics will be reproduced in order to provide a basis for comparison with the adaptive schemes. Also plotted in Figure 1 is the rms error evolution for the case = ( ; L ), i.e. the SKF with correctly specified model error parameters. As shown by TC94, the performance of the SKF in this case is virtually indistinguishable from that of the (optimal) Kalman filter, so that it provides a lower bound for the statistical rms error levels that can be attained by any data assimilation scheme in this experimental setting. In subsequent figures we therefore include the rms error curve associated with this non-adaptive SKF with correctly specified model error statistics as well.
The sample rms errors shown in this and further figures represent domain-averaged differences between the forecast and the actual atmospheric state, simulated by means of (50-55). In order to save space we show only the total energy of this difference; plots of the rms errors in the individual model variables u; v, and h tend to look rather similar. Note that these sample errors are random: they correspond to a single realization of the stochastic-dynamic model (50). Many of our experiments were repeated for a number of different realizations (i.e., different seeds for the randomnumber generator), resulting in slight variations in the sample rms errors. For example, the tendency for sample errors to be smaller than their statistical expectation during the last 24 hours in Figure 1 turns out to be a feature of that particular realization.
The solid curves shown in Figure 1 indicate statistical expectations of the sample rms errors, obtained by computing the actual error covariance evolution for the experiment (see e.g. TC94). Actual error statistics for the adaptive experiments reported below can not be computed in this manner, since the forecast and analysis errors of an adaptive scheme are generally state-dependent. This violates one of the assumptions needed for the covariance computation. In our adaptive experiments we will therefore look at sample rms errors, together with the estimated rms error statistics produced by the assimilation scheme itself. Actual error statistics could be computed using a Monte-Carlo approach.
In our first parameter estimation experiment (Experiment ASKF-I) we calibrate only. This means that the filter will attempt to adjust the model error spectral amplitude while working with the wrong type of spectrum, since the correlation length scale is held fixed at the erroneous value L 0 . With this type of experiment we try to emulate what might happen when the shape of the actual model error spectrum is unknown to begin with. Figure 2 shows the evolution in time of the rms errors produced by the adaptive SKF, as well as the resulting parameter estimates. Looking first at the rms errors, we note that the filter is able to reduce the sample rms errors by a considerable amount, as compared to the level produced by the nonadaptive version in which the model error parameters are held fixed at their initial values. Tuning the single parameter has a significant effect on filter performance -at least in terms of rms errors -even though the model error correlation length parameter L is not adjusted.
The scheme has some trouble estimating the rms error statistics during the first half of the experiment, since the initial error covariance (the covariance of the error in the initial data for the forecast model at day 0) is misspecified as well. As in TC94, the actual initial error covariance P a 0 is a multiple of Q 0 in this and all subsequent experiments. The error covariance S a 0 used to initialize the SKF, on the other hand, is taken to be a multiple of Q SKF 0 . For the non-adaptive case we know from theory that the effect of misspecifying the initial error covariance disappears after a while; this appears to be the case for the adaptive SKF as well.
The lower panel of Figure 2 shows the time series of single-sample parameter estimates (normalized by the true value ) together with a smoothed version of this time series. The single-sample estimates of the parameter are produced just prior to each analysis on the basis of the m = 231 observations available at that time by optimizing the maximum-likelihood function (29). This is a function of one parameter only in this experiment. The estimates rapidly converge to a value near 0:4 . The scheme is unable to produce the estimate = since it is working with a wrongly shaped model error spectrum. The actual spectrum is more peaked than the SKF spectrum, and calibration of alone will lower the peak of the spectrum in order to compensate for this. The adaptive scheme attempts to match the total model error signal strength represented by the integral of the model error spectrum. The smoothing algorithm of Section 5 was used in this and subsequent experiments with m = 100N , with N equal to the number of parameters being estimated simultaneously. This means that, in updating the smoothed parameter estimate, the previous smoothed estimate and the new single-sample estimate would be given equal weight if the latter were based on 100 observations per parameter. The effect of increased or decreased smoothing upon the performance of the filter is minor in these experiments.
In Experiment ASKF-II we attempt to estimate the parameters and L simultaneously. The two lower panels in Figure 3 show the evolution in time of each parameter estimate (normalized by their true values); both converge correctly. The variance of these estimates is slightly larger than in the previous one-parameter experiment. If (38) could be applied here it would indicate that with m = 231=2 observations available per parameter, the standard deviation in each single-sample estimate should be on the order of 13%. The sample rms errors produced by this two-parameter adaptive filter appear to be close to optimal. On the other hand, almost as much improvement in analysis accuracy was already attained with the one-parameter adaptive filter of Experiment ASKF-I. 
and then proceed to calibrate and L in this expression. This is another case in which the model error spectrum supplied to the SKF is not compatible with the actual model error spectrum -a situation which will undoubtedly occur in practice. The resulting parameter estimates and sample rms errors are shown in Figure 4 . In spite of the erroneous model error spectrum, the sample rms errors in this case are significantly reduced and comparable to those of the previous experiment. This shows, at least for the present experimental setting, that the adaptive filter can perform well (in terms of rms errors) even under faulty assumptions about model error characteristics. See also The adaptive scheme produces parameter estimates 1:9 and L 0:9L .
It is interesting to note that the variability of the estimates of is rather large in this case. This is due to the fact that the peak of the power-law spectrum is narrower than that of the Gaussian spectrum. The adaptive scheme attempts to adjust the peak amplitude in order to match the total signal strength, represented by the area under the spectral curve, with that which is observed. The sensitivity of this signal strength to the amplitude parameter is smaller when the peak is narrow. In Figure 5 we compare the model error spectra produced in the adaptive SKF experiments reported so far. The figure shows the Gaussian spectrum (53) with = 0:4 ; L = L 0 (the average of the parameter estimates obtained in Experiment ASKF-I), the same spectrum with = ; L = L (obtained in Experiment ASKF-II), and the power-law spectrum (59) with = 1:9 ; L = 0:9L (obtained in Experiment ASKF-III). Note that the estimated spectrum obtained in Experiment ASKF-II (solid curve) is identical to the actual model error spectrum.
For the next two experiments we change the actual model error characteristics. First, we investigate the performance of the scheme when model error is not normally distributed. Recall that the maximum-likelihood criterion upon which the estimation scheme is based relies on the assumption that innovations are normally distributed, which -in this linear system -is the case if and only if model error and observation error are normally distributed. By violating this assumption we hope to learn a bit more about the robustness of the estimation procedure, which is certainly a requirement in practice.
We therefore generate model error taking the mean and covariance are as before, but using a uniform rather than a normal probability density: where the notation U denotes the uniform distribution. Consequently, the simulated forecast errors are no longer normally distributed, nor are the observation errors. Still, the Kalman filter supplied with the correct model error and observation error covariance information would produce optimal (minimum-variance) state estimates in this linear setting (Jazwinski, 1970, Theorem 7A. 2). Figure 6 shows the results of Experiment ASKF-IV, in which both and L are estimated simultaneously. Except for the way in which model error is generated, this experiment is identical to Experiment ASKF-II. The adaptive SKF seems to be able to estimate the two covariance parameters and L quite well, in spite of the violation of the normality assumption. The resulting sample rms errors are a bit larger than those in Experiment ASKF-II, however. For our final adaptive SKF experiment, Experiment ASKF-V, we return to normally distributed model error, but now with a strongly time-varying covariance. Instead of (54) we take k = (1 + sin 2 t k and then reduced to zero in the course of 4.5 days.
In Figure 7 we show the results of the two-parameter adaptive SKF, now over a period of 10 days. The filter is able to estimate the amplitude parameter k reasonably well. The phase shift between the true amplitude and the estimates appears to be due to the one-step smoothing algorithm. The estimate of L is, on the average, correct; its variability at a particular time instant is strongly correlated with the prevailing model error amplitude. When model error is not present it is, of course, impossible to estimate spectral parameters.
Adaptive OI experiments
We show the results of just a few experiments performed with an adaptive implementation of OI. We used the scheme denoted by OIZ in TC94, which produces a balanced, multi-variate forecast error covariance, and accounts for model error effects by means of prescribed height error increments ∆ e h k . In TC94 these increments are taken to be a function of latitude only; they are calibrated by performing a sequence of experiments in which the increments are varied until they become consistent with the actual height error growth statistics obtained from Kalman filter runs. Thus one obtains actual height error increments, averaged over time as well as zonally:
where y denotes the latitude coordinate of the forecast model. This manual calibration procedure is rather laborious; moreover, it requires preci se knowledge of actual model error statistics. 
Single-sample maximum-likelihood estimates of the parameter are produced on-line and then smoothed as before, starting with the erroneous value 0 = 2. The result is shown in Figure 8 . It is not surprising that the parameter estimates rapidly approach unity. Note that the resulting rms errors are quite good; see also Table I . This simple experiment is included here to suggest a possible application of our parameter estimation scheme to operational OI systems which utilize time-averaged height error increments. In our experiment, model errors (and actual height error increments) are stationary. But if actual model errors in a real forecast system are statedependent, as we think they are, then a conventional OI system could be improved by introducing a multiplicative factor in front of the height error increments as in (63). This factor can then be continuously adjusted by means of a maximum-likelihood procedure on the basis of actual, instantaneous observational data.
Our second OIZ experiment is more realistic, in the sense that no a priori information about actual height error increments is used at all. We attempt to calibrate the 
which corresponds to on-line estimation of average height error growth over the entire spatial domain. The results are shown in Figure 9 . The rms errors are larger than those in the previous experiment; this is to be expected, since no information about the latitudinal dependence of height error increments is included in this experiment.
In an actual boxed-OI system one might implement this procedure for each analysis box, which would yield a spatial map of estimated height error increments. Our estimation procedure is based on the availability of a parameterized representation of the innovation covariance, and whether this is due to a parameterization of model error or of observation error statistics is irrelev ant. 
Height error increments were held fixed in this experiment. The lower two panels of Figure 10 show the convergence of the estimates for h and u , respectively, normalized by their true values. A more interesting type of experiment would be one in which an attempt is made to estimate model error and observation error parameters si multaneously. One can expect some problems in this case, since both types of error can have a similar effect on the innovation covariance. Whether or not, and how much, separate covariance information about model error and observation error can be extracted simultaneously from actual innovations will depend on the nature of these errors as well as on other aspects of the assimilation system. It is easy to concoct examples either way, although it is not clear how realistic any such examples would be. Table 1 summarizes the bottom-line performance obtained in each experiment. Listed are the sample rms analysis errors at 2, 4, and 6 days. Note that these errors correspond to a single realization of each experiment. Also recall that the rms errors represent spatial averages: errors at individual locations vary. In order to facilitate comparisons, we include behind each entry in parentheses the ratio with the corresponding entries of the first row, obtained with the SKF with correct model error parameters. These ratios are omitted for the entries for Experiments ASKF-IV and ASKF-VI; for those experiments actual model error characteristics were changed, so that comparison with results from the remaining experiments is not meaningful.
Conclusion
Quantitative information about model error associated with actual forecast systems must be obtained before sophisticated statistical data assimilation techniques based on the Kalman filter can become practical. It is not clear at present how 'large' model At 2 days At 4 days At 6 days SKF, right Q (Fig. 1 ) 0.78 10 3 (1.00) 0.87 10 3 (1.00) 0.85 10 3 (1.00) SKF, wrong Q (Fig. 1) 0.19 10 4 (2.37) 0.18 10 4 (2.08) 0.18 10 4 (2.13) ASKF-I (Fig. 2) 0.12 10 4 (1.48) 0.11 10 4 (1.26) 0.10 10 4 (1.18) ASKF-II (Fig. 3) 0.98 10 3 (1.26) 0.10 10 4 (1.17) 0.90 10 3 (1.07) ASKF-III (Fig. 4) 0.91 10 3 (1.16) 0.93 10 3 (1.06) 0.85 10 3 (1.00) ASKF-IV (Fig. 6 ) 0.98 10 3 0.99 10 3 0.10 10 4 ASKF-V (Fig. 7) 0.10 10 error actually is; yet the judicious design and implementation of a data assimilation scheme requires this kind of information. For example, if model error ever turns out to be negligibly small, then model fitting techniques can fully solve the atmospheric data assimilation problem. On the other hand, if the accumulation of model error significantly affects forecast error in certain areas and/or situations and this can be properly accounted for by the data assimilation method, then the accuracy of an analysis will certainly be improved. Given our lack of understanding of even the most rudimentary facts about model error, however, all theoretical studies which show the advantages of Kalman filter techniques over other data assimilation schemes are strictly hypothetical. The results on model error estimation presented in this paper are hypothetical as well, for they involve artificially generated data obtained from a highly idealized forecast model. In this unrealistic context we were nevertheless able to demonstrate that it is possible to estimate error covariance parameters on-line using a relatively simple and robust estimation procedure, designed to produce time-dependent parameter estimates based on current observations. The estimation scheme worked well even when based on presumed model error characteristics which were incompatible with the 'actual' (read: simulated) statistical model error properties. On the other hand, we did not perform experiments with a nonlinear model, with a biased model, or with serially correlated model errors. We also did not attempt to simultaneously estimate model error and observation error parameters, although this will probably be necessary in practice. It seems to us that real models and real data must be used to further explore the performance and feasibility of the parameter estimation scheme.
Perhaps the most interesting conclusion that can be drawn on the basis of our experiments concerns the potential impact of adaptive tuning of model error parameters, which -if these experiments tell us anything -is substantial. The differences in performance among nonadaptive implementations of various suboptimal data assimilation schemes (see Todling and Cohn (1994, Table 5) ) are dwarfed by the effects of tuning even a single covariance parameter on-line. Of course, in actual operational systems many other factors play a role that might be even more important, such as quality control of observations. Nevertheless, our results show that it is worthwhile to concentrate on estimating model error statistics before expending a great deal of computational effort on dynamically propagating error covariances.
