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Abstract
We study the problem of estimating the number of edges of an unknown, undirected graph
G = ([n], E) with access to an independent set oracle. When queried about a subset S ⊆ [n] of
vertices, the independent set oracle answers whether S is an independent set in G or not. Our
first main result is an algorithm that computes a (1 + ε)-approximation of the number of edges
m of the graph using min(
√
m,n/
√
m) · poly(logn, 1/ε) independent set queries. This improves
the upper bound of min(
√
m,n2/m) · poly(logn, 1/ε) by Beame et al. [BHR+18]. Our second
main result shows that min(
√
m,n/
√
m))/polylog(n) independent set queries are necessary, thus
establishing that our algorithm is optimal up to a factor of poly(logn, 1/ε).
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1 Introduction
We study the problem of estimating the number of edges of a simple undirected graph G = ([n], E) in
the context of sublinear-time graph algorithms. The goal is to design a highly-efficient randomized
algorithm that, given a certain type of oracle access to an underlying graph G, outputs a number m˜
that approximates the number of edges of G. The first result in this direction was by Feige [Fei06],
who studied this problem when the oracle is a degree oracle: the degree oracle answers queries of
the form “what is the degree of a given vertex v?” The algorithm of Feige makes O(n/
√
m) queries
to the degree oracle, where m denotes the number of edges of the input graph G, and outputs a
(2 + ε)-approximation to m for any constant ε > 0. Moreover, Feige showed that the upper bound
of n/
√
m is tight for a (2 + ε)-approximation, and indeed Ω(n2/m) degree queries are necessary for
a (2− o(1))-approximation. Soon thereafter, Goldreich and Ron [GR08] considered an oracle that,
in addition to degree queries, can answer neighbor queries (i.e., given a vertex v ∈ [n] and an index
j, the oracle returns the jth neighbor of v according to some fixed ordering). Their algorithm uses
O˜(n/
√
m)1 queries and outputs a (1 + ε)-approximation to m for any constant ε > 0; they further
showed that the upper bound is tight up to a polylog(n) factor.
Since then, sublinear-time algorithms have been developed for a variety of graph problems,
including estimating the number of stars [GRS11, ABG+16], triangles [ELRS17], k-cliques [ERS18],
and arbitrary small subgraphs [AKK19], finding forbidden graph minors [KSS18, KSS19], sampling
edges almost uniformly [ER18], approximating the minimum weight spanning tree [CRT05, CS09,
CEF+05], maximum matching [NO08, YYI09], and minimum vertex cover [PR07, MR09, NO08,
YYI09, HKNO09, ORRR12]. As noted in a recent work of Beame, Har-Peled, Ramamoorthy,
Rashtchian, and Sinha [BHR+18], all these algorithms interact with oracles that provide only local
information about the underlying graph (such as degree, neighbor, and edge existence queries where
an algorithm can ask “is vertex u connected to vertex v?”)2. They suggested that non-local oracle
models may be natural in certain scenarios of graph parameter estimation and their non-locality
may enable more efficient graph algorithms.
Along this line of investigation, [BHR+18] introduced both the independent set oracle and the
bipartite independent set oracle and studied the problem of estimating the number of edges under
these two query models. The independent set oracle for a graph G = ([n], E) can be queried with
a set S ⊆ [n] of vertices and outputs whether or not S is an independent set in G, i.e. whether or
not there exist vertices u, v ∈ S with (u, v) ∈ E. The bipartite independent set oracle, on the other
hand, can be queried with a pair of disjoint sets S, T ⊂ [n] and outputs whether or not (S, T ) is a
bipartite independent set in G, i.e. whether or not there exist u ∈ S and v ∈ T with (u, v) ∈ E.3
The problem of edge estimation using (bipartite) independent set queries shares resemblance
to the classical problem of group testing, which dates back to 1943 [Dor43] and has found many
recent applications in computer science [Swa85, CS90, DH00, ND00, MP04, CM05, INR10]. In
group testing one needs to recover an unknown subset S of a known universe U by making subset
queries: an algorithm can pick a subset T of U and ask whether T contains any element from S.
1We use O˜(f(n)) and Ω˜(f(n)) to surpress polylog(f(n)) factors.
2One exception is that [AKK19] also uses uniform edge sampling in addition to the above specified queries.
3We remark that the bipartite independent set oracle is at least as powerful, up to poly-logarithmic factors, as the
independent set oracle. Consider a graph G = ([n], E), a set S ⊆ [n] of vertices, and the question of whether or not S
is an independent set. Letting (S1,S2) be a uniformly random partition of S, we may query the bipartite independent
set oracle with S1 and S2. If S is an independent set, then (S1,S2) will be a bipartite independent set; if S is not an
independent set, then (S1,S2) will not be a bipartite independent set with probability at least 1/2. Thus, O(log(1/δ))
bipartite independent set queries can simulate an independent set query with probability at least 1− δ.
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The graph setting of the current paper is a natural generalization of group testing by considering
the unknown object as a binary relation over a known universe U . The goal of estimating the
number of edges, on the other hand, is a relaxation of group testing because it suffices to obtain
an approximation of the size of the unknown binary relation, instead of recovering the relation
itself exactly. The same relaxation on the original group testing setting (i.e., using subset queries to
estimate the size of an unknown subset S ⊆ U) was studied by Ron and Tsur [RT16]. Besides group
testing, edge estimation using independent set queries is motivated by connections to problems that
arise in computational geometry and counting complexity, which we refer the interested reader to
[BHR+18].
Perhaps surprisingly, [BHR+18] gave an algorithm that returns a (1 + ε)-approximation to the
number of edges by making only poly(log n, 1/ε) queries to the bipartite independent set oracle. So
in this setting, the non-locality indeed brings down the query complexity significantly for the edge
estimation problem (compared to [Fei06] and [GR08], both of which use local queries only). For the
independent set oracle, [BHR+18] obtained an algorithm for a (1+ ε)-approximation of the number
m of edges with query complexity min(
√
m,n2/m) ·poly(log n, 1/ε). It was left as an open problem
in [BHR+18] to improve current understanding of edge estimation under independent set queries.
1.1 Our results
Theorem 1 (Upper bound). There is a randomized algorithm that takes as input (1) an accuracy
parameter ε > 0, (2) a positive integer n as the number of vertices and (3) access to the independent
set oracle of an undirected graph G = ([n], E) with m = |E| ≥ 1.4 With probability at least 1− o(1),
the algorithm makes no more than min(
√
m,n/
√
m) · poly(log n, 1/ε) many independent set queries
and outputs a number m˜ that satisfies (1− ε)m ≤ m˜ ≤ (1 + ε)m.
The improvement over the upper bound of [BHR+18] is due to a new algorithm for edge estima-
tion that uses (n/
√
m) · poly(log n, 1/ε) independent set queries (Theorem 4). Note that the query
complexity achieved by the algorithm underlying Theorem 1 is essentially the same as [GR08]; how-
ever, the two algorithms access the graph with very different ways (independent set oracle versus
degree and neighbor oracles). The proof of Theorem 1 requires new ideas and algorithmic techniques
that are developed for independent set queries. See further discussion in Section 1.2.
Theorem 2 (Lower bound). Let n and m be two positive integers with m ≤ (n2). Any randomized
algorithm with access to the independent set oracle of an undirected graph G = ([n], E) must make at
least min(
√
m,n/
√
m)/polylog(n) queries in order to determine whether |E| ≤ m/2 or |E| ≥ m with
probability at least 2/3.
Theorems 1 and 2 essentially settle the query complexity of edge estimation with independent
set queries at min(
√
m,n/
√
m). Theorem 1 brings down the overall complexity of the problem from
n2/3 [BHR+18] to
√
n; the worst case is when the number of edgesm is linear in n. Theorem 2, on the
other hand, shows that no algorithm with independent set queries can achieve sub-polynomial query
complexity. This gives an exponential separation between the power of the bipartite independent
set oracle and the independent set oracle for the task of edge estimation.
4The assumption of m ≥ 1 is merely for convenience; it avoids the issue that the query complexity upper bound
claimed would be 0 when m = 0. We note that whether a graph is empty or not can be determined by a single
independent set query.
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1.2 Overview of techniques
We first give a high-level overview of the lower bound because some key ideas from the lower bound
will be helpful in understanding the main algorithm later. For convenience we will slightly abuse the
notation O˜ and Ω˜ to hide factors of poly(log n, 1/ε) in the discussion below. Outside of Section 1.2
they follow the convention described in footnote 1.
1.2.1 Lower bound
We describe our construction for the case when m ≥ n, where we seek a lower bound of Ω˜(n/√m).
The complement case follows from a reduction to this case.
The plan is to follow Yao’s principle. We construct two distributions Dyes and Dno over graphs
with vertices [n] so that G ∼ Dyes has no more than m/2 edges with probability at least 1−o(1) and
G ∼ Dno has at least m edges with probability at least 1−o(1). We then show that no deterministic
algorithm with access to an independent set oracle can distinguish these two distributions.
A graph G ∼ Dyes is generated by first sampling a uniformly random partition of vertices into
(A,A) and then forming the bipartite graph by including each pair (i, j) with i ∈ A and j ∈ A as an
edge independently with probability d/n, where d
def
= m/n. In expectation G ∼ Dyes has about m/4
edges and thus, has no more than m/2 edges with probability 1− o(1). On the other hand, a graph
G ∼ Dno is generated by sampling a uniformly random partition (A,A) of [n], as well as a subset
B ⊆ A by including each vertex of A independently with probability d log n/n. Similar to Dyes, a
pair (i, j) where i ∈ A \ B and j ∈ A is included as an edge independently with probability d/n.
The main difference compared to Dyes is that every pair (i, j), where i ∈ B and j ∈ A, is included as
an edge (so (B,A) form a complete bipartite graph). Given that |A| = Ω(n) and |B| = Ω(d log n)
with high probability, the number of edges in the graph is Ω(dn log n) = Ω(m log n) ≥ m with
probability at least 1− o(1).
We make the following two observations. The first is that a graph G ∼ Dno can be gener-
ated by first drawing a graph G′ ∼ Dyes with partition (A,A), then sampling B ⊆ A by including
each vertex in A independently with probability d log n/n, and finally adding all pairs between B
and A as edges in G. This suggests that, in order for an algorithm to distinguish Dno from Dyes, a
(seemingly quite weak) necessary condition is for one of its queries to overlap with B when it runs
on G ∼ Dno.
For the second observation, we consider a query set S ⊆ [n] of size larger than (n/√m) · log n.
In both Dyes and Dno, we have |S ∩A|, |S ∩A| ≥ Ω((n/
√
m) · log n) with high probability and when
this happens, S is not an independent set with high probability, given that there are at least
Ω
(
(n2/m) · log2 n) = Ω ((n/d) · log2 n)
pairs between S ∩A and S ∩A and each is included in the graph with probability d/n. Since S
is not an independent set in both Dyes and Dno with high probability, such a query conveys very
little information in distinguishing the two distributions. Thus, a reasonable algorithm should only
make queries of size smaller than (n/
√
m) · log n. This intuition, that algorithms should not make
queries of size larger than n/
√
m, will be helpful in our discussion of the algorithm later, and we
will frequently refer to the quantity n/
√
m as the critical threshold. However, if all the queries an
algorithm makes are smaller than (n/
√
m) · log n, then Ω˜(n/√m) queries are necessary for at least
one of them to overlap with B; otherwise, given that |B| = O(d log n), the probability that one of
the queries overlaps with B is negligible.
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To formalize the above intuition and simplify the presentation of our lower bound proof, we
introduce the notion of an augmented (independent set) oracle in Section 5.2. We first show that any
algorithm with access to the standard independent set oracle can be simulated using an augmented
oracle with the same query complexity. Then, we prove an Ω˜(n/
√
m) lower bound for algorithms
that distinguish Dyes and Dno with access to an augmented oracle.
1.2.2 Upper Bound
Our goal is to obtain a (1+ε)-approximation algorithm for edge estimation with O˜(n/
√
m) indepen-
dent set queries, where m denotes the number of edges of the input graph (Theorem 4). Theorem
1 follows by combining it with the algorithm of [BHR+18] by running both algorithms in parallel
and outputting the result of whichever finishes first.
In the sketch of the algorithm below, we assume that a rough estimate m of the number of edges
m is given, satisfying m = Θ(m). The goal is to refine it to obtain a (1+ ε)-approximation m˜ of m.
An Initial Plan: At a high level, we partition the vertex set [n] into O((log n)/ε) many buckets
according to their degrees: a vertex u ∈ [n] belongs to the ith bucket Bi if deg(u) is between (1+ε)i
and (1 + ε)i+1. We refer to (1 + ε)i as the degree of bucket Bi for convenience. Our initial plan is
to develop efficient algorithms for the following two tasks:
Task 1: Develop a subroutine that, given a vertex u and an index i, checks if u belongs to Bi.
5
Task 2: Use the first subroutine to estimate the size of each bucket Bi.
We point out that this initial plan looks very similar to the framework of the algorithm of [GR08],
where ideally one would like to estimate the size of each Bi by drawing enough random samples
and running the subroutine in Task 1 on each sample to obtain an estimate of |Bi|. The similarity,
however, stops here as we start discussing more details about how to implement the plan with an
independent set oracle.
We consider Task 1 first (which is trivial with a degree oracle). Note that when d ≥ √m,
checking whether a vertex u has deg(u) ≥ (1 + ε)d or deg(u) ≤ d requires O˜(1) independent set
queries. As a result, it requires O˜(1) to tell if u ∈ Bi when the degree of Bi is at least
√
m. The
bad news is that the same task becomes significantly more challenging as d goes down from
√
m.
This challenge leads to a major revision of our initial plan.
To gain some intuition we consider the task of distinguishing deg(u) ≥ (1 + ε)d and deg(u) ≤ d
when d≫ √m.6 Suppose we sample a set T from [n]\{u} by including each vertex with probability
1/d and then make two independent set queries on T and T ∪ {u}. Let E denote the event that T
is an independent set but T∪ {u} is not (so T contains at least one neighbor of u). Then we claim
that there is a significant gap in the probability of E when deg(u) ≥ (1 + ε)d versus deg(u) ≤ d.
This gap in the probability of E is large enough so that one can repeat the experiment O˜(1) times
(each time making two independent set queries) to distinguish the two cases with high probability.
5The goal of the subroutine as described above may not sound reasonable. If deg(u) lies very close to the boundary
of two buckets Bi and Bi+1, determining which of the two buckets u lies in may be expensive with independent set
queries. This is indeed one source of errors we need to handle. We focus on high-level ideas behind the algorithm and
skip details such as errors most of time, and discuss briefly how we analyze the algorithm in the presence of errors at
the end of the sketch.
6For convenience we consider the case of d≫ √m in the sketch but the same idea works when d ≥ √m.
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Now we turn to the case when d ≪ √m. In this case, the algorithm is limited to query sets
T of size much smaller than n/d. Therefore, we limit T to include each vertex with probability
1/
√
m instead of 1/d. Two issues arise. The first (minor) issue is that, given that the size of T is
roughly n/
√
m, even to hit a neighbor of u (with degree roughly d) one needs to draw T at least√
m/d many times. This suggests that
√
m/d queries are needed for Task 1 when the degree d of
the bucket we are interested is less than
√
m.
There is, however, a more serious issue that is subtle but leads to a major revision of the initial
plan. Consider the scenario where u has (1 + ε)d neighbors and every neighbor has degree ≫ √m.
If we sample T by including each vertex with probability 1/
√
m, it is very unlikely that T contains
a neighbor of u but T is at the same time independent (since when conditioning on T containing a
neighbor v of u, most likely T also contains a neighbor of v given the large degree of v). Because of
the second issue, we change the goal of the subroutine in Task 1 from finding the right bucket of u
according to the degree of u to finding the right bucket according to the number of neighbors of u
with degree at most
√
m, when deg(u) <
√
m. For vertices with degree at least
√
m, we still would
like to partition them into buckets according to their degrees.
A Revised Plan: By the above, we arrived at the following revised plan:
Task 0: Develop a subroutine that, given a vertex u, decides7 if deg(u) ≥ √m (which we refer
to as high-degree vertices and denote the set by H) or deg(u) <
√
m (which we refer to as
low-degree vertices and denote the set by L). High-degree vertices are further partitioned
into buckets Hi according to their degrees. Low-degree vertices, on the other hand, are
partitioned into buckets Li according to their degrees to low-degree vertices, denoted by
deg(u,L) for a vertex u.
Task 1: Develop a subroutine that, given a vertex u ∈ H (or u ∈ L) and an index i, decides
if u belongs to the bucket Hi (or Li).
Task 2: Use the two subroutines to obtain (1 + ε)-estimations of the size of each Li and Hi.
Looking ahead, with (1 + ε)-approximations ℓi and hi for |Li| and |Hi|, one can compute∑
i ℓi · (1 + ε)i +
∑
i hi · (1 + ε)i
as roughly a 2-approximation of the number of edgesm. The reason that we only get 2-approximation
follows by the fact that in the sum, edges between vertices in L and edges between vertices in H
are counted twice but edges between L and H are only counted once. We will discuss more about
how to further revise the plan to obtain a (1 + ε)-approximation; for now let us consider Task 2.
Note that Task 2 for buckets Li is easy. Consider a low-degree bucket Li with d = (1+ε)
i ≤ √m.
Unless |Li| = Ω(m/d), Li has negligible impact on the final estimate. When |Li| = Ω(m/d), it takes
O˜(nd/m) samples to get a sufficient number of vertices in Li. We can then get a good estimation of
|Li| by running subroutines for Task 0 and 1 on these vertices. We pay O˜(
√
m/d) queries for each
vertex so the overall query complexity is
O˜(nd/m) · O˜(
√
m/d) = O˜(n/
√
m)
as desired. In contrast, uniformly sampling vertices and checking individually if each of them lies in
Hi is too inefficient for high-degree buckets, given that nd/m≫ n/
√
m when d≫ √m.
7Again we need to handle errors when deg(u) is close to
√
m.
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Estimating the size of each high-degree bucket Hi is where we fully take advantage of the non-
locality of independent set queries. To explain the intuition, let us consider the task of distinguishing
|Hi| ≥ (1 + ε)r versus |Hi| ≤ r for some parameter r = Θ(m/d) where d = (1 + ε)i ≫
√
m denotes
the degree of the bucket Hi. To this end, it suffices to have a procedure that can take a random set
S ⊆ [n] of size n/(√m log n) and answers the question “does there exist u ∈ S that belongs to Hi?”
with O˜(1) queries. With such a procedure it suffices to draw S and run the procedure on S for
O˜
(
n
(n/(
√
m log n)) · (m/d)
)
= O˜
(
d√
m
)
≤ O˜
(
n√
m
)
many times in order to obtain a good estimation of |Hi|.
As discussed earlier, the revised plan ultimately leads to a (2+ε)-approximation algorithm with
O˜(n/
√
m) independent set queries. We achieve (1 + ε)-approximation by revising the plan further.
First we divide high-degree vertices u into buckets Hi,j where i is related to the degree of u (as
usual), but the second index j is related to the fraction of neighbors of u in L; see Definition 3.3
for details. Task 1 is updated to develop a subroutine that can decide whether u belongs to Hi,j or
not. Task 2 is updated to estimate the size of each Hi,j (with similar ideas in the approximation of
|Hi| sketched above) and Li. Together they lead to a (1+ ε)-approximation of the number of edges
between low-degree and high-degree vertices, and ultimately a (1 + ε)-approximation of m.
Now extra care must be taken to handle errors when executing the above plan. As alerted in two
footnotes, one cannot hope for a subroutine that returns the true bucket of a vertex u. To simplify
the presentation of the algorithm and its analysis, we introduce the notion of (m, ε)-degree oracles
(see Definition 3.4). An (m, ε)-degree oracle can answer questions listed in Tasks 0 and 1 consistently
and accurately up to certain errors (as captured by the notion of an (m, ε)-degree partition in
Definition 3.3 underlying each (m, ε)-degree oracle). We first present an algorithm in Section 3.3 that
has query access to a (m, ε)-degree oracle. We finish the proof of Theorem 4 by giving an efficient
implementation of a (m, ε)-degree oracle using an independent set oracle in Section 4.
2 Preliminaries
Given a positive integer n, we write [n] to denote {1, . . . , n}. Similarly, for two non-negative integers
i ≤ j, we write [i : j] to denote {i, . . . , j}. All graphs considered in this paper are undirected and
simple (meaning that there are no parallel edges or loops), and have [n] as its vertex set.
Definition 2.1 (Independent set oracle). Given an undirected graph G = ([n], E), its independent
set oracle is a map ISG : 2
[n] → {0, 1} which satisfies that for any set of vertices U ⊆ [n], ISG(U) = 1
if and only if U is an independent set of G (i.e., (u, v) /∈ E for all u, v ∈ U).
We use degG(v) to denote the degree of a vertex v ∈ [n]. Given v ∈ [n] and U ⊆ [n], we let
ΓG(v, U) =
{
u ∈ U : (u, v) ∈ E} and degG(v, U) def= ∣∣ΓG(v, U)∣∣.
Note that v can lie in U , but since we only consider simple graphs, ΓG(v, U) = ΓG(v, U \ {v}). For
the sake of brevity, we write ΓG(v) = ΓG(v, [n]). We usually skip the subscript in ISG,ΓG and degG
when the underlying graph G is clear from the context.
The following simple lemma will be used multiple times.
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Subroutine Binary-Search(n,G, T, δ)
Input: A positive integer n, access to the independent set oracle of a graph G = ([n], E), a set
T ⊆ [n] with a promise that T is not an independent set of G, and an error parameter δ > 0.
Output: An edge (u, v) ∈ E with u, v ∈ T , or “fail.”
1. Let A← T .
2. Repeat the following for t = O(log n+ log(1/δ)) iterations:
(a) If |A| = 2, output the two vertices in A
(b) Randomly partition A into A1 ∪A2 where |A1| and |A2| differ by at most 1.
Query ISG(A1) and ISG(A2) to see if one of them is not an independent set.
If Ab is not an independent set for some b ∈ {1, 2}, set A← Ab.
3. Output “fail”.
Figure 1: Description of the Binary-Search subroutine.
Lemma 2.2. Let G = ([n], E) be an undirected graph, S ⊆ [n] be a set of vertices, and r ∈ N be an
upper bound on the number of edges in the subgraph induced by S. Let T ⊆ S be a random subset
given by independently including each vertex of S with probability p. Then,
Pr
T⊆S
[
T is an independent set of G
] ≥ 1− rp2.
Proof: The expected number of edges where both vertices lie in T is at most rp2. By Markov’s
inequality the probability that T contains at least one edge is at most rp2.
2.1 Binary search using the independent set oracle
We present a subroutine based on binary search for finding an edge using independent set queries:
Lemma 2.3. There is a randomized algorithm, Binary-Search(n,G, T, δ), that takes as input (1)
a positive integer n, (2) access to the independent set oracle ISG of an undirected graph G = ([n], E),
(3) a set T ⊆ [n] of vertices such that T is not an independent set of G, and (4) an error parameter
δ > 0. Binary-Searchmakes O(log n+log(1/δ)) queries to ISG and outputs u, v ∈ T with (u, v) ∈ E
with probability at least 1− δ.
Proof: We consider an execution of Binary-Search(n,G, T, δ) in Figure 1. Note that we maintain
the invariant that A is never an independent set. This is because T is not an independent set in
step 1, and whenever A is updated in step 2(b), it is never assigned an independent set. It suffices
to show that after t iterations, |A| = 2 with high probability.
An iteration of step 2 makes progress if the size of the set A decreases by at least constant
factor. If, in any iteration of step 2(b), the partition of A into A1 and A2 has at least one edge
fully contained in A1 or A2, then that iteration will make progress. Since there is always at least
one edge in A, this occurs independently in each iteration with probability at least 1/2. Since it
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only takes O(log n) rounds for the size of A to drop to 2, it follows from Chernoff bound that the
subroutine fails with probability at most δ.
Remark 3. We will always invoke Binary-Search with the parameter δ = 1/poly(n).8 The sub-
routine will always make O(log n) queries, and will fail with probability at most 1/poly(n).
3 Upper bound
In this section we prove the following upper bound:
Theorem 4. There is a randomized algorithm Estimate-Edges(ε, n,G) that takes as input (1) an
accuracy parameter ε ∈ (0, 1), (2) a positive integer n, and (3) access to the independent set oracle
of a graph G = ([n], E) with m = |E| ≥ 1. With probability at least 1−o(1), Estimate-Edges makes
(n/
√
m) · poly(log n, 1/ε) queries and outputs a number m˜ satisfying (1− ε)m ≤ m˜ ≤ (1 + ε)m.
We recall the following lemma from [BHR+18].
Lemma 3.1 (Lemma 5.6 from [BHR+18]). There is a randomized algorithm that takes as input
(1) an accuracy parameter ε ∈ (0, 1), (2) a positive integer n, and (3) access to the independent set
oracle of a graph G = ([n], E) with m = |E| ≥ 1. With probability at least 1 − o(1), the algorithm
makes
√
m · poly(log n, 1/ε) queries and outputs a number m˜ satisfying (1− ε)m ≤ m˜ ≤ (1 + ε)m.
The upper bound claimed in Theorem 1 of min{√m,n/√m}·poly(log n, 1/ε) follows by running
the algorithm of Theorem 4 and the algorithm of Lemma 3.1 in parallel. Specifically, we alternate
queries between the two algorithms until one of them terminates. Once one terminates with an es-
timate m˜ to m, we output m˜.
3.1 Reduction to edge estimation with advice
We prove Theorem 4 using the following lemma stated next. We will provide an algorithm, which
we call Estimate-With-Advice, for estimating |E| given an extra parameter m which is promised
to be an upper bound for |E|.
Lemma 3.2 (Estimation with advice). There is a randomized algorithm, Estimate-With-Advice,
that takes four inputs: (1) an accuracy parameter ε ∈ (0, 1), (2) two positive integers n,m, and (3)
access to an independent set oracle of G = ([n], E) with 1 ≤ m = |E| ≤ m. Estimate-With-Advice
makes (n/
√
m) ·poly(log n, 1/ε) queries and with probability at least 1−1/n outputs m̂ that satisfies
(1− 5ε)m −O
(
εm
log n
)
≤ m̂ ≤ (1 + ε)m. (1)
Before proving Lemma 3.2, we show that it implies Theorem 4.
Proof of Theorem 4 Assuming Lemma 3.2: We present Estimate-Edges in Figure 2.
Note that at the end of each iteration of step 2 in Figure 2, either the algorithm terminates or m
is halved. Sincem is initially
(n
2
)
, the maximum number of iterations of the step 2 (beforem < 1) in
Estimate-Edges is O(log n). It follows from Lemma 3.2 and a union bound that, with probability
at least 1−o(1), every execution of Estimate-With-Advice in step 2(a) of Estimate-Edges returns
a correct value (meaning that if m of this run indeed satisfies m ≥ m = |E|, then its output m̂
satisfies (1) but with ε set to ε/11). We show that the following holds when this is the case:
8For example, setting δ = 1/n10 will suffice for our purposes.
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Algorithm Estimate-Edges(ε, n,G)
Input: An accuracy parameter ε ∈ (0, 1), a positive integer n, and access to the independent
set oracle of an undirected graph G = ([n], E).
Output: A number m˜ as an estimation of m = |E|.
1. Set m =
(n
2
)
.
2. While m ≥ 1:
(a) Invoke Estimate-With-Advice(ε/11, n,m,G).
(b) Let m̂ denote the output. If 4m̂ ≥ m return m̂ as m˜; otherwise set m to be ⌊m/2⌋.
3. Return 0 as m˜ (this line is reached with low probability).
Figure 2: Description of the Estimate-Edges algorithm.
(∗): Estimate-Edges terminates in the while loop (instead of going to line 3)
with the final value of m satisfying m ≤ m ≤ 5m.
Assume that (∗) holds, and let m˜ be the output of Estimate-Edges(ε, n,G). Since m ≤ m in every
iteration of step 2 and the final iteration also satisfies m ≤ 5m, Theorem 4 would follow from two
observations.(i) The query complexity of Estimate-Edges can be bounded using m ≥ m, and (ii)
since the final run of Estimate-With-Advice is correct, we have (using m ≤ 5m)
(1− ε/2)m < (1− 5ε/11)m −O
(
εm
log n
)
≤ m˜ ≤ (1 + ε/11)m < (1 + ε)m. (2)
It suffices to show that (∗) holds when every run of Estimate-With-Advice returns a correct value.
Assuming for contradiction of (∗) that the final value of m is smaller than m. This implies that
m ≤ m ≤ 2m in one of the runs of Estimate-With-Advice in Estimate-Edges. Since it returns
a correct value m̂ (and note that for this run we still have m ≤ m), the same calculation in (2)
implies that m̂ ≥ (1 − ε/2)m and thus, 4m̂ ≥ 4 · 0.5 ·m = 2m ≥ m and the algorithm should have
terminated at the end of this run, a contradiction. On the other hand, assume for a contradiction
of (∗) that the final value of m is larger than 5m. Since the final run returns a correct value m̂,
m̂ ≤ (1 + ε/11)m ≤ 1.1m and thus, 4m̂ < 5m < m; however, step 2(b) should have terminated if
4m̂ ≥ m, a contradiction. This finishes the proof of the theorem.
We prove Lemma 3.2 in the rest of the section. From now on, let ε ∈ (0, 1) be the accuracy pa-
rameter, m ≤ (n2) be a positive integer, and G = ([n], E) be a graph with 1 ≤ m = |E| ≤ m as in
the statement of Lemma 3.2. Let α = 1 + ε and let s be the unique positive integer such that
αs−1 ≤
√
m < αs. (3)
We also write β = Θ((log n)/ε) to denote the smallest integer such that αβ ≥ n, and τ to denote
the smallest integer such that ατ ≥ log n/ε (so ατ = Θ(log n/ε)). It may be helpful to the reader
to consider the case when m is only a constant factor larger than |E|, so the algorithm’s task is to
refine an approximation to the number of edges given a crude approximation; however, the proof of
Lemma 3.2 assumes just the upper bound m ≥ |E|.
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3.2 Degree oracles and the high-level plan
To simplify the presentation and analysis of our algorithm, Estimate-With-Advice, we introduce
the notion of (m, ε)-degree partitions and (m, ε)-degree oracles. Roughly speaking, an (m, ε)-degree
partition P = (Li,Hk,ℓ : i ∈ [0 : s], k ∈ [s+1 : β] and ℓ ∈ [0 : τ ]) of an undirected graph G = ([n], E)
is a partition of [n] (so Li’s and Hk,ℓ’s are pairwise disjoint subsets of [n] whose union is [n]) such
that the placement of a vertex v reveals important degree information of v (see Definition 3.3 for
details). An (m, ε)-degree oracle, on the other hand, contains an underlying (m, ε)-degree partition
and the latter can be accessed via queries such as “does v belong to Li” or “does v belong to Hk,ℓ.”
There is also a cost associated with each such query (see Definition 3.4 for details).
With the definition of degree partitions and degree oracles, our proof of Lemma 3.2 proceeds in
the following two steps. First we present in Lemma 3.5 an algorithm Estimate-With-Advice∗ that
achieves the same goal as Estimate-With-Advice, namely (1) in Lemma 3.2 with high probability.
The difference, however, is that Estimate-With-Advice∗ is given access to not only an independent
set oracle but also an (m, ε)-degree oracle. Next, we show in Lemma 3.6 that an (m, ε)-degree oracle
can be implemented efficiently using access to the independent set oracle. This allows us to convert
Estimate-With-Advice∗ into Estimate-With-Advice with a similar performance guarantee, and
Lemma 3.2 follows directly from Lemma 3.5 and Lemma 3.6.
We start with the definition of (m, ε)-degree partitions:
Definition 3.3. Let G = ([n], E) be a graph. An (m, ε)-degree partition of G is a partition
P =
(
Li,Hk,ℓ : i ∈ [0 : s], k ∈ [s+ 1 : β] and ℓ ∈ [0 : τ ]
)
of its vertex set [n] (so the sets in P are disjoint and their union is [n]) such that
1. Let L = ∪iLi and H = ∪k,ℓHk,ℓ (so we have L ∪H = [n]). Every vertex u ∈ L satisfies
deg(u) ≤ αs+1 and every vertex u ∈ H satisfies deg(u) ≥ αs.
2. Every vertex u ∈ L0 satisfies deg(u,L) = 0 and every vertex u ∈ Li, i ∈ [s], satisfies
αi−1 ≤ deg(u,L) ≤ αi+1. (4)
3. Let Hk = ∪ℓHk,ℓ for each k ∈ [s+ 1 : β]. Then every vertex u ∈ Hk satisfies
αk−1 ≤ deg(u) ≤ αk+1. (5)
Moreover, every vertex u ∈ Hk,ℓ for some ℓ ∈ [0 : τ − 1] satisfies
αk−ℓ−1 ≤ deg(u,L) ≤ αk−ℓ+1 (6)
and every u ∈ Hk,τ satisfies deg(u,L) ≤ αk−τ+1.
Remark 5. It is worth pointing out that intervals used in (4), (5), and (6) are not disjoint (and
so are the conditions on deg(u) in the first item). As a result, such partitions are not unique for
a given G in general. For example, a vertex with degree between αs and αs+1 can lie in either L
or H.
Next we define (m, ε)-degree oracles:
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Definition 3.4. Let G = ([n], E) be an undirected graph. An (m, ε)-degree oracle D = (Dlow,Dhigh)
of G contains an underlying (m, ε)-degree partition P = (Li,Hk,ℓ : i, k, ℓ) of G and can be accessed
via two maps Dhigh : [n]× [s+ 1 : β]× [0 : τ ]→ {0, 1} and Dlow : [n]× [0 : s]→ {0, 1}, where
1. For every vertex u ∈ [n], Dhigh(u, k, ℓ) = 1 if u ∈ Hk,ℓ and Dhigh(u, k, ℓ) = 0 otherwise.
2. For every vertex u ∈ [n], Dlow(u, i) = 1 if u ∈ Li and 0 otherwise.
The cost of each query on Dhigh is 1 and the cost of each query Dlow(u, i) is α
s−i.
We will be interested in algorithms that have access to both the independent set oracle ISG and
an (m, ε)-degree oracle D of a graph G = ([n], E). For such an algorithm Alg∗ (for clarity we always
use ∗ to mark algorithms that have access to such a pair of oracles), we are interested in its total
cost. The cost of each query on the independent set oracle is 1, and the cost of each query on the
degree oracle is specified in Definition 3.4. The total cost of an algorithm is the sum of the costs of
individual queries.
We are ready to state Lemma 3.5 and Lemma 3.6 which together imply Lemma 3.2.
Lemma 3.5 (Estimation with degree oracles). There is a randomized algorithm, Estimate-With-
-Advice∗(ε, n,m,G), that takes four inputs: an accuracy parameter ε ∈ (0, 1), two positive integers
n and m, and access to both the independent set oracle ISG and an (m, ε)-degree oracle D of a graph
G = ([n], E) with 1 ≤ m = |E| ≤ m. Its worst-case total cost is (n/√m) · poly(log n, 1/ε) and with
probability at least 1− 1/n2, it returns m̂ satisfying
(1− 5ε)m −O
(
εm
log n
)
≤ m̂ ≤ (1 + ε)m. (7)
We point out that, because (m, ε)-degree partitions are not unique, Estimate-With-Advice∗ in
Lemma 3.5 needs to work with an (m, ε)-degree oracle with any underlying (m, ε)-degree partition
(as long as it satisfies Definition 3.3). Lemma 3.6 below says that one can simulate a degree oracle
efficiently using the independent set oracle.
Lemma 3.6 (Simulation of degree oracles). Let ε ∈ (0, 1) and n,m be positive integers. There are a
positive integer q = q(ε, n,m) and a pair of deterministic algorithms Sim-Dlow and Sim-Dhigh, where
Sim-Dlow (v, i,G, r) takes as input a vertex v ∈ [n], i ∈ [0 : s], access to the independent set oracle of
a graph G = ([n], E) with 1 ≤ |E| ≤ m, and a string r ∈ {0, 1}q ; Sim-Dhigh (v, k, ℓ,G, r) takes the
same inputs but has i replaced by k ∈ [s + 1 : β] and ℓ ∈ [0 : τ ]. Both algorithms output a value in
{0, 1} and together have the following performance guarantee:
1. Sim-Dlow (v, i,G, r) makes α
s−i · poly(log n, 1/ε) queries to ISG and Sim-Dhigh (v, k, ℓ,G, r)
makes poly(log n, 1/ε) queries to ISG.
2. Given any graph G with 1 ≤ |E| ≤ m, when r ∼ {0, 1}q is drawn uniformly at random,
Sim-Dlow (v, i,G, r) viewed as a map from [n]× [0 : s]→ {0, 1} and Sim-Dhigh (v, k, ℓ,G, r)
viewed as a map from [n]× [s+ 1 : β]× [0 : τ ]→ {0, 1} together form an (m, ε)-degree
oracle of G with probability at least 1− 1/n2 (over the randomness of r).
We use Lemma 3.5 and 3.6 to prove Lemma 3.2.
Proof of Lemma 3.2 Assuming Lemma 3.5 and 3.6: The algorithm Estimate-With-Advice
(ε, n, m,G) draws a string r ∼ {0, 1}q uniformly at random, where q = q(ε, n,m) as in Lemma 3.6,
11
and simulates Estimate-With-Advice∗. When the latter makes a query on its given degree oracle,
Estimate-With-Advice runs either Sim-Dlow or Sim-Dhigh using r and uses its output to continue
the simulation of Estimate-With-Advice. The query complexity of Estimate-With-Advice can be
bounded using the total cost of Estimate-With-Advice∗ and complexity of Sim-Dlow and Sim-Dhigh.
The error probability of Estimate-With-Advice is at most 1/n2 (for the probability that r fails to
produce an (m, ε)-degree oracle) plus 1/n2 (for the error probability of Estimate-With-Advice∗),
which is smaller than 1/n. This finishes the proof of Lemma 3.2.
We prove Lemma 3.5 in the rest of this section and then prove Lemma 3.6 in Section 4.
3.3 Estimation of |Li| and |Hk,ℓ|.
Let G = ([n], E) be the input graph with 1 ≤ m = |E| ≤ m. We are given access to the independent
set oracle ISG and an (m, ε)-degree oracle D = (Dlow,Dhigh) of G, where we use P = (Li,Hk,ℓ : i, k, ℓ)
to denote the degree partition underlying the degree oracle D. To obtain a good estimation of |E|,
it suffices to obtain good estimations of cardinalities of Li’s and Hk,ℓ’s (the latter would also lead
to good estimations of |Hk|; recall that Hk = ∪ℓHk,ℓ). Roughly speaking, estimations of |Li|’s allow
us to approximately count the number of edges in the subgraph induced by L; estimations of |Hk|’s
allow us to approximately count the total degree of vertices in H; estimations of |Hk,ℓ|’s allow us
to approximately count the number of edges between L and H.
We describe two subroutines for estimating |Li| and |Hk,ℓ| in Lemma 3.7 and 3.8, respectively,
and then use them to prove Lemma 3.5.
Lemma 3.7 (Estimation of |Li|). Let ε ∈ (0, 1) and m be a positive integer. There is a randomized
algorithm that runs on graphs G = ([n], E) with 1 ≤ |E| ≤ m via access to the independent set oracle
and an (m, ε)-degree oracle of G with an underlying (m, ε)-degree partition P = (Li,Hk,ℓ : i, k, ℓ).
It has total cost (n/
√
m) · poly(log n, 1/ε) and returns a number κi for each i ∈ [0 : s] satisfying
|Li| − ε
2m
αi log2 n
≤ κi ≤ |Li| (8)
with probability at least 1− 1/n3.
Proof: Fix an i ∈ [0 : s] and let ci = |Li|/n. We show how to compute κi. If
ε2m
αi log2 n
≥ n, (9)
then we can set κi = 0 and it satisfies (8) trivially. So we assume below that the inequality above
does not hold. To estimate ci we draw (the equation uses the assumption that (9) does not hold)⌈
nαi log5 n
ε5m
⌉
= O
(
nαi log5 n
ε5m
)
vertices uniformly at random from [n] (with replacements). For each vertex sampled, we query the
degree oracle with a cost of αs−i = Θ(
√
m/αi) to tell if it belongs to Li. The fraction of times that
a vertex sampled belongs to Li gives us an empirical estimate ĉi of ci and it follows from Chernoff
bound (using cin · αi−1 = |Li| · αi−1 ≤ 2|E| ≤ 2m) that
|ĉi − ci| ≤ ε
2m
2αin log2 n
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with probability at least 1− ε/n4. Setting κi to be
κi =
(
ĉi − ε
2m
2αin log2 n
)
n
would satisfy (8). The total cost for obtaining κi is (n/
√
m) ·poly(log n, 1/ε). The algorithm works
on each i and succeeds with probability at least 1− (s+ 1)ε/n4 ≥ 1− 1/n3 by a union bound.
Lemma 3.8 (Estimation of |Hk,ℓ|). Let ε ∈ (0, 1) and m be a positive integer. There is a randomized
algorithm that runs on G = ([n], E) with 1 ≤ |E| ≤ m via access to the independent set oracle and
an (m, ε)-degree oracle of G with an underlying degree partition P = (Li,Hk,ℓ : i, k, ℓ). It has total
cost (n/
√
m) · poly(log n, 1/ε) and returns γk,ℓ for each k ∈ [s+ 1 : β] and ℓ ∈ [0 : τ ] satisfying
|Hk,ℓ|
(1 + ε)4
−O
(
ε4m
αk log3 n
)
≤ γk,ℓ ≤ |Hk,ℓ| (10)
with probability at least 1− 1/n3.
We delay the proof of Lemma 3.8 to Section 3.4 but first use it to prove Lemma 3.5
Proof of Lemma 3.5 assuming Lemma 3.8: Given G and P , we let m1, m2 and m3 denote
m1 =
∑
u∈L
deg(u,L), m2 =
∑
u∈H
deg(u) and m3 =
∑
u∈H
deg(u,L).
Then we have m = |E| = (m1 +m2 +m3)/2. The algorithm Estimate-With-Advice∗ simply runs
the subroutines described in Lemma 3.7 and 3.8 to obtain κi’s and γk,ℓ’s. Letting γk =
∑
ℓ∈[0:τ ] γk,ℓ,
it then outputs m̂ = (m̂1 + m̂2 + m̂3)/2, where
m̂1 =
∑
i∈[s]
κi · αi, m̂2 =
∑
k∈[s+1:β]
γk · αk and m̂3 =
∑
k∈[s+1:β]
ℓ∈[0:τ−1]
γk,ℓ · αk−ℓ.
Assuming that κi’s satisfy (8) and γk,ℓ’s satisfy (10) (which hold with probability at least 1− 2/n3
by Lemma 3.7 and Lemma 3.8), we show in the rest of the proof that m̂ satisfies (7). This finishes
the proof of the lemma since the worst-case total cost of Estimate-With-Advice∗ can be bounded
using Lemma 3.7 and Lemma 3.8.
First for m1, we have from (8) and the definition of (m, ε)-degree partitions that
m1
1 + ε
−O
(
εm
log n
)
≤
∑
i∈[s]
|Li| · αi −O
(
ε2m
αi log2 n
)
sαi ≤ m̂1 ≤
∑
i∈[s]
|Li| · αi ≤ (1 + ε)m1.
Next, from (10) combined with the fact that |Hk| =
∑
ℓ∈[0:τ ] |Hk,ℓ| and τ = Θ(log(log n/ε)/ε) =
O(log log n/ε2) we have that
|Hk|
(1 + ε)4
−O
(
ε2m
αk log2 n
)
≤ |Hk|
(1 + ε)4
−O
(
τ · ε
4m
αk log3 n
)
≤ γk =
∑
ℓ∈[0:τ ]
γk,ℓ ≤ |Hk|.
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As a result, we have from the definition of (m, ε)-degree partitions that
m2
(1 + ε)5
−O
(
εm
log n
)
≤
∑
k∈[s+1:β]
|Hk|
(1 + ε)4
· αk −O
(
ε2m
αk log2 n
)
(β − s− 1)αk
≤ m̂2 ≤
∑
k∈[s+1:β]
|Hk| · αk ≤ (1 + ε)m2.
Finally the following upper bound for m̂3 follows from (10):
m̂3 ≤
∑
k∈[s+1:β]
ℓ∈[0:τ−1]
|Hk,ℓ| · αk−ℓ ≤ (1 + ε)m3.
For a lower bound note that
∑
k∈[s+1:β]α
k−1|Hk| ≤ 2|E| ≤ 2m. Together with ατ = Θ(log n/ε) we
have
m3 ≤
∑
k∈[s+1:β]
ℓ∈[0:τ−1]
|Hk,ℓ| · αk−ℓ+1 +
∑
k∈[s+1:β]
|Hk| · αk−τ+1 ≤
∑
k∈[s+1:β]
ℓ∈[0:τ−1]
|Hk,ℓ| · αk−ℓ+1 +O
(
εm
log n
)
.
As a result, we have from (10) that
m̂3 ≥
∑
k∈[s+1:β]
ℓ∈[0:τ−1]
|Hk,ℓ|
(1 + ε)4
· αk−ℓ −O
(
εm
log n
)
≥ 1
(1 + ε)5
·
(
m3 −O
(
εm
log n
))
−O
(
εm
log n
)
.
≥ m3
(1 + ε)5
−O
(
εm
log n
)
.
It follows that
(1− 5ε)m−O
(
εm
log n
)
≤ m
(1 + ε)5
−O
(
εm
log n
)
≤ m̂ ≤ (1 + ε)m.
This finishes the proof of the lemma.
3.4 Proof of Lemma 3.8
In this subsection we will prove Lemma 3.8. Specifically, fixing any k ∈ [s+1 : β] and ℓ ∈ [0 : τ ] we
will design a procedure to approximate the size of Hk,ℓ. Our procedure High-Degree-Bucket
∗ for
this purpose uses a subroutine called High-Degree-Event∗. Its performance guarantee is proved in
the following lemma:
Lemma 3.9. There is a randomized algorithm High-Degree-Event∗ (k, ℓ, η,G) that takes the fol-
lowing inputs9: integers k ∈ [s+ 1 : β] and ℓ ∈ [0 : τ ], a parameter η ∈ [0, 1] satisfying10
ε4m
αkn log3 n
≤ η ≤ 1, (11)
9For convenience we skip n,m and ε as inputs of High-Degree-Event∗ and High-Degree-Bucket∗.
10Note that the left hand side of (11) is smaller than 1 given that αk > αs = Θ(
√
m) and m ≤ (n
2
)
.
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Subroutine High-Degree-Event∗ (k, ℓ, η,G)
Input: Integers k ∈ [s+ 1 : β] and ℓ ∈ [0 : τ ], a parameter η ∈ [0, 1] satisfying (11), and access
to both the independent set oracle ISG and an (m, ε)-degree oracle D (with underlying degree
partition P = (Li,Hk,ℓ : i, k, ℓ)) of a graph G = ([n], E) with 1 ≤ m = |E| ≤ m.
Output: Either “few” or “many.”
1. Initialize a counter c← 0, and repeat the following N times:
(a) Sample an S ⊆ [n] where each vertex is included with probability p independently.
(b) Sample an T ⊆ [n] where each vertex is included with probability q independently.
(c) If T is an independent set and S ∪T is not an independent set (via ISG)
i. Run Binary-Search(n,G,S ∪T, ε7/n2) to find an edge (u, v) in S ∪T.
ii. Query Dhigh(u, k, ℓ) and Dhigh(v, k, ℓ).
iii. If u∗ ∈ {u, v} lies in S and Hk,ℓ, and {u∗} ∪T is not an independent set (via
ISG), let c← c+ 1.
2. If c ≥ h, return “many;” otherwise return “few.”
Figure 3: Description of the High-Degree-Event∗ subroutine.
and access to the independent set oracle ISG and an (m, ε)-degree oracle D of G = ([n], E) satisfying
1 ≤ m = |E| ≤ m. The algorithm High-Degree-Event∗ has a total cost of (n/√m) ·poly(log n, 1/ε)
and has the following performance guarantee. Let P = (Li,Hk,ℓ : i, k, ℓ) denote the degree partition
of the given degree oracle D of G. Then
1. If |Hk,ℓ| ≤ ηn, then the algorithm outputs “few” with probability at least 1− ε4/n4;
2. If |Hk,ℓ| ≥ α3ηn, then the algorithm outputs “many” with probability at least 1− ε4/n4.
Proof: We describe High-Degree-Event∗ in Figure 3 with the following four parameters (one can
check that p < 1 using the condition on η ∈ [0, 1] in (11)):
N =
n log7 n
ε9
√
m
, h =
(
1 +
ε
4
) log2 n
ε3
, p =
ε5
√
m
ηn2 log4 n
and q =
ε
αk+1 log n
. (12)
Suppose that |Hk,ℓ| ≤ ηn, and consider the probability that the counter is incremented at any
specific iteration of High-Degree-Event∗. Note that a necessary condition for this to happen is
that there is a vertex u∗ ∈ Hk,ℓ that is included in S and u∗ has a neighbor in T so that step 1(c)iii
increments the counter c. Thus we have
Pr
S,T
[
c is incremented
] ≤ ∑
u∈Hk,ℓ
Pr
S
[
u ∈ S] ·Pr
T
[
T contains a neighbor of u
]
.
Given that every vertex u ∈ Hk,ℓ has degree at most αk+1. We have
Pr
T
[
T contains a neighbor of u
] ≤ αk+1q = ε
log n
.
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As a result, for the case when |Hk,ℓ| ≤ ηn we have
Pr
S,T
[
c is incremented
] ≤ ηnpε
log n
.
Next we consider the case of |Hk,ℓ| ≥ α3ηn. A sufficient condition for the counter to increment
is that there is a vertex u∗ ∈ Hk,ℓ such that (1) u∗ ∈ S , (2) one of the neighbors of u∗ lies in T, (3)
(S \ {u∗})∪T is an independent set, and (4) Binary-Search does not fail. Suppose these occur for
a sample of S and T in step 1(a) and 1(b). Then, T ⊂ (S \ {u∗}) ∪T must be an independent set
by (3), and S ∪T is not an independent set by (1) and (2). This means step 1(c) enters lines (i),
(ii) and (iii). By (3) and (4), Binary-Search(m,G,S ∪T, ε7/n2) outputs an edge (u∗, v) since all
edges in S ∪ T are adjacent to u∗; hence, (ii) executes Dhigh(u∗, k, ℓ) and notices u∗ lies in S and
Hk,ℓ. Finally by (2), {u∗} ∪T is not an independent set in (iii) and the counter is incremented.
We first show that the events (1), (2), and (3) are disjoint for different vertices u ∈ Hk,ℓ. Suppose
for contradiction that u1, u2 ∈ Hk,ℓ satisfy events (1), (2), and (3). Then, by (3), (S \ {u1}) ∪ T
and (S \ {u2}) ∪T are independent sets, which means that (u1, u2) is the only edge in S∪T. This
implies by applying (2) to u1 that u2 ∈ T, and similarly u1 ∈ T by applying (2) to u2. Thus, there
is an edge in (S \ {u1}) ∪ T, a contradiction. Thus, the probability for c to increment is at least
(the last term accounts for Binary-Search)∑
u∈Hk,ℓ
Pr
S,T
[
u ∈ S,T contains a neighbor of u and (S \ {u}) ∪T is an IS]− (ε7/n2).
Let S′ be the set drawn by including each vertex in [n] \ {u} with probability p independently, and
let T′ be the set drawn similarly from [n] \ {u} using q. Then the probability in the sum above can
be written as
p(1− q) ·PrS′,T′
[
T′ contains a neighbor of u and S′ ∪T′ is an IS].
On the one hand, the probability that T′ contains a neighbor of u is at least
αk−1q −
(
αk−1
2
)
q2 ≥
(
1
α2
−O
(
ε
log n
))
· ε
log n
as αk+1q = ε/ log n. On the other hand, it follows from Lemma 2.2, (11) and αk = O(n) that
PrS′,T′
[
S′ ∪T′ is not an IS] ≤ m · (p+ q)2 ≤ m · 2(p2 + q2) = O( ε2
log2 n
)
.
As a result, we have
PrS′,T′
[
T′ contains a neighbor of u and S′ ∪T′ is an IS] ≥ ( 1
α2
−O
(
ε
log n
))
· ε
log n
.
So for the case when |Hk,ℓ| ≥ α3ηn, we have
Pr
S,T
[
c is incremented
] ≥ α3ηn · p(1− q) · ( 1
α2
−O
(
ε
log n
))
· ε
log n
− ε
7
n2
≥ (1 + ε/2) · ηnpε
log n
.
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Procedure High-Degree-Bucket∗ (k, ℓ,G)
Input: Integers k ∈ [s+ 1 : β] and ℓ ∈ [0 : τ ], and access to both the independent set oracle
ISG and an (m, ε)-degree oracle D (with underlying degree partition P = (Li,Hk,ℓ : i, k, ℓ))
of an undirected graph G = ([n], E) with 1 ≤ m = |E| ≤ m.
Output: An estimation γk,ℓ of |Hk,ℓ|.
1. Let η = 1
2. While η ≥ ε4m/(αkn log3 n), perform the following:
(a) Run High-Degree-Event∗(k, ℓ, η,G)
(b) If it outputs “many,” return ηn as γk,ℓ; Otherwise, set η to be η/α.
3. Return 0
Figure 4: Description of the High-Degree-Bucket∗ procedure.
Plugging in the choices of p and N , we have that
N =
log n
ηnpε
· log
2 n
ε4
.
By a Chernoff bound the counter will distinguish the two cases with probability 1− ε3/n4.
Using the above lemma, we can estimate the sizes of the high degree buckets.
Proof of Lemma 3.8: The algorithm simply runs High-Degree-Bucket∗ (k, ℓ,G) for each k∈ [s+ 1 : β]
and ℓ∈ [0 : τ ] to obtain γk,ℓ. Its total cost can be bounded easily given that High-Degree-Bucket∗
only invokes High-Degree-Event∗ at most O(log n/ε) many times, and both β and τ are O˜(log n/ε).
Below we assume that every call to High-Degree-Event∗(k, ℓ, η,G) satisfies the two conditions
in Lemma 3.9, which happens with probability at least
1− ε
4
n4
· O˜
(
log3 n
ε3
)
> 1− 1
n3
.
We show that every γk,ℓ satisfies (10) and the lemma follows.
Let γk,ℓ be the output of High-Degree-Bucket
∗(k, ℓ,G). Considered two cases. First suppose
line 3 is reached so γk,ℓ = 0. Let η̂ be the value of η in the last call to High-Degree-Event
∗. Then
η̂≤ ε
4m
αk−1n log3 n
and because every call to High-Degree-Event∗ returns a correct answer (“few” in this case),
|Hk,ℓ| ≤ α3η̂n = O
(
ε4m
αk log3 n
)
so (10) holds trivially with γk,ℓ = 0.
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Next suppose that γk,ℓ = η̂n since High-Degree-Event
∗ (k, ℓ, η̂, G) outputted “many”, and the
previous High-Degree-Event∗ (k, ℓ, αη̂,G) outputted “few.” Given the assumption that both invo-
cations return correct answers, we get that γk,ℓ =η̂n ≤ |Hk,ℓ| and |Hk,ℓ| ≤ α4η̂n = α4γk,ℓ, so (10)
follows.
4 Simulation of Oracles
We prove Lemma 3.6 in this section. We show how to simulate access to an (m, ε)-degree oracle
by giving implementations of Sim-Dhigh and Sim-Dlow, which assume access to an independent set
oracle. To simplify the presentation, we break the simulation into two steps. In the first step, we
introduce the notion of a high-low partition and a high-low oracle in Section 4.1 and show how
to simulate a high-low oracle using access to an independent set oracle. In the second step, we
show how to simulate an (m, ε)-degree oracle with access to both an independent set oracle and a
high-low oracle.
Throughout the section, let ε ∈ (0, 1) be an accuracy parameter, 1 ≤ m ≤ (n2) and G = ([n], E)
be a graph where 1 ≤ m = |E| ≤ m. Recall α = 1 + ε, s is set according to (3), β = Θ((log n)/ε)
is the smallest integer such that αβ ≥ n, and τ is the smallest integer such that ατ ≥ log2 n/ε. For
convenience we will fix ε and m and skip them as inputs of algorithms presented in this section.
4.1 High-low partitions and oracles
We start with the definition of high-low partitions and oracles.
Definition 4.1. An (m, ε)-high-low partition of G = ([n], E) is a partition (H,L) of [n] such that
every vertex u ∈ L satisfies deg(u) ≤ αs+1 and every vertex u ∈ H satisfies deg(v) ≥ αs.
An (m, ε)-high-low oracle contains an (m, ε)-high-low partition (H,L) of G, and can be accessed
via a map DHL : [n]→ {0, 1} such that DHL(u) = 1 if u ∈ H and DHL(u) = 0 if u ∈ L.
We remark (similarly to the case of (m, ε)-degree partitions in Definition 3.3) that (m, ε)-high-
low partitions are not unique; in fact, a vertex v with αs ≤ deg(v) ≤ αs+1 may belong to either H
or L in an (m, ε)-high-low partition (H,L). We show in the next lemma that query access to an
(m, ε)-high-low oracle DHL can be simulated very efficiently using an independent set oracle.
Lemma 4.2. There is a positive integer qHL = qHL(ε, n,m) and a deterministic algorithm High-Low
with the following performance guarantee. High-Low(u,G, r) takes three inputs: a vertex u ∈ [n],
access to an independent set oracle ISG of G = ([n], E) with 1 ≤ m = |E| ≤ m, and r ∈ {0, 1}qHL .
The algorithm makes at most poly(log n, 1/ε) queries to ISG and outputs a value in {0, 1}. With
probability at least 1 − 1/n3 over the draw of r ∼ {0, 1}qHL , the function High-Low(·, G, r) : [n] →
{0, 1}, is an (m, ε)-high-low oracle of G.
Before giving the proof of Lemma 4.2, we introduce the main subroutine, Check-High-Degree,
which will be used for High-Low as well as for later parts of this section.
Lemma 4.3. There is a randomized algorithm Check-High-Degree(u, d,G) which takes three in-
puts: a vertex u ∈ [n], a parameter d≥ αs, and access to an independent set oracle of G = ([n], E)
with 1 ≤ |E| ≤ m. The algorithm makes at most poly(log n, 1/ε) queries and satisfies the following
two properties:
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Subroutine Check-High-Degree(u, d,G)
Input: A vertex u ∈ [n], a parameter d ≥ αs, and access to an independent set oracle
ISG of an undirected graph G = ([n], E) with 1 ≤ m = |E| ≤ m.
Output: Either “low” or “high.”
1. Let c be a counter, initially set to 0. Repeat t = poly(log n, 1/ε) many iterations:
• Sample T ⊆ [n] \ {u} by including each vertex independently with probability
ε/(d log n). Increment c if T is an independent set but T ∪ {u} in not.
2. If c > (1 + ε/4)tε
/
log n, output “high;” otherwise, output “low.”
Figure 5: Description of the Check-High-Degree subroutine.
• If deg(u) ≥ (1+ε)d, then Check-High-Degree(u, d,G) outputs “high” with probability at least
1− ε2/n5.
• If deg(u) ≤ d, then Check-High-Degree(u, d,G) outputs “low” with probability at least 1 −
ε2/n5.
Proof: Suppose first deg(u) ≥ (1+ε)d. Consider the probability over the draw of T ⊆ [n]\{u} that
the counter c is incremented at any particular iteration. We notice that if T is an independent set
containing a neighbor of u, the counter is incremented. Therefore,
Pr
T
[
c is incremented
] ≥ Pr
T
[
T ∩ Γ(u) 6= ∅]−Pr
T
[
T is not an independent set
]
≥ 1−
(
1− ε
d log n
)(1+ε)d
−O
(
ε2
log2 n
)
≥ ε(1 + ε)(1 − o(ε))
log n
≥ ε(1 + ε/2)
log n
.
where we used Lemma 2.2 to say that T is very likely to be an independent set. On the other hand
when deg(u) ≤ d, the probability that the counter is incremented is at most the probability that
any neighbor of u is included in T, so at most ε/ log n. By a Chernoff bound, the counter c at the
end will be able to distinguish the two cases with probability at least 1− ε2/n5.
We now use Lemma 4.3 to prove Lemma 4.2:
Proof of Lemma 4.2: Let qHL = qHL(ε, n,m) be a large enough integer so that r ∈ {0, 1}qHL can
store the randomness of calls to Check-High-Degree(u, αs, G) for every u ∈ [n]. More formally, if
κ is the number of random bits needed for each call to Check-High-Degree(u, αs, G), then qHL is
set to be n ·κ. By a union bound, with probability at least 1− ε2/n4 over the draw of r ∼ {0, 1}qHL ,
all n calls to Check-High-Degree(u, αs, G) return a correct answer (i.e. no property in Lemma 4.3
is violated). We will refer to such a string r as a good string.
We now describe the implementation of High-Low(u,G, r) and show that for every good string
r, High-Low(·, G, r) implements an (m, ε)-high-low oracle. When calling High-Low(u,G, r), it just
calls Check-High-Degree(u, αs, G) with randomness taken from bits of r allocated to this call. Then
High-Low(u,G, r) outputs 1 if it outputs “high,” and 0 if it outputs “low.” It follows from Lemma
4.3 that High-Low(u,G, r) makes poly(log n, 1/ε) independent set queries. Moreover, when r is a
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good string, High-Low(u,G, r) = 1 implies that deg(u) ≥ αs; High-Low(u,G, r) = 0 implies that
deg(u) ≤ αs+1. This finishes the proof of Lemma 4.2.
4.2 Implementation of a degree oracle using a high-low oracle
Lemma 3.6 follows from Lemma 4.2 and the next lemma which is almost identical to Lemma 3.6,
except that the algorithms now have access to both an independent set oracle and a high-low oracle.
Lemma 4.4. There exists a positive integer q∗ = q∗(ε, n,m) and two deterministic algorithms
Sim-D∗low and Sim-D
∗
high, where Sim-D
∗
low (u, i,G, r) takes as input a vertex u ∈ [n], an index i ∈ [0 :
s], access to both an independent set oracle ISG and an (m, ε)-high-low oracle DHL of an undirected
graph G = ([n], E) with 1 ≤ m = |E| ≤ m, and an r ∈ {0, 1}q∗ ; Sim-D∗high (u, k, ℓ,G, r) takes the
same inputs but has the index i replaced by indices k ∈ [s + 1 : β] and ℓ ∈ [0 : τ ]. Both algorithms
output a value in {0, 1} and together have the following performance guarantee:
1. Sim-D∗low (u, i,G, r) makes α
s−i · poly(log n, 1/ε) queries and Sim-D∗high (u, k, ℓ,G, r) makes
poly(log n, 1/ε) queries to the two oracles ISG and DHL.
2. With probability at least 1− 1/n3 over r ∼ {0, 1}q∗ , Sim-D∗low (u, i,G, r) viewed as a map
from [n]× [0 : s]→ {0, 1} and Sim-D∗high (u, k, ℓ,G, r) viewed as a map from
[n]× [s+ 1 : β]× [0 : τ ]→ {0, 1} form an (m, ε)-degree oracle of G.
To prove Lemma 4.4, we need two procedures with properties summarized in the following two
lemmas. We delay their proofs but first use them to prove Lemma 4.4.
Lemma 4.5. There is a randomized algorithm Check-H-L-Degree(u, k, ℓ,G) which takes as input
a vertex u ∈ [n], two integers k ∈ [s + 1 : β] and ℓ ∈ [τ ], and access to both an independent set
oracle and an (m, ε)-high-low oracle DHL with (m, ε)-high-low partition (H,L) of G = ([n], E) with
1 ≤ |E| ≤ m. The algorithm makes poly(log n, 1/ε) queries and has the following properties when
αk−1 ≤ deg(u) ≤ αk+1:
• If deg(u,L) ≤ αk−ℓ, Check-H-L-Degree(u, k, ℓ,G) outputs “low” with probability at least 1−
ε2/n5.
• If deg(u,L) ≥ αk−ℓ+1, Check-H-L-Degree(u, k, ℓ,G) outputs “high” with probability at least
1− ε2/n5.
Lemma 4.6. There is a randomized algorithm Check-Low-Degree(u, d,G) which takes as input a
vertex u ∈ [n], a parameter 0 < d ≤ αs, and access to an independent set oracle and an (m, ε)-high-
low oracle of a graph G = ([n], E) with 1 ≤ |E| ≤ m. The algorithm makes (αs/d) · poly(log n, 1/ε)
queries to the two oracles and satisfies the following two properties:
• If deg(u,L) ≥ (1 + ε)d, then Check-Low-Degree(u, d,G) outputs “high” with probability at
least 1− ε2/n5.
• If deg(u,L) ≤ d, then Check-Low-Degree(u, d,G) outputs “low” with probability at least 1 −
ε2/n5.
Proof of Lemma 4.4 Assuming Lemma 4.5 and 4.6: Similar to the proof of Lemma 4.2, we
let q∗ be a large enough integer so that a string r ∈ {0, 1}q∗ can store randomness needed by calls
to
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1. Check-Low-Degree(u, αi−1, G) for all u ∈ [n] and i ∈ [0 : s];
2. Check-High-Degree(u, αk, G) for all u ∈ [n] and k ∈ [s + 1 : β]; and
3. Check-H-L-Degree(u, k, ℓ,G)for all u ∈ [n], k ∈ [s + 1 : β] and ℓ ∈ [τ ].
Then it follows from Lemma 4.3, 4.5 and 4.6 and a union bound that, when r ∼ {0, 1}q∗ , all these
calls return a correct answer (in the sense that no property as stated in Lemma 4.3, 4.5 and 4.6 is
violated) with probability 1− 1/n3. We will refer to such an r ∈ {0, 1}q∗as a good string, and will
show that given correct outputs to all calls listed above, Sim-D∗low and Sim-D
∗
high can implement
an (m, ε)-degree oracle for G. For the remainder of the proof, we consider any fixed good string
r ∈ {0, 1}q∗ .
Before describing the implementation details of Sim-D∗low and Sim-D
∗
high, it is helpful to discuss
results of running all these algorithms (1), (2) and (3) on a vertex u when r is good. We first
consider a vertex u with DHL(u) = 0 and thus, u ∈ L and we have deg(u) ≤ αs+1. In this case
we consider the results of running Check-Low-Degree(u, αi−1, G) for each i ∈ [0 : s], and write
ai−1 ∈ {“low”, “high”} to denote the result; we set as = “low” by default. Then there are two
cases. If deg(u,L) = 0, then all ai = “low”; if 1 ≤ deg(u,L) ≤ αs+1, we have a−1 = “high” and by
Lemma 4.6, as well as the fact r is good, there is a unique i ∈ [0 : s] such that ai−1 = “high” and
ai = “low”, where i satisfies α
i−1 < deg(u,L) < αi+1 (which intuitively means that we can place u
in Li).
11
Next consider a vertex u with DHL(u) = 1 and thus, u ∈ H and deg(u) ≥ αs. We first consider
Check-High-Degree(u, αk, G) for each k ∈ [s + 1 : β − 1] and use bk∈ {“low”, “high” } to denote
the result; we also set bβ = “low” and bs = “high” by default. By Lemma 4.3, as well as the
fact r is good, there is a unique k ∈ [s + 1 : β] such that bk−1 = “high” and bk = “low”, which
implies that αk−1< deg(u)<αk+1 (so we can place u in Hk). Next for this particular k, we consider
Check-H-L-Degree(u, k, ℓ,G) for each ℓ ∈ [τ ] and use cℓ to denote the result; we also set c0 = “low”
by default. If all cℓ’s are “low,” then deg(u,L)<α
k−τ+1 (which we can place in Hk,τ ). Otherwise
there exists a unique ℓ ∈ [0 : τ − 1] such that cℓ = “low” and cℓ+1 = “high.” In this case we have
αk−ℓ−1<deg(u,L)<αk−ℓ+1 (which we can place in Hk,ℓ).
We now describe the implementation of Sim-D∗low and Sim-D
∗
high and show that for every good
string r, they together become an (m, ε)-degree oracle of the graph:
1. For Sim-D∗low (u, i,G, r), where i ∈ [0 : s], we first check DHL(u) and return 0 if DHL(u) = 1
(meaning that u ∈ H). There are two special cases: i = 0 and i = 1. If i = 0, we just run
a−1 = Check-Low-Degree(u, α
−1, G) and if a−1 = “low” return 1, and return 0 otherwise.
If i = 1, run a−1 = Check-Low-Degree(u, α
−1, G) and a1 = Check-Low-Degree(u, α,G) and
if a−1 = “high” and a1 = “low” return 1, and return 0 otherwise. For general i ≥ 2, we run
ai = Check-Low-Degree(u, α
i, G) and ai−1 = Check-Low-Degree(u, α
i−1, G) but set ai to be
“low” by default if i = s. If ai−1 = “high” and ai = “low”, return 1; otherwise, return 0.
2. For Sim-D∗high(u, k, ℓ,G, r), where k ∈ [s+ 1 : β] and ℓ ∈ [0 : τ ], we first check DHL(u) and
return 0 if DHL(u) = 0 (meaning that u ∈ L). Next run bk = Check-High-Degree(u, αk, G),
and bk−1 = Check-High-Degree(u, α
k−1, G) but set bk−1 = “high” if k = s+ 1 by default
and set bk = “low” if k = β by default. If bk−1 = “high” and bk = “low”, we continue;
11More detailed, we note that a−1 = “high” and as = “low”, so that some index i ∈ [s] satisfies ai−1 = “high” and
ai = “low”. In order to see this index is unique, note that, if for i
′ 6= i, ai′−1 = “high” and ai′ = “low”, then either
i′ − 1 > i, or i′ < i− 1, and αi′−1 < deg(u,L) < αi′+1; however, this contradicts the fact αi−1 < deg(u,L) < αi+1.
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otherwise we return 0 (meaning that u does not even belong to Hk). Finally we run
cℓ = Check-H-L-Degree(u, k, ℓ,G) and cℓ+1 = Check-H-L-Degree(u, k, ℓ+ 1, G) but set
cℓ = “low” by default if ℓ = 0. If ℓ = τ and cτ = “low”, return 1; return 0 otherwise. If
ℓ < τ , return 1 if cℓ = “low” and cℓ+1 = “high”, and return 0 otherwise.
Given results of these calls analyzed above, it can be verified that Sim-D∗low and Sim-D
∗
high together
implement an (m, ε)-degree oracle when r is a good string. This finishes the proof.
We now provide a proof of Lemma 3.6 by using Lemma 4.4 and Lemma 4.2.
Proof of Lemma 3.6: Let qHL = qHL(ε, n,m) be the integer obtained from Lemma 4.2, and
q∗ = q∗(ε, n,m) be the integer obtained from Lemma 4.4. We let q = qHL + q∗, and we consider a
string r ∼ {0, 1}q defined as the concatenation of r1 ∼ {0, 1}qHL and r2 ∼ {0, 1}q∗ .
If the function High-Low(·, G, r1) : [n]→ {0, 1} is an (m, ε)-high-low oracle of G, we say that r1
is a good string, and note that by Lemma 4.2 r1 ∼ {0, 1}qHL is a good string with probability at
least 1−1/n3. Furthermore, for any fixed r1 which is good, we let r2 ∈ {0, 1}∗ be a good string if the
functions Sim-D∗low(·, ·, G, r2) : [n]× [0 : s]→ {0, 1} and Sim-D∗high(·, ·, ·, G, r2) : [n]× [s+1 : β]× [0 :
τ ] → {0, 1}, when run with access to the independent set oracle ISG of G and the (m, ε)-high-low
oracle given by High-Low(·, G, r1), form an (m, ε)-degree oracle of G. Similarly, by Lemma 4.4, we
have that r2 ∼ {0, 1}q∗ is a good string with probability at least 1− 1/n3.
As a result, for r1 which is good, and r2 is good (with respect to r1), which occurs with probabil-
ity 1− 2/n3, the functions Sim-Dlow(·, ·, G, r) : [n]× [0 : s]→ {0, 1} and Sim-Dhigh(·, ·, ·, G, r) : [n]×
[s+1 : β]×[0 : τ ]→ {0, 1} are implemented by calling the functions Sim-D∗low and Sim-D∗high.We note
that these functions form an (m, ε)-degree oracle of G which makes queries only to the independent
set oracle ISG of G.
Lastly, the upper bound on the query complexities to ISG of Sim-Dlow and Sim-Dhigh follows
from the upper bounds on the query complexities of Sim-D∗low and Sim-D
∗
high to ISG and High-Low,
as well as the fact that High-Low makes at most poly(log n, 1/ε) queries to ISG.
4.3 Proof of Lemma 4.5
We describe Check-H-L-Degree in Figure 6. The procedure shares resemblance with Check-High-Degree
and the main difference is that every time a set T is found such that T is an independent set but
T ∪ {u} is not, we continue to find an edge (u, v) ∈ E and then use the high-low oracle to certify
that v ∈ L. Note that we do not need to run the randomized binary search in order to find an edge
(u, v) ∈ E. Given that T is an independent set but T ∪ {u} is not, one can deterministically split
T into two parts, query the two parts together with u separately, and continue with one that is not
independent.
Now we start to prove Lemma 4.5. Consider first the case of deg(u,L) ≤ αk−ℓ. We note that in
any iteration of line 1, the probability c is incremented is at most the probability that a neighbor
v ∈ Γ(u,L) is included, and this occurs with probability at most
ε
αk log n
· αk−ℓ ≤ ε
αℓ log n
.
Suppose, on the other hand, that deg(u,L) ≥ αk−ℓ+1. A sufficient condition for the counter c
to be incremented is (1) T is an independent set, (2) T contains a unique neighbor v ∈ Γ(u,L),
and (3) T avoids all vertices in Γ(u,H). Representing T = T1 ∪ T2 ∪ T3 where T1 ⊆ Γ(u,L),
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Subroutine Check-H-L-Degree(u, k, ℓ,G)
Input: A vertex u ∈ [n] satisfying αk−1 ≤ deg(u) ≤ αk+1, integers k ∈ [s+ 1 : β] and
ℓ ∈ [0 : τ ], and access to an independent set oracle and an (m, ε)-high-low oracle DHL of
G = ([n], E) with 1 ≤ |E| ≤ m.
Output: Either “low” or “high.”
1. Let c be a counter, initially set to 0. Repeat for t = poly(log n, 1/ε) iterations:
• Sample T ⊆ [n] \ {u} by including each element independently with probability
ε/(αk log n). If T is an independent set but T ∪ {u} in not (obtained by querying
ISG), run a deterministic binary search to find an edge (u, v) ∈ E.
• Query DHL(v), and increment c if it outputs 0.
2. If c > (1 + ε/4)εt
/
(αℓ log n), output “high;” otherwise, output “low.”
Figure 6: Description of the Check-H-L-Degree subroutine.
T2 ⊆ Γ(u,H), and T3 ⊆ [n] \ Γ(u), we have:
Pr
T
[c is incremented] ≥ Pr
T1,T2,T3
[|T1| = 1 ∧T2 = ∅ ∧T1 ∪T3 is an independent set]
≥ Pr
T2
[T2 = ∅]

 ∑
v∈Γ(u,L)
Pr
T1,T3
[
T1 = {v}∧
T1 ∪T3 is an independent set
] , (13)
Pr
T2
[T2 = ∅] ≥
(
1− ε
αk log n
)αk+1
≥ 1− o(ε). (14)
We note that since deg(u) ≤ αk+1, for any v ∈ Γ(u,L),
Pr
T1
[T1 = {v}] ≥ ε
αk log n
(
1− ε
αk log n
)αk+1−1
≥ ε(1− o(ε))
αk log n
. (15)
Finally, conditioning on T1 = {v}, T1 ∪ T3 is an independent set if and only if T3 ∩ Γ(v) = ∅
and T3 (which is sampled from [n] \ Γ(u) and avoids Γ(v)) is an independent set. Since v ∈ L,
the probability of T3 ∩ Γ(v) = ∅ is at least (1 − ε/(αk log n))αs+1 ≥ 1 − o(ε). As a result, viewing
T3 = T
(0)
3 ∪T(1)3 where T(0)3 ⊂ Γ(v) \Γ(u) and T(1)3 ⊂ [n] \ (Γ(u)∪Γ(v), we have that for any fixed
v ∈ Γ(u,L),
Pr
T1,T3
[{v} ∪T3 is an independent set] ≥ (1− o(ε)) Pr
T
(1)
3
[
T
(1)
3 is an independent set
]
≥ 1− o(ε),
(16)
where we used Lemma 2.2 to say T
(1)
3 is an independent set with probability at least 1 − o(ε).
Plugging (14), (15) and (16) back into (13), and recalling that |Γ(u,L)| = deg(u,L) ≥ αk−l+1, the
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Subroutine Check-Low-Degree(u, d,G)
Input: A vertex u ∈ L, a parameter 0 ≤ d ≤ αs+1, and query access to independent set oracle
ISG and an (m, ε)-degree oracle of a graph G = ([n], E) with 1 ≤ |E| ≤ m.
Output: Either “low” or “high.”
1. Let c = 0 be a counter. Repeat for t = (αs/d) · poly(log n, 1/ε) many iterations:
• Sample T ⊆ [n] \ {u} by including each vertex independently with probability
ε/(αs log n). If T is an independent set but T ∪ {u} is not (obtained by querying
ISG), run a deterministic binary search to find an edge (u, v) ∈ E with v ∈ T.
• Query DHL(v), and increment the counter if it outputs 0, i.e., v ∈ L.
2. If c > (1 + ε/4)εdt
/
(αs log n), output “high;” otherwise, output “low.”
Figure 7: Description of the Check-Low-Degree subroutine.
probability the counter c is incremented is at least
(1− o(ε)) · αk−ℓ+1 · ε(1 − o(ε))
αk log n
· (1− o(ε)) ≥ ε(1 + ε/2)
αℓ log n
.
Given that αℓ ≤ ατ = O(log2 n/ε), it follows from a Chernoff bound that poly(log n, 1/ε) iterations
are enough for the counter to distinguish these two cases with probability at least 1− ε2/n5.
4.4 Proof of Lemma 4.6
We present the algorithm in Figure 7. The proof follows a similar path as that of Lemma 4.5 with
a few parameters set differently.
Suppose deg(u,L) ≤ d, the probability that the counter is incremented is at most the probability
that a neighbor v ∈ Γ(u,L) is included in T, which occurs with probability at most εd/(αs log n).
Suppose deg(u,L) ≥ (1 + ε)d, and consider the probability, over the draw of T ⊆ [n] \ {u} that
the counter c is incremented at any particular round. Similarly to the proof of Lemma 4.5, we note
that a sufficient condition for this to occur is when (1) T is an independent set, (2) T contains a
unique neighbor v ∈ Γ(u,L), and (3) T avoids all vertices in Γ(u,H). Viewing T = T1 ∪T2 ∪T3
where T1 ⊆ Γ(u,L), T2 ⊆ Γ(u,H), and T3 ⊆ [n] \ Γ(u), we have:
Pr
T
[c is incremented] ≥ Pr
T1,T2,T3
[|T1| = 1 ∧T2 = ∅ ∧T1 ∪T3 is an independent set]
≥ Pr
T2
[T2 = ∅]

 ∑
v∈Γ(u,L)
Pr
T1,T3
[
T1 = {v}∧
T1 ∪T3 is an independent set
] , (17)
Pr
T2
[T2 = ∅] ≥
(
1− ε
αs log n
)αs+1
≥ 1− o(ε). (18)
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Next for each v ∈ Γ(u,L), we have
Pr
T1
[T1 = {v}] ≥ ε
αs log n
(
1− ε
αs log n
)αs+1−1
≥ ε(1 − o(ε))
αs log n
. (19)
Conditioning on T1 = {v}, T1 ∪ T3 is an independent set if and only if T3 ∩ Γ(v) = ∅, and T3
is an independent set. Similarly to (18), since v ∈ L, the probability of T3 ∩ Γ(v) = ∅ is at least
(1 − ε/(αs log n))αs+1 ≥ 1 − o(ε). By Lemma 2.2, T3 (after avoiding Γ(v)) is an independent set
with probability at least 1− o(ε). Therefore, we obtain that (17) is at least
εd(1 + ε)(1 − o(ε))3
αs log n
>
εd(1 + ε/2)
αs log n
from combining (18) and (19).
By a Chernoff bound, the counter will distinguish these two cases with probability at least
1− ε2/n5.
5 Lower Bound
We now turn to proving the lower bound on the query complexity of estimating the number of edges
of an undirected graph G with access to the independent set oracle ISG.
We restate the main lower bound theorem:
Theorem 6. Let n and m be two positive integers with m ≤ (n2). Any randomized algorithm with
access to the independent set oracle ISG of an unknown G = ([n], E) must make min(
√
m,n/
√
m) ·
(poly log n)−1 many queries in order to distinguish whether |E| ≤ m/2 or |E| ≥ m with probability
at least 2/3.
We first establish Theorem 6 for the case when m ≥ n; the case when m < n follows later with
a simple reduction to the case when m ≥ n. Now let m be an integer with
n ≤ m ≤ n
2
log6 n
. (20)
Note that we further assumed that m ≤ n2/ log6 n. When m ≥ n2/ log6 n, the lower bound we aim
for becomes Ω˜(log3 n) which holds trivially since (1) Ω˜ hides a factor of polylog(n) and (2) solving
the problem requires at least one query to ISG given that m ≤
(n
2
)
.
Assuming that m satisfies (20), the proof proceeds by Yao’s principle. In Section 5.1 we present
two distributions Dyes and Dno over undirected graphs with vertex set [n] such that G ∼ Dyes has
fewer than m/2 edges with probability at least 1− o(1) and G ∼ Dno has more than m edges with
probability at least 1− o(1). Next, we prove in Section 5.2 that every deterministic algorithm that
distinguishes Dyes and Dno must make Ω˜(n/
√
m) independent set queries. This finishes the proof
of Theorem 6 when m ≥ n. We work on the case when m < n via a reduction in Section 5.3.
5.1 Distributions
Let d
def
= m/n (which is not necessarily an integer). Given that m satisfies (20), we have that
1 ≤ d ≤ n
log6 n
. (21)
25
Let q be the following positive integer:
q =
⌈√
n
d
· 1
log3 n
⌉
= Θ
(√
n
d
· 1
log3 n
)
.
We consider the following two distributions supported on graphs with vertex set [n]:
• Dno: A graph G ∼ Dno is sampled by first letting A ⊆ [n] be a uniformly random subset
of [n], and A = [n] \A. Furthermore, we sample B ⊆ A by including each element of A in
B independently with probability d log n/n (note that this is smaller than 1 by (21)). For
each i ∈ A \B and j ∈ A, we include the edge (i, j) in G independently with probability
d/n. Finally, we add the edge (i, j) to G for every i ∈ B and j ∈ A.
• Dyes: A graph G ∼ Dyes is sampled by first letting A ⊆ [n] be a uniformly random subset of
[n], and A = [n] \A as above. We set B = ∅ by default in Dyes.12 For each i ∈ A \B = A
and each j ∈ A, we include the edge (i, j) in G independently with probability d/n.
We note that with probability at least 1− o(1) over the draw of G ∼ Dyes, G will have no more
than m/2 many edges. This follows from Chernoff bound and the fact that there are at most n2/4
many pairs between A and A (so the expected number of edges is no more than (n2/4) · (d/n) =
m/4). On the other hand, with probability at least 1− o(1) over the draw of G ∼ Dno, G will have
Ω(dn log n) ≥ m edges. This is because with probability 1− o(1), |A| = Ω(n) and |B| = Ω(d log n).
As a result, Theorem 6 (when m ≥ n) follows from Lemma 5.1 below because any randomized
algorithm that can distinguish |E| ≤ m/2 and |E| ≥ m with probability 2/3 implies a deterministic
algorithm Alg with the same complexity such that
Pr
G∼Dno
[
Alg(G) outputs “no”
]− Pr
G∼Dyes
[
Alg(G) outputs “no”
] ≥ 1/3− o(1).
Lemma 5.1. Let Alg be a deterministic algorithm that makes q independent set queries. Then
Pr
G∼Dno
[
Alg(G) outputs “no”
]− Pr
G∼Dyes
[
Alg(G) outputs “no”
] ≤ o(1).
5.2 Augmented oracle
To prove Lemma 5.1, we will work with an augmented (independent set) oracle. We show that any
deterministic algorithm with access to the original independent set oracle can be simulated exactly
using the augmented oracle with the same query complexity (Lemma 5.2). As a result lower bounds
for the augmented oracle (Lemma 5.3) carry over to the independent set oracle (Lemma 5.1).
The augmented oracle is specifically designed to be queried when the input graph is drawn from
either Dyes or Dno. Suppose that G is drawn from Dyes or Dno together with the auxiliary sets A
and B (see Section 5.1). A deterministic algorithm can access the augmented oracle as follows:
• At any time during its execution, the algorithm maintains a triple (K, ℓ, e) which we will
refer to as its current knowledge triple, where K ⊆ [n] is a set of vertices, ℓ : K → {a, a, b}
assigns one of three labels to each vertex in K, and e : K ×K → {0, 1}. We refer to vertices
in K as known vertices. Initially, K = ∅ (and both ℓ and e are trivial) and will grow as the
result of queries made by the algorithm to the augmented oracle (see the next paragraph).
12We introduce B in Dyes only for the purpose of analysis later.
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For each vertex i ∈ K, ℓ(i) indicates whether i ∈ A,A \B or B: if i ∈ A, then ℓ(i) = a; if
i ∈ A \B, then ℓ(i) = a; if i ∈ B, then ℓ(i) = b.13 Moreover, for any vertices i, j ∈ K, e(i, j)
is the indicator of whether (i, j) lies in G or not.
• At the beginning of each round, based on its current knowledge triple (K, ℓ, e), the algorithm
can deterministically send a query specified by a set Q ⊆ [n] \K to the augmented oracle.
The oracle then reacts to the query as follows:
– If |Q| ≤ t, where t denotes the following integer parameter
t
def
=
⌈√
n/d · log n
⌉
= Θ
(√
n/d · log n
)
,
the oracle sends a new knowledge triple (K, ℓ, e) to the algorithm with K ← K ∪Q and
with both ℓ and e updated according to G, A and B.
– If |Q| > t, the oracle samples a subset L ⊆ Q of size t uniformly at random. If L is not
an independent set of G, the oracle sends a new knowledge triple (K, ℓ, e) to the
algorithm with K ← K ∪ L. If L happens to be an independent set of G, we say the
oracle “fails” and it sends a new knowledge triple (K, ℓ, e) with K ← [n] (i.e., in this
case the oracle simply gives up and sends the whole graph to the algorithm).
Note that even when the algorithm is deterministic, the augmented oracle is randomized due to L.
We show that any algorithm with access to the original independent set oracle can be simulated
using the augmented oracle with the same query complexity.
Lemma 5.2. Let Alg be a deterministic algorithm with access to the independent set oracle. Then
there is a deterministic algorithm Alg∗ with access to the augmented oracle (running over G drawn
from either Dyes or Dno only) such that Alg∗ has the same query complexity as Alg,
Pr
G∼Dno
[
Alg(G) outputs “no”
]
= Pr
G∼Dno
[
Alg∗(G) outputs “no”
]
, 14
and the same equation holds for Dyes.
Proof: The algorithm Alg∗ simulates Alg query by query as follows. Let (K, ℓ, e) be the current
knowledge triple of Alg∗ (with K = ∅ initially), and let S ⊆ [n] be the next query of Alg. So Alg∗
needs to know if S is an independent set or not in order to continue the simulation of Alg.
For this purpose Alg∗ queries S \K to the augmented oracle. If |S \K| ≤ t, Alg∗ will receive an
updated knowledge triple from the augmented oracle with K ← S ∪K. With the updated e, Alg∗
can determine if S is an independent set or not and continue the simulation of Alg.
On the other hand, when |S \K| > t, one of the following two events will occur: either 1) Alg∗
will receive an update from the augmented oracle with K ← K ∪ L, where L ⊆ (S \K) is not an
independent set, (2) or the oracle “fails” and Alg∗ receives the whole graph. In the first case, Alg∗
knows that S is not an independent set and can continue the simulation. In the second case, Alg∗
can use the graph to finish the simulation of Alg. The above simulation of Alg uses no more queries
that Alg itself. This finishes the proof of the lemma.
Given Lemma 5.2, Lemma 5.1 follows directly from the following lemma:
13Recall that when G ∼ Dyes, we set B = ∅ by default. As a result, ℓ(i) = b can never happen when G ∼ Dyes.
14Note that the second probability is over not only the draw of G ∼ Dno but also the randomness of the augmented
oracle. The same comment applies to similar expressions in the rest of the section.
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Lemma 5.3. Let Alg∗ be any deterministic algorithm that makes q queries to the augmented oracle
(over graphs G drawn from either Dyes or Dno only). Then we have
Pr
G∼Dno
[
Alg∗(G) outputs “no”
]− Pr
G∼Dyes
[
Alg∗(G) outputs “no”
] ≤ o(1).
We start with some intuition. Given access to the augmented oracle, an algorithm will aim to
make the set K as large as possible in order to maximize the chance of B ∩K 6= ∅ (in which case
one can conclude that G ∼ Dno). Now if the algorithm makes a query Q ⊆ [n] \K with |Q| ≤ t =√
n/d · log n, the probability of Q ∩B 6= ∅ is o(1/q) given that |B| is only roughly d log n (this will
be made formal in the proof of Lemma 5.5). On the other hand, if |Q| > t, then a vertex in B can
be added to K because either L∩B 6= ∅ (which happens with low probability by a similar analysis
since |L| = t) or the oracle “fails” (which we show that is unlikely to happen).
To proceed with the proof of Lemma 5.3 we view Alg∗ as a tree of depth q in which each internal
node is labelled by a query set, each leaf is labelled either “yes” or “no,” and each edge is labelled by
a knowledge triple (K, ℓ, e) as the result of the previous query received from the augmented oracle.
Let (u, v) be an edge with v being a child of u. The label of (u, v) is the current knowledge triple
(K, ℓ, e) of the algorithm when it arrives at v and thus, the query set Q at v is a subset of [n] \K.
We will refer to the label of (u, v) as the current knowledge triple of v; for the root we have K = ∅.
We introduce the following definition of good and bad nodes, which is inspired by the intuition
that an algorithm would aim for reaching a K with K ∩B 6= ∅. We then prove two lemmas based
on this definition and use them to prove Lemma 5.3.
Definition 5.4. We say a node v in the tree of an algorithm Alg∗ is good if its current knowledge
triple (K, ℓ, e) satisfies ℓ−1(b) = ∅. We say v is bad otherwise.
We note that G ∼ Dyes can never reach a bad node since B = ∅ in this case.
Lemma 5.5. We have (the probability is over G ∼ Dno and randomness of the augmented oracle)
Pr
G∼Dno
[
Alg∗(G) reaches a bad node
]
= o(1).
Lemma 5.6. For every good node v in the tree of Alg∗, we have
Pr
G∼Dno
[
Alg∗(G) reaches v
] ≤ Pr
G∼Dyes
[
Alg∗(G) reaches v
]
.
We delay the proofs of these two lemmas and first use them to prove Lemma 5.3.
Proof of Lemma 5.3 Assuming Lemma 5.5 and Lemma 5.6: Let N denote the set of leaves
of Alg∗ that are labelled “no,” and let Ng ⊆ N denote those that are also good. Then we have
Pr
G∼Dno
[
Alg∗(G) outputs “no”
]
(22)
≤
∑
v∈Ng
Pr
G∼Dno
[
Alg∗(G) reaches v
]
+ Pr
G∼Dno
[
Alg∗(G) reaches a bad node
]
≤
∑
v∈Ng
Pr
G∼Dyes
[
Alg∗(G) reaches v
]
+ o(1) (23)
≤ Pr
G∼Dyes
[
Alg∗(G) outputs “no”
]
+ o(1),
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where we used both Lemma 5.5 and Lemma 5.6 in (23).
Finally we prove Lemma 5.5 and Lemma 5.6. We start with a lemma that, given any node v in
the tree of Alg∗, describes exactly the distribution of G ∼ Dyes (or G ∼ Dno) conditioning on Alg∗
arriving at v. Roughly speaking, this conditional distribution is given by including all edges and
labelings of K indicated in ℓ and e, and otherwise assigning vertices and edges independently as in
the constructions of Dyes and Dno.
Lemma 5.7. Let v be a node of Alg∗ and let (K, ℓ, e) be its current knowledge triple. Then
• When v is a good node (recall that G ∼ Dyes can never reach a bad node), a graph G ∼ Dyes
conditioning on reaching node v can be generated as follows. We assign each i ∈ K to A or
A according to ℓ(i). For each i /∈ K, we include i ∈ A independently with probability 1/2,
and otherwise include it in A. For any two vertices i, j ∈ K, we include (i, j) as an edge in
G if and only if e(i, j) = 1. For each pair (i, j) such that i ∈ A, j ∈ A and at least one of
i, j does not lie in K, we include (i, j) as an edge in G independently with probability d/n.
• A graph G ∼ Dno conditioning on reaching v can be generated as follows. We first assign
each vertex i ∈ K to A, A \B and B according to ℓ(i). We then include each vertex i /∈ K
in A independently with probability 1/2, and otherwise include it in A. For each i /∈ K
included in A, we also include it in B independently with probability d log n/n. Next for each
i, j ∈ K, we include (i, j) as an edge in G if and only if e(i, j) = 1. Finally, for each pair
(i, j) such that i ∈ A, j ∈ A and at least one of i, j does not lie in K, we include it as an
edge in G independently with probability d/n if i /∈ B and always include it in G if i ∈ B.
Proof: We consider the case of G ∼ Dyes since the argument will be analogous for the other case.
To this end, we may consider generating G ∼ Dyes (the original Dyes distribution) according to the
following process with four steps: (1) We first assign each vertex i ∈ K independently to A or A
with probability 1/2; (2) Then, for each i ∈ K ∩A and j ∈ K ∩A, we include (i, j) as an edge in G
independently with probability d/n; (3) Next we assign for each i /∈ K to A or A with probability
1/2; (4) Finally, for each (i, j) such that i ∈ A, j ∈ A and at least one of i, j does not lie in A, we
include it as an edge in G independently with probability d/n. We note that the event of G ∼ Dyes
reaching v fixes the randomness of steps (1) and (2). As a result, the conditional distribution of
Dyes described in the lemma matches the randomness that remains in steps (3) and (4).
We are now ready to prove Lemma 5.5 and Lemma 5.6.
Proof of Lemma 5.5: Consider a good node v of Alg∗ and let (K, ℓ, e) be its current knowledge
triple with ℓ−1(b) = ∅. Let Q ⊆ [n]\K be the query made at v. We show below that the probability
of Alg∗ reaching a child of v that is bad after this query is o(1/q). The lemma then follows from a
union bound over the q queries of Alg∗.
The analysis considers two cases. If |Q| ≤ t, then by Lemma 5.7,
Pr
G∼Dno
[
Q ∩B 6= ∅ | Alg∗(G) reaches v ] ≤ |Q| · 1
2
· d log n
n
≤
√
d/n · log2 n = o (1/q) . (24)
If |Q| > t, Alg∗ reaches a bad node if L ∩B 6= ∅ or L is independent. So the probability is at most
Pr
G∼Dno
L⊆Q
[
L ∩B 6= ∅ | Alg∗(G) reaches v ]+ Pr
G∼Dno
L⊆Q
[
L contains no edges | Alg∗(G) reaches v ].
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We note that the first summand is at most o(1/q), similarly to (24).
For the second summand we note that with probability at least 1− 1/poly(n) over the draw of
G ∼ Dno conditioning on reaching v and L ⊆ Q, we have both
|L ∩A| ≥ Ω
(√
n/d · log n
)
and |L ∩A| = Ω
(√
n/d · log n
)
.
When this occurs, by Lemma 5.7, each i ∈ L∩A and j ∈ L∩A satisfies that either (i, j) is always
included as an edge (as i ∈ B) or (i, j) is included as an edge independently with probability d/n.
As a result, the probability there are no edges in L is at most 1/poly(n) = o(1/q).
Proof of Lemma 5.6: We consider the following coupling (G,G′) of the two distributions Dyes
and Dno. We first drawG ∼ Dyes together with the vertex set A. Then we draw a string r ∈ {0, 1}A
where each bit ri is set to 1 with probability d log n/n independently. Finally we convert G into G
′
by adding (i, j) as an edge in G′ for all i ∈ A with ri = 1 and all j ∈ A. It is then clear that the
marginal distribution of G′ is exactly Dno so this is a coupling of Dyes and Dno.
Now let v be a good node in the tree of Alg∗ with (K, ℓ, e) being its current knowledge triple.
Then under the coupling (G,G′) described above we have
Pr
(G,G′)
[
Alg∗(G′) reaches v
]
= Pr
(G,G′)
[
Alg∗(G) reaches v ∧ ∀ i ∈ ℓ−1(a), ri = 0
]
,
because with the same randomness (in sampling L each time when needed) in the augmented oracle
Alg∗(G′) would reach the same node v if and only if Alg∗(G) reaches v and ri = 0 for all i ∈ ℓ−1(a).
As a result, the probability of G ∼ Dyes reaching v is at least as large as that of G′ ∼ Dno.
5.3 Proof of Theorem 6
The case when m ≥ n follows directly from Lemma 5.3.
When m < n, we use the observation that every randomized algorithm with parameters n and
m (i.e., determining whether an input graph G = ([n], E) satisfies |E| ≤ m/2 or |E| ≥ m) implies
a randomized algorithm with parameters m and m (i.e., determining whether a given graph G′ =
([m], E′) has |E′| ≤ m/2 or |E′| ≥ m) with the same query complexity by simply embedding the
input graph G′ = ([m], E′) in a graph G = ([n], E) using its first m vertices (and noting that the
independent set oracle of G can be simulated using that of G′ query by query). The latter task, by
Lemma 5.3, has a lower bound of Ω˜(
√
m). This finish the proof of the theorem when m < n.
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