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Resumen. Este trabajo desarrolla la aplicación de una técnica de aprendizaje au-
tomático, denominada Regresión con Vectores de Soporte en un Sistema Reco-
mendador. Este último forma parte de una plataforma online con fines sociales 
que vincula organizaciones sin fines de lucro con voluntarios y con empresas. 
Dicha plataforma, denominada Helpo, brinda soporte a la planificación táctica de
las actividades sociales gestionadas por organizaciones del tercer sector. Para 
ello, emplea el algoritmo SVR de la librería Scikit-learn, escrita en Python, en 
pos de recomendar a las organizaciones cuándo resulta conveniente realizar sus 
eventos y campañas. El algoritmo mencionado utiliza datos tanto de la organiza-
ción y actividad a registrar, como del resto de entidades existentes en la plata-
forma, y recurre a técnicas complementarias como Feature Scaling y Grid Search. 
De esta forma, el presente trabajo responde a una necesidad social de forma in-
novadora: maximizando la probabilidad de que actividades sociales tengan éxito 
al sugerir cuándo ejecutarlas mediante un algoritmo de aprendizaje automático.
Palabras Clave: Regresión con Vectores de Soporte, SVR, Máquina de So-
porte Vectorial, SVM, Inteligencia Artificial, Machine Learning, Aprendizaje 
Automático, actividades sociales, tercer sector.
1 Introducción
La inversión mundial en tecnologías de Inteligencia Artificial (IA) aumentó 59,1% en 
2017 con respecto al año anterior, según un estudio de Accenture referido por La Na-
ción [1]. Argentina no es la excepción: por lo menos desde 2014 se evidencian expe-
riencias en el uso de IA que aplican estas tecnologías en instituciones del sector público, 
en empresas y en organizaciones del tercer sector [2]. Esto demuestra que el creciente 
interés por esta disciplina no es de naturaleza exclusivamente académica, sino también 
profesional y social.
A su vez, la cantidad de datos que manipulan actualmente las organizaciones de todo 
el mundo crece de manera exponencial. Analizar estos datos, caracterizados por su alta 
complejidad y diversidad, permite obtener información valiosa de ellos que coloca, a
quien la posee, en una posición de ventaja competitiva.
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Es de esperar que, en función de lo mencionado, la demanda de soluciones de soft-
ware que apliquen IA crezca. En efecto, analistas predicen que prácticamente todos los 
nuevos productos y servicios de software implementarán tecnologías de Inteligencia 
Artificial para 2020 [3].
Precisamente, en este trabajo se describirá un caso de aplicación en el cual se ha
implementado una técnica propia de dicha disciplina, basada en aprendizaje automá-
tico, como parte del desarrollo de un sistema web y móvil orientado a vincular organi-
zaciones sin fines de lucro con voluntarios y con empresas. Este software, denominado 
“Helpo”, adopta un modelo de plataforma online multilateral y busca propiciar la rea-
lización efectiva de actividades sociales relacionando los tres actores enumerados.
La formulación del problema abordado por el presente trabajo de investigación se 
establece de la siguiente manera: ¿cómo se puede aplicar una técnica de aprendizaje 
automático en una plataforma online con fines sociales?
Se espera, de la solución alcanzada por esta investigación, que se pueda responder 
al problema planteado, aplicando, de forma práctica, un algoritmo de aprendizaje auto-
mático. En pos de cumplir con este objetivo, se comenzará desarrollando el fundamento 
teórico necesario que sustenta todo este trabajo. Luego, se analizará el problema a abor-
dar y se explicará la solución dada al mismo. Por último, se estudiará el comportamiento 
de esta solución y trabajos relacionados al tema de investigación, concluyendo al res-
pecto.
2 Fundamento Teórico
El aprendizaje automático, conocido en inglés como Machine Learning [4], es una dis-
ciplina del ámbito de la Inteligencia Artificial cuya finalidad es desarrollar técnicas para 
permitir que los sistemas aprendan y resuelvan problemas cotidianos por sí mismos. 
Aprender, por un lado, implica aumentar el conocimiento y mejorar las capacidades y 
habilidades de actuación en un entorno, mediante la identificación de patrones de com-
portamiento en millones de datos. Hacerlo de forma automática, por otra parte, hace 
referencia a la mejora de los sistemas en forma autónoma a lo largo del tiempo.
En este contexto, un sistema que aprende de forma automática es un artefacto (o 
conjunto de algoritmos) que, para resolver problemas, toma decisiones basadas en la 
experiencia acumulada para mejorar su actuación [5].
Para que estos sistemas sean capaces de resolver problemas, deben hacerlo a partir 
de la selección y adaptación del conocimiento que van adquiriendo [6]. En la fase de 
selección, el sistema elige las características más relevantes de un objeto y las compara 
con otras conocidas (si existen) a través de algún método de cotejamiento. En la fase
de adaptación, el sistema amolda su modelo de aquel objeto según el resultado del co-
tejamiento.
Según el tipo de selección y adaptación que un sistema realiza sobre la información 
disponible es factible identificar diversos paradigmas del aprendizaje automático [7]:
? Aprendizaje supervisado: el algoritmo produce una función que establece una co-
rrespondencia entre las entradas y las salidas que se desean del sistema. Los datos
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de entrada se encuentran etiquetados, es decir, se conocen los resultados esperados, 
los cuales se utilizan para corregir las salidas del sistema. 
? Aprendizaje no supervisado: en estos algoritmos, el proceso de modelado se lleva a
cabo sobre un conjunto de datos sin etiquetar. Al no conocer los resultados deseados,
se debe deducir y descubrir la estructura interna presente en los datos de entrada.
? Aprendizaje semi-supervisado: este tipo de algoritmo combina los dos anteriores,
generando una función deseada o clasificador a partir de datos tanto etiquetados
como no etiquetados.
? Aprendizaje por refuerzo: el algoritmo aprende observando aquello que lo rodea. Su
entrada es la retroalimentación que obtiene del mundo exterior en respuesta a sus
acciones.
Centrando la teoría en algoritmos de aprendizaje supervisado, se hallan, dentro de 
dicha clasificación, las Máquinas de Soporte Vectorial [8] (SVM, del inglés Support 
Vector Machines). Las SVMs buscan seleccionar un hiperplano de separación que equi-
dista de los ejemplos (muestras o vectores de entrada) más cercanos de cada clase para
conseguir lo que se denomina margen máximo a cada lado del hiperplano. Al momento 
de definir este último, sólo se consideran los ejemplos de entrenamiento de cada clase 
que caen justo en la frontera de dichos márgenes. Esos ejemplos de entrenamiento re-
ciben el nombre de vectores de soporte. Así, un algoritmo de SVM construye un modelo 
capaz de predecir si un punto nuevo pertenece a una u otra clase.
Fig. 1. Ejemplo de dos clases divididas por un hiperplano equidistante.
Las Máquinas de Vectores Soporte adaptadas para resolver problemas de regresión 
se conocen por el acrónimo SVR [10] (del inglés Support Vector Regression). Así, dado 
un conjunto de ejemplos de entrenamiento:
? ? ????? ???? ? ? ???? ????
en el que se asume que todos los valores ?? de todos los ejemplos de ? se pueden
ajustar (o cuasi-ajustar) mediante una función lineal, el objetivo de la tarea de regresión 
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es encontrar los parámetros ? ? ???? ??? ???? que permitan definir dicha función li-
neal, de la forma:
???? ? ????? ? ???????? ? ?
En el caso de que los ejemplos no puedan ajustarse por una función lineal, se recurre 
a la metodología denominada Kernelización [9, 10]. Frente a este concepto, los ejem-
plos pertenecientes al espacio original de entradas se transforman en un nuevo espacio 
en el que sí es posible ajustar los ejemplos transformados mediante un regresor lineal. 
El tipo de transformación dependerá del tipo de función kernel utilizado, pudiendo ser 
Polinomial-homogénea, Perceptrón, Sigmoidea, Función de Base Radial (RBF), entre 
otras.
3 Descripción del problema resuelto
Helpo surge como una plataforma online orientada a vincular organizaciones sin fines 
de lucro con voluntarios y con empresas mediante un sistema web y móvil. Su objetivo 
es incrementar el flujo de recursos de estas organizaciones, brindando oportunidades
para que voluntarios y empresas colaboren en actividades sociales, ya sea donando o
participando de eventos y campañas. Así, Helpo da respuesta, de forma innovadora, a 
una necesidad vigente en la actualidad.
En este contexto, surge la necesidad de implementar algoritmos de Machine Lear-
ning que permitan a las organizaciones sin fines de lucro planificar sus actividades. Es 
decir, conocer en qué mes del año es conveniente organizar un evento o una campaña 
en base a datos analizados de actividades similares de todas las organizaciones previa-
mente registradas en la plataforma. La sugerencia de organizar una actividad social en 
determinados meses incrementará la probabilidad de que la misma tenga éxito, lo que 
significa que la ONG satisfaga un mayor número de necesidades, tanto materiales como 
de recursos humanos.
4 Explicación de la solución
Para abordar la solución a la necesidad detectada, se hará uso de Scikit-learn [11], una 
librería de aprendizaje automático de Python, lenguaje de programación utilizado en el 
desarrollo del sistema Helpo.
El algoritmo SVR [12], presente en la librería, es el empleado en el desarrollo de la 
presente solución. Dicho algoritmo presenta una implementación del método de apren-
dizaje automático “Regresión con Vectores de Soporte” y, en base a lo explicado en el
fundamento teórico anterior, produce un modelo que depende sólo de un subconjunto 
de ejemplos de entrenamiento, dado que la función empleada para construir el mismo 
no se preocupa por los puntos de entrenamiento que se encuentran más allá del margen.
El algoritmo SVR de la librería Scikit-learn toma un conjunto de parámetros de en-
trada necesarios para producir el modelo adecuadamente, entre los que se encuentran
el tipo de kernel empleado -por defecto el kernel RBF o Función de Base Radial [13]-,
el coeficiente gamma del kernel seleccionado y el parámetro de penalización C del tér-
mino del error.
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 Previo a entrenar los vectores con el algoritmo seleccionado, se pre-procesan los 
datos haciendo “Feature Scaling” [14] de los mismos, es decir, escalando las caracte-
rísticas para ubicarlas entre un valor mínimo y máximo dado o para que el valor abso-
luto máximo de cada característica se ajuste al tamaño de la unidad.  
Además, se utiliza una búsqueda de cuadrícula o “Grid Search” [15] para definir 
adecuadamente los hiper parámetros del algoritmo SVR, previamente mencionados. La 
búsqueda de cuadrícula genera exhaustivamente candidatos a partir de una cuadrícula 
de valores de parámetros especificados. Grid Search evalúa todas las combinaciones 
posibles de valores de parámetros y conserva la mejor combinación para, luego, em-
plear el algoritmo entrenador con los mejores parámetros.  
 
Fig. 2. Porción de código en la que se aplica el método “Grid Search”, obteniendo los mejores 
valores posibles para C, épsilon y gamma, y se entrena el modelo. 
A continuación, se entrena el modelo usando dos conjuntos -de entrenamiento y de 
prueba-. Para el presente trabajo, los conjuntos mencionados surgieron de datos consis-
tentes y reales brindados por tres ONGs relevadas. Estas organizaciones proporciona-
ron información histórica acerca de sus actividades sociales y, a partir de ellas, el equipo 
de trabajo extrapoló los datos para generar nueva información, con la finalidad de lograr 
una base de datos suficiente y completa para entrenar y probar el modelo.  
Finalmente, se evalúa el error del modelo con el estadígrafo RMSE [16] (del inglés 
Root Mean Square Error) que compara los valores predichos con los valores observados 
reales.  
Las características que utilizará el algoritmo para ajustar el modelo son: 
? Mes de las actividades previas registradas. 
? Porcentaje promedio de completitud de necesidades materiales de las actividades 
previas registradas de la organización que desea planificar su nueva actividad. 
? Porcentaje promedio de completitud de necesidades materiales de actividades pre-
vias registradas por otras organizaciones del mismo rubro. 
? Porcentaje promedio de completitud de necesidades materiales de actividades pre-
vias registradas del mismo rubro que la nueva actividad que se desea planificar. 
? Porcentaje promedio de completitud de necesidades de voluntarios de las actividades 
previas registradas de la organización que desea planificar su nueva actividad. 
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? Porcentaje promedio de completitud de necesidades de voluntarios de actividades 
previas registradas por otras organizaciones del mismo rubro. 
? Porcentaje promedio de completitud de necesidades de voluntarios de actividades 
previas registradas del mismo rubro que la nueva actividad que se desea planificar. 
? Suscripciones de la organización que desea planificar la nueva actividad. 
? Suscripciones de todas las organizaciones del mismo rubro que la organización que 
desea planificar la nueva actividad. 
? Promedio de visitas por actividad de la organización. 
? Promedio de visitas por actividad de organizaciones del mismo rubro que la organi-
zación que desea planificar la actividad. 
? Promedio de visitas por actividad de actividades del mismo rubro que la que se desea 
planificar. 
? N variables booleanas que representan si la necesidad material se va a incluir en la 
actividad. 
? N variables booleanas que representan si la necesidad de voluntario se va a incluir 
en la actividad. 
Dando respuesta a la necesidad del proyecto Helpo, la salida del algoritmo, es decir, 
la predicción, es el porcentaje de completitud de las colaboraciones y participaciones 
respecto a las necesidades que se solicitarán en la nueva actividad. Para conseguir la 
sugerencia del mejor mes, se realizarán doce predicciones (con meses distintos) y aquel 
mes con el que se obtenga el mayor porcentaje de completitud será el recomendado. 
5 Análisis del comportamiento de la solución 
En pos de demostrar e ilustrar la solución alcanzada, se plantea a continuación un ejem-
plo particular.  
La organización sin fines de lucro de fantasía “Mundo Feliz” desea planificar cuándo 
realizar el evento “Maratón solidaria”. Para ello, deberá ingresar en el sistema Helpo 
los siguientes datos sobre dicha actividad futura: 
? Tipo de actividad: en este caso un “Evento”. 
? Rubro de la actividad: en este ejemplo, “Deportivo”. 
? Ubicación de la actividad: en este caso “Plaza de la Intendencia”. 
? Necesidades materiales que solicitar: particularmente para este evento, “Ropa” y 
“Alimentos”. 
? Funciones de voluntarios a cubrir: en el ejemplo, “Policías” y “Fotógrafos”. 
Teniendo en cuenta los datos ingresados y demás datos registrados previamente en 
el sistema tanto de la organización “Mundo Feliz” como de otras organizaciones y sus 
actividades, Helpo le recomendará a esta organización el mes adecuado para llevar a 
cabo el evento “Maratón solidaria”. Para ello, se recurrirá al algoritmo SVR de la libre-
ría Scikit-learn tal como se explicó anteriormente. 
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Luego de que la organización sin fines de lucro ingrese los datos de la actividad que 
desea planificar, el sistema Helpo, en primer lugar, recuperará el modelo entrenado 
almacenado, previamente, en Amazon Simple Storage Service (Amazon S3) [17]. 
El modelo en cuestión fue almacenado luego de reiterados ciclos de selección y 
adaptación. Más precisamente y como se mencionó anteriormente, se utilizó el estadí-
grafo RMSE para evaluar los errores obtenidos en los conjuntos de entrenamiento y 
prueba y obtener el modelo que mejor ajustara a la realidad, es decir, el que proporcio-
nara el mínimo error posible. El modelo resultante arrojó un RMSE en datos de entre-
namiento igual a 0,0063 y un RMSE en datos de prueba igual a 0,0118.
Fig. 3. Porción de código en la que se visualizan los errores obtenidos en los conjuntos emplea-
dos para ajustar el modelo. 
Graficando el funcionamiento del modelo, tanto con el conjunto de entrenamiento 
como con el conjunto de prueba, se observa que el resultado es realmente óptimo. Los 
errores son relativamente bajos y se visualiza que las predicciones con el conjunto de 
prueba ajustan de forma muy cercana a la realidad.
Fig. 4. Gráfico confeccionado con las predicciones sobre el conjunto de entrenamiento. 
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Fig. 5. Gráfico confeccionado con las predicciones sobre el conjunto de prueba. 
Retomando el caso planteado, una vez levantado el modelo se procede a evaluar y 
calcular el porcentaje de completitud por mes de las colaboraciones y participaciones 
respecto a las necesidades que se solicitan en la actividad “Maratón Solidaria”. Reali-
zando doce predicciones (con distintos meses), se recomienda el mes que obtenga el 
mayor porcentaje de completitud. 
Finalmente, si la organización en cuestión opta por registrar su evento en el mes 
recomendado por Helpo, esto maximizará la probabilidad de cubrir sus necesidades 
materiales y de recursos humanos.
6 Trabajos relacionados
En primer lugar, en cuanto al sistema Helpo como producto de software, cabe destacar
que no existen, a nivel local, plataformas con características similares. Tomando la to-
talidad de la República Argentina, es posible identificar soluciones con objetivos com-
partidos, pero ninguna con foco en Córdoba ni con los mismos actores y procesos de 
negocio involucrados.
Con respecto a líneas de investigación que aborden temáticas vinculadas a Inteligen-
cia Artificial, Machine Learning y SVR, se han podido relevar trabajos de carácter emi-
nentemente teórico oriundos tanto de Argentina como de la región latinoamericana [8, 
9]. Sin embargo, no se han hallado aplicaciones prácticas relacionadas a estas discipli-
nas.
Ampliando el alcance de búsqueda a un nivel mundial, existen trabajos que denotan
aplicaciones de estos conceptos con fines sociales -por ejemplo, para predecir desastres 
naturales [18]- o con fines de lucro -pronosticar series de tiempo en el rubro financiero 
[19] o estimar tiempos de viaje [20]-.
Por último, en relación a la utilización de IA y aprendizaje automático en organiza-
ciones del tercer sector, es oportuno señalar que, si bien Argentina es el país de Lati-
noamérica con las startups de Inteligencia Artificial que más ingresos generan [21], 
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estos emprendimientos aún no arriban a dicho sector, lo cual representa una clara opor-
tunidad.
7 Conclusión y Trabajos Futuros
Es cierto que, a nivel local, disciplinas y técnicas como Inteligencia Artificial y apren-
dizaje automático aún se encuentran en una fase de desarrollo incipiente, a pesar de 
estar en boga últimamente. Aun así, resulta imposible negar el elevado crecimiento que 
estos campos de las ciencias de la computación enfrentan, inclusive en Argentina.
El caso particular de aplicación detallado en este trabajo articula conocimientos teó-
ricos propios de la disciplina de Inteligencia Artificial con una solución de software 
orientada a reunir organizaciones sin fines de lucro, voluntarios y empresas. De esta 
forma, se ha respondido a la pregunta de investigación propuesta inicialmente, deta-
llando cómo aplicar una técnica de aprendizaje automático en una plataforma online 
con fines sociales. Para ello, se ha empleado el algoritmo SVR de la librería Scikit-
learn, escrita en el lenguaje de programación Python.
El valor de negocio que aporta la utilización del algoritmo mencionado radica en
recomendar cuándo resulta conveniente registrar una actividad social. Gracias a este
trabajo Helpo ahora responde a una necesidad adicional de sus usuarios: planificación
táctica a medida.
Más allá del ámbito académico en el cual fue concebida esta solución, la misma
responde a una necesidad social de forma innovadora: aplicando algoritmos de apren-
dizaje automático para maximizar la eficacia de actividades orientadas al bien común.
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