We present Mayer-sampling Monte Carlo calculations of the quantum Boltzmann contribution to the virial coefficients B n , as defined by path integrals, for n = 2 to 4 and for temperatures from 2.6 K to 1000 K, using state-of-the-art ab initio potentials for interactions within pairs and triplets of helium-4 atoms. Effects of exchange are not included. The vapor-liquid critical temperature of the resulting fourth-order virial equation of state is 5.033(16) K, a value only 3% less than the critical temperature of helium-4: 5.19 K. We describe an approach for parsing the Boltzmann contribution into components that reduce the number of Mayer-sampling Monte Carlo steps required for components with large per-step time requirements. We estimate that in this manner the calculation of the Boltzmann contribution to B 3 at 2.6 K is completed at least 100 times faster than the previously reported approach.
I. INTRODUCTION
The virial equation of state (VEOS) was first proposed in 1885 by Max Thiesen on empirical grounds as a Taylor series expansion of the ideal gas law about a density of zero. 1 As presented in Eq. (1), Z is the compressibility factor, P is the pressure, ρ is the number density, and β is the inverse temperature 1/kT, where k is Boltzmann's constant and T is the temperature
The first step in the standard approach for empirical determination of B n is to collect, either through experiment or simulation, P-ρ-T data, and then to fit models to the isotherms of Z.
2 B 2 and B 3 can then be approximated as the first and second derivatives, respectively, of these isotherms evaluated at zero density. Higher order B n require polynomial models of higher order, but these polynomials are less stable: small perturbations in the data points can result in disproportionately large changes in the values of the coefficients. Fitting B 2 is itself problematic, as the fitted value can often erroneously include the effect of interactions between three or more molecules: when Jäger et al. included ab initio B 4 through B 7 to refit empirical values of B 2 and B 3 for argon, they found better agreement with their ab initio B 2 and B 3 than when higher order B n were not included. 3 There are also difficulties in measuring the experimental data used in the fitting. A two-sinker densimeter measures the density of a fluid using Eq. (2) , where m 1 and m 2 are the masses of the sinkers, V 1 and V 2 are their volumes, and W 1 and W 2 are their measured weights in the fluid 4, 5 
Sources of difficulty with this measurement technique include imprecise knowledge of the sinker masses and the temperature dependence of the sinker volumes.
Ab initio virial equations of state can be more accurate than these experimental measurements for low-density gases of very small atoms. 6 Przybytek et al. 7 and Cencek et al. 8 were able to compute dimer and nonadditive trimer interaction energies for helium-4 using the full configuration interaction method for the Schrödinger equation. They then fitted high-fidelity classical potentials to these interaction energies employing 30 and 81 parameters, respectively. Using these potentials, Garberoglio et al. computed second and third virial coefficients with path-integral formulations employed to fully account for quantum contributions. 9 , 10 Moldover and McLinden employed these ab initio values in the model shown in Eq. (3) to account for imperfections in measured values of Z,
where
The temperature-dependent values of δ and ε serve as calibration parameters, and the correction that they provide can then be applied to measurements made at that same temperature but at higher densities, and for different fluids. For the low densities at which these parameters are fitted, it is important that a sufficient number of terms be included in the VEOS so that δ and ε do not compensate for truncation error in the virial series. Employing all ab initio B n (rather than simultaneously fitting empirical B n as done in Eq. (3) for B 4 ) facilitates determination of δ and ε. We recently performed Mayer-sampling Monte Carlo (MSMC) calculations of semiclassical approximations to B 4 and B 5 using the same potentials, so that these coefficients do not also have to be fitted.
is further supported by the agreement of the semiclassical ab initio B 4 values with B 4 values Moldover obtained by fitting to the isotherms of McLinden and Lösch-Will, 4 while including the semiclassical ab initio B 5 values. 6 The significance of the nonadditive tetramer energy does merit further investigation, but we continue to omit it in this present work.
The minimum temperature considered previously 6 is limited by use of the semiclassical approximation B SCL n for n > 3. Quantum diffraction, the primary quantum effect above the degeneracy temperature, can be captured using Boltzmann statistics through the path-integral treatment detailed by Feynman and Hibbs. 11 Specifically, we employ the classical isomorphism developed by Chandler and Wolynes 12 and used commonly in path-integral calculations, 13 including those of B 2 by Diep and Johnson 14 and B 3 by Garbergolio and coworkers. 9, 10, 15 The statistics of the system of N Boltzmann particles are mapped onto a system of N ring polymers having P beads or points. The points are unique representations of the particle. The bonds connecting the points have the form of harmonic springs with force constant mP/β¯2 = 2π P/ 2 , where m is the particle mass,¯2 is the reduced Planck's constant, and is the de Broglie wavelength. As increases, these harmonic bonds loosen, and more points are required to represent the path accurately. The quantum Boltzmann contribution to B n is more positive than the classical approximation, reflecting the effectively larger size of the quantum particles relative to their classical counterparts.
Quantum particles having integer spin (bosons such as photons and helium-4) obey Bose-Einstein statistics and thus exhibit an additional, apparent attraction, while quantum particles with half-integer spin (fermions such as electrons and helium-3) obey Fermi-Dirac statistics and exhibit apparent repulsion. Apparent attraction reduces the pressure (and the virial coefficients), while apparent repulsion raises it. Garberoglio and Harvey have computed both the Boltzmann and exchange contributions for helium-4 at n = 3 using the Vegas algorithm, and they found the exchange contribution to be non-negligible only below 7 K. 10 They also note that the time requirements of the Boltzmann contribution are more demanding than those of the exchange contribution: at 2.6 K, they allocated only 15% of the central processing unit (CPU) time to the exchange contribution, and found that the exchange contribution is smaller than the uncertainty of the computed Boltzmann contribution at most temperatures. We do not consider exchange in the present work.
Here, we apply MSMC to compute Boltzmann contributions to virial coefficients described by path integrals. We consider helium-4 described by ab initio pair 7 and nonadditive trimer 8 potentials, neglecting higher order nonadditivity. The computational expense introduced by both the path-integral calculation and the ab initio potentials leads us to consider strategies for implementing the MSMC calculations as efficiently as possible. In Sec. II, we present the formulations of the Boltzmann contributions that we employ and describe the approach that we have developed to enhance the ability of MSMC to provide precise results with a reasonable computational expense. We then present in Sec. III values of the Boltzmann contributions to B 2 , B 3 , and B 4 from 2.6 K to 1000 K and critical points for the resulting third-and fourthorder virial equations of state. We continue with an analysis of the effort applied in the calculation of each coefficient before concluding in Sec. IV.
II. METHODS

A. Formulations
We first present the formulations of the Boltzmann contributions B B n to the virial coefficients at second through fourth order. These formulations are close to those presented previously for classical flexible molecules, 16, 17 where in the present case the flexibility results from the representation of the quantum particles as closed paths of P points. We employ the Mayer function for a pair of quantum particles, f ij = exp (−βU ij ) − 1, where
is the point-averaged interaction energy between particles i and j, and r i, p and r j, p are the positions of the pth points on the paths of these particles. To further simplify the presentation of the formulations, we employ the diagram notation long used in the context of classical virial coefficients B CL n . In this diagram notation, f ij is drawn as a line between particles i and j, represented as circles. For homogeneous systems, such as a bulk fluid, it is acceptable to consider particle 1, or rather its geometric center, fixed at the origin. Particle 1 is represented with a white circle, as can be seen in Eq. (4) for the Boltzmann contribution to B 2 , and is referred to as a root particle. The positions of other particles r j , which we also define using their geometric centers, are integration variables, and these particles are represented with black circles.
The angled brackets in Eq. (4) denote a weighted average of the quantity inside the brackets, A, over the coordinates c j defining conformations of the particles included in the subscript of the brackets, as shown in Eq. (5). The average is weighted by the intra-path Boltzmann factors e j of the included particles, as shown in Eq. (6) for two particles. This formulation is slightly different from that employed by Diep and Johnson 14 in their calculations of B 2 for hydrogen, where they used a combination of random Monte Carlo and quadrature. We use importance sampling to explore all degrees of freedom, where point P+1 is identified as point 1 in this closed-loop path
In our computations, we consider the additive (B 17 and are included in this work for convenience; as we explain there, 17 these formulations are more tractable in the context of MSMC than the original formulations presented by Caracciolo et al. 16 The biconnected diagrams I n are those in which at least two independent routes may be drawn connecting any two particles in the diagram. The nonbiconnected diagrams of B B,A n are either singly connected or disconnected. As described previously in the context of classical virial coefficients, it is advantageous to compute sums of singly connected and disconnected diagrams from a common set of configurations, importance sampled on the sum. 17 To combine the singly connected three-particle chain and disconnected −I 2 2 into one integral F B 3 (Eq. (7b)), one must consider a fourth particle, which we refer to as particle 1 . The geometric center of particle 1 may be fixed at the origin like particle 1, but its conformation is independent from that of particle 1: it is another particle to be considered in the weighted average over path conformations. We refer to particle 1 as an alternate of particle 1 and represent it with a gray circle. As in the classical context, we permute the two roots and compute the non-biconnected contribution F B 3 via the average shown in Eq. (7b). This permutation, coupled with our separation of the additive and nonadditive components (and other layers of parsing the calculation, to be described below), distinguish the formulation for the quantum Boltzmann contribution to B 3 from that presented by Garberoglio and co-workers 9, 10, 15
We employ the expression for B B, A 4 shown in Eq. (8) . There are three singly connected diagrams consisting of all four molecules, which lead to three terms analogous to F 
We extend the methodology of Caracciolo et al. 16 to the nonadditive contribution. B B, NA 3 , shown in Eq. (9), requires the three-particle energy U ij k = (1/P ) P p=1 u ij k (r i,p ; r j,p ; r k,p ), which is a path average like the two-particle energy. Apart from this path average, the expression for B B, NA 3 is the same as that for classical molecules. 18 In the diagram notation, we represent Boltzmann factors with dashed lines, and use a shaded region to represent the inclusion of nonadditive interactions among particles
B B, NA 4 , as shown in Eq. (10), contains disconnected diagrams, which do not appear in the expression for classical molecules. We omit higher-order nonadditive energies: nonadditive interactions between four and larger numbers of molecules are approximated as sums of only pair and trimer energies. This simplifies the calculation of the four-particle energy U 1234 ,
B. Computational details
Our approach is to break apart the Boltzmann contribution into components that balance the number of MSMC steps required for precise evaluation with the time requirements per MSMC step: tasks that are time consuming per step (e.g., evaluating accurate interactions between rings of many points) are relegated to components that are small in magnitude and thus require few steps. A good decomposition includes an initial approximation that is relatively fast but also sufficiently accurate that subsequent corrections are smaller in magnitude. Because the stochastic uncertainty scales with the square root of the number of steps, the time savings can be considerable, as demonstrated previously for classical Lennard-Jones virial coefficients. 19 We begin by considering what decompositions could be useful. For example, from observations for the classical virial coefficient, we know that separation of the virial coefficient into its pairwise-additive B A n and nonadditive components
NA n is advantageous. 20 The nonadditive trimer potential is significantly more expensive to compute than a trimer energy assuming pairwise additivity, but it is important over a much smaller region of configuration space, and B
NA n B
A n over the considered temperature range. Consequently, far fewer MSMC steps are required to evaluate B NA n precisely than to evaluate B A n precisely, and computing B n as a whole results in many floating-point operations wasted on the nonadditive trimer interaction at configurations where it is unimportant. We expect that this waste is compounded for the Boltzmann contribution, where averages over many triplets of points need to be considered, and thus assume that decompositions based on the additive approximations to B are useful at all temperatures.
Additionally, in the n = 4 calculations, we omit some of the terms that can be expressed purely in terms of products of n = 2 and n = 3 contributions. Not only have these lower order contributions already been computed before considering n = 4, but omitting these terms can also improve the precision of an n = 4 calculation. For example, we compute the −5B . Subsequent decompositions of the additive and nonadditive components are expected to be advantageous only over a certain temperature range, with bounds not known a priori. Promising decompositions are vetted during a trial period consisting of short, independent MSMC calculations for each component. 19 These yield large but precise uncertainties for the total as computed by each decomposition. The decomposition with the smallest uncertainty for a given amount of CPU time is then selected for use in long MSMC calculations to obtain small uncertainties. The approximations that define the considered decompositions are as follows.
First, the semiclassical approximation employing the quadratic Feynman-Hibbs (QFH) modification 11, 21 to the pair potential is excellent at high temperature, 6 and it requires significantly less time per step than the full path-integral value. Not only are interaction energies faster to compute for this approximation and fewer (only biconnected) diagrams are required, but simple quadrature and fast Fourier transforms (FFT) can be used to rapidly evaluate B SCL(QFH) 2 and the additive component of B SCL(QFH) 3 , respectively. Because we do not know a priori the lowest temperature at which this decomposition would be worthwhile, it is considered as an option during the trial period for each temperature. In the semiclassical approximation to the nonadditive component, we employ the QFH modification to the pair potential, rather than using a purely classical estimate of the nonadditive contribution as we have done previously. 6 Because of the complexity of the nonadditive trimer potential and its smaller importance, we do not employ its QFH modification in the semiclassical approximation.
Second, the Percus-Yevick compressibility-route or PY(c) approximation is excellent for the additive component of classical B 4 at high temperature, and it is also computable essentially instantaneously by FFT. 19, 22 This approximation is complete at n = 2 and n = 3, so decomposition there is moot. Because we expect this approximation to be useful at many of the same temperatures as the semiclassical approximation, we apply this approximation only in the decompositions of B B, A 4 including the semiclassical approximation.
Third, we anticipate that the rigid or biconnected approximation, which consists of fewer diagrams than the nonbiconnected contribution, is also excellent at high temperature, where the paths are small and relatively inflexible. The semiclassical approximation itself includes no flexibility, and, for terms having non-biconnected contributions (B ), we force the first correction to the semiclassical approximation to be decomposed with respect to the biconnected approximation BC . Our expectation is that this will restrict the evaluation of the non-biconnected diagrams to a calculation requiring fewer steps.
Fourth, we anticipate that approximations defined by rapidly computed simplifications u Simple to both the pair and nonadditive trimer potentials u could be particularly advantageous when many points P are required along the path (i.e., at low temperature). We have developed simplifications that require significantly less time to compute but are sufficiently accurate in the classical context for the decomposition n (u)
] to be advantageous; 20 here indicates a configurational integral, defined for the indicated potential, and square brackets denote independent calculations. Details regarding the simplified potentials are provided in the supplementary material. 23 We permit the option to include the semiclassical approximation with u or u Simple because, at very high temperature, the semiclassical approximation is excellent and only small values of P are required.
Thus, we consider three possibilities for the initial approximation of the additive component: (1) the semiclassical, PY(c) approximation, (2) the u Simple approximation to the semiclassical, PY(c) approximation, and (3) the u Simple approximation to the Boltzmann contribution with finite P. The first two initial approximations are computed essentially instantaneously by FFT, while the third and all subsequent corrections are computed by MSMC. For the nonadditive component, we consider the following initial approximations: (1) the semiclassical approximation, (2) the u Simple approximation to the semiclassical approximation, and (3) the u Simple approximation to the Boltzmann contribution with finite P. All initial approximations and subsequent corrections for the nonadditive component are computed by MSMC.
Finally, the corrections to these initial approximations are then decomposed with respect to the discretization of the ring P, rather than computing an entire correction for increasing P until convergence with respect to P is achieved. As P increases, the correction associated with increasing P, (P 2 > P 1 ) − (P 1 ), diminishes in magnitude. We also know that the work of computing the path integral will increase with P: as P becomes large, the computational effort associated with tasks independent of P becomes negligible, and the dependence of the CPU time on P becomes linear: there are P pair interactions to evaluate for B The difficulty of generating configurations, described below, also scales with P.
Considered decompositions with respect to P include successive corrections achieved only by doubling P. While this might prevent us from finding the best possible decomposition, it is necessary to keep the trial period short, and it facilitates the calculation of these corrections. We evaluate these corrections by first generating paths of 2P points, and then generating paths with P points by removing every other point. We take the average of removing the even points and removing the odd points, which is analogous to our reformulation of the non-biconnected contributions to the classical virial coefficients employing averages of permutations of the root and alternate root. 17 If the configurations of the even and odd rings are very different, the difference between the values for the full ring and the average of these subsets should be smaller (and thus have smaller uncertainties) than the difference between values for the full ring and either of the subsets.
The value of P at which the approximate potential or semiclassical approximation is corrected is determined during the trial period. Decompositions of employing the initial approximation (P = 2 x , u Simple ) can be formulated as shown in Eq. (11); the approximate potential is corrected at P = 2 Y . Independent calculations are denoted by square brackets
Decompositions of employing the semiclassical approximation with the full potential u as the initial approxima-
During the trial period, the maximum number of points Z is taken to be less than int[(1200 K)/T] +7, an expression Garberoglio and Harvey found sufficient in the context of B 3 .
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The larger Z is, the more options there are for x and Y. During the data collection period, at least two levels of [ (P = 2 z+1 ) − (P = 2 z )] are required to estimate the truncation error (P = ∞) − (P = 2 Z ). If this estimate is larger than the uncertainty on , subsequent correction calculations (P = 2 Z+1 ) − (P = 2 Z ) will be made. The trial period consists of only 1000 blocks of 1000 steps in addition to equilibration for each MSMC component of each decomposition. Thereafter, effort is allocated to each component of the selected decomposition in such a way as to minimize the uncertainty. More time is allocated largely in proportion to the product of the current uncertainty of the component and the square root of the time that has been allocated to it already, but the number of steps in the data collection periods is limited to powers of ten. While the optimal decompositions of additive and nonadditive contributions are determined independently, the allocation of effort to components of these contributions at the same order n is interdependent: components of both of these contributions are compared simultaneously when more effort is to be applied.
For all components not computable by FFT, we employ the overlap-sampling formulation of MSMC described in detail in Ref. 18 . For components in which rings of points are included, proposed configurations are equally likely to be generated by MC translations of all rings that are not root particles or by conformational changes of all rings, accomplished by regrowing each ring point by point. After regrowing a ring, we translate it such that its geometric center is the same as before regrowth. To ensure that the last point of a regrown ring is an appropriate distance from its first point, we choose the position of each point i from a Gaussian distribution of standard deviation σ i in each dimension (Eq. (13)) centered at a position r i (Eq. (14)) located between the position of the previous point r i−1 and that of the first point r 0 . The bias towards r 0 increases with i,
The MC trial is then accepted or rejected based on the change in the integrand (omitting the harmonic bonds between points so as to not double count these) as in standard Mayer sampling. The reference-system hard spheres share . All calculations are performed using Java on single nodes of 2.83 GHz Intel R Core TM 2 Quad Q9550 processors.
III. RESULTS AND DISCUSSION
We begin this section by presenting tabulated values of the Boltzmann contribution that we have computed at n = 2, 3, and 4, in addition to appropriate approximations and literature values. Where noted, the uncertainties on some literature values include propagated uncertainties in the potentials, relative to true helium-4 interactions, in addition to stochastic uncertainties from Monte Carlo integration. As in our earlier work, 6 we do not attempt to include the uncertainty in the potentials.
Values of the Boltzmann contribution to the second virial coefficient B B 2 are presented in Table I , along with classical and semiclassical approximations, and values of B 2 computed by Cencek et al. 24 including the exchange contribution. The classical, semiclassical, and Boltzmann approximations are distinguishable even at 1000 K, but the Boltzmann and complete values are not, differing by less than 0.3% at all temperatures, and by less than 0.01% above 7 K. Where B 2 and B B 2 statistically disagree, at 4.0 K and below, B 2 is more negative than B 3 and approximations in units of (cm 6 /mol 2 ). Values in parentheses are standard uncertainties on the rightmost digit(s). For B 3 , 9 these include propagated uncertainties in the potentials. (24) a Values from 50 K to 600 K were previously published. is less than 1% at 83.15 K and above, and less than 0.1% at 223.15 K and above. Below 20 K, the QFH modification to the full pair potential cannot be used because of the absence of a large hard core: the result is not finite. While the semiclassical formalism of Kim and Henderson 25 does provide finite values for the full pair potential at these low temperatures (denoted in Table I as SCL(KH)), these are of poor quality and do not constitute a meaningful alternative to the SCL(QFH) values.
T (K) B
Values of the Boltzmann contribution to the third virial coefficient B B 3 are presented in Table II , along with classical and semiclassical approximations, and values of B 3 computed by Garberoglio et al. 9 Garberoglio et al. 9 include propagated uncertainties in the potentials. 9 As can be seen in Fig. 1, our B B 3 values agree statistically with these B 3 values, though these B 3 values are consistently more positive at 4 K and below and consistently more negative at 30 K and above. We used more points than Garberoglio et al. 9 at high temperature, and we expect that this is why the B 3 values are , these include propagated uncertainties in the nonadditive potential. consistently more negative at high temperature. In an earlier work, Garberoglio and Harvey 10 presented low-temperature B B 3 and B 3 values that also agree within their uncertainties because of the smallness of the exchange contribution and dominance of the uncertainty by the Boltzmann contribution; the exchange contribution is about one thousandth of the total near the critical temperature of helium-4: 5.19 K. At 5 K and below, the B B 3 values of this earlier work are consistently more negative than the B 3 values, in keeping with what we observe here at low temperature. It is important to note that while one would expect a pressure including exchange to be more negative for bosons than a pressure omitting exchange, one could not expect B 3 to necessarily be more negative than B B 3 . Also, we do not reproduce these earlier values 10 here, even though they agree statistically with more recent values, because they were computed with a small error in the implementation of the nonadditive potential. 9 In the present work, the uncertainties are sufficiently small to distinguish the classical and semiclassical approximations and our Boltzmann contribution at all temperatures. Relative to our B is less than 1% at 50 K and above, and less than 0.1% at 173.15 K and above.
Values of the Boltzmann contribution to the fourth virial coefficient B B 4 are presented in Table III, along is less than 1% at 123.15 K and above, and less than 0.1% at 273.15 K and above. The TABLE IV. VEOS estimates of the critical point employing state-of-the-art potentials, compared to the true critical point of helium-4. Values in parentheses are standard uncertainties on the rightmost digit(s). is less than 1% at 63.15 K and above, less than 0.1% at 143.15 K and above, and less than 0.024% at 273.15 K and above. Because of the lack of a substantive hard core in the pair potential, the MSMC calculation of the correction to the Percus-Yevick approximation employing the QFH modification fails below 20 K; incipient failure is seen in the large error bar for the value of B is positive; this reverses at temperatures below 400 K. Uncertainties on the centroid approximation include propagated uncertainties in the nonadditive potential. The magnitude of these uncertainties complicates comparison with the centroid approximation above room temperature, though it is clear that the centroid approximation is superior to the classical approximation. For n = 3, the centroid approximation is known to diverge from the true value more quickly than the semiclassical approximation with decreasing temperature, 26 and we observe this trend again at n = 4.
Vapor-liquid critical points for the resulting third-and fourth-order VEOS are presented in Table IV . The standard uncertainties are computed from a set of 100 critical points generated by independent perturbations of each virial coefficient in accordance with its own standard uncertainty. Removing half of the temperatures does not alter the critical values within these uncertainties. Given the difference between the third-and fourth-order results, it is clear that the trimer interactions within tetramers are significant near the critical point. The critical temperature, pressure, and density of the fourthorder VEOS are too negative as compared to the values for helium-4 by 3.0%, 9.2%, and 19.4%, respectively. The good agreement of the critical temperature is a reflection of the relative unimportance of mulitbody and exchange effects and is a credit to the state-of-the-art potentials employed. It would be interesting to see how closely this first-principles calculation of the critical temperature can come to matching experiment upon extending the virial series, without including 4-body and higher order contributions to the potential. The significant underestimation of the critical density is something which we have often observed for the VEOS, and this should not be interpreted as necessarily indicating any deficiencies in the potentials. 17, 27 To demonstrate the effectiveness of our computational approach, we present CPU times allotted to n = 4 components in Figures 2-5 . Analogous figures for n = 2 and 3 are provided in the supplementary material. 23 These figures also indicate the decomposition selected at each temperature and the maximum value of P considered. In Fig. 2 + 5B
The time devoted to each component employed at a given temperature is represented with a marker. The size and darkness of the markers roughly correlate with the time requirements of the component per step: the more time required per step, the larger and darker the marker is. For example, the (P = 512) − (P = 256) marker is larger than those for components involving smaller values of P because this component requires more time per step. For the same reason, (u) − (u Simple ) markers are darker than (P) − (P/2) markers. Components computed by FFT require essentially no time and are not included in these plots. The total amount of time allocated at a given temperature is denoted by an asterisk.
CPU times for components of B
B,A 4
+ 5B are plotted in Fig. 2 for temperatures of 10 K and below, and in Fig. 3 for temperatures of 20 K and above. One can see that the larger and darker markers are generally near the bottom, being allocated less time and far fewer steps. [ (P, u Simple )] is selected consistently as the preliminary approximation from 2.6 K to 10 K, as can be seen in Fig. 2, with a , with P decreasing from 32 at 2.6 K to 8 at 4 K. A significant departure from a monotonic decrease in P with increasing temperature would likely indicate an insufficient number of steps during the initialization period; we consider the minor deviations observed to be acceptable.
At all higher temperatures, a semiclassical approximation is selected as the preliminary approximation. As can be inferred from Fig. 3 
[ (P, u
Simple )] is selected consistently as the preliminary approximation from 2.6 K to 10 K, as can be seen in Fig. 4 , with a value of P decreasing almost monotonically from 128 to 16. This is the same trend observed for = B B,A 4
+ 5B , an interesting deviation from expectations is that (P = 512) − (P = 256) calculations are allotted more time than the (P = 256) − (P = 128) calculations at the low temperatures where the former is included. This is a consequence of the discrete nature of allocation of effort: all runs have a number of steps equal to a power of ten. If more steps were applied (they were not because the precision on B B 4 was considered sufficient), the relative amounts of time allotted would probably come in line with expectations.
At all higher temperatures, shown in Fig. 5 For n = 3 and 4, the time allocated to the nonadditive contribution increases with increasing temperature, while the time devoted to the MSMC additive components diminishes. In the classical and semiclassical approximations, where there are only biconnected diagrams for helium-4, the nonadditive contributions for n = 3 and n = 4 are relatively independent of temperature. 6 As the magnitude of the additive contribution not computable by FFT diminishes with increasing temperature, the nonadditive component becomes more significant. However, the nonadditive component is still smaller in magnitude than the entire additive component, and higher maximum P for the additive component is perhaps less a reflection of increased quantum character than it is of higher precision. it ranges from 512 at 2.6 K to only 8 at 1000 K. For B B,A 3 , the maximum value of P ranges from 1024 at 2.6 K to 64 at 1000 K, while for B B, NA 3 it ranges from 128 at 2.6 K to 8 at 1000 K.
Fast components are allocated more time more consistently at the temperatures where the most time is allotted overall. Initially, all components are allotted the same number of steps (such that slower components receive more time), and this is gradually corrected as more time is allotted. This process takes more time for more difficult calculations. At the temperatures where these contributions are allocated the most effort (high temperatures for the nonadditive contribution and low temperatures for the additive contribution), the allocation of effort amongst the components is most in accord with the expectation that the components that are fastest per step are allotted more time, and far more steps. At 2.6 K, the total time required to obtain B B 3 is 141.61 h on a 2.83 GHz processor. Garberoglio and Harvey report that they employed 2040 h to evaluate the Boltzmann contribution at this temperature on a 2.5 GHz processor, obtaining a value of 245(21) cm 6 /mol 2 . 10 To the best of our knowledge, they evaluated the Boltzmann contribution using the VEGAS algorithm and without decomposition. Additionally, they interpolated the nonadditive trimer energy from a pre-calculated grid that introduced a small but generally insignificant error; we do not know what time savings this pre-calculation afforded. Scaling for the difference in processor speeds, the calculation reported here employs 7.9% of the time as this previous calculation, and results in an uncertainty that is 3.5 times smaller. One could estimate then that the present calculation requires 0.64% of the CPU time to achieve the same uncertainty as this literature value, or, given 2040 h, the new approach could obtain a value with 8% of the literature value's uncertainty. We expect that the speedup is even greater at high temperature, where a larger number of decompositions are applicable, and for larger n, where importance sampling is generally more helpful.
IV. CONCLUDING REMARKS
We have developed an improved approach for computing the Boltzmann contribution to virial coefficients for monatomic gases and have applied it to an ab initio description of helium-4 including nonadditive trimer potentials. This approach generally succeeds in selecting efficient decompositions of the Boltzmann contribution and allocating relatively small amounts of time to the most computationally intense components. It has enabled calculation of the Boltzmann contribution to the fourth virial coefficient and is fully extensible to higher order coefficients. Moreover, many aspects of it are applicable to the exchange contribution. We anticipate that inclusion of higher-order terms and the exchange contribution will further improve the accuracy of the VEOS estimate of the helium-4 vapor-liquid critical point.
