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Abstract
In this paper we obtain a lower bound for the Hausdorff dimension of recurrent sets and, in a
general setting, we show that a conjecture of Dekking [F.M. Dekking, Recurrent sets: A fractal for-
malism, Report 82-32, Technische Hogeschool, Delft, 1982] holds.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Hausdorff dimension; Bouligand dimension; Fractal set
1. Introduction
In order to study the formalism of fractals, Dekking [3] has introduced a powerful
method of describing and generating fractal sets, which are called recurrent sets. Using
this method we can construct almost all well-known sets, for instance, the Peano curve,
Cantor sets, and so on. Moreover, in [3], an upper bound for the Hausdorff dimension of
a recurrent set is given. When the linear map is a similitude, that is, the modulus of all
eigenvalues of the linear map are the same, Dekking [4] conjectured that the Hausdorff
dimension of a recurrent set is equal to the upper bound if and only if resolvability holds.
✩ Supported by the Applied and Fundamental Research Foundation of Sichuan Province.
* Corresponding author.
E-mail address: jzhou1@tom.com (J. Zhou).0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.05.030
L.-M. Shi, J. Zhou / J. Math. Anal. Appl. 318 (2006) 190–198 191Later, Bedford [2] and Wen et al. [8], by different methods, proved that the conjecture is
true.
It is known that dimension calculations are difficult if the linear map is not a similitude.
Bedford [1] and McMullen [6] independently dealt with a simple problem of this sort. Wu
[9] also considered the recurrent set if the linear map is not a similitude and obtained the
upper and lower bounds for its Hausdorff dimension. In this paper we focus our attention
on the case of the non-similitude. Using the methods in [8,9] we will first obtain a lower
bound for the Hausdorff dimension of a recurrent set, which is better than that in [9]. Then
we show that the conjecture of Dekking is also true in the general setting.
2. Notations and known results
Throughout the paper we denote the Hausdorff, Bouligand, upper Bouligand and lower
Bouligand dimensions by dimH , dimB , dimB , and dimB , respectively. For a set A, it is
obvious that dimH (A) dimB(A) dimB(A) (see [5]).
Let S be a finite alphabet of symbols, S∗ the free semigroup generated by S, and
θ :S∗ → S∗ a semigroup endomorphism. Let f :S∗ → Rd be a homomorphism, which
means that f satisfies f (uv) = f (u) + f (v), for all words u,v ∈ S∗. Assume that Lθ ,
a representation of θ , is a linear map from Rd onto itself such that Lθ(f (s)) = f (θ(s))
for each s ∈ S and that K[·] :S∗ → C(Rd), the family of compact subsets of Rd , is a map
satisfying that for all u,v ∈ S∗, K[uv] = K[u] ∪ {K[v] + f (u)}. In this paper, we always
suppose that Lθ is expansive, that is, all eigenvalues of Lθ have modulus more than one.
A symbol s ∈ S is said to be virtual if K[s] = ∅. The set of virtual symbols is denoted
by Q. By [4], we may assume that θQ∗ ⊂ Q∗ and θ(s) /∈ Q∗ for s /∈ Q. If s ∈ E = S\Q,
we say that s is an essential symbol. With these notations, Dekking [3] proved that there
exists a non-empty compact set Kθ(w), called a recurrent set, such that in the Hausdorff
metric L−nθ K[θn(w)] → Kθ(w), as n → ∞, for any word w which contains at least one
essential symbol. Moreover, it is shown that Kθ(w) is independent of the choice of K[·]
and so here we take K[s] = {αf (s): 0 α  1}, for any s ∈ S.
To make an estimation of the growth rate in the number of essential symbols, |θn(t)|E ,
in θn(t), now we define a non-negative |E| × |E| matrix AE = (ast )s,t∈E where ast is the
number of t in the word θ(s). We shall assume that θ is essentially mixing, that is, there
exists a positive integer m such that s ∈ θm(t) for all s, t ∈ E. With these notations, AE is
a non-negative matrix and, by Frobewing theorem [7], there exists λE being the eigenvalue
of AE with the greatest modulus. Bedford [2] proved that dimH Kθ(s) = dimH Kθ(t), for
all s, t ∈ E, and that
λnE ∼
∣∣θn(s)∣∣
E
, n → ∞. (1)
Let s ∈ E, define
α0 = sup
{
α: lim inf
n→∞
md(K[θn(s)])ε
|θn(s)|αE
= ∞, for some ε > 0
}
= inf
{
α: lim inf
n→∞
md(K[θn(s)])ε
n α
= 0, for some ε > 0
}
, (2)|θ (s)|E
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y ∈ A} if A ⊂ Rd . We may define β0 by replacing lim inf with lim sup in (2). It is ob-
vious that α0  β0. Meanwhile, it is readily checked by calculations that if w ∈ S∗, then
md(K[w])ε/p  md(K[w])ε  pdmd(K[w])ε/p , for each p > 1. Hence if there is an
ε0 > 0 such that (2) holds, then for any ε > 0, (2) also holds.
If Lθ is a similitude, then the modulus of all eigenvalues of Lθ are the same, denoted
by |λ|. Dekking [4] conjectured that dimH Kθ(w) = logλE/ log |λ| if and only if Kθ(w) is
resolvable, that is, there is an ε > 0 such that lim infn→∞ md(K[θn(s)])ε(|θn(s)|E)−1 > 0.
Later it was proved by Bedford [2] and Wen et al. [8].
Dekking [3] gave a general upper bound for the Hausdorff dimension of a recurrent set,
dimH Kθ(s)
logλE +∑di=1 log |λdλ−1i |
log |λd |
for all s ∈ E, where λ1, λ2, . . . , λd are the eigenvalues of Lθ with |λ1| |λ2| · · · |λd |.
Furthermore, Wu [9] obtained that for each s ∈ E,
α0 logλE
log |λ1 · · ·λd |1/d  dimH Kθ(s)
 dimBKθ(s)

β0 logλE +∑di=1 log |λdλ−1i |
log |λd | , (3)
where α0 and β0 are defined as (2). In this paper we obtain a lower bound for the Hausdorff
dimension
dimH Kθ(s)
α0 logλE +∑di=1 log |λdλ−1i |
log |λd | ,
which is better than that in [9]. Moreover, we prove that the Hausdorff dimension of Kθ(s)
is equal to the general upper bound given by Dekking if and only if Kθ(s) is resolvable.
For our purposes we need some known results as follows:
Lemma 1. [7] Let Lθ be an endomorphism of Rd with eigenvalues λ1, λ2, . . . , λd , where
|λ1| |λ2| · · · |λd |. Then for any λ > |λd |, there exists b > 0 such that for all v ∈ Rd ,
‖Lnθ (v)‖ bλn‖v‖, n = 1,2, . . . . Hence we have, for n large enough, ‖Lnθ (v)‖ λn‖v‖.
Lemma 2. [2,8,9] If s ∈ E, then Kθ(θ(s)) = LθKθ(s).
Lemma 3. [2,8,9] If u,v ∈ S∗, then Kθ(u · v) = Kθ(u) ∪ {Kθ(v) + f (u)}.
3. Main results
Appealing to the idea in [8,9], we obtain
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dimH Kθ(s)
α0 logλE +∑di=1 log |λdλ−1i |
log |λd | . (4)
Proof. Let θn(s) = sn1 sn2 · · · snl(n), then by Lemma 3, we have
Kθ
(
θn(s)
)= |θ
n(s)|⋃
j=1
(
Kθ
(
snj
)+ f (sn1 · · · snj−1)),
where sn1 , s
n
2 , . . . , s
n
l(n) ∈ S and l(n) = |θn(s)|.
If snj ∈ Q, then Kθ(snj ) = ∅ and so
Kθ
(
θn(s)
)= |θ
n(s)|E⋃
j=1
(
Kθ
(
snj
)+ f (sn1 · · · snj−1)).
Let 2r = maxs∈E diamKθ(s), where diamKθ(s) is the diameter of Kθ(s). We can find
a ball, denoted by B(s˜nj , r), containing the recurrent set Kθ(s
n
j ) + f (sn1 · · · snj−1) with ra-
dius r . Since the end points of the segment K[s] belong to the recurrent set Kθ(s), the
segment K[snj ] + f (sn1 · · · snj−1) is contained in B(s˜nj , r). Thus
|θn(s)|E⋃
j=1
B
(
s˜nj , r + ε
)⊃
( |θn(s)|E⋃
j=1
(
K
[
snj
]+ f (sn1 · · · snj−1))
)ε
= (K[θn(s)])ε. (5)
By Lemma 1 it follows that for λ0 > |λd |, there exists b0 > 1 such that for all v ∈ Rd ,
‖Lnθ (v)‖ b0λn0‖v‖. Now we choose Jn(s) balls {B(s˜njk , r + ε)}1kJn(s) from the family
of balls {B(s˜nj , r), 1 j  |θn(s)|E}, to satisfy that
(i) if k = l, then the distance between the centers of such two balls, d(s˜njk , s˜njl ) >
3b0(r + ε);
(ii) if s˜nm /∈ Q, then there must be an index jk0 such that d(s˜nm, s˜njk0 ) 3b0(r + ε).
Therefore we have
Jn(s)⋃
k=1
B
(
s˜njk ,4b0(r + ε)
)⊃ |θ
n(s)|E⋃
j=1
B
(
s˜nj , r + ε
)
.
By (5), it follows that
Jn(s) · md
(
B
(
0,4b0(r + ε)
))
md
(
Jn(s)⋃
k=1
B
(
s˜njk ,4b0(r + ε)
))
md
( |θn(s)|E⋃
j=1
B
(
s˜nj , r + ε
))
md
(
K
[
θn(s)
])ε
. (6)
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md(K[θn(s)])ε
|θn(s)|αE
→ ∞, n → ∞. (7)
Let
0 < p < τ = α logλE +
∑d
i=1 log |λdλ−1i |
log |λd | .
This implies that
p log |λd | < α logλE +
d∑
i=1
log
∣∣λdλ−1i ∣∣,
that is,
log
|λ1 · · ·λd |
|λd |d−p < logλ
α
E.
Thus
|λ1 · · ·λd |
|λd |d−p < λ
α
E,
and, together with (6), we have
Jn(s)md(B(0,4b0(r + ε)))
|λ1 · · ·λd |n · |λd |(p−d)n 
md(K[θn(s)])ε
λαnE
.
This, together with (7) and (1), implies that there is a positive integer N(s) such that if
nN(s),
Jn(s)
|λ1 · · ·λd |n|λd |(p−d)n  1. (8)
Now let N0 = maxs∈E N(s). Then for any s ∈ E and nN0, (8) also holds.
Now suppose that {Ui} is any (r +ε)/λN00 -covering family of open balls of Kθ(s). Since
Kθ(s) is a compact set, there exists an integer m> 0 such that
⋃m
i=1 Ui ⊃ Kθ(s).
By Lemma 1, we have
∣∣LN0θ (Ui)∣∣ b0λN00 |Ui | b0λ
N0
0 (r + ε)
λ
N0
0
= b0(r + ε),
that is,
|Ui |p  |L
N0
θ (Ui)|p
b
p
0 λ
N0p
0
.
Thus
∑
|Ui |p 
∑ |LN0θ (Ui)|p
b
p
λ
N0p
.0 0
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Kθ
(
θN0(s)
)= LN0θ (Kθ(s))⊂ LN0θ
(
m⋃
i=1
Ui
)
=
m⋃
i=1
L
N0
θ (Ui),
and so {LN0θ (Ui)} is a b0(r + ε)-covering of Kθ(θN0(s)).
Notice that Kθ(θN0(s)) is the union of the |θN0(s)|E recurrent sets. As proved above,
we can choose JN0 recurrent sets Kθ(s
N0
jk
) + f (sN01 · · · sN0jk−1) and the corresponding balls
B(s˜
N0
jk
, r + ε),1 k  JN0 , to satisfy that (i) and (ii).
The corresponding covering family of Kθ(sN0jk )+f (s
N0
1 · · · sN0jk−1), denoted by V k , is ob-
tained by keeping these elements of LN0θ (Ui) which meet with Kθ(s
N0
jk
)+f (sN01 · · · sN0jk−1).
Since the diameter of |LN0θ (Ui)| is at most b0(r + ε), it follows, from the above condi-
tion (i), that if k = l, the covering families V k and V l are disjoint. Therefore,
∑
i1
|Ui |p  1
b
p
0 λ
N0p
0
JN0∑
k=1
( ∑
L
N0
θ (Ui)∈V k
∣∣LN0θ (Ui)∣∣p
)
. (9)
Now choose k0 such that
∑
L
N0
θ (Ui)∈V k0
|LN0θ (Ui)|p is the minimum among these JN0
sums. By (8) and (9), we have
∑
i1
|Ui |p  JN0|λ1 · · ·λd |N0 |λd |(p−d)N0 ·
|λ1 · · ·λd |N0 |λd |(p−d)N0
b
p
0 λ
N0p
0
·
∑
L
N0
θ (Ui)∈V k0
∣∣LN0θ (Ui)∣∣p
 |λ1 · · ·λd |
N0 |λd |(p−d)N0
b
p
0 λ
N0p
0
·
∑
L
N0
θ (Ui)∈V k0
∣∣LN0θ (Ui)∣∣p. (10)
If max
L
N0
θ (Ui)∈V k0
|LN0θ (Ui)| (r + ε)/λN00 , then by (10),
∑
i1
|Ui |p 
(
r + ε
b0
)p
· |λ1 · · ·λd |
N0
λ
(p+1)N0
0 |λd |(d−p)N0
> 0.
Otherwise, {LN0θ (Ui)}LN0θ (Ui)∈V k0 is also a (r + ε)/λ
N0
0 -covering family of some recurrent
set Kθ(t), t ∈ E. Now we continue the preceding procedure. Since {Ui} is a finite family,
after finite steps, we can obtain that there exists a constant c > 0, such that
∑ |Ui |p 
c > 0.
As p < τ is chosen arbitrarily, we have
dimH Kθ(s)
α logλE +∑di=1 log |λdλ−1i |
log |λd | .
Again from α < α0, we get that (4) holds and so the proof is complete. 
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obtain is better than that in [9].
Proposition 1. If α0 and λE are defined as in Section 2, and λi , i = 1,2, . . . , d , are the
eigenvalues of the linear map Lθ , then
logλα0E
log |λ1 · · ·λd |1/d 
α0 logλE +∑di=1 log |λdλ−1i |
log |λd | .
Proof. By (3), we have that for all s ∈ E,
dimH Kθ(s)
α0 logλE
log |λ1 · · ·λd |1/d .
Since Kθ(s) is a nonempty compact subset of Rd , we have dimH Kθ(s) d and
α0 logλE
log |λ1 · · ·λd |1/d  d.
That implies that
logλα0E  log |λ1 · · ·λd |.
Hence
logλα0E − log |λ1 · · ·λd | 0. (11)
On the other hand, noting that
0 < log |λ1 · · ·λd | log |λd |d,
we have
1
log |λ1 · · ·λd | 
1
log |λd |d > 0. (12)
By (11) and (12), we have
logλα0E − log |λ1 · · ·λd |
log |λ1 · · ·λd | 
logλα0E − log |λ1 · · ·λd |
log |λd |d ,
and
d logλα0E
log |λ1 · · ·λd | 
logλα0E − log |λ1 · · ·λd |
log |λd | + d.
Hence
logλα0E
log |λ1 · · ·λd |1/d 
α0 logλE +∑di=1 log |λdλ−1i |
log |λd | . 
Theorem 2. Suppose that λE is defined as in Section 2 and that λi , i = 1,2, . . . , d , are the
eigenvalues of the linear map Lθ . The following are equivalent:
(a) Kθ(s) is resolvable;
(b) dimH Kθ(s) = (logλE +∑d log |λdλ−1|)(log |λd |)−1.i=1 i
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md
(
K
[
θn(s)
])ε = md
( |θn(s)|E⋃
i=1
(
K
[
sni
]+ f (sn1 · · · sni−1))
)ε
= md
( |θn(s)|E⋃
i=1
(
K
[
sni
]+ f (sn1 · · · sni−1))ε
)

∣∣θn(s)∣∣
E
· max
s∈E
{
md
(
K[s])ε}.
By the assumption, we have
0 < lim inf
n→∞
md(K[θn(s)])ε
|θn(s)|E  lim supn→∞
md(K[θn(s)])ε
|θn(s)|E maxs∈E
{
md
(
K[s])ε}< ∞.
This implies that α0 = β0 = 1 and, by Theorem 1 and (3), (b) is true.
(b) implies (a). Let δ > |λd |, ε > 0, and εn = εδ−n. First we claim that for each
set A ∈ C(Rd), we have (L−nθ (A))εδ
−n ⊂ L−nθ (Aε), for n large enough. In fact, if x ∈
(L−nθ (A))εδ
−n
, then there exists y ∈ L−nθ (A), such that ‖x − y‖  εδ−n. This implies
that there exists y ∈ A, such that y = L−nθ (y). From Lemma 1, we may have that for
n large enough, ‖y − Lnθ (x)‖ δn‖x − L−nθ (y)‖ ε. Now let x = Lnθ (x). Thus we have
L−nθ (x) = x and ‖x−y‖ ε. Since y ∈ A, it implies that x ∈ Aε and x ∈ L−nθ (Aε). Hence,
we obtain that for n large enough, (L−nθ (A))εδ
−n ⊂ L−nθ (Aε), the desired result.
Let Kn = L−nθ (K[θn(s)]). By the definition of the recurrent set and the preceding dis-
cussion, for any ε0 > 0, there must be an integer N1 > 0 such that if n > N1,
md
(
Kθ(s)
)εn md(Kn(s))(ε0+ε)/δn md(L−nθ (K[θn(s)]ε0+ε))
= md(K[θ
n(s)])ε0+ε
|λ1 · · ·λd |n . (13)
Now suppose by contradiction that lim infn→∞ md(K[θn(s)])ε(|θn(s)|E)−1 = 0. From
Section 2 we have that lim infn→∞ md(K[θn(s)])ε0+ε(|θn(s)|E)−1 = 0. This, together
with (1), implies that there are an infinite subset P of positive integers and an integer
N2 > 0 such that if n ∈ P and n > N2, we have md(K[θn(s)])ε0+ε < λnE . From (13) we
get that, if n > max{N1,N2} and n ∈ P ,
md
(
Kθ(s)
)εn < λnE|λ1 · · ·λd |n .
Hence, when n ∈ P , we have
lim inf
n→∞
logmd(Kθ(s))εn
− log εn  lim infn→∞ n log
(
λE
|λ1 · · ·λd |
)
· (− log εn)−1
= lim inf
n→∞
n log(λE/|λ1 · · ·λd |) + n log |λd |d − nd log |λd |
(n log δ − log ε)
=
[
−d + logλE +
∑d
i=1 log |λdλ−1i |
](
log δ
)−1
.log |λd | log |λd |
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lim inf
n→∞
logmd(Kθ(s))εn
− log εn < −d +
logλE +∑di=1 log |λdλ−1i |
log |λd | .
Hence we have
dimBKθ(s) <
logλE +∑di=1 log |λdλ−1i |
log |λd | ,
which is contrary to (b), and so we complete the proof of the theorem. 
Finally, we make some remarks. Firstly, Theorem 1, together with (3), indicates that
if α0 = β0, then dimH Kθ(s) = dimB Kθ(s). However, in [9], the additional condition
λ
α0
E = |λ1 · · ·λd |, or |λ1 · · ·λd | = |λd |d , is necessary. Secondly, we get Theorem 2 with-
out the assumption that Lθ is a similitude. Hence we improve the results in [2,8] and prove
Dekking’s conjecture in [4] to be true in a general setting.
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