Propositional Games with Explicit Strategies  by Renne, Bryan
Propositional Games with Explicit Strategies
Bryan Renne1 ,2
Department of Computer Science
CUNY Graduate Center
365 Fifth Avenue, Room 4319
New York, NY 10016
Abstract
This paper introduces a game-theoretic semantics for LP, Artemov’s Logic of Proofs, taking the viewpoint
that LP is a logic of explicit strategies on propositional veriﬁcation games. To demonstrate the utility of
this viewpoint, we deﬁne an embedding of the well-known game of Nim into the propositional veriﬁcation
game, which allows us to extract a winning strategy on a winnable Nim instance by internalizing the proof
in LP of the formalized version of that instance.
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1 Introduction
Let us take a look at two games, Nim and Veriﬁcation. Nim is fun but does not tell
us much about anything. Veriﬁcation is boring but tells us a whole lot about propo-
sitional provability. We will see that winnable Nim games can be embedded into
Veriﬁcation, so perhaps there is some fun to be found in propositional provability
after all. But regardless of our success in making the boring fun, we do encounter
some interesting ideas concerning strategies and operations on strategies. In partic-
ular, we shall see that a natural class of operations on strategies relates quite closely
to certain operations in LP, Artemov’s Logic of Proofs [1]. This logic introduces
formula-labeling terms t into the language of propositional logic, allowing us to take
a formula F and construct the new formula t :F whose intended reading is “t is a
proof of F .” This reading arises from the construction of the theory: term structure
mimics deduction in the system in such a way that a term t may be constructed for
each theorem F so that t :F is also a theorem.
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It is our task in this paper to provide an interpretation for LP by a formal game
obtained as an extension of Veriﬁcation. In this formal game, terms t will be assigned
strategies, so that the formula t :F may be read, “t is a strategy for the game on F .”
This interpretation arises naturally from intuitive strategic observations we make
in both Nim and Veriﬁcation. In particular, by embedding winnable Nim instances
into Veriﬁcation, we obtain a propositional theorem F whose proof may then be
internalized in LP. This yields a term t such that t :F is an LP theorem, so t is a
strategy on F from which we can extract a winning strategy for the particular Nim
instance.
2 Artemov’s Logic of Proofs
The language of LP extends that of propositional logic by introducing a countable
collection of variables x1, x2, x3, . . ., a countable collection of constants c1, c2, c3, . . .,
the colon for formation of assertions t :F , the binary function symbols + and ·, and
the unary function symbol !. Terms are built up from variables and constants using
the function symbols. The rules of formula formation are those of propositional
logic in addition to the following: if t is a term and F is an LP formula, then t :F is
also an LP formula. The theory LP consists of the following axiom and rule schemas:
• Propositional logic
C. A ﬁnite collection of axiom schemas for propositional logic
RC. Modus ponens: infer B from A ⊃ B and A
• Evidence management
LP1. u : (A ⊃ B) ⊃ (v :A ⊃ (u · v) :B)
LP2. u :A ⊃ !u : (u :A)
LP3. u :A ∨ v :A ⊃ (u + v) :A
LP4. u :A ⊃ A
RLP. Constant necessitation: infer c :A from constant c and axiom A
By induction on derivation length, it can be shown that LP satisﬁes the follow-
ing internalization property: if A is a theorem of LP, then there is a term t not
containing variables such that t :A is also an LP theorem. LP thus internalizes its
own proofs. We will make use of this later to see how LP can be used to describe
winning strategies in Veriﬁcation (and thus in Nim). But let us ﬁrst introduce Nim
and Veriﬁcation.
3 Two games: Nim and Veriﬁcation
The well-known game of Nim [2] is a two-player, zero-sum ﬁnite game. The initial
setup for a play of Nim consists of three separate piles of sticks, each pile being
of ﬁnite size. A turn consists of selecting one pile and then removing any nonzero
number of sticks from that pile, leaving the other two piles alone. The removed
sticks are then discarded, as they are no longer part of the game. Two players take
alternate turns until all sticks are removed. The player that picks up the last stick
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is the winner.
Nim is a zero-sum game of ﬁnite branch depth, and is thus determined by a
theorem of Zermelo. That is, for every instance of Nim, one of the players always
has a winning strategy—a way of choosing his moves so as to guarantee himself a
win no matter the moves of the other player.
Our second game is the Ehrenfeucht-Fra¨ısse´-Hintikka subformula-choosing veri-
ﬁcation game, which we call Veriﬁcation [3,4]. This game is also two-player, zero-
sum, and ﬁnite. The initial setup for a play of Veriﬁcation consists of a propositional
formula F written using negations and disjunctions along with a model M that in-
terprets atomic formulas. For convenience, will call the ﬁrst player True and the
second player False. The game begins on the formula F with True to play. On a
player’s turn, the current formula is a disjunction, a negation, or an atom.
• If the formula is the disjunction A ∨B, then the current player chooses either A
or B and the game then continues on that subformula with the same player to
play.
• If the formula is the negation ¬A, then the turn changes and the other player
continues the game on A.
• If the formula is the atom p, then the game ends. The winner is determined by
testing the truth value of p in M and comparing this with the name of the player
to move. If these match, True wins. Otherwise, False wins.
Veriﬁcation is also zero-sum and of ﬁnite branch depth, so it too is determined.
Veriﬁcation, however, is a formal game. By this it is meant not only that the game
is boring to schoolchildren, but also that it is rigged so as to say something useful
about the propositional formula F . In particular, if we call F true in M whenever
True has a winning strategy in the game on F with model M , then we end up calling
the same formulas true in M as does the usual Tarskian semantics. This can also be
extended to the level of validity: call F valid whenever True has a winning strategy
in the game on F no matter the model M , and we obtain the class of Tarskian-valid
formulas (that is, the propositional theorems).
Nim can be embedded into Veriﬁcation, as we now show. The initial conﬁgura-
tion of a Nim instance can be described by a triple (a, b, c) of nonnegative integers.
Deﬁne an ordering < on such triples as follows: (a′, b′, c′) < (a, b, c) if and only if
for exactly one coordinate the primed number is strictly less than the non-primed
number and the other two coordinates are equal. We will now assign formulas
(a, b, c)T and (a, b, c)F to each Nim instance (a, b, c). First, let (0, 0, 0)T :=  and
(0, 0, 0)F := ⊥ (respectively, the true and false propositional constants). Then for
a, b, and c not all zero, let
(a, b, c)T :=
∨
(a′,b′,c′)<(a,b,c)
¬(a′, b′, c′)F
and deﬁne (a, b, c)F likewise, though with T -superscripts on the right-hand side. It
can be shown that True has a winning strategy in the Veriﬁcation game (a, b, c)T
exactly when the ﬁrst player has a winning strategy on the Nim game (a, b, c). The
reason is that the game trees for these games have the same structure, so a move
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in one game corresponds bijectively with a move in the other game in such a way
that a play of one game has the same winner as the corresponding play in the other
game.
As an example, consider the Nim game (1, 1, 1). We have that
(1, 1, 1)T = ¬(0, 1, 1)F ∨ ¬(1, 0, 1)F ∨ ¬(1, 1, 0)F .
If True chooses ¬(0, 1, 1)F (so he removes the stick from the ﬁrst pile), then False
has to move on the formula (0, 1, 1)F , where
(0, 1, 1)F = ¬(0, 0, 1)T ∨ ¬(0, 1, 0)T .
But no matter the subformula False then picks, he loses. For if False picks ¬(0, 0, 1)T
(so he removes the stick from the second pile), then True moves on (0, 0, 1)T . Now,
(0, 0, 1)T = ¬(0, 0, 0)F so True only has one move (he picks up the last stick). It is
then False’s turn on (0, 0, 0)F = ⊥, but the game stops here and True wins because
⊥ is false in every model. Similarly, if False picks ¬(0, 1, 0)T , then True moves on
(0, 1, 0)T = ¬(0, 0, 0)F = ¬⊥ (and again picks up the last stick) and wins. We
have thus seen that True has a winning strategy in the Veriﬁcation game (1, 1, 1)T
and this strategy corresponds directly with his winning strategy in the Nim game
(1, 1, 1).
It seems that this embedding into the Veriﬁcation game ought to work for any
instance of a two-player, zero-sum ﬁnite game. While this is interesting in itself,
we will spend our time in the present paper looking more closely at strategies in
the Veriﬁcation game, making use of our embedded Nim game as a special case
of Veriﬁcation. In particular, we are interested in how speciﬁc winning strategies
combine and interact, and Nim will be a natural place to gather our intuitions and
understand the issues involved.
In particular, we will describe how LP provides a natural means of incorporating
winning strategies into the Veriﬁcation game in a way that makes sense with our
intuitive discussion of winning strategies in the context of the Nim game. We end
up with a semantics for LP that comes about as an extension of the Veriﬁcation
game along the lines of our considerations.
4 About strategies
First, what is a strategy in the Veriﬁcation game? Since a strategy ought to describe
which subformula to pick, we say that a strategy in the Veriﬁcation game on a
formula F is a function deﬁned on the parse tree of F that takes each non-leaf to
one of its children. A winning strategy on F is then a strategy that guarantees a
win for the player who chooses his moves according to this strategy, no matter the
moves of the other player.
Let us now make a few observations concerning winning strategies in the Veri-
ﬁcation game. Since Nim may be seen as a special case of Veriﬁcation, we use Nim
examples freely in order to bolster intuitions.
• Avoid the opponent’s winning positions. In the Nim game (3, 2, 0), if the ﬁrst
player’s move is to remove all the sticks in one pile, then the second player can
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win by emptying the remaining pile. Now, it’s not hard to see that the ﬁrst player
has a winning strategy s on (3, 2, 0) (notice that in the Nim game (2, 2, 0), the
second player has a winning strategy). The strategy s therefore cannot consist
of removing all sticks from one pile, since both (0, 2, 0) and (3, 0, 0) are winning
positions for whosoever lands on them and a winning strategy on (3, 2, 0) must
thus avoid giving the other player a chance to move ﬁrst on these positions. So
we see that a winning strategy must avoid those positions that are wins for the
opponent.
• Surrender if all is lost, otherwise ﬁght. If each of a player’s moves leads him to a
loss, then he might as well give up. Otherwise, he ought to continue. For example,
in the Nim game (0, 1, 1), the player to move might wish to simply surrender, as
he will certainly lose. It is thus convenient to give players the choice of surrender
on their move. The deﬁnition of strategy can be changed to accommodate this:
a strategy is a function on parse trees taking each non-leaf either to one of its
children or to a special value understood as a surrender. Notice that, in particular,
when a player encounters a negation ¬A, he may choose either to surrender or to
continue playing. If he surrenders, the game is over and he loses. If he continues,
then play passes as before to the other player on the subformula A.
• Choose the best plan. If there are two diﬀerent strategies on the same formula F ,
then a player ought to choose the one that serves him best. Sometimes it won’t
matter: we saw that the ﬁrst player has a winning strategy in the Nim game
(1, 1, 1), but it actually doesn’t matter how he moves, as any old move will give
him a win. Sometimes, though, it does matter: the winning strategy for the ﬁrst
player on the Nim game (3, 2, 0) requires the ﬁrst player to choose wisely.
Let us now try to make semi-formal sense of these intuitive observations using
the language of LP. If s is a strategy whose domain includes F , then we write
s :F . So we read s :F as before: “s is a strategy on F .” We can then restate our
observations as follows.
• Avoid the opponent’s winning positions. Suppose that s is a strategy on ¬A ∨B
and t is a strategy on A; that is, both s : (¬A ∨B) and t :A. If both s and t are
winning strategies on their respective formulas, then certainly the ﬁrst move of s
cannot be to choose ¬A because the opponent then gets to move ﬁrst on A and
he may then use the winning strategy t on A. Therefore, the winning strategy s
must choose B as the ﬁrst move. Since the game then continues on B without
a change of turn, there is then a winning strategy on B: follow s on B. If, on
the other hand, one of s or t is not a winning strategy, then the player must do
something else.
So consider the following strategy on B: “follow s on B if s : (¬A ∨B) and t :A,
otherwise do something else.” This strategy applies s on B only if both s and
t are of the right type, and otherwise does something else. Let us denote this
strategy by s · t. We then see that if s wins on ¬A∨B and t wins on A, then s · t
wins on B.
• Surrender if all is lost, otherwise ﬁght. If s :A and s wins on A, then the player
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ought to ﬁght: apply s on A and then win. Otherwise, if s does not win on A,
the player must do something else. This “give up if s doesn’t win on A, otherwise
continue by following the strategy s” is itself a strategy that we write as !s.
• Choose the best plan. Suppose that s and t are both strategies on A and the
player is trying to decide whether to play s or to play t. Certainly, he should
choose the better of the two. This “choose the better strategy of s and t” is itself
a strategy that we write as s + t.
While our considerations have led us to the construction of the strategies s · t,
!s, and s + t given the strategies s and t, we wish to go the other way around. Let
us thus deﬁne the binary operations · and + and the unary operation ! according to
our descriptions above. These are then operations on strategies that have deﬁnite
meaning in our games. In fact, these operations allow us to interpret the logic LP
as a logic of explicit strategies.
5 A logic of explicit strategies
Let A ⊃ B be an abbreviation for ¬A ∨ B, so choosing A in A ⊃ B (and then
agreeing to continue playing the game, as opposed to surrendering) makes it the
other player’s turn on A, whereas choosing B allows the current player to retain
his turn on B. We can then interpret LP by an extension of the Veriﬁcation game.
In particular, let us assume that terms are assigned strategies on the the formulas
they label. Then let the function symbols be interpreted as the operations on
strategies that we deﬁned in the previous section. The Veriﬁcation game for LP
is then obtained from the Veriﬁcation game for propositional logic by adding the
following rule: if a player reaches s :A on his turn, he agrees thereafter to play
according to the strategy s. This provides an interpretation for LP formulas, so we
may ask whether this interpretation is sound. Let us consider each LP axiom in
turn.
LP1. u : (A ⊃ B) ⊃ (v :A ⊃ (u · v) :B)
If u is not a winning strategy on A ⊃ B, then there is some strategy s that
defeats it. Therefore, True chooses the left subformula u : (A ⊃ B), which forces
False to play according to u for the remainder of the game. True then wins, since
he can play s and defeat u. A similar case happens if v is not a winning strategy
on A: True chooses the right subformula v :A ⊃ (u · v) :B (retaining his turn) and
then chooses the left subformula v :A, so False plays v on A and True can defeat
v since v is not winning on A. In the case u and v are both winning strategies,
we have already seen that u · v is a winning strategy on B, so True moves right
twice to (u · v) :B and then wins because he is playing the winning strategy u · v
on B.
LP2. u :A ⊃ !u : (u :A)
The case where u is not a winning strategy on A is as in LP1, so assume u is a
winning strategy on A. True then moves right and retains his turn on the formula
!u : (u :A), and thus must play by the strategy !u. Now, !u is the strategy “give
B. Renne / Electronic Notes in Theoretical Computer Science 165 (2006) 133–144138
up if u doesn’t win on A, otherwise continue by following the strategy u.” Since
u wins on A, the strategy !u has True continue playing, so True moves to u :A,
and then makes his next move the application of the strategy u (as instructed
by the strategy !u). On the formula u :A, True is supposed to apply u on A,
in agreement with the instructions from !u, so the strategies according to which
True has agreed to play are consistent. True thus follows u on A and wins.
LP3. u :A ∨ v :A ⊃ (u + v) :A
If neither u nor v is a winning strategy on A, then True moves left and defeats
False on u :A ∨ v :A no matter which subgame False chooses to play. So assume
that u or v is a winning strategy on A. Then u+v is the strategy that chooses the
better of u and v, so if True moves right on LP3, reaching the formula (u + v) :A,
he wins because u + v has him play the strategy that wins on A.
LP4. u :A ⊃ A
If u is not a winning strategy on A, then True moves left to u :A and wins as
before. So suppose u is a winning strategy on A. True then moves right to A,
retaining his turn, and then follows the winning strategy u on A. True thus wins.
So we have seen that True has a winning strategy on LP1 through LP4. We
mentioned before that True has a winning strategy on the propositional theorems,
and so, in particular, True has a winning strategy on the axioms C of LP. That win-
ning strategies for True are closed under modus ponens follows from considerations
as in LP1 (which makes sense, as LP1 is an internalized modus ponens). Finally,
since we have shown that the axioms LP1 through LP4 and C all have winning
strategies, winning strategies are closed under constant necessitation as long as LP
constants are assigned winning strategies for the axioms. Taken all together, we
have shown the following.
Theorem 5.1 (Soundness) LP is sound for the Veriﬁcation game; that is, True
has a winning strategy in the Veriﬁcation game on each LP theorem.
This has all been quite informal in order to focus on ideas as opposed to technical
formalities. The interested reader can ﬁnd technical details in the appendix. In
particular, fussing with some details, we can also show the following completeness
result, whose proof also appears in the appendix.
Theorem 5.2 (Completeness) LP is complete for the Veriﬁcation game; that is,
True has a winning strategy in the Veriﬁcation game on only those LP formulas that
are theorems.
Let us now see how we can use the LP internalization property to describe
winning strategies in games embedded into Veriﬁcation.
6 LP strategies for Nim
Consider the Nim game (1, 2, 0), which we will write as (1, 2) since the third co-
ordinate is always zero. The ﬁrst player has a winning strategy in this game, and
therefore True has a winning strategy in the Veriﬁcation game (1, 2)T . Thus (1, 2)T
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1. ¬¬⊥ ⊃ ⊥ A1
2. (¬¬⊥ ⊃ ⊥) ⊃ ((¬¬⊥ ⊃ ⊥) ⊃ (¬¬⊥ ∨ ¬¬⊥ ⊃ ⊥)) A2
3. ¬¬⊥ ∨ ¬¬⊥ ⊃ ⊥ RC’s 1,2
4. (¬¬⊥ ∨ ¬¬⊥ ⊃ ⊥) ⊃ ¬(¬¬⊥ ∨ ¬¬⊥) A3
5. ¬(¬¬⊥ ∨ ¬¬⊥) RC 3,4
6. ¬(¬¬⊥ ∨ ¬¬⊥) ⊃ ((¬(0, 2)F ∨ ¬(1, 0)F ) ∨ ¬(¬¬⊥ ∨ ¬¬⊥)) A4
7. (¬(0, 2)F ∨ ¬(1, 0)F ) ∨ ¬ (¬¬⊥ ∨ ¬¬⊥)︸ ︷︷ ︸
(1,1)F
RC 5,6
Fig. 1. Proof of (1, 2)T in propositional logic. RC is modus ponens.
1′. c1 : (¬¬⊥ ⊃ ⊥)
2′. c2 :{(¬¬⊥ ⊃ ⊥) ⊃ ((¬¬⊥ ⊃ ⊥) ⊃ (¬¬⊥ ∨ ¬¬⊥ ⊃ ⊥))}
3′. ((c2 · c1) · c1) :{¬¬⊥ ∨ ¬¬⊥ ⊃ ⊥}
4′. c3 :{(¬¬⊥ ∨ ¬¬⊥ ⊃ ⊥) ⊃ ¬(¬¬⊥ ∨ ¬¬⊥)}
5′. (c3 · ((c2 · c1) · c1)) :¬(¬¬⊥ ∨ ¬¬⊥)
6′. c4 :
{
¬(¬¬⊥ ∨ ¬¬⊥) ⊃ ((¬(0, 2)F ∨ ¬(1, 0)F ) ∨ ¬(¬¬⊥ ∨ ¬¬⊥))
}
7′. (c4 · (c3 · ((c2 · c1) · c1))) :
{
(¬(0, 2)F ∨ ¬(1, 0)F ) ∨ ¬(¬¬⊥ ∨ ¬¬⊥)
}
Fig. 2. Internalized proof of (1, 2)T .
is provable in propositional logic. We will show how internalizing this proof in LP
gives us a term that describes the winning strategy in the Veriﬁcation game (1, 2)T
and thus in the Nim game (1, 2).
We ﬁrst compute a few key formulas, as follows.
(0, 1)T = (1, 0)T = ¬(0, 0)F = ¬⊥
(1, 1)F = ¬(0, 1)T ∨ ¬(1, 0)T = ¬¬⊥ ∨ ¬¬⊥
(1, 2)T = ¬(0, 2)F ∨ ¬(1, 0)F ∨ ¬(1, 1)F
We now prove (1, 2)T in propositional logic, using instances of the following propo-
sitional axioms:
A1. ¬¬A ⊃ A
A2. (A ⊃ C) ⊃ ((B ⊃ C) ⊃ (A ∨B ⊃ C))
A3. (A ⊃ ⊥) ⊃ ¬A
A4. A ⊃ B ∨A
The proof is in Figure 1. We then internalize this proof in LP in Figure 2.
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Now, once we describe the winning strategies for True on axioms A1 through
A4, we can make sense of the strategy speciﬁed by the LP term c4 ·(c3 ·((c2 ·c1) ·c1)).
To simplify the descriptions, we write, “A is true” for a formula A to mean that the
ﬁrst player (True) has a winning strategy s1(A) on A. Similarly, “A is false” means
that the second player (False) has a winning strategy s2(A) on A. The winning
strategies described by the constants c1 through c4 are then as follows.
A1. c1: if A is true, choose A and apply s1(A); otherwise, choose ¬¬A, continue
past the negation, and then apply s2(A).
A2. c2:
(i) If C is true, choose the right subformula three times, arriving on C, and then
play s1(C).
(ii) If C is false and A is true, choose the left subformula A ⊃ C, continue past
the negation, and then apply either s1(A) or s2(C) in response to the other
player’s move.
(iii) If C is false and B is true, choose the right subformula and then the left
subformula, arriving on B ⊃ C, and continue past the negation. Then apply
either s1(B) or s2(C) in response to the other player’s move.
(iv) If A, B, and C are all false, choose the right subformula twice and then the
left subformula, arriving on A ∨ B, and continue past the negation. Then
apply either s2(A) or s2(B) in response to the other player’s move.
A3. c3: if A is false, choose ¬A, continue past the negation, and then apply s2(A);
otherwise, choose A ⊃ ⊥, continue past the negation, and apply s1(A) if the other
player chooses A.
A4. c4: if A is false, choose A, continue past the negation, and then apply s2(A);
otherwise, choose B ∨A and then choose A and apply s1(A).
We can therefore compute the meaning of the following products:
• c2 · c1 rules out Item ii of the c2 strategy, leaving the other cases intact.
• (c2 · c1) · c1 further rules out Item iii from the c2 · c1 strategy.
• c3 · ((c2 · c1) · c1) rules out the A ⊃ ⊥ case of the c3 strategy. This product is
then a strategy on ¬(1, 1)F = ¬(¬¬⊥∨¬¬⊥). According to c3, this strategy is as
follows: continue past the negation in ¬(1, 1)F and then play the second player’s
winning strategy on (1, 1)F . Let us compute the second player’s winning strategy
on (1, 1)F .
Continuing past the negation in ¬(1, 1)F leaves False to play on (1, 1)F =
¬¬⊥ ∨ ¬¬⊥. Thus False chooses either the left disjunct ¬(0, 1)T = ¬¬⊥ or the
right disjunct ¬(1, 0)T = ¬¬⊥. False then either surrenders (so True wins) or
else continues, passing play to True on ¬⊥. The winning strategy for True on ¬⊥
is to simply continue, passing play to False on ⊥ (so True wins). So, all together,
the strategy c3 · ((c2 · c1) · c1) reads: let False move on (1, 1)
F and, no matter his
move, continue past the next negation.
• c4 · (c3 · ((c2 · c1) · c1)) rules out the A case of the c4 strategy, leaving only the
choice of the right disjunct A followed by application of the strategy s1(A). So,
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in our particular instance of A4, this product is the following winning strategy
on (1, 2)T : choose ¬(1, 1)F and then apply the strategy c3 · ((c2 · c1) · c1); that
is, choose ¬(1, 1)F , let False move on (1, 1)F , and, no matter his move, continue
past the next negation.
So we see that the internalized proof gives a winning strategy in the Veriﬁcation
game (1, 2)T . This strategy corresponds to the following winning strategy for the
ﬁrst player in the Nim game (1, 2): remove one stick from the second pile, let the
opponent remove whichever stick he wishes in response, and then continue playing
by making the only move remaining (that is, pick up the last stick).
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A Appendix: technical proofs
Let A be an LP formula. T (A) denotes the parse tree of A. A strategy on A is
a function on T (A) that takes each non-leaf either to one of its children or to a
unique surrender value. A strategy on A is said to be trivial if its ﬁrst move (that
is, the value on the root A of T (A)) is to surrender. A strategy is nontrival if it is
not trivial.
A possible strategy map is a function S that assigns to each term t and to each
LP formula A a strategy S(t, A) on A. A possible strategy map S is a strategy map
if it also satisﬁes each of the following properties:
• Product. If both S(u,A ⊃ B) and S(v,A) are nontrivial, then S(u · v,B) =
S(u,A ⊃ B).
• Bang. If S(u,A) is nontrivial, then S(!u, u :A) is the function on T (u :A) that
maps the root u :A to its only child A and maps all other nodes of T (u :A)
according to S(u,A).
• Sum. If S(u,A) is nontrivial, then S(u+v,A) = S(u,A). If S(u,A) is trivial and
S(v,A) is nontrivial, then S(u + v,A) = S(v,A).
If S ′ is a possible strategy map, a closure of S ′ is a strategy map obtained from S ′
by modifying the values S ′(u · v,A), S ′(!u,A), and S ′(u + v,A) for all terms u and
v and all formulas A so as to satisfy each of Product, Bang, and Sum. It is not
diﬃcult to show that every possible strategy map has a closure (in fact, there are
many closures). We assume we have a method ﬁxed once and for all for producing
a closure S from each possible strategy map S ′, so it then makes sense for us to say,
“let S be the closure of S ′” because this S is the closure obtained from S ′ by our
ﬁxed method.
A model is a pair M = (V,S ′) consisting of a collection V of propositional letters
and a possible strategy map S ′. For a model M and a propositional letter q, we
write M |= q to mean q ∈ V and we write M |= q to mean q /∈ V . We also write
M |=  and M |= ⊥ for all models M .
Veriﬁcation is a two-player, zero-sum ﬁnite game played by the players True and
False. The game has as its initial setup an LP formula F and a model M = (V,S ′).
True is then allowed to modify the values S ′(c,A) for a ﬁnite number of pairs (c,A),
where c is a constant and A is an LP axiom. This produces a possible strategy
map S ′′. We call the modiﬁcations made by True a constant speciﬁcation. If True
chooses to make no modiﬁcations, then we call this constant speciﬁcation empty.
Let S be the closure of S ′′. The game then begins.
Beginning with True on the root F of T (F ), if the current node is not a leaf,
the player to move chooses an immediate child of the current node or else chooses
to surrender. If he surrenders, the game is over and he loses.
• If the current node is labeled ¬A and he chooses the child A, then it becomes the
other player’s turn on the child A.
• If the current node is labeled A ∨ B and he chooses the a child node, then the
current player retains his turn on whichever child node he chooses.
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• If the current node is labeled u :A and he chooses the child node labeled A,
then he retains his turn but thereafter agrees to choose his moves according to
S(u,A). Note that if he has previously agreed to move according to S(u,A), he
later encounters a formula v :B, and S(v,B) = S(u,B), then we require him to
surrender, since he then might not fulﬁll his commitments.
Once a leaf is reached, the game is over. True wins a play of Veriﬁcation that has
reached a leaf p if and only if we have that M |= p and True is to move or that
M |= p and False is to move.
Theorem A.1 (Soundness) LP is sound for the Veriﬁcation game; that is, True
has a winning strategy in the Veriﬁcation on each LP theorem.
Proof. By induction on derivation length. It is well-known that propositional logic
is sound for Veriﬁcation [4]. In the paper, we gave soundness arguments for the
LP axioms. That soundness is closed under constant necessitation is clear: True
simply picks a constant speciﬁcation that assigns to (c,A) the winning strategy on
the axiom A (whose existence we just asserted). That soundness is closed under
modus ponens follows from the fact that True can combine his constant speciﬁcation
for A ⊃ B with that for A, and then use his winning strategy for A ⊃ B on the
subformula B, as discussed in the paper. 
Theorem A.2 (Completeness) LP is complete for the Veriﬁcation game; that is,
True has a winning strategy in the Veriﬁcation game on only those LP formulas that
are theorems.
Proof. We use a maximal consistency argument. Now, by a set, we mean a set of
LP formulas. Call a set consistent if LP does not derive ⊥ from the conjunction of
any ﬁnite subset. Call a set maximal consistent if it is consistent and the addition
of any formula not already present makes the set inconsistent. Consistent sets can
be extended to maximal consistent sets as usual.
If F is not an LP theorem, then {¬F} is consistent and may thus be extended
to a maximal consistent set S. For each A ∈ S, let W (A) be the strategy on A
satisfying the following properties: no node calls for a surrender and, for each node
B ∨ C of T (A), choose the child B if B ∈ S and otherwise, if B /∈ S, choose the
child C. Then deﬁne the model M = (V,S ′) by setting V = {q | q ∈ S}, setting
S ′(t, A) = W (A) if t :A ∈ S, and setting S ′(t, A) to be the everywhere-surrender
function on T (A) if t :A /∈ S. It can then be shown by induction on A ∈ S that
W (A) is a winning strategy for True on A with model M if True simply takes the
empty constant speciﬁcation. Since ¬F ∈ S, True has the winning strategy W (¬F )
on ¬F , and hence True cannot have a winning strategy on F . 
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