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INTRODUCTION 
The present work is concerned with global properties of a class of 
smooth complex vector fields over the plane. One of the main questions we 
discuss here is the existence of global solutions to the problem 
Lu = 0, du # 0 over 082, (0.1) 
where L is a vector field with no singularities. Even when L has real-valued 
coefficients it was known for a long time [W] that problem (0.1) does not 
admit, in general, solutions. On the other hand, it is relatively easy to 
show, by means of the Poincare-Bendixson theorem, that the 
corresponding semi-global problem 
Given U c R2 find a solution of Lu = 0, du # 0 over U (0.2) 
always has solutions when L is real (see, [K] for the original proof of this 
result). 
When L has complex-valued coefficients the situation is much more 
complicated. We say that L is locally integrable if it is possible to cover the 
plane by open subsets V over each of which we can solve Lu =0 with 
du # 0. Obvious examples of locally integrable vector fields are the real 
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ones and those with real-analytic coefficients; it is also important to 
mention that there are examples due to Nirenberg of vector fields that are 
not locally integrable [Nil. 
A natural question that appears is whether local integrability implies the 
solvability of (0.2). The answer is again negative as can be seen if one takes 
the vector field with polynomial coefficients 
L=(y2-xZ+1+2ixy)a,-[2xy+i(x2-y2+1)]a,. (0.3) 
It is easy to see that L is elliptic on x2 +y2 < 1 and that given u defined in a 
connected open neighborhood of x2 + y2 < 1 with Lu = 0 it necessarily must 
be constant on x2 +y2 = 1 and thus everywhere by the maximum principle. 
In this work we restrict our study to operators L which are locally 
integrable and satisfy the following properties: 
The set C where L and E are linearly dependent is non- 
empty and connected, (0.4) 
L and [L, E] are linearly independent on Z (0.5) 
(in this connection see [Sj], [Tl]). 
These operators define our class Y (see Section 1) and in Section 1 we 
prove that for operators in this class it is always possible to solve the 
equation Lu = 0, du # 0 in a full neighborhood of Z; we also prove that 
there are operators in 9 for which problem (0.2) fails to have a solution. 
We do not know if it is possible to solve problem (0.2) for an operator 
LE Y with real-analytic coefficients [notice that the operator L given in 
(0.3) does not belong to 9 for condition (0.5) fails to hold at the points 
(A 01, t-1, Oh (0, 119 (0, -1)l. 
In Section 2 we study the solvability of (0.1) for operators in 9 as well 
as the related question of global reduction (via a global diffeomorphism of 
R2) of them to the standard form 8, - ita, when Z N R!’ or M, [see (2.13)] 
when Z N S ‘. The key argument in our proofs is the use of the conformal 
structure defined by the operator L restricted to R2\Z: As an additional 
illustration of this technique we show, in the appendix to Section 2, that 
for a hypoelliptic vector field in the plane we can always find a solution to 
problem (0.1) that is injective. 
Finally in Section 3 we give descriptions of the ranges A4V’(R2), 
J4%“(W2)n%~(R2), MbGP’(R2), and MaU~(R2)n%,“(R2) where 
A4 = a, - it a, is the so-called Mizohata operator and M6 is its modification 
given in (2.13). One interesting feature is that, as a consequence of our 
results, we can prove that J4%P(W2) A %‘p(W2) is a closed subspace of 
%‘~(W2) whereas M,V”(IW2)n%?S,“(lR2) is not (see Theorems 3.3 and 3.8 
and Corollary 3.6). 
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1. THE CLASS OF OPERATORS UNDER STUDY 
In this section we introduce the class 9 of complex vector fields globally 
defined in R* which we are going to study in this work. 
First of all we assume that every L has no singularities; that is, L(p) # 0, 
PE R*. Let X be the subset of the plane consisting of all points p such that 
L(p) and L(p) are linearly dependent. Our next assumption is that 
p E 2 =- L(p) and [L, E](p) are linearly independent. (1.1) 
This condition implies that ,X is a closed, smooth (embedded) sub- 
manifold of dimension 1. We will also require that z is connected; thus .E is 
diffeomorphic either to Iw’ or to the unit circle S I. 
Our last requirement on L is that “local integrability” holds. This means 
the following: Given any point p E R* we can find an open neighborhood U 
of p and a smooth function 2: U + C satisfying 
LZ=O, dZ#O over U. (1.2) 
At this point we can recall a result of F. Treves [Tl ] which states that 
local integrability is equivalent to the existence of an open covering of R* 
by coordinate charts (CO, x, t) over each of which L is a multiple of the 
Mizohata operator 
M=a,-ita,. (1.3) 
DEFINITION 1.1. Let Sz c R* be an open set. A smooth complex vector 
field L is said to be integrable over Q if there is a smooth function 
Z: Sz --, @ such that LZ =O, dZ #O over 8. If L is integrable over R* we 
will say that L is globally integrable. 
For instance, the Mizohata operator is globally integrable, for the 
function 
W(x, t) =x + il*/2 (1.4) 
obviously satisfies MW= 0, dW# 0 over R*. 
We now show that Treves’ result quoted before can be globalized to a 
tubular neighborhood of E: 
THEOREM 1.2. Let L E 9. Then we can find a tubular neighborhood U of 
JI and a coordinate system (x, t) over U such that 
(i ) - .E is defined by t = 0; 
(ii) L ( U is a multiple of the Mizohata operator (1.3). In particular L 
is integrable over U. 
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ProoJ: First suppose that C N R’. By [Tl ] we can cover C by open 
neighborhoods Vi, jE Z such that 
(i) U,n NY~+~=$; 
(ii) Uj n Vi,, is connected; 
(iii) There are coordinate functions (xi, tj): Uj+ ] - 1, 1 [x] -1, l[ 
such that 
L I uj=gj(a,-it,a,) 
with gj # 0 on Uj. 
We let 
and define an involution 4: U + U as follows: if p E Uj we set 4(p) in such a 
way that xi(p) = xj(qS(p)), tj(p) = -tj(&p)). In order to verify that 4 is well 
defined we need the following lemma: 
LEMMA 1.3. Let Q c ]-a, a[x] -6, b[ be connected and suppose that 
f: l2 + @ is a continuous function satisfying ikff = 0 (see (1.3)). Then there 
exists a holomorphic function F on 0 = {x + it2/2: (x, t) E 0, t # 0} which is 
continuous on 0 u {(x, 0) E Q} and such that f (x, t) = F(x + it2/2). 
‘ProoJ For x + iy E 0 we set 
F(x + iy) =f(x, $5). 
By the chain rule it follows easily that F is holomorphic in 6 and 
continuous in 0 u {(x, 0) E Q}. Furthermore x + iy + f (x, -A) is also 
holomorphic in 8, continuous in 0 u {(x, 0) E a}, and agrees with F in 
{(x, 0) E a}. Thus it coincides with F everywhere and the lemma is proved. 
We continue with the proof of Theorem 1.2. By Lemma 1.3 we have 
Xj+ I(P) + itj+l(P)2/2=F(xj(P) + itj(P)‘P), 
p E Uj n Vi+, , where F is a holomorphic function on q = {xi(p) + itj(p)‘/2: 
PE ujn uj+l, tj(P) +O> and continuous on (J$ U { fxj(P), 0): 
pE U,n Uj,l>. Hence p,qE U,n U. ~+19 P+q, xj(P)=xj(S)9 tj(P)= -tj(4) 
imply xi+,(p) =x,+,(q), tj+l(p)= -tj+l(q). This proves that 4 is well 
defined. 
It follows from the definition of q5 that 4 * L is a multiple of L. Further- 
more Z divides U in two components U, and U2 in such a way that 4 
interchanges U, and U2 and is the identity on C. 
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We now make the assumption that 
(iv) U, is simply connected. 
Since L is elliptic on U1 it defines a structure of Riemann surface over 
the latter and then, by uniformization, there is a biholomorphism 
Z,: U1 + H, here H is the half-plane in @ defined by Im c > 0 with the 
canonical complex structure and U, has the complex structure just 
introduced. Obviously 
LZ,=O, dZ,#O on U, 
and standard arguments about the regularity up to the boundary of the 
Riemann mapping (see, for instance, [N]) show that Z, extends, in a GP 
manner, as a map U,vC+HvR ‘. Furthermore, the same argument 
shows that the trace Z, 1 C has a non-vanishing derivative. Hence the 
function 
z: U-b@ 
defined by Z(p) = Z,(p), PE U, UC, Z(p) = Z,(#(p)), PE U, is QP and 
satisfies 
We now set 
LZ=O, dZ#O on U. 
X(P) = Re Z(P); t(p) = 
(2 Im Z(P)P*, peu,vz 
- (2 Im Z(p))‘12, PC u2. 
We claim that (x, t) is a diffeomorphism satisfying the required proper- 
ties. First of all it is clear that p + (x(p), f(p)) is one-to-one; also it is easy 
to see that dx and dt are linearly independent outside 22 Next, in a local 
chart Uj, we have 
a,z-it,a,z=O. 
Consequently Im Z(Xj, 0) = 0, a,j Im Z(Xj, 0) = 0. Moreover at Im Z(xj, 0) 
never vanishes for Z, 1 z has a non-vanishing derivative. Thus, in a 
neighborhood of Z: in Uj 
Im Z(xj, tj) = tjh(xj, tj) 
with h > 0. This shows that P + t(p) is a V” map and that dx and dt are 
linearly independent on 22, which concludes the proof that p + (x(p), t(p)) 
is a diffeomorphism. Finally, the push-forward of L by this diffeomorphism 
is equal to 
L(~) a, + L(t) a, = L(t)(a, - it a,) 
since LZ = L(x + it2/2) = 0. 
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The proof in the case C N S ’ is analogous. The only difference is that we 
cannot take U1 simply connected. But in this case we can assume 
Z7,( Vi) z Z which implies that U, is conformally equivalent to an annulus 
(acl~l<l} where {l[l=l} corresponds to Z. With this remark the proof 
becomes the same as the one just described. 
It follows from the proof that the neighborhood U can be taken in such 
a way as to contain one simply connected component of R2\C. 
Next we show that we cannot achieve a more global result than the one 
we have obtained. Let (x, t) denote the coordinates in R2 and consider the 
vector field 
L=a,--i(t+Il/(t,x))~?,, (1.5) 
where the function $ will be described in what follows. 
Let {Dj} be a sequence of closed discs contained in the half-plane 
H+ = {(x, t): f>O} (1.6) 
converging to the point (0, a), where a > 0. We suppose that the discs 
Dj are pairwise disjoint and then take $ E %T(H + ), $ > 0, and 
supp$cUjDj, @>O on fij. 
We observe that the operator L given in (1.5) belongs to our class 9. 
Notice that, in this case, Z is the line t = 0 and that local integrability 
follows outside Z by ellipticity and on C because L is the Mizohata 
operator in a neighborhood of C. 
THEOREM 1.4. Let Q be an open, connected neighborhood of the origin in 
1%2, symmetric with respect to l? and containing the point (0, a). Zf Z: 52 --f @ 
is a V’ function satisfying 
LZ=O on 52 (1.7) 
it follows that dZ = 0 at (0, a). 
Proof Let Sz- = {(x, t)eQ t CO}. We can find a holomorphic 
function f on {x + it2/2: (x, t) E a-}, continuous up to t = 0 such that 
Z(x, t) = f (x + it2/2) (1.8) 
over G? - [see the proof of Lemma 1.21. If we assume that all discs Dj are 
contained in 52 it follows, by analytic continuation, that (1.8) holds on 
Q\UjDj. 
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Hence, for each j, 
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o=j f(x+it2/2)d(x+it2/2) 
3 
= j Z(x, t) d(x + it*/2) = jj MZ(x, t) dx dt 
aD/ DJ 
=2 I DJ 
It/(x, t) $ (x, t) dx dt 
by Green’s theorem. 
Thus, for each j, there exist pi, qjE Dj such that 
Re g ( pj) = Im $ (qi) = 0. 
This implies (aZ/ax)(O, a) = 0 since pi, qj + (0, a). But LZ = 0 implies that 
dZ/& also vanishes at (0, a). 
The proof is complete. 
Reasoning as in [Nil we can construct another function tj such that the 
operator L defined in (1.5) belongs to 9 and has the following property: 
There is an open, connected neighborhood 52 of the origin 
on R*, symmetric with respect to .Z such that given any 
%’ function Z: D + C satisfying (1.7) it follows that Z is 
constant. (1.9) 
The details are left to the reader. 
2. GLOBAL INTEGRABILITY: 
GLOBAL REDUCTION TO THE MIZOHATA OPERATOR 
In Section 1 we have proved that for an operator L in the class 3 we 
can, in a full neighborhood of its characteristic set, reduce it to the 
Mizohata operator. In this section we investigate conditions on L in order 
to conclude that this kind of reduction is valid for the whole [w*. At the 
same time we study the problem of global integrability for L. 
An operator L E Y will be said to be of type Z if C N I&!‘. In this case 
lR*\C has two connected components C!, , sZ2, each of them simply connec- 
ted. Since L is elliptic on Iw*\X it defines, over the latter, a structure of 
Riemann surface [this argument has already appeared in the proof of 
Theorem 1.21 and consequently, by uniformization, there are 
biholomorphisms Zj: Qj --f H, j = 1,2. It is easy to conclude that Qj cannot 
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be conformally equivalent to @. Here H is as in the proof of Theorem 1.2. 
The functions Z, are V up to L? and the traces dj = Zj ( C, j = 1,2, have 
non-vanishing derivatives. 
We select two distinct points d, 4 EC and suppose that 
4j(P)=O, 4ji(41z1, 4ji(co)=co9 j= 1,2. (2.1) 
Notice that 
4jtc) = lbjv Oc, C where bjE [-co,O[. (2.2) 
THEOREM 2.1. L is globally integrable if and only tf there are 
holomorphic functions Fj on H, j = 1, 2, such that 
(i) Fj is %a up to the region of the real axis defined by bj < x < co, 
j= 1,2; 
(ii) Fj has non-vanishing derivative (even at the boundary points), 
j= 1,2; 
(iii) F,o#, = F20#* over C. 
Proof If there is ZE Uco(R2) satisfying LZ= 0, dZ# 0 then Fj = 
ZO Z,:‘, j = 1, 2 satisfy (i), (ii), and (iii). For the converse it suffices to 
notice that 
z= 
i 
<.OZj onQj,j=l,2 
FlOh on C 
is a %P map which satisfies LZ = 0, dZ # 0 on R2. 
THEOREM 2.2. The two following properties are equivalent: 
6, = 6, = -00, 4, = d2 over JY; (2.3) 
There is a global diffeomorphism x: R2 + R2 sending C onto 
{(X, T): T = 0} and such that I* L is a multiple of the 
Mizohata operator (1.3) in the coordinates (A’, T). (2.4) 
Proof. First assume the validity of (2.4) and consider 
Z= Wax, W(X, T)=X+iT2/2 
(see (1.4)), which obviously satisfies LZ= 0, dZ# 0 on R2. Furthermore 
Z 1 sZj is a biholomorphism from Qj onto H with respect to the complex 
structures induced by L and C, respectively. Then 
Zj( P) = aZ(p) + 6, PEQj, 
where a= [Z(q)-Z(p)]-‘, b= -Z(d) .a, which shows that (2.3) holds. 
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Conversely, let us assume the validity of (2.3) and introduce Z: R2 + @ 
by the formula 
i 
zj(Ph 
z(p)= 41(P), 
PEQj 
PE‘Z. (2.5) 
Condition (2.3) implies the continuity of Z. But LZ = 0 in 04’ and then Z 
is, in fact, a %? map. 
Proceeding as in the proof of Theorem 1.2 one can show that 
Im Z vanishes precisely to second order at Z. (2.6) 
This property will then imply that the map 
X(P) = V(P), T(P)) 
i 
;;;,,I g;;)z(p))l,2 (2.7) 
is a global diffeomorphism from R2 onto itself (here the “+” or “-” sign is 
taken according to whether p belongs to 52, or Q2, respectively). Finally, 
since 
Z=X+iT2/2 
we have 
L = (LT)(a,- iTa,). 
The proof is complete. 
Next we give examples of operators of type I that are globally integrable 
but cannot be globally reduced to the Mizohata operator. 
Our first example is the operator 
L = a, - ite’a, (2.8) 
which is globally integrable since the function 
Z(x, t)=x+i(t-1)e’ (2.9) 
has non-vanishing differential and satisfies LZ= 0. With the notation 
introduced at the beginning of this section we choose 
Q,=z-l+={(x,t):t>0) 
Q,=H- = {(x, t): t<O}, 
and j = (0, 0), 4 = (l,O). 
188 
Then 
BERGAMASCO, CORDARO, AND HOUNIE 
Z,(x,t)=x+i[(t-l)e’+l] 
Z2k t) =A {e n[x+i((f-l)e’+ I)1 _ I}, 
Notice that 6, = -co, b2 = -(e” - 1)-l and thus property (2.3) does not 
hold true in this case. We also remark that, with the notation of Theorem 
2.1, we have 
F1(z)=z, Fz(z)=ilog[(e’-l)z+l] 
and that this last function is V” up to the real axis only in the region 
x>b,. 
Next we set 
L=a,-ite-‘2a,. (2.10) 
The function 
2(x, t)=x+i(l-ee-‘*)/2 (2.11) 
shows that this vector field is also globally integrable. With the same 
notation as before we have 
Z,(x, t)=Z2(x, I)=--.& {e2n[x+i(1-e~‘z)i21- I}; 
in this case d1 = d2 and bl = b2 = -(e2n - 1)-l and thus the vector field 
given in (2.10) also cannot be globally reduced to the Mizohata operator. 
An operator L will be called of type ZZ if its characteristic set E is dif- 
feomorphic to the unit circle. In this situation R2\E has two connected 
components, one of them, Q,, bounded and simply connected and the 
other, Q,, unbounded and with the fundamental group isomorphic to the 
group of the integers. As before, by uniformization, we can determine two 
maps: The first one is a biholomorphism Z,: Q, + D, where D is the unit 
disc in C, with respect to the complex structures induced by L and C, 
respectively; The second one is a biholomorphism Z,: sZ2 -P A(a), where 
A(u) is the annulus (0 < IzI < 1 } and ~7 E [0, l[ is intrinsically associated to 
L( [S] ). We will denote such a number by a(L). In this case the maps Zj 
are %m up to C and the traces dj = Zj 1 C map X diffeomorphically 
onto S’. 
We select three points pl, p2, p3 in ,Y and suppose that 
dj(Pl)=lv 4j(Pz)=i3 #j(P3)= -l, j= 1, 2. 
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For global integrability the result is similar to the one stated in Theorem 
2.1 for operators of type I. 
THEOREM 2.3. Let L E 9 be of type ZZ. Then L is globally integrable if 
and only if there are holomorphic functions F,: D + @, F2: A(a(L)) + @ 
satisfying 
(i) Fj are smooth up to S’; 
(ii) Fj have non-vanishing derivatives on D v S’; 
(iii) F,oq6,=F,o#, over C. 
The proof, being similar to that of Theorem 2.1, will be omitted. 
We now present an example of an operator of type II. Let 6 E [0, l[ and 
let 
gg IO, co[ + [w’ 
be a smooth function satisfying the following properties: 
g&) = r-‘, r E IO, l/3 C, 
g&l = 1 -r, r E 12/3,4/3c, 
d-1 = 0, ifandonlyifr=l, 
I 
cc 
ga(s) ds = log 6. 
1 
(2.12) 
We define 
M, = f. e”[c?, + ig&(r) a,], (2.13) 
where (r, 13) are polar coordinates in the plane. The presence of the factor 
eie/2 is due to the fact that, with this definition, M6 is the Cauchy Riemann 
operator when r < f; in particular M6 is well defined at the origin. 
If we write 
Z,(r, 0) = e i[O- i j;g~(s) ds] (2.14) 
it follows immediately that Za defines a smooth function over lR2 and that 
MgZ6 =O, dZ, # 0 over R2. 
Thus M, is globally integrable. [Notice that Z6 is the identity over S’.] 
We leave to the reader the verification that M6 is an operator of type II 
with .Z=S’ and o(Mg)=6. 
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THEOREM 2.4. For an operator L of type II the following statements are 
equivalent : 
cjl =cj2 over 2; (2.15) 
There is a global dgfeomorphism ;y: Iw2 -+ Iw2 such that 
x(Ql)=D, x(Q2)=@\D, x(C)=S’ andsuch that x*L isa 
multiple of Mac,.,. (2.16) 
Proof Let us first prove that (2.16) implies (2.15). 
The mapping Z, 0 (Z,,,, 0 x)-l is an automorphism of D [with the stan- 
dard complex structure]. Similarly Z2 0 (Z,,,, 0 I)-’ is an automorphism of 
A(a(L)) and hence both of these maps are linear fractional transfor- 
mations, which we call T, and T,, respectively. Then 4j = Tj 0 x on E, 
j= 1,2 which implies T,(x(pk)) = T2(x(pR)), k = 1,2, 3. Thus T, = T2 and 
consequently (2.15) holds. 
We will now prove that (2.15) implies (2.16). 
As in the proof of Theorem 2.1 the map 
i 
zj(P)3 
z(p)= 41(P), 
pEL?j, j=l,2 
PEC 
(2.17) 
is of class %F, satisfies LZ = 0, and has non-vanishing differential. Writing 
Z(p) = R(p) eiO@), p& (2.18) 
and making use of the coordinates (x, t) provided by Theorem 1.2, one can 
derive, from the relation MZ = 0, the following identities: 
R = 1, R, = 0, R,, = -8, over ,?C. (2.19) 
Next we consider the transformation 
f(q) = er: &IL)(s) ds, q >o. (2.20) 
This map defines, by restriction, two diffeomorphisms. 
f1: CO, 11 = co, 11, f2: CL ~c-1 a(L), 11. 
We are now ready to define the diffeomorphism 1. Let 
X(P) = (r(p) ~0s e(p), r(p) sin e(p)), PER=, 
where 8 is as in (2.18) and 
r(p) = 
f ;‘(R(p)), PEQ2, 
f ;‘(R(p)), PEQ2. 
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Using (2.20) we get 
r(p) = 
1-(-210gR(p))1’2, peSZ,f-lV 
l+(-2logR(p))‘? pEQ2n V, 
where V is a tubular neighborhood of 2-l (0) and then (2.19) shows that r 
is +?* near C. Also r = R in a neighborhood of Z - ’ { 0 >. It is now easy to 
conclude that x is a diffeomorphism with the required properties. 
We now present a result for the operator Ms which is the analogue of 
the one stated in Lemma 1.3 for the Mizohata operator: 
LEMMA 2.5. Let /?E 10, a] and let 52 be the ball in Iw* defined by 
r < 1 + 8. If u is a continuous function on Sz satisfying M6 u = 0 then there 
exists a continuous function F on iT, holomorphic in D such that u = I;0 Z, 
over Q. 
The proof will be left to the reader. 
COROLLARY 2.6. Let L be an operator of type ZZ satisfying (2.15) and let 
u E W”( W*) be a solution of Lu = 0. Then u is bounded. 
Proof: Combine Theorem 2.4 and Lemma 2.5. 
3. THE GLOBAL RANGE 
In this final section we study the global range for the Mizohata operator 
(1.3) and its generalization given in (2.13). 
We start with the operator M given in (1.3). By standard arguments (see, 
for instance, [T3, p. 23)) one can prove that for an arbitrary f EF'(lR*) 
there exists u E %P( R2) such that Mu - f vanishes to infinite order at t = 0. 
Let us call fi = Mu-f: The change of variables t + s = t2/2 converts the 
equation Mu = fi into the equation 
(a, + id,) v = is,(x, fi)/J% s > 0. (3.1) 
Since the right-hand side of this equation can be extended as a V’ function 
on IX2 we can find a %‘” solution of (3.1) in the whole plane R2. Going 
back to the original variables (x, t) we reach the following conclusion 
PROPOSITION 3.1. Given f E%‘“(Iw*) there exists u~%?(lW~) such that 
Mu=f on R’. 
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We are still using the notation 
H+ = {(x, t): t>O}, 
H- = {(x, t): t<O} 
and we will denote by 2 the subspace of %F’(R+) consisting of all 
functions that are holomorphic in the variable x + it E H +. 
THEOREM 3.2. The following statements are equivalent for a function 
fEum(R2): 
(i) There exists u E W(W’) such that Mu = f; 
(ii) There exists u~g:“(Iw~) such that Mu=f; 
(iii ) There exist u+ Ew=(R+), u- &yR-) such that 
Mu*=flH’andsuchthatu+-u-=Font=OforsomeFES?; 
(iv) Given any pair u+ Ew=(R+), u- EP(R-) satisfying 
Mu’=flH* thereexistsFEXsuchthatu+-u-=Font=O. 
Proof: That (ii) implies (i) is trivial and that (iv) implies (iii) follows 
from Proposition 3.1. Assume now that (iii) holds and define 
u(x, t) = u+cG t), 
t>O 
u-(x, t) + F(x+ it2/2), t 6 0. 
The verification that u~%:“((w~) and that Mu= f is immediate; thus (iii) 
implies (ii). It remains to prove that (i) implies (iv). Suppose that Mu = f 
for some u E GY(R2). Then u is smooth outside t = 0 and it is in fact a 
smooth function of t valued in the space of distributions in x. We define 
u(x, t) = u+(x, t) - u-(x, -t) - u(x, t) + u(x, -t), 
for t > 0. (3.2) 
Since Mu=0 on H+ we have V(X, t) = F(x+ it2/2), where F is 
holomorphic; furthermore lim, _ 0 F( . + it) = (u’ - u- ) 1 I= o in the weak 
sense. Then FE X and (iv) follows. 
We can derive two immediate consequences of Theorem 3.2. The first 
one is that ueQ’(R2), MuEV’(R’) imply that u--u~~~(R~) for some 
UELY(IW~) in the kernel of M; in other words the singularities of u are 
carried by the solutions of the homogeneous equation. The second one is a 
kind of “symmetric global hypoellipticitiy property”: if Mu E B’(R2) has 
even part in t of class V”, then the odd part in t of u is of class V”. 
We have then obtained a characterization of the space M%“(W2) E 
GV( R2); for the space Mg”( R2) n gT(!.R2) a sharper result can be achieved: 
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THEOREM 3.3. Let f E W;( R’). The following properties are equivalent: 
There exists u E SP( lR2) such that Mu = f; (3.3) 
s (p 0 W) f = 0 for every polynomial p E @[Xl. (3.4) 
In particular iWC”(W2)nWR,“(R2) is closed in U;(R2). 
Here we are still denoting 
W(x, t) = x + it2/2. 
Proof: We first show that (3.3) implies (3.4). Since MU = f implies 
M[ (p 0 IV) u] = (p 0 W)f for every p E @[A’] it suffices to show that j f = 0. 
We assume that supp f is contained in an open disc $2 centered at the 
origin. We decompose f = f, + f,, u = U, + a,, where the subscripts “e” and 
“0” stand for even and odd parts in t, respectively. Thus 
and hence 
Mu, =f,, suPP f, c Q 
jf =j*f==2 jQ,,;f.=2 jQnH+ Mu0 
=2j u, dW. 
J(RnH+) 
We claim that U, vanishes on a(52 n H + ), which implies what we want. 
In fact, U, is identically zero on Q n (t = 0} simply because it is an odd 
function of t. Next MU, vanishes identically outside Sz which implies that u 
is a holomorphic function of W outside Q. Since u, =0 for t =0 this 
holomorphic function vanishes identically; in particular U, vanishes on XL 
Conversely, let us assume that (3.4) holds. With the notation 
we define 
F(x, t, y, s, c) = eic w(x* I) ~ wb4 ‘)I c f ( y, s)/27r, 
u+(x, t) = {j; j: jym - jtm ,o, jym} m, t, Y, s  0 4 4 & 
t>O 
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It is a straightforward verification that U+ E%Y”(R+), z.- EP(R-), 
MU * = f 1 H *. Furthermore 
(3.6) 
If we approximate eCiCW by a sequence of polynomials in W uniformly 
over supp f and make use of hypothesis (3.4) it follows that u+(. , 0) - 
u-( . , 0) vanishes identically, thus f~ MP’( W*) by Theorem 3.2. 
We now describe the global range of the operators M, defined in (2.13). 
In this case we will denote by X6 the space of ail holomorphic functions in 
the annulus A(6) [see Section 23 that are smooth up to S’. 
THEOREM 3.4. The following statements are equivalent for a function 
f &yrP): 
(0 
(ii) 
(iii) 
M,u,=fl 
(iv) 
There exists u E 9’( W’) such that M, u = f; 
There exists UEV’(IW*) such that M,u =f; 
There exist u,E%*(~), u,~%?‘(b!*\D), and Fb such that 
D,M,u,=fj08*\ijandsuchthatu,-u,=Fon’S’. 
Given any pair u1 E%?(D), u2 E @Y’(W*\D) such that 
Mgul=f 1 D, Mbu2=f I W’\D there exists FE%~ such that u,-u,=F 
on S’. 
The proof is similar to that of Theorem 3.2 and will be omitted. 
Finally we study the range of Md in U;(W*). In order to do so, we shall 
need right inverses for Ms over D and R2\o: which can be constructed by 
means of the Fourier series in the variable 0; we sketch their construction 
now. 
Let f E%?(D) and let 
f,Jr) = & i2z e-“Bf(re@) d/I, n E Z. (3.7) 
0 
Then 
f (reie) = 1 f,(r) eine (3.8) 
ltEH 
with convergence in ‘P(D). Furthermore, if UE%?~(D) then M,u= f is 
equivalent to 
al[e-+Wds G,(~)] = ,-nj;d(s)ds L+l(r)v nG 
by direct computation, with Q = g,. 
(3.9) 
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Thus, in order to solve the equation M&u = f over d we must solve 
Eqs. (3.9) with the additional requirement that the series Cnsz z&(r) eine 
converges in V’(B). This in fact can be achieved with the choice 
z&(r) = jr e”G4(S)dsj\n+l(p) dp, 
i(n) 
(3.10) 
where I(n) = 0 if n c 0, I(n) = 1 if n > 0. 
Proceeding exactly in the same way on R*\D we will reach the following 
conclusion: 
PROPOSITION 3.5. The operators K,: V’(6) --, W’(B), K,: %‘gCm(R*\D) 
+ Um(lR2\D) defined by 
Kl[f](rei’)=n5z 6.1 e”I;O(“)d”~“+I(p)dpeine (3.11) 
(3.12) 
where l(n) has the meaning above and i(n) = 1 if n > 0, i(n) = a if n < 0, are 
right inverses for M, over D and R*\ D respectively. 
COROLLARY 3.6. Let f 6 Up( W’) and define the sequence 
a,(f )=p e-PI~((S)ds~-p+l(P)dp, p> 1. (3.13) 
Then there exists u E U*( W*) such that M,u = f if and only if 
Proof: If we combine Theorem 3.4 with Proposition 3.5 we conclude 
that f EM,GY’(R*) if and only if K,[ f ] - K2[ f ] equals, over S’, the 
boundary value of an element in &. But, from (3.11) and (3.12) we have 
(KICf I-K2Cf lNe”?= f a,(f )e-'pe, 
p=l 
hence the corollary. 
To conclude we will show that M6U”(R2) n Up(lR*) is not a closed sub- 
space of %?~(R*), as it was in the case of the Mizohata operator. To start 
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the study we take qEW(A(8)) nowhere zero and consider the following 
“boundary value” problem: 
on A(6) 
u I,,=0 (3.14) 
u E wyA(6)) and smooth up to S ‘. 
Here f~%?p(A(6)). W e will denote by [E(q) the subspace of %?R,“(A(6)) 
consisting of all functions f for which (3.14) has a solution. 
LEMMA 3.7. lE(q) is not closed in V,“(A(h)). 
ProoJ: We first take 
which is holomorphic for [cl > (1 + 6)/2 without holomorphic extension to 
any larger domain. 
We also take IC/E%‘~(IR’), $=l for r<a*, $=Ofor r>b*, where 
(1+6)/2<a<b< 1 
and define 
h,(i)= i bpKp 
p=l 
u,(i) = WI*) h,(i) 
fn(5) = iV(Kl*) q(C) h,(C) 
f(i) = WM*) q(1) h(C). 
(3.15) 
Then f,, f~%?:(A(6)), f, +f in %?F(A(6)), and each f,, belongs to E(q), 
for q au,/a(= f,, u,E%P’(A(B)) and u, vanishes identically in a 
neighborhood of S’ in A(6). We claim that f $ E(q). In fact, suppose there 
is UE%F(A(~)) solving (3.14). Then 
is a holomorphic function vanishing identically on S ‘. Thus u E 0 and since 
&/a[= 0 for 6 < I[/ c Q it follows that the function defined by 
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is a holomorphic extension of h, a contradiction. 
The lemma is proved. 
As a corollary, we shall show that M,V”(R2) n W;(lR’) is not closed in 
%?T(lR2). Let us call 2, the restriction of Zs to Iw2\D [see (2.14); 2, is in 
fact the biholomorphism Z2 in the notation of Section 21 and let then y 
denote the isomorphism (of topological vector spaces) W,“(A(6)) + 
%;(rW2\D) defined by 
rCf1 =.I-c4. 
THEOREM 3.8. Let qa~Ww(A(8)) be the nowhere zero function defined 
by 
Then 
@d* Mb = 96 $. 
YE[E(q,)=M,~~(IW2)n~~([W2\~) 
and thus the range of Md in %F(R2) is not closed. 
(3.16) 
Proof: IfgEWr(IW2\D)can be writtenasg=y[f] with fEE(q,) then 
the function u = y [u], where u is the solution of (3.14) for such f, satisfies 
M6 u = g on lR2\D and vanishes on S i. Extending u as zero inside D we get 
a global solution of MS u = g. 
Conversely, if M,u = g with u l %?(k!‘) and gE W:,“(R2\@ then, by 
Lemma 2.5, we can find a continuous function F on iT;, holomorphic on D 
such that u=F~Z,onr<l+~forsome~>O. 
Thus w  = u - Fo Z6 on Iw2 satisfies M6 w  = g and vanishes identically for 
r < 1 +E. Let u= r-‘[w]. Then UEV’(A(Q), u vanishes identically in a 
neighborhood of S’, and qd(8u/Jc) = r-‘[g]. Thus r-‘[g] E E(qs) and the 
proof is complete. 
APPENDIX TO SECTION 2: 
HYPOELLIPTIC VECTOR FIELDS 
In most of the proofs of Section 2 we have used, in an essential way, the 
classification of simply connected Riemann surfaces. As an additional 
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illustration of this approach we will show in this appendix that for a 
hypoelliptic vector field L one has, in a simply connected domain 52, a 
global solution to the problem 
LZ=O, dZ#O, Z one-to-one in 52. (A-1) 
We recall that a vector field L defined in 0 is called hypoelliptic if 
singsupp u= singsupp Lu for any UE g’(a); notice that the class of 
hypoelliptic vector fields over Iw2 is disjoint from the class 9 introduced in 
Section 1. 
PROPOSITION A.1. Let L be a vector field over an open subset Q G R2. 
The following statements are equivalent: 
(i ) L is hypoelliptic; 
(ii) There exist an open covering ( U} of IR and for each U a W’ map 
Z,: U + C such that LZ, = 0, dZ, #O, Z, one-to-one in U. 
We sketch the proof. If L is hypoelliptic then it satisfies condition (P) 
(see [H], [T2]) which implies, due to Theorem 3.2 in [T3], the existence 
of a system {Z,: U --) C > of GY maps satisfying LZ, = 0, dZ, # 0 over U 
(see also Proposition 2.1 in [Tl]). Here {U} forms an open covering of s2. 
We can assume that each open set U is small enough in order to be the 
domain of a coordinate system (x, t) in which we can write 
Z,(x, t) = x + i@.(x, t), 
where Qv is a V” real-valued function. The hypoellipticity of L is then 
equivalent to the fact that 
is one-to-one for each fixed x [H], [T2] which is also equivalent to the 
injectivity of Z,. 
We now apply this result. By a theorem of Baouendi-Treves [BT] the 
maps Z, and Z y are holomorphically related in an overlap U n V and then 
the system {Z,} defines, over Q a structure of Riemann surface (52, Y) 
whose Cauchy-Riemann bundle is generated by L. Let us point out that 
when L is not elliptic the identity map (52, Y) + Q is not smooth [here the 
latter has the V” structure induced by rW2]. In any case, when Q is simply 
connected we can, by uniformization, assert the existence of a smooth map 
Z: 0 + @ satisfying (A.l). 
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