Abstract. The purpose of this work is to test the efficiency of specific intelligent classification algorithms when dealing with the domain of stroke medical diagnosis. The dataset consists of patient records of the "Acute Stroke Unit", Alexandra Hospital, Athens, Greece, describing patients suffering one of 5 different stroke types diagnosed by 127 diagnostic attributes / symptoms collected during the first hours of the emergency stroke situation as well as during the hospitalization and recovery phase of the patients. Prior to the application of the intelligent classifier the dimensionality of the dataset is further reduced using a variety of classic and state of the art dimensionality reductions techniques so as to capture the intrinsic dimensionality of the data. The results obtained indicate that the proposed methodology achieves prediction accuracy levels that are comparable to those obtained by intelligent classifiers trained on the original feature space.
INTRODUCTION
The importance of timesaving and accurate methods for stroke diagnosis makes the domain a suitable candidate in applying modern approaches of intelligent computeraided diagnosis. The handling of medical decisions concerning stroke type diagnosis by using intelligent techniques is not a new approach since a decade ago the problem had been primarily faced using inductive machine learning algorithms [1] , [2] , [3] , [4] . The entire stroke database which we use in the present study consists of 243 diagnostic characteristics which describe 10 different types of stroke. In our experiments we used 1000 patient records of the "Acute Stroke Unit", Alexandra Hospital, Athens, Greece, describing patients suffering one of 5 different stroke types, diagnosed by 127 diagnostic attributes / symptoms. Reduction of the size of the database took place with the aid of medical experts. Attributes are nominal or numerical (in certain cases, part of the attributes are blank, or represent unknown or missing data, or even dont care values). The diagnoses took place in two phases, as there was a Primary Diagnosis (PD) which occurred in emergency conditions and a Final Diagnosis (FD) which came out later with the aid of laboratory examinations, within the acute stroke unit.
Stroke Registry Variables
The dataset consists of 127 decision variables which are classified into 12 diagnostic categories which can be abstracted to five (5) or even further to two (2) categories. In fact, in medical practice there exist two major categories, namely ischemic and hemorrhagic stroke. Considering their major subdivisions, 5 stroke types of interest arise. These are: large vessel atherosclerosis, cardioembolic stroke, lacune, infarcts of unknown cause, and intracerebral hemorrhage. As already mentioned above, our experimental data describe a real world problem, that is, the diagnostic characteristics of 1000 patients of the "Acute Stroke Unit", Alexandra Hospital, Athens, Greece. The most frequent class is Cardioembolic Stroke (33% of the total) against the other 4 classes that reach up a 15-18% each. Additional data have also been stored in the stroke database which are related to the hospitalization and recovery phase of the patients.
In order to process the two datasets (PD and FD) with the intelligent methodology used in this paper, all features that contained unknown values were removed and the resulted datasets were further processed. Namely, all discrete (e.g. multi-class) features were decomposed into 1-to-n binary features (where n is the number of each features classes). This resulted in retaining 58 diagnostic characteristics for the final PD dataset and 25 characteristics for the final FD dataset.
Intelligent Methodologies for Stroke Diagnosis

Genetic Programming
One powerful search methodology of the evolutionary computation (EC) is Genetic Programming (GP) [5] . GP is widely applied in a large number of real-world problems. Extending the inherited characteristics of the EC, GP adopts a flexible variable-length solution representation and the elimination of premature convergence of the solution population. The primary GP allows for the automatic creation of expressions in mathematical, logical or algorithmic forms. As with most EC algorithms, a population of candidate solutions is commonly maintained, and successive generations are expected to enhance the solution pool (i.e. the algorithms population), enabling search into large and discontinued spaces. The unique feature of GP is a tree-like solution representation that may correspond to mathematical expressions, offering the ability to GP to perform the so-called symbolic regression. In this classification problem, the function set is comprised of logical operators, arithmetic operators and conditional IFs, adopting a GP-classification tree model [6] . As fitness measure, the total number of correct classifications was used. We have applied 10-fold cross-validation, with further use of a validation set during training, to reduce data overfitting.
Techniques for dimensionality reduction
Dimensionality reduction is the process of transforming high-dimensional data into a meaningful representation of reduced dimensionality. Dimensionality reduction is important in many domains, since it facilitates classification, visualization, and compression of high-dimensional data, by reducing the effects of the curse of dimensionality and other undesired properties of high-dimensional spaces [7] . In this study the following linear and non-linear dimensionality reduction techniques were employed: Principal Components Analysis (PCA) [8] , Probabilistic PCA (probPCA) [9] , Kernel PCA [10] , Stochastic Proximity Embedding (SPE) [11] , Diffusion Maps (DM) [12] , [13] , Restricted Boltzmann Machines (RBM) multilayer autoencoder (AutoRBM) [14] , Evolutionary Algorithm multilayer autoencoder (AutoEA) [15] , and Manifold charting [16] .
Ideally, the target dimensionality should be set equal to the intrinsic dimensionality of the dataset which is the minimum number of parameters needed to account for the observed properties of the data [17] . In order to estimate the intrinsic dimensionality of the PD and FD datasets, the following intrinsic dimensionality estimators were employed which are based on local and global properties of the data: Correlation dimension estimator [18] , Nearest neighbor estimator [18] , Maximum likelihood estimator [19] , Eigenvalue-based estimator [20] , Packing numbers estimator [21] , and Geodesic Minimum Spanning Tree (GMST) estimator [18] .
Results and Discussion
Previously Obtained Results
Results obtained using approaches based on inductive decision trees [4] , [1] , [3] achieved an accuracy ranging from 83% for primary diagnosis to 86.3% for final diagnosis using 10-fold cross validation on the entire data set (850 cases were used for training and 150 cases for testing at each fold). When fuzzy modeling was attempted a slightly higher accuracy was obtained for final diagnosis, reaching at 88.7% (a smaller subset of 38 decision variables was used for the final diagnosis experiments in this case). In both, crisp and fuzzy modeling of the problem, the highest misclassifications were generally obtained for classes 2 and 4. All the above results refer to the five-class problem. Large decision trees equivalent to more than 200 decision rules, were obtained in most experiments.
GP-results
We applied the GP algorithm to the derived PD and FD datasets and then we proceeded with the dimensionality reduction methods. All the intrinsic dimensionality estimation and dimensionality reduction task were carried out in MATLAB using the "Matlab Toolbox for Dimensionality Reduction" [18] . For the PD dataset the dimensionality was reduced from 58 to 12 which is the intrinsic dimensionality estimate provided by the majority of all the intrinsic dimensionality estimators. For the FD diagnosis dataset the dimensionality was reduced from 25 to 5 which is again the intrinsic dimensionality estimate provided by the majority of all the intrinsic dimensionality estimators. Tables 1 and 2 summarize the feature dimensionality of the abovementioned data configurations. Before every GP run, we normalized the input data sets into the [-1, 1] range (using the min-max criterion), to facilitate the search. Table 3 summarizes the results of the GP search, for the PD dataset. For this task, each of the data sets derived by the various dimensionality reduction methods produced lower accuracy results than the original data GP search (i.e. having available 58 features). However, it is interesting to note that this decrease in the results was relatively small for at least two cases, namely PCA (91.33%) and ProbPCA (87.86%). Fold #7 produced a simple and comprehensible classification tree which classifies correctly 61.29% of the cases in the test set.
In the FD task, the reduced data sets derived by the various dimensionality reduction methods also resulted in lower success rates for the GP. This time the loss of accuracy was higher (the best reduced-data model achieved only 38.72 % accuracy in the test set whereas the original data set enabled the GP to produce a 77.01% cross-validation result in the test set). Table 4 summarizes the GP results for the final diagnosis problem. A simple, easily interpretable, classification tree was derived during Fold #9, and carries 76.34% accuracy in the test set.
Overall, the GP managed to produce competitive results, deriving in some cases small and comprehensible solutions. We believe that further investigation should be performed, at least, for the PCA and ProbPCA methods in the primary diagnosis problem, since they seem promising in that task due to their ability to maintain data information in a high degree and of course due to the lower computational complexity that they induce to the GP classifier. Medical experts could apply further investigation into the resulted GP trees, in order to examine potential knowledge extraction.
Another issue that is of interest and in need of further investigation is the determinaton of the reasons why all the dimensionality reduction techniques failed to provide good results in the FD case, as compared to the PD case. A possible explanation is that usually dimensionality reduction is more meaningful when dealing with projections from very high dimensional spaces to just a few dimensions whereas the FD does not have a significantly large feature space to start with. The original feature space of only 25 attributes for the FD problem was derived, however, due to constraints imposed by the large number of missing values in the dataset. It would be therefore interesting to investigate the performance of other dimensionality reduction techniques that are able to deal with missing data such as the one described in [22] .
Conclusion and further research
The field of sroke medical diagnosis is very complicated. The definition of the patients' condition must be very accurate and therefore close collaboration with the expert is required. The early evaluation performed by the expert has a success rate of about 70% or even less. This fact makes it clear that a computer-based evaluation greater than 80% would be a great asset on the physician's side. Future research of the team in this area includes the study and modeling of the error of the expert MDs between primary and final diagnosis of stroke, the effective handling of missing or "don't care" values existing among specific decision variables of the stroke database, and the evaluation of the performance of more advanced classifiers.
