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The empirical results presented here do not support using a
sales-by-margins approach to improve time series forecasts of corporate
earnings. Univariate income predictions were not outperformed by
models using sales and margins as multiplicative components. These
results tend to support the current practice of using univariate
predictions for empirical research. In terms of predictive ability and
computational costs, it appears that a sales-by-margins approach would
not be advantageous as a methodological choice.

Using Sales and Margins as Multiplicative Components
to Predict Corporate Earnings: A Methodological Note
In a recent study, Biggs [1984] observed the information search
behavior of financial analysts when they were asked to assess corporate
earnings power. He found that they requested the ratio of net income to
net sales more often than any other ratio. Their behavior suggests
that profit margins may be used to project future profits. 1
Predicted sales and margins can be used as multiplicative
components to predict earnings. Profit margins, in effect, serve to
transform sales into earnings. Researchers, however, generally do not
use a sales-by-margins approach to generate income predictions for
business research. Instead they often rely on univariate predictions.
In accounting research, for example, univariate income predictions have
been used extensively to help analyze such things as the effects of
income announcements on stock prices2 and the net impact of accounting
decisions on the time series behavior and predictive ability of
corporate earnings. 3
1 This is not surprising, however, in light of the fact that the
DuPont formula, which has been used for many years, can be expanded to
make use of this and other multiplicative decompositions.
2 With respect to quarterly earnings, for example, see May [1971];
Brown and Kennelly [1972]; Joy, Litzenberger, and McEnally [1977];
Beaver, Clarke, and Wright [1979]; Aharony and Swary [1980]; Hagerman,
Zmijewski, and Shah [1984]; Kross and Schroeder [1984].
3 With respect to quarterly earnings, for example, see Dopuch and
Watts [1972]; Watts [1975]; Griffin [1977]; Foster [1977]; Lorek [1978];
Brown and Rozeff [1979]; Collins and Hopwood [1980]; Collins, Hopwood,
and McKeown [1984]
.
The purpose of this note is to demonstrate with quarterly time
series data that the above alternatives will generate income predictions
with essentially the same levels of accuracy. The sales-by-margins
approach, however, tends to produce forecasts that are more biased on
average than the univariate forecasts.
In this study, a large sample of COMPUSTAT firms is used to
provide time series data for Box-Jenkins analysis [Box and Jenkins,
1970]; autoregressive integrated moving average (ARIMA) models are then
used to predict sales, margins, and earnings. The empirical results
presented here demonstrate that univariate ARIMA income predictions are
not outperformed by corresponding ARIMA predictions based on sales and
margins.
Methodological Considerations
When selecting prediction models for research it is always
necessary to weigh costs and benefits. Predictive ability should be
considered along with data requirements, model simplicity, computer
time, and estimated processing costs. In many cases it is desirable, for
example, to consider the tradeoff between forecasting performance and
model simplicity. Sometimes the best performing models may be too
data-consumptive and complex for the purpose at hand.
In business research and other types of research, forecasting
ability is not always the main concern. Data limitations, for example,
may preclude using an inherently more accurate set of models or the
research design itself may not be very sensitive to forecasting
ability. Cross-sectional studies, for example, tend to be less
3sensitive to the general level of predictability. Company and industry
differences are usually the focus of these types of studies.
Various studies have explored the possibility that statistical
forecasts of earnings could be improved by expanding the information set
to include additional independent variables. 4 Two recent studies,
Manegold [1981] and Silhan [1983], relate to the current study.
Manegold [1981] used sales and operating margins, along with
several other predictors, to generate predictions of annual earnings.
He used an industry index and a transfer function to generate predicted
sales. To predict profit margins, he used a univariate time series
model. Predictions of operating income were generated by multiplying
these predictions together. Predicted depreciation and interest
expenses were then subtracted to generate predictions of earnings before
taxes. These, in turn, were compared with univariate predictions. The
results did not support the research proposition that income forecasts
could be improved with the component-based model.
Silhan [1983] used a sales-by-margins approach in a conglomerate
forecasting study. Seasonal ARIMA models were used to predict sales,
margins, and earnings on both a consolidated (CN) basis and a segmented
(SG) basis. For a relatively small sample of hypothetical ly merged
conglomerates, the results indicated that the sales-by-margins approach
seemed to produce more accurate annual forecasts than the univariate
approach based solely on earnings.
4 For example, Beaver, Lambert, and Morse [1980]; Chant [1980];
Hopwood [1980]; Hopwood and McKeown [1981]; Eckel [1982]; Freeman,
Ohlson, and Penman [1982]; Welch [1984].
4Manegold [1981] and Silhan [1983] provide some preliminary
evidence on the potential predictive benefits of a sales-by-margins
approach, but these studies were limited in some respects by design and
intent. Manegold did not test his sales-by-margins model against a
univariate counterpart because he was concerned with predictions of
earnings before taxes, not predictions of operating income. Silhan, who
used simulated mergers to generate time series data, was concerned
primarily with CN-SG comparisons and the effects of using additive
components to predict corporate net income. Consequently, he restricted
the scope of his study to conglomerate forecasting.
The above limitations suggest that the empirical issue of using
multiplicative components to predict corporate earnings is in need of
further evidence. The current study is designed to provide such
evidence. It directly addresses the issue of multiplicative
disaggregation as it applies to income forecasting performance at the
corporate level.
Time Series Analysis
Corporate earnings can be viewed as a discrete linear stochastic
process resulting from accounting transactions that have been recorded,
accumulated, and aggregated in accordance with generally accepted
accounting principles. A time series can be defined as a set of
observations generated sequentially over time.
Time series analysis, which attempts to analyze the statistical
behavior of time series data, is based on the premise that a time
series can be viewed as a realization of jointly distributed random
5variables. There is presumed to be some joint distribution function on
the time series vector, and its parameters and specification will
depend the data sampled [Nelson, 1973, p. 8].
Box and Jenkins [1970] set forth and illustrated a structured
approach to time series analysis. Their framework for model building
is perhaps the most important aspect of their work [Newbold, 1983]
.
Three iterative steps are used in Box-Jenkins analysis to specify ARIMA
models: identification, estimation, and diagnostic checking. In the
first step, data are differenced, if necessary, until stationarity is
achieved. Also, the autocorrelation function and partial
autocorrelation functions are examined to select a set of tentative
models for further analysis. In the second step, parameters are
estimated for these models. These are then inspected to insure that
every coefficient is significant. In the third step, autocorrelations
of residuals are inspected to ensure that the residuals exhibit no
pattern. Q statistics (see Box and Pierce [1970]) are also used to
assess goodness of fit.
As a generalized family of models, ARMA models combine the
properties of autoregressive (AR) models with moving average (MA)
models. These models become ARIMA models when differencing is performed
on nonstationary data.
Wecker [1978] has described a number of situations in economics
where ARMA processes arise as the product of two independent AR
processes. One situation is where Z is corporate sales and the
multiplicative components are national demand, X, and market share, Y.
Aggregation Theory
Engel [1984] provides a unified approach to time series
aggregation. He addresses several different types of aggregation and
sets forth certain conditions which determine the various aggregate
functions. In the accounting literature, some of these conditions have
been discussed with respect to certain accounting issues, such as
interim reporting5 and segment reporting. 6 The issue of multiplicative
disaggregation, however, has not been addressed in an accounting
context.
In the statistics literature, Wecker [1978] and Dossou-Gbete et
al. [1980] have paid particular attention to the products of dependent
and independent ARMA processes, respectively. These studies set forth
the necessary and sufficient conditions under which ARMA processes
would result as the product of various ARMA processes. 7 These analyses,
however, are silent with respect to potential gains in predictive
ability from disaggregation.
In practice, the specification and predictability of the such
models remains an empirical issue, much as it is with respect to other
component-based models. 8 The effects of model-specification errors on
5 For example, Cogger [1981]; Hopwood, McKeown, and Newbold [1982].
6 For example, Fried [1978]; Ang [1979]; Barnea and Lakonishok
[1980]; Hopwood, Newbold, and Silhan [1982]).
See Engel [1984] for a general discussion of these proofs.
8 Grunfeld and Griliches [1960] were among the first to recognize
that aggregation does not always lead to reductions in predictive
ability. See also Aigner and Goldfeld [1972].
forecasting performance can only be determined empirically.
Research Design
To evaluate the predictive ability of the competing models and
data sets, ARIMA forecasts for sales, margins, and earnings were
projected into a five-year holdout period (1978-1982). Forecast errors
were computed for this period.
Two metrics, mean absolute relative error (MARE) and mean relative
error (MRE), were used to measure forecasting performance. 9
Notationally, these two metrics can be represented as follows:
MARE = Avg [Abs (P - A)/ Abs A]
and
MRE = Avg [(P - A)/ A]
where Abs is the absolute value operator, P is predicted earnings, and
A is actual earnings. These metrics can be viewed as measures of
accuracy and bias, respectively.
Data Sample . Every manufacturing and retailing company with
complete sales and earnings data for 68 consecutive quarters (1966-1 to
1982-IV) was screened from the quarterly COMPUSTAT industrial tape. In
addition, each company was required to have only one fiscal year and
industry affiliation throughout the entire sample period. In all, 172
9 An outlier threshold of 1.00 was used to avoid outlier problems
This particular threshold has been used by Foster [1977] and others
concerned with forecasting performance.
8firms qualified for inclusion in the final sample.
Quarterly net sales (Item 2) and quarterly earnings before
extraordinary items (Item 8) were selected as the COMPUSTAT variables
of interest. Profit margins were derived from these data by dividing
Item 8 by Item 2.
Prediction Models . Firm-specific ARIMA models were identified for
sales, margins, and earnings. These models were separately identified
for each of the five holdout years; predictions were based on 48, 52,
56, 60, and 64 quarters of data for years 1978 through 1982,
respectively. In all, there were 2,580 ARIMA models, each having been
separately identified and estimated for predictive purposes. 10 An
automated search and estimation routine was used for identification,
estimation, and evaluation. 11
Four models were used to compare forecasting performance across
data sets.
(1) Model UE (univariate earnings) was based solely on past
earnings. This model, in effect, served as a benchmark.
(2) Model PSPM (predicted sales by predicted margins) served as
the comparable alternative. Its predictions were based on
separate predictions of sales and earnings.
10 McKeown anci Lorek [1978] have demonstrated that
re-identification and re-estimation tends to produce more accurate
ARIMA forecasts.
11 See Hopwood [1980] for a discussion of such procedures.
9(3) Model ASPM (actual sales by predicted margins) was used for
descriptive purposes to measure the sensitivity of the
predictions to sales forecasting performance.
(4) Model PSAM (predicted sales by actual margins) was used to
measure the sensitivity of the sales-by-margins alternative to
margin forecasting.
Hypotheses . Forecast evaluation in this study addressed the the
following null hypotheses:
Ho : 1 There are no differences in accuracy
between UE forecasts and PSPM forecasts.
Ho : 2 There are no differences in bias
between UE forecasts and PSPM forecasts.
These two hypotheses were tested nonparametrically using Wilcoxon
signed-ranks. Separate tests were performed on each distinct set of
horizons and metrics.
Empirical Results
The empirical results do not support using a sales-by-margins with
quarterly time series data. UE-PSPM differences were neither
statistically nor descriptively significant in the case of the MARE
comparisons, and in the case of the MRE comparisons the differences
that were significant tended to favor the UE forecasts.
Accuracy . Table 1 presents the MARE comparisons for all four
models. In general, these comparisons suggest that the UE models were
not outperformed by the PSPM models. Observed differences were nominal.
10
The ASPM and PSAM results measure how sensitive the
sales-by-margins approach is to sales accuracy and margins accuracy,
respectively. Mean errors were not reduced very much by substituting
actual sales in place of predicted sales. On the other hand, forecast
accuracy was dramatically improved when similar zero-error forecasts
were substituted in the case of margins. This sensitivity analysis
suggests that the task of predicting sales is much less crucial than the
task of predicting margins.
Bias . Table 2 presents the MRE comparisons for all four models.
In general, these comparisons suggest that the PSPM forecasts were more
biased on average. The MREs were generally higher for the PSPM
forecasts than the UE forecasts. This is becomes clearly evident by
inspecting the five-year by horizon. None of these favored the PSPM
forecasts.
Performance Differences . To summarize the descriptive and
statistical results, signed absolute differences (SADIFFs) were computed
by subtracting the absolute values of the mean PSPM errors from the
absolute values of the mean UE errors. A positive SADIFF thus indicates
some PSPM superiority, while a negative SADIFF indicates some UE
superiority.
In addition, mean ranks were computed as another measure of
relative performace. Without truncation each PSPM superior forecast was
given a value of 1 and each UE superior forecast was given a value of
0. This measure therefore indicates the proportion of income forecasts
11
that were PSPM superior.
Table 3 presents SADIFFs and ranks for every metric-horizon
combination. It shows that the UE models were not outperformed in
terms of MAREs, ranks, or MREs. The MARE SADIFFs were nominal and not
statistically significant; the MRE SADIFFs were generally not positive.
The ranks indicated forecast equivalence for quarterly and annual
predictions. Chi-square statistics indicated no significant UE-PSPM
differences in rankings.
Conclusions
The empirical results presented here do not support using a
sales-by-margins approach to improve time series forecasts of corporate
earnings. Univariate income predictions were not outperformed by
models using sales and margins as multiplicative components. These
results tend to support the current practice of using univariate
predictions for empirical research. In terms of predictive ability and
computational costs, it appears that a sales-by-margins approach would
not be advantageous as a methodological choice.
The results of this study also show that income forecasting is
more sensitive to margin forecasting than sales forecasting. Perhaps,
then, additional research should be undertaken to investigate how to
improve forecasts of margins. Financial analysts, for example, could be
surveyed to determine how they adjust margin forecasts over time.
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TABLE 1
Forecast Accuracy: Mean Absolute Relative Errors
Horizon Mode 1
Fisca 1 Year
1978 1979 1980 1981 1982 1978-82
.299 .271 .324 .35 .507 .35
.313 .275 .321 . 356 .494 .352
.292 . 262 .310 .342 .479 .337
.057 .062 .070 .069 .088 .069
.282 .306 .369 .350 .463 .354
.267 .307 .374 .334 .463 . 349
.240 .284 .345 .324 .440 .327
.078 .079 .094 .093 . 100 .089
.317 .315 .389 .404 .508 .387
.286 .316 .407 .375 .512 .379
.264 .288 .360 .349 .480 .348
.085 .087 . 117 .097 . 139 . 105
.325 .326 .335 .411 .511 .384
.309 .326 .321 .415 .505 .375
.277 .310 .312 .383 .486 ^354
. 110 . 113 .099 . 116 . 160 . 119
.254 .262 .318 .329 .475 . 328
.224 .276 .302 .321 .489 .322
.209 .254 .280 .301 .470 .303
.083 .091 . 103 .084 . 127 .098
UE
First Quarter PSPM
ASPM
PSAM
UE
Second Quarter PSPM
ASPM
PSAM
UE
Third Quarter PSPM
ASPM
PSAM
UE
Fourth Quarter PSPM
ASPM
PSAM
First Year
UE
PSPM
ASPM
PSAM
TABLE 2
Forecast Bias: Mean Relative Errors
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Model
F iscal Year
Horizon 1978 1979 1980 1981 1982 1978-82
UE . 107 -.022 .052 .022 .262 .084
First Quarter PSPM . 152 .026 .098 .093 .290 . 132
ASPM . 147 .032 .090 .094 .270 . 127
PSAM .010 -.005 .019 -.007 .055 .014
UE -. 102 -.052 . 135 -.103 . 175 .011
Second Quarter PSPM -.051 -.007 . 186 -.036 .219 .062
ASPM -.009 .017 . 165 -.020 . 182 .067
PSAM -.045 -.022 .044 -.036 .065 .001
UE -.081 -.063 .092 -.023 .228 .031
Third Quarter PSPM -.025 -.002
. 174 .065 .297 . 102
ASPM .027 .030 . 146 .072 .249 . 105
PSAM -.051 -.031 .049 -.018 .098 .010
UE -. 137 -.047 .018 .041 .240 .023
Fourth Quarter PSPM .080 .024 .092 . 121 .330 .097
ASPM -.004 .073 . 103 . 107 .290 . 114
PSAM -.081 -.040 .021 .014 . 116 .006
UE -.081 -.051 .056 -.031 .262 .031
First Year PSPM -.029 .002 . 125 .057 .328 .097
ASPM .021 .034 . 119 .057 .289 . 104
PSAM -.063 -.056 -.010 -.021 -.009 -.032
TABLE 3
Performance Differences
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Fiscal Year
Met ric Horizon 1978 1979 1980 1981 1982 1978-82
First Quart er
MARE Second Quarter
SADIFF Third Quarter
Fourth Quarter
First Year
First Quarter
Second Quarter
Ranks Third Quarter
Fourth Quarter
First Year
First Quarter
MRE Second Quarter
SADIFF Third Quarter
Fourth Quarter
First Year
014 -.004 .003 -. 006 .013 -.002
015 -.001 -.005 .016 .000 .0 05
031* -.001 -.018 . 029* -.004 .008
016* .000 .014 -.004 .006 .009
030 -. 114 .016 .008 -.014 .006
496 .500 .520 .490 .500 .501
500 .493 .510 .520 .483 .503
530 .490 .480 .503 .477 .496
520 .490 .503 .493 .487 .499
510 .497 .497 .513 .483 .500
045* -.004d -.046* -. 071* .028 -.048d
051* .045* -.051* .067* -. 044* -.051*
056* .061* -. 082* -.042d .069* -.071d
057d .023d -. 074* -. 080* -. 090* -.074d
052* .049d -.069* -.026d -. 066* -.066d
* Wilcoxon significant at .05 level,
d Not tested due to sign differences
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