Preprocessing is one of the main components in a conventional document categorization (DC) framework. This paper aims to highlight the effect of preprocessing tasks on the efficiency of the Arabic DC system. In this study, three classification techniques are used, namely, naive Bayes (NB), k-nearest neighbor (KNN), and support vector machine (SVM). Experimental analysis on Arabic datasets reveals that preprocessing techniques have a significant impact on the classification accuracy, especially with complicated morphological structure of the Arabic language. Choosing appropriate combinations of preprocessing tasks provides significant improvement on the accuracy of document categorization depending on the feature size and classification techniques. Findings of this study show that the SVM technique has outperformed the KNN and NB techniques. The SVM technique achieved 96.74% micro-F1 value by using the combination of normalization and stemming as preprocessing tasks.
Introduction
Given the tremendous growth of available Arabic text documents on the Web and databases, researchers are highly challenged to find better ways to deal with such huge amount of information; these methods should enable search engines and information retrieval systems to provide relevant information accurately, which had become a crucial task to satisfy the needs of different end users [1] . Document categorization (DC) is one of the significant domains of text mining that is responsible for understanding, recognizing, and organizing various types of textual data collections. DC aims to classify natural language documents into a fixed number of predefined categories based on their contents [2] . Each document may belong to more than one category.
Currently, DC is widely used in different domains, such as mail spam filtering, article indexing, Web searching, and Web page categorization [3] . These applications are increasingly becoming important in the information-oriented society at present.
The document in text categorization system must pass through a set of stages. The first stage is the preprocessing stage which consists of document conversion, tokenization, normalization, stop word removal, and stemming tasks. The next stage is document modeling which usually includes the tasks such as vector space model construction, feature selection, and feature weighting. The final stage is DC wherein documents are divided into training and testing data. In this stage, the training process uses the proposed classification algorithm to obtain a classification model that will be evaluated by means of the testing data.
Related Work
DC is a high valued research area, wherein several approaches have been proposed to improve the accuracy and performance of document categorization methods. This section summarizes what has been achieved on document categorization from various pieces of the literature.
For the English language, the impact of preprocessing on document categorization are investigated by Song et al. [4] . It is concluded that the influence of stop-word removal and stemming are small. However, it is suggested to apply stop-word removal and stemming in order to reduce the dimensionality of feature space and promote the efficiency of the document categorization system.
Toman et al. [5] examined the impacts of normalization (stemming or lemmatization) and stop-word removal on English and Czech datasets. It is concluded that stop-word removal improved the classification accuracy in most cases. On the other hand, the impact of word normalization (stemming and lemmatization) was negative. It is suggested that applying stop-word removal and ignoring word normalization can be the best choice for document categorization.
Furthermore, the impact of preprocessing tasks including stop-word removal, and stemming on the English language are studied on trimmed versions of Reuters 21,578, Newsgroups and Springer by Pomikálek et al. [6] . It is concluded that using stemming and stop-word removal has very little impact on the overall classification results.
Uysal et al. [7] examined the impact of preprocessing tasks such as tokenization, stop-word removal, lowercase conversion, and stemming on the performance of the document categorization system. In their study, all possible combinations of preprocessing tasks are evaluated on two different domains, namely e-mail and news, and in two different languages, namely Turkish and English. Their experiments showed that the impact of stemming, tokenization and lowercase conversion were overall positive on the classification accuracy. On the contrary, the impact of the stop word removal task was negative on the accuracy of classification system.
The use of stop-word removal, stemming on spam email filtering, are analyzed by Méndez et al. [8] . It is concluded that performance of SVM is surprisingly better without using stemming and stop-word removal. However, some stop-words are rare in spam messages, and they should not be removed from the feature list in spite of being semantically void.
Chirawichitchai et al. [9] introduced the Thai document categorization framework which focused on the comparison of several feature representation schemes, including Boolean, Term Frequency (TF), Term Frequency inverse Document Frequency (TFiDF), Term Frequency Collection (TFC), Length Term Collection (LTC), Entropy, and Term Frequency Relevance Frequency (TF-RF). Tokenization, stop word removal and stemming were used as preprocessing tasks and chi-square as feature selection method. Three classification techniques are used, namely, naive bayes (NB), Decision Tree (DT), and support vector machine (SVM). The authors claimed that using TF-RF weighting with SVM classifier yielded the best performance with the F-measure equaling 95.9%.
Mesleh [10, 11] studied the impact of six commonly used feature selection techniques based on support vector machines (SVMs) on Arabic DC. Normalization and stop word removal techniques were used as preprocessing tasks in his experiments. He claimed that experiments proved that the stemming technique is not always effective for Arabic document categorization. His experiments [4] ' ' ' ' English SVM Toman et al. [5] ' ' ' -English and Czech NB Chirawichitchai et al. [9] -' ' ' Thai NB, DT, SVM Mesleh [10, 11] ' ' -' Arabic SVM Duwairi et al. [15] -' ' -Arabic KNN Kanan [14] -' ' -Arabic SVM, NB, RF Zaki et al. [18] ' ' ' -Arabic KNN Al-Shargabi et al. [12] -' --Arabic NB, SVM, J48 Khorsheed et al. [16] -' -' Arabic KNN, NB, SVM, etc. Ababneh et al. [17] ' ' --Arabic KNN
The proposed study ' ' ' ' Arabic NB, KNN, SVM
Overview of Arabic Language Structure
The Arabic language is a semantic language with a complicated morphology, which is significantly different from the most popular languages, such as English, Spanish, French, and Chinese. The Arabic language is a native language of the Arab states and the secondary language in a number of other countries [19] . More than 422 million people are able to speak Arabic, which makes this language the fifth most spoken language in the world, according to [14] . The alphabet of the Arabic language consists of 28 letters:
The Arabic language is classified into three forms: Classical Arabic (CA), Colloquial Arabic Dialects (CAD), and Modern Standard Arabic (MSA). CA is fully vowelized and includes classical historical liturgical text and old literature texts. CAD includes predominantly spoken vernaculars, and each Arab country has its dialect. MSA is the official language and includes news, media, and official documents [3] . The direction of writing in the Arabic language is from right to left.
The Arabic language has two genders, feminine ( ) and masculine ( ); three numbers, singular ( ), dual ( ), and plural ( ); and three grammatical cases, nominative ( ), accusative ( ), and genitive ( ). In general, Arabic words are categorized as particles ( ), nouns ( ), or verbs ( ). Nouns in Arabic including adjectives ( ) and adverbs ( ) and can be derived from other nouns, verbs, or particles. Nouns in the Arabic language cover proper nouns (such as people, places, things, ideas, day and month names, etc.). A noun has the nominative case when it is the subject ( ); accusative when it is the object of a verb ( ) and the genitive when it is the object of a preposition ( ) [20] . Verbs in Arabic are divided into perfect ( ), imperfect ( ) and imperative ( ). Arabic particle category includes pronouns( ), adjectives( ), adverbs( ), conjunctions( ), prepositions ( ), interjections ( ) and interrogatives ( ) [21] . Moreover, diacritics are used in the Arabic language, which are symbols placed above or below the letters to add distinct pronunciation, grammatical formulation, and sometimes another meaning to the whole word. Arabic diacritics include hamza ( ), shada ( [9] -
The Arabic language has two genders, feminine ‫)مؤنث(‬ and masculine ‫;)مذكر(‬ three numbers, singular ‫,)مفرد(‬ dual ‫,)مثنى(‬ and plural ‫;)جمع(‬ and three grammatical cases, nominative ‫,)الرفع(‬ accusative ‫,)النصب(‬ and genitive ‫.)الجر(‬ In general, Arabic words are categorized as particles ( ‫ادوا‬ ‫ت‬ ), nouns ‫,)اسماء(‬ or verbs ‫.)افعال(‬ Nouns in Arabic including adjectives ‫)صفات(‬ and adverbs ‫)ظروف(‬ and can be derived from other nouns, verbs, or particles. Nouns in the Arabic language cover proper nouns (such as people, places, things, ideas, day and month names, etc.). A noun has the nominative case when it is the subject ‫;)فاعل(‬ accusative when it is the object of a verb ‫)مفعول(‬ and the genitive when it is the object of a preposition (
‫مجرور‬ ‫بحرف‬ ‫جر‬
) [20] . Verbs in Arabic are divided into perfect (
) and imperative (
‫صيغة‬ ‫االمر‬
). Arabic particle category includes pronouns(‫,)الضمائر‬ adjectives(‫,)الصفات‬ adverbs(‫,)االحوال‬ conjunctions(‫,)العطف‬ prepositions (
‫حروف‬ ‫الجر‬
), interjections (
‫صي‬ ‫التعجب‬
) and interrogatives ( ‫عالمات‬ ‫االستفھام‬ ) [21] . Moreover, diacritics are used in the Arabic language, which are symbols placed above or below the letters to add distinct pronunciation, grammatical formulation, and sometimes another meaning to the whole word. Arabic diacritics include hamza ‫,)ء(‬ shada ( ّ◌), dama ( ُ◌), fathah ( َ◌), kasra ( ِ◌), sukon ( ْ◌), double dama ( ٌ◌), double fathah ( ً◌), double kasra ( ٍ◌) [22] . For instance, Table 2 presents different pronunciations of the letter (Sad) ( ) ‫ص‬ : [9] -
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The Arabic language has a rich and complex morphology in comparison with English. Its richness is attributed to the fact that one root can generate several hundreds of words having different meanings. Table 3 presents different morphological forms of root study ( ). Arabic is a challenging language in comparison with other languages such as English for a number of reasons:
•
The Arabic language has a rich and complex morphology in comparison with English. Its richness is attributed to the fact that one root can generate several hundreds of words having different meanings. Table 3 presents different morphological forms of root study ‫.)درس(‬ Arabic is a challenging language in comparison with other languages such as English for a number of reasons:
The Arabic language has a rich and complex morphology in comparison with English. Its richness is attributed to the fact that one root can generate several hundreds of words having different meanings. Table 3 presents different morphological forms of root study ‫.)درس(‬ Unfortunately, there is no free benchmarking dataset for Arabic document classification. In this work, to overcome this issue, we have used an in-house dataset collected from several published papers for Arabic document classification and from scanning the well-known and reputable Arabic websites.
In the Arabic language, the problem of synonyms and broken plural forms are widespread. Examples of synonyms in Arabic are ( , , , ) which means (Come), and ( , , , ) which means (house). The problem of broken plural forms occurs when some irregular nouns in the Arabic language in plural takes another morphological form different from its initial form in singular.
In the Arabic language, one word may have more than lexical category (noun, verb, adjective, etc.) in different contexts such as (wellspring, " "), (Eye, " "), (was appointed, " ").
In addition to the different forms of the Arabic word that result from the derivational process, there are some words lack authentic Arabic roots like Arabized words which are translated from other languages, such as (programs, " "), (geography, " "), (internet, " "), etc. or names, places such as (countries, " "), (cities, " "), (rivers, " "), (mountains, " "), (deserts," "), etc.
As a result, the difficulty of the Arabic language processing in Arabic document categorization is associated with the complex nature of the Arabic language, which has a very rich and complicated morphology. Therefore, the Arabic language needs a set of preprocessing routines to be suitable for classification.
Arabic Document Categorization Framework
An Arabic Document Categorization Framework usually consists of three main stages: the preprocessing stage, the document modeling stage, and document classification. The preprocessing stage involves document conversion, tokenization, stop word removal, normalization, and stemming. The document modeling stage includes vector space model construction, term selection, and term weighting. The document classification stage covers classification model construction and classification model evaluation. These phases will be described in details in the following subsections.
Data Preprocessing
Document preprocessing, which is the first step in DC, converts the Arabic documents to a form that is suitable for classification tasks. These preprocessing tasks include a few linguistic tools such as tokenization, normalization, stop word removal, and stemming. These linguistic tools are used to reduce the ambiguity of words to increase the accuracy and effectiveness of the classification system.
Text Tokenization
Tokenization is a method for dividing texts into tokens. Words are often separated from each other by blanks (white space, semicolons, commas, quotes, and periods). These tokens could be individual words (noun, verb, pronoun, article, conjunction, preposition, punctuation, numbers, and alphanumeric) that are converted without understanding their meanings or relationships. The list of tokens becomes input for further processing.
Stop Word Removal
Stop word removal involves elimination of insignificant words, such as so , for , and with , which appear in the sentences and do not have any meaning or indications about the content. Other examples of these insignificant words are articles, conjunctions, pronouns (such as he , she , and they ), prepositions (such as from , to , in , and about ), demonstratives, (such as this , these , and there ), and interrogatives (such as where , when , and whom ). Moreover, Arabic circumstantial nouns indicating time and place (such as after , above , and beside ), signal words (such as first , second , and third ) as well as numbers and symbols (such as @, #, &, %, and *) are considered insignificant and can be eliminated. A list of 896 words was prepared to be eliminated from all the documents.
Word Normalization
Normalization aims to normalize certain letters that have different forms in the same word to one form. For example, the normalization of " " (hamza), " " (aleph mad), " " (aleph with hamza on top), " " (hamza on waw), " " (alef with hamza at the bottom), and " " (hamza on ya) to " " (alef). Another example is the normalization of the letter " " to " " and the letter " " to " ". We also remove the diacritics such as { Algorithms 2016, 9, 27 7 of 16 top), ‫"ؤ"‬ (hamza on waw), ‫"إ"‬ (alef with hamza at the bottom), and ‫"ئ"‬ (hamza on ya) to ‫"ا"‬ (alef). Another example is the normalization of the letter ‫"ى"‬ to ‫"ي"‬ and the letter ‫"ة"‬ to ‫."ه"‬ We also remove the diacritics such as {
} because these diacritics are not used in extracting the Arabic roots and not useful in the classification. Finally, we duplicate the letters that include the symbols " ّ◌ " ‫الشدة‬ , because these letters are used to extract the Arabic roots and removing them affects the meaning of the words.
Stemming
Stemming can be defined as the process of removing all affixes (such as prefixes, infixes, and suffixes) from words. Stemming reduces different forms of the word that reflect the same meaning in the feature space to single form (its root or stem). For example, the words (teachers, ‫,)"المعلمون"‬ (teacher, ‫,)"المعلم"‬ (teacher (Feminine), ‫,)"معلمه"‬ (learner, ‫,)"متعلم"‬ (scientist, ‫)"عالم"‬ are derived from the same root (science, ‫)"علم"‬ or the same stem (teacher, ‫.)"معلم"‬ All these words share the same abstract meaning of action or movement. Using the stemming techniques in the DC makes the processes less dependent on particular forms of words and reduces the potential size of features, which, in turn, improve the performance of the classifier. For the Arabic language, the most common stemming approaches are the root-based stemming approach and the light stemming approach.
The root-based stemmer uses morphological patterns to extract the root. Several root-based stemmer algorithms have been developed for the Arabic language. For example, the author in [24] has developed an algorithm that starts by removing suffixes, prefixes, and infixes. Next, this algorithm matches the remaining word against a list of patterns of the same length to extract the root. The extracted root is then matched against a list of known "valid" roots. However, the root-based stemming technique increases the word ambiguity because several words have different meanings but have stems from the same root. Hence, these words will always be stemmed to this root, which, in turn, leads to a poor performance. For example, the words ‫االقتصادية‬ , ‫قاصد‬ , ‫مقصود‬ have different meanings, but they stemmed to one root, that is, ‫,"قصد"‬ this root is far abstract from the stem and will lead to a very poor performance of the system [25] .
The light stemmer approach is the process of stripping off the most frequent suffixes and prefixes depending on a predefined list of prefixes and suffixes. The light stemmer approach aims not to extract the root of a given Arabic word; hence, this approach does not deal with infixes or does not recognize patterns. Several light stemmers have been proposed for the Arabic language such as [26, 27] . However, light stemming has difficulty in stripping off prefixes or suffixes in Arabic. In some cases, removal of a fixed set of prefixes and suffixes without checking if the remaining word is a stem can lead to unexpected results, especially when distinguishing extra letters from root letters is difficult.
According to [26] , which compared the performance of light stemmer and root base stemmer and concluded that the light stemmer significantly outperforms the root base stemmer, we adopted the light stemmer [27] as the preprocessing task for Arabic document categorization in this study.
Preprocessing Algorithm:
Step 1: Remove non-Arabic letters such as punctuation, symbols, and numbers including {., :, /, !, §,&,_ , [, (, ,−, |,−,ˆ, ), ], }=,+, $, * , . . .}.
Step 2: Remove all non-Arabic words and any Arabic word that contains special characters.
Step 3: Remove all Arabic stop words.
Step 4: Remove the diacritics of the words such as {
Step 5: Duplicate all the letters that contain the symbols " ّ◌ ‫.الشدة"‬
Step 6: Normalize certain letters in the word, which have many forms to one form. For example, the } because these diacritics are not used in extracting the Arabic roots and not useful in the classification. Finally, we duplicate the letters that include the symbols " Algorithms 2016, 9, 27 7 of 16 top), ‫"ؤ"‬ (hamza on waw), ‫"إ"‬ (alef with hamza at the bottom), and ‫"ئ"‬ (hamza on ya) to ‫"ا"‬ (alef).
Another example is the normalization of the letter ‫"ى"‬ to ‫"ي"‬ and the letter ‫"ة"‬ to ‫."ه"‬ We also remove the diacritics such as {
Step 6: Normalize certain letters in the word, which have many forms to one form. For example, the , because these letters are used to extract the Arabic roots and removing them affects the meaning of the words.
Stemming can be defined as the process of removing all affixes (such as prefixes, infixes, and suffixes) from words. Stemming reduces different forms of the word that reflect the same meaning in the feature space to single form (its root or stem). For example, the words (teachers, " "), (teacher, " "), (teacher (Feminine), " "), (learner, " "), (scientist, " ") are derived from the same root (science, " ") or the same stem (teacher, " "). All these words share the same abstract meaning of action or movement. Using the stemming techniques in the DC makes the processes less dependent on particular forms of words and reduces the potential size of features, which, in turn, improve the performance of the classifier. For the Arabic language, the most common stemming approaches are the root-based stemming approach and the light stemming approach.
The root-based stemmer uses morphological patterns to extract the root. Several root-based stemmer algorithms have been developed for the Arabic language. For example, the author in [24] has developed an algorithm that starts by removing suffixes, prefixes, and infixes. Next, this algorithm matches the remaining word against a list of patterns of the same length to extract the root. The extracted root is then matched against a list of known "valid" roots. However, the root-based stemming technique increases the word ambiguity because several words have different meanings but have stems from the same root. Hence, these words will always be stemmed to this root, which, in turn, leads to a poor performance. For example, the words , , have different meanings, but they stemmed to one root, that is, " ", this root is far abstract from the stem and will lead to a very poor performance of the system [25] .
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Step 1: Remove non-Arabic letters such as punctuation, symbols, and numbers including {., :, /, !, §,&,_ , [, (, ,´, |,´,ˆ, ), ], }=,+, $,˚, . . .}.
Step 4: Remove the diacritics of the words such as
Step 6: Normalize certain letters in the word, which have many forms to one form. For example, the normalization of ‫"ء"‬ (hamza), ‫"آ"‬ (aleph mad), ‫"أ"‬ (aleph with hamza on top), ‫"ؤ"‬ (hamza on waw), ‫"إ"‬ (alef with hamza at the bottom), and ‫"ئ"‬ (hamza on ya) to ‫"ا"‬ (alef). Another example is the normalization of the letter ‫"ى"‬ to ‫"ي"‬ and the letter ‫"ة"‬ to ‫"ه"‬ when these letters appear at the end of a word.
Step 7: Remove words with length less than three letters because these words are considered insignificant and will not affect the classification accuracy.
Step 5: Duplicate all the letters that contain the symbols
.
Step 6: Normalize certain letters in the word, which have many forms to one form. For example, the normalization of " " (hamza), " " (aleph mad), " " (aleph with hamza on top), " " (hamza on waw), " " (alef with hamza at the bottom), and " " (hamza on ya) to " " (alef). Another example is the normalization of the letter " " to " " and the letter " " to " " when these letters appear at the end of a word.
Step 8: If the word length = 3, then return the word without stemming because attempting to shorten words with more than three letters can lead to ambiguous stems.
Step 9: Apply the light stemming algorithm for the Arabic words list to obtain an Arabic stemmed word list.
Document Modeling
This process is also called document indexing and consists of the following two phases:
Vector Space Model Construction
In VSM, a document is represented as a vector. Each dimension corresponds to a separate word. If a word occurs in the document, then its weighting value in the vector is non-zero. Several different methods have been used to calculate terms' weights. One of the most common methods is TFiDF. The TF in the given document measures the relevance of the word within a document, whereas the DF measures the global relevance of the word within a collection of documents [28] .
In particular, considering a collection of documents D containing N documents, such that D " td 0 , . . . . . . , d n´1 u each document d i that contains a collection of terms t will be represented as vectors in VSM as follows:
where m is the number of distinct words in the document di. The TFiDF method uses the TF and DF to compute the weight of a word in a document by using Equations (2) and (3):
where TF (t,d) is the number of times term t occurs in document d, DF (d,t) is the number of documents that contain term t , and N is the total of all documents in the training set.
Feature Selection
In VSM, a large number of terms (dimensions) are irrelevant to the classification task and can be removed without affecting the classification accuracy. The mechanism that removes the irrelevant feature is called feature selection. Feature selection is the process of selecting the most representative subset that contains the most relevant terms for each category in the training set based on a few criteria and of using this subset as features in DC [29] .
Feature selection aims to choose the most relevant words that distinguish (one topic or class from other classes) between classes in the dataset. Several feature selection methods have been introduced for DC. The most frequently used methods mainly include DF threshold [30] , information gain [31] , and chi-square testing (x 2 ) [11] . All these methods organize the features according to their importance or relevance to the category. The top ranking features from each category are then chosen and represented to the classification algorithm.
In our paper, we suggested chi-square testing (x 2 ), which is defined as a well-known discrete data hypothesis testing method from statistics; this technique evaluates the correlation between two variables and determines whether these variables are independent or correlated [32] . x 2 value for each term t in a category c can be defined by using Equations (4) and (5) [33] .
and is estimated using
where A is the number of documents of category c containing the term t; B is the number of documents of other category (not c) containing t; C is the number of documents of category c not containing the term t; D is the number of documents of other category not containing t; and N is the total number of documents. The chi-square statistics show the relevance of each term to the category. We compute chi-square values for each term in its respective category. Finally, highly relevant terms are chosen.
Document Categorization
In this step, the most popular statistical classification and machine learning techniques such as NB [34, 35] , KNN [36, 37] , and SVM [11, 38] are suggested to study the influence of preprocessing on the Arabic DC system. The VSM that contains the selected features and their corresponding weights in each document of the training dataset are used to train the classification model. The classification model obtained from the training process will be evaluated by means of testing data.
Experiment and Results

Arabic Data Collection
Unfortunately, there is no free benchmarking dataset for Arabic document categorization. For most Arabic document categorization research, authors collect their own datasets, mostly from online news sites. To test the effect of preprocessing on Arabic DC and to evaluate the effectiveness of the proposed preprocessing algorithm, we have used an in-house corpus collected from the dataset used in several published papers for Arabic DC and gathered from scanning well-known and reputable Arabic news websites.
The collected corpus contains 32,620 documents divided into 10 categories of News, Economy, Health, History, Sport, Religion, Social, Nutriment, Law, and Technology that vary in length and number of documents. In this Arabic corpus, each document must be assigned to one of the corresponding category directories. The statistics of the corpus are shown in Table 4 . Figure 1 shows the distribution of documents in each category in our corpus. The largest category contains around 6860 documents, whereas the smallest category contains nearly 530 documents. Figure 1 shows the distribution of documents in each category in our corpus. The largest category contains around 6860 documents, whereas the smallest category contains nearly 530 documents. 
Experimental Configuration and Performance Measure
In this paper, the documents in each category were first preprocessed by converting them to UTF8 encoding. For stop word removal, we used a file containing 896 stop words. This list includes distinct stop words and their possible variations.
Feature selection was performed using chi-square statistics. The number of features for building the vectors representing the documents included 50, 100, 500, 1000, and 2000. In doing so, the effect of preprocessing task can be comparatively observed within a wide range of feature size. Feature vectors were built using the function TFiDF as described by Equations (2) and (3) .
In this study, SVM, NB, and KNN techniques were applied to observe the preprocessing effect on improving classification accuracy. Cross-validation was used for all classification experiments, which partitioned the complete collection of documents into 10 mutually exclusive subsets called folds. Each fold contains 3262 of documents. One of the subsets is used as the test set, whereas the rest of the subsets are used as training sets.
We have developed our application using JAVA Programming for implement preprocessing tasks on the dataset. We used RapidMiner 6.0 software (HQ in Boston MA USA) to build the classification model that will be evaluated by means of the testing data. RapidMiner is an open-source software which provides an implementation for all classification algorithms used in our experiments.
The evaluation of the performance for classification model to classify documents into the correct category is conducted by using several mathematic rules such as recall, precision, and F-measure, which are defined as follows:
where TP is the number of documents that are correctly assigned to the category, TN is the number of documents that are correctly assigned to the negative category, FP is the number of documents a 
where TP is the number of documents that are correctly assigned to the category, TN is the number of documents that are correctly assigned to the negative category, FP is the number of documents a system incorrectly assigned to the category, and FN are the number of documents that belonged to the category but are not assigned to the category. The success measure, namely, micro-F1 score, a well-known F1 measure, is selected for this study, which is calculated as follows:
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Experimental Results and Analysis
First, we ran three different experiments to study the effect of each of the preprocessing tasks. The three experiments were conducted using four different representations of the same dataset. The original dataset without any preprocessing task was used in the first experiment, and this experiment was presented as the baseline. In the second experiment, normalization was used as the preprocessing task of documents. The stop word removal was used in the third experiment. In the fourth and last experiment, we used light stemmer [27] . The results of the experiments for preprocessing task when applied individually on the three classification algorithms are illustrated in Table 5 and Figure 2 . 
First, we ran three different experiments to study the effect of each of the preprocessing tasks. The three experiments were conducted using four different representations of the same dataset. The original dataset without any preprocessing task was used in the first experiment, and this experiment was presented as the baseline. In the second experiment, normalization was used as the preprocessing task of documents. The stop word removal was used in the third experiment. In the fourth and last experiment, we used light stemmer [27] . The results of the experiments for preprocessing task when applied individually on the three classification algorithms are illustrated in Table 5 and Figure 2 . According to the proposed method, applying normalization, stop word removal, and light stemming has a positive impact on classification accuracy in general. As shown in Table 3 , applying light stemming alone has a dominant impact and provided a significant improvement in classification According to the proposed method, applying normalization, stop word removal, and light stemming has a positive impact on classification accuracy in general. As shown in Table 3 , applying light stemming alone has a dominant impact and provided a significant improvement in classification accuracy with SVM and KNN classifiers but has a negative impact when used with NB classifiers and when feature size increases. Similarly, stop word removal provided a significant improvement in classification accuracy with NB and SVM classifiers, but has a negative impact when used with KNN classifiers and when feature size increases. The latter conclusion is surprising because most studies on DC in literature apply stop words directly by assuming them irrelevant.
The results showed that the normalization helped to improve the performance and provided a slight improvement in the classification accuracy. Therefore, normalization should be applied without depending on feature size and classification algorithms. Given that normalization helps in grouping the words that contain the same meaning, a smaller amount of features with further discrimination are achieved. However, stop word removal and stemming status may change depending on the feature size and the classification algorithms.
Combining Preprocessing Tasks
In the following experiments, we studied the effect of combining preprocessing tasks on the accuracy of Arabic document categorization. All possible combinations of the preprocessing tasks listed in Table 6 are considered during the experiments to reveal all possible interactions between the preprocessing tasks. Stop word removal, Normalization, Light stemming (abbreviated in Table 6 as NR, SR, and LS, respectively) are either 1 or 0 which refer to "apply" or "not-apply". In these experiments, three classification algorithms, namely, SVMs, NB, and KNN, were applied to find the most suitable combination of preprocessing tasks and classification approaches to deal with Arabic documents. The results of the experiments on the three classification algorithms are illustrated in Table 7 and Figure 3 . The minimum and maximum Micro-F1 and the corresponding combinations of preprocessing tasks at different feature sizes are also included. Considering the three classification algorithms, the difference between the maximum and minimum Micro-F1 for all preprocessing combinations at each feature size ranged from 0.0044 to 0.2248. In particular, the difference was between 0.0066 and 0.0596 in NB classifier, between 0.0663 and 0.2248 in KNN classifier, and between 0.0044 and 0.0808 in SVM classifier. The amount of variation in accuracies proves that the appropriate combinations of preprocessing tasks depending on the classification algorithm and feature size may significantly improve the accuracy. On the contrary, inappropriate combinations of preprocessing tasks may significantly reduce the accuracy.
SVM
The impact of preprocessing on Arabic document categorization was also statistically analyzed using a one-way analysis of variance (ANOVA) over the maximum and minimum Micro-F1 at each feature size with an alpha value = 0.05. p-values were obtained as 0.001258, 0.004316, and 0.203711 for NB, SVM, and KNN, respectively. The results have supported our hypothesis that performance differences are statistically significant with a significance level of 0.05.
We also compared the preprocessing combinations, which provided the maximum accuracy for each classification technique, and the preprocessing combinations, which provided the maximum accuracy at minimum feature size for each classification technique. As shown in Table 8 , normalization and stemming should be applied to achieve either maximum accuracy or minimum feature size with the maximum accuracy for KNN and SVM classifiers regardless of the feature size. On the contrary, the statuses of preprocessing tasks were opposite for the NB classifier. Considering the three classification algorithms, the difference between the maximum and minimum Micro-F1 for all preprocessing combinations at each feature size ranged from 0.0044 to 0.2248. In particular, the difference was between 0.0066 and 0.0596 in NB classifier, between 0.0663 and Algorithms 2016, 9, 27 14 of 17 0.2248 in KNN classifier, and between 0.0044 and 0.0808 in SVM classifier. The amount of variation in accuracies proves that the appropriate combinations of preprocessing tasks depending on the classification algorithm and feature size may significantly improve the accuracy. On the contrary, inappropriate combinations of preprocessing tasks may significantly reduce the accuracy.
We also compared the preprocessing combinations, which provided the maximum accuracy for each classification technique, and the preprocessing combinations, which provided the maximum accuracy at minimum feature size for each classification technique. As shown in Table 8 , normalization and stemming should be applied to achieve either maximum accuracy or minimum feature size with the maximum accuracy for KNN and SVM classifiers regardless of the feature size. On the contrary, the statuses of preprocessing tasks were opposite for the NB classifier. Furthermore, the findings of the proposed study in terms of contribution to the accuracy were compared against the previous works mentioned in the related works section. The comparison is presented in Table 9 , where "+" and "´" signs, respectively, represent positive and negative effects, and "N/F" indicate that the corresponding analysis is not found. Table 9 . The comparison of the influence of the preprocessing task in various studies and proposed study.
Study
NR SR LS
Uysal et al. [7] N/F -+ (often) Pomikálek et al. [6] N/F + + Méndez et al. [8] N/F --Chirawichitchai et al. [9] N/F N/F N/F Song et al. [4] N/F + + Toman et al. [5] N/F + -Mesleh [10, 11] N/F N/F -Duwairi et al. [15] N/F N/F + Kanan [14] 2015 N/F N/F + Zaki et al. [18] N/F N/F + Al-Shargabi et al. [12] N/F + N/F Khorsheed et al. [16] N/F N/F N/F Ababneh et al. [17] N/F N/F -
Proposed Study + -(often) + (often)
In general, the results clearly showed the superiority of the SVM over the NB and KNN algorithms for all experiments, especially when the feature size increases. Similarly, Hmeidi [39] compared the performance of KNN and SVM algorithms for Arabic document categorization and concluded that SVM outperformed KNN and showed a better micro average F1 and prediction time. SVM algorithm is superior because this technique has the ability to handle high dimensional data. Furthermore, this algorithm can easily test the effect of the number of features on classification accuracy, which ensures robustness to different dataset and preprocessing tasks. By contrast, the KNN performance degrades when the feature size increases. This assumption is due to certain features not clearly belonging to both categories taking part in the classification process.
Conclusions
In this study, we investigated the impact of preprocessing tasks on the accuracy of Arabic document categorization by using three different classification algorithms. Three preprocessing tasks were used, namely, normalization, stop word removal, and stemming.
The examination was conducted using all possible combinations of the preprocessing tasks considering different aspects such as accuracy and dimension reduction. The results obtained from the experiments reveal that appropriate combinations of preprocessing tasks showed a significant improvement in classification accuracy, whereas inappropriate combinations may degrade the classification accuracy.
Findings of this study showed that the normalization task helped to improve the performance and provided a slight improvement in the classification accuracy regardless of feature size and classification algorithms. Stop word removal has negative impact when combined with other preprocessing tasks in most cases. Stemming techniques provided a significant improvement in classification accuracy when applied alone or combined with other preprocessing tasks in most cases. The results also clearly showed the superiority of the SVM over the NB and KNN algorithms for all experiments.
As a result, the significant impact of preprocessing techniques on the classification accuracy is as important as the impact of feature extraction, feature selection, and classification techniques, especially with a highly inflected language such as the Arabic language. Therefore, for document categorization problems using any classification technique and in any feature size, researchers should consider investigating all possible combinations of the preprocessing tasks instead of applying them simultaneously or applying them individually. Otherwise, classification performance may significantly differ.
Future research will consider introducing a new hybrid algorithm for the Arabic stemming technique, which attempts to overcome the weaknesses of state-of-the-art stemming techniques in order to improve the accuracy of DC system.
