Abstract-This paper addresses parameter estimation for hybrid dynamical systems, such as electric power systems, with state-dependent events and time-delayed parametric switching. Previous work dealing with hybrid dynamical systems has addressed the calculation of trajectory sensitivities used in gradientbased parameter estimation methods, as well as the computation of proper sensitivity jump conditions at switching events. We extend this work by allowing for state-dependent delay and cancellation of switching events, and by modifying the jump conditions accordingly. We also discuss the treatment of nontriggered events, the calculation of sensitivities with respect to event times and post-switch parameter values, and the use of asynchronously sampled data. A simulation study on the IEEE 39-bus power system is presented to demonstrate the estimation of parameters as the system undergoes delayed switching events.
I. INTRODUCTION
It is typical that many details of a modeled system will not be known with sufficient accuracy for a particular application. Parameter estimation uses system measurements to reduce model uncertainty, and can be used for system identification and model refinement. Such refinement can be important in many applications, especially for dynamic systems (such as electric power grids). Accurate parameters for dynamic models help to ensure reliable simulations, which can provide valuable insight regarding transient phenomena [1] . Parameter accuracy can be very important in event reconstruction and system diagnostics [2] and system stability studies [3] - [5] . Parameter estimation can also be used for model recalibration in systems which exhibit parametric trends over time [6] .
In this paper, we address parameter estimation for hybrid dynamical systems with time-delayed discrete events. A hybrid system is composed of interconnected continuous and discrete systems, whose states evolve through continuous dynamics and discrete switching behavior [7] . Discrete events are generally triggered based on the current behavior of the system. We will consider problems where the continuous dynamics are governed by differential algebraic equations (DAEs). For the electric power system models considered, algebraic equations govern the fast power-balance dynamics on the grid, and the slow internal dynamics of the loads and generators are governed by differential equations.
A discrete event is triggered when certain criteria are met. In a time-delayed event, this triggering sets a future switching time. If certain cancellation criteria are met before this time, no switching occurs; otherwise, switching occurs as scheduled. This type of discrete system dynamics is useful in describing the behavior of protective switching devices, which may delay activation in order to give the system time to return to an acceptable state. This can help to prevent "chattering" and overreactions to small disturbances, which can negatively affect system stability [8] .
We consider a gradient-based optimization method for our parameter estimation problem. Such methods require the computation of state sensitivities with respect to the unknown parameters; in a dynamic setting these must be computed along the system trajectory [9] . When switching occurs in hybrid systems, proper jump conditions must be computed for the trajectory sensitivities as explained in [10] (upon which this work is based). The jump conditions depend upon the switching mechanism as well as both the pre-and postswitch system state. To simplify the analysis, we only consider parametric switching. While this is not completely general, it sufficiently describes the systems of interest.
In section 2 we describe a delayed-switching hybrid DAE system. In section 3 we present parameter estimation and trajectory sensitivities, and address the sensitivity jump conditions at delayed switching events. In section 4 we consider a basic transmission-level DAE model for electric power systems, and present an example on the IEEE 39-bus test grid.
II. DELAYED-SWITCHING HYBRID DYNAMICAL SYSTEMS
A hybrid dynamical system (HDS) is composed of coupled continuous-and discrete-time systems, with continuous states and discrete switching procedures. In an HDS with delayed switching, a switching procedure has an associated triggering criterion, time delay function, cancellation criterion, and parametric switching function. Algebraic equations may be included in the continuous system. Consider the differentialalgebraic system given bẏ
where x(t) ∈ R d is the differential states at time t, y(t) ∈ R a is the algebraic states, u(t) ∈ R v is the inputs (which are assumed known and smooth), and the set of system parameters 978-1-4244-4241-6/09/$25.00 ©2009 IEEE is λ ∈ R p . We assume that a set of outputs
is given by the system, where z ∈ R n . It is assumed that for all u(t) ∈ C ⊂ R v and (x 0 , y 0 , λ 0 ) ∈ D ⊂ R d+a+p , functions f and g are sufficiently smooth for the system to be well posed. As u(t) is smooth and parameter-independent, it does not affect the following analysis and is suppressed from here on. It is further assumed that the partial of g with respect to y is nonsingular, making the system an index 1 DAE. Initial conditions are given by
The discrete system is described through a finite set of possible switching procedures. The jth switching procedure is characterized by a set of functions {s j (x, y; λ), δ j (x, y; λ), c j (x, y; λ), h j (λ)}. These are the triggering, (nonnegative) delay, cancellation, and switching functions, respectively. A zero-crossing of s j (x, y; λ) along the trajectory {x(t), y(t)} triggers the event. When an event is triggered at time τ , a switching delay Δ = δ j (x(τ ), y(τ ); λ) is set. If c j (x, y; λ) does not cross zero before time τ +Δ, one or more parameters are switched through λ ← h j (λ) at this time. Suppressing the index j, assume that the event is not canceled by a zero-crossing of c and the parametric switching occurs. The switched DAE system is given bẏ
with the initial conditions satisfying
where (9) defines y + (τ + Δ). The system can experience more than one switching event over time. The system trajectory is piecewise smooth, with possible discontinuities at switching times. Across a switching time, x is assumed to be continuous, (7), the parameters switch, (8) , and the algebraic states may undergo a discontinuous jump in satisfying (9) .
III. PARAMETER ESTIMATION
Given measurements of the system output, we wish to estimate some subset, φ ∈ R w , of the initial parameter values λ 0 . Assume the k th output is measured at times t k = (t k1 t k2 . . . t kq k ) with corresponding measurement valuesẑ k = (ẑ k1ẑk2 . . .ẑ kq k ). Note that each output can be sampled at different times. We define the best estimate of φ to be that value which minimizes the objective function
is obtained through simulation of the system using the current estimate of φ. The Gauss-Newton method is used to solve the optimization problem, thus the search directionφ is computed by solving
where e is a column vector of residuals r ki (λ 0 ), and the φ subscript denotes partial differentiation with respect to φ. This use of subscript notation will persist throughout the paper. More sophisticated optimization schemes can be used; however, all gradient schemes call for the computation of the sensitivities z φ . We present the computation of z λ0 , of which z φ is a subset.
A. Sensitivities
The output sensitivities satisfy
where x λ0 and y λ0 are given by solution of the sensitivity equationsẋ
obtained by differentiating (1-2) with respect to λ 0 and reversing the order of differentiation in (12) . The sensitivity equations form a linear time-varying DAE with initial conditions obtained by differentiating (4) with respect to λ 0 :
We assume conditions on f and g to guarantee that the problem (12-14) is well posed.
The sensitivity equations are switched at the switching events of the underlying DAE system. Following an event, we denote the sensitivity equations corresponding to (5-6) bẏ
The appropriate initial conditions for (15) (16) are referred to as the sensitivity jump conditions.
1) Sensitivity Jump Conditions:
In order to calculate the correct jump conditions, we assume that the triggering function s is smooth, and that ds dt τ is nonzero. This ensures that s = 0 has a locally unique solution t = τ (λ 0 ) along the system trajectory, and that τ λ0 exists. When c = 0 in the time interval (τ, τ +Δ], the switching occurs at time τ (λ 0 )+Δ(λ 0 ) through λ + = h(λ). We assume that the switching function h(λ) and the delay function δ j (x, y; λ) are smooth so that λ + λ0 and Δ λ0 are well defined. Also note that c| τ +Δ = 0, ensuring that x + λ0 (τ + Δ) is well defined. The proper sensitivity jump conditions for (15) (16) are defined in the following theorem, where we use the notation f + to denote f (x + , y + ; λ + ) and f to denote f (x, y; λ), and similarly for g. Theorem 3.1: At a switching event enacted through (7 -9) , the following jump conditions hold
where all quantities are evaluated at time τ + Δ, except τ λ0 and Δ λ0 , which are given at time τ by
and
Since s is smooth and ds dt τ = 0, s = 0 has a unique solution t = τ (λ 0 ) which is smooth in λ 0 , so that from (7) we have
where
is well defined. The chain rule gives
so that
To compute τ λ0 , we consider the equation s = 0 in the preswitch system at time τ . Taking its λ 0 gradient and applying the chain rule, we get
Solving for τ λ0 , we get (20). Taking , we differentiate (9) with respect to λ 0 and solve for y + λ0 , giving (19), which completes the derivation of (17-21).
2) Extensions: These jump conditions can be modified to apply to various situations. Consider the problem of estimating initial parameter values using data from a non-triggered switching event caused by an exogenous input-for instance, a power transmission line tripping due to a lightning strike. In this case we can redefine τ to be the given switching time and set Δ = 0. Since τ is system-independent, τ λ0 = 0. Our sensitivity jump conditions (17 -19) become
In the case that the switching time for such a non-triggered event is unknown, it is possible to estimate it. In this case we again set Δ = 0 and define τ to be the switching time which we wish to estimate. The sensitivity equations are given bẏ
and start from (the current estimate of) the switching time with initial conditions
In other circumstances, the switching mechanism h(λ) may not be known exactly, and it may be desirable to estimate some subset of the post-switch parameter values λ + . For example, one might wish to determine the internal characteristics responsible for a change in load signature. Whether the event occurs at a fixed time or due to a state-dependent trigger, all sensitivities with respect to λ + are zero previous to the switching time, and clearly τ λ + = 0. The sensitivity equations are given byẋ
with initial conditions (at the switching time)
Note that with (17) (18) (19) it is also possible to calculate sensitivities to parameters that are unique to the triggering function s, such as event thresholds. With these extensions, we show that trajectory sensitivities can be used for estimating not only parameters of the continuous system, but also event attributes and switching device characteristics. Applications could include predictive simulation, supplementing and errorchecking sensor measurements, and post-event diagnostics. 
IV. POWER SYSTEM REPRESENTATION
We use a hybrid DAE system to model an electric power grid at the transmission level. The grid is modeled as a set of buses (nodes), which are interconnected by transmission lines and can each have any number of generators and loads. The power generation/consumption dynamics of the generators and loads are modeled through differential equations, while the transmission dynamics are assumed to be instantaneous and are modeled through algebraic equations. We also consider the behavior of protection logic devices, which monitor the grid's behavior and, if certain criteria are met, cause switching events in an attempt to stabilize the system or protect equipment. Such a model provides insight into the major dynamics of the grid at a sub-second time resolution, and can be used in studies of system stability, contingency behavior, and other phenomena where dynamic behavior is of importance.
The IEEE 39-bus test system ( Figure 1 ) was used for the following example (see [11] , [12] for details). In absence of real data, data for parameter estimation is fabricated through prior simulation. A MATLAB research code is used to generate all trajectories and sensitivities for estimation. The equations are solved with the MATLAB function ODE15S, a multi-order NDF method with variable time stepping, due to its event-handling capability and efficient, accurate solution of stiff DAEs [13] . In other programming languages, an efficient method with stiff decay (such as a backward difference formula method [14] ) and event-handling capabilities would likely suffice.
Consistent initial conditions for the system are computed by loadflow solution and subsequent calculation of the steadystate values for the differential states. As this process is parameter-dependent, equations (4) and (14) do not apply, and initial conditions for the sensitivity equations (12-13) must be calculated. We employ numerical differentiation techniques to do this, as the computation of the system initial conditions for multiple parameter values is computationally inexpensive.
In this study we use fourth-order flux-decay generator models, as described in [15] . Load dynamics are governed by the exponential recovery model as described in [16] , [17] , which is an aggregate model designed to fit empirical measurements of load powers during step/ramp disturbances in bus voltage. The transmission dynamics are given by algebraic power balance equations which are a direct result of Kirchoff's laws [15] . Studies are performed in a timescale consistent with the subsecond-to-minutes fidelity of the load and generator models. Both the load model and the power balance model are relevant to the example, and are presented below.
Power Balance Equations
In the following description of power balance at bus j, P Gj and Q Gj are the sum of real and reactive generator powers, respectively. P Lj and Q Lj are defined similarly for loads, and are assumed to have the opposite sign convention of the generator powers. States V j and θ j are the amplitude and phase of the sinusoidal bus voltage. G jk and B jk are the conductance and susceptance of the transmission line between buses j and k, and are zero if no line exists. The tilde (˜) denotes shunt values, and N is the set of all bus indices.
Exponential Recovery Load Equations
At a given load, the power profile is defined by
where P 0 and Q 0 are the nominal real and reactive power and V 0 is the nominal bus voltage. The parameters T p , T q , α s , β s , α t , and β t govern the time-dynamics of the load model, and are generally fit to data. States x p and x q are the solutions of the following differential equations:
A. Example: Line Trip Cascade
For this example, line 2-25 is tripped 2 seconds into the simulation. A few seconds later, lines 26-27 and 2-3 experience thermal line tripping due to overload. In keeping with section III-A2, the initial trip can be represented by τ = 2, Δ = 0, and h = 0 for the line parameters G 2−25 , B 2−25 , and B 2−25 . Note all line conductancesG jk are assumed zero. The thermal line trips are similarly enacted by h = 0 for the line parameters, but are triggered dynamically. Thermal line trips occur if the absolute injected power on either end of line j −k exceeds a threshold P max jk for more than a given time delay Δ jk (in this case 0.1 s). At the j-end of the line, the triggering function is given by
where the complex power injected from bus j into line j-k is
and where ( ) * denotes complex conjugation and i = √ −1. If |S jk | dips below P max between time τ and τ + Δ, the switch is canceled; thus c = ±s describes the cancellation criterion.
Using the framework of section III-A, we calculate the appropriate sensitivity jump conditions at each of the three events. Comparing the trajectory sensitivities with finite difference approximations (as seen in Figure 2) gives us confidence in their accuracy before attempting parameter estimation. Note in Figure 2 that the sensitivity to the threshold P max is zero until the line trips-a good example of system dynamics being necessary for parameter identifiability. This also means that the initial guesses for such parameters need to be accurate enough for the corresponding event to be triggered in the simulation.
For our data we use two synthetic time series: the real generator power at bus 33 sampled at 1 Hz, and the reactive generator power at bus 36 sampled at 2 Hz (series denoted by circles in Figures 3(a) and 3(b), respectively) . From this data, we estimate the load parameters P 0 , Q 0 , T p , and T q at bus 8, as well as the thermal line trip threshold P max for lines 26-27 and 2-3 (refer to Figure 1 for relative grid locations). Estimation of load parameters would be useful for load characterization while estimation of the line's thermal threshold could serve as a diagnostic after a failure.
The algorithm (a slight modification of Gauss-Newton which limits the maximal parameter change per iteration to 20%) achieves superlinear convergence, and satisfies a tolerance of 1 × 10 −5 in 6 iterations. Results are shown in Table I ; note that in the absence of modeling, measurement, or computation error the final parameter values could be made arbitrarily accurate using smaller tolerances. In Figures 3(a) and 3(b) it can be seen that the simulated trajectories (dashed lines) match the data more closely every iteration, and at the last iteration (solid lines) match the data quite well. Note that the largest errors are for T p and T q ; correspondingly, these are the only parameters which experience nonmonotonic convergence (see Figure 4 ). If they are removed from the problem, convergence is achieved in 3 iterations and the condition number of the initial sensitivity matrix goes down from 6.42 × 10 4 to 1.95. This is all consistent with the observable fact that these parameters have relatively little influence on the generator power trajectories.
V. CONCLUSION
Parameter estimation of hybrid systems aids in system identification and model refinement, and improves accuracy in simulation-based system studies. We addressed parameter estimation for hybrid dynamical systems with state-dependent events and time-delayed parametric switching. The calculation of trajectory sensitivities (used in gradient methods for parameter estimation) is complicated by such switching. We computed the proper jump conditions for the trajectory sensitivities when time-delayed, state-dependent switching occurs; we also showed the derivation of jump conditions in the case of fixedtime events or for sensitivities to post-switch parameter values. In the example, it can be seen how these jump conditions allow estimation of electric power system parameters after such switching events. Various other event types for power systems can be modeled, including load sheds and state saturation.
