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Abstract
Due to degeneracy near the boundary, the question of high regularity
for solutions to the steady Prandtl equations has been a longstanding
open question since the celebrated work of Olenick. We settle this open
question in affirmative in the absence of an external pressure. Our method
is based on energy estimates for the quotient, q = v
u¯
, u¯ being the classical
Prandtl solution, via the linear Derivative Prandtl Equation (LDP). As
a consequence, our regularity result leads to the construction of Prandtl
layer expansion up to any order.
1 Introduction and Notation
Consider the steady, incompressible Navier-Stokes equations with viscosity ε
posed on the domain
Ω := (0, L)× R+, with coordinates x ∈ (0, L) and Y ∈ R+.
The equations for the velocity field uNS := [uNS, vNS ] and pressure PNS read
uNS · ∇uNS +∇PNS = ε∆uNS , div(uNS) = 0 on Ω
with the following boundary conditions
uNS |Y=0 = 0, (no-slip condition),
uNS |Y ↑∞ = [u0e(Y ), 0], (convergence to an Euler flow) ,
uNS |x=0,L = in-flow and out-flow provided through asymptotic expansion.
The shear Euler profile u0e(Y ) is given data. The in-flow and out-flow data are
prescribed individually through the expansion (1).
A fundamental question in fluid mechanics is to characterize the limit of
uNS as ε ↓ 0. Due to the mismatch of the no-slip boundary condition satisfied
by uNS for ε > 0 and the typical no-penetration condition satisfied by a generic
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Euler flow, (which is v0e |Y=0 = 0), one cannot expect L∞ convergence of uNS
to an Euler flow [u0e(Y ), 0]. Instead, one expects convergence to what is now
known as the Prandtl boundary layer.
The first step in quantifying the asymptotic in ε behavior of uNS is to
rescale the normal variable, Y , and the normal component of the velocity, vNS
according to
(x, y) = (x,
Y√
ε
),
[Uε(x, y), V ε(x, y), P ε(x, y)] = [UNS(x, Y ),
vNS(x, Y )√
ε
, PNS(x, Y )].
The original, unscaled, variables (x, Y ) are known as “Euler variables”, whereas
the new, scaled variables (x, y) are known as “Prandtl variables”.
One subsequently asymptotically expands [Uε, V ε, P ε] in the following man-
ner:
Uε = u0e + u
0
p +
n∑
i=1
√
ε
i
(uie + u
i
p) + ε
N0u(ε) := us + ε
N0u(ε),
V ε = v0p + v
1
e +
n−1∑
i=1
√
ε
i
(vip + v
i+1
e ) +
√
ε
n
vnp + ε
N0v(ε) := vs + ε
N0v(ε),
P ε = P 0e + P
0
p +
n∑
i=1
√
ε
i
(P ie + P
i
p) + ε
N0P (ε) := Ps + ε
N0P (ε),
(1)
where the coefficients are independent of ε. For our analysis, we will take n = 4
and N0 = 1+ (this is motivated by [GI18]). First, the Euler flow [u
0
e(Y ), 0] is
a given shear flow satisfying the assumptions delineated in Theorem 5. Next,
[uie, v
i
e] are Euler correctors, which satisfy elliptic equations in the Euler vari-
ables (x, Y ). The terms [uip, v
i
p] are Prandtl correctors, which satisfy parabolic
equations in Prandtl variables, (x, y). x behaves as a time-like variable whereas
y behaves as a space-like variable.
Let us also introduce the following notation:
u¯ip := u
i
p − uip|y=0, v¯ip := vip − v1p|y=0, v¯ie := vie − vie|Y=0. (2)
The profile u¯0p, v¯
0
p from (2) is classically known as the “boundary layer”; one sees
from (1) that it is the leading order approximation to the Navier-Stokes velocity,
Uε. We sometimes use the notation [u¯, v¯] = [u¯0p, v¯
0
p] due to the distinguished
nature of the leading order boundary layer. As a matter of notation, we adopt
the convention that for a given function, f(x, y), the quantity f¯ := f − f(x, 0).
The final layer,
[u(ε), v(ε), P (ε)] = [u(ε), P (ε)].
are called the “remainders” and importantly, they depend on ε.
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An important first step in understanding the asymptotic behavior of (Uε, V ε, P ε)
is to understand the approximate terms in the expansion (1), that is, all the
terms aside from the remainders. This is the purpose of the present paper. In-
formally, our main result says given reasonably well-behaved boundary data on
the sides x = 0, L, each of the terms in [us, vs, Ps] (see (1)) can be constructed
and are sufficiently regular. In order to state such a result precisely, we must
introduce the equations satisfied by each term in [us, vs, Ps].
1.1 Regularity for the Prandtl Equation
For the leading order Prandtl boundary layer, the equations are:
u¯0pu¯
0
px + v¯
0
pu¯
0
py − u¯0pyy + P 0px = 0, u¯0px + v¯0py = 0, (x, y) ∈ (0, L)× R+,
u¯|x=0 = U¯0P (y), u¯|y=0 = v¯|y=0 = 0, u¯|y↑∞ = u0e|Y=∞.
(3)
Above, U¯0P = U¯
0
P (y) is given initial data. We assume that u
0
e|Y=0, u0e|Y=∞ is
a constant, independent of x (corresponding to shear flows, u0e). Subsequently
this forces P 0px = 0 by the standard Bernoulli’s law.
It is convenient to reformulate (3) in terms of the boundary layer corrector,
u0p := u¯
0
p− u¯0p|y=∞, which decays as y ↑ ∞, and therefore is a better function to
study in the typical Sobolev spaces:
u¯0pu
0
px + v¯
0
pu
0
py − u0pyy = 0,
u0px + v
0
py = 0, P
0
py = 0, u
0
p|x=0 = U0P , u0p|y=0 = −u0e|Y=0.
}
(4)
The following local regularity result is classical (see, for instance, [OS99], P.
21, Theorem 2.1.1):
Theorem 1 (Oleinik) Assume boundary data is prescribed satisfying u0 ∈
C∞ and exponentially decaying |∂jy{U¯0P (y)− 1}| for j ≥ 0 satisfying:
U¯0P > 0 for y > 0, U¯
0
Py(0) > 0, U¯
0
Pyy ∼ y2 near y = 0 (5)
Then for some L > 0, there exists a solution, [u¯0p, v¯
0
p] to (3) satisfying, for some
y0,m0 > 0,
sup
x∈(0,L)
sup
y∈(0,y0)
|u¯0p, v¯0p, u¯0py, u¯0pyy, u¯0px| . 1, (6)
sup
x∈(0,L)
sup
y∈(0,y0)
u¯0py > m0 > 0. (7)
The method employed by Oleinik to prove Theorem 1 is to pass to the
following change of coordinates, known as the von-Mise transform:
(x, ψ) = (x,
∫ y
0
u¯0p(x, y
′) dy′), u˜(x, ψ) := u¯0p(x, y), ∂xu˜ = ∂ψ{u˜u˜ψ}. (8)
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The equation above is quasilinear, degenerate diffusion equation. Estimates (6)
- (7) are subsequently proven using maximum principle techniques.
Despite this, establishing higher regularity has been an open problem. One
cannot simply differentiate the equation (8) and repeat Oleinik’s argument be-
cause the commutators that arise from this process are uncontrollable near the
boundary {ψ = 0}.
One contribution of the present paper is to resolve this problem by proving
higher regularity estimates.
Theorem 2 Assume the data U¯0P (y) is provided satisfying conditions (5). As-
sume also generic compatibility conditions at the corner (0, 0) (as stated pre-
cisely for the first two orders in (10) and (11)) up to order M0. Then on
0 ≤ x ≤ L << 1, Oleinik’s solutions guaranteed by Theorem 1 obey the follow-
ing estimates for some N and α+ 2β < M0:
‖∂αx ∂βy u0peNy‖L∞ + ‖∂αx v¯0p‖L∞ . C(u0).
The system governing the intermediate Prandtl layers is the linearized Prandtl
system, (25). To work more generally, we remove sub-scripts and re-label the
initial/ boundary data via:
u¯∂xup + up∂xu¯+ v¯∂yup + vp∂yu¯− ∂yyup = f,
∂xup + ∂yvp = 0,
up|y=0 = u0(x), vp|y=0 = 0, vp|x=0 = v0(y).
(9)
The boundary condition u0(x) is a prescribed, smooth function. The initial
data, u0(y), is now prescribed at the level of vp as opposed to up as in (3).
Clearly, the system (25) is of the form (9). The method that we use to obtain
Theorem 2 also applies to obtain estimates for (9).
Our aim now is to derive compatibility conditions for the initial data. By
computing ∂x of (14) and evaluating at y = 0, we obtain the condition:
vyyy|y=0 = ∂xg1|y=0 on (0, L).
We therefore assume the compatibility condition (extending to any k ≥ 0:
(∂kxv)yyy|x=0,y=0 = ∂x∂kxg1|x=0,y=0. (10)
Note that all compatibility conditions are placed on v0. This is because these
compatibility conditions occur at y = 0, for which v0 = V¯0 (recall the definition
of V¯0 in (14)). We also require the second-order compatibility which can be
obtained as follows. Taking ∂x of (15):
−∂x{−u¯vyy + vu¯yy + v¯uyy − uv¯yy}+ ∂4yv = ∂xyg1.
Evaluating at y = 0 gives the identity:
∂4yv|y=0 = ∂xyg1|y=0 on (0, L).
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We thus assume the compatibility at x = 0, y = 0 (extending again to any
k ≥ 0)
∂4y∂
k
xv|x=0(y = 0) = ∂xy∂kxg1|y=0(x = 0). (11)
We homogenize the system so that u|y=0 = 0 via:
u = up − u0(x)ψ(y), v = vp + u0x(x)Iψ(y), Iψ(y) :=
∫ ∞
y
ψ(θ) dθ. (12)
Here, we select ψ to be a C∞ function satisfying the following:
ψ(0) = 1,
∫ ∞
0
ψ = 0, ψ decays as y ↑ ∞. (13)
According to (9), the homogenized unknowns [u, v] satisfy the system:
u¯∂xu+ u∂xu¯+ v¯∂yu+ v∂yu¯− ∂yyu = f +G =: g1,
ux + vy = 0,
u|y=0 = 0, v|y=0 = 0, v|x=0 = v0 − u0(0)Iψ(y) =: V¯0(y).
−G = u¯ψu0x + u¯xψu0 + v¯ψ′u0 + u¯yu0xIψ − ψ′′u0.
(14)
By applying ∂y, we obtain the system:
−u¯vyy + vu¯yy − uv¯yy + v¯uyy − uyyy = ∂yg1. (15)
We rewrite the Rayleigh operator as
−u¯vyy + vu¯yy = −∂y{u¯2qy}, q := v
u¯
. (16)
By further taking ∂x we derive the following linear Derivative Prandtl Equation
(LDP) for the quotient, q, which is the main focus of our paper:
− ∂xy{u¯2qy}+ ∂4yv + κΛ + κU = ∂xyg1,
q|y=0 = 0, q|x=0 = 1
u¯
|x=0(y)V¯0(y) := f0(y).
(17)
We have introduced the artificial parameter κ above. The system of interest is
κ = 1. The reason for including this artificial parameter is, in Proposition 18
below, we also treat the κ = 0 case of nonlinear Prandtl, (3).
We have defined:
Λ := v¯xyyIx[vy] + v¯yyvy − v¯xIx[vyyy]− v¯vyyy,
U := −v¯xyyu0 + v¯xu0yy.
We introduce the norms in which we control the solution. Let χ denote the
following cut-off function:
χ(y) =
{
1 on 0 ≤ y ≤ 1
0 on y ≥ 2 χ
′(y) ≤ 0 for all y. (18)
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Fix w = eNy for some large N . Denote by q(k) := ∂kxq. We will now define
several norms:
‖q‖X := sup
0≤x0≤L
[
‖u¯qxy‖x=x0 + ‖qyyyw{1 − χ}‖x=x0
]
+ ‖√u¯qxyyw‖+ ‖vyyyyw‖,
‖q‖E := sup
0≤x0≤L
‖u¯qxy‖x=x0 + ‖
√
u¯qxyy‖
‖q‖H := sup
0≤x0≤L
‖qyyyw{1− χ}‖x=x0 + ‖vyyyyw{1− χ}‖+ ‖qxyyw{1− χ}‖
‖q‖Xk := ‖q(k)‖X , ‖q‖Ek := ‖q(k)‖E , ‖q‖Hk := ‖q(k)‖H,
‖q‖X〈k〉 =
k∑
i=0
‖q‖Xi .
(19)
We also define the following norm in which we control the forcing term:
‖f‖X˜〈k〉 = ‖eNy∂kx∂xyf‖+ ‖〈y〉∂x∂kx∂xyf‖. (20)
Theorem 3 Let the initial data, v0(y), the forcing, f , and the boundary data,
u0(x), satisfy the compatibility conditions (10) and (11). Assume also the in-
tegral condition, (41). Then there exists a unique solution to (9) satisfying the
following estimate:
‖q‖X〈k〉 . ‖f‖X˜〈k〉 + C(v0, u0).
Theorem 2 is a corollary of Theorem 3 upon differentiating the Prandtl
equation, (3), in x.
Remark 4 Alternatively, it is possible and natural to solve (9) for a given
initial condition u0 = u|x=0, instead of a given v0. In such a formulation, no
integrability condition, (41), is needed, but v0 must be determined from solving
−u¯vy + v¯u0y + u¯yv + u¯xu0 − u0yy = g1 at x = 0. (21)
In this case, the compatibility conditions are ∂kxv
0(0) = ∂kxv
0
y(0) = 0, where
∂kxv
0 := ∂kx
{
− u¯
∫ y
0
1
u¯
{v¯u0y − u0u¯x + u0yy + g1}
}
, (22)
∂kxv
0
y := ∂
k
x
{
− u¯
∫ y
0
1
u¯
{v¯u0y − u0u¯x + u0yy + g1}
}
y
(23)
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1.2 Prandtl Layer Expansion
We now list the equations to be satisfied by the sub-leading order terms from
(1). For 1 ≤ i ≤ n, the i’th Euler layer satisfies the following system:
u0e∂xu
i
e + ∂Y u
0
ev
i
e + ∂xP
i
e =: f
i
E,1,
u0e∂xv
i
e + ∂Y P
i
e =: f
i
E,2,
∂xu
i
e + ∂Y v
i
e = 0,
vie|Y=0 = −v0p|y=0, vie|x=0,L = V iE,{0,L} uie|x=0 = U iE .


(24)
In this case, since equation (24) is elliptic in (x, Y ) we provide boundary data
on both sides, x = 0, L. The given data for this problem is therefore the three
functions U iE(Y ), V
i
E,0(Y ), V
i
E,L(Y ). The forcing terms f
i
E,1, f
i
E,2 are specifically
given in Definition 20, and should be regarded as given for the purposes of stating
the result.
For 1 ≤ i ≤ n− 1, the i’th Prandtl layer satisfies
u¯∂xu
i
p + u
i
p∂xu¯+ ∂yu¯[v
i
p − vip|y=0] + v¯∂yuip + ∂xP ip − ∂yyuip := f (i),
∂xu
i
p + ∂yv
i
p = 0, ∂yP
i
p = 0
uip|y=0 = −uie|y=0, [uip, vip]y→∞ = 0, vip|x=0 = V iP .

 (25)
In this case, equation (25) is parabolic, with x controlling the evolution. As a
result, the given data is the function V iP (y). The forcing term, f
(i), is defined
in Definition 20. It should be regarded as given for the present discussion. For
i = n, the difference is that vnp will be defined so as to satisfy v
n
p |y=0 = 0, unlike
vip in (25), and subsequently cut-off as y ↑ ∞.
Theorem 5 Assume the shear flow u0e(Y ) ∈ C∞, whose derivatives decay
rapidly, and which is bounded above and below: c0 ≤ u0e ≤ C0 for some universal
constants 0 < c0 < C0 <∞. Assume (5) regarding U¯0P , and the conditions
V¯ iPyyy(0) = ∂xg1|x=0,y=0, (26)
V¯ iP |′′′(0) = ∂xyg1|x=0,y=0, (27)
U¯0Py(0)U
i
E,0(0)−
∫ ∞
0
U¯0P e
−
∫
y
1
v¯0p{f (i)(y)− r(i)(y)} dy = 0, (28)
where r(i)(y) := V¯ iP U¯
0
Py − U¯0P V¯ iPy, and g(i) = g(i)(f (i), uie|Y=0) is an explicit
quantity depending on the forcing f (i) and the boundary data uie|Y=0, and is
defined in (14). Let V iE,0, V
i
E,L, U
i
E be prescribed smooth and rapidly decaying
Euler data. We assume on the data standard elliptic compatibility conditions at
the corners (0, 0) and (L, 0). In addition, assume
V 1E,0 ∼ Y −m1 or e−m1Y for some 0 < m1 <∞, (29)
‖∂kY {V iE,0 − V iE,L}〈Y 〉M‖∞ . L (30)
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Then, for L << 1, all profiles in [us, vs] exist and are smooth on Ω. The
following estimates hold:
u¯0p > 0, u¯
0
py|y=0 > 0, u¯0pyy|y=0 = u¯0pyyy|y=0 = 0
‖∇K{u0p, v0p}eMy‖∞ . 1 for any K ≥ 0,
‖uip, vip‖∞ + ‖∇KuipeMy‖∞ + ‖∇KvipeMy‖∞ . 1 for any K ≥ 1,M ≥ 0,
‖∇K{u1e, v1e}wm1‖∞ . 1 for some fixed m1 > 1
‖∇K{uie, vie}wmi‖∞ . 1 for some fixed mi > 1,
(31)
where wmi ∼ emiY or (1 + Y )mi .
In addition the following estimate on the remainder forcing holds:
‖FR|x=0w0‖+ ‖∂xFR w0√
ε
‖ . √εn−1−2N0 , (32)
where FR is the quantity defined in (125).
One motivation for establishing our result is that these leading order con-
structions are important from the point of view of applications to the validity
theory. Specifically, the estimates that we establish in this paper are in use in
the works [GI18], [GI18b].
The key ingredient in the analysis of (17) is a quotient estimate for qx. We
illustrate the main estimates for the simplified equation:
−∂xy{u¯2qy}+ vyyyy = 0. (33)
By taking ∂x of the main part of (17), taking the inner-product with qx,
and rearranging the main contributions, we obtain (upon omitting at each line
below easy to estimate terms)
− (∂xy{u¯2qxy}, qx) + (vxyyyy, qx)
∼∂x
2
∫
u¯2q2xy + (vxyy, qxy)y=0 + (vxyy, qxyy)
∼∂x
2
∫
u¯2q2xy + (u¯qxyy + 2u¯yqxy + u¯yyq, qxy)y=0
+ (u¯qxyy + 2u¯yqxy + 2u¯xyqy, qxyy)
∼∂x
2
∫
u¯2q2xy +
∫
u¯q2xyy + (2u¯yqxy, qxy)y=0 − (u¯yqxy, qxy)y=0
− (u¯xyqy, qxyy)
∼∂x
2
∫
u¯2q2xy +
∫
u¯q2xyy + (u¯yqxy, qxy)y=0 + (u¯xyyqy, qxy)
+ (u¯xyqyy, qxy)− (u¯xyqy, qxy)y=0 (34)
The key positive boundary contribution (u¯yqxy, qxy)y=0 holds naturally for Prandtl
solutions as u¯y|y=0 > 0.
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Next, for the term (u¯xyqyy, qxy) the key point is that u¯xy|y=0 6= 0. It is thus
important to avoid the degeneracy at y = 0 in the term ‖u¯qxy‖ by invoking a
higher order norm term:
‖qyy‖ ≤ ‖vyyyy‖ for y << 1. (35)
In order to close, we must further estimate vyyyy from the equation
‖vyyyy‖ ≤ ‖∂xy{u¯2qy}‖ (36)
We introduce
u¯θ := u¯+ θ > 0 (37)
in our construction of approximate solutions and regard LDP (17) as an initial
value problem for given v|x=0 or q|x=0. We finally recover u0 = u|x=0 and solve
the original system, (9), via a necessary integrability condition (41).
The quantities on the final line above form the quantities in our basic energy
norm, ‖ · ‖E in (19). The remainder of our analysis is centered around prop-
agating control over a slightly stronger norm, X , and upgrading to higher ∂x
derivatives.
2 Regularity for Linear Derivative Prandtl Equa-
tions
2.1 Formulation of D-Prandtl System and Integrability
Condition for u0
Starting from the q formulation in (17), we will further distribute on the Rayleigh
term:
−∂y{u¯2qxy} − ∂y{2u¯u¯xqy}+ ∂y∂x{v¯uy − uv¯y}+ ∂y∂3yv = ∂y∂xg1.
We now compute at {x = 0}:
u¯2qxy =−
∫ ∞
y
∂y{u¯2qxy} dy′
=
∫ ∞
y
∂y
{
∂xg1 − ∂3yv + 2u¯u¯xqy − v¯xu0y + v¯vyy − vy v¯y + u0v¯xy
}
dy′
=− {∂xg1 − ∂3yv + 2u¯u¯xqy − v¯xu0y + v¯vyy − vy v¯y + u0v¯xy}. (38)
It is clear that all quantities are vanishing at y = 0. We thus have that:
u¯qxy|x=0 ∈ L2.
A computation of ∂y shows:
∂xyg1 + ∂
4
yv + ∂y{2u¯xu¯qy − v¯xu0y + v¯vyy − vy v¯y + u0v¯yy}|y=0
9
= ∂xyg1(0, 0) + ∂
4
yv|x=0(y = 0) = 0.
Thus qxy itself is in L
2. Using this we may easily bootstrap to higher order in ∂y
compatibility conditions for v0 which we refrain from writing. These conditions
in turn assure that:
Lemma 6 Assume the compatibility conditions on V0 given in (10) and (11).
Assume exponential decay on ∂kyV0 for k ≥ 1. Then there exist functions fk(y) ∈
L2w(R+) ∩ C∞(R+) for exponential weight w such that
∂kxqy|x=0 = fk(y) ∈ L2w(R+) for k ≥ 1. (39)
Moreover, fk depend only on the given profile V0 and the forcing term g1.
Our task now is to establish criteria on the initial data, v0 so that u
i
p|x=0
can be bounded. We evaluate the velocity equation (9) at x = 0 to obtain the
equation:
L(1)‖ u0 = f − r(y), u0(0) = u0(0), (40)
where we have defined
L(1)‖ u0 := −u0yy + v¯0pu0y − u0v¯0py ,
L‖u0 := −u0yyy + v¯0pu0yy − u0v¯0pyy.
To invert this for u0, we assume:
−u¯0py|x=0(0)u0|x=0(0)−
∫ ∞
0
u¯0pe
−
∫
y
1
v¯0p{f(y)− r(y)} dy = 0, (41)
where r(y) := v¯ipu¯
0
py − u¯0pv¯ipy .
Lemma 7 Elements of the three dimensional kernel of L‖ can be written as the
following linear combination: c1u¯
0
p + c2u˜s + cu
p, where c1, c2, c ∈ R. Here:
u˜s := u¯
0
p
∫ y
1
|u¯0p(1)|2
|u¯0p|2
exp
[ ∫ z
1
v¯0p dw
]
dz,
up := u˜s
∫ y
0
u¯0p exp
[
−
∫ z
1
v¯0p
]
− u¯0p
∫ y
0
u˜s exp
[
−
∫ z
1
v¯0p
]
.
Proof. One solution to the homogeneous equation, L(1)‖ u = 0, is u¯0p. By
supposing the second spanning solution is of the form u˜s := u¯
0
pa(y), we may
derive the equation: a′′(y) =
[
v¯0p − 2
u¯0py
u¯0p
]
a′(y). Solving this equation gives one
solution:
a′(y) =
|u¯0p(1)|2
|u¯0p|2
exp
[ ∫ y
1
v¯0p
]
, a(y) =
∫ y
1
|u¯0p(1)|2
|u¯0p|2
exp
[ ∫ z
1
v¯0p dw
]
dz. (42)
We shall need asymptotic information about u˜s:
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Lemma 8 As defined in Lemma 7, u˜s satisfies the following asymptotics:
u˜s|y=0 ∼ −1 and u˜sy ∼ 1 as y ↓ 0,
u˜sy, u˜sy, u˜s ∼ exp[v¯0p(∞)y] as y ↑ ∞.
(43)
Proof. For convenience, denote
g(y) = exp[
∫ y
1
v¯0p].
By rewriting v¯0p = v¯
0
p(∞) + [v¯0p − v¯0p(∞)], and using that the latter difference
decays rapidly, we obtain the basic asymptotics g ∼ exp[v¯0p(∞)y] as y ↑ ∞. An
expansion of a, given in (42), near y = 0 gives a(y) ≈ ∫ y
1
1
z2 dz ∼ − 1z |y1 = 1− 1y .
Thus: u˜s|y=0 ∼ u¯0p[1− 1y ] ∼ −1. At y =∞, we have the asymptotics:
u˜s = u¯
0
p
∫ y
1
|u¯0p(1)|2
|u¯0p|2
g(z) ∼
∫ y
1
exp[v¯0p(∞)y] dz ∼ exp[v¯0p(∞)y].
We now differentiate to obtain
u˜sy = u¯
0
pya+ u¯
0
pa
′(y) = u¯0pya(y) +
|u¯0p(1)|2
u¯0p
g(y) ∼ exp[v¯0p(∞)y].
To evaluate u˜sy at y = 0, we need more precision. Expansions give:
u¯0pa
′(y) =
|u¯0p(1)|2
us
g(y) ∼ |u¯
0
p(1)|2
u¯0py(0)y
g(y) for y ∼ 0, and
u¯0pya(y) ∼ u¯0py(0)|u¯0p(1)|2
∫ y
1
1
|u¯0p|2
g(z) ∼ |u¯
0
p(1)|2
u¯0py(0)
∫ y
1
g(z)
z2
dz.
We have used the fact that 1|u¯0p|2
does not contribute a factor of 1z following the
singularity of 1z2 . Indeed, Taylor expanding, using that u¯
0
pyy(0) = u¯pyyy(0) = 0
(see the first identity in (31)), and the elementary identity for any a, b ∈ R,
1
a−b − 1a = ba(a−b) , one obtains:
1
|u¯0p(z)|2
=
1
u¯0py(0)z
2
+O(z).
It remains to show
∫ y
1
g(z)
z2 dz ∼ − g(y)y . We decompose the integral into
region [1, y∗] and [y∗, y] for 0 < y ≤ z ≤ y∗. The [1, y∗] integral contributes an
O(1) constant. In the [y∗, y] region, the Taylor expansion is valid:∫ y
y∗
g(z)
z2
dz ∼
∫ y
y∗
g(y)
z2
dz + g′(y)
∫ y
y∗
z − y
z2
dz ∼ g(y)[ 1
y∗
− 1
y
] + g′(y)φ(y),
where |φ(y)| . | log y|. We now use that v¯0p(0) = v¯py(0) = 0 and g′(y) =
v¯0p(y)g(y) to show that g
′(y) ∼ y2. Thus, g′(y)φ(y) vanishes as y → 0. We thus
have verified that I(y) ∼ − g(y)y .
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We now compute two derivatives:
u˜syy = u¯
0
pyya+ 2u¯
0
pya
′(y) + u¯0pa
′′(y)
∼ a′′(y) ∼ ∂y{ 1|u¯0p|2
exp[v¯0p(∞)y]} ∼ exp[v¯0p(∞)y] as y ↑ ∞.
Lemma 9 Assume the integral condition, (41) is satisfied by the initial data
v0. Then the solution u
0 to (40) exists and satisfies:
|∂kyu0eMy|∞ ≤ CK,M (v0, g1) for k ≥ 1, (44)
u0(0) = −uie|x=0(0) and lim
y↑∞
u0 = 0. (45)
Proof. First, we compute the Wronskian of u¯0p and u˜s:
W = u¯0pu˜sy − u˜su¯0py = u¯0p(1)2 exp
[ ∫ y
1
v¯0p
]
.
Next, we express the solution to (40) in the following manner:
u0 =− uie|x=0(0)
u˜s
u˜s(0)
+ c1u¯
0
p −
1
|u¯0p(1)|2
u˜s
∫ y
0
u¯0pe
−
∫
z
1
v¯0p{f(z)− r(z)} dz
+
1
us(1)2
us
∫ y
0
u˜se
−
∫
z
1
v¯0p{f(z)− r(z)} dz. (46)
We now compute:
u˜s(0) = −
|u¯0p(1)|2
u¯0py(0)
e
∫
0
1
v¯0p .
Using this, we now evaluate at y =∞ and observe that the terms with a u˜s
prefactor vanish according to the integral condition, (41).
− u¯
0
py(0)
us(1)2
u0|x=0(0)e−
∫
0
1
v¯0p − 1|u¯0p(1)|2
∫ ∞
0
u¯0pe
−
∫
y
1
v¯0p{f − r(y)} dy = 0.
This proves that u0 as defined in (46) is bounded as y ↑ ∞. We next notice
that the derivative of
∫ y
0 u¯
0
pe
−
∫
∞
1
v¯0p{f − r(z)} is the integrand itself, which
decays fast enough to eliminate u˜s at ∞. Therefore we also see that ∂kyu0 for
k ≥ 1 decays rapidly.
Finally, we need to ensure that u0 → 0 as y ↑ ∞. It is clear that L‖u0 = 0,
and so we are free to modify u0 by factors of u¯0p. Thus we modify (46) by
subtracting off a factor of cu¯0p, for c appropriately selected so as to ensure
u0(∞) = 0.
Summarizing the above,
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Lemma 10 Assume smooth data, v0, are prescribed that satisfies the compat-
ibility conditions (10), (11), as well as higher order compatibility conditions.
Assume also that v0 satisfies the integral condition (41). Let q =
v
u¯0p
solve (17)
and u0 be constructed from v via (40). Then [u = u0 − ∫ x
0
vy, v] solve (14).
Further, let [u¯ip, v¯
i
p] be reconstructed from [u, v] using (12). Then [u¯
i
p, v¯
i
p] are
solutions to (9).
2.2 Existence
Define the space
X := {e ∈ H4(R+) : e(0) = e′′(0) = 0} = span{ei : i ∈ N}. (47)
Define
u¯θ := u¯+ θ, v¯θ = −
∫ y
0
∂xu¯θ dy
′ = v¯ (48)
v(n,θ) := u¯θq
(n,θ). (49)
q(θ) will solve a “θ-approximation” of the system (17), and itself will be con-
structed as the limit of finite dimensional approximations, q(n,θ). Informally, we
want q(θ) to satisfy the system
− ∂xy{u¯2θq(θ)y }+ ∂4y{u¯θq(θ)}+ κΛ(q(θ)) + κU = F (θ),
F (θ) := ∂xyg1 + θ∂xy{v0yu¯xχ(
x
L
)},
v(θ)|x=0 = V0(y).
(50)
where χ is a normalized cut-off function, equal to 1 on a neighborhood of zero,
whose purpose is to ensure the compatibility conditions (10), (11) of the data
V0(y) with the new equation, (50).
More formally, for each n <∞, we search for solutions, q(n,θ) ∈ span{ei} for
i = 1, .., n, which satisfy, for ei, i = 1, ..., n, since e
′′
i (0) = 0,
(∂x{u¯2θq(n,θ)y }, e′i) + (∂yy{u¯θq(n,θ)}, e′′i )
+ κ
[
(U, ei) +BΛ(q
(n,θ), ei)
]
+ 2u¯θyq
(n,θ)
y e
′
i(0) = (F
(θ), ei)
(51)
Above, we put the Bilinear form
BΛ(q
(n,θ), ei) =(v¯xyyIx[v
(n,θ)
y ] + v¯yyv
(n,θ)
y , ei)
+ (Ix[v
(n,θ)
yy ], ∂y{v¯xei}) + (v(n,θ)yy , ∂y{v¯ei}). (52)
First, note that we can view u0 as being fixed (in θ). We have q(n,θ) =∑n
l=1 b
(n)
l (x)el. The first claim is that there exist coefficients, b
(n)
i (x) such that
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q(n,θ) satisfies (51). Inserting this expansion into (51), we obtain
(∂x{u¯2θ
n∑
l=1
b
(n)
l (x)e
′
l}, e′i) + (∂yy{u¯θ
n∑
l=1
b
(n)
l (x)el}, e′′i )
+ κ
[
(U, ei) + (Λ, ei)
]
+ 2(u¯θy
n∑
l=1
b
(n)
l (x)e
′
l(0), e
′
i(0)) = (F
(θ), ei). (53)
We thus obtain the n× n system of ODE’s:
A∂x ~B(n) +M ~B(n) = H, (54)
Ali := (u¯
2
θe
′
l, e
′
i), (55)
M li := (2u¯θ∂xu¯θe
′
l, e
′
i) + (∂yy{u¯θel}, e′′i ) + κ(v¯xyyIx[∂y{u¯θel}], ei) (56)
+ κ(v¯yye
′
l, ei)− κ(v¯xIx[∂3y{u¯θel}], ei)− κ(v¯e′′′l , ei),
Hi := −κ(−v¯xyyu0 + v¯xu0yy, ei) + (F (θ), ei). (57)
It is clear that Ali is a symmetric, positive definite matrix, and M,H are
smooth in x. Thus, we may obtain a solution ~B(n) by standard ODE.
Lemma 11 Fix any θ > 0. For L = L(θ) << 1 depending on θ, the solution
q(n,θ) to (51) satisfies the following energy inequality, uniformly in n on the
interval (0, L(θ))
‖q(n,θ)‖2X0 := sup
x∈(0,L(θ))
1
2
‖u¯θq(n,θ)y ‖2x + ‖
√
u¯θq
(n,θ)
yy ‖2 + 2‖q(n,θ)y ‖2y=0
.θ‖F (θ)〈y〉‖2 + κ‖U〈y〉‖2 + ‖1
2
u¯θq
(n,θ)
y ‖2x=0. (58)
For k ≥ 1,
sup
x∈(0,L(θ))
1
2
‖u¯θ∂kxq(n,θ)y ‖2x + ‖
√
u¯θ∂
k
xq
(n,θ)
yy ‖2 + 2‖∂kxq(n,θ)y ‖2y=0
.θ‖∂kxF (θ)〈y〉‖2 + ‖∂kxU〈y〉‖2 +
1
2
‖u¯θ∂kxq(n,θ)y ‖2x=0, (59)
where the implicit constant in the above two inequalities depends on θ and is
finite for θ > 0.
Proof. We select the test function in (51) via
∑n
l=1 b
(n)
i (x)ei(y) = q
(n,θ), which
is admissible by linearity of (51). This gives
(∂x{u¯2θq(n,θ)y }, q(n,θ)y ) + (∂yy{u¯θq(n,θ)}, q(n,θ)yy )
+ κ
[
(U, q(n,θ) + (Λ, q(n,θ))
]
+ 2u¯θyq
(n,θ)
y (0)
2 = (f, q(n,θ)). (60)
Expanding the left-hand side of the above, we have to estimate the following
terms:
|
∫
x
(2u¯θ∂xu¯θq
(n,θ)
y , q
(n,θ)
y ) dx| ≤ LC(θ)‖u¯θq(n,θ)y ‖2L∞x L2y , (61)
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and
|
∫
x
(u¯θyyq
(n,θ), q(n,θ)yy )| ≤ ‖u¯θyy〈y〉‖C(θ)L‖u¯θq(n,θ)y ‖L∞x L2y‖
√
u¯q(n,θ)yy ‖, (62)
|
∫
x
(u¯θyq
(n,θ)
y , q
(n,θ)
yy )| ≤ C(θ)L‖u¯θqy‖L∞x L2y‖
√
u¯θq
(n,θ)
yy ‖. (63)
We next arrive at the Λ terms. First,
|
∫
x
(v¯xyyIx[u¯θq
(n,θ)
y + u¯θyq
(n,θ)], q(n,θ))
. LC(θ)
(
‖u¯θq(n,θ)y ‖+ ‖u¯θq(n,θ)yy ‖2
)
(64)
Second,
|
∫
x
(v¯yy∂y{u¯θq(n,θ)}, q(n,θ))| ≤ LC(θ)‖u¯θq(n,θ)y ‖2. (65)
Third, integration by parts in y yields
|
∫
v¯Ix[v
(n,θ)
yyy ]q
(n,θ)|
=| −
∫
v¯xyIy[v
(n,θ)
yy ]q
(n,θ) −
∫
v¯xIx[v
(n,θ)
yy ]q
(n,θ)
y |
.‖v¯xy〈y〉‖LC(θ)‖q(n,θ)yy ‖‖q(n,θ)y u¯θ‖L∞x L2y .
The fourth term of Λ is treated nearly identically. We now arrive at the U
term and the forcing f . We may group these together and call H = F (θ) − κU .
Using Hardy yields
‖H〈y〉‖‖q(n,θ)y ‖ . ‖H〈y〉‖2 + LC(θ)‖u¯θq(n,θ)y ‖2. (66)
We next differentiate the system (53) in x, which is admissible since u¯θ
are smooth functions of x. Next, we test against
∑n
l=1 ∂xb
(n)
l (x)el(y), which
produces several new commutator terms. The worst among these is
|
∫
x
(u¯θxyq
(n,θ)
yy , q
(n,θ)
xy )| ≤ LC(θ)‖
√
u¯θq
(n,θ)
yy ‖‖u¯θq(n,θ)xy ‖L∞x L2y (67)
Proposition 12 For each θ > 0, there exists an L(θ) > 0 and q(θ) which
satisfies (50) in the sense of distributions on x ∈ (0, L(θ)), q(θ). That is, the
integral equality (51) is satisfied with φ ∈ C∞c replacing ei, such that q(θ)|y=0 =
0, and the following estimate is valid
∂x
2
‖u¯θq(θ)y ‖2x + ‖
√
u¯θq
(θ)
yy ‖2 + 2u¯θy(0)q(θ)y (0)2 ≤ |I(θ)|, (68)
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where the integral I(θ) is defined via
I(θ) :=−
[
(2u¯θ∂xu¯θq
(θ)
y , q
(θ)
y ) + (u¯θyyq
(θ) + 2u¯θyq
(θ)
y , q
(θ)
yy )
+ κ(U, q(θ)) + κBΛ(q
(θ), q(θ))
]
+ (F (θ), q(θ)). (69)
Next, the following k’th order estimate is valid
∂x
2
‖u¯θ∂kxq(θ)y ‖2x + ‖
√
u¯θ∂
k
xq
(θ)
yy ‖2 + 2u¯θy(0)
[
∂kxq
(θ)
y (0)
]2
≤ |I(θ)k |, (70)
where the integral I(θ)k is defined
I(θ)k :=
k∑
j=1
(
k
j
)[
(∂jx{u¯2θ}∂k−jx q(θ)y , ∂kxq(θ)y ) + (∂jxu¯θ∂k−jx q(θ)yy , ∂kxq(θ)yy )
]
+
k∑
j=0
(
k
j
)
(2∂jx∂yu¯θ∂
k−j
x q
(θ)
y , ∂
k
xq
(θ)
yy )
+
k∑
j=0
(
k
j
)
(∂jx∂
2
y u¯θ∂
k−j
x q
(θ), ∂kxq
(θ)
yy ) + κ(∂
k
xU, ∂
k
xq
(θ))
+
k∑
j=0
(
k
j
)
(∂jxv¯xyyIx[∂
k−j
x v
(θ)
y ] + ∂
j
xv¯yy∂
k−j
x v
(θ)
y , ∂
k
xq
(θ))
+
k∑
j=0
(
k
j
)[
(Ix[∂
k−j
x v
(θ)
yy ], ∂y{∂jxv¯x∂kxq(θ)})
+ (∂k−jx v
(θ)
yy , ∂y{∂jxv¯∂kxq(θ)})
]
+ 2
k∑
j=0
(
k
j
)
∂jxu¯θy∂
k−j
x q
(θ)
y (0)∂
k
xq
(θ)
y (0) + (∂
k
xF
(θ), ∂kxq
(θ)). (71)
Proof. Step 1: Uniform Bounds
The sequence q(n,θ) is bounded uniformly in n via
k∑
j=0
‖q(n,θ)‖2Xj .k
k∑
j=0
[
‖∂jxf〈y〉‖2 + ‖∂jxU〈y〉‖2 +
1
2
‖u¯θ∂jxq(n,θ)y ‖2
]
. (72)
Therefore, there exists a subsequence nj such that
∂xq
(nj ,θ)
y ⇀ ∂xq
(θ)
y weakly in L
2
xH
−1
y , (73)
q(nj ,θ)y ⇀ q
(θ)
y weakly in L
2
xH
1
y , (74)
q(nj ,θ)y → q(θ)y strongly in L2xL2y. (75)
Step 2: Integral Inequality
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We now generate an integral inequality for each n, and then claim that this
inequality holds in the limit. Starting from (51), we have
∂x
2
‖u¯θq(n,θ)y ‖2x + ‖
√
u¯θq
(n,θ)
yy ‖2 + 2u¯θy(0)q(n,θ)y (0)2 ≤ |I(n,θ)|, (76)
where the integral I(n,θ) is defined via
I(n,θ) :=−
[
(2u¯θ∂xu¯θq
(n,θ)
y , q
(n,θ)
y ) + (u¯θyyq
(n,θ) + 2u¯θyq
(n,θ)
y , q
(n,θ)
yy )
+ κ(U, q(n,θ)) + κBΛ(q
(n,θ), q(n,θ))
]
+ (F (θ), q(n,θ)) (77)
By inspection, it is clear that we may pass to the limit in each integral in
I(n,θ) because each term has at most one term with two y derivatives, which con-
verges weakly in L2, and terms with at most one y derivative converge strongly
in L2.
On the left-hand side, by weak convergence and semi-continuity of the norm,
we have
‖u¯θq(θ)y ‖L∞x L2y + ‖
√
u¯θq
(θ)
yy ‖2 ≤ |I(θ)|+ ‖u¯θq(θ)y ‖2x=0. (78)
Before analyzing the integral inequality (78), we first determine some prop-
erties about the limiting function q(θ). First of all, due to the strong H1y conver-
gence, we determine q(θ)|y=0 = 0. Second of all, we know that q(θ) will satisfy
the original equation in the sense of distributions. Fix any i <∞, and consider
ei. We may pass to the limit in the formulation
(∂x{u¯2θq(n,θ)y , e′i) + (∂2y{u¯θq(n,θ)}, e′′i ) + 2u¯θy(0)q(n,θ)y (0)e′i(0)
+ κBΛ(q
(n,θ), ei) = (f − κU, ei) (79)
Above, we have defined the bilinear form
BΛ(q
(n,θ), ei) =(v¯xyyIx[v
(n,θ)
y ] + v¯yyv
(n,θ)
y , ei)
+ (Ix[v
(n,θ)
yy ], ∂y{v¯xei}) + (v(n,θ)yy , ∂y{v¯ei}). (80)
Thus, in the limit, we have
(∂x{u¯2θq(θ)y , e′i) + (∂2y{u¯θq(θ)}, e′′i ) + 2u¯θy(0)q(θ)y (0)e′i(0)
+ κBΛ(q
(θ), ei) = (F
(θ) − κU, ei). (81)
Since this holds for all ei, it holds for any φ ∈ C∞c by approximating in H4
by
∑N
1 ei. Thus, q
(θ) satisfies the equation in the sense of distributions.
Step 3: Higher k Integral Inequalities We again start with (51). For fixed i,
the only x dependence in (51) is through the coefficients, which are smooth in
x, and the q(n,θ), which, for fixed n < ∞, is also smooth as a result of the
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smoothness of the individual b
(n)
l (x) coefficients. Thus, we can take ∂
k
x of (51),
which produces
∂kx({u¯2θ
k∑
l=0
b
(n)
l (x)}e′l, ei) =
k∑
l=0
(
k
l
)
(∂lx{u¯2θ}
k∑
l=0
∂k−l+1x b
(n)
l e
′
l, ei),
and the l = 0 case corresponds to the positive term ∂x2 ‖u¯θ∂kxqy‖2 in (70), so we
only contribute l = 1, ..., k to the integral.
We now move to the next term
∂kx(∂yy{u¯θq(n,θ)}, e′′i )
=∂kx(∂yyu¯θq
(n,θ) + 2∂yu¯θq
(n,θ)
y + u¯θq
(n,θ)
yy , e
′′
i )
=
k∑
l=0
(
k
l
)
(∂yy∂
l
xu¯θ∂
k−l
x q
(n,θ) + 2∂lx∂yu¯θ∂
k−l
x q
(n,θ)
y + ∂
l
xu¯θ∂
k−l
x q
(n,θ)
yy , e
′′
i ). (82)
For the third term above, the l = 0 term corresponds to the positive term
‖√u¯θq(n,θ)yy ‖2 on the right-hand side of (70) and so we start the indexing at
l = 1 in the specification (71) for this term.
We take ∂kx of the κU term in (51) which produces (κ∂
k
xU, ∂
k
xq
(n,θ)). We now
move to the Bilinear term, (80). Taking ∂kx (and omitting the κ factor) yields
∂kxBΛ(q
(n,θ), ei)
=
k∑
j=0
(
k
j
)
(∂jxv¯xyyIx[∂
k−j
x v
(n,θ)
y ] + ∂
j
xv¯yy∂
k−j
x v
(n,θ)
y , ei)
+
k∑
j=0
(
k
j
)
(Ix[∂
k−j
x v
(n,θ)
yy ], ∂y{∂jxv¯xei})
+
k∑
j=0
(
k
j
)
(∂k−jx v
(n,θ)
y , ∂y{∂jxv¯ei}). (83)
Next, we arrive at the boundary term at y = 0. Taking ∂kx gives
∂kx{2u¯θyq(n,θ)y e′i(0)} =
k∑
l=0
(
k
l
)
2∂lxu¯
θ
y∂
k−l
x q
(n,θ)
y e
′
i(0). (84)
Lastly, we arrive to the right-hand side of (51) which produces (∂kxF
(θ), ei).
The final step is to now replace ei by
∑n
l=0 ∂
k
xb
(n)
l (x)el(y) = ∂
k
xq
(n,θ), which is
an admissible test function as it is clearly in the span of {e1, ..., en}. This then
produces the expression (71) with q(n,θ) replacing q(θ). We subsequently pass
to weak limits in the standard way to generate (71), and the left-hand side of
(70) follows from weak lower semicontinuity.
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2.3 Uniform Estimates in θ
For brevity, in this section we adopt the notation
u¯ = u¯θ, (85)
as all estimates will be uniform in θ. We also adopt the notation that
pk = p(‖q¯‖Xk), (86)
where p is an inhomogeneous polynomial of one variable of unspecified power
in the quantity ‖q¯‖Xk . Similarly. p〈k〉 will denote such a polynomial in the
quantity ‖q¯‖X〈k〉 . In general, we will suppress those constants which depend on
‖q¯‖X〈k〉 , and only display those which depend on ‖q¯‖X〈k+1〉 .
Lemma 13 The following inequalities are valid:
‖q(k)xy ‖+ ‖{q(k)y , q(k)yy }w‖+ ‖q(k)〈y〉−1‖ ≤ oL(1)(1 + ‖q‖Xk) (87a)
‖v(k)〈y〉−1‖+ ‖{v(k)y , v(k)yy , v(k)yyy, v(k)xy }w‖ ≤ oL(1)(1 + ‖q‖Xk) (87b)
‖q(k)xy w‖ + ‖v(k)xyyw‖ . 1 + ‖q‖Xk (87c)
‖q(k)‖∞ + ‖v(k)y ‖∞ + ‖q(k)y ‖∞,≥1 . 1 + oL(1)p(‖q‖X〈k〉) (87d)
‖v(k)yy , v(k)yyy‖∞ ≤ 1 + oL(1)‖q‖X〈k+1〉 . (87e)
Proof. The first step is to obtain control over ‖q(k)xy ‖ via interpolation.
‖q(k)xy {1− χ(
y
δ
)}‖ ≤ δ−1‖u¯q(k)xy ‖ ≤ Lδ−1 sup
x
|u¯q(k)xy | ≤ Lδ−1‖q‖Xk .
Near the {y = 0} boundary, one interpolates:
|(χ(y
δ
)∂y{y}, |q(k)xy |2)| .‖χyq(k)xyy‖2 + (
y
δ
χ′(
y
δ
), |q(k)xy |2)
.δ‖q(k)‖2X + L2δ−2‖q(k)‖2X .
Optimizing
√
δ+Lδ−1, one obtains δ = L2/3. Thus, ‖q(k)xy ‖ . L1/3‖q‖Xk . From
here, a basic Poincare inequality gives:
‖q(k)y ‖ = ‖q(k)y |x=0 +
∫ x
0
q(k)xy ‖ .
√
L|q(k)y |x=0‖+ L‖q(k)xy ‖
From here, Hardy inequality gives immediately ‖q(k)〈y〉−1‖ ≤ ‖q(k)y ‖.
The next step is to establish the uniform bound via straightforward Sobolev
embedding:
|q(k)|2 . sup
x
|q(k)y 〈y〉‖2 . |q(k)y |x=0〈y〉‖2 + L‖q(k)xy 〈y〉‖2 . 1 + oL(1)‖q‖Xk .
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A Hardy computation gives:
‖q(k)xy w{1− χ}‖ .‖q(k)xy ‖2,loc + ‖q(k)xyyw{1− χ}‖ . ‖q‖Xk .
We record the following expansions which follow from the product rule upon
recalling that v = u¯q:
|v(k)| .
k∑
j=0
|u¯jq(k−j)|
|v(k)y | .
k∑
j=0
|u¯jyq(k−j)|+ |u¯jq(k−j)y |
|v(k)yy | .
k∑
j=0
|u¯jyyq(k−j)|+ |u¯jyq(k−j)y |+ |u¯jq(k−j)yy |
|v(k)yyy| .
k∑
j=0
|u¯jyyyq(k−j)|+ |u¯jyyq(k−j)y |+ |u¯jyq(k−j)yy |+ |u¯jq(k−j)yyy |
|v(k)xy | .
k∑
j=0
|v¯jyyq(k−j)|+ |u¯jyq(k−j)x |+ |v¯jyq(k−j)y |+ |u¯jq(k−j)xy |
|v(k)xyy| .
k∑
j=0
|v¯jyyyq(k−j)|+ |u¯jyyq(k−j)x |+ |v¯jyyq(k−j)y |+ |u¯jyq(k−j)xy |
+ |v¯jyq(k−j)yy |+ |u¯jq(k−j)xyy |.
(88)
We will restrict to k = 0 for the remainder of the proof, as the argument
works for general k in a straightforward way. From (88), ‖vy‖ follows obviously.
Next,
‖vyy‖ .‖u¯yyq‖+ ‖u¯yqy‖+ ‖u¯qyy‖ .
√
L+ oL(1)‖q‖X . (89)
From here, ‖vyyy‖loc can be interpolated in the following way:
(vyyy, vyyyχ(
y
δ
)) = (∂y{y}χ(y
δ
), |vyyy|2)
=− (yχ(y
δ
)vyyy, ∂
k−1
x vyyyy)− (yδ−1χ′(
y
δ
), |vyyy|2)
.δ2‖vyyyy‖2 + ‖ψδvyyy‖2.
For the far-field component, we may majorize via:
|(vyyy, vyyy{1− χ(y
δ
)})| . ‖ψδvyyy‖2.
Here ψδ = 1− χ(10yδ ), the key point being that both {1− χ(yδ )} and χ′(yδ ) are
supported in the region where ψδ = 1. To estimate this term, we may integrate
by parts:
(ψvyyy, vyyy) =− (ψvyy , vyyyy)− (δ−1ψ′vyy, vyyy)
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=− (ψvyy , vyyyy) + (δ−2ψ
′′
2
, |vyy|2)
.δ2‖vyyyy‖2 +Nδ‖vyy‖2.
Thus,
‖vyyy‖ ≤δ‖vyyyy‖+Nδ‖vyy‖. (90)
We combine the above with (89) to select δ = L0+ to achieve control over
‖∂jyv(k)‖ for j = 1, 2, 3. From here, we can obtain:
‖qyy‖loc ≃ ‖
∫ y
0
vyyy dy
′‖loc ≤ o(1)‖vyyy‖.
Away from the {y = 0} boundary, we estimate trivially:
‖qyy{1− χ(y
δ
)}w‖ . ‖u¯qyyw{1− χ(y
δ
)}‖2
.
√
L‖u¯qyyw‖x=0 + L‖
√
u¯qxyyw‖.
From here, obtaining ‖qyw‖ follows from Hardy. We now turn our attention to
the weighted estimates for vy, vyy, vxy, vxyy, which follow from (88), whereas for
vyyy, we use the Prandtl equation to produce the identity:
vyyy =u¯yyyq + 3u¯yyqy + 3u¯yqyy + u¯qyyy
=
(
− u¯v¯yy + v¯u¯yy
)
q + 3u¯yyqy + 3u¯yqyy + u¯qyyy
The uniform estimates subsequently follow from straightforward Sobolev em-
beddings.
We will now also recall the following, which has been established in [GI18]
Lemma 14 Let v ∈ H40 . Then the following are valid for j = 0, 1, 2 and k =
0, 1, 2, 3:
sup
y0≤1
[
‖∂kyv‖y=y0 + ‖∂jyq‖y=y0 +
√
y0‖∂3yq‖y=y0
]
. ‖q‖X0 , (91)
Lemma 15 (∂kx Energy Estimate) Assume q solves (17)
‖q‖2Ek .‖u¯∂kxqxy|x=0‖2 + oL(1)(p〈k〉 + κp〈k+1〉)(1 + ‖q‖2X〈k〉)
+ oL(1)C(u
0) + oL(1)‖∂k+1x ∂xyg1〈y〉‖2.
(92)
Proof. For this estimate, we examine the integral I(θ)k+1, defined in (71), and
further integrate over x ∈ [0, x0], where 0 < x0 < L. This produces
sup
x
‖u¯∂k+1x qy‖2x + ‖
√
u¯∂k+1x qyy‖2 + 2‖
√
u¯y∂
k+1
x qy‖2y=0 ≤
∫ L
0
|I(θ)k+1|, (93)
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We start with the Rayleigh term:
∣∣∣ k+1∑
j=1
(
k + 1
j
) j∑
j1=0
(
j
j1
)
(∂j1x u¯∂
j−j1
x u¯∂
k+1−j
x qy, ∂
k+1
x qy)
∣∣∣
.
∥∥∥∂〈k+12 〉x u¯
u¯
∥∥∥2
∞
‖u¯∂〈k+1〉x qy‖2
+
∥∥∥∂〈 k+22 〉x u¯
u¯
∥∥∥
∞
‖∂〈
k+2
2
〉
x qy‖‖∂k+2x u¯‖∞‖u¯∂k+1x qy‖
.oL(1)p(‖qs‖X〈k〉)‖q‖2X〈k〉 .
We now move to ∂4y term from the specification of I(θ)k+1, the first of which
reads
k+1∑
j=1
(
k + 1
j
)
(∂jxu¯∂
k+1−j
x qyy, ∂
k
xqyy) (94)
The j = k + 1 case contributes
|
∫ x0
0
(∂k+1x u¯qyy, ∂
k+1
x qyy)|
≤
∥∥∥∂k+1x u¯
u¯
∥∥∥
L2xL
∞
y
‖√u¯qyy‖L∞x L2y‖
√
u¯∂k+1x qyy‖
.(1 + oL(1)‖q¯‖X〈k〉)(1 + ‖q‖X〈k〉)‖
√
u¯∂kxqxyy‖.
Above, we have used the Hardy and Agmon inequalities, as well as (87b)
∥∥∥∂k+1x u¯
u¯
∥∥∥
L2xL
∞
y
=
∥∥∥∂kx v¯y
u¯
∥∥∥
L2xL
∞
y
. ‖v(k)yy ‖L2xL∞y + ‖v(k)y ‖L2xL∞y
.‖v(k)yyy‖+ ‖v(k)yy ‖+ ‖v(k)y ‖ . oL(1)(1 + ‖q¯‖X〈k〉).
The intermediate cases, j = 1, ..., k can be bounded above by
∥∥∥∂〈k〉x u¯
u¯
∥∥∥
∞
‖√u¯∂〈k〉x qyy‖
√
u¯∂kxqxyy‖
.(1 + oL(1)pk)‖q‖Xk(1 + oL(1))‖q‖X〈k〉 .
The next term is∫ x0
0
k+1∑
j=0
(
k + 1
j
)
(2∂jx∂yu¯∂
k−j
x qy, ∂
k+1
x qyy) (95)
=
∫ x0
0
(2u¯y∂
k+1
x qy, ∂
k+1
x qyy) +
∑
1≤j≤ k+1
2
∫ x0
0
(∂jxu¯y∂
k+1−j
x qy, ∂
k+1
x qyy)
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+
∑
k+1
2
≤j≤k+1
∫ x0
0
(∂jxu¯y∂
k+1−j
x qy, ∂
k+1
x qyy).
First, integration by parts gives:
(95.1) =−
∫ x0
0
(u¯yy∂
k+1
x qy, ∂
k+1
x qy)−
∫ x0
0
u¯y(0)|∂k+1x qy(0)|2
=O(‖u¯yy‖∞‖∂kxqxy‖2)−
∫ x0
0
u¯y(0)|∂k+1x qy(0)|2
≤oL(1)‖q‖2Xk + ‖
√
u¯y|∂k+1x qy‖2y=0.
We now absorb that the crucial boundary term above can be absorbed into the
left-hand side of (93) due to the factor of 2 in (93) as compared with the factor
of 1 above.
We now treat:
(95.2) =−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯yy∂
k+1−j
x qy)−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯y∂
k+1−j
x qyy)
−
∫ x0
0
∂jxu¯y∂
k−j+1
x qy∂
k+1
x qy(0)
=−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯yy∂
k+1−j
x qy)−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯y∂
k+1−j
x qyy)
.‖∂〈
k+1
2
〉
x u¯yy‖∞‖∂〈k〉x qy‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2
〉
x u¯y‖∞‖∂〈k〉x qyy‖‖∂k+1x qy‖
.oL(1)p〈k〉(‖q‖2X〈k〉 + 1).
A similar integration by parts produces∫ x0
0
(95.3) =−
∫ x0
0
(∂k+1x u¯yyqy, ∂
k+1
x qy)−
∫ x0
0
(∂k+1x u¯yqyy, ∂
k+1
x qy)
−
∫ x0
0
k∑
j= k+1
2
(∂jxu¯yy∂
k+1−j
x qy, ∂
k+1
x qy)−
∫ x0
0
k∑
j= k+1
2
(∂jxu¯y∂
k+1−j
x qyy, ∂
k+1
x qy)
.‖∂kx v¯yyy‖L2xL∞y ‖qy‖L∞x L2y‖∂k+1x qy‖+ ‖∂kx v¯yy‖L2xL∞y ‖qyy‖L∞x L2y‖∂k+1x qyy‖
+ ‖∂〈k−1〉x vyyy‖L∞‖∂〈
k+1
2
〉
x qy‖‖∂k+1x qy‖+ ‖∂〈k−1〉x v¯yy‖L∞‖∂〈
k+1
2
〉
x qyy‖‖∂k+1x qy‖
.oL(1)(1 + ‖q¯‖X〈k〉)(1 + ‖q‖X〈k〉)2
Next, we move to:
k+1∑
j=0
(
k + 1
j
)∫ x0
0
(∂jxu¯yy∂
k+1−j
x q, ∂
k+1
x qyy). (96)
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We must split the above term into several cases. First, let us handle the
j = 0 case for which (6) gives us the required bound:
|(96)[j = 0]| .‖ 1
u¯
u¯yy〈y〉‖∞‖∂kxqxy‖‖
√
u¯∂kxqxyy‖
.oL(1)‖q‖2Xk .
We now handle the case of 1 ≤ j ≤ k/2, which requires a localization using
χ as defined in (18):
|(96)[1− χ]| .‖∂ k2x v¯yyy‖L∞x L2y‖∂〈k〉x q‖L2xL∞y ‖q‖Xk
.oL(1)p〈k〉‖q‖2X〈k〉 .
For the localized component, we integrate by parts in y:
(96)[χ] =
k+1∑
j=0
∫ x0
0
(∂kxqyχ
′, ∂jxu¯yy∂
k+1−j
x q) +
k+1∑
j=0
∫ x0
0
(∂kxqyχ, ∂
j
xu¯yyy∂
k+1−j
x q)
+
k+1∑
j=0
∫ x0
0
〈∂kxqyχ, ∂jxu¯yy∂k+1−jx qy〉 (97)
.‖∂k−1x qxy‖‖∂
k
2
x v¯yyy‖‖∂〈k〉x q‖L∞loc + ‖∂k−1x qxy‖‖∂
k
2
x v¯yyyy‖‖∂〈k〉x q‖L∞loc
+ ‖∂k−1x qxy‖‖∂
k
2
x v¯yyy‖∞‖∂〈k〉x qxy‖
.oL(1)p〈k〉‖q‖2X〈k〉 .
We now treat the case in which k/2 ≤ j ≤ k, which still requires localization
|(96)[χ≥1]| .‖∂kxqxyy
√
u¯‖‖∂
k
2
x q‖L2xL∞y ‖∂〈k−1〉x v¯yyy‖L∞x L2y
.oL(1)p〈k〉‖q‖2X〈k〉 .
Finally, we deal with the case when y . 1 for k/2 ≤ j ≤ k, which again
requires integration by parts in y as in (97):
|(97[j ≥ k/2])| .‖∂k−1x qxy‖‖∂〈k−1〉x v¯yyy‖‖∂
k
2
x q‖L∞
loc
+ ‖∂k−1x qxy‖‖∂〈k−1〉x v¯yyyy‖‖∂
k
2
x q‖L∞
loc
+ ‖∂k−1x qxy‖‖∂〈k−1〉x v¯yyy‖∞‖∂〈k/2〉x qxy‖
.oL(1)p〈k〉(1 + ‖q‖2X〈k〉).
We now move to the Λ terms:∫ x0
0
(∂k+1x {v¯xyyIx[vy]}, ∂k+1x q)
.‖∂〈
k
2
〉
x v¯xyy〈y〉‖∞‖∂〈k+1〉x Ix[vy]‖‖∂k+1x qy‖
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+ ‖∂〈k+1〉x v¯xyy‖‖∂〈
k+1
2
〉
x Ix[vy ]〈y〉‖∞‖∂k+1x qy‖.
∫ x0
0
(∂jxv¯yy∂
k+1−j
x vy, ∂
k+1
x q)
.‖∂〈
k+1
2
〉
x v¯yy〈y〉‖∞‖∂〈k+1〉x vy‖‖∂k+1x qy‖
+ ‖∂〈k+1〉x v¯yy‖‖∂〈
k+1
2
〉
x vy〈y〉‖∞‖∂k+1x qy‖.
∫ x0
0
(∂jxv¯x∂
k+1−j
x Ix[∂
3
yv], ∂
k+1
x q)
=−
∫ x0
0
(∂jxv¯xy∂
k+1−j
x Ix[∂
2
yv], ∂
k+1
x q)
−
∫ x0
0
(∂jxv¯x∂
k+1−j
x Ix[∂
2
yv], ∂
k+1
x qy)
.‖∂〈
k+1
2
〉
x v¯xy〈y〉‖∞‖∂〈k+1〉x Ix[vyy]‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2
〉
x v¯x‖∞‖∂〈k+1〉x Ix[vyy]‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2
〉
x Ix[vyy]〈y〉‖∞‖∂〈k+1〉x v¯xy‖‖∂k+1x qy‖
+ ‖∂〈k+1〉x v¯xy‖‖∂〈
k+1
2
〉
x Ix[vyy]〈y〉‖∞‖∂k+1x qy‖.
∫ x0
0
(∂jxv¯∂
k+1−j
x vyyy, ∂
k+1
x q)
=−
∫ x0
0
(∂k+1−jx vyy∂
j
xv¯y, ∂
k+1
x q)−
∫ x0
0
(∂k+1−jx vyy∂
j
xv¯, ∂
k+1
x qy)
.‖∂〈
k+1
2
〉
x v¯y〈y〉‖∞‖∂〈k+1〉x vyy‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2
〉
x v¯‖∞‖∂〈k+1〉x vyy‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2
〉
x vyy〈y〉‖∞‖∂〈k+1〉x v¯y‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2
〉
x v¯‖∞‖∂〈k+1〉x vyy‖‖∂kxqxy‖.
Summarizing the Λ contributions:
sup
x0≤L
∫ x0
0
(∂x∂
k
xΛ, ∂x∂
k
xq) . oL(1)p〈k+1〉(1 + ‖q‖2X〈k〉).
Next, we have the contributions at y = 0:
|
∫ x0
0
k+1∑
j=0
(
k + 1
j
)
∂jxu¯y∂
k+1−j
x qy(0)∂
k+1
x qy(0)|
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≤oL(1)‖∂k+1−jx qy(0)‖L2x‖∂kxqy(0)‖L2x
≤oL(1)‖q‖2X〈k+1〉 .
Finally, we have the u0 contributions:∫ x0
0
(∂k+1x U, ∂
k
xqx) =
∫ x0
0
(u0∂k+1x v¯xyy − u0yy∂k+1x v¯x, ∂kxqx)
. oL(1)‖u0, u0yy · 〈y〉‖∞‖∂k+1x v¯xyy‖‖∂kxqxy‖
. oL(1)p〈k+1〉.
Lemma 16 (∂kx ∂
4
y Estimate) Assume v is a solution to (17). Then the fol-
lowing estimate holds:
‖∂kxvyyyy‖2,loc .‖q‖E〈k〉 + oL(1)(p〈k〉 + κp〈k+1〉)(1 + ‖q‖X〈k〉)
+ κoL(1)C(u
0) + ‖∂xy∂kxg1‖2,loc.
(98)
Proof. We apply ∂kx to the equation (17) to obtain the following pointwise
inequality:
|v(k)yyyy| .|u¯j1 u¯j2q(k−j)xyy |+ |u¯j1x u¯j2y qk−jy |+ |u¯j1 u¯j2xyqk−jy |+ |u¯j1 u¯j2y qk−jxy |
+ |u¯j1 u¯j2x q(k−j)yy |+ κ|v¯jxyyIx[v(k−j)y ]|+ κ|v¯jyyv(k−j)y |+ κ|vjsxIx[v(k−j)yyy ]|
+ |v¯jv(k−j)yyy |+ κ|v(k)sxyyu0|+ κ|v(k)sx u0yy|+ |∂xygk1 |.
(99)
Placing the terms on the right-hand side above in L2loc gives the desired
result:
‖(99.1)‖ . ‖v¯〈k−1〉y , v¯〈k−1〉yy ‖2∞‖u¯q〈k〉xyy‖,
‖(99.2)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞‖q〈k〉y ‖
‖(99.3)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞‖q〈k〉y ‖
‖(99.4)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞‖q〈k〉xy ‖
‖(99.5)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k〉y ‖∞‖q〈k〉yy ‖
‖(99.6, 7)‖ . ‖v¯〈k+1〉yy ‖‖v〈k〉y ‖∞
‖(99.8, 9)‖ . ‖v¯〈k+1〉‖∞‖v〈k〉yyy‖
‖(99.10, 11)‖ . ‖u0, u0yy〈y〉2‖∞‖v¯k+1yy ‖
We now move to a ‖ · ‖Hk estimate, for which we first recall the definition in
(19).
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Lemma 17 (Weighted ∂kxH
4) Assume q solves (17). Then the following es-
timate is valid:
‖q‖2Hk .‖∂kx∂xyg1 · wχ‖2 + Ck(q0) + κoL(1)C(u0)
+ (oL(1)p〈k〉 + κoL(1)p〈k+1〉)
(
1 + ‖q‖2X〈k〉
)
.
(100)
Proof. We take ∂kx of equation (50), which produces:
− ∂xy{u¯2q(k)y }+ v(k)yyyy + ∂xy{
k∑
j=1
∑
j1+j2=j
cj1,j2,j∂
j1
x u¯∂
j2
x u¯q
(k−j)
y }
+ ∂kxΛ(v) + ∂
k
xU = ∂
k
x∂xyg1
(101)
We start with the “main terms”, (101.1) and (101.2). We fix x = x0, square
the equation, take L2(x = x0), and expand to produce the identity:
‖[∂xy{u¯2q(k)y } − v(k)yyyy] · w{1− χ}‖2x=x0
= ‖v(k)yyyy{1− χ}w‖2x=x0 + ‖[u¯2q(k)xyy + 2u¯u¯xq(k)yy + 2u¯yu¯xq(k)y
+ 2u¯u¯xyq
(k)
y + 2u¯u¯yq
(k)
xy ]w{1− χ}‖2x=x0 − (2v(k)yyyy, [u¯2q(k)xyy + 2u¯u¯xq(k)yy
+ 2u¯yu¯xq
(k)
y + 2u¯u¯xyq
(k)
y + 2u¯u¯yq
(k)
xy ]w
2{1− χ}2)x=x0 (102)
& ‖v(k)yyyy{1− χ}w‖2x=x0 + ‖[u¯2q(k)xyy{1− χ}w‖2x=x0 −
11∑
l=3
|(102.l)|
All terms are estimated in a straightforward manner except for (102.7), so we
begin with:
|(102.3)| . ‖u¯x‖2∞‖q(k)yy · w‖2x=x0
|(102.4)| . ‖u¯y‖2∞‖v¯y‖2∞‖q(k)y w‖2x=x0
|(102.5)| . ‖u¯v¯yy‖2∞‖q(k)y w‖2x=x0 ,
|(102.6)| . ‖u¯u¯yw‖2∞‖q(k)xy ‖2x=x0 ,
(102.8)| . ‖u¯x‖∞|v(k)yyyyw{1− χ}‖x=x0‖q(k)yy w{1− χ}‖x=x0
(102.9)| . ‖u¯yv¯y‖∞|q(k)y w{1− χ}‖x=x0‖v(k)yyyyw{1− χ}‖x=x0,
(102.10)| . ‖u¯v¯yy‖∞|q(k)y w{1− χ}‖x=x0‖v(k)yyyyw{1− χ}‖x=x0
(102.11)| . ‖u¯u¯yw‖∞‖q(k)xy ‖x=x0‖v(k)yyyyw{1− χ}‖x=x0.
Upon integrating in x, we may summarize the above estimates via:
|(102.3)|+ ...+ |(102.6)|+ |(102.8)|+ ...+ |(102.11)|
. oL(1)p(‖q¯‖X〈1〉)(1 + ‖q‖Xk).
We thus move to (102.7) for which we integrate by parts once in y, expand:
v(k)yyy :=∂
k
x{u¯q}yyy = ∂kx{u¯yyyq + 3u¯yyqy + 3u¯yqyy + u¯qyyy}
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=
k∑
j=0
cj∂
j
xu¯yyy∂
k−j
x q + 3cj∂
j
xu¯yy∂
k−j
x qy + 3cj∂
j
xu¯y∂
k−j
x qyy + cj∂
j
xu¯∂
k−j
x qyyy.
First, upon integrating by parts once in y (ignoring commutator terms, which
are dealt with in (103)), let us highlight the main positive contribution from the
last term above, for j = 0:
2(u¯∂kxqyyy, u¯
2q(k)xyyy{1− χ}2w2)x=x0 = (2u¯3q(k)yyy, q(k)xyyy{1− χ}2w2)x=x0
=∂x‖|u¯| 32 q(k)yyy{1− χ}w‖2x=x0 − 3(u¯2u¯xq(k)yyy, q(k)yyy{1− χ}2w2)x=x0 .
Hence:
−2(v(k)yyyy,u¯2q(k)xyyw2{1− χ}2)x=x0
=∂x‖q(k)yyy|u¯|
3
2w{1− χ}‖2x=x0 − 3(|q(k)yyy|2, u¯2u¯xw2{1− χ}2)x=x0
− (qkxyy, ∂y{[u¯jyyyq(k−j) + 3u¯jyyqk−jy + 3u¯jyqk−jyy ]
× u¯2w2{1− χ}2}+ (2v(k)yyy, q(k)xyy∂y{u¯2w2{1− χ}2})x=x0
+
k∑
j=1
cj(∂
j
xu¯∂
k−j
x qyyy, u¯
2q(k)xyyyw
2{1− χ}2)x=x0 (103)
First, we estimate upon integrating from x = 0 to x = x0,
|
∫ x0
0
(103.2) dx| . oL(1) sup
x
‖|u¯| 32 q(k)yyyw{1− χ}‖2x=x0 . oL(1)‖q‖2Xk .
Next,
(103.3) =− (q(k)xyyu¯jyyyy, q(k−j)u¯2w2{1− χ}2)x=x0 − (q(k)xyyu¯jyyy, q(k−j)u¯u¯yw2{1− χ}2)x=x0
− (q(k)xyyu¯jyyy, q(k−j)y u¯2w2{1− χ}2)x=x0 − (q(k)xyyu¯jyyy, q(k−j)u¯22wwy{1− χ}2)x=x0
− (q(k)xyyu¯jyyy, q(k−j)u¯2w2{1− χ}χ′)x=x0 .
We will estimate each term above with the help of the Prandtl identities, which
follow from (3), for u¯:
|u¯jyyy| . |∂jx{u¯v¯yy + v¯u¯yy}|,
|u¯jyyyy| . |∂jx{u¯yv¯yy + u¯v¯yyy + v¯yu¯yy + u¯v¯v¯yy + v¯2u¯yy}|
(104)
Inserting this expansion into (103.3.1) gives, upon integration in x and using
(87c), (87d)
|
∫ x0
0
(103.3.1.1)| .
∫ x0
0
|(q(k)xyy, q〈k〉u¯2w2{1− χ}2u¯〈k〉y v¯〈k〉yy )x=x0 |
.
∫ x0
0
‖q(k)xyy{1− χ}w‖x=x0‖q〈k〉‖∞‖v¯〈k−1〉yy ‖∞‖v¯〈k〉yy w{1− χ}‖x=x0,
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.(1 + oL(1)pk)
2‖q‖XkoL(1)‖1 + ‖q‖Xk).
Next, upon invoking (87b) and (87d),
|
∫ x0
0
(103.3.1.2)| .|
∫ x0
0
(q(k)xyy, q
〈k〉u¯2w2{1− χ}2∂〈k〉x u¯∂〈k〉x v¯yyy)|
.‖q〈k〉‖∞‖∂〈k−1〉x v¯y‖∞‖q(k)xyy{1− χ}w‖‖∂〈k〉x v¯yyy{1− χ}w‖
.(1 + oL(1)pk)
2‖q‖XkoL(1)(1 + ‖q‖Xk).
Next, upon invoking (87b), (87d), (87e), we have
|
∫ x0
0
(103.3.1.3)| .
∫ x0
0
|(q(k)xyy, q〈k〉∂〈k〉x v¯y∂〈k〉x u¯yy{1− χ}2w2u¯2)|
.‖q(k)xyy{1− χ}w‖‖q〈k〉‖∞‖∂〈k−1〉x v¯yyy〈y〉2‖∞‖∂〈k〉x v¯yw{1− χ}‖,
.(1 + oL(1)pk)
2‖q‖XkoL(1)(1 + ‖q‖Xk).
Next, upon invoking (87b), (87d), we have
|
∫ x0
0
(103.3.1.4)| .
∫ x0
0
|(q(k)xyy, q〈k〉u¯2w2{1− χ}2∂〈k−1〉x v¯y∂〈k〉x v¯∂〈k〉x v¯yy)|
.‖q(k)xyy{1− χ}w‖‖q〈k〉‖∞‖∂〈k〉x v¯‖∞‖∂〈k−1〉x v¯y‖∞‖∂〈k〉x v¯yyw{1− χ}‖,
.(1 + oL(1)p(‖q‖Xk))(1 + oL(1)pk)2‖q‖XkoL(1)(1 + ‖q¯‖Xk).
Next, upon invoking (87d)
|
∫ x0
0
(103.3.1.5)| .|
∫ x0
0
(q(k)xyy, q
〈k〉∂〈k〉x v¯∂
〈k〉
x v¯∂
〈k−1〉
x v¯yyyu¯
2{1− χ}2w2)|
.‖q(k)xyy{1− χ}w‖‖q〈k〉‖∞‖∂〈k〉x v¯‖2∞‖∂〈k−1〉x v¯yyy{1− χ}w‖
.‖q‖Xk(1 + oL(1)p(‖q‖Xk))(1 + oL(1)pk)oL(1)(1 + pk)
.oL(1) + oL(1)p〈k〉 + oL(1)‖q‖2X〈k〉 .
We now move to:
|
∫ x0
0
(103.3.2)| .
∫ x0
0
|(q(k)xyy, q〈k〉w2u¯u¯y{1− χ}2[u¯〈k〉v¯〈k〉yy + v〈k〉s u¯〈k〉yy ])|
.‖q(k)xyyw{1− χ}‖‖q〈k〉‖∞
[
‖v¯〈k−1〉y ‖∞‖v¯〈k〉yy w{1 − χ}‖
+ ‖v¯〈k〉‖∞‖u¯〈k〉yy w{1− χ}‖
]
‖‖u¯y〈y〉‖∞
.‖q‖Xk(1 + oL(1)‖q‖Xk)(1 + oL(1)pk−1)oL(1)(1 + ‖q¯‖Xk).
Above, we have invoked (87b) and (87d).
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Next,
|
∫ x0
0
|(103.3.3)| ≤
k∑
j=0
(
k
j
)∫
x
|(q(k)xyyu¯jyyy, q(k−j)y u¯2w2{1− χ}2)x=x0 dx0
.
∫
x
|(q(k)xyyu¯yyy, q(k)y u¯2w2{1− χ}2)x=x0 dx0
+
∫
x
|(q(k)xyyu¯(k)yyy, qyw2{1− χ}2)x=x0 dx0|
+
k−1∑
j=1
∫
x
|(q(k)xyyu¯(j)yyy, q(k−j)y u¯2w2{1− χ}2)x=x0 |
.‖u¯yyy‖∞‖u¯q(k)xyyw{1− χ}‖‖q(k)y w{1 − χ}‖
+ ‖q(k)xyyw{1− χ}‖‖u¯(k)yyyw‖‖qy‖∞
+ ‖v¯〈k−2〉yyyy w‖L∞x L2y‖q(k)xyyw‖‖q〈k−1〉y ‖L2xL∞y
.oL(1)(1 + oL(1)pk)‖q‖Xk
Next,
|
∫
x
(103.3.4)| .|(q(k)xyy, q〈k〉w2{1− χ}2u¯2[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
.‖q(k)xyyw{1 − χ}‖x=x0‖q〈k〉‖∞
[
‖v¯〈k〉yy w{1− χ}‖x=x0‖v¯〈k−1〉y ‖∞
+ ‖v¯〈k〉‖∞ × ‖v¯〈k−1〉yyy w{1− χ}‖x=x0
]
.oL(1)pk‖q‖2X〈k〉
|
∫
x
(103.3.5)| .|(q(k)xyy, q〈k〉{1− χ}{1− χ}′[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
.‖q(k)xyy‖loc‖q〈k〉‖∞,loc
[
‖v¯〈k−1〉y ‖∞,loc‖v¯〈k〉yy ‖loc
+ ‖v¯〈k〉‖loc‖v¯〈k−1〉yyy ‖∞,loc
]
.oL(1)pk‖q‖2X〈k〉 .
We now move to:
|
∫
x
(103.4)| .|(q(k)xyyu¯jyyy, q(k−j)y u¯2w2{1− χ}2)|+ |(q(k)xyyujsyy, q(k−j)yy u¯2w2{1− χ}2)|
+ |(q(k)xyy, u¯jyyq(k−j)y u¯u¯yw2{1− χ}2)|+ |(q(k)xyy, u¯jyyq(k−j)y u¯2wwy{1− χ}2)|
+ |(q(k)xyy, u¯jyyq(k−j)y u¯2w2{1− χ}{1− χ}′)|
.oL(1)pk‖q‖2X〈k〉 .
Above, we have used the estimates which proceed below, with the use of the
identities (104):
|
∫
x
(103.4.1)| .|(q(k)xyy, q〈k〉y u¯2w2{1− χ}2[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
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.‖q(k)xyyw{1 − χ}‖x=x0|q〈k〉y w{1− χ}‖x=x0
[
‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞
+ ‖v¯〈k〉‖∞‖v¯〈k−1〉yy ‖∞
]
|
∫
x
(103.4.2)| .‖q(k)xyyw{1 − χ}‖x=x0|q〈k〉{1− χ}w〈y〉−1‖x=x0‖v¯〈k−1〉yyy 〈y〉‖∞
|
∫
x
(103.4.3)| .‖q(k)xyyw{1 − χ}‖x=x0|q〈k〉{1− χ}w〈y〉−2‖x=x0‖v¯〈k−1〉yyy ‖∞‖u¯y〈y〉2‖∞
|
∫
x
(103.4.4)| .‖q(k)xyyw{1 − χ}‖x=x0‖v¯〈k−1〉yyy ‖∞|q〈k〉y w{1− χ}‖x=x0
|
∫
x
(103.4.5)| .‖q(k)xyy‖x=x0,loc‖q〈k〉y ‖x=x0,loc‖v¯〈k−1〉yyy ‖∞,loc.
We now move to:
|
∫
x
(103.5)| .
∫
x
(q(k)xyy, u¯
j
yyq
k−j
yy u¯
2w2{1− χ}2) +
∫
x
(q(k)xyy, u¯
j
yq
k−j
yyy u¯
2w2{1− χ}2)
+ |
∫
x
(q(k)xyy, u¯
j
yq
k−j
yy u¯u¯yw
2{1− χ}2) +
∫
x
(q(k)xyy, u¯
j
yq
k−j
yy u¯
2wwy{1− χ}2)
+
∫
x
(q(k)xyy, u¯
j
yq
k−j
yy u¯
2w2{1− χ}χ′)
.
∫
x
[
‖q(k)xyyw{1− χ}‖|q〈k〉yy w{1 − χ}‖x=x0‖v¯〈k−1〉yy ‖∞
+ ‖q(k)xyyw{1− χ}‖|q〈k〉yyyw{1− χ}‖x=x0‖v¯〈k−1〉yy ‖∞
+ ‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉yy w{1 − χ}‖x=x0‖v¯〈k−1〉yy ‖∞‖u¯y‖∞
+ ‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉yy w{1 − χ}‖x=x0‖v¯〈k−1〉yy ‖∞
+ ‖q(k)xyy‖x=x0,loc‖q〈k〉‖x=x0,loc‖v¯〈k−1〉yy ‖∞,loc
]
.oL(1)pk‖q‖2X〈k〉 .
Next,
|
∫
x
(103.6)| .|
∫
x
(v(k)yyy, q
(k)
xyy{u¯u¯yw2{1− χ}2 + u¯2wwy{1− χ}2 + u¯2w2{1− χ}χ′})|
.
∫
x
[
‖q(k)xyyw{1− χ}‖x=x0‖v(k)yyyw{1− χ}‖x=x0‖u¯y‖∞
+ ‖q(k)xyyw{1− χ}‖x=x0‖v(k)yyyw{1 − χ}‖x=x0
+ ‖q(k)xyyw|x=x0,loc‖v(k)yyy{1− χ}|x=x0,loc
]
.oL(1)pk‖q‖2X〈k〉 .
To conclude, we have
|
∫
x
(103.7)| =| −
k∑
j=1
∫
x
|
(
k
j
)
(q(k)xyy, ∂y{u¯2∂jxu¯∂k−jx qyyyw2{1− χ}2})x=x0 |
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.∫
x
‖q(k)xyyw{1 − χ}‖x=x0‖v¯〈k−1〉yy ‖∞‖q〈k−1〉yyyy {1− χ}w‖x=x0
.oL(1)pk‖q‖2X〈k〉 ,
all of which are acceptable contributions due to the cut-off {1− χ}.
This now concludes our treatment (103) and consequently (102). We now
move to the remaining terms from (101), starting with the Rayleigh commutator
term, (101.3):∫
x
‖∂xy{∂j1x u¯∂j2x u¯∂k−jx qy}w{1− χ}(x)‖2x=x0
.
∫
x
‖
[
∂〈k+1〉x u¯y∂
〈k〉
x u¯∂
〈k−1〉
x qy + ∂
〈k+1〉
x u¯∂
〈k〉
x u¯y∂
〈k−1〉
x qy
+ ∂〈k〉x u¯∂
〈k〉
x u¯∂
〈k−1〉
x qyy + ∂
〈k〉
x u¯∂
〈k〉
x u¯y∂
〈k〉
x qy
+ |∂〈k〉x u¯|2∂〈k〉x qyy
]
w{1− χ}(x)‖2x=x0
.
∫
x
[
‖∂〈k−1〉x v¯y‖∞‖∂〈k〉x v¯yyw{1− χ}‖x=x0‖∂〈k−1〉x qyw{1− χ}‖2∞
+ ‖∂〈k−1〉x v¯yy‖2∞‖∂〈k〉x v¯y‖2∞‖∂〈k−1〉x qyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯y‖2∞‖∂〈k−1〉x qyyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯y‖∞‖∂〈k−1〉x v¯yy‖2∞‖∂〈k〉x qyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯y‖2∞|∂〈k〉x qyyw{1− χ}‖2x=x0
]
.oL(1)pk‖q‖2X〈k〉 .
We now move to the Λ terms:
∂kxΛ =
k∑
j=0
v¯jxyyIx[v
(k−j)
y ] + v¯
j
yyv
(k−j)
y − v¯jxIx[v(k−j)yyy ]− v¯jv(k−j)yyy
We estimate directly:
‖v¯jxyyIx[v(k−j)y ]w{1− χ}(x)‖2x=x0 . ‖v¯〈k〉xyyw{1− χ}(x)‖2x=x0‖v〈k〉y ‖2∞
‖v¯jyyv(k−j)y w{1− χ}(x)‖2x=x0 . ‖v¯〈k〉xyyw{1− χ}(x)‖2x=x0‖v〈k〉y ‖2∞
‖|v¯jxIx[v(k−j)yyy {1− χ}w(x)‖2x=x0 . ‖v¯〈k+1〉‖∞‖v〈k〉yyyw{1− χ}(x)‖2x=x0
‖v¯j |v(k−j)yyy {1− χ}w(x)‖2x=x0 . ‖v¯〈k+1〉‖∞‖v〈k〉yyyw{1− χ}(x)‖2x=x0 .
Upon integrating in x, the above terms are majorized by oL(1)p(‖q¯‖X〈k+1〉)(1+
‖q‖Xk). We now move to the U(u0) terms:∫
|∂kxU(u0)|2w2{1− χ}2 ≤
∫ [
|v¯kxyy|2|u0|2 + |v¯kx|2|u0yy|2
]
w2{1− χ}2
≤‖u0‖2∞‖v¯kxyyw{1− χ}‖2x=x0 + ‖u0yyw{1− χ}‖2‖v¯kx‖2∞.
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Integrating, the above is majorized by C(u0)oL(1)p(‖q¯‖X〈k+1〉). Similarly,
the g contributions are clearly estimated via ‖∂xygk1{1− χ}w‖2.
Proposition 18 For k ≥ 0, and let q solve (17). Then:
‖q‖Xk .C(q0) + ‖∂kx∂xyg1w‖2 + oL(1)‖∂kx∂x∂xyg1〈y〉‖2 + κoL(1)C(u0)
+ oL(1)(p(‖q¯‖X〈k〉) + κp(‖q¯‖X〈k+1〉))
(
C(q0) + ‖q‖2Xk
)
.
(105)
Proof. We add together (92), a small multiple of (98) and (100). On the
left-hand side, this produces
sup[|q(k)yyyw{1− χ}|2 + |u¯q(k)xy |2] + ‖v(k)yyyyw{1− χ}‖2
+ ‖v(k)yyyy‖loc + ‖q(k)xyyw{1− χ}‖2 + ‖q(k)xyy
√
u¯‖2,
(106)
which can clearly be combined to majorize ‖q(k)‖X . On the right-hand side
‖∂xy∂kxg1w{1− χ}‖2 + C(q0) + κoL(1)C(u0) + oL(1)(p(‖q¯‖Xk)
+ κp(‖q¯‖X〈k+1〉)(C(q0) + ‖q(k)‖2X) + o(1)‖q(k)‖E
+ oL(1)‖∂xxy∂kxg1〈y〉‖2 + |u¯qkxy(0, ·)|2
(107)
Of these, the o(1)‖q(k)‖E term is absorbed to the left-hand side. Finally, the
initial value |u¯q(k)xy (0, ·)|2 is obtained through (39).
We can upgrade to higher y regularity by using the equation. In this direc-
tion, we establish the following lemma:
Lemma 19 Let q solve (17). Then the following inequality is valid:
‖∂5yv‖+ ‖∂6yv‖ . ‖q‖X〈1〉 + C(u0). (108)
Proof. We begin with the following identity
u¯v(1)yyyy =u¯∂yy∂xy{u¯qy}
=∂yy{u¯∂xy{u¯qy}} − u¯yy∂xy{u¯qy} − 2u¯y∂xyy{u¯qy}
=∂yy∂xy{u¯2qy} − ∂yy{u¯xyu¯qy} − ∂yy{u¯x∂y{u¯qy}}
− ∂yy{u¯y∂x{u¯qy}} − u¯yy∂xy{u¯qy} − 2u¯y∂xyy{u¯qy}
=∂yy
{
vyyyy + Λ(v) + U(u
0)− ∂xyg1
}
− ∂yy{u¯xyu¯qy}
− ∂yy{u¯x∂y{u¯qy}} − ∂yy{u¯y∂x{u¯qy}} − u¯yy∂xy{u¯qy}
− 2u¯y∂xyy{u¯qy}. (109)
We rearrange the above to solve for ∂6yv. We thus estimate each of the other
terms in (109). We clearly have
‖u¯v(1)yyyy‖+ ‖u¯qyyy‖+ ‖q(1)yy ‖+ ‖q(1)yyy‖+ ‖u¯qxy‖ . ‖q‖X〈1〉 .
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This accounts for all of the q terms from (109),and since u0, g1 are arbitrarily
regular, it remains to estimate ∂yyΛ(v). An examination of the terms in Λ(v)
shows that we must estimate the latter two, higher order terms, as the former
two will be controlled by ‖q‖X .
‖∂yyΛ(v)‖ =‖∂yy{v¯xyyIx[vy] + v¯yyvy − v¯xIx[vyyy]− v¯vyyy}‖
.‖q‖X + ‖v¯xIx[∂5yv]‖+ ‖v¯∂5yv‖
.‖q‖X + o(1)‖∂6yv‖.
Above, we have used the integration by parts inequality
‖v¯∂5yv‖2 =(v¯∂5yv, v¯∂5yv) = −2(v¯y∂5yv, v¯∂4yv)− (v¯∂6yv, v¯∂4yv)
.‖v¯y‖∞‖v¯∂5yv‖∂4yv‖+ ‖v¯‖2∞‖∂6yv‖‖∂4yv‖
.o(1)‖v¯∂5yv‖2 + o(1)‖∂6yv‖2 + ‖∂4yv‖2. (110)
Summarizing, we have thus obtained
‖∂6yv‖ . ‖q‖X〈1〉 + o(1)‖∂6yv‖+ C(u0),
which proves the lemma upon pairing with (110).
It is clear that we can upgrade to higher y regularity by iterating the above.
We now come to the proofs of two of our main results. of Theorem 3.
Theorem 3 is a direct consequence of Proposition 12 and Proposition 18.
of Theorem 2. We begin by reformulating the Prandtl equations, (4) into
the D-Prandtl system, analogous to (17), which produces (U = Λ = f = 0)
−∂xy{u¯2qy}+ ∂4yv = 0, q :=
v
u¯
. (111)
From here, Proposition 18 is applied with g1 = 0, κ = 0, and q = q¯ to give
‖q‖Xk = ‖q¯‖Xk . C(q0) . C(u0p|x=0).
Above, we have used that the constant C(q0) depends on ‖u¯qxy‖x=0. From
(111), we obtain
−u¯qxy = −vyyy
u¯
+ 2u¯xqy, (112)
from which
‖u¯qxy‖x=0 ≤ ‖ 1
u¯
vyyy‖x=0 + ‖2u¯xqy‖x=0 ≤ C(u0p|x=0). (113)
It is important to note that vyyy|x=0(0) = 0 fro u¯yy|y=0 = 0 according to the
Prandtl equation, (4). Above, we use that the quantities ∂Ny v|x=0 for any N ≥ 0
is determined according to the initial data, u0p|x=0. Hence, (111) becomes
‖q‖X0 = ‖q¯‖X0 ≤ C(u0).
This concludes the proof.
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3 Prandtl Layer Expansions
3.1 Specification of Equations
We will assume the expansions:
Uε = u˜ns + ε
N0u, V ε = v˜ns + ε
N0v, P ε = P˜ns + ε
N0P. (114)
We will denote the partial expansions:
uis =
i∑
j=0
√
ε
j
uje +
i−1∑
j=0
√
ε
j
ujp, u˜
i
s = u
i
s +
√
ε
i
uip, (115)
vis =
i∑
j=1
√
ε
j−1
vje +
i−1∑
j=0
√
ε
j
vjp, v˜
i
s = v
i
s +
√
ε
i
vip, (116)
P is =
i∑
j=0
√
ε
j
P je , P˜
i
s = P
i
s +
√
ε
i
{
P ip +
√
εP i,ap
}
. (117)
We will also define uE,is =
∑i
j=0
√
ε
j
uje to be the “Euler” components of the
partial sum. Similar notation will be used for uP,is , v
E,i
s , v
P,i
s . The following will
also be convenient:
uEs :=
n∑
i=0
√
ε
i
uie, v
E
s :=
n∑
i=1
√
ε
i−1
vie,
uPs :=
n∑
i=0
√
ε
i
uip, v
P
s :=
n∑
i=0
√
ε
i
vip,
us = u
P
s + u
E
s , vs = v
P
s + v
E
s .
(118)
The P i,ap terms are “auxiliary Pressures” in the same sense as those introduced in
[GN14] and [Iy15] and are for convenience. We will also introduce the notation:
u¯ip := u
i
p − uip|y=0, v¯ip := vip − vip(x, 0), v¯ie = vie − vie|Y=0. (119)
We first record the properties of the leading order (i = 0) layers. For the
outer Euler flow, we will take a shear flow, [u0e(Y ), 0, 0]. The derivatives of u
0
e
decay rapidly in Y and that is bounded below, |u0e| & 1.
For the leading order Prandtl boundary layer, the equations are given in (4),
for the i’th Euler layer, i ≥ 1, the equations are given by (24), whereas for the
i’th Prandtl layer the equations are given by (25).
The relevant definitions of the forcing terms in those equations are given be-
low. Note that as a matter of convention, summations that end with a negative
number are empty sums.
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Definition 20 (Forcing Terms)
− f iE,1 := ui−1ex
i−2∑
j=1
√
ε
j−1{uje + ujp(x,∞) + ui−1e
i−2∑
j=1
√
ε
j−1
ujex
+
√
ε
i−2
[{ui−1e + ui−1p (x,∞)}ui−1ex + vi−1e ui−1eY ]
+ ui−1eY
i−2∑
j=1
√
ε
j−1
vje + v
i−1
e
i−2∑
j=1
√
ε
j−1
ujeY −
√
ε∆ui−1e − gu,iext,e
− f iE,2 := vi−1eY
i−2∑
j=1
√
ε
j−1
vje + v
i−1
e
i−2∑
j=1
√
ε
j−1
vjeY +
√
ε
i−2
[vi−1e v
i−1
eY + u
i−1
e v
i−1
ex ]
+ {ui−1e + ui−1p (x,∞)}
i−2∑
j=1
√
ε
j−1
vjex + v
i−1
ex
i−2∑
j=1
√
ε
j−1{uje + ujp(x,∞)}
− √ε∆vi−1e − gv,iext,e,
− f (i) := √εui−1pxx + ε−
1
2 {vie − vie(x, 0)}u0py + ε−
1
2 {u0e − u0e(0)}ui−1px + ε−
1
2 {uP,i−1sx
− u¯0sx}ui−1p + ε−
1
2 {uE,i−1sx − u¯0sx}{ui−1p − ui−1p (x,∞)} + ε−
1
2 vi−1p {u¯i−1sy
− u0py}+ ui−1px
i−1∑
j=1
√
ε
j−1
(uje + u
j
p) + ε
− 1
2 (vi−1s − v1s)ui−1py + ε−
1
2 (v1e
− v1e(x, 0))ui−1py +
√
εuieY
i−1∑
j=0
√
ε
j
vjp + v
i
e
i−1∑
j=1
√
ε
j−1
ujpy + u
i
ex
i−1∑
j=0
√
ε
j{ujp
− ujp(x,∞)} + uie
i−1∑
j=0
√
ε
j
ujpx +
∫ ∞
y
∂x{
√
ε
2
uie
i−1∑
j=0
√
ε
j
vjpx +
√
εviex
×
i−1∑
j=0
√
ε
j{ujp − ujp(x,∞)} +
√
ε
2
vieY
i−1∑
j=0
√
ε
j
vjp +
√
εvie
i−1∑
j=0
√
ε
j
vjpy
+
√
εvi−1s v
i−1
py +
√
εvi−1sy v
i−1
p +
√
εvE,i−1sx {ui−1p − ui−1p (x,∞)}
+
√
εvP,i−1sx u
i−1
p +
√
εui−1s v
i−1
px +
√
ε∆εv
i−1
p +
√
ε
i{ui−1p vi−1px + vi−1p vi−1py }} dz
− gu,iext,p +
∫ ∞
y
∂x{
√
ε
2
gv,iext,p} dz.
For i = 1 only, we make the following modifications. The aim is to retain only
the required order
√
ε terms into f (1). f (2) will then be adjusted by including
the superfluous terms. Moreover, f (1) will contain the important gu,1ext,p external
forcing term. Specifically, define:
f (1) :=gu,1ext,p − u0pu1ex|Y=0 − u0pxu1e|Y=0
− u¯0eY (0)yu0px − v0pu0eY − v1eY (0)yu0py.
(120)
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For the final Prandtl layer, we must enforce the boundary condition vnp |y=0 =
0. Define the quantities [up, vp, Pp] to solve
u¯∂xup + up∂xu¯+ ∂yu¯vp + v¯∂yup + ∂xPp − ∂yyup := f (n),
∂xup + ∂yvp = 0, ∂yP
i
p = 0
[up, vp]|y=0 = [−une , 0]|y=0, up|y→∞ = 0 vp|x=0 = V nP .

 (121)
Note the change in boundary condition of vp|y=0 = 0 which contrasts the i =
1, .., n − 1 case. This implies that vp =
∫ y
0 upx dy
′. For this reason, we must
cut-off the Prandtl layers:
unp := χ(
√
εy)up +
√
εχ′(
√
εy)
∫ y
0
up(x, y
′) dy′,
vnp := χ(
√
εy)vp.
Here En is the error contributed by the cut-off:
E(n) := u¯∂xunp + unp∂xu¯+ v¯∂yunp + vnp ∂yu¯− unpyy − f (n).
Computing explicitly:
E(n) :=(1 − χ)f (n) + u¯√εχ′(√εy)vp(x, y) + u¯x
√
εχ′
∫ y
0
up
+ v¯
√
εχ′up + εv¯χ
′′
∫ y
0
up +
√
εχ′up
+ ε
3
2χ′′′
∫ y
0
up + 2εχ
′′up +
√
εχ′upy. (122)
We will now define the contributions into the next order, which will serve as
the forcing for the remainder term:
f(n+1) :=
√
ε
n
[
εunpxx + v
n
p {u¯nsy − u0py}+ {u0e − u0e(0)}unpx
+ unpx
n∑
j=1
√
ε
j
(uje + u
j
p) + {unsx − u¯0sx}unp + (vns − v1s)unpy
+ {v1e − v1e(x, 0)}unpy
]
+
√
ε
nE(n) +√εn+2∆une
+
√
ε
n
unex
n−1∑
j=1
√
ε
j
uje +
√
ε
n
une
n−1∑
j=1
√
ε
j
ujex +
√
ε
2n
[uneu
n
ex (123)
+ vne u
n
eY ] +
√
ε
n+1
uneY
n−1∑
j=1
√
ε
j−1
vje +
√
ε
n−1
vne
n−1∑
j=1
√
ε
j+1
ujeY ..
g(n+1) :=
√
ε
n
[
vns ∂yv
n
p + ∂yv
n
s v
n
p + ∂xv
n
s u
n
p + u
n
s ∂xv
n
p −∆εvnp
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+
√
ε
n
(
unp∂xv
n
p + v
n
p ∂yv
n
p
)]
+ (
√
ε)n∂Y v
n
e
n−1∑
j=1
(
√
ε)j−1vje
+
√
ε
n−1
vne
i−1∑
j=1
√
ε
j
∂Y v
j
e +
√
ε
2n−1
[vne v
n
eY + u
n
e∂xv
n
e ] (124)
+
√
ε
n
une
n−1∑
j=1
(
√
ε)j−1∂xv
j
e +
√
ε
n−1
∂xv
n
e
n−1∑
j=0
√
ε
j
uje +
√
ε
n+1
∆vne .
FR := ε
−N0(∂yf
(n+1) − ε∂xg(n+1)). (125)
3.2 Construction of Euler Layers
Our starting point is the system (24). Going to vorticity yields the system we
will analyze:
u0e∆v
i
e + u
0
eY Y v
i
e = F
(i) := ∂Y f
i
E,1 − ∂xf iE,2,
vie|Y=0 = −vi−1p |y=0, vie|x=0,L = V iE,{0,L}, uie|x=0 = U iE,0.
(126)
The data for uie|x=0 is required because uie = uie|x=0 −
∫ x
0 v
i
eY will be recovered
through the divergence free condition upon constructing vie.
We will quantify the decay rates as Y ↑ ∞ for the quantities V iE,0,L and F (i).
Definition 21 In the case of i = 1, define wm1 = Y
m1 if v1e |x=0 ∼ Y −m1 or
wm1 = e
m1Y if v1e |x=0 ∼ e−m1Y as Y ↑ ∞. This now fixes whether or not wm
will refer to polynomial or exponential growth rates. For other layers, we will
assume:
V iE,{0,L} ∼ w−1mi for mi >> m1
F (i) ∼ w−1li for some li >> 0.
(127)
Finally, let m′i := min{mi, li}.
Define:
S(x, Y ) = (1− x
L
)
Vi,0(Y )
vi−1p (0, 0)
vi−1p (x, 0) +
x
L
Vi,L(Y )
vi−1p (L, 0)
vi−1p (x, 0), (128)
and consider the new unknown:
v¯ := vie − S,
which satisfies the Dirichlet problem:
−u0e∆v¯ + u0eY Y v¯ = F (i) +∆S, v¯|∂Ω = 0. (129)
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From here, we have for any m < m′i − n0 for some fixed n0, perhaps large,
||v · wm||H1 . 1. (130)
To go to higher-order estimates, we must invoke that the data are well-
prepared in the following sense: taking two ∂2Y to the system yields:
∂2Y v
i
e(0, Y ) = ∂
2
Y Vi,0(Y ), (131)
∂2Y v
i
e(L, Y ) = ∂
2
Y Vi,L(Y ), (132)
∂2Y v
i
e(x, 0) =
1
u0e(0)
{
vi−1pxx(x, 0) + u
0
eY Y (0)v
i−1
p (x, 0) + F
(i)(x, 0)
}
. (133)
Our assumption on the data, which are compatibility conditions, ensure:
∂2Y Vi,0(0) =
1
u0e(0)
{
vi−1pxx(0, 0) + u
0
eY Y (0)v
i−1
p (0, 0) + F
(i)(0, 0)
}
, (134)
∂2Y Vi,0(L) =
1
u0e(0)
{
vi−1pxx(L, 0) + u
0
eY Y (0)v
i−1
p (L, 0) + F
(i)(L, 0)
}
. (135)
It is natural at this point to introduce the following definition:
Definition 22 (Well-Prepared Boundary Data) Consider the corner (0, 0).
There exists a value of
(
∂2Y v
i
e|Y=0
)
|x=0 which is obtained by evaluating (133) at
x = 0. There exists a value of
(
∂2Y v
i
e|x=0
)
|Y=0 which is obtained by evaluating
(131) at Y = 0. These two values should coincide. The analogous statement
should also hold for the corner (L, 0). In this case, we say that the boundary
data are “well-prepared to order 2”. The data are “well-prepared to order 2k”
if we can repeat the procedure for ∂2kY .
We thus have the following system:
−u0e∆v1eY Y + u0eY Y v1eY Y + ∂4Y u0ev1e + 2∂3Y u0ev1eY
− 2u0eY∆v1eY − u0eY Y∆vie = ∂Y Y F (i). (136)
We can define another homogenization in the same way:
S(2)(x, Y ) = (1 −
x
L
)
V ′′i,0(Y )
∂2Y v
i
e(x, 0)
∂2Y v
i−1
p (x, 0) +
x
L
V ′′i,L(Y )
∂2Y v
i−1
p (L, 0)
∂2Y v
i−1
p (x, 0),
(137)
which is smooth and rapidly decaying by the assumption that the data are well-
prepared. Let us consider the system for v¯ := v1eY Y −B(2). The first step is to
rewrite:
viexx = −vieY Y +
u0eY Y
u0e
vie + F
i,
= −v¯ + S(2) + F i. (138)
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We can now rewrite the system (136) in terms of v¯:
−u0e∆v¯ + u0eY Y v¯ + ∂4Y u0ev1e + 2∂3Y u0ev1eY
− 2u0eY [∂Y {v¯ + S2}+ ∂Y {v¯ + S2 + F i}]
− u0eY Y
[
F i
]
= u0e∆S2 + u
0
eY Y S2 + ∂Y Y F
i. (139)
Obtaining estimates for v¯ yields for any m < m′i − n0:
||v¯ · wm||H1 . 1. (140)
Translating to the original unknown gives:
||vieY Y , v1eY Y x, vieY Y Y · wM ||L2 . 1. (141)
Using the equation and Hardy in Y , we can obtain:
||viexx, viexxx, v1exY , viexxY · wM ||L2 . 1. (142)
Thus, we have the full H3 estimate. u1e can be recovered through the diver-
gence free condition:
uie(x, Y ) := u
i
e(0, Y )−
∫ x
0
∂Y v
i
e(x
′, Y ) dx′. (143)
The compatibility conditions can be assumed to arbitrary order by iterating
this process, and thus we can obtain:
Proposition 23 There exists a unique solution vie satisfying (126). With u
i
e
defined through (143), the tuple [uie, v
i
e] satisfy the system (24). For any k ≥ 0
and M ≤ m′i − n0 for some fixed value n0 > 0:
||{uie, vie}wM ||Hk ≤ Ck,M . (144)
Proof. The existence follows from Lax-Milgram, whereas the estimates follow
from continuing the procedure resulting in (141) - (142).
Corollary 24 Assume mi >> m1 for i = 2, ..., n. Then:
‖{uie, vie}wm1
2
‖Hk . 1. (145)
Proof. This follows from two points. First, for the i = 1 case, the forcing
is absent and therefore the parameter l1 can be taken arbitrarily large. In
particular this implies that m′1 = m1. Second, a subsequent application of the
above proposition shows that the i-th layer quantities decay like m1 − n0. An
examination of the forcing terms f iE,1, f
i
E,2 shows that these quantities decay
as w−1m1−n0 . Thus, for i ≥ 2, we can take the parameter li = m1 − n0 = m′i.
Therefore, if m1 is sufficiently large,
m1
2 << m1 − 10n0.
Recall the definition of mi from Definition 21. The main estimate here is:
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Lemma 25 Let vie be a solution to (126). For any m
′ < mi, ‖viex(0, ·)wm′‖∞ .
1.
Proof. We first homogenize vie by introducing v¯e := v
i
e−b. Recall the definition
of χ in (18). We will localize using 1 − χ( YN ) for some large, fixed N > 1. A
direct computation produces the following:
∆({1− χ(Y
N
)}v¯e) ={1− χ(Y
N
)}u
0
eY Y
u0e
v1e − {1− χ(
Y
N
)}∆b
+ 2∂Y {1− χ( Y
N
)}v¯eY + ∂Y Y {1− χ( Y
N
)}v¯e := R.
Let w = w−1m′ . Now we define the quotient q
δ =
{1−χ( Y
N
)}v¯e
w(Y )+δ , which satisfies:
∆qδ + 2
wY
w + δ
qδY︸ ︷︷ ︸
:=Tδ
+
wY Y
w + δ
qδ =
R
w + δ
. (146)
Case 1: wmi are polynomials in Y
The following inequalities hold, independent of small δ:
| R
w + δ
| . 1, (147)
| wY Y
w + δ
{1− χ( Y
N
)}| ≤ o(1). (148)
The inequality, (148), holds because |wY Y | . Y −2|w| for polynomial decay, so
by taking N large, we can majorize the desired quantity by o(1). To apply the
maximum principle to qδ, we introduce the following barrier, for m large and
fixed and for f = f(x) satisfying f ′′(x) < −1:
qδ− := q
δ − f(mx)
[
sup | R
w + δ
|+ sup |wY Y
w
qδ|
]
,
qδ+ := q
δ − f(mx)
[
sup | R
w + δ
|+ sup |wY Y
w
qδ|
]
Immediate computations gives Tδ[qδ−] ≥ 0 and Tδ[gδ+] ≤ 0. Applying the
maximum principle to both qδ−, q
δ
+ gives:
‖qδ‖∞ . sup | R
w + δ
|+ sup |wY Y
w
qδ|.
Applying (147) and (148) gives:
‖qδ‖∞ . 1,
uniformly in δ > 0. Due to the cutoff {1− χ( YN )}, all quantities are supported
away from Y = 0, we may differentiate the equation, (146), in Y to obtain the
new system:
∆qδY + 2
wY
w + δ
qδY Y + [
wY Y
w + δ
+ 2∂Y { wY
w + δ
}]qδY = ∂Y {
R
w + δ
} − ∂Y { wY Y
w + δ
}qδ.
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Clearly, we may repeat the above argument for the unknown qδY . Bootstrap-
ping further to qδY Y and using the equation, we establish:
‖qδxx‖∞ . 1.
For each fixed Y , qδx(x∗, y) = 0 for some x∗ = x∗(Y ) ∈ [0, L] since qδ(0, Y ) =
qδ(L, Y ) = 0. Thus, using the Fundamental Theorem of Calculus ‖qδx‖∞ . 1.
Finally, we use the pointwise in Y equality:
|qδx − qx| = δ|
χv¯ex
w(w + δ)
| → 0 as δ ↓ 0, pw in Y.
Thus, for each fixed Y , there exists a δ∗ = δ∗(Y ) > 0 such that for 0 <
δ < δ∗(Y ), |qδx − qx| ≤ 1/2. Thus, |qx(Y )| . 1. This is true for all Y . Thus,
‖qx‖∞ . 1.
Case 2: wmi are exponential in Y
In this case, we start with (146), and perform Hk energy estimates. We
replace (147) and (148) with:
‖ R
w + δ
〈Y 〉M‖ <∞ for large M. (149)
From here, straightforward energy estimates show ‖qδ‖Hk . 1 for any k.
This is achieved by repeatedly differentiating in Y and using that the cutoff
{1 − χ( YN )} localizes away from the boundary {Y = 0}. We thus conclude
‖qδxx‖∞ . ‖qδ‖H4 . 1 using Sobolev embedding. The proof then concludes as
in the polynomial case.
Proof of Theorem 5. Theorem 5 is a consequence of Theorem 3, Proposition
23, Corollary 24, and Lemma 25.
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