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Abstract
The dynamic mathematical model of a tubular reactor for the production of low-density polyethylene (LDPE)
is introduced and simulation studies of a LDPE plant are presented. The plant consists of the tubular reactor,
compressors, heat exchangers and material recycles. The overall model formulation comprises differential, partial
differential and algebraic equations. This model formulation is transformed into a DAE system using an adaptive
method of lines approach, where the grid points may change their position but their number remains constant. With
this technique a solution on a standard PC is possible.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Low-density polyethylene (LDPE) is one of themost often produced polymers in theworld.The process
has been established in the early 1970s. There are two reactor types where the polymerization is carried
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Fig. 1. Flow-sheet of the LDPE production plant.
out, an autoclave reactor, and a tubular reactor, which is considered here. Even though the process is
well established, in literature there are only few studies available, which deal with the dynamic behavior
of this process. The steady-state behavior has been examined in all the levels in detail [2,3], but for the
analysis of the dynamic behavior only very simple models have been used so far [1].
A ﬂow-sheet diagram of the process is depicted in Fig. 1. The plant consists of the tubular reactor
and some peripheral units, such as compressors, separators, heat exchangers, mixers, a valve and two
recycle lines. The operating conditions under which low-density polyethylene is produced, are quite ex-
treme. The pressure at the reactor inlet is in between 2000 and 3200 bar and the temperature regime is
in the range 400–600K. Because of the high pressure, the thickness of the reactor wall is of the same
order as its inner diameter. The reaction is initiated by free radicals, which are generated by decom-
position of radical donators, i.e. initiators. Most often peroxides are used for that step. The subsequent
chain growth reaction is highly exothermic. In order to remove the heat of reaction, these tubular re-
actors are not only very long (> 1000m), but the injection of initiator is distributed along the tube.
Nevertheless, only 30–35% of the monomer can be converted to polymer due to high exothermicity
of the reaction. Therefore, unreacted monomer is separated from the polymer and recycled into the
reactor. There are two recycle lines, one operated at higher pressure, the other one at almost ambient
conditions.
For the derivation of the mathematical model equations, the tubular reactor is divided into 16 mod-
ules. Each of these modules comprises one coolant cycle, operated counter-current wise. Four mod-
ules build one section, different sections are bounded by the initiator feeds or the reactor boundaries
itself.
Usually, such a plant is connected in a production network with up- and down-stream processes. These
processes have inﬂuence on the throughput of the plant. Despite of changes in throughput, product quality,
which is characterized e.g. by the melt ﬂow index or the density, has to remain constant. Moreover, more
than 15 different types of polyethylene are produced in such a plant. Since stocking costs are huge, the
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strategy is to produce what is required by market demands. Hence the plant has to undergo frequent
grade changes. For the optimization of load or grade changes, a detailed dynamic model is required. The
mathematical model should contain information on properties, which are characteristic for the product,
e.g. chain length distribution, long- or short-chain branching, the number of double bonds, etc.
Another key target, which can only be addressed using dynamicmodels, ismodel-based process control,
such that certain safety constraints hold. E.g. the temperature in the reactor may not exceed a maximum,
since beyond that point, polymer starts to decompose.
2. Model equations
2.1. Reaction kinetics
LDPE is produced by a free radical polymerization, which means, that highly reactive radicals are
needed for the initiation and chain growth steps. For initiation usually peroxides are used. Here a mixture
of different initiators is in use, each of them decomposes into radicals depending on the temperature.
Another mechanism leading to radicals is the thermal decomposition of ethylene, reported in [4]. In the
next step, in the presence of radicals, monomer starts to react with them, forming longer and longer
radicals, so-called ‘living polymer’. The third main step in a free radical polymerization is the termi-
nation. Two different termination mechanisms can be distinguished, i.e. disproportion and combination.
The difference between them is that in the ﬁrst case an unsaturated end remains, which leads to dou-
ble bonds. As mentioned earlier, the number of double bonds has signiﬁcant impact on the product
properties.
A reaction scheme, involving the reactions characteristic for all free radical polymerizations is
I
kI−→ 2RI initiator decomposition,
RI +M
kp,I−→ R1 initiation,
3M kth−→ 2R1 +M thermal initiation,
Ri +M kp−→ Ri+1 propagation,
Ri + Rj kt,c−→ Pi+j termination by combination,
Ri + Rj kt,d−→ Pi + Pj + DB termination by disproportion.
Here, the initiators are denoted by I ( = 1, 2, 3) and their corresponding radicals RI . M denotes the
monomer, i.e. ethylene,Ri living (active) polymer andPi dead (inactive) polymer (LDPE) of chain length
i. The establishment of double bonds is included into the reaction scheme by introducing a ‘counter’, DB
which can be seen as a probability under which double bonds are formed.
In this work also side reactions, leading to short- or long-chain branching and to additional unsatu-
rated chain ends are taken into account, such as chain transfer to polymer and monomer, back biting or
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Fig. 2. Cut illustrating tube conﬁguration.
-scission. The corresponding reaction schemes are:
Ri +M ktr,M−→ Pi + R1 + DB chain transfer to monomer,
Ri + Pj j ·ktr,P−→ Pi + Rsec,j chain transfer to polymer,
Ri +X ktr,X−→ Pi + RX chain transfer to modiﬁer,
RX +M kp,X−→ R1 initiation,
Ri
kbb−→ Ri + SCB back biting,
Rsec,i +M kp,sec−→ Ri+1 + LCB propagation of sec. radicals,
Rsec,i
k−→ Pi−k + Rk + DB -scission.
Here, the modiﬁer X catches free radicals and is thus used for inﬂuencing the chain length distribution. Its
radicals are denoted byRX. In analogy to the formation of double bonds, long- and short-chain branching
is modeled using the additional probabilities LCB and SCB. The subscript sec of the living radicals Ri
shall denote that this is a linear molecule, where the lacking hydrogen is not located at one chain end, but
at an intermediate point. Hence such a reaction is the origin of long chain branching.
2.2. Balance equations of the tubular reactor
The mathematical model of the tubular reactor is based on conservation laws for momentum, mass and
energy, using the reaction scheme introduced above. The general structure of the model equations for one
module of the tubular reactor is as follows (see Fig. 2):
Coolant cycle
xCt − vCxCz = S2(x)−(xC). (1)
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Inner reactor wall
xWt + xWzz = S1(x)− S2(x). (2)
Tubular reactor
C
[
xRt 0
0 xRt
]
− v
[
xRz 0
0 xRz
]
=
(
R1(x)
R2(x)
)
−
(
0
S1(x)
)
. (3)
Here, xR denotes the reactor temperature and xR contains the remaining states in the reactor, i.e. mass
fractions, pressure and moments of the polymer chain length distribution. The moments of the dead
polymer distribution are deﬁned by
Pi =
∞∑
=1
icP , (4)
where cP is the concentration of dead polymer with chain length . Furthermore, xC denotes the temper-
ature of the coolant, xW the temperature of the reactor wall. This wall is included into the mathematical
model, because the ratio of inner diameter and thickness of the wall is approx. equal to one. Therefore,
the thermal capacity of the reactor wall is not negligible.
Moreover x comprises variables for the number of long- and short-chain branches as well as the number
of double bonds. Hence the dimension of x is approx. 30. The subscripts t and z denote the ﬁrst, zz the
second derivative of the state x with respect to time or spatial coordinate z.
Ri(x) are the rates of the reaction scheme presented above and Si(x) are heat exchange terms. Most
of the reaction rates k• are of Arrhenius type, hence, nonlinear in terms of pressure and temperature,
but some are also dependent on the chain length i or moments of the chain length distribution. They are
described in detail in [7]. A list of similar expressions is given in [9].
The heat loss to the ambience (due to radiation and convection) is covered by . It is important to
note, that the ‘capacitance matrix’C is singular, since the pressure dynamics is assumed to be inﬁnitely
fast, i.e. quasi-stationary. Moreover, the moment equations for the dead polymer do not close, i.e. the
ith moment depends on higher ones. To describe the characteristic quantities of the distribution, the ﬁrst
three (zeroth, ﬁrst and second) moments are needed. So, for the third moment, an algebraic constraint,
introduced in [8] has been used:
P3 = (2.0P0P2 − (P1)2)
P2
P0
P
1
. (5)
A detailed description of the model can be found in [7].
2.3. Peripheral units
The mathematical models for the peripheral units (separators, mixers, compressors and recycle lines)
are derived from balance equations for mass and energy. For simplicity, it is assumed that the separation
in the ﬂash units is ideal, only the monomer and the modiﬁer are recycled, and only the product (polymer)
is withdrawn from the plant. All volumes are well mixed and for all model equations of the peripheral
units except for the energy balance the quasi-stationary approach is used.
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2.4. Discretization
As already mentioned earlier in this paper, the model of one module of the tubular reactor comprises
approximately 30 partial differential and algebraic equations. The mathematical models for the peripheral
units, such as separators, compressors, mixers and heat exchangers are represented by DAE systems. In
order to simulate the model of the whole plant using the ﬂow-sheet simulator DIVA [10,12], the model
equations of the tubular reactor have to be transformed into aDAE form.This can be done using an adaptive
method of lines [10,13]. The adaptation of the grid nodes can either be done statically or dynamically.
In a static adaptation scheme, the grid is ﬁxed, then the regridding takes place where grid points are
inserted or dropped.Then the grid remains ﬁxed again for the next few integration steps. Hence the number
of grid points changes whereas it remains constant when a dynamic adaptation mechanism is used. For
the second approach no additional step for the regridding is required, the grid moves continuously, but
the dimension of the system is increased by the number of grid nodes. During the simulation run, the
ﬂow-sheet simulator DIVA does not allow the number of states to change, hence a dynamic grid node
adaptation has to be used.
The positions of the grid nodes follow the equidistribution principle introduced in [5]. They suggested
an adaptive grid which has regions of high resolution wherever necessary. This allows larger steps for
the time integration. For this purpose, the model equations are transformed to the new moving grid
according to
xj
t
∣∣∣∣
zn(t)
= dxj,n
dt
− xj
z
dz
dt
∣∣∣∣
zn(t)
. (6)
This formulation represents the Lagrangian of the time derivative of any state xj in the tubular reactor at
a grid node zn(t). At the boundaries, z1(t) and zN(t) the grid nodes are ﬁxed and
xj
t
∣∣∣∣
z(t)
= dxj,
dt
, = 1, N . (7)
Additional equations are required to determine the positions of the inner grid points. The general form of
these equations reads
E(x, z, )
dz
dt
= g(x, z, ), (8)
where  and  are temporal or spatial regularization parameters and z is a vector containing the inner grid
points. Both, matrix E and the function vector g are based on the spatial equidistribution principle, where
a monitor function for the estimation of the discretization error is used and the grid nodes are placed such
that the error is small. In this work, an arc-length monitor function is used, but of course one could also
think of higher-order derivatives in this monitor
M(z, x)=
√√√√1+ L
J
J∑
j=1
(
1
Xj
xj
z
)2
. (9)
ThereinXj is used in order to normalize the state xj such that all states contributewith a similarmagnitude
to the monitor function. L denotes the length of the reactor. Of course, not all states have to be included
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into that function, in fact, including all states just enlarges the number of entries into the Jacobian (we
would have a sub-matrix with an almost dense structure) and hence increases the computation time and
storage requirement. In this application, only the zeroth moment of living polymer is used in the monitor
function, since it turned out that this has a very important inﬂuence on the physical properties of the
produced polymer.
In an ideal grid node arrangement the discretization error is distributed uniformly across the spatial
coordinate. The equidistribution principle postulates that integrals over adjacent sub-domains of amonitor
function have to be equal, i.e., are constant over the whole domain. Hence,
∫ zn
zn−1
M(z, x) dz=
∫ zn+1
zn
M(z, x) dz ∀n ∈ [2, N − 1]. (10)
3. Simulation results
Using the adaptive method of lines approach, one PDE is transformed into N ODEs and hence one
module contains approx. 30×N state variables, whereas for the whole tubular reactor this number has to
be multiplied by 16, ending up with 480×N equations. The peripheral units add some more equations,
but their number is negligible. In this work, we will compare simulations with ﬁxed and adaptive grid
using ﬁnite differences (ﬁrst-order backwards differences for ﬁrst-order derivatives, second-order central
differences for second-order derivatives). Using the adaptive grid a startup scenario will be presented.
All simulations have been performed using the simulation package DIVA with the sparse linear implicit
extrapolationmethodLIMEX[6].The conﬁgurationofLIMEXwas such that a relative error of er=0.1e−4
and an absolute error of ea,j = xmax,j er has been chosen. Here, xmax,j is a reasonable maximum value of
the state xj , e.g., for temperatures, xmax,j = 800.0K.
3.1. Model validation
The model was validated by comparison with reference data from Basell company [11]. For steady-
state conditions, good agreement was found for a discretization scheme using ﬁrst-order ﬁnite backwards
differences. The grid was equidistant and the number of grid nodes 801. Hence this result is used as
reference proﬁle subsequently. No reference data were available for the transient behavior.
3.2. Inﬂuence of discretization
A ﬁrst comparison of the two discretization strategies (ﬁxed versus adaptive grid) will be done us-
ing just the ﬁrst section of the tubular reactor consisting of four modules. As previously mentioned, as
reference proﬁle, a ﬁxed equidistant grid with 801 grid nodes will be used and compared to a ﬁxed
equidistant grid with 61 grid nodes and an adaptive grid with 61 grid nodes. The dimension of the refer-
ence systems is 89 848, whereas it is 6968 for the low dimensional ﬁxed grid and 7212 for the adaptive
grid. The difference in the last two numbers is due to the additional model equations for the grid node
positions.
In the Figs. 3 and 4, the thick, solid line is used for the ﬁxed high resolution grid as the reference,
the thin dash–dotted line for the ﬁxed low resolution grid and the thin dashed line for the adaptive grid.
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Fig. 3. Comparison of the steady state proﬁles of the tubular reactor’s ﬁrst section without recycle lines closed for different
discretization schemes (temperature and mass fractions).
Fig. 3 shows the temperature proﬁle on top, the fractions of monomer and polymer at the bottom column.
The reactor length is scaled by a reference length L. As one can observe, in Fig. 3 there is a very good
agreement between the different grids and discretization schemes. A difference in temperature is almost
not visible, the error in the mass fractions is < 1%. As consequence, one could think of using the low
resolution ﬁxed grid, since it performs well enough. However, a signiﬁcant difference can be observed
in Fig. 4, where derived entities of the dead polymer distribution and the second moments of the dead,
living and living secondary polymer are plotted. These entities are of major interest in terms of product
properties. In upper left diagram of Fig. 4, the centrifugal mean
Pz = 
P
3
P2
(11)
is depicted. As one can see, both lower resolution discretization schemes differ signiﬁcantly from the
reference proﬁle. The same holds for the variance
2 = P2 − (P1)2 (12)
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Fig. 4. Comparison of the steady-state proﬁles of the tubular reactor’s ﬁrst section without recycle lines closed for different
discretization schemes (properties of the distribution).
which is plotted in the middle row and the skewness
	= 
P
3
2
(13)
of the distribution, shown in the bottom row. But, while the error for the ﬁxed low resolution grid is
about 24%, the error is approx. 10% less using the adaptive method of lines with the same number of
grid points. The reason for these large deviations in properties can be seen in the right column of Fig. 4.
In the low resolution cases, the formation of living primary and secondary polymer cannot be resolved
precisely. Hence higher moments of dead polymer have deviations from the reference solution leading to
errors in the properties of the distribution.
Using the low resolution grids (61 grid nodes), in this application the number of grid points would have
to be almost doubled in order to achieve the same accuracywith a ﬁxed grid thanwith the adaptive grid. For
the physical properties of the polymer, expectation, variance and skewness of its chain length distribution,
are of major interest and have to be calculated as precisely as possible for optimization and control issues.
On the other hand, simulation times should be of reasonable duration. The simulation time for the high
resolution ﬁxed grid (801 grid nodes) is≈ 1 d. To calculate the proﬁles using the low resolution ﬁxed grid
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Fig. 5. Startup of the tubular reactor without recycle lines closed. Flux direction indicated by arrows.
it takes≈ 17min. The simulation with the adaptive method of line discretization scheme lasts≈ 25min.
As mentioned previously in this paragraph, an intermediate resolution ﬁxed grid (100 grid nodes) with
almost doubled memory consumption, achieves the same accuracy. For such a grid, the simulation time
is ≈ 20min. All simulations have been carried out using a standard PC (Athlon XP 2400+ with 512MB
RAM). So the adaptive grid offers a good compromise between accuracy, computation time and memory
consumption and is used for the simulation of a startup of the tubular reactor. Note that the tubular
reactor not only comprises 4, but 16 modules, hence, it would have been impossible to solve the problem
numerically on a standard PC using the high-resolution discretization scheme.
3.3. Startup
In this section we consider the following startup strategy: the reactor is extinguished and no initiator
present. Then all nozzles inject initiator simultaneously at the four spots (cf. Fig. 1).
Fig. 5 illustrates the dynamic behavior of the tubular reactor using this startup strategy. Note, that in
this results, the recycles are not closed. In the top ﬁgure, temperature proﬁle in the reactor is plotted over
the reactor length. The arrows indicate the ﬂow direction. In the middle row, the coolant cycles, which are
operated counter-current wise are shown on the left-hand side, on the right-hand side the wall temperature
is shown. In the bottom row, mass fractions of the monomer and the polymer is depicted.
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Initial proﬁles are indicated by solid thick, light grey lines. They are constant along the reactor and
at feed conditions. No initiator is injected. Hence, no monomer is consumed and no polymer is pro-
duced. So the reactor is extinguished and the temperature remains at a low level. After the simulta-
neous initiator injection at the four points, initiator decomposes into radicals and the chain growth
reaction starts. Since at the reactor inlet a mixture containing an initiator which decomposes at low
temperatures is injected, the reactor temperature raises faster at the inlet than at intermediate injection
points.
As temperature raises, more monomer is consumed and since the reaction is highly exothermic, this
leads to even higher temperatures. When no radicals are present anymore, the cooling becomes dom-
inant and the reactor temperature declines until the second injection zone is reached. When the tem-
perature front arrives, the reaction is ignited there as well. At the same time, the reaction also ignites
at the third and fourth injection point. Hence, the reaction zones interact with each other, but it is
important to note, that the decomposition temperature (> 300 ◦C) is never exceeded throughout the
startup.
The residence time is tres (see Fig. 6).Withoutmonomer recycles, it takes about three times the residence
time until a steady state is established. This is due to the large heat capacity of the reactor wall which
has to be heated up. In the system with closed recycles, the time constant is much higher, in fact it is in a
range of 60 tres.
An evolution of the adaptive grid is depicted in Fig. 7. The picture on the left shows the grid adaptation
for small simulation times at the inlet of the tubular reactor for the startup scenario presented above. So
at t > 0 initiator is injected and since the radicals form (the monitored state is the zeroth living polymer
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Fig. 7. Evolution of grid nodes during the startup.
moment) the grid nodes start to concentrate at the inlet. Because the concentration is always very high at
that point, some of the nodes are trapped there, whereas most of them start to relax. The same behavior
can be observed at the last injection point. When the hot wave arrives, the temperature is high enough
to decompose the radicals and hence to start the reaction. So more radicals are built, hence the grid
nodes start to concentrate there and as the initiator get’s consumed, the grid node distribution relaxes
again.
4. Summary
In this paper the application of an adaptive method of lines to the tubular reactor for the produc-
tion of LDPE has been presented. Using this method it is possible to solve the problem numerically
on a standard PC. Simulations have shown that the error is less than using a ﬁxed grid. One buys
this with slightly higher computation times. As degrees of freedom the adaptive grid offers the tem-
poral and spatial regularization parameters and both the number and the choice of the monitored states.
Here,  = 0.01 and  = 2.0. The monitored state is R0 , because simulations showed, that it is nec-
essary to resolve the building and consumption of living polymer radicals as precisely as
possible.
By using the adaptivemethod of lines approach, the computational effort was reduced by approximately
factor 2, which made the solution on a standard PC feasible. However, further reduction is essential for
applications in model based control. This can be achieved bymeans of more advanced numerical methods
or by means of model reduction.
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