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INTRODUCTION
Alors que bien des banquiers pensaient pouvoir ranger les faillites bancaires
au rang des oripeaux de l’histoire, ou tout au moins les réserver à quelques sys-
tèmes bancaires fragiles, la crise des subprimes, la faillite de Northern Rock à
l’automne 2007, les 25 faillites bancaires enregistrées aux États-Unis au cours
de l’année 2008, dont celle de Bear Sterns ou de Lehman Brothers, sont venues
brutalement rappeler toute l’actualité et l’importance de la compréhension de
la notion de stabilité financière. Pour mesurer la stabilité du système finan-
cier (1), il est nécessaire de s’intéresser aux mécanismes par lesquels un évé-
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(1) Le système financier comprend l’ensemble des institutions financières publiques et pri-
vées, et des marchés. Il renvoie également aux processus, accords, ou relations opération-
nelles liant les différents intervenants.
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nement déstabilisateur, comme une crise de liquidité localisée, peut s’étendre
et conduire à une crise généralisée. En la matière le marché interbancaire joue
un rôle pivot, comme la crise récente en a donné l’exemple. Ce marché englo-
be l’ensemble des systèmes de paiements interbancaires privés (systèmes de
clearing) dont le rôle est essentiel pour permettre aux banques d’accéder à la
liquidité dont elles ont besoin.
Au travers des systèmes de paiements interbancaires et de livraison des titres
comme FedWire, CHIPS (Clearing House Interbank Payment System) (2) ou
SWIFT (Society for Worldwide Interbank Telecommunication) circulent des
montants colossaux de liquidité en dehors de tout contrôle des banques cen-
trales. En dépit de leur croissance incontestable en tant qu’acteurs financiers
autonomes, les réseaux interbancaires (3) ont peu retenu l’attention des éco-
nomistes, y compris dans la littérature considérable qui s’est développée à la
suite des travaux de Diamond et Dybvig (4). En particulier, la littérature a
longtemps ignoré l’influence que pouvait avoir la topologie (au sens d’archi-
tecture) du réseau sur ses propriétés, tant dans sa capacité à distribuer de la
liquidité, que dans la propagation de faillites. Il y a une hypothèse implicite
d’équivalence des structures de réseaux dans la plupart des contributions. Cette
hypothèse commence à être levée par certains articles comme Allen & Gale
(2000) ; Freixas, Parigi et Rochet (2000), ou Vivier-Lirimont (2006a, 2006b).
Pour autant, la littérature en la matière reste incomplète (5). Pour que l’accès
à un réseau de relations interbancaires soit en mesure d’améliorer la situation
des déposants, c’est-à-dire de limiter les montants investis dans les actifs
courts tout en supprimant le risque de course à la banque, il est nécessaire que
le réseau en question présente des caractéristiques particulières (6) [Allen et
Gale (2000) et Vivier-Lirimont (2006b)]. En ce cas, le réseau permet de décen-
traliser une allocation Pareto optimale [Vivier-Lirimont (2006b)] dans laquel-
(2) En 2007 CHIPS a traité en moyenne plus de 348 000 paiements quotidiens d’une valeur
d’1,9 trillion de dollars américains.
(3) Par réseaux interbancaires, nous entendrons donc désormais tout système permettant les
échanges de flux financiers entre banques.
(4) Pour une synthèse de cette littérature, on pourra se reporter à Vivier-Lirimont (2007).
(5) Ainsi, les articles de Allen et Gale (2000) ou de Freixas, Parigi et Rochet (2000) n’étu-
dient qu’un sous-ensemble des structures possibles ; ils se concentrent sur une notion res-
trictive de stabilité ; et enfin, ils n’explorent pas le lien entre le nombre de participants et
la structure du réseau.
(6) Deux propriétés essentielles peuvent être démontrées. La première souligne que les
réseaux doivent exhiber une structure dite de « petit monde » dans laquelle les intervenants
sont liés par une courte chaîne d’intermédiaires. La seconde propriété met en évidence que
les réseaux doivent avoir un certain nombre de partenaires. Partant de ces propriétés, il est
possible d’éliminer un grand nombre de structures qui ne permettent pas d’atteindre l’op-
timalité. Il demeure, néanmoins, un grand nombre de réseaux qui vérifient la propriété
d’optimalité et il n’est pas possible de discriminer ces réseaux sur des critères d’efficaci-
té théorique.
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le chaque banque fait face à ses besoins de liquidité, et chaque déposant maxi-
mise sa consommation. Cependant, si un grand nombre de structures décen-
tralisent l’allocation Pareto optimale, la question des propriétés relatives des
réseaux reste ouverte. L’objet de cet article est donc d’offrir une caractérisa-
tion permettant de discriminer les différentes structures de réseau à l’aide de
critères d’efficacité relative. Pour ce faire on se concentre sur deux types d’ef-
ficacité : l’une en termes de résultats, l’autre en termes de processus.
Par des simulations au sein d’une économie interbancaire fictive, nous opé-
rons plusieurs classements d’efficacité relative des réseaux. Ces classements
diffèrent selon les critères utilisés et donnent une vision plus fine des proprié-
tés des différents réseaux. Quel que soit le critère utilisé, la croissance de la
taille des voisinages (7) vient obérer les performances des réseaux sur tous les
critères d’efficacité considérés.
La première section de l’article présente le cadre d’analyse du modèle, les
critères d’efficacité, les simulations et le mode de construction des matrices
d’adjacente (8) dans les réseaux k–réguliers ; la section 2 propose une analyse
des résultats pour le cas des réseaux capables de décentraliser l’allocation
Pareto optimale ; la section 3 se penche sur les résultats obtenus dans le cas où
cette allocation n’est pas obtenue. Enfin, dans la section 4, nous étudions un
cas particulier de réseaux k–réguliers (9).
I. — LE MODÈLE ET LES SIMULATIONS
1.1. L’économie interbancaire
Le modèle utilisé est directement issu de Allen et Gale [2000] et de Vivier-
Lirimont [2006b]. Ce modèle sert de base à un ensemble de simulations sous
Gauss pour mesurer l’efficacité des différentes topologies de réseaux pos-
sibles (10). Les graphes de certaines structures de réseaux typiques sont pré-
sentés en annexe. L’économie bancaire fictive a été fortement simplifiée. Bien
des caractéristiques de l’économie bancaire réelle ont été volontairement gom-
mées comme la présence d’une banque centrale intervenant sur les marchés,
les variations de taux d’intérêt, le risque de défaut sur les actifs détenus par les
(7) La taille du voisinage de la banque i est le nombre de conventions de crédit ouvert signé
par la banque i. Alternativement on peut parler de degré de i.
(8) La matrice d’adjacente décrit les liens entre les sommets du réseau qui sont ici les
banques.
(9) Les différents programmes sont disponibles sur demande.
(10) Les données n’étant pas disponibles pour la France, il n’est pas possible de tracer le réseau
effectif des relations interbancaires, comme l’ont fait Mueller (2003) pour la Suisse, Boss
et alii (2004) pour l’Autriche ou Degryse & Nguyen (2004) pour la Belgique.
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banques, les risques de change, ou encore l’objectif de maximisation de profit
par les banques (les banques sont des banques mutualistes qui maximisent la
consommation des déposants). Le fonctionnement du marché interbancaire est
routinier, la suspicion mutuelle des banques peut être considérée comme nulle.
Ainsi, l’étude se concentre sur l’efficacité de distribution de la liquidité en
fonction des différentes architectures de réseaux possibles.
Cette économie interbancaire fonctionne comme suit :
Le temps est discret, divisé en trois intervalles t = 0, 1, 2. Chaque intervalle
possède une épaisseur et est constitué de plusieurs périodes. Un unique bien
stockable est disponible, il est considéré comme le numéraire. Il peut être
consommé ou investi. En t = 0, les investissements peuvent être faits dans deux
actifs : une technologie court terme de stockage ne portant pas intérêt, ou une
technologie de long terme illiquide. L’investissement dans cet actif ne peut être
fait qu’à la date 0. Une unité investie en t = 0 produit R > 1 unités de bien à la
période 2. Cependant, l’illiquidité n’est pas complète. Si l’actif de long terme
est liquidé avant qu’il ne soit arrivé à maturité, il ne produit que r unités de
bien de consommation, avec 0 < r < 1.
L’économie est constituée de 2p régions ex ante identiques. p est un entier
naturel strictement positif. Dans chaque région existe une banque en monopo-
le, les déposants sont immobiles, chaque banque est un sommet du réseau.
Cette structure régionale peut être interprétée de différentes façons. Elle peut
être vue comme un ensemble d’aires géographiques par exemple, ou comme
un ensemble de branches spécialisées de l’industrie bancaire.
Chaque région est peuplée par un continuum de déposants ex ante iden-
tiques. Chaque déposant est doté d’une unité de consommation en t = 0 et ne
reçoit aucune dotation ultérieure. Les consommateurs ont des préférences
standards à la Diamond Dybvig. Avec une probabilité λ ce sont des consom-
mateurs précoces qui ne valorisent que la consommation à la date 1. Avec une
probabilité 1 – λ ce sont des consommateurs tardifs qui ne valorisent que la
consommation à la date 2. Les préférences des consommateurs sont donc don-
nées par
U(C1) avec une probabilité λ
U (C1, C2) = {U(C2) avec une probabilité 1 – λ
Ct est la consommation à la date t = 1, 2. U est continûment dérivable, crois-
sante et strictement concave.
La probabilité λ varie selon les régions. λi est la probabilité d’être un
consommateur précoce dans la région i, i = 1, 2, …, 2p. Il y a deux valeurs pos-
sibles pour λi : une valeur haute, notée λ ih , et une valeur basse notée λ
i
l , avec
0 < λ il< λ
i
h< 1. La probabilité de chaque région d’être confrontée à une forte
demande de liquidité est égale à un demi. La demande agrégée de liquidité est
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donc connue avec certitude ex ante. La seule variable inconnue est la distribu-
tion des chocs entre les régions.
Les banques sont liées les unes aux autres par un réseau interbancaire de
conventions de crédit. Le réseau permet de réduire les montants investis dans
les actifs courts non porteurs d’intérêt. Les conventions de crédit avant que la
distribution du choc de liquidité ne soit connue. Une fois signées, au début de
t = 0, les conventions existantes ne peuvent être rompues. Les banques ne peu-
vent pas en signer de nouvelles. L’introduction d’un réseau de dettes interban-
caires permet d’éliminer le risque lié à la distribution de liquidité et de décen-
traliser l’allocation optimale sous certaines conditions liées à la topologie du
réseau (Vivier-Lirimont [2006b]).
En t = 0 dans une première étape, les banques encaissent les dépôts de leur
région qui sont identiques normalisés à une unité. Dans une deuxième étape,
on impose une architecture de réseau. Ces structures peuvent être représentées
par des graphes non dirigés dont les liens incarnent les conventions bilatérales
de crédit. Dans une troisième étape, les banques allouent leurs fonds de maniè-
re à mettre en œuvre l’allocation Pareto optimale.
En t = 1 dans une première étape, l’état de la nature (c’est-à-dire la distribu-
tion du choc de liquidité) est révélé. La moitié des banques est soumise à un
choc de liquidité haut, l’autre moitié à un choc de liquidité bas, si bien que le
réseau interbancaire dans son ensemble ne fait face à aucun besoin agrégé de
liquidité. Le seul enjeu est celui de la distribution de la liquidité entre les
membres du réseau (11). Dans une seconde étape, les opérations de prêts inter-
bancaires ont lieu. Les banques liquides prêtent les fonds dont elles disposent
aux banques illiquides auxquelles elles sont liées. Dans une troisième étape,
les consommateurs précoces retirent leurs dépôts.
En t = 2 la dette interbancaire est remboursée. Enfin, les déposants tardifs
retirent leurs dépôts.
Le cœur de la mesure de l’efficacité relative des différents réseaux repose sur
le fonctionnement de l’économie interbancaire en t = 1. En effet, dans cet
intervalle, une fois le choc révélé, les banques liquides signalent leurs besoins
de liquidité auprès de leurs voisins directs. Les banques liquides contactées
répondent à ce signal par un transfert de leur liquidité disponible vers l’un de
leurs voisins illiquides. Le choix du débiteur est fait sur une base aléatoire.
Une banque équilibrée disposant dans son voisinage d’une banque sur-liquide
et d’une banque illiquide se comporte comme une chambre de compensation :
elle emprunte de la liquidité auprès de la banque sur-liquide pour la prêter à la
banque illiquide. Une banque équilibrée n’envoie aucun message à ses voisins,
(11) On n’étudie pas la performance relative des différentes architectures quand la liquidité
globale du réseau est affectée par le choc.
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elle n’agit que dans le cas où elle peut jouer le rôle de chambre de compensa-
tion. Il est donc possible, dans cette économie bancaire fictive caractérisée par
l’absence totale de régulation, qu’une banque illiquide ayant dans son voisina-
ge plusieurs banques liquides reçoive plus de liquidité qu’elle n’en a réelle-
ment besoin pour satisfaire ses besoins, alors que d’autres banques restent,
elles, illiquides. Une telle allocation maintient dans le réseau des banques qui
disposent d’un excès de liquidité (ce sont les banques sur-liquides), alors que
d’autres banques restent, elles, illiquides. Face à cela, il est donc nécessaire de
procéder à un second tour d’échange de fonds. Chaque tour d’échange de
fonds correspond à une sous-période. Lors de ce second tour, les banques sur-
liquides et les banques illiquides signalent leur situation à leur voisinage. Puis
de nouvelles opérations de prêts/emprunts ont lieu. Plusieurs banques peuvent
à nouveau sélectionner les mêmes partenaires. Le processus se répète tant qu’il
y a échange de fonds entre institutions. Le fonctionnement du modèle est
concentré en t = 1, chacun des tours d’échanges de fonds est donc désigné sous
le terme de « période » dans le reste du texte.
1.2. Critères d’efficacité
Nous utilisons des critères d’efficacité distincts. Le premier critère s’attache
aux résultats. Il mesure la capacité du réseau à équilibrer les besoins de liqui-
dité des banques illiquides à chacune des étapes de transferts de fonds. Il s’agit
de l’efficacité allocative. Sa définition formelle est la suivante :
Définition 1. Efficacité allocative : capacité d’un réseau à présenter un ryth-
me de décroissance du nombre de banques illiquides élevé. Un réseau V(1) sera
plus efficace qu’un réseau V(2), si le nombre de banques passant du statut de
banque illiquide à celui de banque équilibrée (12) est plus élevé dans le réseau
V(1) que dans le réseau V(2) à chaque période (13).
Notons que l’efficacité allocative peut être vue sous deux angles :
– l’efficacité allocative moyenne compare le nombre moyen de banques pas-
sant de statut illiquide au statut équilibré en moyenne au long de l’ensemble
du processus d’échanges de fonds ;
– l’efficacité allocative marginale compare la baisse du nombre de banques
illiquides à la fin de chaque période.
Le second critère s’intéresse plus spécifiquement au processus d’échanges
de fonds entre les banques. On doit en la matière considérer tant le nombre de
transactions qui a lieu à chaque sous-période [c’est l’efficacité transactionnel-
le] que le nombre de sous-périodes au final nécessaire pour obtenir la décen-
(12) Une banque équilibrée ne présente ni excès ni besoin de liquidité.
(13) Ou alternativement à chaque tour d’échange de fonds.
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tralisation de l’allocation Pareto optimale [c’est l’efficacité temporelle]. On
peut les définir comme suit :
Définition 2. Efficacité transactionnelle : capacité d’un réseau à atteindre
l’allocation Pareto optimale en un nombre d’échanges réduit. Elle est mesurée
par le nombre de transactions réalisées au cours de chaque période. Plus ce
nombre est faible, plus le réseau est efficace.
Définition 3. Efficacité temporelle : capacité d’un réseau à décentraliser l’al-
location Pareto optimale en un temps court. Elle est mesurée par le nombre
moyen de périodes nécessaires à la décentralisation de l’allocation Pareto
optimale. Plus ce nombre est faible, plus le réseau est efficace.
Ces deux critères sur les processus ne doivent pas être confondus. La multi-
plication des transactions au sein d’un réseau ne garantit pas nécessairement que
celui-ci sera en mesure de décentraliser plus vite l’allocation Pareto optimale.
1.3. Le programme de simulations
Le modèle ainsi établi nous sert de base pour la construction d’un program-
me reproduisant l’économie et dont l’objectif est de mesurer différents indica-
teurs concernant le processus de distribution de liquidité, ainsi que les résul-
tats de ce processus sur la situation de liquidité des banques. Les programmes
sont construits avec le logiciel Gauss 6.0.
Pour chaque topologie dont nous souhaitons mesurer l’efficacité, il est
nécessaire d’établir un programme de simulations de Monte Carlo distinct.
Chaque programme repose sur la matrice d’adjacente décrivant les liens entre
les membres du réseau. En s’appuyant sur Vivier-Lirimont (2006b), on se
concentre sur les réseaux à une composante (14) seuls susceptibles de décen-
traliser l’allocation Pareto optimale, à savoir le réseau complet, le réseau en
étoile, les réseaux k–régulier (15) avec k ≥ p. On étudie également les réseaux
qui ne décentralisent pas l’allocation Pareto optimale avec une probabilité 1, à
savoir le réseau circulaire, et les réseaux k–réguliers avec k ≤ p. Pour ces der-
niers, nous cherchons à connaître l’ampleur des erreurs de distribution de
liquidité entre les participants ainsi qu’à étudier les cas dans lesquels l’alloca-
tion Pareto optimale peut être décentralisée pour des raisons de structure ou de
distribution particulière des chocs.
Plusieurs jeux de simulations sont menés, en modifiant deux variables : la
taille des réseaux et les structures de matrices d’adjacente. La modification de
(14) C’est-à-dire un graphe connexe dans lequel la distance géodésique entre chaque paire de
sommets est finie.
(15) Dans un tel réseau, chaque banque dispose de k partenaires exactement.
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l’ampleur des chocs hauts et bas ne modifie en rien les résultats. On ne pré-
sentera donc pas de résultats en faisant varier ces derniers. On considère des
réseaux à 30, 100 et 500 banques afin de dégager les effets liés à la taille du
réseau. Puis, pour chacune des tailles considérées, on fait varier les structures
d’adjacente : réseaux complets, circulaires, en étoile, et k–réguliers. Les prin-
cipaux résultats analysés dans le corps du texte sont les résultats pour le réseau
à 100 banques. Les résultats des simulations pour les réseaux à 30 et 500, pré-
sentés en annexe, nous seront utiles lorsque des effets liés à la taille ont pu être
déterminés. Les simulations sont conduites 10000 fois.
À chaque type d’efficacité correspond un indicateur :
— pour mesurer l’efficacité temporelle, on s’appuiera sur le nombre de
périodes nécessaires pour atteindre la situation Pareto optimale ;
— pour mesurer l’efficacité allocative, on s’appuiera sur le nombre de
banques encore illiquides à la fin de chaque sous période ;
— pour mesurer l’efficacité transactionnelle, on s’appuiera sur le nombre de
transactions enregistrées à chaque période.
Pour chaque indicateur, le programme nous donne la moyenne (μ), l’écart
type (σ), et les valeurs extrêmes (maxima et minima). L’algorithme suit les
étapes de construction présentées à la figure 1.
La construction des matrices d’adjacente pour les réseaux en étoile, complets,
et circulaires est simple. En revanche, la construction des réseaux k–réguliers
suppose un certain nombre de conditions précises afin que les réseaux établis ne
présentent pas des propriétés particulières. La section suivante détaille donc le
mode de construction de la matrice d’adjacente pour ces réseaux.
1.4. Construction des réseaux k–réguliers
Dans un réseau k–régulier, chaque banque dispose de k partenaires exacte-
ment. Le programme doit faire en sorte que les liens construits soient aléa-
toires. Or, les choix des banques quant à leurs partenaires ne sont pas indé-
pendants les uns des autres. Il a donc été nécessaire de construire la matrice
d’adjacente sommet par sommet en tenant compte de cette contrainte. Le pro-
gramme se décompose donc en plusieurs phases, chacune d’entre elles corres-
pondant à la construction des arêtes pour un sommet particulier.
Dans une première phase, un premier sommet est sélectionné dans l’en-
semble des 2p sommets du réseau, sur la base d’une probabilité de sélection
uniforme. On tire alors de manière aléatoire k–sommets parmi (2p – 1) avec
lesquels les arêtes sont construites. Le réseau dispose à l’issue de cette étape
d’un sommet de degré k, de k sommets de degré 1 et de (2p – k – 1) sommets
de degré 0.
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Dans une seconde phase, un second sommet est sélectionné sur la base d’une
probabilité uniforme au sein des (2p – 1) sommets de degré strictement infé-
rieur à k. Si le sommet sélectionné est de degré 0, on tire de manière aléatoire
FIGURE 1 : Structure générale de l’algorithme
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k sommets partenaires parmi les 2p – 2 sommets restants. Si le sommet sélec-
tionné est de degré 1, on procède au tirage de k – 1 partenaires seulement. La
procédure se répète sommet par sommet. Aux étapes ultérieures, le tirage d’un
sommet pour lequel les liens vont être construits est réalisé dans l’ensemble
des sommets dont le voisinage est de taille inférieure à k à l’étape précédente.
À chaque étape, la sélection des k partenaires se fait également dans l’en-
semble des banques pour lesquelles le voisinage est de taille inférieure à k à
l’étape précédente. Lorsque tous les sommets sont liés à k partenaires exacte-
ment la procédure s’arrête.
II. — EFFICACITÉ RELATIVE DES RÉSEAUX DÉCENTRALISANT
L’ALLOCATION PARETO OPTIMALE
2.1. Efficacité temporelle
L’efficacité temporelle est mesurée par le nombre moyen de périodes néces-
saires à la décentralisation de l’allocation Pareto optimale. Cet indicateur est
mesuré par la variable NP. Selon les topologies, on obtient les résultats sui-
vants, dans le cas d’un réseau à 100 banques :
NP donne le nombre de périodes pendant lesquelles il y a échanges de fonds
dans le réseau. μNP est la moyenne observée de cette variable. Elle indique la
durée moyenne nécessaire pour décentraliser l’allocation Pareto optimale. σNP
est l’écart type observé de la variable NP.
On considère trois types de réseaux : l’étoile, les réseaux k–réguliers le
réseau complet, et un réseau dit en étoile contrainte dans lequel on contraint la
situation initiale de la banque au centre comme étant toujours en situation
d’excès de liquidité (en d’autres termes le centre de l’étoile est touché par le
choc bas).
2.1.1. Réseaux en étoile
Le réseau en étoile apparaît être celui dans laquelle l’efficacité temporelle est
la meilleure. En effet, dans ce réseau, la structure limite le nombre de périodes
d’échanges de fonds. Le centre de l’étoile joue le rôle de chambre de compen-
sation pour l’ensemble des banques de la périphérie. Après le premier échan-
TABLEAU 1 : Efficacité temporelle
NP Étoile 50–régulier Complet Étoile contrainte
μ NP 3,679 4,30 4,31 5,293
σ NP 1,68 0,54 0,54 0,54
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ge de fonds entre le centre et la périphérie, la banque au centre concentre toute
l’information sur la situation de liquidité des banques. C’est par son intermé-
diaire que les échanges de fonds sont réalisés.
Si l’on compare le réseau en étoile quelconque au réseau en étoile
contraint, on observe un écart de 1,6 en moyenne pour le nombre de périodes
nécessaires pour décentraliser l’allocation Pareto optimale. Cet écart est
expliqué en partie par la contrainte que l’on fait peser sur le centre lors de la
sous-période initiale. Lorsque cette dernière est liquide, en effet, elle trans-
fère sa liquidité vers un partenaire illiquide de la périphérie lors d’une pre-
mière période, puis elle joue le rôle de chambre de compensation dans une
seconde période, et les besoins de liquidité des autres banques de la péri-
phérie ne sont couverts que dans une troisième étape. En revanche, dans le
cas où la banque au centre est illiquide, elle reçoit la liquidité de toutes les
banques liquides de la périphérie lors de la première étape, puis elle réalise
la distribution vers les banques illiquides de la périphérie dès la seconde
étape. Dès lors, on ajoute de manière systématique une période à la durée de
l’échange de fonds. Ceci nous laisse donc un écart de 0,6 lié à la taille du
réseau (16). Si on compare les résultats obtenus dans le cas du réseau à 30
banques (voir résultats en annexe), on peut observer que l’écart entre l’étoi-
le contrainte et l’étoile quelconque pour la durée moyenne d’échanges de
fonds est de 1,034 unités.
La valeur de l’écart type de NP mesurée dans le réseau en étoile est trois fois
plus élevée dans le cas de l’étoile que pour les autres réseaux. Cette différen-
ce provient également du rôle particulier joué par le centre, et de l’influence
cruciale qu’y joue le statut de liquidité initial de cette banque. Dans les autres
réseaux, les compensations d’offres et de demandes de liquidité touchent plus
d’une banque dès la première étape. C’est ce décalage qui explique la valeur
de σNP Si on contraint le statut de la banque au centre à être initialement liqui-
de, on retrouve en effet la même valeur pour σNP.
La croissance de la taille (17) du réseau en étoile affecte bien moins que pro-
portionnellement l’efficacité temporelle. En effet, le passage d’un réseau de
100 à 500 banques se traduit par une détérioration de 21,5 % de l’efficacité
temporelle (voir résultats en annexe).
(16) Nombre de banques participantes.
(17) La croissance de la taille du réseau en étoile correspond à l’augmentation du nombre de
banques dans le réseau. Chaque banque étant un nœud de réseau, du fait de la topologie
de l’étoile cette croissance correspond strictement à l’augmentation du nombre de
branches. Envisager une ramification supplémentaire conduirait à changer la topologie du
réseau.
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2.1.2. Réseaux k–réguliers
Notons que dans les réseaux k–réguliers, la condition k ≥ p est une condi-
tion suffisante mais non nécessaire à la décentralisation de l’allocation Pareto
optimale (18). En effet, pour certaines valeurs de k < p, et pour certaines dis-
tributions des chocs, le réseau k–régulier peut décentraliser l’allocation Pareto
optimale. Cette situation est donc économiquement intéressante à étudier.
Ainsi, dans le cas du réseau à 100 banques, les simulations montrent que, dans
99 % des cas ou plus, le réseau construit décentralise l’allocation Pareto opti-
male pour k > 22.  Dans le réseau à 30 banques, il suffit de k > 10. Pour éva-
luer la sensibilité de l’efficacité temporelle à la taille des voisinages, on consi-
dérera donc tous les réseaux réguliers qui décentralisent l’allocation Pareto
optimale dans plus de 99 % des cas.
Dans les réseaux de grande taille (100 et 500 participants), l’efficacité tem-
porelle est très faiblement dégradée par la croissance de la taille des voisi-
nages. Dans les réseaux à 100 banques, pour un voisinage de 22, la durée
nécessaire à la décentralisation de l’allocation Pareto optimale [4,29] est sen-
siblement identique à la durée nécessaire dans le réseau complet (19) [4,31],
soit une dégradation de moins de 0,5 %. Cette situation est faiblement liée à la
taille. En effet, dans un réseau à 30 banques, le passage de voisinages de 11 à
un voisinage de 29 conduit à une dégradation de 1 % de l’efficacité temporel-
le. Plus le réseau est grand, moins la taille des voisinages joue un rôle déter-
minant dans l’efficacité de distribution. Le réseau complet est donc, en regard
de ce critère, sous-optimal car il ne permet pas de minimiser le nombre de
périodes moyen d’échange de fonds. Pour tous les réseaux k–régulier les per-
formances sont très similaires. Il n’est donc pas réellement possible de discri-
miner ces réseaux entre eux. Les réseaux ne sont pas différents significative-
ment en termes d’efficacité temporelle. Quelle que soit la densité du réseau
k–régulier, il n’y a pas de différence significative quant au nombre moyen de
périodes nécessaire pour atteindre la distribution Pareto optimale. Le modèle
ne permet pas de constater ni phénomène de percolation, ni situation dans
laquelle la durée nécessaire à la décentralisation de la situation Pareto optima-
le s’accroît plus que proportionnellement.
2.1.3. Réseau complet
Le réseau complet exhibe une durée moyenne d’échanges de fonds intermé-
diaire entre l’étoile et l’étoile contrainte (4,31 dans le cas du réseau complet,
contre 5,293 dans le cas du réseau en étoile contrainte et 3,679 dans le cas de
l’étoile). L’écart type mesuré pour NP est identique à celui mesuré dans le cas
de l’étoile contrainte.
(18) On se reportera pour un détail de ce résultat théorique à Vivier-Lirimont (2006b).
(19) Le réseau complet est par définition le réseau k-régulier dans lequel la taille des voisinages
est la plus élevée.
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2.2. Efficacité allocative
La mesure de l’efficacité allocative repose sur le nombre de banques restant
illiquides à la fin de chaque période d’échanges de fonds. La variable observée
pour cet indicateur est notée DL. DLi est le nombre de banques encore illi-
quides à la fin de la période i. Selon les réseaux, les résultats sont les suivants
pour le réseau à 100 banques.
Une représentation graphique de la variable μDL pour les différents types de
réseaux nous permet une vision d’ensemble. Les résultats montrent que les
réseaux complets et k–réguliers disposent de la meilleure efficacité allocative
marginale. En effet, après chaque étape d’échanges de fonds, il reste dans ces
TABLEAU 2 : Efficacité allocative
Étoile DL1 DL2 DL3 DL4 DL5 DL6
μDL 49 9,067 3,166 1,003 0,181 0,002
σDL 0 9,07 3,3 1,19 0,41 0,04
Étoile contrainte μDL 49 17,885 6,251 1,944 0,347 0,003
σDL 0 2,162 1,530 0,942 0,513 0,056
Complet μDL 18,234 6,354 1,991 0,36 0,004 0,001
σDL 2,195 1,552 0,960 0,524 0,064 0,06
50–régulier μDL 18,11 6,34 2 0,36 0,002 0,001
σDL 2,21 1,54 0,95 0,52 0,06 0,04
FIGURE 2 : Décroissance du nombre de banques illiquides
par structure de réseau
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réseaux moins de banques illiquides que dans les réseaux en étoile et en étoi-
le contraint.
2.2.1. Réseau en étoile
La nature des résultats concernant l’étoile est, comme dans le cas de l’effi-
cacité allocative, liée au rôle particulier de la banque placée au centre du
réseau. Ces résultats sont conformes à l’intuition. Ainsi, après la première
étape d’échanges de fonds, il reste nécessairement encore 49 banques illi-
quides. De plus, c’est la situation de liquidité initiale de la banque au centre du
réseau qui explique la différence notable dans la valeur des écarts types de la
variable DL2 entre le réseau en étoile [9,07] et l’étoile contrainte [2,162]. Il
provient du caractère bimodal de la distribution.
Comme on l’observe à la figure 3, la taille n’a pas d’effet significatif sur le
rythme de décroissance du nombre de banques illiquides rapportée à la taille
totale du réseau.
2.2.2. Réseau complet
Pour le réseau complet, l’écart avec les réseaux en étoile est net pour la mesure
de la décroissance du nombre de banques illiquides à la première période: l’effi-
cacité allocative marginale de première période du réseau complet est bien supé-
FIGURE 3 : Rythme de décroissance du nombre de banques illiquides
rapporté au nombre total de banques dans le réseau en étoile
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rieure à celle du réseau en étoile. En comparant l’étoile contrainte et le réseau
complet, on observe un décalage d’une période lié au rôle de chambre de com-
pensation universel joué par le centre. Si l’on s’extrait de cet effet, on constate que
l’efficacité allocative du réseau complet est similaire à celle du réseau en étoile
contraint. Le nombre de banques encore illiquides à la fin de la période χ dans le
réseau complet n’est pas significativement différent du nombre de banques enco-
re illiquides dans le réseau en étoile à la fin de la période (χ + 1).
Les effets liés à la taille sont proches de ceux constatés dans le cas de l’étoi-
le. La croissance du nombre de périodes nécessaire à la décentralisation de
l’allocation Pareto optimale est moins que proportionnelle à la croissance du
nombre de banques dans le réseau. Il n’y a pas d’effet lié à la taille sur le ryth-
me de décroissance marginal du nombre de banques illiquides.
Quelle que soit la structure de réseau en jeu, ce n’est pas la taille du réseau
mesurée par le nombre de banques insérées dans le réseau qui influence l’effi-
cacité allocative, mais la structure d’adjacente des liens entre les intervenants.
2.2.3. Réseaux k–réguliers
Dans les réseaux k–réguliers, l’efficacité allocative de première période est
une fonction croissante de la taille des voisinages des banques à chacune des
périodes en jeu. Ce résultat représenté à la figure 5 pour la période 1 demeure
vrai pour toutes les périodes.
FIGURE 4 : Rythme de décroissance du nombre de banques illiquides
par rapport au nombre total de banques dans le réseau complet
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L’efficacité allocative est une fonction faiblement décroissante de la taille
des voisinages. L’augmentation de la taille des voisinages conduit donc à une
multiplication des erreurs de transmission entre les banques. Il apparaît donc
que sur ce critère, ce soit le réseau k–régulier avec k minimal qui obtienne la
meilleure efficacité.
On doit également se pencher sur l’efficacité allocative moyenne. Celle-ci
peut être calculée comme la moyenne du nombre de banques demeurant illi-
quides à la fin de chaque période pour l’ensemble des périodes lors desquelles
il y a échanges de fonds entre les banques. Plus cette moyenne est basse, plus
le réseau considéré est efficace dans la mesure où il permet alors une alloca-
tion des fonds plus rapide entre les banques.
Sur ce critère c’est le réseau qui présente le voisinage le plus réduit qui
obtient la meilleure performance. La dégradation de l’efficacité allocative
moyenne en fonction de la croissance de la taille des voisinages dépend de la
taille du réseau en place. En effet, dans le réseau à 30 banques l’effet défavo-
rable de la croissance de la taille des voisinages est deux fois plus fort que
celui constaté dans le réseau à 100 banques et cinq fois plus élevé que celui
constaté dans le réseau à 500 banques.
Pour les réseaux k–réguliers décentralisant l’allocation Pareto optimale dans
plus de 99 % des cas, il n’y a pas de différence notable liée à la taille du voi-
sinage pour les écarts types de distributions qui sont identiques quelle que soit
la taille du voisinage choisi.
2.3. Efficacité transactionnelle
L’efficacité transactionnelle se mesure à l’aune du nombre de transactions
enregistré à chaque période entre les banques. On note τi le nombre de tran-
sactions enregistré dans le réseau au cours de la période i.
TABLEAU 3 : Efficacité allocative moyenne dans un réseau à 100 banques
Taille du voisinage 22 25 30 35 40 45 50 55 60
Efficacité moyenne 5,282 5,298 5,32 5,336 5,35 5,354 5,362 5,368 5,374
Taille du voisinage 65 70 75 80 85 90 95 97 99
Efficacité moyenne 5,374 5,378 5,38 5,386 5,386 5,388 5,388 5,389 5,39
TABLEAU 4 : Mesure des écarts types dans les réseaux réguliers
DL1 DL2 DL3 DL4 DL5
σ DLi 2,21 1,54 0,95 0,52 0,06
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Dans le cas des réseaux décentralisant l’allocation Pareto optimale, la mesu-
re du nombre de transactions à chaque période n’apporte aucune information
supplémentaire par rapport à la mesure du nombre de banques illiquides à la
fin de chaque période d’échanges de fonds utilisé pour le critère de l’efficaci-
té allocative. En effet, du fait du processus même d’échange de fonds tel que
décrit à la section 1.1, pour ces réseaux, le nombre de banques illiquides à la
fin de la période χ est égal au nombre de transactions lors de la période (χ + 1).
Ce constat n’est pas vérifié pour les réseaux ne permettant pas de décentrali-
ser l’allocation Pareto optimale, comme nous le verrons dans la section 3.
FIGURE 5 : Nombre de banques illiquides à la fin de la première période
en fonction de la taille des voisinages (réseaux k-réguliers)
TABLEAU 5 : Efficacité transactionnelle
Étoile τ1 τ2 τ3 τ4 τ5
μτ 25,126 49 9,067 3,166 1,003
στ 24,5 0 9,07 3,3 1,19
Étoile contrainte μτ 1 49 17,885 6,251 1,944
στ 0 0 2,162 1,530 0,942
Complet μτ 50 18,234 6,354 1,991 0,36
στ 0 2,195 1,552 0,960 0,524
50–régulier μτ 50 18,07 6,33 1,99 0,37
στ 0 2,21 1,54 0,95 0,52
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2.3.1. Réseau en étoile
Le cas du réseau en étoile illustre à nouveau la bi-modalité de la distribution,
et les caractéristiques particulières liées au rôle du centre par lequel transitent
tous les échanges de liquidité. Si la banque au centre est liquide, il n’y a qu’un
unique transfert de fonds à la première période entre la banque au centre et une
banque illiquide de la périphérie. Si la banque au centre est illiquide. Elle
reçoit alors le versement de toute la liquidité disponible dans le réseau lors de
la première période. Ce caractère spécifique explique les valeurs μτ et στ
observées pour la première période. Pour les périodes ultérieures l’enchaîne-
ment est en tout point similaire à celui décrit pour la mesure de l’efficacité
allocative avec un décalage d’une période.
2.3.2. Les réseaux k–réguliers et le réseau complet
On retrouve ici les résultats obtenus pour la mesure de l’efficacité allocative.
La croissance de la taille des voisinages vient réduire l’efficacité transaction-
nelle ; elle s’accompagne d’une hausse du nombre de transactions au sein de
chaque période en moyenne. L’efficacité transactionnelle moyenne est calcu-
lée comme la moyenne des transactions enregistrées sur le nombre de périodes
lors desquelles il y a échanges de fonds. Plus cette moyenne est élevée, plus il
y a de transactions dans le réseau et moins ce dernier est efficace dans sa fonc-
tion d’allocation des liquidités. Le nombre de transactions est une fonction
croissante de la taille des voisinages. L’effet est cependant limité, comme le
montre le tableau suivant pour le réseau à 30 banques. On s’appuie à nouveau
ici sur les réseaux décentralisant l’allocation Pareto optimale dans plus de
99 % des cas.
Selon ce critère, le réseau complet est le réseau dans lequel il y a le plus
d’échanges de fonds en moyenne. La croissance de la taille des voisinages
s’accompagne d’une augmentation des erreurs de distribution par les banques.
Selon les critères d’efficacité choisis, le classement des réseaux selon leurs
performances est donc variable. Si l’on s’attache à l’efficacité temporelle, il
apparaît que le réseau en étoile obtient les meilleurs résultats, alors que si l’on
s’attache à l’efficacité allocative, les réseaux k–réguliers se comportent de
façon plus efficace car ils permettent dès la première période de connaître une
baisse plus significative du nombre de banques illiquides. Quel que soit le cri-
TABLEAU 6 : Efficacité transactionnelle moyenne
dans un réseau à 30 banques
Taille du voisinage 11 12 13 14 15 16 17 18; 19
Efficacité moyenne 5,473 5,485 5,493 5,498 5,505 5,508 5,513 5,52
Taille du voisinage 20 21 22 23 24 ; 25 26; 27 28 29
Efficacité moyenne 5,523 5,525 5,528 5,53 5,533 5,535 5,540 5,540
REVUE D’ÉCONOMIE INDUSTRIELLE — n°132, 4ème trimestre 2010 103
tère en revanche, la croissance de la taille des voisinages vient obérer l’effica-
cité des réseaux.
III. — EFFICACITÉ RELATIVE DES RÉSEAUX
NE DÉCENTRALISANT PAS L’ALLOCATION PARETO OPTIMALE
On s’attachera ici au réseau circulaire et aux réseaux k–réguliers décentrali-
sant l’allocation Pareto optimale dans moins de 99 % des cas. On adoptera ici
une présentation par type de réseau, et non par efficacité. Il ne s’agit pas en
effet de comparer les degrés d’efficacité des réseaux les uns par rapport aux
autres mais de s’attacher à comprendre le fonctionnement de ces réseaux qui
ne décentralisent pas l’allocation Pareto optimale.
3.1. Le réseau circulaire
Pour le réseau circulaire à 100 banques, on obtient les résultats suivants pour
les variables observées NP, DL et τ. On présente pour chacune des variables
observées la moyenne (μ), l’écart type (σ), et les valeurs maximales (Max) et
minimales (Min) observées.
Du fait de la structure du réseau et du mode de distribution de la liquidité, la
distribution est dégénérée. Dans le réseau circulaire, chaque banque dispose de
deux voisins. Il n’y a dès lors que deux périodes d’échanges de fonds. Lors de
la première période les banques liquides transfèrent leurs excès de liquidité à
l’un de leurs voisins directs illiquides. Dans la seconde période, les banques
équilibrées disposant d’un voisin liquide à droite et d’un voisin illiquide à
gauche, sont en mesure de jouer le rôle de chambre de compensation. Au-delà
de ces deux périodes, il n’y a plus d’échange de fonds dans la mesure où la dis-
tance géodésique entre toute banque liquide et toute banque illiquide est stric-
tement supérieure à 2, cf. Vivier-Lirimont (2006b).
Dès lors la durée d’échange de fonds dans les réseaux (NP) est en moyenne
inférieure à 2, avec un écart type faible. En moyenne, ce réseau ne permet de
couvrir que 55 % des besoins totaux de liquidité. Le nombre de transaction à
la période χ est ici différent du nombre de banques illiquides à la période
(χ – 1). L’écart constitue une mesure de l’inefficacité du réseau. En effet, il
TABLEAU 7 : Réseau circulaire
NP DL1 DL2 τ1 τ2 τ3
μ 1,923 21,127 17,150 35,472 2,467 0
σ 0,266 3,153 5,881 3,930 1,511 0
Max 2 37 35 47 9 0
Min 1 10 0 16 0 0
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permet de mesurer en partie les transactions qui ne permettent pas de combler
de nouveaux besoins de liquidité au cours du processus. De plus, les bornes
supérieures des variables DL1 et DL2 sont plus élevées dans le cas du réseau
circulaire que dans le cas des réseaux permettant de décentraliser l’allocation
Pareto optimale. Ceci souligne que le réseau circulaire est fortement dépendant
de la distribution des chocs de liquidité, alors que les réseaux capables de
décentraliser l’allocation Pareto optimale peuvent par leur structure dépasser
la situation issue de la distribution initiale des chocs grâce à une circulation
efficace de la liquidité entre les banques parties prenantes au réseau.
Conformément à cette dépendance à la distribution des chocs de liquidité, on
remarque que le réseau circulaire exhibe des valeurs d’écarts types plus éle-
vées que dans toute autre structure décentralisant l’allocation Pareto optimale
(à l’exception notable de l’étoile pour la variable DL2).
3.2. Les réseaux k–réguliers avec k ≤ p
Dans cette classe de réseaux, le pourcentage de succès est une fonction crois-
sante non linéaire de la taille du voisinage, comme on le présente à la figure 6.
Pour des voisinages plus grands que 4, il apparaît des cas dans lesquels l’al-
location Pareto optimale est décentralisée. Ces cas se produisent en raison
d’une répartition particulière des chocs qui garantit une compensation des
besoins de liquidités par les excès de liquidités en dépit du fait que la structu-
re ne permet pas théoriquement d’obtenir un tel résultat. Pour chacun des voi-
sinages de taille Ω, on désagrège donc les résultats en fonction de la
variable Ξ, en notant Ξ = 1 si le réseau décentralise l’allocation Pareto opti-
FIGURE 6 : Taux de décentralisation de l’allocation Pareto optimale
en fonction de la taille des voisinages
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male, et Ξ = 0 sinon. On présente les résultats dans un tableau désagrégé des
succès et échecs proposés en annexe 5.2.
Les réseaux avec une connectivité basse (i.e. un voisinage faible) sont très
efficaces lorsqu’ils parviennent à décentraliser l’allocation optimale. Il suffit
en effet en moyenne de 3,62 périodes pour atteindre l’efficacité distributive
dans le cas du réseau 4–régulier, lorsque celle-ci est atteinte. Par comparaison,
4,31 périodes sont nécessaires dans le réseau 50–régulier. Cette efficacité tient
cependant à la distribution des chocs et à la structure du réseau. En effet, la
réduction du degré de chaque nœud permet de réduire les erreurs de transmis-
sions au cours de périodes d’échanges de fonds. Il faut noter dans le cas où
l’allocation Pareto optimale est décentralisée, que le nombre de banques illi-
quides à la fin de la période i est égal au nombre de transactions lors de la
période i + 1. Cette égalité n’est pas vérifiée dans le cas des réseaux ne décen-
tralisant pas l’allocation Pareto optimale. En ce cas, le nombre des transactions
à la période i + 1 est toujours inférieur au nombre de banques illiquides à la fin
de la période i. Les transactions effectuées ne permettent pas de couvrir les
besoins de liquidité constatés au sein du réseau. Plus la taille des voisinages est
faible, plus cet écart se manifeste de manière précoce, et donc plus il y aura au
final de banques dont les besoins de liquidités ne seront pas couverts. Pour des
voisinages de taille inférieure à 10, l’écart se mesure dès la première période.
Pour des voisinages entre 11 et 17, l’écart n’apparaît qu’à la seconde période,
au-delà et jusqu’à un voisinage de 49 l’écart ne concerne que les périodes 3, 4
et 5. Il est, en ce cas, assez faible : les performances du réseau en termes de dis-
tribution de la liquidité sont assez proches de celle des réseaux qui décentrali-
sent l’allocation Pareto optimale. Ces conclusions se retrouvent dans le cas du
réseau à 30 banques comme le souligne le tableau 9 de l’annexe 5.3.
IV. — ÉTUDE D’UN CAS PARTICULIER DE RÉSEAU K-RÉGULIER
Un cas particulier des réseaux k–réguliers souligne nettement l’effet de la
structure sur l’efficacité de la distribution de la liquidité. La matrice d’adja-
cente de ces réseaux ne suit pas la procédure de construction telle que décrite
dans la section 1.4.
4.1. Construction des réseaux k–réguliers particuliers
Il ne s’agit pas de construire des réseaux quelconques mais au contraire des
réseaux dans lesquels les liens sont polarisés. On procède comme suit.
Les banques sont situées sur un cercle et numérotées de 1 à 2p. La procédu-
re impose que la banque i se lie prioritairement à ses voisins directs. Ainsi, si
l’on considère la banque i = 50, dans un réseau 20–régulier les liens sont
construits de manière symétrique à gauche et à droite de i, c’est-à-dire que la
banque 50 se lie aux banques 50 – j, et 50 + j où l’entier naturel j ∈ [1, 10]. Le
réseau ainsi construit est donc fortement polarisé autour de la banque i. Au cas
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où le nombre de liens k est impair on considère un nombre identique de liens
pairs à droite et à gauche de i, et un dernier lien reliant la banque i à celle se
trouvant diamétralement à son opposée sur le cercle. Pour un réseau 21–régu-
lier par exemple, la banque i = 50 se lie comme précédemment aux banques
50 – j, et 50 + j avec j ∈ [1, 10] et à la banque 100.
4.2. Décentralisation de l’allocation Pareto optimale
et mesures d’efficacité
Si l’on choisit le cas d’un réseau k–régulier dans lequel k est impair, il est
possible de décentraliser l’allocation Pareto optimale dans 100 % des cas pour
des voisinages inférieurs à p. Ainsi, dans un réseau à 100 banques, il suffit d’un
voisinage de 33 pour être dans ce cas. Dans les réseaux k–réguliers quel-
conques, il est nécessaire d’atteindre le réseau 50–régulier pour vérifier cette
propriété. Avec ce type de structure, en effet la taille de voisinage de (33)
donne au réseau la propriété de distance qui permet la décentralisation de l’al-
location Pareto optimale : la distance géodésique entre toute paire de banques
est au maximum de 2 (Vivier-Lirimont [2006b]).
On peut en outre vérifier par le logiciel UCINET 6.0 que, pour ce réseau
régulier particulier à 100 banques, 33 est bien la taille de voisinage seuil au-
delà de laquelle la distance entre tout couple de banque pris deux à deux est
inférieure ou égale à 2. Avec une telle structure, dans le cas régulier, la distan-
ce géodésique moyenne entre deux banques est de 1,692. La matrice des dis-
tances géodésiques exactes donne des distances entre tout couple de banques
quelconques, elles sont au maximum de 2. En revanche, pour un réseau
32–régulier, la distance moyenne est de 2,061 et la distance exacte entre tout
couple de banques quelconque est au maximum de 4.
On peut donc penser que ce mode de construction des réseaux k–réguliers
est globalement plus efficace dans la mesure où il permet de décentraliser avec
certitude l’allocation Pareto optimale pour une taille de voisinage moindre que
dans le cas quelconque pour lequel il est nécessaire de disposer d’au moins
50 partenaires par banque impliquée dans le réseau. Mesurons pour ce réseau
l’efficacité temporelle, l’efficacité allocative et l’efficacité transactionnelle.
Pour chacune des variables observées (NP, DL, et τ) on propose la moyenne μ,
l’écart type σ est les valeurs maximales et minimales (Max et Min).
TABLEAU 8 : Réseau k–régulier particulier avec k = 33
NP DL1 DL2 DL3 DL4 τ1 τ2 τ3 τ4 τ5
μ 4,31 18,649 6,525 2,054 0,388 50 18,649 6,525 2,054 0,388
σ 0,547 2,291 1,567 0,964 0,533 50 2,291 1,567 0,964 0,533
Max 6 30 13 6 2 50 30 13 6 2
Min 3 9 2 0 0 50 9 2 0 0
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Les variables DLi et τi observées dans le cas de ces réseaux k–réguliers par-
ticuliers ne donnent pas des résultats significativement différents de ceux obte-
nus dans le cas des réseaux k–réguliers quelconques (tableaux 1, 2 et 5).
Cependant, ce constat n’est vrai qu’en moyenne. On est en mesure de souli-
gner des comportements très différents selon que le voisinage est pair ou
impair.
Dans le cas des voisinages pairs, les réseaux sont fortement centralisés
autour des banques proches en terme de réseaux. Par construction en effet pour
la banque i, les liens sont établis de manière symétrique de part et d’autre de i
de manière à ce que i soit liée à ses k/2 voisins à droite les plus proches et à
ses k/2 voisins les plus proches à gauche sur le cercle.
En revanche, si l’on se trouve dans le cas d’un réseau k–régulier avec k
impair, la construction impose un lien avec chacun des (k – 1)/2 voisins les
plus proches de (i) à sa droite et un lien avec chacun des (k – 1)/2 voisins les
plus proches de (i) à sa gauche, le k – ième lien unit la banque i à la banque j
qui lui est diamétralement opposée sur le cercle. Ce lien supplémentaire per-
met de réduire la polarisation du réseau en permettant à chaque banque d’avoir
accès à un « bassin de liquidité » plus lointain en terme de réseau et partant
plus large en nombre de voisins. Ce pont de réseau permet de réduire nette-
ment les distances entre les banques parties prenantes. Ainsi pour un réseau
k–régulier à 100 banques, on obtient les résultats suivants concernant l’effica-
cité distributive (pourcentage de succès de la décentralisation de l’allocation
Pareto Optimale) pour les k impairs :
Le taux de succès est donc une fonction croissante du nombre de liens, mais
le taux de croissance est beaucoup plus rapide dans le cas des voisinages
impairs que dans le cas des voisinages pairs.
Cet effet est lié à l’accès pour chaque banque à un sous-ensemble de liqui-
dité plus « vaste » en terme de partenaires dans le cas impair que dans le cas
TABLEAU 9 : Pourcentage de décentralisation
de l’allocation Pareto optimale δ en fonction de k (impair)
k 11 13 15 17 19 21 23 25 27 29 31 ≥33
δ 2 5 14 27 42 54 64 72 80 87 93 100
TABLEAU 10 : Pourcentage de décentralisation
de l’allocation Pareto optimale δ en fonction de k (pair)
k 12 14 16 18 20 22 24 26 28 30
δ 0 1 2 3 6 10 17 25 35 46
k 32 34 36 38 40 42 44 46 48 50
δ 55 62 71 77 81 86 90 94 97 100
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pair. Les réseaux à voisinages impairs sont moins polarisés que les réseaux à
voisinage pair. L’efficacité de la distribution de la liquidité entre les membres
du réseau est donc particulièrement dépendante de la structure du réseau en
place. Ce mode de construction particulier du réseau montre que les banques
ont intérêt à disposer de liens avec des banques relativement lointaines sur le
cercle. Elles ont ainsi accès dans une distance courte à un bassin différent qui
leur permet de trouver des liquidités avec plus de facilité. L’allure des courbes
de la figure 7 n’est aucunement modifiée par une multiplication du nombre de
banques dans les réseaux. Le modèle ne permet pas de détecter de phénomène
de percolation.
CONCLUSION
L’analyse par simulations nous permet de discriminer plus avant les réseaux
entre eux en se fondant sur deux types d’indicateurs d’efficacité relative des
réseaux. Il apparaît ainsi qu’au sein des réseaux décentralisant l’allocation
Pareto optimale, les vitesses de transactions, le nombre d’échanges et le ryth-
me de décroissance du nombre de banques illiquides dépendent de l’architec-
ture générale du réseau et de la taille des voisinages. Le réseau en étoile per-
met ainsi de minimiser le temps d’échange nécessaire à la décentralisation de
l’allocation Pareto optimale. Dans les réseaux k–réguliers deux éléments sont
essentiels pour comprendre la différence entre les réseaux : d’une part la struc-
turation générale des liens qui détermine le degré de polarisation du réseau, et
FIGURE 7 : Évolution du taux de décentralisation de l’allocation optimale
dans les réseaux k-réguliers particuliers
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d’autre part la taille des voisinages. Les effets vont dans le même sens, la crois-
sance de la taille des voisinages, ainsi que la polarisation plus forte viennent
réduire l’efficacité allocative des réseaux. La topologie du réseau est donc un
élément essentiel à prendre en compte pour cerner la gestion du risque de liqui-
dité dans les banques.
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V. — ANNEXES
5.1. Graphes de réseaux typiques
FIGURE 8 : Réseaux en ligne, circulaire, en étoile et complet
FIGURE 9 : Réseau 3-régulier à 8 sommets
112 REVUE D’ÉCONOMIE INDUSTRIELLE — n°132, 4ème trimestre 2010
5.2. Réseau à 100 banques : tableau désagrégé des succès et échecs
TABLEAU 1 : Réseau k–régulier ne vérifiant pas l’efficacité distributive :
tableau désagrégé des succès et échecs à 100 banques
Ω Ξ NP DL1 DL2 DL3 DL4 DL5 τ1 τ2 τ3 τ4 τ5
4 1 3,62 16,79 4,62 0,73 0,03 0 47,87 16,7 4,52 0,71 0,03
0 3,14 16,86 6,78 4,21 0,76 0,02 47,25 14,43 2,51 0,22 0
5 1 3,83 16,74 5,2 1,12 0,08 0 48,75 16,67 5,08 1,1 0,08
0 3,38 16,77 6,02 3,01 0,88 0,03 48,71 16,03 3,66 0,46 0,02
6 1 3,97 16,87 5,52 1,37 0,14 0 49,39 16,83 5,44 1,34 0,14
0 3,53 16,84 5,88 2,5 0,87 0,04 49,4 16,65 4,47 0,68 0,03
7 1 4,06 17 5,77 1,55 0,19 0 49,72 16,99 5,72 1,53 0,19
0 3,63 16,96 5,9 2,28 0,85 0,05 49,73 16,91 5,04 0,85 0,04
8 1 4,13 17,13 5,9 1,66 0,23 0 49,87 17,12 5,87 1,65 0,23
0 3,69 17,08 5,96 2,17 0,82 0,06 49,88 17,07 5,42 0,99 0,05
9 1 4,18 17,25 5,99 1,75 0,26 0 49,94 17,24 5,97 1,74 0,26
0 3,72 17,19 6,01 2,12 0,8 0,06 49,95 17,15 5,69 1,09 0,06
10 1 4,21 17,33 6,05 1,81 0,28 0 49,98 17,33 6,05 1,81 0,28
0 3.73 17.3 6.04 2.08 0.78 0.05 49.98 17.30 5.85 1.16 0.06
15 1 4,28 17,66 6,19 1,93 0,33 0 50 17,66 6,19 1,93 0,33
0 3,73 17,63 6,15 2,03 0,74 0,04 50 17,63 6,14 1,34 0,04
20 1 4,29 17,81 6,24 1,96 0,34 0 50 17,81 6,24 1,96 0,34
0 3,72 17,82 6,16 2,02 0,72 0,03 50 17,79 6,15 1,38 0,03
25 1 4,3 17,92 6,27 1,97 0,35 0 50 17,92 6,27 1,97 0,35
0 3,71 17,7 6,19 2,05 0,71 0,03 50 17,77 6,18 1,33 0,03
30 1 4,3 17,98 6,29 1,98 0,35 0 50 17,98 6,29 1,98 0,35
0 3,73 17,73 6,12 2,03 0,73 0,03 50 17,73 6,12 1,4 0,03
35 1 4,3 18,03 6,31 1,98 0,36 0 50 18,03 6,31 1,98 0,36
0 3,75 17,76 6,33 2,13 0,75 0,05 50 17,76 6,33 1,59 0,05
40 1 4,3 18,07 6,33 1,99 0,36 0 50 18,07 6,33 1,99 0,36
0 3,69 17,59 6,28 1,95 0,69 0 50 17,59 6,28 1,26 0
45 1 4,3 18,09 6,33 1,99 0,36 0 50 18,09 6,33 1,99 0,36
0 3,68 18,18 6,18 2 0,68 0,05 50 18,18 6,18 1,36 0,05
5.3. Résultats obtenus pour des réseaux à 30 banques
TABLEAU 1 : Réseau en étoile
NP DL1 DL2 DL3 DL4 DL5 τ1 τ2 τ3 τ4 τ5
μ 3,054 14 2,504 0,749 0,089 1E-04 7,936 14 2,504 0,749 0,089
σ 1,104 0 2,62 0,932 0,288 0,01 7 0 2,62 0,932 0,288
Max 6 14 9 4 2 1 15 14 9 4 2
Min 2 14 0 0 0 0 1 14 0 0 0
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TABLEAU 2 : Réseau en étoile contraint
NP DL1 DL2 DL3 DL4 DL5 τ1 τ2 τ3 τ4 τ5
μ 4,084 14 4,961 1,455 0,175 0 1 14 4,961 1,455 0,175
σ 0,504 0 1,173 0,784 0,386 0,01 0 0 1,173 0,784 0,386
Max 6 14 9 4 2 1 1 14 9 4 2
Min 3 14 1 0 0 0 1 14 1 0 0
TABLEAU 3 : Réseau complet
NP DL1 DL2 DL3 DL4 DL5 τ1 τ2 τ3 τ4 τ5
μ 3,149 5,327 1,598 0,22 4E-04 0 15 5,327 1,598 0,22 4E-04
σ 0,511 1,208 0,817 0,425 0,02 0 0 1,208 0,817 0,425 0,02
Max 5 10 5 2 1 0 15 10 5 2 1
Min 2 1 0 0 0 0 15 1 0 0 0
TABLEAU 4 : Réseau k–régulier décentralisant
l’allocation Pareto optimale à plus de 99 %
# liens NP DL1 DL2 DL3 DL4 τ1 τ2 τ3 τ4
11 3.12 5.14 1.56 0.2 0 15 5.14 1.55 0.2
12 3.13 5.17 1.56 0.21 0 15 5.17 1.5 0.21
13 3.13 5.19 1.57 0.21 0 15 5.19 1.57 0.21
14 3.14 5.21 1.57 0.21 0 15 5.21 1.57 0.21
15 3.14 5.23 1.58 0.21 0 15 5.23 1.58 0.21
16 3.14 5.24 1.58 0.21 0 15 5.24 1.58 0.21
17 3.14 5.25 1.59 0.21 0 15 5.25 1.59 0.21
18 3.15 5.27 1.59 0.22 0 15 5.27 1.59 0.22
19 3.14 5.27 1.59 0.22 0 15 5.27 1.59 0.22
20 3.14 5.28 1.59 0.22 0 15 5.28 1.59 0.22
21 3.15 5.29 1.59 0.22 0 15 5.29 1.59 0.22
22 3.15 5.29 1.6 0.22 0 15 5.29 1.6 0.22
23 3.15 5.3 1.6 0.22 0 15 5.3 1.6 0.22
24 3.15 5.31 1.6 0.22 0 15 5.31 1.6 0.22
25 3.15 5.31 1.6 0.22 0 15 5.31 1.6 0.22
26 3.15 5.32 1.6 0.22 0 15 5.32 1.6 0.22
27 3.15 5.32 1.6 0.22 0 15 5.32 1.6 0.22
28 3.15 5.33 1.61 0.22 0 15 5.33 1.61 0.22
29 3.15 5.33 1.61 0.22 0 15 5.33 1.61 0.22
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TABLEAU 5 : Efficacité allocative moyenne
Taille du voisinage 11 12 13 14 15 16 17 18 19 20
Efficacité Moyenne 2,30 2,313 2,323 2,33 2,34 2,343 2,35 2,36 2,36 2,363
Taille du voisinage 21 22 23 24 25 26 27 28 29
Efficacité Moyenne 2,367 2,37 2,373 2,377 2,377 2,380 2,380 2,387 2,387
TABLEAU 6 : Efficacité transactionnelle moyenne
Taille du voisinage 11 12 13 14 15 16 17 18 19 20
Efficacité Moyenne 5,473 5,485 5,493 5,498 5,505 5,508 5,513 5,52 5,52 5,523
Taille du voisinage 21 22 23 24 25 26 27 28 29
Efficacité Moyenne 5,525 5,528 5,53 5,533 5,533 5,535 5,535 5,540 5,540
TABLEAU 7 : Réseau circulaire
NP DL1 DL2 τ1 τ2 τ3
μ 1,531 6,328 2,7 10,56 0,728 0
σ 0,499 1,661 2,806 2,037 0,818 0
Max 2 13 11 15 5 0
Min 1 1 0 2 0 0
TABLEAU 8 : Réseaux k–réguliers décentralisant
l’allocation Pareto optimale à moins de 99 %
# liens % de succès NP DL1 DL2 DL3 DL4 τ1 τ2 τ3 τ4
1 0 1 7.25 0 0 0 7.75 0 0 0
2 0 1.57 5.46 2.47 0 0 11.7 0.81 0 0
3 0.03 2.26 4.95 2.36 0.49 0.01 13.58 3.15 0.31 0.01
4 0.26 2.6 4.85 1.72 0.47 0.02 14.41 4.27 0.73 0.05
5 0.56 2.81 4.87 1.53 0.35 0.01 14.77 4.69 1.04 0.1
6 0.76 2.95 4.92 1.5 0.27 0 14.92 4.88 1.26 0.14
7 0.88 3.03 4.98 1.51 0.23 0 14.97 4.97 1.4 0.17
8 0.94 3.08 5.04 1.52 0.21 0 14.99 5.03 1.47 0.18
9 0.98 3.1 5.08 1.54 0.2 0 15 5.08 1.52 0.19
10 0.99 3.12 5.12 1.55 0.2 0 15 5.12 1.54 0.2
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TABLEAU 9 : Réseaux k–réguliers : tableau désagrégé des succès
et échecs de décentralisation de l’allocation Pareto optimale
Ω Ξ NP DL1 DL2 DL3 DL4 τ1 τ2 τ3 τ4
3 1 2.65 4.42 0.78 0.04 0 14.28 4.42 0.76 0.04
0 2.24 4.97 2.41 0.5 0.02 13.55 3.11 0.29 0.01
4 1 2.93 4.81 1.2 0.12 0 14.49 4.78 1.17 0.12
0 2.49 4.86 1.9 0.59 0.03 14.39 4.09 0.58 0.02
5 1 3.02 4.87 1.35 0.16 0 14.77 4.85 1.32 0.16
0 2.54 4.87 1.75 0.58 .02 14.77 4.5 0.69 0.02
6 1 3.07 4.93 1.43 0.18 0 14.91 4.92 1.42 0.18
0 2.55 4.91 1.71 0.57 0.02 14.92 4.75 0.76 0.02
7 1 3.1 4.99 1.48 0.19 0 14.97 4.98 1.48 0.19
0 2.55 4.97 1.69 0.56 0.01 14.97 4.9 0.81 0.01
8 1 3.11 5.04 1.51 0.19 0 14.99 5.04 1.51 0.19
0 2.56 5.03 1.69 0.56 0.01 14.99 5.01 0.85 0.01
9 1 3.12 5.08 1.53 0.2 0 15 5.08 1.53 0.2
0 2.54 5.04 1.67 0.55 0.01 15 5.03 0.84 0.01
10 1 3.12 5.12 1.55 0.2 0 15 5.12 1.55 0.2
0 2.55 5.09 1.66 0.55 0 15 5.08 0.87 0
TABLEAU 10 : Réseaux k–réguliers décentralisant
l’allocation Pareto optimale à 99 % au moins
Ω NP DL1 DL2 DL3 DL4 τ1 τ2 τ3 τ4
22 4,29 17,85 6,25 1,96 0,35 50 17,85 1,96 0,35
25 4,30 17,90 6,27 1,97 0,35 50 17,90 6,27 1,97
30 4,30 17,98 6,29 1,98 0,35 50 17,98 6,29 1,98
35 4,30 18,03 6,31 1,98 0,36 50 18,03 6,31 1,98
40 4,30 18,07 6,33 1,99 0,36 50 18,07 6,33 1,99
45 4,30 18,09 6,33 1,99 0,36 50 18,09 6,33 1,99
50 4,31 18,11 6,34 2 0,36 50 18,11 6,34 2
55 4,31 18,13 6,35 2 0,36 50 18,13 6,35 2
60 4,31 18,15 6,36 2 0,36 50 18,15 6,36 2
65 4,31 18,16 6,35 2 0,36 50 18,16 6,35 2
70 4,31 18,17 6,36 2 0,36 50 18,17 6,36 2
75 4,31 18,18 6,36 2 0,36 50 18,18 6,36 2
80 4,31 18,19 6,36 2,01 0,37 50 18,19 2,01 0,36
90 4,31 18,19 6,37 2,01 0,37 50 18,19 2,01 0,36
95 4,31 18,19 6,37 2,01 0,36 50 18,19 2,01 0,36
99 4,31 18,21 6,37 2,01 0,36 50 18,21 2,01 0,36
5.4. Résultats complémentaires obtenus
dans le cas du réseau à 100 banques
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TABLEAU 11 : Réseau k–régulier décentralisant
l’allocation Pareto optimale à moins de 99 %
Ω Ξ NP DL1 DL2 DL3 DL4 DL5 τ1 τ2 τ3 τ4
1 0 1 24.75 0 0 0 0 25.25 0 0 0
2 0 1.94 19.13 15.45 0 0 0 37.94 2.64 0 0
3 0 2.71 17.39 9.38 5.43 0.33 0 44.21 10.37 1.05 0.04
4 0 3.14 16.86 6.78 4.21 0.76 0.02 47.25 14.43 2.52 0.22
5 0,02 3.38 16.77 6.01 2.99 0.86 0.03 48.71 16.04 3.68 0.47
6 0,08 3.57 16.85 5.85 2.41 0.82 0.04 49.4 16.66 4.55 0.73
7 0,19 3.72 16.96 5.88 2.14 0.72 0.04 49.73 16.92 5.17 0.98
8 0,34 3.84 17.09 5.94 2 0.62 0.04 49.88 17.09 5.57 1.21
9 0,48 3.94 17.22 6 1.94 0.54 0.03 49.95 17.22 5.83 1.4
10 0,61 4.02 17.32 6.05 1.92 0.48 0.02 49.98 17.32 5.97 1.55
11 0.71 4.09 17.4 6.09 1.91 0.43 0.02 49.99 17.4 6.05 1.66
12 0.79 4.14 17.49 6.13 1.92 0.41 0.01 50 17.49 6.11 1.75
13 0.85 4.18 17.55 6.15 1.92 0.39 0.01 50 17.55 6.14 1.81
14 0.89 4.21 17.6 6.17 1.93 0.37 0.01 50 17.6 6.16 1.85
15 0.92 4.24 17.65 6.19 1.94 0.36 0.01 50 17.65 6.19 1.88
16 0.95 4.25 17.69 6.2 1.94 0.36 0 50 17.69 6.2 1.91
17 0.96 4.26 17.73 6.22 1.95 0.35 0 50 17.73 6.22 1.92
18 0.98 4.27 17.76 6.22 1.95 0.35 0 50 17.76 6.22 1.93
19 0.98 4.28 17.78 6.23 1.95 0.35 0 50 17.78 6.23 1.94
20 0.99 4.29 17.81 6.24 1.96 0.35 0 50 17.81 6.24 1.95
21 0.99 4.29 17.84 6.25 1.96 0.35 0 50 17.84 6.25 1.9
5.5. Résultats obtenus pour des réseaux à 500 banques
TABLEAU 12a : Réseau en étoile
NP DL1 DL2 DL3 DL4 DL5 DL6 DL7
μ 4,47 249 46,266 16,791 6,036 2,026 0,569 0,052
σ 2,476 0 45,904 16,792 6,163 2,198 0,795 0,224
Max 8 249 108 44 20 8 4 2
Min 2 249 0 0 0 0 0 0
TABLEAU 12b : Réseau en étoile
τ1 τ2 τ3 τ4 τ5 τ6 τ7
μ 249 46,266 16,791 6,036 2,026 0,569 0,052
σ 45,904 0 16,792 6,163 2,198 0,795 0,224
Max 249 108 44 20 8 4 2
Min 249 0 0 0 0 0 0
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TABLEAU 13 : Réseau en étoile contraint
NP DL1 DL2 DL3 DL4 DL5 DL6 DL7
μ 6,90 249 91,82 33,29 11,90 4,05 1,14 0,1
σ 0,53 0 4,94 3,47 2,18 1,34 0,78 0,30
Max 8 249 111 46 20 10 5 2
Min 5 249 74 21 5 0 0 0
NP DL1 DL2 DL3 DL4 DL5 DL6 DL7
μ 5,90 91,82 33,45 11,94 4,06 1,13 0,1 0,0
σ 0,53 4,95 3,48 2,2 1,34 0,77 0,30 0,01
Max 8 112 47 21 10 5 2 1
Min 4 75 21 5 0 0 0 0
TABLEAU 14 : Réseau complet
TABLEAU 15 : Réseaux k–régulier avec effet de bassin de liquidité
Notons que dans le cas du réseau à 500 banques, les simulations pour les
réseaux réguliers quelconques n’ont pas été menées pour des raisons tech-
niques. La taille des matrices en jeu n’est pas gérable par Gauss sur du maté-
riel de bureau de capacités standard.
TABLEAU 15a : Voisinage
NP DL1 DL2 DL3 DL4 DL5 DL6 DL7
μ 5,92 92,18 33,66 12,05 4,13 1,17 0,12 0
σ 0,549 5,009 3,55 2,29 1,355 0,799 0,322 0,224
Max 7 108 47 19 9 5 2 2
Min 4 78 23 5 0 0 0 0
TABLEAU 15b : Voisinage k = 370
NP DL1 DL2 DL3 DL4 DL5 DL6 DL7
μ 5,87 91,47 33,32 11,92 4,04 1,12 0,09 0
σ 0,538 4,934 3,46 2,17 1,322 0,799 0,293 0
Max 7 106 44 20 9 5 2 0
Min 5 74 23 5 1 0 0 0
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TABLEAU 15c : Voisinage k = 450
NP DL1 DL2 DL3 DL4 DL5 DL6 DL7
μ 5,92 91,9 33,55 12,01 4,11 1,17 0,10 0
σ 0,524 4,95 3,60 2,21 1,356 0,783 0,305 0
Max 7 109 46 19 9 4 2 0
Min 5 76 21 4 1 0 0 0
NP DL1 DL2 τ1 τ2
μ 2 102,22 90 181,79 12,65
σ 0 7,08 7,57 8,93 3,38
Max 2 132 122 210 28
Min 2 78 67 138 1
TABLEAU 16 : Réseau circulaire
