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a b s t r a c t
This paper presents the numerical solution, by the Galerkin and Least Squares Finite
Element Methods, of the three-dimensional Poisson and Helmholtz equations, represent-
ing heat diffusion in solids. For the two applications proposed, the analytical solutions
found in the literature review were used to compare with the numerical solutions. The
analysis of results was made from the L2 norm (average error throughout the domain)
and L∞ norm (maximum error in the entire domain). The results of the two applications
(Poisson andHelmholtz equations) are presented and discussed for testing of the efficiency
of the methods.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The first publications on the finite elementmethod appeared around 1950, with theworks of [1–3]. The first applications
were related to the problems of structural analysis. Some decades later, [4–6], among others published works concerning
the solution of heat transfer and fluid flow problems. The classical finite element method is known as the Bubnov–Galerkin
Finite Element Method (GFEM). There are other variants of the finite element method such as the Petrov–Galerkin Finite
Element Method (PGFEM) and the Least-Squares Finite Element Method (LSFEM), both developed in order to overcome the
limitations of the GFEM when applied to heat transfer and fluid flow problems. The GFEM applied for this type of problems
generally produces oscillating solutions for high Péclet and Reynolds numbers, but it has a low computational cost when
compared with the PGFEM and LSFEMmethods. Recently, several authors have presented applications of the finite element
method for two and tridimensional problems, among them [7–10].
This work presents an application of the Galerkin and Least Squares Finite Element Methods to the numerical solution
of tridimensional Poisson equation for diffusion in solids and Helmholtz equations for diffusion in solids with generation
depending on the temperature. In this study, analytical solutions are used to validate the numerical results, by the analysis
of the L2 norm of the error, that represents an average of the error in the solution and L∞ norm that represents themaximum
error in the solution.
2. Weighted Residual Method
In this work, the objective is to use theWeighted Residual Method to obtain an approximate solution for the differential
equation
kx
∂2T
∂x2
+ ky ∂
2T
∂y2
+ kz ∂
2T
∂z2
+ B.T = 0 (1)
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where kx, ky and kz are constants; T = T (x, y, z) and B = B(x, y, z) are functions of the space x, y, z ∈ R. The boundary
conditions are of the first and second type.
Introducing, for each element, the following set of form functions:
T ≈ Tˆ e =
Nnodes−
i=1
NiTˆ ei (2)
where Tˆ ei are the values of the functions at the element nodes and Ni are the shape functions. Considering that Eq. (2) is an
approximate solution, substituting Eq. (2) in Eq. (1) does not exactly satisfy the governing differential equation. So a residue
R is defined as follows:
R = k∂
2Tˆ
∂x2
+ k∂
2Tˆ
∂y2
+ k∂
2Tˆ
∂z2
+ B.Tˆ . (3)
Introducing a set of weight functions vi (i = 1, 2, . . . ,Nnodes) and imposing the inner product (R, vi) equal to zero is
equivalent to forcing the approximation error of the differential equation to be zero on average:
(R, vi) = 0. (4)
There are several ways to choose the weight functions. In this work the following formulations will be used: Galerkin
Method and Least Squares Method.
3. Discretization: Galerkin method
For this approach, it is necessary to define the variational formulation of Eq. (1), as follows: find Tˆ e ∈ V e, withV e ∈ H1(Ω)
such that,∫
Ωe
Rvei dΩ = 0, ∀vei ∈ V e, i = 1, 2, . . . ,Nnodes. (5)
In whichΩ ⊂ R3 is a limited and closed domain.
In the Galerkin Finite ElementMethod, the weight function is the same shape function, i.e., vej = Nj, j = 1, 2, . . . ,Nnodes.
Substituting Eq. (3) in Eq. (5) and adopting weight functions equal to the shape functions:∫
Ω

kx
∂2Tˆ
∂x2
+ ky ∂
2Tˆ
∂y2
+ kz ∂
2Tˆ
∂z2
+ BTˆ

.NjdΩ = 0. (6)
For the integration of the terms:∫
Ω

kx
∂2Tˆ
∂x2
+ ky ∂
2Tˆ
∂y2
+ kz ∂
2Tˆ
∂z2

.NjdΩ (7)
we use integration by parts (as defined by [11, on p. 153]), so Eq. (7) can be written as follows:∫
Ω

kx
∂2Tˆ
∂x2
+ ky ∂
2Tˆ
∂y2
+ kz ∂
2Tˆ
∂z2

· NjdΩ = −
∫
Ω

kx
∂Ni
∂x
∂ Tˆ
∂x
+ ky ∂Ni
∂y
∂ Tˆ
∂y
+ kz ∂Ni
∂z
∂ Tˆ
∂z

dΩ
+
∫
Γq
Nikx
∂ Tˆ
∂x
ldΓq +
∫
Γq
Niky
∂ Tˆ
∂y
mdΓq
+
∫
Γq
Nikz
∂ Tˆ
∂z
ndΓq. (8)
In this work, boundary conditions of the first and second types were considered, which can be written mathematically
as follows:
Tˆ = Tb on Γb (9a)
kx
∂ Tˆ
∂x
l+ ky ∂ Tˆ
∂y
m+ kz ∂ Tˆ
∂z
n+ q+ h(Tˆ − Ta) = 0 on Γq (9b)
where Γb ∪ Γq = Γ and Γb ∩ Γq = 0,Γ represents the whole boundary; l,m and n are direction cosines; h is the heat
transfer coefficient; Ta is the atmospheric temperature and q is the boundary heat flux.
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Now, substituting Eq. (9b) in Eq. (8):∫
Ω

kx
∂2Tˆ
∂x2
+ ky ∂
2Tˆ
∂y2
+ kz ∂
2Tˆ
∂z2

.NjdΩ = −
∫
Ω

kx
∂Ni
∂x
∂ Tˆ
∂x
+ ky ∂Ni
∂y
∂ Tˆ
∂y
+ kz ∂Ni
∂z
∂ Tˆ
∂z

dΩ
−
∫
Γq
Nj(q+ h(Tˆ − Ta))dΓq. (10)
Substituting Eq. (10) in Eq. (6):∫
Ω

−kx ∂ Tˆ
∂x
∂Nj
∂x
− ky ∂ Tˆ
∂y
∂Nj
∂y
− kz ∂ Tˆ
∂z
∂Nj
∂z
+ B.Tˆ .Nj

dΩ =
∫
Γq
Nj(q+ h(Tˆ − Ta))dΓq. (11)
Replacing the approach described in Eq. (2) in Eq. (11):∫
Ωe
[
−kx ∂Ni
∂x
∂Nj
∂x
− ky ∂Ni
∂y
∂Nj
∂y
− kz ∂Ni
∂z
∂Nj
∂z
+ B.Ni.Nj
]
dΩ Tˆ ei =
∫
Γ eq
Nj(q+ h(Tˆ − Ta))dΓq. (12)
Eq. (12) can be written in the form of a linear system:
[K ]{Tˆ } = {F} (13)
in which the matrix coefficients are
Kij = −
∫
Ωe
k
∂Ni
∂x
∂Nj
∂x
dΩ −
∫
Ωe
k
∂Ni
∂y
∂Nj
∂y
dΩ −
∫
Ωe
k
∂Ni
∂z
∂Nj
∂z
dΩ +
∫
Ωe
BNiNjdΩ (14)
Fi =
∫
Γ eq
Nj(q+ h(Tˆ − Ta))dΓq (15)
with i, j = 1, 2, . . . ,Nnodes.
The application of finite element method usually applies a transformation of global coordinates into local coordinates,
as follows: (x → ξ, y → η, z → ζ ). In this work, for both methods, hexahedron elements are used with 8 or 27 nodes. The
shape functions can be found in [12]. Applying such transformations, Eq. (14) can be rewritten as
Kij = −
∫
Ω
e
α.kx
det(J)
Φ1Φ4dΩ −
∫
Ω
e
α.ky
det(J)
Φ2Φ5dΩ −
∫
Ω
e
α.kz
det(J)
Φ3Φ6dΩ +
∫
Ω
e
BNiNjdΩ (16)
where dΩ = dζdηdξ,Ωe = [−1, 1] × [−1, 1] × [−1, 1],
Φ1 = A1 ∂N
e
i
∂ξ
+ A2 ∂N
e
i
∂η
+ A3 ∂N
e
i
∂ζ
(17a)
Φ2 = A4 ∂N
e
i
∂ξ
+ A5 ∂N
e
i
∂η
+ A6 ∂N
e
i
∂ζ
(17b)
Φ3 = A7 ∂N
e
i
∂ξ
+ A8 ∂N
e
i
∂η
+ A9 ∂N
e
i
∂ζ
(17c)
Φ4 = A1 ∂N
e
i
∂ξ
+ A2 ∂N
e
i
∂η
+ A3 ∂N
e
i
∂ζ
(17d)
Φ5 = A4 ∂N
e
i
∂ξ
+ A5 ∂N
e
i
∂η
+ A6 ∂N
e
i
∂ζ
(17e)
Φ6 = A7 ∂N
e
i
∂ξ
+ A8 ∂N
e
i
∂η
+ A9 ∂N
e
i
∂ζ
(17f)
and where the A1, . . . , A9 are defined by
A1 = ∂y
∂η
∂z
∂ζ
− ∂z
∂η
∂y
∂ζ
, A2 = ∂x
∂ζ
∂z
∂η
− ∂x
∂η
∂z
∂η
, A3 = ∂x
∂η
∂y
∂ζ
− ∂x
∂ζ
∂y
∂η
,
A4 = ∂z
∂ξ
∂y
∂ζ
− ∂y
∂ξ
∂z
∂ζ
, A5 = ∂x
∂ξ
∂z
∂ζ
− ∂x
∂ζ
∂z
∂ξ
, A6 = ∂y
∂ξ
∂x
∂ζ
− ∂y
∂ζ
∂x
∂ξ
,
A7 = ∂y
∂ξ
∂z
∂η
− ∂z
∂ξ
∂y
∂η
, A8 = ∂x
∂η
∂z
∂ξ
− ∂z
∂η
∂x
∂ξ
, A9 = ∂x
∂ξ
∂y
∂η
− ∂x
∂η
∂y
∂ξ
(18)
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and
det(J) = ∂x
∂ξ

∂y
∂η
∂z
∂ζ
− ∂z
∂η
∂y
∂ζ

+ ∂x
∂η

∂z
∂ξ
∂y
∂ζ
− ∂y
∂ξ
∂z
∂ζ

+ ∂x
∂ζ

∂y
∂ξ
∂z
∂η
− ∂z
∂ξ
∂y
∂η

≠ 0. (19)
Further details of the transformation of global to local coordinates can be found in [12].
4. Discretization: Least Squares Method
The second method used in this work to obtain the approximate solution of Eq. (1) is the Least Squares Method, whose
basic idea is to determine Tˆ e ∈ V e in order to minimize the quadratic functional of the residual defined by Eq. (3). The
quadratic functional is defined as
I(T ) = ‖R(T )‖20 =
∫
Ωe

k
∂2Tˆ
∂x2
+ k∂
2Tˆ
∂y2
+ k∂
2Tˆ
∂z2
+ B · Tˆ
2
dΩ (20)
for all T ∈ V = T ∈ H1(0, L), where H1 is the Hilbert space of order 1.
The Least Squares Method, for three-dimensional problems, will add three auxiliary equations, generating a system of
four partial differential equations with four unknowns:
kx
∂qx
∂x
+ ky ∂qy
∂y
+ kz ∂qz
∂z
+ BT = 0 (21)
qx − ∂T
∂x
= 0, qy − ∂T
∂y
= 0, qz − ∂T
∂z
= 0. (22)
Note that writing the governing equations as Eq. (19) reduces the order of the partial differential equation shown in
Eq. (1), allowing, for example, the use of linear shape functions which would be unfeasible for a second order equation.
For the spatial approximation of the functions T , qx, qy and qz in each element, the functions Tˆ e, qˆex, qˆ
e
y, and qˆ
e
z are used
as follows:
T ≈ Tˆ e =
Nnodes−
i=1
NiTˆ ei ; (23a)
qx ≈ qˆex =
Nnodes−
i=1
Niqˆexi; (23b)
qy ≈ qˆey =
Nnodes−
i=1
Niqˆeyi; (23c)
qz ≈ qˆez =
Nnodes−
i=1
Niqˆezi. (23d)
After the spatial approximations are defined, the residuals of Eqs. (21) and (22) can be written as follows:
R1(x, y, z) = kx ∂ qˆx
∂x
+ ky ∂ qˆy
∂y
+ kz ∂ qˆz
∂z
+ BTˆ = 0 (24a)
R2(x, y, z) = qˆx − ∂ Tˆ
∂x
(24b)
R3(x, y, z) = qˆy − ∂ Tˆ
∂y
(24c)
R4(x, y, z) = qˆz − ∂ Tˆ
∂z
. (24d)
Substituting the approximations (23a)–(23d) in (24a)–(24d):
R1(x, y, z) = kx
Nnodes−
i=1
∂Ni
∂x
qˆexi + ky
Nnodes−
i=1
∂Ni
∂y
qˆeyi + kz
Nnodes−
i=1
∂Ni
∂z
qˆezi + B
Nnodes−
i=1
NiTˆ ei (25a)
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R2(x, y, z) =
Nnodes−
i=1
Niqˆexi −
Nnodes−
i=1
∂Ni
∂x
Tˆ ei (25b)
R3(x, y, z) =
Nnodes−
i=1
Niqˆeyi −
Nnodes−
i=1
∂Ni
∂y
Tˆ ei (25c)
R4(x, y, z) =
Nnodes−
i=1
Niqˆ
e,s+1
zi −
Nnodes−
i=1
∂Ni
∂z
Tˆ e,s+1i . (25d)
Since this problem consists of four equations, the functional is defined as
I(R1, R2, R3, R4) =
∫
Ωe
R21(x, y)dΩ +
∫
Ωe
R22(x, y)dΩ +
∫
Ωe
R23(x, y)dΩ +
∫
Ωe
R24(x, y)dΩ. (26)
In Least Squares Method [13], the necessary condition for Tˆ ∈ V minimize the functional I in Eq. (23) is that its first
variation at T results:
δI(R1, R2, R3, R4) = 2
∫
Ωe
(δR1)R1dΩ + 2
∫
Ωe
(δR2)R2dΩ + 2
∫
Ωe
(δR3)R3dΩ + 2
∫
Ωe
(δR4)R4dΩ = 0 (27)
or ∫
Ωe
(δR1)R1dΩ +
∫
Ωe
(δR2)R2dΩ +
∫
Ωe
(δR3)R3dΩ +
∫
Ωe
(δR4)R4dΩ = 0 (28)
with the following properties:
δR1 = ∂R1
∂T ei
δT ei +
∂R1
∂qexi
δqexi +
∂R1
∂qeyi
δqeyi +
∂R1
∂qezi
δqezi (29a)
δR2 = ∂R2
∂T ei
δT ei +
∂R2
∂qexi
δqexi +
∂R2
∂qeyi
δqeyi +
∂R2
∂qezi
δqezi (29b)
δR3 = ∂R2
∂T ei
δT ei +
∂R3
∂qexi
δqexi +
∂R3
∂qeyi
δqeyi +
∂R3
∂qezi
δqezi (29c)
δR4 = ∂R2
∂T ei
δT ei +
∂R4
∂qexi
δqexi +
∂R4
∂qeyi
δqeyi +
∂R4
∂qezi
δqezi (29d)
with
∂R1
∂ Tˆ ei
= B
Nnodes−
i=1
Ni; ∂R1
∂ qˆexi
= kx
Nnodes−
i=1
∂Ni
∂x
; (30)
∂R1
∂ qˆeyi
= ky
Nnodes−
i=1
∂Ni
∂y
; ∂R1
∂ qˆezi
= kz
Nnodes−
i=1
∂Ni
∂z
(31)
∂R2
∂ Tˆ ei
= −
Nnodes−
i=1
∂Ni
∂x
; ∂R2
∂ qˆexi
= kx
Nnodes−
i=1
Ni; ∂R2
∂ qˆeyi
= 0; ∂R2
∂ qˆezi
= 0; (32)
∂R3
∂ Tˆ ei
= −
Nnodes−
i=1
∂Ni
∂y
; ∂R3
∂ qˆexi
= 0; ∂R3
∂ qˆeyi
=
Nnodes−
i=1
Ni; ∂R3
∂ qˆezi
= 0; (33)
∂R4
∂ Tˆ ei
= −
Nnodes−
i=1
∂Ni
∂z
; ∂R4
∂ qˆexi
= 0; ∂R4
∂ qˆeyi
= 0; ∂R4
∂ qˆezi
=
Nnodes−
i=1
Ni. (34)
Substituting Eq. (28) and (29)–(33) in Eq. (27), we obtain∫
Ω

B
Nnodes−
i=1
NiδTˆ ei + kx
Nnodes−
i=1
∂Ni
∂x
δqˆexi + ky
Nnodes−
i=1
∂Ni
∂y
δqˆeyi + kz
Nnodes−
i=1
∂Ni
∂z
δqˆezi

×

kx
Nnodes−
i=1
∂Ni
∂x
qˆexi + ky
Nnodes−
i=1
∂Ni
∂y
qˆeyi + kz
Nnodes−
i=1
∂Ni
∂z
qˆezi + B
Nnodes−
i=1
NiTˆ ei

dΩ
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+
∫
Ωe

−
Nnodes−
i=1
∂Ni
∂x
δTˆ ei +
Nnodes−
i=1
Niδqˆexi

×

Nnodes−
i=1
Niqˆexi −
Nnodes−
i=1
∂Ni
∂x
Tˆ ei

dΩ
+
∫
Ωe

−
Nnodes−
i=1
∂Ni
∂y
δTˆ ei +
Nnodes−
i=1
Niδqˆeyi

×

Nnodes−
i=1
Niqˆyie−
Nnodes−
i=1
∂Ni
∂y
Tˆ ei

dΩ
+
∫
Ωe

−
Nnodes−
i=1
∂Ni
∂z
δTˆ ei +
Nnodes−
i=1
Niδqˆezi

×

Nnodes−
i=1
Niqˆzie−
Nnodes−
i=1
∂Ni
∂z
Tˆ ei

dΩ = 0. (35)
Rearranging this equation, one obtains
δTˆ ei ×
∫
Ωe
(U1 × U2 + U3 + U4 + U5)dΩ + δqˆexi ×
∫
Ωe
(U6 × U2 + U7)dΩ + δqˆeyi
×
∫
Ωe
(U8 × U2 + U9)dΩ + δqˆezi ×
∫
Ωe
(U10xU2 + U11)dΩ = 0 (36)
where
U1 = B
Nnodes−
i=1
Ni (37)
U2 = kx
Nnodes−
i=1
∂Ni
∂x
qˆexi + ky
Nnodes−
i=1
∂Ni
∂y
qˆeyi + kz
Nnodes−
i=1
∂Ni
∂z
qˆezi + B
Nnodes−
i=1
NiTˆ ei (38)
U3 = −
Nnodes−
i=1
∂Ni
∂x
×

Nnodes−
i=1
Niqˆexi −
Nnodes−
i=1
∂Ni
∂x
Tˆ ei

(39)
U4 = −
Nnodes−
i=1
∂Ni
∂y
×

Nnodes−
i=1
Niqˆeyi −
Nnodes−
i=1
∂Ni
∂y
Tˆ ei

(40)
U5 = −
Nnodes−
i=1
∂Ni
∂z
×

Nnodes−
i=1
Niqˆezi −
Nnodes−
i=1
∂Ni
∂z
Tˆ ei

(41)
U6 = kx
Nnodes−
i=1
∂Ni
∂x
(42)
U7 =
Nnodes−
i=1
Ni ×

Nnodes−
i=1
Niqˆexi −
Nnodes−
i=1
∂Ni
∂x
Tˆ ei

(43)
U8 = ky
Nnodes−
i=1
∂Ni
∂y
(44)
U9 =
Nnodes−
i=1
Ni ×

Nnodes−
i=1
Niqˆeyi −
Nnodes−
i=1
∂Ni
∂y
Tˆ ei

(45)
U10 = kz
Nnodes−
i=1
∂Ni
∂z
(46)
U11 =
Nnodes−
i=1
Ni ×

Nnodes−
i=1
Niqˆezi −
Nnodes−
i=1
∂Ni
∂z
Tˆ ei

. (47)
For Eq. (28) is satisfied, we must simultaneously have the following:∫
Ωe
(U1 × U2 + U3 + U4 + U5)dΩ = 0 (48)∫
Ωe
(U6 × U2 + U7)dΩ = 0 (49)
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Ωe
(U8 × U2 + U9)dΩ = 0 (50)∫
Ωe
(U1 × U2 + U11)dΩ = 0 (51)
in other words δTˆ ei , δqˆ
e
xi, δqˆ
e
yi and δqˆ
e
zi are not identically zero throughout the domain.
Eq. (30) generates the following linear system matrix:
A B C D
BT E G H
CT GT I J
DT HT JT K


Tˆ e
qˆex
qˆey
qˆez
 =
000
0
 (52)
where
Aij =
∫
Ωe

B2NiNj + ∂Ni
∂x
∂Nj
∂x
+ ∂Ni
∂y
∂Nj
∂y
+ ∂Ni
∂z
∂Nj
∂z

dΩ (53)
Bij =
∫
Ωe

kxBNi
∂Nj
∂x
− ∂Ni
∂x
Nj

dΩ (54)
Cij =
∫
Ωe

kyBNi
∂Nj
∂y
− ∂Ni
∂y
Nj

dΩ (55)
Dij =
∫
Ωe

kzBNi
∂Nj
∂z
− ∂Ni
∂z
Nj

dΩ (56)
Eij =
∫
Ωe

k2x
∂Ni
∂x
− ∂Nj
∂x
+ NiNj

dΩ (57)
Gij =
∫
Ωe
kxky
∂Ni
∂x
∂Nj
∂y
dΩ (58)
Hij =
∫
Ωe
kxkz
∂Ni
∂x
∂Nj
∂z
dΩ (59)
Iij =
∫
Ωe

k2y
∂Ni
∂y
− ∂Nj
∂y
+ NiNj

dΩ (60)
Jij =
∫
Ωe
kykz
∂Ni
∂y
∂Nj
∂z
dΩ (61)
Kij =
∫
Ωe

k2z
∂Ni
∂z
− ∂Nj
∂z
+ NiNj

dΩ. (62)
From the transformation of global to local coordinates (x → ξ, y → η, z → ζ ) given by Eqs. (17a–f), (18) and (19),
Eqs. (52)–(61) are rewritten in the form
Aij =
∫
Ω
e

B2NiNj + Φ1Φ4det(J)2 +
Φ2Φ5
det(J)2
+ Φ3Φ6
det(J)2

det(J)dΩ (63)
Bij =
∫
Ω
e

kxBNiΦ4
det(J)
− Φ1
det(J)
Nj det(J)

dΩ (64)
Cij =
∫
Ω
e

kxBNiΦ5
det(J)
− Φ2
det(J)
Nj det(J)

dΩ (65)
Dij =
∫
Ω
e

kxBNiΦ6
det(J)
− Φ3
det(J)
Nj det(J)

dΩ (66)
Eij =
∫
Ω
e

α2k2xΦ1Φ4
det(J)2
+ NiNj

dΩ (67)
Gij =
∫
Ω
e

α2kxkyΦ1Φ5
det(J)

dΩ (68)
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Hij =
∫
Ω
e

α2kxkzΦ1Φ6
det(J)

dΩ (69)
Iij =
∫
Ω
e

α2k2yΦ2Φ5
det(J)2
+ NiNj

det(J)dΩ (70)
Jij =
∫
Ω
e

α2kykzΦ2Φ6
det(J)

dΩ (71)
Kij =
∫
Ω
e

α2k2zΦ3Φ6
det(J)2
+ NiNj

det(J)dΩ. (72)
5. Numerical applications
The matrix coefficients are obtained by numerical integration using Gauss [14] and mapping the real elements in the
master element in the local coordinates ξ, η and ζ (−1 ≤ ξ, η, ζ ≤ 1). The shape functions and their derivatives for the
hexahedral element used can be found in [12]. The system of algebraic equations given by Eq. (13) for the Galerkin method
and Eq. (51) for the Least Squares Method, was solved by the Gauss–Seidel method. The stop criterion was the maximum
error Emax ≤ 10−10. The computational code was developed in Fortran language. The meshes were refined up to the limit of
the computermemory capacity. Both linear (8 nodes) and quadratic (27 nodes) hexahedronswere used, with h representing
the size of the element, i.e., h = 1x = 1y = 1z. The L2 norm of the error was defined as in [15]:
‖e‖ =

Nnost−
i=1
e2i

/Nnost
1/2
,
in this equation, Nnost is the total number of nodes in the mesh and ei = |T(num)i − T(an)i |, where T(num) is the result from the
numerical solution and T(an) is the result from the analytical solution respectively.
5.1. Application 1: Poisson equation—diffusion in solids
In this application the coefficient B in Eq. (1) is zero and the domain is a unitary cubeΩ = [0, 1]3. The governing equation
reduces to
∂2T
∂x2
+ ∂
2T
∂y2
+ ∂
2T
∂z2
= 0
where T = T (x, y, z).
The analytical solution for the function T and the first partial derivatives can be written as
T = sin(πy) sin(πz)
sinh(π
√
2)
[2 sinh(π√2x)+ sinh(π√2(1− x))]
∂T
∂x
= sin(πy) sin(πz)
sinh(π
√
2)
[2√2π cosh(π√2x)−√2π cosh(π√2(1− x))]
∂T
∂y
= π cos(πy) sin(πz)
sinh(π
√
2)
[2 sinh(π√2x)+ sinh(π√2(1− x))]
∂T
∂z
= sin(πy)π cos(πz)
sinh(π
√
2)
[2 sinh(π√2x)+ sinh(π√2(1− x))].
The boundary conditions were chosen to satisfy the analytical solution of the proposed problem. The analytical solution
for T was chosen in order to compare the present results with those presented by [16,17]. Table 1 shows the comparison
between the present results and the results from [16], which made an analysis of the L2 norm of error in the numerical
solution of T (x, y, z) for a mesh with h equal the 1/4, 1/6, 1/8 and 1/10, by CDS method (standard central differencing
schemes) and HOC (high-order compact schemes). The results obtained with GFEM and LSFEM with 8 nodes presented
similar results to those of [16] obtained with CDS. On the other hand, when hexahedron elements with 27 nodes were used
in GFEM and LSFEM, significantly better results were obtained, compared to those of [16] using HOC.
Table 2 shows a comparison between the present results and the results obtained by [17], which carried an analysis of
L∞ norm of error in the numerical solution of T (x, y, z) by Second-Order Scheme (7 points) and two Fourth-Order Finite
Difference Schemes (15 points and 19 points), for mesh with h equal to 1/4, 1/8 and 1/16. Using hexahedron elements
with 8 nodes, the results are similar to the Second-Order Scheme. However, the GFEM and LSFEM methods with 27 nodes
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Table 1
L2 norm of solution T (x, y, z).
h [16] LSFEM (present work) Galerkin (present work)
CDS HOC4 8 nodes 27 nodes 8 nodes 27 nodes
1/4 1.34E−02 3.29E−03 1.76E−02 6.10E−04 1.83E−02 1.97E−04
1/6 6.50E−03 6.77E−04 8.43E−03 1.37E−04 8.78E−03 4.15E−05
1/8 3.84E−03 2.21E−04 4.93E−03 4.64E−05 5.14E−03 1.35E−05
1/10 2.53E−03 9.28E−05 3.24E−03 1.98E−05 3.38E−03 5.67E−06
Table 2
L∞ norm of solution T (x, y, z).
h [17] LSFEM (present work) Galerkin (present work)
7 points 15 points 19 points 8 nodes 27 nodes 8 nodes 27 nodes
1/4 5.84E−02 7.93E−03 5.13E−03 7.68E−02 2.33E−03 7.06E−02 8.29E−04
1/8 1.55E−02 4.92E−04 3.24E−04 1.75E−02 2.04E−04 1.62E−02 7.00E−05
1/16 3.94E−03 3.06E−05 2.04E−05 4.30E−03 1.52E−05 3.99E−03 5.62E−06
Table 3
L2 norm solution of ∂T∂x .
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 7.57E−01 6.24E−02 1.13E−01 3.12E−02
1/6 5.54E−01 3.87E−02 5.40E−02 1.22E−02
1/8 4.33E−01 2.80E−02 3.12E−02 6.36E−03
1/10 3.55E−01 2.19E−02 2.02E−02 3.87E−03
1/16 2.29E−01 1.29E−02 8.01E−03 1.41E−03
1/32 1.17E−01 5.07E−03 2.01E−03 –
1/40 9.42E−02 3.60E−03 – –
Table 4
L∞ norm solution of ∂T∂x .
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 3.25E−00 3.37E−01 5.93E−01 2.34E−01
1/6 2.45E−00 2.08E−01 3.02E−01 8.68E−02
1/8 1.96E−00 1.47E−01 1.82E−01 4.12E−02
1/10 1.63E−00 1.16E−01 1.21E−01 2.32E−02
1/16 1.09E−00 6.43E−02 5.02E−02 7.49E−03
1/32 5.79E−01 2.28E−02 1.33E−02 –
1/40 4.69E−01 1.56E−02 – –
presented better results than the two Fourth-Order Finite Difference Schemes proposed by [17]. The results with the GFEM
methodwith 27 nodes, for the threemeshes, presented a precision one order greater than the results with the Fourth-Order
Scheme (19 points).
A special contribution of this work is the analysis of L2 and L∞ norms of error in the numerical solution of first derivatives
of T . This result is of great importance in heat transfer problems, making possible the analysis of heat flux in any point of
the domain. In the LSFEM, the first derivatives are given by the variables qx, qy and qz (see Eq. (22)). Instead, in the GFEM,
the derivatives need to be calculated from the T (x, y, z) solution. Here, the procedure used is similar to the approximation
presented in Eq. (2):
∂T
∂xk
≈ ∂ Tˆ
e
∂xk
=
Nnodes−
i=1
∂Ni
∂xk
Tˆ ei ,
where k = 1, 2 or 3, being x1 = x, x2 = y and x3 = z.
Tables 3 and 4 present the L2 and L∞ norms of first derivative on x, while Tables 5 and 6 present the same norms but
for the first derivatives on y and z. Note that the derivatives on y and z are equal due to the analytical solution used in this
application.
An important feature shown in Tables 1–2 is that in general the GFEM shows slightly better results than the LSFEM.
However, due to the use of three auxiliary equations by the LSFEM, these method results already give the values of the first
three derivatives at each node. Then, the LSFEM showed results significantly better than GFEM (Tables 3–6) and, for the
hexahedron elements with 8 nodes and h = 1/32, the LSFEM reach an accuracy two orders greater than GFEM (see Table 3).
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Table 5
L2 norm solution of ∂T∂y = ∂T∂z .
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 5.32E−01 1.49E−02 6.08E−02 3.18E−02
1/6 3.44E−01 1.15E−02 2.55E−02 1.65E−02
1/8 2.53E−01 9.99E−03 1.39E−02 9.82E−03
1/10 2.00E−01 8.79E−03 8.72E−03 6.42E−03
1/16 1.23E−01 6.19E−03 3.29E−03 2.55E−03
1/32 6.06E−02 2.83E−03 7.97E−04 –
1/40 4.83E−02 2.06E−03 – –
Table 6
L∞ norm solution of ∂T∂y = ∂T∂z .
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 2.34E−00 5.59E−02 3.05E−01 1.56E−01
1/6 1.60E−00 3.37E−02 1.40E−01 1.02E−01
1/8 1.21E−00 3.71E−02 7.96E−02 6.27E−02
1/10 9.78E−01 3.36E−02 5.12E−02 4.30E−02
1/16 6.14E−01 2.46E−02 2.01E−02 1.81E−02
1/32 3.08E−01 1.26E−02 5.04E−03 –
1/40 2.46E−01 9.61E−03 – –
Table 7
L2 norm solution of T (x, y, z).
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 1.48E−04 1.58E−04 7.10E−07 6.14E−06
1/6 7.05E−05 7.50E−05 1.57E−07 1.36E−06
1/8 4.09E−05 4.39E−05 5.29E−08 4.59E−07
1/10 2.68E−05 2.88E−05 2.24E−08 1.95E−07
1/16 1.09E−05 1.17E−05 3.61E−09 3.14E−08
1/20 7.11E−06 7.67E−06 1.69E−09 –
1/32 2.84E−06 3.07E−06 1.19E−09 –
1/40 1.84E−06 1.98E−06 – –
Table 8
L∞ norm solution of T (x, y, z).
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 4.76E−04 4.97E−04 2.72E−06 2.41E−05
1/6 1.99E−04 2.40E−04 5.45E−07 4.86E−06
1/8 1.10E−04 1.36E−04 1.74E−07 1.55E−06
1/10 7.08E−05 8.63E−05 7.17E−08 6.40E−07
1/16 2.79E−05 3.36E−05 1.10E−08 9.89E−08
1/20 1.78E−05 2.14E−05 5.04E−09 –
1/32 6.94E−06 8.38E−06 3.47E−09 –
1/40 4.45E−06 5.36E−06 – –
5.2. Application 2: Helmholtz equation—diffusion with generation in solids
In this application the coefficient B in Eq. (1) is null and the domain is a unitary cube Ω = [0, 1]3. So the governing
equation is
∂2T
∂x2
+ ∂
2T
∂y2
+ ∂
2T
∂z2
+ T = 0
where T = T (x, y, z).
The analytical solution of this equation is
T = sin x+ sin y+ sin z; ∂T
∂x
= cos x; ∂T
∂y
= cos y; ∂T
∂z
= cos z.
Tables 7 and 8 shows the numerical results of T (x, y, z). It can be observed that the GFEM shows significantly better
results than the LSFEM, for the error norms examined. For both methods, the hexahedron elements with 8 nodes present
results in the same order of accuracy. However, for the hexahedron elements with 27 nodes, the GFEM present an order of
accuracy greater than the LSFEM.
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Table 9
L2 norm solution of ∂T∂x = ∂T∂y = ∂T∂z .
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 6.15E−02 3.01E−04 3.70E−03 7.88E−06
1/6 4.17E−02 1.48E−04 1.60E−03 1.73E−06
1/8 3.16E−02 8.79E−05 9.04E−04 5.79E−07
1/10 2.54E−02 5.73E−05 5.75E−04 5.60E−07
1/16 1.60E−02 2.32E−05 2.22E−04 3.95E−08
1/20 1.28E−02 1.50E−05 1.42E−04 –
1/32 8.09E−03 5.97E−06 5.53E−05 –
1/40 6.48E−03 3.84E−06 – –
Table 10
L∞ norm solution of ∂T∂x = ∂T∂y = ∂T∂z .
h Galerkin 8 nodes LSFEM 8 nodes Galerkin 27 nodes LSFEM 27 nodes
1/4 1.00E−01 9.66E−04 5.19E−03 2.56E−05
1/6 6.82E−02 3.43E−04 2.31E−03 5.02E−06
1/8 5.16E−02 1.79E−04 1.30E−03 1.57E−06
1/10 4.14E−02 1.12E−04 8.33E−04 1.25E−05
1/16 2.60E−02 4.25E−05 3.24E−04 1.37E−07
1/20 2.08E−02 2.62E−05 2.08E−04 –
1/32 1.30E−02 9.50E−06 8.14E−05 –
1/40 1.04E−02 5.96E−06 – –
Tables 9 and 10 present the L2 and L∞ norms of first derivatives. As in Application 1, the LSFEM provides the best results
in the error analysis of the numerical solutions of the first derivatives of T (x, y, z). Here, the LSFEM has around three orders
of accuracy greater than the GFEM, for most of the h values, both for the L2 and L∞ norms. It can be observed in Table 9
that the LSFEM, with 8 nodes for h = 1/4, has a better result than that presented by GFEM with 8 nodes and h = 1/40.
Something similar happens when GFEM and LSFEM with 27 nodes are analyzed, respectively, with h = 1/20 and h = 1/4.
6. Conclusions
The Finite Element Method in the variants GFEM and LSFEM is a powerful tool for solving heat transfer problems. In this
work we observed a significantly better efficiency of the FEM than Finite Difference Method (Application 1). An advantage
of the FEM, besides the numerical accuracy, is related in the domain analyzed, in which the FEM has facilities when the
domains are multi-connected and irregular [9]. For such domains, the Finite Difference Method presents serious difficulties
of implementation. An important analysis of this work is the accuracy of numerical solutions of first derivatives of the
function T (x, y, z). Both applications show that the GFEM for diffusion problems presents slightly better results than the
LSFEM. However, when analyzing the derivatives, the LSFEM provides significantly better results. If the objective is just
to find the solution for T (x, y, z), we conclude that the GFEM is advisable not only for its efficiency but also for its low
computational cost. This is evidenced in the element matrix, where the GFEM will be a 8 × 8 matrix (hexahedron with 8
nodes) and 27×27 (hexahedronwith 27 nodes), whereas in the LSFEM, which has four degrees of freedom, will be a 32×32
matrix (hexahedron with 8 nodes) and 108× 108 (hexahedron with 27 nodes). However, if we need the solution of the first
derivatives, the LSFEM is the most advisable.
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