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Abstract
In the theory of nonlinear partial differential equations we need to explain superposition
operators. For modulation spaces equipped with particular ultradifferentiable weights this
was done in [21]. In this paper we introduce a class of general ultradifferentiable weights
for modulation spaces Mw∗p,q(R
n) which have at most subexponential growth. We establish
analytic as well as non-analytic superposition results in the spaces Mw∗p,q(R
n).
1 Introduction
Classical modulation spaces got originally introduced by Feichtinger in [8] as a family of Banach
spaces controlling globally local frequency information of a function. Thus, modulation spaces are
an important tool when discussing problems in time-frequency analysis. But it also turned out
that modulation spaces find fruitful applications in the theory of partial differential equations (e.g.
see [7, 14, 23, 20, 32, 33, 34, 35]) and in the theory of pseudo-differential calculus and Fourier
integral operators (e.g. see [26, 28, 13, 36]).
In the study of partial differential equations Gevrey analysis is an effective tool, where models are
treated in the phase space instead of the physical space. Therefore functions are characterized by
its behavior on the Fourier transform side. Here we define Gevrey functions as follows:
f ∈ Gs(Rn)⇐⇒ e〈ξ〉
1
s Ff(ξ) ∈ L2(Rn),
where s ≥ 1. Let us consider the strictly hyperbolic Cauchy problem
utt − a(t)uxx = 0, u(0, x) = φ(x), ut(0, x) = ψ(x) (1)
with initial data (φ, ψ) ∈ Gs(Rn) × Gs(Rn) and positive Ho¨lder coefficient a = a(t) ∈ Cα[0, T ],
0 < α < 1. In [6] the authors showed that (1) is globally (in time) well-posed in the Gevrey
space Gs(Rn) for s < 11−α . In [4] the authors proved a well-posedness result of the corresponding
semi-linear Cauchy problem
utt − a(t)uxx = f(u), u(0, x) = φ(x), ut(0, x) = ψ(x) (2)
with an admissible nonlinearity f = f(u) and Gevrey data φ and ψ. Hence, the obstacle is to
explain superposition operators Tf defined by
Tf : u 7→ Tfu := f(u) (3)
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in corresponding function spaces. This was the main motivation in [21] in order to achieve super-
position results by employing similar strategies as in [4]. As described before functions from scales
of modulation spaces are also defined by means of their behavior on the Fourier transform side.
In the present paper the goal is to treat analytic as well as non-analytic superposition in modu-
lation spaces equipped with a general class of weights growing faster than any polynomial but at
most subexponentially, i.e., a natural extension of results obtained in [21].
The paper is organized as follows. First of all we define modulation spaces M sp,q(R
n) by means of
a uniform decomposition method as used in, e.g., [8], [31] and [35] (see Section 2).
In Section 3 we give a formal definition of modulation spaces Mw∗p,q (R
n) equipped with weights
ew∗(|·|). Then an appropriate class W(R) of general weights w∗ is proposed and some basic prop-
erties of modulation spaces Mw∗p,q (R
n) are discussed.
By proving algebra properties in Section 4 analytic nonlinearities can be handled.
In Section 5 we are able to find non-analytic functions f ∈ C∞(Rn) such that the corresponding
superposition operator Tf explained by (3) maps modulation spaces M
w∗
p,q (R
n) into itself.
Some open problems and concluding remarks complete the paper (see Section 6).
2 Modulation Spaces
First of all we introduce some basic notation and definitions. In Rn the notation of multi-indices
α = (α1, . . . , αn) is used, where |α| =
∑n
j=1 αj . Given two multi-indices α and β, then α ≤ β
means αj ≤ βj for 1 ≤ j ≤ n. Furthermore, let f be a function on Rn and x ∈ Rn, then
xα =
n∏
j=1
x
αj
j
and
Dαf(x) =
1
ı|α|
∂α
∂xα
f(x) =
1
ı|α|
( n∏
j=1
∂αj
∂x
αj
j
)
f(x).
A function f ∈ C∞(Rn) belongs to the Schwartz space S(Rn) if and only if
sup
x∈Rn
|xαDβf(x)| <∞
for all multi-indices α, β. The set of all tempered distributions is denoted by S ′(Rn) which is the
dual space of S(Rn). Moreover, by C∞0 (Rn) we denote the space of smooth functions with compact
support.
We introduce 〈ξ〉m := (m2 + |ξ|2) 12 . If m = 1, then we write 〈ξ〉 for simplicity.
The notation a . b is equivalent to a ≤ Cb with a positive constant C. Moreover, by writing a ≍ b
we mean a . b . a. Let X and Y be two Banach spaces. Then the symbol X →֒ Y indicates that
the embedding is continuous. The Fourier transform of an admissible function f is defined by
Ff(ξ) = fˆ(ξ) = (2π)−n2
∫
Rn
f(x)e−ıx·ξ dx (x, ξ ∈ Rn).
Analogously, the inverse Fourier transform is defined by
F−1fˆ(x) = (2π)−n2
∫
Rn
fˆ(ξ)eıx·ξ dξ (x, ξ ∈ Rn).
First in [8] Feichtinger defined modulation spaces by taking Lebesgue norms of the so-called
short-time Fourier transform of a function f with respect to x and ξ. The short-time Fourier
transform is a particular joint time-frequency representation. For the definition and mapping
properties we refer to [10]. By introducing the following decomposition principle we adopt the
idea of obtaining local frequency properties of a function f . Related frequency decomposition
techniques are explained in [10]. A special case, the so-called frequency-uniform decomposition,
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was independently introduced by Wang (e.g., see [34]). Let ρ : Rn 7→ [0, 1] be a Schwartz function
which is compactly supported in the cube
Q0 := {ξ ∈ Rn : −1 ≤ ξi ≤ 1, i = 1, . . . , n} .
Moreover,
ρ(ξ) = 1 if |ξi| ≤ 1
2
, i = 1, 2, . . . n.
With ρk(ξ) := ρ(ξ − k), ξ ∈ Rn, k ∈ Zn, it follows∑
k∈Zn
ρk(ξ) ≥ 1 for all ξ ∈ Rn .
Finally, we define
σk(ξ) := ρk(ξ)
( ∑
k∈Zn
ρk(ξ)
)−1
, ξ ∈ Rn , k ∈ Zn .
The following properties are obvious:
• 0 ≤ σk(ξ) ≤ 1 for all ξ ∈ Rn;
• suppσk ⊂ Qk := {ξ ∈ Rn : −1 ≤ ξi − ki ≤ 1, i = 1, . . . , n};
•
∑
k∈Zn
σk(ξ) ≡ 1 for all ξ ∈ Rn;
• there exists a constant C > 0 such that σk(ξ) ≥ C if maxi=1,... n |ξi − ki| ≤ 12 ;
• for all m ∈ N0 there exist positive constants Cm such that for |α| ≤ m
sup
k∈Zn
sup
ξ∈Rn
|Dασk(ξ)| ≤ Cm .
The operator
k := F−1 (σkF(·)) , k ∈ Zn,
is called uniform decomposition operator.
In [8] Feichtinger also showed that there is an equivalent definition of modulation spaces by means
of the uniform decomposition operator.
Definition 2.1. Let 1 ≤ p, q ≤ ∞ and assume s ∈ R to be the weight parameter. Suppose
the window ρ ∈ S(Rn) is compactly supported. Then the weighted modulation space M sp,q(Rn)
consists of all tempered distributions f ∈ S ′(Rn) such that their norm
‖f‖Msp,q =
( ∑
k∈Zn
〈k〉sq‖kf‖qLp
) 1
q
is finite with obvious modifications when p =∞ and/or q =∞.
Remark. General references with respect to (weighted) modulation spaces are [8], [10], [27], [31]
and [35] to mention only a few.
3 Modulation Spaces with General Weights
The goal of this section is to define a set W(R) of admissible weight functions for modulation
spaces in order to obtain analytic as well as non-analytic superposition results in Sections 4 and
5, respectively.
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3.1 Definition and Basic Properties
We give a formal definition of the weighted modulation space Mw∗p,q(Rn).
Definition 3.1. Let 1 ≤ p, q ≤ ∞ and let w∗ be a monotonically increasing weight function with
w∗(0) ≥ 0. Suppose the window ρ ∈ C∞0 (Rn) to be a fixed window function. By (σk)k we denote
the associated uniform decomposition of unity. Then the weighted modulation space Mw∗p,q(Rn) is
the collection of all f ∈ Lp(Rn) such that
‖f‖Mw∗p,q :=
( ∑
k∈Zn
eqw∗(|k|)‖kf‖qLp
) 1
q
<∞
(with obvious modifications when p =∞ and/or p =∞).
Remark. If we put w∗(|k|) := s log〈k〉, then Definition 3.1 coincides with Definition 2.1 in the sense
of equivalent norms. The cases w∗(|k|) = 〈k〉 1s , s > 1, and w∗(|k|) = log〈k〉ee log log〈k〉ee were
considered in [21], respectively.
Let us mention some basic properties of modulation spaces Mw∗p,q(Rn), for the proofs see [21].
Lemma 3.2. (i) The modulation space Mw∗p,q(Rn) is a Banach space.
(ii) Mw∗p,q(Rn) is independent of the choice of the window ρ ∈ C∞0 (Rn) in the sense of equivalent
norms.
(iii)Mw∗p,q(Rn) has the Fatou property, i.e., if (fm)∞m=1 ⊂Mw∗p,q(Rn) is a sequence such that fm ⇀ f
(weak convergence in S ′(Rn)) and
sup
m∈N
‖ fm ‖Mw∗p,q <∞ ,
then f ∈Mw∗p,q follows and
‖ f ‖Mw∗p,q ≤ sup
m∈N
‖ fm ‖Mw∗p,q <∞ .
Moreover, the spacesMw∗p,q(Rn) are monotone in p and q for a fixed weight w∗, where we stress
Nikol’skij’s inequality, see, e.g., Nikol’skij [18, 3.4] or Triebel [30, 1.3.2].
Lemma 3.3. Let 1 ≤ p0 < p ≤ ∞ and 1 ≤ q0 < q ≤ ∞. Then for fixed w∗ ∈ W(R) the following
embeddings hold and are continuous:
Mw∗p0,q(Rn) →֒ Mw∗p,q(Rn)
and
Mw∗p,q0(Rn) →֒ Mw∗p,q(Rn) ;
i.e., for all 1 ≤ p, q ≤ ∞ we have
Mw∗1,1(Rn) →֒ Mw∗p,q(Rn) →֒ Mw∗∞,∞(Rn) .
3.2 A Class of General Weight Functions
Subsequently we introduce classes of functions which will turn out to be appropriate in order to
prove our desired results in the Sections 4 and 5, respectively.
Definition 3.4. A measurable function f : (0,∞) 7→ (0,∞) is called slowly varying if
lim
t→∞
f(tx)
f(t)
= 1
for all x > 0.
For Definition 3.4 we refer to the definition in Chapter 1.2 in [1]. By the Uniform Convergence
Theorem, see [1, Theorem 1.2.1], it follows that the convergence in Definition 3.4 is uniform with
respect to x in any fixed interval [a, b], 0 < a < b <∞. Moreover, we recall the so-called Karamata
representation theorem, see [1, 1.3.1].
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Theorem 3.5. A function f is slowly varying if and only if there exists a positive number B such
that
f(x) = exp
{
η(x) +
∫ x
B
ε(t)
t
dt
}
, x ≥ B, (4)
where η(x) → c (|c| < ∞) as x → ∞ and ε(t) → 0 as t → ∞. Both functions η and ε are
measurable and bounded.
Remark. For a more detailed insight see [1] and [9]. Here we remark one important fact. Since
the functions f , η and ε are characterized by their behavior at infinity we can alter them on
finite intervals as long as they remain measurable und bounded, respectively. Thus, without loss
of generality we can choose the number B in Theorem 3.5 to be any desired positive number by
adjusting ε.
Generally spoken slowly varying functions resemble functions converging at infinity. For several
properties of slowly varying functions we refer to Proposition 1.3.6 in [1]. For instance, any real
power of a slowly varying function is again slowly varying.
Now let us consider functions which increase faster than slowly varying functions. In fact, the
so-called regularly varying functions resemble a monomial near infinity.
Definition 3.6. A measurable function f : (0,∞) 7→ (0,∞) is called regularly varying if
lim
t→∞
f(tx)
f(t)
= xα
for all x > 0 and α ∈ R. The number α is called index.
Remark. For the definition see Chapter 1.4.2 in [1].
Again a Uniform Convergence Theorem, see [1, Theorem 1.5.2], states the uniform convergence in
Definition 3.6 with respect to x on each interval (0, b], 0 < b <∞, if index α > 0. This is sufficient
for our purposes since we will only work with regularly varying functions with nonnegative index.
For some properties of regularly varying functions we refer to Proposition 1.5.7 in [1].
By stressing Theorem 1.4.1 in [1], the so-called Characterisation Theorem, we are able to find
a connection between regularly varying and slowly varying functions. If f is a regularly varying
function of index α, then f(x) = xαg(x) with a slowly varying function g. In terms of Theorem
3.5 we find the representation
f(x) = xα exp
{
η(x) +
∫ x
B
ε(t)
t
dt
}
, x ≥ B.
Now we can also assume some regularity for the function f . In fact, Theorem 1.3.3 in [1] yields the
asymptotical equivalence of an arbitrary slowly varying function g and a smooth slowly varying
function g1, i.e., limt→∞ g(t)/g1(t) = 1, where we also replaced the function η = η(x) by its limit
c in the representation of g1. Therefore let f ∈ C∞(0,∞) be a regularly varying function with the
representation
f(x) = xα exp
{
c+
∫ x
B
ε(t)
t
dt
}
, x ≥ B. (5)
Note that in (5) we modified the function ε = ε(t) in consequence of the assumed regularity on f .
A further modification of ε admits an appropriate choice of the positive number B. It follows that
lim
x→∞
x
f ′(x)
f(x)
= α (6)
since
x
f ′(x)
f(x)
= α+ ε(x), x ≥ B.
Note that in (5) we did not change the behavior of ε at infinity, i.e., the function ε = ε(x) tends
to 0 as x → ∞. All in all we have shown that the Definitions 3.4 and 3.6 do not determine the
regularity of functions, i.e., a function satisfying Definition 3.4 or Definition 3.6 can be of arbitrary
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smoothness, respectively.
Now we are ready to define the set W(R) of all admissible weight functions w∗. Remark that we
apply the weight
w(|k|) := ew∗(|k|)
in Definition 3.1 of the modulation spaces Mw∗p,q(Rn).
Definition 3.7. The set W(R) contains all functions w∗ = w∗(x) , x ∈ [0,∞), such that w∗
satisfies the following conditions:
(A1) w∗ ∈ C∞(0,∞) is regularly varying with index α such that 0 ≤ α < 1,
(A2) w∗ ≥ 1,
(A3) w∗ is strictly increasing,
(A4) lim
t→∞
(w∗(t)−M log t) =∞ for all M ,
(A5) w′∗(0) = 0,
(A6) w′′∗ has finite changes of sign, i.e., there exists a number τ such that w′′∗(x) < 0 for all
x > τ .
Let w∗ ∈ W(R). Due to (A1) and the previous arguments w∗ can be represented by (5) and
satisfies (6). Thus, for all ǫ > 0 there exists a positive number x0 such that
(B1)
∣∣∣xw′∗(x)w∗(x) ∣∣∣ < α+ ǫ for all x ≥ x0.
Note that α ∈ [0, 1) in (A1). If we put ǫ := 1− α, then we can fix the number x0.
By considering the derivative of the function p(x) := xw∗(x) we know that p = p(x) is monotonically
increasing for all x ≥ x0, where the same x0 is used as in (B1). However, p = p(x) can attain several
local maxima for x ∈ [0, x0]. Moreover, p(x) → ∞ as x → ∞ due to (A1) and the corresponding
representation of regularly varying functions, see (5). Thus, we may take x1 ≥ x0 such that
(B2) t0w∗(t0) ≤
x1
w∗(x1)
≤ t1w∗(t1)
holds for all t0 ≤ x1 and for all t1 ≥ x1. Then we put
x˜ := max(τ, 2x0, 2x1, B), (7)
where τ comes from (A6) and B comes from the representation (5).
Remark. (i) For every fixed weight function w∗ ∈ W(R) there exists x˜ as in (7) such that (B1) and
(B2) are satisfied. Here it is essential that α < 1 in (A1). If we suppose α = 1, then the arguments
which lead to (B1) and (B2) would fail. However (B1) and (B2) are fundamental in order to prove
Lemma 4.1 below.
(ii) In case α = 0 in condition (A1) we call the weight functions slowly varying, cf. Definition 3.4.
(iii) (A2) and (A3) in Definition 3.7 are natural conditions for weight functions.
(iv) Assumption (A4) ensures that the weights w(|k|) := ew∗(|k|), w∗ ∈ W(R), are functions in-
creasing faster than any polynomial. It means that we will treat modulation spaces equipped
with ultradifferentiable weights. On the other hand α < 1 in assumption (A1) indicates that the
modulation spaces are equipped with weights of at most subexponential growth.
(v) Conditions (A1), (A5) and (A6) have technical character. Nevertheless they are reasonable for
defining a suitable class of weight functions for modulation spaces.
(vi) By putting w∗(|k|) = 〈k〉 1s the Gevrey-modulation space GMsp,q(Rn) introduced in [21] coin-
cides with Mw∗p,q(Rn) for s > 1. Clearly we have w∗ ∈ W(R). Moreover, it holds UMp,q(Rn) =
Mw∗p,q(Rn) if w∗(|k|) = log〈k〉ee log log〈k〉ee , which is obviously contained in the set W(R) as well
(cf. [21]).
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Example. We introduce the notation
lm〈k〉∗ := log log . . . log︸ ︷︷ ︸
m-times
〈k〉∗ ,
i.e., lm is the m times composition of the log-function with itself. Here ∗ stands for a sufficiently
large number (depending on m) such that lm〈k〉∗ ≥ 1 for all k ∈ Zn. A natural extension of weight
functions mentioned in the previous remark (vi) are functions of the form
w∗(|k|) = 〈k〉 1s
(
log〈k〉∗
)r1(
log log〈k〉∗
)r2 · . . . · (lm〈k〉∗)rm (8)
with parameters s ∈ (1,∞) and rk ∈ R, k = 1, 2, . . . ,m. Then w∗ ∈ W(R) and w∗ is regularly
varying of index α = 1s . Moreover, there exist two cases for s =∞, that is, w∗ is a slowly varying
function. If we suppose r1 > 1, then r2, r3, . . . , rm ∈ R. If r1 = 1 and there exists l ∈ N+ such
that ri = 0 for i = 2, 3, . . . , l, then rl+1 > 0 and rl+2, rl+3, . . . , rm ∈ R. It follows w∗ ∈ W(R).
3.3 Embedding into Spaces of Ultradifferentiable Functions
We can show that only very smooth functions have a chance to belong to the space Mw∗p,q(Rn) if
w∗ ∈ W(R). Here we apply the theory of so-called ultradifferentiable functions, see, e.g., [2, 3, 5,
9, 19, 24, 30]. We notice that w∗ ∈ W(R) is a weight function in the sense of [5]. Now we recall
the definition of the space E{w∗}(Rn) of all ω∗-ultradifferentiable functions of Roumieu type, see
e.g. Definition 4.1 in [5],
E{w∗}(Rn) :=
{
f ∈ C∞(Rn) : ∀ compact K ⊂ Rn ∃m ∈ N : sup
x∈K,α∈Nn
|Dαf(x)|
e
1
m supy>0(m|α|y−w∗(ey))
<∞
}
.
So we try to give a characterisation of functions f ∈ Mw∗p,q(Rn), w∗ ∈ W(R), by certain growing
conditions on their derivatives analogously to Corollary 2.11 in [21].
Proposition 3.8. Let 1 ≤ p, q ≤ ∞ and w∗ ∈ W(R) be a fixed weight function. Then the following
continuous embedding holds:
Mw∗p,q(Rn) →֒ E{w∗}(Rn) .
Proof. Let f ∈ Mw∗p,q(Rn). Following the arguments in the proof of Corollary 2.11 in [21] yields
|Dαf(x)| .
( ∑
|k|<N
(1 + |k|)|α|e−w∗(|k|)
)
‖f‖Mw∗∞,∞ (9)
for any N ∈ N. Taking account of (A2) observe that∑
|k|<N
(1 + |k|)|α|e−w∗(|k|) .
∫
Rn
|ξ||α|e−w∗(|ξ|) dξ
.
∫
|ξ|>1
|ξ||α|e−w∗(|ξ|) dξ
≤ sup
|ξ|>1
(|ξ||α|e−w∗(|ξ|)2 ) ∫
Rn
e−
w∗(|ξ|)
2 dξ
. sup
|ξ|>1
(|ξ|2|α|e−w∗(|ξ|)) 12
= sup
t>1
(
e2|α| log t−w∗(t)
) 1
2
[y=log t]
= sup
y>0
e
1
2 (2|α|y−w∗(ey)) .
Lemma 3.3 and the definition of the space E{w∗}(Rn) yield the desired result.
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A usual technique to describe regularity of a function is to estimate the growth of its derivatives
by so-called weight sequences. For this purpose we define the so-called Carleman class of Roumieu
type E{Mp}(Rn), see e.g. Definition 7 in [3],
E{Mp}(Rn) :=
{
f ∈ C∞(Rn) : ∀ compact K ⊂ Rn ∃h > 0 : sup
x∈K,α∈Nn
|Dαf(x)|
h|α|M|α|
<∞
}
,
where (Mp)p∈N is a weight sequence, see Definition 4 in [3]. Let w∗ ∈ W(R) be a weight function
such that w∗ is regularly varying of index 0 < α < 1. Then w∗ is so-called Gelfand-Shilov
admissible, see Definition 3.1. in [19]. By stressing Definition 3.2. and Proposition 3.1. in [19] it
follows that the associated sequence (Mp)p∈N of the weight function w∗, which is defined by
Mp := sup
r>0
( rp
ew∗(r)
)
(10)
for all p ∈ N, satisfies
i) M2p ≤Mp−1Mp+1 for all p ∈ N,
ii) there exists a constant H ≥ 1 such that Mp+q ≤ Hp+qMpMq for all p, q ∈ N,
iii) there exist η < 12 , h > 0 such that Mp ≥ hpppη for all p ∈ N.
For the sake of normalisation we can also define the associated sequence (Mp)p∈N of the weight
function w∗ by
Np := sup
r>0
( rp
ew∗(r)
)
,
Mp := Np/N0 .
Then we have the properties i)-iii) as well as M0 = 1. In fact, (Mp)p∈N is a weight sequence in the
sense of [3].
Proposition 3.9. Let 1 ≤ p, q ≤ ∞ and w∗ ∈ W(R) be a fixed weight function such that w∗ is
regularly varying of index 0 < α < 1. If f ∈ Mw∗p,q(Rn), then f is infinitely often differentiable and
there exists a constant C = C(f, n) such that
|Dαf | ≤ C|α|+1M|α|,
where Mp, p ∈ N, is the associated sequence of the weight function w∗ defined by (10).
Moreover, it follows f ∈ E{Mp}(Rn).
Proof. Starting point is (9). Taking account of (10) and the corresponding properties of the
sequence Mp, p ∈ N, it follows∑
|k|<N
(1 + |k|)|α|e−w∗(|k|) .
∫
Rn
|ξ||α|e−w∗(|ξ|) dξ
≤ sup
ξ∈Rn
(|ξ||α|e−w∗(|ξ|)2 ) ∫
Rn
e−
w∗(|ξ|)
2 dξ
. sup
ξ∈Rn
(|ξ|2|α|e−w∗(|ξ|)) 12
=
(
M2|α|
) 1
2
≤ (H2|α|M2|α|) 12
= H |α|M|α|
with a constant H ≥ 1 coming from the estimate ii) above. The proof is complete.
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Remark. We shall give a remark to the restriction on w∗ in Proposition 3.9. If w∗ is regularly
varying of index 0 < α < 1, then there exists a constant D ≥ 1 such that
2w∗(t) ≤ w∗(Dt) +D (11)
holds for all t ≥ 0. It is easy to check that (11) fails for sufficiently large t if w∗ is regularly
varying of index α = 0, i.e., if w∗ is slowly varying, see Definitions 3.4 and 3.6. However inequality
(11) is crucial in the sense that it holds if and only if there exists a constant H ≥ 1 such that
Mp+q ≤ Hp+qMpMq for all p, q ∈ N, where Mp is explained by (10). For this we refer to Komatsu
[15, Proposition 3.6] and Pascu [19, Proposition 3.1]. We used this estimate in the proof of
Proposition 3.9. Moreover, if the assumptions of Proposition 3.9 are satisfied, then Corollary 16
in [3] gives E{w∗}(Rn) = E{Mp}(Rn). This makes clear that for f ∈ Mw∗p,q(Rn) the statements of
Proposition 3.8 and Proposition 3.9 are equal if the weight function w∗ ∈ W(R) is regularly varying
of index α ∈ (0, 1). However, if w∗ is slowly varying, then f ∈ E{w∗}(Rn) but f /∈ E{Mp}(Rn).
Example. Let w∗(|k|) = 〈k〉 1s with s > 1, that is Mw∗p,q(Rn) = GMsp,q(Rn). Then one can show
that w∗ ∈ W(R) and w∗ is regularly varying of index 0 < 1s < 1. Furthermore, the associated
sequence of w∗ is Mp = (p!)s, see [3] and Rodino [22, Proposition 1.4.2]. Due to Proposition 3.9
there exists a constant C such that
|Dαf | ≤ C|α|+1(α!)s
for all f ∈ GMsp,q(Rn). But this is exactly the definition of Gevrey spaces Gs(Rn) in the sense of
Definition 1.4.1. in [22]. Thus, we have shown GMsp,q(Rn) ⊂ Gs(Rn). So applying the theory of
ultradifferentiable functions in fact improved the estimate of Corollary 2.11 in [21].
4 Multiplication Algebras
In this section our goal is to prove that the modulation spaces Mw∗p,q(Rn) are algebras under
pointwise multiplication if w∗ ∈ W(R). This property immediately explains analytic superposition
due to Taylor expansion.
The following lemma is a fundamental tool in order to prove later results.
Lemma 4.1. Let w∗ ∈ W(R) be a fixed weight function. Suppose x˜ to be as in (7) associated to
w∗. Then there exists a positive real number s such that
w∗(x) ≤ w∗(y) + w∗(x− y)− s min(w∗(y), w∗(x − y)) (12)
holds for all (x, y) ∈ R2+ \ {(x, y) ∈ R2+ : y ≤ x < 2x˜}.
Proof. Let y ≥ x. From w∗ increasing and min(w∗(y), w∗(x−y)) = w∗(x−y) we derive the validity
of (12) with 0 < s ≤ 1.
Now we turn to the case x > y. Let x ≥ 2x˜. We divide the proof in two steps.
Step 1. Suppose 0 ≤ y ≤ x ≤ 2y, i.e., min(w∗(y), w∗(x−y)) = w∗(x−y). Note that it immediately
follows x˜ ≤ x2 ≤ y ≤ x. We consider the function
h(x, y) := w∗(x)− w∗(y)− (1 − s)w∗(x− y).
We perform basic extreme value computations and obtain
w′∗(x)− (1− s)w′∗(x− y) = 0,
−w′∗(y) + (1− s)w′∗(x− y) = 0,
which yields w′∗(x) = w
′
∗(y) for all x, y satisfying the assumptions. In particular, we have monotone
behavior for w′∗ in the considered interval which yields x = y. Moreover, this gives w
′
∗(x) = w
′
∗(y) =
0 taking account of (A5). But this is a contradiction because of the monotone behavior of w′∗, cf.
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(A3). Thus, h attains its maximum on the boundary of the described domain, that is, x = 2x˜,
x = y, y = x2 . Hence, we need to consider
h(2x˜, y) = w∗(2x˜)− w∗(y)− (1− s)w∗(2x˜− y) for x˜ ≤ y ≤ 2x˜, (13)
h(x, x) = −(1− s)w∗(0), (14)
h(x,
x
2
) = w∗(x) − (2− s)w∗(x
2
). (15)
The function (14) is trivially nonpositive for all s ∈ (0, 1] due to (A2), which implies (12). Con-
sidering the function (13) and taking account of the mean value theorem we obtain
w′∗(ξ)
2x˜− y
w∗(2x˜− y) ≤ 1− s,
where ξ ∈ (y, 2x˜). A change of variables yields
z
w∗(z)
w′∗(ξ) ≤ 1− s (16)
with 0 ≤ z ≤ x˜ and ξ ∈ (2x˜− z, 2x˜). By (A6), (B1) and (B2) it follows
z
w∗(z)
w′∗(ξ) ≤
x˜
w∗(x˜)
w′∗(ξ) ≤
x˜
w∗(x˜)
w′∗(x˜) ≤ C < 1.
Thus, (16) is true and we can put s := 1− C > 0.
It is left to show that the function (15) is nonpositive. Similar arguments as before give that
h(x, x2 ) ≤ 0 if
x
2
w∗(x2 )
w′∗(ξ) ≤ (1− s),
where ξ ∈ (x2 , x). Due to (A6), (B1) and (B2) there exists a positive constant 0 < C < 1 such that
x
2
w∗(x2 )
w′∗(ξ) ≤
x
2
w∗(x2 )
w′∗(
x
2
) ≤ C
because x2 ≥ x˜. Again we put s := 1− C > 0.
Step 2. Suppose 0 ≤ 2y ≤ x, i.e., min(w∗(y), w∗(x− y)) = w∗(y). Note that it immediately follows
0 ≤ y ≤ x2 . Therefore we consider the function
h(x, y) := w∗(x)− w∗(x− y)− (1 − s)w∗(y).
By basic extreme value computations we obtain
w′∗(x)− w′∗(x− y) = 0,
w′∗(x− y)− (1− s)w′∗(y) = 0,
which yields w′∗(x) = w
′
∗(x − y) for all x, y satisfying the assumptions. Due to the assumptions
we also know that x − y ≥ x2 ≥ x˜ and the monotone behavior for w′∗ gives y = 0, see (A6).
Taking account of (A5) we obtain w′∗(x) = 0 which is a contradiction to (A3). Thus, h attains its
maximum on the boundary of the described domain, that is, x = 2x˜, y = 0, y = x2 . Hence, we
need to consider
h(2x˜, y) = w∗(2x˜)− w∗(2x˜− y)− (1− s)w∗(y) for 0 ≤ y ≤ x˜, (17)
h(x, 0) = −(1− s)w∗(0), (18)
h(x,
x
2
) = w∗(x)− (2 − s)w∗(x
2
). (19)
The functions (18) and (19) were already considered in Step 1. It remains to show that the function
(17) is nonpositive. Following the same arguments as in Step 1 we get h(2x˜, y) ≤ 0 if
y
w∗(y)
w′∗(ξ) ≤ 1− s,
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where y ∈ [0, x˜] and ξ ∈ (2x˜− y, 2x˜). Due to (A6), (B1) and (B2) it follows
y
w∗(y)
w′∗(ξ) ≤
x˜
w∗(x˜)
w′∗(ξ) ≤
x˜
w∗(x˜)
w′∗(x˜) ≤ C < 1
and we put s := 1− C > 0.
The proof is complete.
Based on Lemma 4.1 we are now able to formulate the main result of this section.
Theorem 4.2. Let 1 ≤ p1, p2, q ≤ ∞ and w∗ ∈ W(R). Define p by 1p := 1p1 + 1p2 . Assume that
f ∈ Mw∗p1,q(Rn) and g ∈Mw∗p2,q(Rn). Then f · g ∈Mw∗p,q(Rn) and it holds
‖f g‖Mw∗p,q ≤ C‖f‖Mw∗p1,q‖g‖Mw∗p2,q
with a positive constant C which only depends on the choice of the frequency-uniform decomposition,
the dimension n, the parameter q and the weight w∗.
In particular, the modulation space Mw∗p,q(Rn) is an algebra under pointwise multiplication.
Proof. We can basically follow the proof of Theorem 2.15 and Corollary 2.17 in [21].
Step 1. Subsequently we will use the notations fj(x) = jf(x) and gl(x) = lg(x) for j, l ∈ Zn.
A formal representation of the product f · g is given by
f · g =
∑
j,l∈Zn
fj · gl .
Ho¨lder’s inequality yields∣∣∣ ∑
j,l∈Zn
fj · gl
∣∣∣ ≤ ( ∑
j∈Zn
‖ fj ‖2L∞
)1/2( ∑
l∈Zn
‖ gl ‖2L∞
)1/2
≤ C ‖ f ‖Mw∗∞,∞‖ g ‖Mw∗∞,∞
with a constant C independent of f and g. This shows convergence of
∑
j,l∈Zn fj · gl in S ′(Rn).
In view of Lemma 3.2 (iii) it will be sufficient to prove that the sequence (
∑
|j|,|l|<N fj · gl)N is
uniformly bounded in Mw∗p,q(Rn).
Step 2. Support properties and an application of Young’s and Ho¨lder’s inequality lead to( ∑
k∈Zn
ew∗(|k|)q ‖F−1(σkF(f · g))‖qLp) 1q
. max
t∈Zn,
−3<ti<3,
i=1,...,n
(∑
k∈Zn
ew∗(|k|)q
[∑
l∈Zn
‖ft−(l−k)‖Lp1‖gl‖Lp2
]q) 1q
.
Taking account of Lemma 4.1 we continue the estimate as follows:
max
t∈Zn,
−3<ti<3,
i=1,...,n
( ∑
k∈Zn
ew∗(|k|)q
[ ∑
l∈Zn
‖ft−(l−k)‖Lp1‖gl‖Lp2
]q) 1q
≤ max
t∈Zn,
−3<ti<3,
i=1,...,n
( ∑
k∈Zn,
|k|<2x˜
[ ∑
l∈Zn
ew∗(|k|)‖ft−(l−k)‖Lp1‖gl‖Lp2
]q
+
∑
k∈Zn,
|k|≥2x˜
[ ∑
l∈Zn
ew∗(|k|)‖ft−(l−k)‖Lp1‖gl‖Lp2
]q) 1q
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≤ ew∗(2x˜) max
t∈Zn,
−3<ti<3,
i=1,...,n
( ∑
k∈Zn,
|k|<2x˜
[ ∑
l∈Zn
‖ft−(l−k)‖Lp1‖gl‖Lp2
]q
+
∑
k∈Zn,
|k|≥2x˜
[ ∑
l∈Zn,
|l|≤|l−k|
ew∗(|l−k|)‖ft−(l−k)‖Lp1 ew∗(|l|)‖gl‖Lp2 e−sw∗(|l|)
+
∑
l∈Zn,
|l−k|≤|l|
ew∗(|l−k|)‖ft−(l−k)‖Lp1ew∗(|l|)‖gl‖Lp2e−sw∗(|l−k|)
]q) 1q
. max
t∈Zn,
−3<ti<3,
i=1,...,n
{( ∑
k∈Zn
[ ∑
l∈Zn,
|l|≤|l−k|
ew∗(|l−k|)‖ft−(l−k)‖Lp1 ew∗(|l|)‖gl‖Lp2e−sw∗(|l|)
]q) 1q
+
( ∑
k∈Zn
[ ∑
l∈Zn,
|l−k|≤|l|
ew∗(|l−k|)‖ft−(l−k)‖Lp1 ew∗(|l|)‖gl‖Lp2e−sw∗(|l−k|)
]q) 1q}
=: max
t∈Zn,
−3<ti<3,
i=1,...,n
{
S1,t + S2,t
}
with s and x˜ as in Lemma 4.1. Note that (A2) implies w∗(|l− k|)+w∗(|l|)− s min(w∗(|l|), w∗(|l−
k|)) ≥ 1. A change of variables j = l − k together with Ho¨lder’s inequality yields the following
estimate:
S1,t =
( ∑
k∈Zn
[ ∑
j∈Zn,
|j+k|≤|j|
ew∗(|j|)‖ft−j‖Lp1 ew∗(|j+k|)‖gj+k‖Lp2e−sw∗(|j+k|)
]q) 1q
≤
( ∑
k∈Zn
∑
j∈Zn,
|j+k|≤|j|
eqw∗(|j|)‖ft−j‖qLp1eqw∗(|j+k|)‖gj+k‖qLp2
( ∑
j∈Zn,
|j+k|≤|j|
e−sq
′w∗(|j+k|)
) q
q′
) 1
q
.
( ∑
k∈Zn
∑
j∈Zn,
|j+k|≤|j|
eqw∗(|j|)‖ft−j‖qLp1eqw∗(|j+k|)‖gj+k‖qLp2
) 1
q
≤
( ∑
j∈Zn
eqw∗(|j|)‖ft−j‖qLp1
∑
k∈Zn
eqw∗(|j+k|)‖gj+k‖qLp2
) 1
q
,
where we used the fact ( ∑
m∈Zn
e−sq
′w∗(|m|)
) 1
q′
<∞ (20)
due to (A4) and 1q +
1
q′ = 1. By using the mean-value theorem, the uniform boundedness and the
positivity of w′∗, see (A1), (A5), (A6) and (A3), we get
ew∗(|j|)−w∗(|t−j|) = ew
′
∗(ξ)(|j|−|j−t|) ≤ e‖w′∗‖L∞ |t|
for some ξ ∈ R. Hence,
max
t∈Zn,
−3<ti<3,
i=1,...,n
sup
j∈Zn
ew∗(|j|)−w∗(|t−j|) ≤ e‖w′∗‖L∞ 2
√
n <∞ .
Thus, we obtain
max
t∈Zn,
−3<ti<3,
i=1,...,n
S1,t . ‖f‖Mw∗p1,q‖g‖Mw∗p2,q
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and analogously
max
t∈Zn,
−3<ti<3,
i=1,...,n
S2,t . ‖f‖Mw∗p1,q‖g‖Mw∗p2,q .
Note that all constants are independent of f and g.
Step 3. By applying Step 2 with p1 = p2 = 2p and stressing Lemma 3.3 we prove the algebra
property of Mw∗p,q(Rn), which completes the proof.
5 Non-analytic Superposition Operators
We adopt the strategy of [21] in order to obtain a non-analytic superposition result on the modu-
lation spaces Mw∗p,q(Rn). Note that this strategy got introduced in [4].
Propositions 3.8 and 3.9 have already shown that we can distinguish two subclasses of functions
belonging to the class W(R). Therefore we divide W(R) into:
W1(R) := {f ∈ W(R) : f is regularly varying of index α ∈ (0, 1)} ,
W0(R) := {f ∈ W(R) : f is slowly varying } .
Obviously it holds W(R) = W0(R) ∪ W1(R). Remark that if w∗ ∈ W1(R), then there exists a
slowly varying function w˜∗ such that
w∗(x) = xαw˜∗(x) (21)
due to the Characterisation Theorem, see [1, Theorem 1.4.1]. Since w∗ ∈ C∞(0,∞), see (A1), it
follows that w˜∗ ∈ C∞(0,∞). Hence, either w˜∗(t) is bounded for all t ∈ (0,∞) or tends to infinity
as t→∞. Note that because of (A2) and (A3) we only consider positive weight functions w∗.
At first we show the subalgebra property for modulation spaces Mw∗p,q(Rn) which is an important
tool to prove the main result of this section. Therefore we decompose the phase space in (2n + 1)
parts. Let R > 0 and ǫ = (ǫ1, . . . , ǫn) be fixed with ǫj ∈ {0, 1}, j = 1, . . . , n. Then we put
PR := {ξ ∈ Rn : |ξj | ≤ R, j = 1, . . . , n}
and
PR(ǫ) := {ξ ∈ Rn : sgn(ξj) = (−1)ǫj , j = 1, . . . , n} \ PR.
5.1 The Class W1(R) of Weight Functions
Proposition 5.1. Let 1 ≤ p, q ≤ ∞. Suppose that ǫ = (ǫ1, . . . , ǫn) is fixed with ǫj ∈ {0, 1},
j = 1, . . . , n. Let w∗ ∈ W1(R) be the fixed weight with the representation (21) and let R ≥ 2. The
spaces
Mw∗p,q(ǫ, R) := {f ∈ Mw∗p,q(Rn) : suppF(f) ⊂ PR(ǫ)}
are subalgebras of Mw∗p,q(Rn). Furthermore, it holds
‖f g‖Mw∗p,q ≤ DR ‖f‖Mw∗p,q‖g‖Mw∗p,q (22)
for all f, g ∈Mw∗p,q(ǫ, R). The constant DR can be specified in the following way:
(a) Suppose lim inft→∞ w˜∗(t) = C0 > 0, where C0 =∞ is allowed. Then DR is given by
DR := C
(∫ ∞
sq′c(R−2)α
yn/α−1e−y dy
) 1
q′
,
where the constant C > 0 depends only on n, p, q and w∗, but not on f, g and R. Moreover,
c := min(1, C0).
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(b) Let δ > 0 be such that α− δ > 0. If lim inft→∞ w˜∗(t) = 0, then DR is given by
DR := C
(∫ ∞
sq′(R−2)α−δ
yn/α−1e−y dy
) 1
q′
,
where the constant C > 0 depends only on n, p, q and w∗, but not on f, g and R.
Proof. For details see the proof of Proposition 3.1 in [21]. Moreover, taking account of the Fourier
supports of the functions f and g we proceed as in the proof of Theorem 4.2. Let
P ∗R(ǫ) := {k ∈ Zn : max
j=1,...,n
|kj | > R− 1, sgn(kj) = (−1)ǫj , j = 1, . . . , n}.
Then we obtain( ∑
k∈P∗R(ǫ)
ew∗(|k|)q ‖F−1(σkF(f · g))‖qLp) 1q
. max
t∈Zn,
−3<ti<3,
i=1,...,n
( ∑
k∈P∗R(ǫ)
ew∗(|k|)q
[ ∑
l∈Zn,
l,t−(l−k)∈P∗R(ǫ)
‖ft−(l−k)‖Lp1‖gl‖Lp2
]q) 1q
. max
t∈Zn,
−3<ti<3,
i=1,...,n
{
S1,t + S2,t
}
,
where
S1,t ≤
( ∑
k∈P∗R(ǫ)
∑
l∈Zn,
l,t−(l−k)∈P∗R(ǫ),
|l|≤|l−k|
eqw∗(|l−k|)‖ft−(l−k)‖qLp1 eqw∗(|l|)‖gl‖qLp2
×
( ∑
l∈Zn,
l,t−(l−k)∈P∗R(ǫ),
|l|≤|l−k|
e−sq
′w∗(|l|)
) q
q′
) 1
q
,
S2,t ≤
( ∑
k∈P∗R(ǫ)
∑
l∈Zn,
l,t−(l−k)∈P∗R(ǫ),
|l−k|≤|l|
eqw∗(|l−k|)‖ft−(l−k)‖qLp1 eqw∗(|l|)‖gl‖qLp2
×
( ∑
l∈Zn,
l,t−(l−k)∈P∗R(ǫ),
|l−k|≤|l|
e−sq
′w∗(|l−k|)
) q
q′
) 1
q
.
In the following estimates let us consider the set P ∗R(ǫ) for ǫ = (0, . . . , 0). The other cases ǫ 6=
(0, . . . , 0) can be deduced from a symmetry argument. Now we distinguish two cases depending
on w˜∗.
Step 1. Suppose lim inft→∞ w˜∗(t) =: C0 > 0, where C0 =∞ is allowed. With R ≥ 2 and employing
equality (21) we estimate∑
l∈Zn,
l,t−(l−k)∈P∗R(0,...,0),
|l|≤|l−k|
e−sq
′w∗(|l|) ≤
∑
l ∈Zn,
maxj=1,...,n |lj|>R−1
e−sq
′w∗(|l|)
≤
∫
|x|>R−2
e−sq
′|x|αw˜∗(|x|) dx
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≤ 2 π
n/2
Γ(n/2)
∫ ∞
R−2
rn−1e−sq
′crα dr
[t=rα]
= 2
πn/2
Γ(n/2)
1
α
∫ ∞
(R−2)α
tn/α−1e−sq
′ct dt
[y=sq′ct]
= 2
πn/2
Γ(n/2)
1
α
(sq′c)−n/α
∫ ∞
sq′c(R−2)α
yn/α−1e−y dy
=: ER ,
where c := min(1, C0).
Step 2. Suppose lim inft→∞ w˜∗(t) = 0. With R ≥ 2, δ > 0 arbitrarily small and employing equality
(21) we estimate∑
l∈Zn,
l,t−(l−k)∈P∗R(0,...,0),
|l|≤|l−k|
e−sq
′w∗(|l|) ≤
∑
l ∈Zn,
maxj=1,...,n |lj |>R−1
e−sq
′w∗(|l|)
≤
∫
|x|>R−2
e−sq
′|x|αw˜∗(|x|) dx
≤ 2 π
n/2
Γ(n/2)
∫ ∞
R−2
rn−1e−sq
′rα−δ dr
[t=rα−δ]
= 2
πn/2
Γ(n/2)
1
α− δ
∫ ∞
(R−2)α−δ
tn/(α−δ)−1e−sq
′t dt
[y=sq′t]
= 2
πn/2
Γ(n/2)
1
α− δ (sq
′)−n/(α−δ)
∫ ∞
sq′(R−2)α−δ
yn/α−1e−y dy
=: FR .
In the last part of the proof the constant DR stands for ER and FR, respectively. We follow the
estimates used in the proof of Theorem 4.2 and obtain
S1,t ≤ D1/q
′
R
( ∑
j∈Zn
eqw∗(|j|)‖ft−j‖qLp1
∑
k∈Zn
eqw∗(|j+k|)‖gj+k‖qLp2
) 1
q
. D
1/q′
R ‖f‖Mw∗p1,q‖g‖Mw∗p2,q
as well as
S2,t . D
1/q′
R ‖f‖Mw∗p1,q‖g‖Mw∗p2,q .
Lemma 3.3 yields the desired result.
Remark. An obvious application of Proposition 5.1(a) is the subalgebra property of Gevrey-
modulation spaces GMsp,q(Rn), see Proposition 3.1 in [21]. In this case we have the weight function
w∗(|k|) = 〈k〉 1s , s > 1. Hence w˜∗(|k|) = 1 in (21).
Furthermore, Proposition 5.1(a) shows that the spaces Mw∗p,q(Rn) are subalgebras under pointwise
multiplication if w∗(|k|) = 〈k〉 1s lm〈k〉∗, s > 1,m ∈ N, where ∗ stands for a sufficiently large number
(depending on m) such that lm〈k〉∗ ≥ 1 for all k ∈ Zn. Here we have w˜∗(|k|) = lm〈k〉∗ in (21).
Let us consider the weight function w∗(|k|) = 〈k〉 1s
(
log〈k〉e
)r
, s > 1, r < 0. Hence w˜∗(|k|) =(
log〈k〉e
)r
in (21). Then Proposition 5.1(b) is applicable for the space Mw∗p,q(Rn).
Subsequently we assume every function to be real-valued. Let us mention a technical lemma
stated in [4].
Lemma 5.2. Let β > 0. Define
f(t) :=
∫ ∞
t
e−yyβ−1 dy, t ≥ 0.
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The inverse g of the function f maps (0,Γ(β)] onto [0,∞) and it holds
lim
u↓0
g(u)
log 1u
= 1.
Proof. Cf. Lemma 4.5. in [4].
Now we formulate the following lemma which is the main tool for Theorem 5.5. For brevity we
write ‖ · ‖ instead of ‖ · ‖Mw∗p,q .
Lemma 5.3. Let 1 < p < ∞ and 1 ≤ q ≤ ∞. Suppose w∗ ∈ W1(R) with the representation (21)
and u ∈ Mw∗p,q(Rn).
(a) If w˜∗ is bounded, then it holds
‖eiu − 1‖ ≤ c ‖u‖
{
eb‖u‖
α log ‖u‖ if ‖u‖ > 1,
1 if ‖u‖ ≤ 1
with constants b, c > 0 independent of u.
(b) Suppose limt→∞ w˜∗(t) =∞. Then it holds
‖eiu − 1‖ ≤ c ‖u‖
{
eb‖u‖
α log(‖u‖) w˜∗(a‖u‖(log ‖u‖)
1
α ) if ‖u‖ > 1,
1 if ‖u‖ ≤ 1
with constants a, b, c > 0 independent of u.
Proof. We follow the proof of Lemma 3.6 in [21]. Note that the idea of this proof originates from
[4]. We give a comment to the estimate of the following term∑
k∈Zn,
−Rr−1<ki<Rr+1,
i=1,...,n
ew∗(|k|)q ≤
∫
|x|<√n(Rr+1)
e|x|
αw˜∗(|k|)q dx
= 2
πn/2
Γ(n/2)
∫ √n(Rr+1)
0
τn−1eτ
αw˜∗(τ)q dτ . (23)
Now we distinguish two cases depending on w˜∗, which comes from (21).
Step 1.1. Assume w˜∗ is a bounded function. Then we put c0 := supt∈(0,∞) w˜∗(t) and continue the
estimate (23) as follows:
2
πn/2
Γ(n/2)
∫ √n(Rr+1)
0
τn−1eτ
αw˜∗(τ)q dτ ≤ 2 π
n/2
Γ(n/2)
∫ √n(Rr+1)
0
τn−1eτ
αc0q dτ
≤ C(√n(Rr + 1))ne(
√
n(Rr+1))αc0q
≤ Cec1Rαrα
with constants C > 0 depending on n and c1 > 0 depending on n, q, α, c0.
Step 1.2. The constant DR in Proposition 5.1 is strictly increasing and positive as a function of R
and we have limR→∞DR = 0. Following the proof of Lemma 3.6 in [21] and setting
DR
D2
= ‖u‖α−1Mw∗p,q
together with Lemma 5.2 yields the desired result.
Step 2.1. Suppose limt→∞ w˜∗(t) =∞. Then we continue the estimate (23) as follows:
2
πn/2
Γ(n/2)
∫ √n(Rr+1)
0
τn−1eτ
αw˜∗(τ)q dτ ≤ C(√n(Rr + 1))neb(
√
n(Rr+1))αw˜∗(
√
n(Rr+1))q
≤ Cebc1Rαrαw˜∗(c2Rr)
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with constants C > 0 depending on n, b > 0 depending on w˜∗, c1 > 0 depending on n, q, α and
c2 > 0 depending on n.
Step 2.2. The subalgebra constant DR is explained by Proposition 5.1(a). Using the same argu-
ments as in Step 1.2 gives the desired estimate.
The proof is complete.
Remark. The restriction with respect to p, i.e. 1 < p < ∞, appears in the proof of Lemma 3.6
in [21] which we basically followed to prove Lemma 5.3. There the authors decompose a general
function u into 2n+1 parts by letting each part be Fourier supported on one of the sets PR(ǫ)
and PR, respectively. This decomposition is realised by characteristic functions. For p ∈ (1,∞)
characteristic functions on cubes are Fourier multipliers in Lp(Rn) by the Riesz Theorem. For
further details we refer to Lizorkin [16].
Lemma 5.4. Let 1 < p <∞ and 1 ≤ q ≤ ∞. Let w∗ ∈ W(R). Assume u ∈ Mw∗p,q(Rn) to be fixed
and define a function g : R 7→ Mw∗p,q(Rn) by g(ξ) = eıu(x)ξ − 1. Then the function g is continuous.
Proof. We make us of the identity
eiu − eiv = (eiv − 1)(ei(u−v) − 1) + (ei(u−v) − 1)
and the algebra property, see Theorem 4.2. Due to Lemma 5.3 the claim follows for w∗ ∈ W1(R).
If w∗ ∈ W0(R), then Lemma 5.9 below yields the claim.
Now we have all tools in order to state the main theorem of this section.
Theorem 5.5. Let 1 < p <∞ and 1 ≤ q ≤ ∞. Assume that w∗ ∈ W1(R) with the representation
(21).
(a) If w˜∗ is bounded, then let µ be a complex measure on R such that
L1(λ) :=
∫
R
eλ|ξ|
α log |ξ| d|µ|(ξ) <∞ (24)
for any λ > 0 and such that µ(R) = 0.
(b) If limt→∞ w˜∗(t) =∞, then assume µ to be a complex measure on R such that
L2(λ) :=
∫
R
eλ|ξ|
α log(|ξ|)w˜∗(|ξ|(log |ξ|)
1
α ) d|µ|(ξ) <∞ (25)
for any λ > 0 and such that µ(R) = 0.
Let the function f be the inverse Fourier transform of µ. Then f ∈ C∞(R) and the composition
operator Tf : u 7→ f ◦ u maps Mw∗p,q(Rn) into Mw∗p,q(Rn).
Proof. Taking account of µ(R) = 0 the composition operator Tf is given by
Tfu = (f ◦ u)(x) = 1√
2π
∫
R
(
eiu(x)ξ − 1) dµ(ξ)
for all u ∈ Mw∗p,q(Rn). Now we exactly follow the proof of Theorem 3.9 in [21] by using equation
(24) or respectively (25), Lemma 5.4 and Lemma 5.3. Note that in case (b) we additionally use
the fact that for all positive fixed numbers d there exists a constant C such that
w˜∗(dt) ≤ Cw˜∗(t)
for all t > 0 due to the assumptions. For sufficiently large t we can even put C := 1 + δ for any
δ > 0 since w˜∗ is slowly varying. This completes the proof.
Note the following conclusion.
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Corollary 5.6. Let 1 < p <∞, 1 ≤ q ≤ ∞ and w∗ ∈ W1(R) with the representation (21). Let µ be
a complex measure on R with the corresponding bounded density function g, i.e., dµ(ξ) = g(ξ) dξ.
(a) If w˜∗ is bounded, then assume
lim
|ξ|→∞
|ξ|α log |ξ|
log |g(ξ)| = 0
and
∫
R
dµ(ξ) =
∫
R
g(ξ) dξ = 0.
(b) If limt→∞ w˜∗(t) =∞, then assume
lim
|ξ|→∞
|ξ|α log |ξ|w˜∗(|ξ|(log |ξ|) 1α )
log |g(ξ)| = 0
and
∫
R
dµ(ξ) =
∫
R
g(ξ) dξ = 0.
Let f be the inverse Fourier transform of g. Then f ∈ C∞(R) and the composition operator
Tf : u 7→ f ◦ u maps Mw∗p,q(Rn) into Mw∗p,q(Rn).
Proof. We follow the proof of Corollary 3.11 in [21] which yields the desired result.
Example. In Section 3 the general weight function (8) was introduced as a natural extension of
the weights discussed in [21]. If s ∈ (1,∞) and rk ∈ R, k = 1, 2, . . . ,m, then w∗ ∈ W1(R) is a
regularly varying function of index 1s . For particular examples let us consider again the weight
functions mentioned in the remark of Proposition 5.1. If w∗(|k|) = 〈k〉 1s lm〈k〉∗, s > 1,m ∈ N,
then Theorem 5.5(b) yields a non-analytic superposition operator onMw∗p,q(Rn). Given the weight
function w∗(|k|) = 〈k〉 1s
(
log〈k〉e
)r
, s > 1, r < 0, Theorem 5.1(a) gives the desired non-analytic
superposition in the modulation space Mw∗p,q(Rn). Note that for s = 1 in (8) condition (A1) in
Definition 3.7 is violated and our methods are not applicable.
Now we recall one example of a particular superposition operator on Mw∗p,q(Rn) for the case
w∗(|k|) = 〈k〉 1s , s > 1, which was already treated in [21]. Let us consider the construction in
Rodino [22, Example 1.4.9]. Let µ < 0 and let for t ∈ R
ψµ(t) :=
{
e−t
µ
if t > 0 ,
0 otherwise .
By taking
ϕµ(t) := ψµ(1 − t) · ψµ(t) , t ∈ R ,
we obtain a compactly supported C∞ function on R. It follows ϕµ ∈ Gs(R) for s = 1 − 1/µ.
Here the classes Gs(R) refer to classical Gevrey regularity, see [22, Definition 1.4.1]. We skip the
definition here and recall a further result, see [22, Theorem 1.6.1]. Since ϕµ ∈ Gs(R) has compact
support there exists a positive constant c and some ε > 0 such that
|Fϕµ(ξ)| ≤ c e−ε |ξ|
1/s
, ξ ∈ R .
Because of ϕµ(0) = 0 Corollary 5.6(a) yields the following.
Corollary 5.7. Let the weight parameter s > 1, 1 < p <∞ and 1 ≤ q ≤ ∞. Put w∗(|k|) = 〈k〉 1s .
Suppose that µ < 11−s . Then Tϕµ : u 7→ ϕµ ◦ u maps Mw∗p,q(Rn) into Mw∗p,q(Rn).
5.2 The Class W0(R) of Weight Functions
At first we state the subalgebra property for slowly varying weight functions, i.e., the counterpart
of Proposition 5.1. For this we recall the decomposition of the phase space Rn introduced above.
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Proposition 5.8. Let 1 ≤ p, q ≤ ∞ and N ∈ N. Suppose that ǫ = (ǫ1, . . . , ǫn) is fixed with
ǫj ∈ {0, 1}, j = 1, . . . , n. Let w∗ ∈ W0(R) be the fixed weight and R ≥ 2. The spaces
Mw∗p,q(ǫ, R) := {f ∈ Mw∗p,q(Rn) : suppF(f) ⊂ PR(ǫ)}
are subalgebras of Mw∗p,q(Rn). Furthermore, it holds
‖f g‖Mw∗p,q ≤ GR,N ‖f‖Mw∗p,q‖g‖Mw∗p,q (26)
for all f, g ∈Mw∗p,q(ǫ, R). The constant GR,N can be specified by
GR,N := CN R
−N ,
where the constant CN > 0 depends on n, p, q and N , but not on f, g and R.
Proof. We proceed as in the proof of Proposition 5.1 and use the same notation. In particular, the
quantities S1,t, S2,t and the set P
∗
R(ǫ) are taken over. Note that the proof strategy comes from
Proposition 4.7 in [21].
Due to property (A4) of w∗ there exists a constant cM such that
sup
l∈Zn
e−sw∗(|l|) (1 + |l|)M =: cM <∞
for any natural number M . Note that it is sufficient to consider the case ǫ = (0, . . . , 0) for P ∗R(ǫ).
In order to estimate S1,t we consequently need to estimate again the quantity∑
l∈Zn,
l,t−(l−k)∈P∗R(0,...,0),
|l|≤|l−k|
e−sq
′w∗(|l|) ≤
∑
l ∈Zn,
maxj=1,...,n |lj|>R−1
e−sq
′w∗(|l|)
≤ cM
∫
|x|>R−2
(1 + |x|)−Mq′ dx.
For Mq′ > n and by following the computations in the proof of Proposition 4.7 in [21] we obtain∫
|x|>R−2
(1 + |x|)−Mq′ dx ≤ C(R − 1)n−Mq′ =: G˜R
with a constant C = C(n, q,M) independent of f , g and R. Thus, we get
S1,t . G˜
1/q′
R ‖f‖Mw∗p1,q‖g‖Mw∗p2,q and
S2,t . G˜
1/q′
R ‖f‖Mw∗p1,q‖g‖Mw∗p2,q
as above. For arbitrary N ∈ N we can always choose M ∈ N such that M − nq′ ≥ N . This yields
the estimate
G˜
1/q′
R ≤ CNR−N
for all R ≥ 2 and with a constant CN depending on n, q,M and N but independent of f , g and
R.
Remark. Putting w∗(|k|) = log〈k〉ee log log〈k〉ee Proposition 5.8 coincides with Proposition 4.7 in
[21].
Now let us turn to the counterpart of Lemma 5.3 for slowly varying weight functions.
Lemma 5.9. Let 1 < p <∞ and 1 ≤ q ≤ ∞. Suppose w∗ ∈ W0(R). Then, for any ϑ > 1 and for
any N ∈ N there exist positive constants b, c such that
‖eiu − 1‖Mw∗p,q ≤ c ‖u‖Mw∗p,q
 eϑw∗(b ‖u‖
1+ 1
N
M
w∗
p,q
)
if ‖u‖Mw∗p,q > 1,
1 if ‖u‖Mw∗p,q ≤ 1
holds for all u ∈Mw∗p,q(Rn). In addition, the constant b can be chosen independent of ϑ and N .
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Proof. Taking Proposition 5.8 into account we follow the proof of Lemma 4.8 in [21].
Remark. The restriction to p ∈ (1,∞) is explained in the remark of Lemma 5.3.
At this point we are able to compare the results of Lemma 5.3 and Lemma 5.9. The methods of
the proof of Lemma 5.9 also work for modulation spaces Mw∗p,q(Rn) with w∗ ∈ W1(R). Thus, if we
use weight functions w∗ ∈ W1(R) in both lemmas we easily see that Lemma 5.9 yields a rougher
estimate of the quantity ‖eiu− 1‖Mw∗p,q than Lemma 5.3. This seems natural since the classW1(R)
contains only weight functions increasing faster than any function from the class W0(R), i.e.⋃
w∗∈W1(R)
Mw∗p,q(Rn) ⊂
⋂
w∗∈W0(R)
Mw∗p,q(Rn).
Now we are in position to state the main theorem of this section.
Theorem 5.10. Let 1 < p <∞, 1 ≤ q ≤ ∞, ε > 0 and ϑ > 1. Suppose w∗ ∈ W0(R). Let µ be a
complex measure on R such that
L3(λ) :=
∫
R
eϑw∗(λ|ξ|
1+ε) d|µ|(ξ) <∞ (27)
for any λ > 0 and such that µ(R) = 0.
Furthermore, assume that the function f is the inverse Fourier transform of µ. Then f ∈ C∞(R)
and the composition operator Tf : u 7→ f ◦ u maps Mw∗p,q(Rn) into Mw∗p,q(Rn).
Proof. The same arguments as in the proof of Theorem 5.5 together with equation (27) and Lemma
5.9 yield the claim.
Note the following conclusion.
Corollary 5.11. Let 1 < p < ∞, 1 ≤ q ≤ ∞ and ε > 0. Let w∗ ∈ W0(R). Assume µ to be a
complex measure on R with the corresponding bounded density function g, i.e., dµ(ξ) = g(ξ) dξ.
Suppose that
lim
|ξ|→∞
w∗(|ξ|1+ε)
log |g(ξ)| = 0
and
∫
R
dµ(ξ) =
∫
R
g(ξ) dξ = 0. If the function f is the inverse Fourier transform of g, then
f ∈ C∞(R) and the composition operator Tf : u 7→ f ◦ u maps Mw∗p,q(Rn) into Mw∗p,q(Rn).
Proof. Since w∗ is a slowly varying it follows that for sufficiently large ξ it holds
w∗(λ|ξ|) ≤ (1 + δ)w∗(|ξ|)
for any λ > 0 and any δ > 0. By choosing admissible λ we can follow the proof of Corollary 3.11
in [21].
Example. Let us devote ourselves again to the general weight function (8) introduced in Section
3. If we assume s = ∞, then (8) turns to a slowly varying functions. In order to justify then
w∗ ∈ W0(R) we require either r1 > 1 or r1 = 1 and additionally the existence of l ∈ N+ such that
ri = 0 for i = 2, 3, . . . , l, rl+1 > 0 and rl+2, rl+3, . . . , rm ∈ R. Then (A4) is satisfied as well as (A3)
and we have w∗ ∈ W0(R). Note that the other conditions of Definition 3.7 are anyway satisfied
by the representation (8). Let us mention particular examples. Taking the weight w∗(|k|) =
log〈k〉ee log log〈k〉ee Theorem 5.10 yields a non-analytic superposition operator onMw∗p,q(Rn). This
result coincides with Theorem 4.10 in [21]. Moreover, due to Theorem 5.10 we obtain non-analytic
superposition results in the modulation spaces Mw∗p,q(Rn) if w∗(|k|) = log〈k〉elm〈k〉∗, m ∈ N, and
w∗(|k|) =
(
log〈k〉e
)γ
, γ > 1, respectively.
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6 Open Questions and Concluding Remarks
The main concern of this paper has been to explain analytic as well as non-analytic superposition on
modulation spaces equipped with a general class of ultradifferentiable weight functions. We found
an appropriate class such that we cover a scale of weights increasing faster than any polynomial and
at most subexponentially. However, in future work we still would like to get a better understanding
of the borderline cases, that is, classical weighted modulation spaces M sp,q(R
n) equipped with
Sobolev type weights and modulation spaces equipped with exponential type weights.
Within the scope of this work we are not able to treat the case of regularly varying weight functions
w∗ of index α = 1 although we can assume that w˜∗ is a decreasing slowly varying function according
to representation (21). These types of modulation spaces Mw∗p,q(Rn) correspond to modulation
spaces equipped with exponential type weights. However in this case we do not even obtain the
algebra property. The proof of Theorem 4.2 fails because the conditions (B1) and (B2) cannot
be satisfied for regularly varying functions of index α = 1. Also remark that condition (A1) is
not only a technical one. Taking the weight function w∗(|k|) = 〈k〉, which is regularly varying
of index α = 1, the authors in [4] have shown that Mw∗2,2(Rn) is not an algebra with respect to
pointwise multiplication. Nevertheless the question arises if a decreasing slowly varying function
in (21) can provide some benefit in order to obtain multiplication results for modulation spaces
Mw∗p,q(Rn) equipped with exponential type weights.
Note that there are several contributions to the algebra problem in weighted modulation spaces
M sp,q(R
n), see [8], [14], [25], [11], [29].
We are able to apply superposition results to handle nonlinear partial differential equations by the
concepts used in [4]. In future work we will study existence of local (in time) and global (in time)
solutions of particular semi-linear Cauchy problems.
Let us consider briefly the semi-linear Cauchy problem (2) with initial data taken fromMw∗p,q(Rn).
Assume that a(t) has the modulus of continuity µ, i.e.,
|a(t)− a(s)| ≤ Cµ(|t− s|).
For details we refer to [17]. We expect local (in time) existence results if the time-dependent
coefficient a = a(t) has the following moduli of continuity together with initial data φ, ψ taken
from the corresponding modulation spaces Mw∗p,q(Rn):
modulus of continuity commonly called weight function
µ(x) = xα, 0 < α < 1 Ho¨lder-continuity w∗(|k|) = 〈k〉 1s , s ≤ 11−α
µ(x) = x(log( 1x) + 1) Log-Lip-continuity w∗(|k|) = log〈k〉e
µ(x) = x(log( 1x) + 1)lm(
1
x ) Log-Log
[m]-Lip-continuity w∗(|k|) = log〈k〉elm〈k〉∗, m ∈ N
Consequently, if we take initial data φ, ψ ∈ Mw∗p,q(Rn) with the wrong weight function w∗, i.e.,
a weight which is not chosen according to the assumed modulus of continuity on the coefficient
a = a(t), then we expect that the Cauchy problem (2) becomes ill-posed.
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