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For a linear differential system y’ = Ay with unknown matrix A, we ap- 
proximate A by a particular linear combination of values of the observed 
exponential matrix et4 at t = BP, 0 < 8 < 1 8, / < 8, 0 < h < 1, j = l,..., n 
and show that the L1 norm of the error matrix is O(h”). 
1. INTRODUCTION 
Suppose that we have a system that we know is governed by a linear 
homogeneous system of differential equations 
Y’W = AY(& (1.1) 
where YW = (r&),.-, r&Y and A = [Q] is an m x m constant coefficient 
matrix whose elements we do not know. Our objective is to approximately 
determine these elements. Since every solution (1.1) is of the form 
y(t) = etAY, (14 
where etA is the exponential matrix and y = y(0) is a constant vector, 
if we observe the system subject to m independent initial conditions 
y(l), y’2’ ,-a*, ycrn) (that is, the matrix G = [y(i),..., y(“)] is assumed to be 
nonsingular), and if we define a matrix Y(t) = [y(l)(t),..., y(“)(t)], where 
y(j)(O) = y(j), then from (1.2) we obtain Y(t) = etAG. Therefore we may 
determine from our observations that e tA = Y(t) G-r and thus we make the 
assumption that in fact we may sample the fundamental matrix etA at the 
distinct times t = T, , where 
Tj = e&z; O<h<l; 0 < e” < j ej 1 < 6; j = l,..., n. (1.3) 
In Section 2, we develop an approximation for A in terms of the values 
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e+. In Section 3, we present error bounds for this approximation and deter- 
mine its order of accuracy, and in Section 4 we present some results of 
numerical experiments. 
2. THE APPROXIMATION METHOD 
We require the following well-known result about Vandermonde matrices 
r11. 
LEMMA 1. Given n distinct nonzero real numbers 7j , j = l,..., n, the n x n 
Vandermonde matrix T = [tJ, t;i = T:-‘, is nonsingular. 
Let el = (1 0 *-a 0)r and D be the n x n diagonal matrix with T$ in the 
diagonal position of row j. D is nonsingular since each T$ # 0. Thus, by 
Lemma 1, TD is invertible and so the system TDc = e, has a unique solution 
c = (Cl *** c,,)r. This is equivalent to 
glWjk =O k =2,,..,n. (2.2) 
Now, consider the expansion 
eriA = I + k$l 9 + R,,+l,j, 
where 
R n+1.3 = ,&T * 
With c as above, then, we have 
So, by (2.1) and (2.2), 
(2.3) 
(2.4) 
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or 
A = f c,(e7jA - 4 - f Gn+l.j * (2.6) 
j=l j=l 
We consider the possibility of discarding the remainder term and thus 
approximating 
A m $I ci(e’jA - I). (2.7) 
3. ERROR BOUNDS 
In order that the approximation (2.7) be of any use, we must measure the 
error in some manner and show that it can be made arbitrarily small. We 
choose to use the matrix norm defined by 
which is compatible with the 15, vector norm 
to measure this error, and so we define 
E,(h) = 11 i c3(e’jA -I) - A (/ 
j=l 
(3.1) 
From (2.4), 
II Rn+w II = 11 ,i+, F I/ 
< I 73 In+l II A P+l 
I 1+f 
I ~3 I’ II A Ilk 
(n + I>! k=l(n+2)‘-(n+K+1) 
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Then, since (n + 2) *a* (n + k + 1) > k! and from (1.3) 1 rj 1 < t% ,< d 
we obtain 
(3.2) 
So, defining 
Kl = (Q 11 A w+l eelpll 
(n + I)! 
and using (3.2) in (3.1) we have 
E,(h) < Kl II c Ill hn+l* (3.3) 
The remaining estimate for 11 c ]I1 is obtained as follows. Using an idea 
from [3], we write T = HM where M = Emi,], mi3 = ey and His an n x n 
diagonal matrix whose diagonal entry on row i is hi-l. H and T are nonsingular 
and so therefore is M. Since 
c = (TD)-1 e, = (HMD)-1 q = D-lM-lH-le, 
we have 
and H-le, = e, , 
Since 
II c IL = II D-lM-k II < II D-l II II M-k II a 
a constant independent of h, we obtain II c II1 < K@h-I. Inserting this in 
(3.3) we finally obtain the estimate 
En(h) < Kh”, (3.4) 
where the constant K = KlK2@ is independent of h. Summarizing: 
THEOREM 1. The error E,(h) in the approximation (2.7) is O(hn) when the 
73 are defined as in (1.3). 
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4. NUMERICAL EXPERIMENTS 
We present here some computational results which confirm the order of 
convergence statement of Theorem 1. We employ the standard technique 
for estimating 01 if E,(h) = 0(&n): we assume that asymptotically 
E,(h) = /3&m and then using 
we may solve for 01, by taking logarithms. We choose to use hi = 2P, 
i = l,..., 10. 
We mention that a simple application of Cramer’s rule along with a well- 
known property of Vandermonde determinants yields the coefficients 
We seek to identify matrices A,(2 x 2) and A,(3 x 3) such that 
y = etA1 = 4 [ 
et + 2e4t ,t - & 
1 qet _ e4t) zet + e4t I 
and 
1 - Qt2 t - gt2 
y, = et4 = e-2t 0 1 + 3t 3t . 
0 -3t 1 - 3t I 
Experiment 1. For n = 2, 3,4, we let 0, = j, j = l,..., n and compute 
the approximation (2.7) for h = 2-i, i = l,..., 10. For brevity, we present 
here only a sample of the approximations obtained for h = l/8 and h = l/64. 
I. h=$, n = 2, n = 3, n=4 
A 1= [ 2.67 -0.837 I[ 3.16 ’ -1.67 1.83 -2.16 -1.07 I[ 2.92 -0.960 1 ’ 2.07 -1.92 1.96 
- 1.96 -0.065 -1.99 -0.021 0.968 
A 
2% 
0.973 2.97 I 
) 
-2.97 -4.96 
- 1.999 -0.006 
0.000 -2.99 
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II. h =&, n = 2, n = 3, ?l=4 
4 - I 2.996 -1.9 6 -0.998 I[ 3.000 1. 98 -2.0  -1.000 I[ 3.000 2. 0 -2.0  -1.000 1 2. 0 
The actual values of A, and A, are thus correctly identified as 
A1=[-; -;I, A,= 
In order to illustrate the order of accuracy, Tables I and II present E,(h) 
for the approximations to A, and A, respectively and estimate the accuracy 
01, using successive values of h. 
TABLE I 
Error in Approximation to &Equally Spaced Data 
h E,(h) % E&) 9 E,(h) a4 
2-l 42.68 - 189.1 - 921.7 - 
2-e 4.034 3.40 4.974 5.25 6.646 7.12 
2-5 0.6562 2.62 0.3124 3.99 0.1600 5.38 
2-4 0.1342 2.29 0.283 x 10-l 3.46 0.638 x 1O-2 4.64 
2-6 0.304 x 10-l 2.14 0.303 x 10-z 3.22 0.321 x 10-a 4.31 
2-0 0.725 x 1O-8 2.07 0.351 x 10-J 3.11 0.181 x lo-$ 4.15 
2-T 0.177 x 10-e 2.03 0.422 x lo-* 3.05 0.107 x 10-h 4.08 
2-B 0.437 x 10-8 2.02 0.518 x lo-& 3.03 0.652 x lo-’ 4.04 
2-o 0.109 x 10-a 2.01 0.641 x lO+ 3.01 0.402 x 10-e 4.02 
2-U 0.271 x lo-’ 2.00 0.798 x lo-’ 3.01 0.250 x 10-O 4.01 
It is worthwhile to note that if 1) A 11 is large, (e.g., 11 A, 11 = 5), E,(h) may 
increase with 1z for “large” values of h due to the presence of the term )I A (Infl 
in the error (if the inequality ]I An+l 11 < 11 A IIn+ is reasonably sharp) but for 
small enough fixed h, E,(h) will decrease with tl. 
Experiment 2. As an example of data points not equally spaced, let 
e, = 25-l, j = l,..., tl. Now, all data are being collected on the interval [0, h]. 
In Table III, we present the error in approximation to A, using these data 
points. 
These experiments clearly demonstrate that for the cases considered the 
approximation (2.7) is O(P). 
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TABLE II 
Error in Approximation to &Equally Spaced Data 
h Es(h) E,(h) E,(h) 
2-l 
2-z 
2-3 
2-t 
2-5 
2-6 
2-T 
2-s 
2-o 
240 
3.482 - 
1.379 1.34 
0.4418 1.64 
0.1256 1.81 
0.335 x 10-r 1.91 
0.866 x 10-s 1.95 
0.220 x 10-a 1.98 
0.555 x 10-s 1.99 
0.139 x 10-s 1.99 
0.349 x 10-4 2.00 
2.267 - 
0.5673 2.00 
0.1030 2.46 
0.156 x 10-l 2.72 
0.216 x 1O-2 2.86 
0.283 x 1O-3 2.93 
0.363 x 1O-4 2.96 
0.459 x 10-h 2.98 
0.578 x lo-” 2.99 
0.724 x IO-’ 3.00 
1.484 - 
0.2345 2.66 
0.241 x 10-l 3.28 
0.195 x 10-e 3.63 
0.139 x 10-S 3.81 
0.928 x 1O-6 3.90 
0.600 x 1O-B 3.95 
0.381 x lo-’ 3.98 
0.240 x 1O-8 3.99 
0.151 x 10-g 3.99 
TABLE III 
Error in Approximation to &Data Not Equally Spaced 
h J-h@) E,(h) -G(h) 
2-l 
2-2 
2-3 
2-a 
2-5 
2-e 
2-7 
2-a 
1.379 - 
0.4418 1.64 
0.1256 1.81 
0.335 x 10-r 1.91 
0.866 x 10-a 1.95 
0.220 x 10-s 1.98 
0.555 x 10-s 1.99 
0.139 x 10-s 1.99 
0.1293 - 
0.202 x 10-l 2.68 
0.283 x 1O-2 2.84 
0.374 x IO-3 2.92 
0.482 x 1O-4 2.96 
0.611 x 1O-5 2.98 
0.769 x lo-” 2.99 
0.965 x lo-’ 2.99 
0.459 x IO-2 - 
0.348 x 1O-3 3.72 
0.240 x lo-” 3.86 
0.157 x 10-S 3.93 
0.101 x 10-a 3.96 
0.638 x IO-* 3.98 
0.401 x 10-O 3.99 
0.252 x lo-r0 3.99 
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