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I. INTRODUCTION 
This study treats the numerical solution of the steady-state two-
dimensional, inviscid equation of transonic fluid motion. The investi­
gation has evolved out an effort to extend the hand-calculated relaxa­
tion methods (42> 45) of Emmons (8, 9) for computation on a digital 
computer. Thus, the finite differenced equations used by Emmons are here 
relaxed in a cyclic manner (1, 11, 21, 47, 49) more conducive to program­
med computation. The numerical iterative procedure employed is still 
termed a relaxation method as opposed to referring to it as a time-depend­
ent procedure (6, 7, 15, 16, 25, 26, 39). However, for the solution of 
steady-state problems these so-called time-dependent procedures are es­
sentially relaxation and they too are currently being applied to transonic 
flow problems (33, 34, 43). 
The determination of the transonic flow field about arbitrary bodies 
has continued to remain an abstruse problem both in obtaining good experi­
mental data and in determining analytic solutions. Reliable wind-tunnel 
data are difficult to obtain because of the extreme care required to ac­
count for viscous scaling effects, wind tunnel blockage and turbulence, 
and shock-wall interactions (17, 23, 32, 38, 41). The expense and dif­
ficulty of obtaining experimental data make analytical calculations at­
tractive. However, even the isentropic equations that describe transonic 
flow cannot be linearized (19, 28). For this reason it is necessary to 
solve the nonlinear, partial-differential equations of fluid flow in an 
approximate manner. A means of obtaining such a solution is provided 
by the iterative, numerical method called relaxation. 
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In 1948 Enmions (8) published a set of hand-calculated, relaxation 
solutions for the NACA 0012 airfoil. In one of these solutions a small, 
imbedded supersonic flow region developed that was terminated by a 
trailing shock wave. Emmons' work showed that the hand-calculated relaxa­
tion procedure in conjunction with the judgment of the individual doing 
the calculation was capable of generating inviscid, mixed-flow solutions. 
Additional transonic flow solutions obtained by hand calculation were 
published in 1950 for shock free mixed-flow. Mitchell and Rutherford 
(36) treated the flow about a two-dimensional wedge, while Woods and Thorn 
(51) treated an airfoil with circulation. 
Relaxation procedures have been programmed for digital computers by 
Boctor (6); Boone (5), and Sells (40) for inviscid, compressible flow 
field problems that remain entirely subsonic. If critical flow does 
develop anywhere in the field these programmed procedures fail to converge 
to a solution. Earlier investigators had avoided computational insta­
bilities generated by the imbedded supersonic flow by relying on a trial-
and-error technique that could only be provided by hand computation. This 
intuitive approach could not be readily provided for programmed procedures. 
This study investigates the reasons for the computational difficulties 
caused by the imbedded supersonic flow. The basic equations of Emmons 
have been further simplified by the assumption of irrotationality, but 
otherwise, have been retained in this work. Relaxation is in essence a 
successive approximation technique for solving a large system of algebraic, 
finite-differenced equations. With a given relaxation procedure, as in 
any iterative procedure, there is no guarantee that successive approxima­
tions are improved or that the sequence of approximations will ever 
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converge. For tliis reason the major part of this study is devoted to 
development of convergence criteria. With these criteria available it 
then becomes possible to define the cause of numerical instability (in­
stability and nonconvergencf; are given common meaning in this study) as 
well as to develop partial correction teclmiques. 
The primary objective of tlie study - the solution of transonic flow 
fields - has been partly achieved for arbitrary, symmetric bodies. How­
ever, it still remains necessary to decrease the labor involved in tlie 
solution of the equations if the method is to have practical application. 
The accuracy of the solutions also requires continued improvement. The 
main difficulty encountered is the dilemma of a doubled-valued function 
that is generated by using the stream function as a dependent variable. 
This problem necessitated the use of a cathode-ray-tube display that is 
coupled to the computer in order to allow an operator to use special 
programming. 
On the positive side, transonic solutions have been obtained and a 
variety of improvements are suggested. Furthermore, a stability analysis 
for the iterative solution of algebraic equations has been used that appears 
to be more powerful than those now in general use. 
The study here has been partitioned into three chapters. The first 
of these treats the exact equations of motion. This discussion is very 
brief since the material is included in basic texts. The second chapter 
gives an elementary presentation of relaxation techniques. Considerable 
use of example is utilized to illustrate the basic ideas. A stability 
analysis is included that is applicable to nonlinear equations and which 
correlates the various iterative, gradient, and time-dependent techniques 
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for solving equations. Also included are means to ensure the stability 
of the equations •inally, in the third chapter, the solution of the 
isentropic equatiuris in terms of the stream function and density variables 
is discussed. The emphasis of this section is on the stability of the 
Emmons equations, inherent difficulties associated with the stream func­
tion, and numerical results. Small regions of supersonic flow imbedded 
in an otherwise subsonic flow have been calculated for symmetric airfoils. 
By use of this same procedure, subcritical airfoils have been calculated 
by prescribing the pressure distribution as the boundary condition. The 
accuracy of these solutions is not good, though, because a coarse finite 
difference network is used. Another more accurate procedure has been 
developed for pure subcritical flows, and this procedure can treat lifting 
airfoils. 
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II. BASIC EQUATIONS 
A. Emmons Equations 
The equations used here that govern inviscid fluid flow are referred 
to in this study as the Emmons equations. This is appropriate since 
Emmons used similar equations (9), and furthermOTe, it is convenient to 
refer to the equations by name. 
The flow is assumed to be two-dimensional, steady, and adiabatic. 
A stream function is introduced in the usual way 
with the resulting Emmons equations as given by Hayes and Probsteln (20) 
- - y«v y ' 
(1)  
Yvx -Jy'\=o ( 2 )  
cJ (3) 
(5a) 
(4) 
or 
-  ' k  S y  " O  (5b) 
i 
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The further assumption of irreversibility has been used in the deri­
vation of these equations so that the system cannot be integrated across 
an irreversible process such as a shock wave. However, the vorticity 
generated across a shock wave in transonic flow is generally small, so 
the Eqs. 2 to 5 can be further simplified by assuming that the flow is 
irrotational. This assumption is justified by consideration of the 
perfect-gas expression for the vorticity behind a shock as given by 
Ferrari and Tricomi (10) 
Here it is assumed that irrotational flow precedes the shock. A shock 
wave coordinate system has been used; and, is the distance along the 
shock while n denotes a direction normal to the shock. 
In transonic flow the normal component of free-stream Mach number, 
is near one as is the density ratio across the shock, • Fur­
ther, the shocks usually have slight curvature so that is 
small. Hence, the vorticity behind the shock, , is small; and, vor­
ticity can be everywhere taken as zero. 
Under the assumption of adiabatic, steady flow the Crocco equation 
(28) yields two expressions in a Cartesian coordinate system 
Consequently, the condition of irrotationality, is équivalant to 
holding the entropy constant everywhere except across a shock wave. But 
(6 )  
I S* • V o = O 
T Sy- = O (7) 
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otherwise, the Emmons equations reduce to the isentropic form (j 0 for 
two dimensional flow) 
While Eqs. 8 and 9 are invalid across a shock-wave, they should 
nevertheless adequately describe the entire flow field throughout drag 
rise, that is, the region where drag increases sharply because of momentum 
loss due to shocks (23, 37). At this Mach number, which is presently of 
most interest to airfoil design, shock waves may be expected to produce 
only small changes of entropy. And for this reason, the entire flow 
field is considered to be isentropic. 
In this work the equations are nondimensionalized as follows: 
4- r'T" - r "/"r = o (8) 
and 
(9) 
(f; = "i- / ( L ) 
y' = y/L 
X = x/L 
i s  =  
With the tilde deleted, the equations are rewritten as 
f X - % =0 (10) 
(11) 
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Throughout this study Eq. 10 will be referred to as the Emmons or psi 
equation while Eq. 11 is called the energy or density equation. 
B. Classification of the Emmons Equations 
Before boundary conditions can be assigned, it is necessary that 
the Emmons equation be classified as to whether it is a partial dif­
ferential equation of elliptic, parabolic or hyperbolic type. Using 
derivatives of Eq. 11 to eliminate and p^, Eq. 10 is put into the 
fbrm 
(TIT- _ 2 (12) 
where 
Comparison of Eq. 12 to (21, 44) 
A + C: Vty = O 
(13) 
defines the coefficients A. B. and C in the discriminant 
A" - 4 AC = fyC 2( ' 'I'J ) - V ] (14) 
Later in this chapter it is shown that ^4/^ is negative in subsonic 
flow, zero at the sonic line, and positive in supersonic flow. Since 
2 2 
is always less than 2(Y»^ + Vy ), the sign of the discriminant is the 
same as the sign of . Hence, Eq. 12 is classed as elliptic for sub­
sonic flow, parabolic at the sonic line, and hyperbolic for supersonic 
flow. 
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C. Boundary Conditions 
With the equations now classified, the subject of boundary conditions 
can be considered. Since in the problems being studied the flow field 
far away from the body is subsonic, elliptic (that is, circumscribing) 
boundary conditions must be prescribed. A body immersed in the flow 
field serves as an interior boundary on which is constant and equal to 
the ' of tlie stagnation streamline. To simulate the subsonic boundary 
condition that disturbances damp out at infinity, 'P is specified on a 
closed curve sufficiently far removed from the body. If the upper and 
lower portions of this curve are not far removed (transonic flow disturb­
ances strongly propagate in the vertical direction), then 'P is constant 
on these curves and chey act as wind tunnel walls. The boundary condi­
tions are illustrated in Figure 1 for a typical case. 
For lifting airfoils the magnitude of the stagnation stream function, 
is not known a priori. One way to treat such cases is to solve 
the problem with an estimated ; and, if the upper trailing edge pres­
sure of the airfoil does not equal the lower trailing edge pressure (that 
is, the Kutta condition), is corrected until this criterion is met. 
The specification of on a closed curve far removed from the body 
is a proper boundary condition for elliptic equations; but, in purely, 
two dimensional supersonic flow, disturbances can propagate to infinity. 
If '/' is specified on the upper and lower boundaries of Figure 1, then 
for supersonic flow these boundaries must be treated as wind tunnel walls. 
Further, the right, outer-edge condition on 4^ must be omitted and in­
stead the derivative of ^ , or equivalently, yo, would have to be supplied 
V'=y 
4^ = y ^ 
Figure 1. Subsonic boundary conditions for isentropic two-dimensional 
uniform free stream 
flow with 
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on the left boundary curve (Caucliy data). However, the condition that 
V is a constant on the body must remain since this expresses tlie con­
straint tiiat the body is impervious to the fluid, and therefore, that 
the direction of flow is tangent to the body. 
In the case of a small imbedded supersonic flow in an otherwise 
subsonic field the boundary conditions of Figure 1 are again proper. 
The supersonic flow region is not being overly constrained in spite of 
using elliptic boundary conditions since the imbedded area can freely 
develop in any manner. 
The transonic problem has remained a difficult one primarily because 
the inviscid equations generally exhibit a singularity at the sonic line. 
In the Emmons equations, it is the energy equation that becomes ill-
behaved at the sonic line. 
If the stream function is considered to be a known function in x and 
y, then the energy equation may be considered co be a nonlinear, algebraic 
equation. It is convenieTït to think in these terms, so a mass flow param­
eter, G('f), is defined 
D. Sonic Line Behavior and Shock Waves 
(15) 
and the energy equation is written as 
where 
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In Figure 2, and G'(^) are plotted versus p^, where G ' ( V )  
is the derivative of G( '/' ) with respect to ySg, that is 
As shown, for each value of G('p) there are two values ofa sub­
sonic density and a supersonic density. Furthermore, at the sonic line 
G(ii^) reaches a maximum magnitude while G'( V ) changes sign and goes 
through zero. 
If Eq. 16 were • in fact an algebraic equation, then either /o^ or 
G('('') must be selected as an independent variable. With /OQ as the inde­
pendent variable it is easy to solve for G('|'). However, it is natural 
as well as consistent with the boundary conditions to think of the psi 
equation as a second-order, partial-differential equation in • Thus, 
G('/-') should be considered as the independent variable in Eq. 16. Under 
the condition that G(^) is specified as the independent variable, it is 
necessary to make a decision as to whether the subsonic density-value or 
the supersonic density-value is proper. But another problem, the sonic 
line singularity, is also identified. The slope of with respect to 
goes from positive infinity to negative infinity at the sonic line. 
Consequently, any small increment in G('p) will generate a very large 
change in 
As to the difficulty of which value of to select there is the 
criterion that G'((p) is negative in subsonic flow and positive in 
(17) 
GCf), 
rlGCIi G 'f V') (18) 
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Figure 2. G(^0 and G'(<p) versus />Q 
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supersonic flow. Eq. 17 is of no use, however, because itself is not 
known. Hence the choice of a root must be supplied by the psi equation. 
Now Eq. 12 relates ^  to psi derivatives and by definition 
y = (19) 
The function # (5^-1)"^ is always positive so ^ is directly 
proportional to G'(•/-')• This means that y can be used as a criterion 
as to which density value to choose. (We also have justified our 
analysis of the discriminant, Eq. 14). Solving for in Eq. 12 gives 
( + 'fry) (20) 
This stream function criterion is important in that it indicates which 
side of the sonic line singularity the density should be selected from. 
It also confirms that the psi equation has the capacity to specify 
whether the flow is subsonic or supersonic. 
Besides the sonic line, there is the possibility of a shock wave 
discontinuity. The stream function itself is everywhere continuous, 
though its derivatives may be discontinuous. The density is also dis­
continuous across a shock, but the mass flow parameter, G(Y ), is nearly 
continuous across the type of shocks that one expects in transonic flow 
(see Appendix A). Since />Q is governed by G(40 and with continuous 
and (?('f ) nearly continuous, it is expected that these variables can 
be integrated across shock discontinuities. While it is assumed that 
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the flow is everywhere irrotational and isentropic, it is, nevertheless, 
hoped that the equations have the capacity to pick up the nearly isen­
tropic shocks of transonic flow. The validity of any such calculated 
discontinuities can only be evaluated by comparison with experimental 
results. 
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III. THEORY OF RELAXATION 
The method of relaxation is a successive approximation scheme for 
solving ordinary or partial differential equations. Three elements of 
the relaxation procedure will be discussed in this section; these are; 
1) to use finite difference formulas to reduce a differential 
equation or a partial differential equation into a system of 
algebraic equations, 
2) to establish an iterative scheme for solving these equations 
by successive approximation, 
3) and finally, to analyze the iterative technique so that, in 
general, convergence is assured according to an eigenvalue 
criterion. It is important to note that if convergence is 
not assured, the analysis should suggest means of altering 
the difference equations or the iteration scheme so that 
convergence is obtained. 
A. Finite Differencing of Differential Equations 
Numerous texts demonstrate the application of difference schemes 
to differential equations (1, 11, 21, 35, 42, 45). Nevertheless, a 
series of brief examples will be discussed both to clarify the notation 
that is used throughout this study as well as to demonstrate the great 
flexibility in the use of differencing procedures. For simplicity, only 
ordinary differential equations will be discussed since the basic con­
cepts remain unchanged for partial differential equations. 
1. Linear system of equations 
Consider as a first example the linear, two-point, boundary value 
problem 
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y  ' Â  
'! x' 
z.o 
(21) 
Witll H 1"^ - 1, - l ' t < X 6 I 
While this system can be solved exactly, in this study only an 
approximate solution is souglit. The distance in x from 0 to 1 is 
divided into a finite number of equally spaced intervals, Ax . The 
intervals then define a set of uniformly-spaced, discrete points called 
a difference network, (see Figure 3). 
Figure 3. Difference network for ordinary differential equation with 
An arbitrary point will be referred to as the ith point and a specific 
point will be called by its numerical name. The dependent variable u 
and its derivatives are assumed to be continuous over the x interval. 
The discrete points are considered to determine a finite set of variables 
in u, the ith point defining ui. In this problem the end points are 
known so that u^ = a and u^ = b. If U2, ug, and u^ can be evaluated, 
the differential equation, Eq. 21, will be considered to be solved. 
The assumption that u and its derivatives are continuous over the 
x-domain is equivalent to assuming that a Taylor series may be used to 
expand the function from any one to any other point in the field. For 
example, the discrete point 2 is related to 3 by 
1 = 5 
Ua = Ua + AX + / '[, (AX)' + (22)  
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By truncating the Taylor series, it is possible to derive difference 
formulas.that approximate the differential equations. To demonstrate, 
tlie truncation of second and higher order terms from Eq. 22 leaves 
= Ax 
or 
d X 
= - U 2  
g 6% (23) 
with a truncation error of 
Likewise by Taylor expansion 
U ,  -  / (  AX + (AX)' + . . . 
• d X (24) 
When Eq. 22 and Eq. 23 are truncated so as to retain second order terms 
their simultaneous solution for |and p y71 gives the results 
cl U  
dX 
!^iz1LL 
SAX CY(AX)') (25) 
d X' 
-4^3+u, +Of('Axr) 
(ax)'' (26) 
In general, difference formula may be derived in this manner that 
have very small truncation error terms (1, 42, 47). 
As a next step, the difference formula Eq. 26 is written for any 
arbitrary point as 
civ' 
= ——'---^ '--'2 - - ' « - + 0(  AX ) ^ j 
(27) 
and is used to replace the differential equation, Eq. 21. That is 
1/,., + (X,., - = ZfAX)^   ^ i" 2,3.4 
(28) 
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There are only the three unknowns U2, Ug, and u^, the two end values 
and U5 being given, so Eq. 21 is approximated by 
U i  -  2 ! ! ^  * •  m  = •' (AX )' 
O + -20.- rXAX )' -
(29) 
In matrix notation Eq. 29 is written (we arbitrarily make a consistent 
change of sign) 
2  - I  O  
-I ? - I  
n -1 ? 
1/3 
- 2 t'A X ) ^ + U 
-  2 ( A X  
- 2 (AX)'- + 
(30) 
or Au = e (31) 
where Eq. 30 defines the elements of Eq. 31. The matrix A is non-
singular sou has the solution 
7Î= A"'c (32) 
In this instance a linear boundary-value problem has been trans­
formed to a linear system of algebraic equations by the process of finite 
differencing. Generally, because the accuracy increases as AX decreases, 
the x-domain is divided into a large number of small intervals. The 
system of equations to be solved then becomes quite large. However, 
only neighboring points are generally used in difference formulas, so 
in a large, linear system most of the elements of the matrix si'e zero. 
The matrix A is then said to be sparse. 
Difference formulas other than Eq. 27 may be used to reduce Eq. 21 
to an algebraic system of equations. If other formulas are employed the 
matrix A will have an entirely different form. The form that A takes 
is extremely important to a relaxation procedure so two more examples 
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using different choices of differencing schemes for the linear, boundary-
value problem will be given. These ideas are very pertinent to non­
linear equations as is shown later in this section. 
2. Consideration of boundary conditions 
Consider the difference foimi. (a 
' A s '  (Axy (33) 
This particular scheme has the same oraer of truncation error as Eq. 27. 
However, it is a backward difference formula and at the points 2 and 
3 of the difference netv.ork it overlaps into an undefined area. That 
is, u^_3 and u^.2 are undefined but are required if the difference formula 
is used at i = 2. 
Along with the backward difference formula, Eq. 33, there is a 
forward difference equation 
d X' 
= + Of (AX)") 
(34) 
with the same order of truncation error. 
The boundary or end condition problems generated when the difference 
formula overlaps into the undefined area may be avoided in this example 
by using a combination of Eqs. 27, 33, and 34. Let Eq. 34 be used at 
point 2, Eq. 27 be used at point 3, and Eq. 33 be used at point 4. Then 
the system of difference equations that represents Eq. 21 is 
2l(i -S//, + 
Ui -2 M., = 2 (AX)' (35) 
4 U ^ ' S l t j  + Z U ^  = 2(Ax)' 
And in matrix form 
21 
c -5 ') 
I 
1 - fT 2 
Up 
u ,  
?yj 
ZXAX): + ?Vc 
2^Ax y 
2(Axy + 7^ 
(36) 
Tlie linear system of equations, Eq. 36, is considerably different from 
that given by Eq. 30. Nevertheless, the solution accuracy is of the 
same order. 
It may not be desirable to use Eq. 27 to difference point 3, but 
rather Eq. 34 could be preferred. This difference formula can be used 
provided another node point is "artifically" defined. For example, define 
a node point 6 by a second order polynomial extrapolation (these formulas 
can also be derived from a Taylor series) 
l < ( ,  =  ?  U r  -  p ,  .  ; / ,  »  0 (  ( A K f )  
or + 3 ZXi - 2/3 = ( 3 7 )  
With Eq. 37 considered as one of the equations of the system 
and with the use of Eq. 34 in place of Eq. 27, a matrix is formed that 
has the same order truncation error as before, but with increased rank 
2  -5 "  0  
'h. 2 fAx  ) ' •  +  Wf  
0  2  - S  - 1  I h  
1  -  T  L '  0  2 (AX  ) '  +  U ,  
0 - 1  3  1  
. 2  7 /5  
(38) 
3. A systèm of differential equations 
Another differencing device is worth mentioning. The differential 
equation, Eq. 21, can also be written as a system of first order differen­
tial equations ^ _v = O 
c i X  
dv T -  O  
d>r (39) 
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The boundary condition for v(0) is known if u'(0) is given. Suppose, 
for example, that u'(0) = 0, then v(0) = 0 and the system is complete. 
Eq. 39 could be differenced as 
dv 
d X 
V c - y c - i  
A X 
0 (  Ax )  
(40) 
which are first-order, forward and backward , difference equations. Note 
that the forward, difference equation for I - makes use of its bound-
' ^ d \ I ( 
ary condition, u(l), as the backward difference equation for jt makes 
use of v(0). The difference formulas, Eq. 40, applied to points 2, 3 
and 4 generate the block tridiagonal system of equations 
- 1  -AX  1  0  o  O  U p  0  
o •  J  o  o  o o Vr 2  AX  +  V ,  
o o  -1  -AX 1  o ' Y :  O  
o  
- 1  o / 0  n  V ,  2 A X  
o o  o O -1  -AX l U  - 74^ 
o o n  - / o 1  
r S
 
L / A X  
(41) 
4. A nonlinear example 
The differential equation treated as an example was a linear, second-
order, boundary-value problem. Nonlinear as well as initial value problems 
may also be treated by finite difference techniques and the relaxation 
processes which are to follow. Consider as a next illustration the in­
itial value problem 
4- — O ) U ( o ) ~  I  (42) 
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Let Figure 3 again represent the difference network. Eq. 42 may be 
backward differenced with the result that 
AX / ' (43) 
The system of equations generated has the form 
-  K ,  U ,  +  l ( r  = ' ' A X  
- W, =4 4% 
This system is nonlinear and can not be written directly in the 
matrix form. Nevertheless, it should be evident for the nonlinear system 
of equations, as with the linear system of equations, that the selection 
of a difference scheme has a very noticeable effect on the number and 
form of the system of equations being solved. The choice of a difference 
scheme is seen to be important too in how the boundary conditions are 
utilized as well as how accurate the approximate solution will be. 
B. Iterative Solution of Algebraic Equations 
In relaxation procedures one seeks to find a solution by means of 
successive approximation. As shown, the finite differenced equations 
are algebraic and can therefore be expressed in the implicit form 
tin] = o (45) 
where ^ . . . , '/i-J 
and = 
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1. Notation 
To clarify the notation used in Eq. 45, it is remarked that line 
2 of Eq. 44 is written as 
-'tAx (46) 
In the successive approximation of Eq. 45 each component u^ of u is 
initially approximated as 
U; - -  . / =  '  - -
The superscript (o) indicates the zeroth or initial approximation to the 
exact solution which is denoted without superscript. Now the Initial 
approximation may satisfy none, some, or even most of the equations 
of the system, Eq. 45. But, it is likely that some of these equations 
are not satisfied so that it is necessary to find an improved approxima­
tion. These successive approximations will be denoted by superscripts 
(1), (2), (3) ... (n) ... . 
2. The residual 
The amount by which the initial approximation and all successive 
approximations fail to satisfy each equation fi(u) of Eq. 45 is easily 
calculated. The magnitude ofunequal to zero is referred to as 
a residual, and the ith residual of the nth approximation is denoted as 
R; * such that 
Rr'= Fi(S"") 
(47) 
The residual symbol R,"^' stresses the concept of error, since it is noted 
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that 
R{ ^ ->- O u"'' '- 7/ 
. Relaxation procedures 
In this study the manner of obtaining the next approximation will 
determine whether or not an iterative scheme is considered to be a 
relaxation method. We begin by defining point relaxation as an approxi­
mation technique in which the next approximation is obtained by adjusting 
'4;in each ') such that ti\e residual at that point would be reduced 
in absolute magnitude ^  none of the other variables are changed. We 
use the term relaxation in a more liberal manner than others (1, 47, 49); 
and, eventually we include in this terminology all explicit, iterative 
procedures for finding the inverse of a matrix. We wish to stress 
that the procedure applies to nonlinear equations as well as to linear 
equations, and to partial differential equations that are hyperbolic and 
parabolic as well as elliptic. 
4. Point Jacobi relaxation 
The basic concept of relaxation can be illustrated by the point 
Jacobi method or method of simultaneous displacements (1, 11, 47, 49). 
This scheme is summarized by the equations (for each i) 
(48) 
under the constraint that 
R'" + arI <1R"' (49) 
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where g-"'is a incrementation of u,'"' . The point Jacobi method is 
specified under the conditions that: 
AU, 
+ A p/ ,"" 
and 
R/'' + nr" =n 
(50) 
(51) 
(52) 
Elimination of g,-"' from Eq. 50 and Eq. 52 gives 
-I 
A Ui Rc 
(m) 
(53; 
The point Jacobi iteration process then becomes from Eq. 51 
A ;/!"i 
r; 
(54) 
For Eq. 46 this becomes 
and so on for the other equations of that system. 
If the system of equations being solved is linear, Eq. 54 can 
be simply written in matrix form for the entire system as 
71 _ o-YA c) 
where = A - C 
and D is the diagonal of A, that is. 
(55) 
D = ,•)*,(«'"7 ... 
i! ir ' Jî/ If ' 4^ 4:: ; (56) 
Eq, 55 is one of the many representations of the point Jacobi scheme 
given in the literature (see, e.g., Westlake (49)). By retaining the 
definition of D in Eq. 56, the nonlinear scheme can also be put in the 
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compact form 
^ _ (3-1 (57) 
5. Over and under relaxation 
To satisfy the inequality given by Eq. 49 it is not necessary to 
use Eq. 52. Letting 
q'"' = _ Rr' 
(5 
for , the inequality is satisfied since 
and is referred to as the extrapolated Jacobi method or as a Richardson 
method if << varies with the iteration number (49). The parameter •x; 
is referred to as a relaxation factor; and, the system is said to be 
over or under relaxed according to whether or not is greater or less 
than one. 
6.• Further generalization 
The point Jacobi relaxation scheme is being discussed in order 
to point out its limitations as well as to suggest means of generalizing 
it further. One notes, for example, that Eq. 57 is unworkable if any 
diagonal element of D becomes zero. Consequently, a more flexible 
incrementation function, g^ , should be developed than what is given 
( I 1 < 1 (59) 
The Iterative procedure now has the form 
(60) 
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by Eq. 50. However, to generalize further, we can use a powerful 
analogy which is developed after continued discussion of the point 
Jacobi scheme. 
7. Better approximations are not guaranteed 
It must be emphasized that in the point-Jacobi scheme the proposed 
reduction in absolute magnitude of the residual at the point i is based 
solely on the advancement of the variable at that point. That is, u^^^^ 
is advanced to while all the other elements of u^") remain un­
changed. Thus, in Eq. 48 all of the variables are at iteration number 
n with the exception of the variable at i itself.^ An iteration from 
(n) to (n+l) is complete once all the have been calculated. The 
new residuals are then computed and are 
R,'""'= (61) 
for L = 2,3, 4, 
It should be noted that Eq. 49 assures the inequality 
< I r,- ( v."?.,..... ) I (62) 
but it does not ensure the inequality 
I f .  ( 0  ')!  <  I n  (6 3 )  
However, strict adherence to the inequality given by Eq. 63 over all the 
points of the difference network is not necessary, or even, on occasion. 
^In Gauss-Seidel schemes (successive displacement, generalized 
Newton, or Liebmann method) the elements of ù are at (n) and (n+l). 
However, the point being advanced from (n) is advanced solely on how it 
reduces its residual, . These methods fit in the generalized 
method being developed and are mentioned later. 
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a desirable property. What is usually asked for is that 
(64) 
where one of the common vector norms is implied (12, 47). Even the 
inequality expressed by Eq. 64 is too restrictive since the violation 
of Eq. 64 over some iterations would not necessarily affect the overall 
convergence. A truly basic condition for convergence is given in Section 
C, but to express it the following discussion must be presented. 
8. Generalized relaxation by analogy with time dependence 
Eq. 60 represents just one of many relaxation schemes (see Westlake 
(49), Varga (47) and Greenspan (18) for other methods and ex­
tensive bibliographies). The schemes can be further generalized by 
considering them to be forms of time dependent equations which approach 
a bounded, steady-state solution in the limit as time goes to infinity. 
This approach to relaxation procedures is not new (14, 49), but its power 
in unifying and generalizing existing methods does not seem to have been 
exploited. 
Define a negative, artificial time parameter from Eq. 60 
At-  =  -mi 'n 
c'.r 
(65) 
in which min indicates the smallest At is selected from all such terms 
with i = 2,3,. . , , I-l. If the Jacobi method is restricted for 
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the present so that the matrix ccD"^ is replaced by At-I, Eq. 60 can be 
written as 
-At (66) 
But the left hand side of this equation is simply the Euler, finite-
difference approximation to a first derivative in time 
ii : -g""-"'"' + 0 f At) 
(67, 
Hence, Eq. 66 can be recognized as a set of coupled, first-order, 
ordinary, differential equations having the form 
(68) 
With time introduced as a parameter, the superscript becomes superfluous, 
furthermore, the time derivative may be denoted by a prime so that 
2X'= = R 
(69) 
Jt is understood that "ù is not the true solution unless '= R o _ 
From the suggestive form, Eq. 69, an unlimited number of relaxation 
schemes can be constructed that represent the unlimited number of dif­
ferencing schemes one can develop for the solution of a set of nonlinear, 
differential equations. For example, the leap-frog method 
w ' =  n  +  o ( aO 
. 2 At ^ (70) 
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would result in a second degree iteration scheme 
One form of a second-order Runge-Kutta method (29) results in the re­
laxation sequence 
2?* = +.At 
other relaxation schemes can then be defined in a similar manner. Some 
generality has been lost in defining Eq. 69 since a constant time step 
is used throughout. However, this flexibility is recaptured later. The 
u';-:J'.= lness of the time dependent analogy becomes evident as we consider 
the convergence of the iteration process. 
C. Convergence Criteria 
To simply define an iteration scheme such as Eq. 69 is not suf­
ficient, as it is also necessary to insure that the scheme will converge 
to a solution. One advantage of viewing relaxation techniques as the 
result of applying various finite-difference schemes to Eq. 69 is that 
all of the stability analyses presented in the literature applied to the 
numerical solution- of ordinary differential equations can be brought to 
bear on the problem (29, 30, 3]^. 
1. Time-dependent, linear differential equations 
The basic concept of the stability analysis stems from Eq. 69 when 
X(yj is a linear or locally linearized system of equations. That is 
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I7'=A:'7-C ^ K (71) 
If a steady-state, bounded solution of this equation exists as -co  ,  
the individual elements of 'iX' must all vanish. This is identical to 
the requirement that all of the residuals go to zero. A solution in such 
a case can be written 
tl = A''C (72) 
which assumes that A ^ exists. 
A method is considered to be stable if all of the residuals, or 
equivalently, all of the time-derivatives damp to zero. The special 
property that identifies Eq. 71 with relaxation methods is that ac­
curacy in the time integration is absolutely nonessential provided that 
one is led finally to a condition that 
1 fi'i < e 
where g is small. The smallness of £ depends upon such factors as the 
type of problem being solved, and the number of significant digits held 
by the computer. 
2. Convergence of the analyLlc equations 
The analytical solution to Eq. 71 can be used to suggest the 
criterion that ensures that all of the residuals damp to zero. Under 
the assumption that the eigenvalues of the matrix A are distinct, the 
complementary solution to Eq. 71 can be written (13). 
Xcl: , i = 2,3,. 4_.  ^ ' L - J_-( (73) 
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where Oj are eigenvalues of A. 
The particular solution is 
Up = A-'t (74) 
If the solution Eq. 72 - which is also Eq. 74 - is to be obtained, 
it is necessary that every term in the complementary solution damps to 
zero. The necessary and sufficient conditions for this to occur are 
that the real parts of be negative. Since time is an artificial param­
eter which can be positive or negative, this condition requires only 
that the real parts of all of the eigenvalues be of the same sign. 
In this study time is increased in the negative sense, so it is 
required that all of the eigenvalues have positive, real parts. Clearly, 
then, if one oj has a negative real part Eq. 73 will not damp out. Further, 
if one of the o] is zero, there will be no convergence; but, in this cas-";, 
the inverse matrix, A"^, does not exist. For, by definition of an 
eigenvalue 
Det(A-ojl)=0 
and if c]=0, Det (A) = 0 and A is singular. 
The above remarks have been made under the assumption that an 
analytic solution of Eq. 71 would be obtained. However, in a relaxation 
procedure u' is replaced by a difference formula, and. thus, the equations 
are numerically integrated in time. It is necessary, therefore, to relate 
the convergence of this numerical integration to the convergence of the 
analytic one. That is, it is necessary to insure that the eigenvalues 
of the associated matrix. A, still guarantee convergence. 
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3. Convergence of the relaxation procedure 
Lomax (30) has shown that 
"...if equations, (Eq. 71) are integrated by some polynomial 
numerical method for any number of steps and then uncoupled 
(put in the form of eigenvectors), or if equations (Eq.71) 
are first uncoupled and then integrated using the same method 
and step location, the results will (except for roundoff 
error) be identical regardless of whether or not they are 
correct or the numerical method is stable." 
Because of this important result it is only necessary to ensure 
that the numerically integrated, uncoupled equations converge. For 
simplicity, it is assumed in the following discussion that all the 
eigenvalues are distinct. • But for the more general cases, it is shown 
in Appendix B that (with Euler time differencing of w ) the coupled 
equations have the same convergence criteria for any real, nonsingular 
matrix A. 
In order to uncouple the equations let % 
.be a matrix of the eigenvectors to A, that is 
V\. I /ug ,  ^. . . , AJi /Uj-i / 
where are column eigenvectors. A transform of variable is then 
defined 
ïZ = X  V 
so that from Eq. 71 
V = :K:À>Cv -
If the eigenvalues of A are distinct, then 
since by definition AXj = /u/ ^ t = 2,3^ . . ,, I-/ 
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A)C =DC W 
with 
-A- ~ D < a. § ^ ^ o}/ -• ., Oi-i) 
Consequently 
v'. yL\7 - )C-'c 
= VVv - (75) 
or for any one equation 
V/ = CT Vr - C; (76) 
Consider now the numerical integration, of Eq. 76 using Euler 
differencing for % , that is 
v,.'= h- ( - v/"-') 
with h= A t .  Combining Eqs. 77 and 76 defines the relaxation procedure 
= n+o; k)v,":' -kef 
The recursive solution of Eq. 78 then gives as a numerical integration 
^ ( I •+0-- W ( 1 +02 c* 
VYl = 0 
If the procedure converges, it is necessary that 
|i+o:h| < 1 (80) 
for the complementary term to go to zero as n becomes large. This 
also insures that the converged solution is not a function of the 
initial condition, . Now Oc may be complex, so Eq. 80 requires 
that 
I  +  ( / / ; - + +  2 / / :  k  <  !  (81) 
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with ju: the real part of C; and oj- the imaginary part. 
To satisfy Eq. 6l, it is necessary that be negative, an^î wich h 
defined to be negative, /X: must be positive 
/,,• > o (82) 
Consequently, the convergence criterion is that the eigenvalues of A 
have real, positive parts. In addition, though, it is necessary to 
place an upper bound on At. Thus, from Eq. 81, At must satisfy 
O > At > - — (83) /// + UJ? 
If the criteria given by Eq. 82 and 83 are satisfied, Eq. 79 
is written in the limit as n goes to infinity as 
= -è ( ' Q (84) 
ÏA ZO 
1 - U + o? W 
C*/C^ 
And in vector-matrix form 
= A:'X"c 
or 
Xv'"'' = XW'^C-'c 
so that 
Û = A- C 
As a matter of interest, Eq. 84 can be written for all such 
equations as 
-•-(H+O- ~ 
(85) 
O 
SO TT("+') _r / ^ . L A \ (86) 
u '= -^ ( 1+ ll A) 
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Comparison of Eq. 86 to Eq. 85 shows, then, that 
= 'Y. A) li (87) 
M-O 
If difference schemes other than Euler's are used for u', it is 
still evident from Lomax's result that the eigenvalues determine the 
convergence. The condition on At, Eq. 83, will, of course, change. 
There is also the possibility that the difference scheme selected will 
produce spurious roots (30) so that convergence cannot be obtained even 
if all the O} do have real, positive parts. The leap-frog method, 
Eq. 70, is an example of such a difference scheme. The second-order 
Runge-Kutta scheme, however, has a stability boundary very similar to 
the Euler scheme (30). 
4. Time-linearization 
The stability criteria devised for the linear system of equations 
also applies to nonlinear equations. For as was shown, the iteration 
makes the variables dependent on a time-like parameter, and for this 
reason, the nonlinear equations can be time-linearized for the purpose 
of a stability analysis. 
Let the variables of a nonlinear set of equations be specified 
at some time, t=to. Then a Taylor expansion in time about 
will determine Ç;iu(.t)) provided the functions are continuous, that is 
+ .. . 
t=to 
(88) 
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where second order and higher terms are truncated. If (t-t^) is a 
small enough interval, the linearization expressed by Eq. 88 can be made 
very accurate. The importance of accuracy, however, is a moot point. 
Other than ziCt), all of the terms on the right-hand side of Eq. 88 
are known quantities evaluated at time t=tQ. As such Eq. 88 is re­
written as 
J  -  '  
where 
A column vector of all of the equations [ v (t)) then takes the 
matrix form 
t=-L, 
(89) 
(90) 
Ç{u(t)) ~ A(to)'Ù(t^) - C (t„) • (91) 
where the A (t^) is a Jacobian matrix and Eq. 89 and Eq. 90 define the 
elements of the system. 
The time linearization process can be further clarified by example. 
From Eq.43 
one has the Jacobian elements 
5U; AX 
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3£l^ = _ 
ÔU.--, AX-
with all other derivatives of being zero. 
Let i=2, 3, 4j 5, then the matrix is written 
2 o O o u. 
A(tjU= 216-2/2 0 o 
Q 
- ^ 3 0 
-
o o 
the vector of known terms is 
- 4". 0 
-lAjAX-' - 4-.0 
i Ui - %)AX- " 4-. O  
-
- 4-, 0 _ t--to 
Clearly the right-hand side of Eq. 91 is a valid matrix 
and it represents the nonlinear system of equations during the interval 
t-tg. Soj for the purpose of the stability analysis, the iteration 
schîeme, Eq. 69, may be written in the linearized form for the system of 
equations as 
A i t o ) u ' " ^  -  C ( - U )  ( 9 2 )  
where tc < M iAt 1 < "t . 
The eigenvalue stability criterion is now seen to apply to Eq. 92 
just as it does to Eq. 71 with the exception that the matrix A(to) changes 
with time. As such, the mechanism governing convergence changes before 
convergence is obtained. In this report we hypothesize, however, that 
if during a time interval t-to the process does converge, it continues 
to do so over other time-linearization intervals and that the total process 
40 
converges. And, once the process does converge, the matrix A(to) no 
longer changes. 
It is interesting to note that the solution to Eq. 92 is 
For the converged solution there is no longer any variation in time so 
^(i)r i?(t.')and is in fact zero if A"l(to) is nonsingular. 
D. Poorly Convergent Equations 
The condition imposed by Eq. 83 can present a problem as far as 
convergence is concerned. Eq. 83 results from the selection of an 
Euler time differencing, but other iteration patterns must satisfy a 
similar condition. Now recall that convergence implies that 
f f + At C; 0 (93) 
as n becomes large. Clearly Eq. 93 approaches zero at a faster rate 
as 02 At more nearly equals -1. If one eigenvalue requires that At be 
very small to satisfy Eq. 83 it will slow the rate of convergence of 
the other equations. 
As an example, consider the ill-conditioned set of equations due 
to T. S. Wilson (Westlake (49)) 
5 7 6 5 ui 23 
7 10 8 7 
"2 
= 32 
6 8 10 9 
"3 33 
5 7 9 10 31 
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which has a solution u^ = U2 = = U4 = 1,0. The eigenvalues for the 
matrix of Eq. 94 are 
o; = 30.289, = 3.6706, cr,= 0.84311, 0.01015. 
Now to satisfy Eq. 83, the largest eigenvalue, CTj , requires 
0 > At>-0.06603 
so. that 0 >o^At>-.0006702 
"As a consequence it will take a considerable numer of iterations before 
(1 -.0006702)% —0 
In the Euler iteration scheme, for real eigenvalues, 
= - 2 (-gLj (95) 
so the ratio of the smallest to the largest eigenvalue, (the Von Neumann 
and Goldstine condition number (49)) determines the rate of convergence; 
and, the closer this ratio is to one the faster the rate of convergence. 
Another problem exists when an eigenvalue becomes very small; 
for, when a eigenvalue approaches zero, the associated matrix. A, is 
nearly singular- and 
I A~^I —^ CO 
But from Eq, 71, during any stage of the iteration 
u = A"1 (R + c) 
= A'Ir + A-lc 
Assuming û is a dimensionless bounded variable such that 
0 < u < 1 
it is evident that A"^R must be small; and as the inverse matrix becomes 
large, the residuals must become increasingly smaller. Hence, as one 
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of the eigenvalues becomes quite small relative to the others, one has 
this dilemma; the residuals must be made very small to retain accuracy, 
yet the rate of convergence decreases. 
E. Methods to Ensure Convergence 
It has now been established that the eigenvalues control the con­
vergence of the process. However, the eigenvalues represent the co­
efficients of a linear system of equations. In order to use this analysis 
for a nonlinear system, the equations must be linearized in time. As 
time progresses and the equations begin to converge, they may also begin 
to change in function form. Hence, at some later time, one has a different 
associated matrix with its new set of eigenvalues. In this sense, then, 
the eigenvalues are varying with time; and, as negative time progresses, 
some of the eigenvalues can be driven through zero and forced negative. 
In such a case, a nonlinear system becomes unstable. 
If the problem as initially formulated has some negative eigenvalues 
or if some positive eigenvalues are driven negative, it is necessary 
to alter the associated matrix. There are a multitude of ways available 
for adjusting the associated matrix while still approximating the physical 
set of differential equations. In this discussion, the usual analysis 
technique of a transform of variable or coordinate will not be considered. 
It is assumed that the differential equations are properly posed and in 
some sense already optimal. Hence the discussion here centers on ways 
of adjusting the associated matrix to improve convergence while at the 
same time keeping a high order numerical approximation. 
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1. Altering the finite difference formula 
The most obvious way of adjusting the matrix is to adjust the 
finite difference scheme. The examples in Section A show the profound 
effect that the change of difference scheme can have. Note though that 
of the linear systems Eqs. 30, 36, 38, and 41, only the matrix of Eq. 30 
has stable eigenvalues. The selection of a new difference scheme must 
satisfy two constraints: 1) the new scheme must retain sufficient 
truncation accuracy; and 2) the new scheme must satisfy the boundary 
conditions. 
Overall, changing the difference formula is perhaps the most power­
ful way of altering the associated matrix. It is usually quite easy to 
program another difference formula to see if convergence is improved; 
but to actually measure the change of eigenvalue structure due to a change 
of difference scheme is a more demanding task. And it must be emphasized 
that it is often not easy to select a new difference scheme while still 
satisfying the two constraints previously mentioned. 
2. Functional arrangement 
Another possibility of changing the associated matrix is to vary 
the functional form or arrangement of the equations being solved. This 
technique is very common in the Newton-Raphson iteration methods and in 
other nonlinear iteration procedures for algebraic equations (22). For 
example consider the energy equation, Eq. 11 
• + pJ'' = I 
(96) 
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Two possible arrangements are: 
and 
(97) 
A ' A' + ^  • (98) 
If the iterative form 
(99) 
is used, one finds that Eq. 97 converges in subsonic flow portions while 
Eq. 98 converges in supersonic flow portions. 
Functional arrangement is a powerful tool, and for the case above 
in which , the variable being solved for, enters algebraically, one 
can use the convergence criterion that 1 for each equation. This 
criterion is not sufficient when Eq. 99 is coupled in a matrix with other 
variables, but it often constitutes a good rule of thumb. The term (l-M}) 
is the diagonal term, of the associated matrix; and thus, it is an impor­
tant term in the calculation of eigenvalues. 
Continuing the idea of functional arrangement, it is noted that 
the equations being solved are steady state equations and that time is 
an introduced, artificial parameter. However, it is fashionable to try 
to solve steady state equations by integrating the actual physical form 
of the unsteady equations. This attempt to retain the physical form 
loses a valuable means of affecting convergence. For example, the isen-
tropic, one-dimensional, gas-dynamic equations of nozzle flow can be 
written in a form which correctly expresses unsteady flow 
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if 
au 
ât 
C>PU 
S t X  
= - u 
av 
cJV 
(100) 
where = Area Function of x 
However, if only the steady state of the finite differenced equations 
is desired, the equations can also be written as 
- -
at 
2£L 
^PU 
32/ 
 ^,)X 
p It SZ-x 
Ay. 3 X 
(101) 
Using first order differences to cast the equations into the form 
of Eq. 69J the author was able to obtain a converged solution to Eq. 100 
only in pure supersonic nozzle flow, while Eq. 101 would converge only 
in pure subsonic nozzle flow. So, there was a definite advantage in 
the rearrangement of Eq. 100 into Eq. 101. While it is perhaps not 
obvious, Eq. 101 has a different eigenvalue structure than Eq. 100. A 
simple example shows how the eigenvalues can change under such a modifica­
tion. The small system 
[p'l .[l 01 r pi + I'll 
[ u ' J  [ l  % J ^ U J  I 2 1  
has eigenvalues of 1, %. However, the rearranged system. 
'p;! = ^1 p + ' 2' 
u ' i  1 • 0 u 1 
.  J  
has divergent eigenvalues o.5-(l+/f) , 
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3. Parameter-multiplier method 
Another means of obtaining improved eigenvalues is referred to as 
the parameter multiplier method. In this technique a parameter, ç^±, is 
introduced which may rescale or change the sign of the equation fi (u). 
Any one equation from the system Eq. 71 can be written 
Zl; - CI, '2/ -
where a'jj^ is the ith row of A. Since each ' must go to zero, each 
equation can be multiplied by a variable parameter, 0i: 
V '  -  0 1  -  C : )  ( 1 0 2 )  
Because the^i parameter is easily incorporated into the artificial, 
time step, one could speak of having a space-varying, time step. How­
ever, the eigenvalue convergence criterion requires that the same time 
step is used for all the points in the difference network. Therefore, 
it is more appropriate to think of jZfi as an arbitrary parameter-multiplier. 
Eq. 102 is written for all such equations in matrix notation as 
u '  =  - c )  (103) 
where $ is a diagonal matrix of arbitrary nonzero parameters 
0= 0,, . . .,2^^) 
The matrix of Eq. 103 can have a much different set of eigen­
values than those of A. As such, the relaxation procedure defined by 
Eq. 103 may converge while the procedure defined by Eq. 71 may diverge. 
But, if Eq. 103 does converge, it converges to the same solution as 
would Eq. 71. To show this, if u' 0, then 
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0  =  ç A u - $ c  
or u = (®A)''v c^ 
= /rcgrgjc 
= A-'c 
The 0-matrix returns the generality that was sacrificed to develop 
the time-dependent analogy. For instance, the extrapolated Jacobi scheme, 
Eq. 60, is easily obtained by letting At = <=c and ^ = D"^. 
Of course for nonlinear equations the ^-matrix enters as 
U'= 0 ntZi (104) 
The parameter-multipliers are easy to use and, as is illustrated 
in the next chapter, aid in determining sources of instability. Any 
relaxation scheme should, therefore, at least include a ^-matrix. 
4. Matrix multiplier method 
The next means of obtaining more convergent eigenvalues is referred 
to as the matrix multiplier method. Just as any finite differenced 
equation can be multiplied by a parameter, so too can any one equation 
be added to another. Consider, for instance, the steady state system 
Au - c = 0 
If each equation is added so that the lower row is the summation of all 
preceding rows, the iteration scheme for the rearranged system of equations 
assumes the form 
u' = K(Au-c) 
where K is a lower triangular matrix with elements of one. In this 
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example a matrix multiplier has been introduced which, because it does 
not violate any rules for the solution of a system of equations, is 
readily seen to give the same steady state solution as Eq. 71. 
Further generalization is possible, however, for in the solution 
of a system of equations any one row may be multiplied by a parameter 
and any combination of rows may be added together. For these reasons 
the finite differenced equations can be put in the general, iterative 
form 
u' = H(Au - c) (105) 
where H is an arbitrary, real matrix.^ As was just shown with the § 
matrix, if Eq. 105 converges, it converges to the correct solution. That 
is if u'->'d 
u = (HA)"^ He 
= A'^H-l He = A-lc 
The particular selection of H = along with Euler differencing 
of u' converts Eq. 105 into the method of gradients (3, 12, 49). 
u' = A^ (Au -c) (106) 
In the case of nonlinear equations, Eq. 106 is written as 
u* = A^f(u) 
but as always because of the time linearization process, Eq. 106 
suffices for the study of stability. 
^The original definition of relaxation given in section B defines 
what is usually considered as a point iterative scheme. Eq. 105 would 
not be considered to fit this definition since a block of equations are 
relaxed at any one time. 
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The matrix A'^A is symmetric since 
(A^A) = (A^Af 
and is positive definite since 
A^A u . u = A^(AÛ'Û) 
= A^ (ÏÏ* A^ Û) 
= jCu . A^u 
> 0 
A theorem of matrices (13) states that a symmetric matrix is positive 
definite if and only if it has real, positive eigenvalues. So Eq. 106 
will always converge if the iteration process uses a small enough time 
step. Premultiplication of the system of equations by A^ may leave them 
more ill-conditioned (49); nevertheless, for a linear system of equations, 
convergence is guaranteed if the associated matrix. A, is not singular. 
A disadvantage of the method of gradients is that a considerable 
number of algebraic operations is usually required with each time step. 
With nonlinear equations the method of gradients becomes less attractive 
becasue of the necessity to actually linearize the finite difference 
equations in order to form the matrix. 
5. Explicit addition of small error terms 
The addition of a small error-vector is another device that can 
be used to sometimes improve the numerical stability of an iteration 
scheme. This ploy was explicitly- used by Von Neumann and Richtrayer (48). 
The effect is also contained implicitly in many differencing schemes, 
for example, the Lax-Wendroff methods (27, 39). 
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Whenever a set of algebraic equations obtained by finite dif­
ferencing replaces differential equations, a truncation error is intro­
duced. Consequently, within the order of the difference approximations 
the equations can be written as 
where e is a vector of small terms and may be arbitrarily selected. If 
f(u) is time-linearized and if e'(u) is a linear function, Eq. 107 can 
be written as 
where J is a matrix of small elements. 
Consequently, Eq. 108 will converge or diverge depending on the 
eigenvalues of the effective associated matrix, A + J. And, if the ele­
ments of J are as small as the truncation error, the solution accuracy 
is not effected. However, if the scheme Eq. 108 does converge, the 
solution obtained contains the error matrix J explicitly, that is 
F. Generalization of Relaxation Schemes and Convergence Rate 
The various schemes used to alter the associated matrix have led 
to a further generalization of the relaxation method, so that now the 
relaxation method can be written as 
u' = f(u) + e(Û) (107) 
u' = (A + J) u -c (108) 
0 = (A+J) Û-C 
"u = (A+J)"^c (109) 
(110) 
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or for nonlinear equations as 
u(*)' = H [f(u(n)) + e(û(*))] • (111) 
Previously it was mentioned that u' denotes an iteration sequence repre­
sentative of any time, finite-difference algorithm. Now to this has been 
added the possibility of using matrix multipliers and small error vectors 
for further flexibility. 
1. The Gauss-Seidel iteration 
In the development up to this point several iteration schemes have 
been shown to be contained in Eq. 110 or Eq. 111. Another important 
scheme is contained in these equations that has not been previously men­
tioned, it is the Gauss-Seidel method (13, 47). The method is of 
interest in that this relaxation scheme is as easy to use as the simple, 
point-Jacobi scheme and requires less computer storage. Also, it has 
been shown in the case of some special matrices that the Gauss-Seidel 
scheme converges at a much faster rate (47). 
The Gauss-Seidel scheme is identical to the point-Jacobi scheme 
with the exception that during an iteration from (n) to (n+1), variables 
advanced in iteration are used in determining variables not yet so 
advanced. In matrix notation this is written as (1) 
where A = L + D + U; and, L is a lower triangular matrix with diagonal 
of zero, D is a diagonal matrix, and, U is an upper triangular matrix 
with diagonal of zero. Coding this scheme in the notation used in 
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this work gives 
' '= (D+L)"^ (Au - c) (113; 
oî; in terms of Eq. 110 
H = (D + L)"^ 
At = -I 
J = 0 
In practice, of course, Eq. 112 is used and not the complicated 
iteration formula, Eq. 113; but, this equation is interesting in that 
it demonstrates again that Eq. 110 or Eq. Ill are very general formula­
tions. Also, Eq. 113 shows that the eigenvalues of the matrix HA, where 
A is a time linearized matrix, determine whether or not the Gauss-Seidel 
method will converge. 
2. The convergence r'ate measure 
If the Gauss-Seidel scheme converges faster than the point-Jacobi 
method then it must be true that the eigenvalues of HA are more compact 
or have smaller imaginary parts than those of A.. Both schemes use the 
Euler time-differencing iteration sequence so according to the previous 
discussion the Von Neumann and Goldstine condition number (49) 
must be smaller for HA than for A. 
Besides the possibility of altering the eigenvalues to give a more 
favorable convergence rate, one can also adjust the time differencing 
formula. The leap-frog and Runge-Kutta formulas are examples of these 
more involved iteration schemes, although the former scheme is always 
(114) 
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unstable. The method due to Richardson (see, for instance, Westlake 
(49)) is similar to advanced forms of Runge-Kutta schemes and is an 
example of a very efficient procedure when the eigenvalues of HA are real 
and positive. 
To illustrate this scheme it is convenient to use the uncoupled 
equations; and, because' of the work of Lomax previously mentioned, 
one can be assured that the coupled equations behave in a similar manner 
if the same numerical procedure is applied. Omitting the particular part 
of the uncoupled equations, Eq. 75, since it does not influence con­
vergence, the Richardson iteration sequence takes the form (with Euler 
differencing ofv'): 
where k indicates when the o< sequence repeats and ' (Ji is the ith 
eigenvalue of HA. An advantage of Eq. 115 is that it is used just like 
the Euler scheme with a repeating sequence of variable relaxation factors. 
Let k = 2 with = % and ^2 ~ 1. Then from Eq. 115 
V (Jc 
. % - 'Cf -
(115) 
- - 5 CTc 
( l -  c r / )  v / " '  
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For this scheme to converge the term 
1 = I I - VzO",- + >2 OI-'I (116) 
must be less than one. Assuming CJ.^ is real, is a second degree 
polynomial in CTi that is shown in Figure 4. As long as 0< < 3, the 
convergence criteria 1 is satisfied. If in addition it happened 
that the minimum and maximum eigenvalues are such that ,7929 < ^ 2.2071 
then is the minimum second degree polynomial that fits over this 
interval and the rate of convergence is optimum for this sequence of two. 
In the Richardson method one constructs a kth degree polynomial 
in Ci for the function The relaxation factors are then selected 
so that l^il is a minimum over the interval 
"^min ^ ^ '^max 
that is, are selected so that is a Chebyshev polynomial (11, 49). 
G, Boundary Conditions as Residual Equations 
Very little discussion has been devoted to the problem of satisfying 
boundary conditions. Indeed, this subject is so varied and far reaching 
in scope that only a few remarks pertinent to the approach used in this 
study are made. 
A boundary curve here will simply mean any end curve or any curve 
which is impervious to some of the variables. These curves may or may 
not have data prescribed. Any prescribed data is general""-' a condition 
on the variable or its derivative. The derivative case is not considered 
here. 
.8 
.0 
4 
0 
Figure 4. Stability polynomial for real roots 
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The discussion will deal with the case in which a boundary curve 
exists, but data is prescribed for only some of the state variables. 
For example in Figure 5, v is not known on the upper and lower bound­
aries and u and v are not known on the right one. However, in general, 
a differencing scheme is used for the interior points that would require 
data along the boundaries if the scheme is used near the edges. For 
U 
V 
u 
U 
Figure 5. Rectangular difference network 
example, the central difference formulas 
— 
Vy -
VJ-n - Vj-I 
2 A X 
Vt'-t-i - Vt-i 
•2A Y 
(117) 
require data at the boundary if they are used on points adjacent to it. 
On the other hand the backward difference formula 
Vy = _ 3v; +^S-2 
2AX (118) 
does not require data on the right boundary; but, it requires data on the 
left boundary as well as additional information on an artificial column 
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of points to the left of that. 
When a value used by the difference scheme does not exist, there 
are two alternatives. Either employ a new difference scheme which does 
not need the nonexistent variable or extrapolate from the inner points 
to provide a variable. In either case, boundary condition effects must 
make their way into the associated matrix and as a consequence they in­
fluence the eigenvalues. 
In the work that follows the extrapolation technique was used. The 
general extrapolation formula can be expressed as 
Vi+i = aVi + bVi-1 + cVi_2 + (119) 
and, for example, the second order extrapolation over a uniformly spaced 
difference network is 
Vj+i = 3Vi - 3Vi-,+ Vi.2+ OfAX (120) 
Eq. 119 can also be written in the implicit form 
bv.ir' - c = O (121) 
The superscript (n) is introduced to indicate that the interior points 
have been relaxed and are at time (n). Only then are boundary points 
updated to (n). 
By analogy to the previous development Eq. 121 can be written in 
the residual or time-varying form 
Vtw' = Rch = - av/"- bVj'?^-cV:'2'+ 0{'AX') (122) 
where a second-order, truncation error is allowed. With the extrapolation 
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equation in residual or time-dependent form it is evident that it should 
be included in the over-all system of equations being relaxed. A feature 
of the extrapolation process as opposed to using special differencing 
formulas at the boundaries is that the extrapolation equations form their 
o^m sub-blocks in the over-all associated matrix (see Eq. 133 and Figure 
10 in Chapter IV). Often these sub-blocks are weakly coupled so that the 
eigenvalues of the entire matrix can be estimated on the basis of the 
eigenvalues of a sub-block. 
Generally it is found that it is more difficult to control the 
stability of the relaxation process when high order extrapolation proces­
ses are used. Intuitively one may argue that if a higher-order formula 
is used a small change of interior point data can cause a large change in 
the extrapolated variable. Likewise, one can suggest that the sub-block 
matrices formed by the higher-order, extrapolation equations are less 
stable and have stronger coupling effects. Suffice it to say, however, 
that one frequently accepts low order extrapolation formulas as an easy 
fix to a difficult instability. The over-all solution accuracy is, of 
course, then reduced. 
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IV. NUMERICAL SOLUTION OF THE DIFFERENCED EMMONS EQUATIONS 
A. The Numerical Procedure 
The numerical solution of the Emmons equations by means of the 
relaxation procedure is discussed in this section. A particular finite-
difference network, a set of difference equations, and the scheme of iter­
ation are introduced and referred to as the procedure. This procedure 
is capable of generating a transonic solution, but there are limitations 
which must yet be overcome before the procedure is considered to be 
general. The development of this procedure and a detailed discussion of 
the numerical difficulties follow. 
1. Boundary conditions 
The finite-differencing of the differential equations in the vicinity 
of, an arbitrary body generates a nonuniform difference network. This ir­
regular network presents formidable problems to the study of numerical 
stability and complicates the computer programming. Consequently, the 
immediate analysis will be confined to the type of problems of which Figure 
6 is representative. The body is considered to be an arbitrary, two-
diemensional, symmetric shape which can be prescribed on the lower surface 
of a uniform, finite-difference, rectangular network. The positive direc­
tion of flow is from the left and is assumed to be constant on the 
upper boundary. The flow field far removed from the body is assumed to 
be uniform so that a known, linear distribution of the stream function 
can be prescribed on the left and right vertical boundaries. If the upper 
il/- 1.6 
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11/= 1.4 
' Q \  
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Figure 6. Typical difference network for symmetric airfoil 
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boundary is not far removed from the body it is assumed to be an 
impervious, wind-tunnel wall with unknown pressure distribution. 
To facilitate both programming and the study of numerical 
stability, the step sizes in x and y are kept constant. This is 
accomplished by applying approximate boundary conditions on the 
lower edge of the difference network instead of on the actual body 
surface. The body, then is simply treated as another streamline. 
In this way a negative value of stream-function can be assigned 
on the lower edge of the difference network by assuming a continua­
tion of the body streamline and of the streamline distribution of 
the flow field. Of course, the streamline distribution of the flow 
field is not known a priori. Consequently, the proper edge condition 
has to be found by an iterative procedure which can make this type 
of boundary condition inefficient for the solution of airfoil problems. 
In a stability study, however, an approximate representation of the 
body is quite satisfactory. (An exact, noniterative treatment of 
boundary conditions for subcritical, lifting airfoils will be"given 
later.) It should be noted that the simplified boundary conditions 
ignore the requirement that the derivatives of the stream-function 
are discontinuous at the airfoil stagnation points. 
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.2. Difference equations 
Central difference formulas, with one exception, are used to 
finite-difference the Eqs. 10 and 11. These difference formulas have 
second order truncation error and are confined to the network star 
of Figure 7. In contrast to backward or forward differencing schemes, 
©-
i , J - l  
è J 
-© . 
i,j+i 
Figure 7. Difference star 
the central difference formula uses information from all directions 
and thus accounts for, all of the constraints imposed by Dirichlet 
boundary conditions. 
Allowing u to represent the dependent variables ^ or yo, and 
letting s represent the independent variables x or y, the central 
difference formulas are written as 
(123) 
and 
•^5 = Z(yM - l / x - t  
2AS •Of AS») (124) 
where k indicates i or j of x = j Ax and y = iAy. 
Using these differencing schemes and the (i, j) notation to 
represent a point on the (x,y) network, the psi equation. Eq. 10, 
has the form for i = 2,3, . . . I-l and j = 2, 3, . . J-1 
yj = +^->1 - - /ay) -2%) 
(125) 
The energy equation, Eq. 11, is given a- selected multiplier and 
is differenced 
= 
(y+ i)(y)( 1 ) Gc 
Ao 
- 2K^,-.J + 0+K)^V,,J 
2AV 
PJ 2  A X  
y-i 
- ' 
(126) 
for i = 2, 3, . . I-l, and j = 2, 3, 4 . . . J-1 
and k =Co if the flow is entirely subsonic 
|l if the flow field has any supersonic flow 
The selection of the lower order formula for supersonic flow is ex­
plained in a later section. The multiplier to Eq. 126 was introduced 
in the study of function rearrangements (see Chapter III) of the 
energy equations and has inadvertently become part of the procedure. 
The boundary conditions for the stream function have already 
been discussed. Si^ce the differenced psi equations contain derivatives 
of density, it is necessary either to supply values of p along outer 
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edges of the difference network, or to provide another differencing 
scheme other than the central. It was decided to supply density 
values along the closed boundary curves. Along the vertical boundaries 
of Figure 6 uniform-flow conditions are assumed, so free-stream density 
is assigned. The density values along the upper and lower surfaces 
are found by extrapolating the data obtained from Eq. 126. The resi­
dual styled extrapolation equations used were 
/ <"1 M) , (Ml \ 
) (127) 
and 
r,' / (n) (M) , I") \ 
^ Av + c A'j / (128) 
for j = 2, 3 . . . J-1. Superscript (n) indicates the iteration 
time number and the coefficients a, b, c determine the order of the 
extrapolation: 
(0th) 
a = 1 
b = 0 
c = 0 
With the selection of a time differencing for Y'ij and 
the relaxation procedure becomes fully defined. An Euler time dif­
ferencing is used with At = -1 throughout the field, however, the 
(1st) (2nd) 
2 3 
-1 -3 
0 1 
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multipliers discussed in Chapter III are also employed both to 
provide stability and to increase the convergence rate. Letting 
indicate both and /*ij, the general iteration formula has the 
.representative form: 
(129) 
where the right hand sides of.Eqs. 125 to 128 are written as implicit 
functions, Rj^j(u), called residuals. The 'variable time step' is 
incorporated into the ^ multipliers. Multipliers that were selected 
are quite simple and are 
0-- = $4 = ' for all'/' equations 
for all p equations 
for all Q equations 
(130) 
B. Means of Studying Stability 
Now that the relaxation procedure has been specified it is 
necessary to determine if it will converge to a proper solution. In 
all cases one can verify that a procedure is stable simply by computa­
tion, that is, if all the residuals approach and remain at zero the 
method is said to be stable. If all the residuals become unbounded or 
do not converge, then the method is said to be unstable or neutrally 
=2^ = ±/2 
where °< and ^  > 0. 
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stable. In these cases it is necessary to analyze the cause of the 
instability and to correct the procedure. 
1. The cathode ray tube display 
Two techniques were used in this work to study the causes of 
instability. One of these is heuristic while the other uses the 
theory developed in Chapter III. The author had access to the NASA, 
Ames Research Center cathode-ray-tube (CRT) display system. In this 
complex an IBM 2250 CRT is coupled into an IBM 1800 computer system* 
and, after the computer completes the numerical calculation of one 
field iteration, selected variables are graphically displayed on the 
CRT. By use of this display system one can observe the time history 
of the relaxation process. Easily observed are the manner in which 
the body disturbance moves into the field, the rate of convergence of 
the process, and the functional form of the residuals as they converge 
or diverge. Also, when instability occurs it often develops in a local 
manner. For example, slight instability may occur in the vicinity 
of a sonic point or near a boundary. The CRT display is quite helpful 
in identifying this type of phenomenon while it can still be related 
to a local area of the difference network. 
Besides obtaining a time history of the relaxation process from 
the CRT, the display also allows the operator to react with the compu­
ter. By providing a programming package that connects the CRT with 
the procedure, the operator can follow the relaxation progress and 
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at his discretion, interrupt the procedure. He can then call in 
new logic routines, read in new data, or use a light pen to locate 
particular variables and adjust them. 
In using the CRT each finite difference network point is displayed 
and is treated as the center of a coordinate system. From each point 
a vector is then drawn that is comprised of two components. Each 
component -- which may be positive or negative -- is one of the 
variables of interest such as a residual or a function of density. 
For example, Figure 8 illustrates one such node point with its vector. 
Figure 8. Vector display coding 
In this figure the vertical component represents the critical density 
minus the field density. Since the component is positive upward, this 
density value is supersonic. The horizontal component is the residual 
of the psi equation. The upper photograph of Figure 9 is a picture 
of a representative field of such variables as they appear on the CRT 
display. The lower photograph of this Figure illustrates another set 
of variables that can also be displayed on commands In this case the 
horizontal component represents the variable G ( ) defined by Eq. 15. 
The vertical component is (Y-^, so if the horizontal vector com­
ponents are removed the field of vertical components represents stream­
lines. In all such figures the body streamline appears on the upper 
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b. -6cy/) (-+) «««' 
Figure 9. Flow field variables (note field is inverted 
so that bump disturbance is at top) 
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boundary of the picture instead of on the lower surface. 
2. The associated matrix 
The CRT is valuable to a stability study because it gives a 
continuous and dynamic response. But an in depth stability analysis 
must come from the associated matrix and its eigenvalues. In order 
to apply the stability theory it is necessary to time-linearize the 
difference equations. Thus the representative equation in matrix-
vector notation 
i/' = (131) 
is time linearized in the sense of the Eqs. 88 to 91. That is, 
Eq. 131 is put into the form 
c) (132) 
where A is the associated matrix, the Jacobian of R(u ). 
The system of equations may be written in more explanatory form 
in terms of y, p, and P^Q- First note that there are (I-2)*(J-2) 
differenced equations generated for the psi differential equation, and 
(1-2)"(J-2) plus 2vv(J-2) differenced equations generated for the energy 
and the density boundary equations. The associated square matrix. A, 
then has ((1-2) + (J-2) +2)) * (J-2) rows. Each class of equation, 
psi, density, or density-boundary-condition forms its own block matrices 
in the over-all associated matrix. So, in vector and block matrix 
notation Eq. 132 has the form: 
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1 1 
0 0 
0 ^ 0 J -Î 
_ PJ.C 
0
 
0
 1 
% % 
p: P; 
^ I 
(1/ 
4 
A 
-r T 
P -
\ 
cc
iO
k 
r
lL
 
(133) 
The components of the vectors are subscripted to identify with the 
network points. For example, 
f = ( %,%. • -, t,, 1^,..Vi-,,>, ) 
The % sub-block matrices are diagonal matrices, the elements of 
which are given by Eq. 130; but the magnitude of these elements has 
yet to be specified in the parameters o< and /S . The sub-block 
-X/ 
matrices such as are Jacobian matrices generated in the lineariza­
tion process used to form the associated matrix A. For example, the 
rows of the sub-block matrix <5^^ are 
=  ( ^ i '  %; — %, 
where is the residual of the ij psi-f inite-dif ference equation. 
The vectors and represent the boundary conditions and all the 
terms at earlier time in the linearization as a product with the 
respective multipliers. 
Appendix C gives analytic expressions for all of the elements 
of the associated matrix A. The associated matrix A is put in schematic 
form in Figure 10 for a small 5x5 difference network. This network 
generates a 24 x 24 matrix. A matrix of this size is sufficiently 
small that eigenvalues of $ A can be accurately and efficiently calcu­
lated. Since this matrix is capable of retaining the embryo features 
v: 
v: 
K 
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r: 
r: 
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a P: 
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R: 
PI: 
R: 
R: 
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Figure 10. Associated matrix, x indicates a nonzero Jacoblan 
element as given in Appendix C 
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of transonic flow, it has been extensively used in all of the 
stability analysis. 
It must be emphasized that the equations are not solved in the 
linearized form of Eq. 132. This linearization is only performed for 
the purpose of studying the stability of the procedure which is solely 
dependent on the eigenvalues of A. The actual equations used in the 
relaxation procedure are the nonlinear equations, Eqs. 125 and 126. 
C. The Eigenvalue Structure for Subsonic Flow 
The method of relaxation is generally associated with elliptic 
partial differential equations, and, in the case of fluid dynamics, 
with the solution of inviscid, subsonic problems. This is partly 
because centrally differenced forms of Eqs. 125 and 126 are stable 
in subsonic flow and the iteration process converges rapidly. If the 
procedure based on these centrally differenced equations is extended 
to treat transonic or supersonic problems, however, they exhibit an 
instability. As was discussed in Chapter III, the eigenvalue structure 
of the matrix ^A of Eq. 132 must display the case of the instability 
in the form of at least one eigenvalue having a sign, opposite the others. 
By employing the techniques discussed in Chapter III one should be 
able to correct the instability. But to do this efficiently, it 
is necessary to understand the eigenvalue structure, that is, the 
relationship between a given set of eigenvalues and the parameters and 
difference equations that generate them. The eigenvalue-structure of 
subsonic problems is studied in this section. In a later section 
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transonic problems are studied to show how the development of critical 
flow effects this structure. 
1. The study of a small-scale, subsonic problem 
As ti/as previously mentioned, the eigenvalue study is confined 
to only a small 5x5 finite difference network. To serve as a 
body or bump a stream function distribution was assigned on the lower 
boundary of the difference network. Upper and lower edge conditions 
for the density, q , were obtained by linear extrapolations of 
the interior densities. The (J) matrix parameters, and /S of Eq. 
130 were chosen as <^ = .8 and /^ = .5. Figure 11 illustrates a 
converged solution for a problem with free-stream Mach number of 0.6. 
The eigenvalues of this example are given in Table 1.^ These 
roots are typical although they are very dependent on the parameters 
and /S . The real parts are positive and less than 2, which is the 
real stability boundary (31) for the Euler-time-differencing scheme 
when At = -1. Some of the eigenvalues are complex, but the imaginary 
parts are sufficiently small in comparison to the real parts that the 
general stability boundary is not exceeded, (However, the rate of 
convergence is slightly impaired by the complex parts.) 
One can see that in this example the eigenvalues are of a con­
vergent type--a fact that was already known. In cases in which the 
eigenvalues are not readily calculated, it is necessary to know how 
^The author is not familiar with the eigenvalue computation 
routine that is part of the computing system library, but it has 
proved to be very reliable for the problems treated. 
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Table 1. Convergent, complex eigenvalues for subsonic flow 'X--S 
^real ^ imaginary 
0. 135541E 01 0. OOOOOOE 00 
0. 108196E 01 0. OOOOOOE 00 
0. 746793E 00 0. OOOOOOE 00 
0. 618700E 00 0. OOOOOOE CO 
0. 62117ÔE 00 0. OOOOOOE 00 
0. 451663E 00 0. OOOOOOE 00 
0. 297786E 00 -0. 127198E 00 
0. 190009E 00 -0. 136025E 00 
0. 306217E 00 -0. 497437E--01 
0. 190621E 00 0. OOOOOOE 00 
0. 202863E 00 0. OOOOOOE 00 
0. 231760E 00 0. OOOOOOE 00 
0. 106478E 01 0. OOOOOOE 00 
0. 816814E 00 oi  OOOOOOE 00 
0. 313023E 00 0. OOOOOOE 00 
0. 599382E 00 0. OOOOOOE 00 
0. 451493E 00 0. OOOOOOE 00 
0. 397941E 00 0. OOOOOOE 00 
0. 297786E 00 0. 127198E 00 
0. 190009E 00 0. 136025E 00 
0. 306217E 00 0. 497437E-•01 
0. 192318E 00 0. OOOOOOE 00 
0. 290008E 00 0. OOOOOOE 00 
0. 247908E 00 0. OOOOOOE 00 
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the eigenvalues depend on the parameters in the equations that 
generate them. What is needed, for instance, is to know whether or 
not certain eigenvalues are strongly dependent on the block of 
equations for various choices of p' and ^  ^ . The following study-
was used to supply this information. 
2. Gersch^orin discs. 
Denote the elements of the matrix $A by 0'^ - where 1 is the 
row index and m is the column index. From this matrix the Gerschgorin 
row discs (47) are formed 
M 
I % - 01  ^ Zj t I 
(134) 
for 1 = 1, 2, 3, ... . M, where M = (J-2) ((1-2) + (J-2) + 2) and 
is any point within the disc. The Gerschgorin theorems (13, 24, 50) 
state that: 1) the eigenvalues of a matrix lie within the union of discs 
formed by Eq. 134; and 2) if m discs form a union disjoint from the re­
maining discs, then m eigenvalues lie within this union. 
The relation between the discs and the set of subsonic eigenvalues 
was studied for the case in which X and y9 were 0.8 and 0.08 respec­
tively. For these choices the relaxation procedure converged to the 
same solution shown in Figure 11. The eigenvalues were calculated 
and are listed in Table 2. Note that these roots are not the same 
as those given in Table 1 which depended on a choice of c< =0.8 
and ^ = 0.5. 
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Table 2. Convergent eigenvalues 
00 o
 
II 0
0 II 
M o.) 
0.136538E 01 O.OOOOOOE 00 
0.108204E 01 O.OOOOOOE 00 
0.797545E 00 O.OOOOOOE 00 
0.512248E 00 O.OOOOOOE 00 
0.232222E 00 O.OOOOOOE 00 
0.782224E-01 O.OOOOOOE 00 
0.757269E-01 O.OOOOOOE 00 
0.571668E-01 0.112826E-01 
0.303804E-01 O.OOOOOOE 00 
0.324481E-01 O.OOOOOOE 00 
0.378919E-01 O.OOOOOOE 00 
0.407279E-01 O.OOOOOOE 00 
0.108133E 01 O.OOOOOOE 00 
0.796834E 00 O.OOOOOOE 00 
0.800207E 00 O.OOOOOOE 00 
0.515838E 00 O.OOOOOOE 00 
0.761803E-01 O.OOOOOOE 00 
0.738657E-01 O.OOOOOOE 00 
0.571668E-01 -0.112826E-01 
0.481456E-01 O.OOOOOOE 00 
0.306456E-01 O.OOOOOOE 00 
0.354718E-01 O.OOOOOOE 00 
0.385.089R-01 O.OOOOOOE 00 
0.673870E-01 O.OOOOOOE 00 
79 
The Gerschgorin discs are shown in Figure 12 together with two 
distinct bands which contain the absolute values of all 24 eigenvalues. 
There are 15 eigenvalues in the lower band and 9 in the upper band, 
so in number and in position they correlate with the Gerschgorin 
discs. This correlation leads one to suspect that the lower band of 
eigenvalues "corresponds" to the 15 density equations and the upper 
band of eigenvalues "corresponds" to the 9 psi equations. If the 
discs of y' were disjoined from the discs of y=>' and g , this 
conjecture would be confirmed by the second Gerschgorin theorem. Un­
fortunately, the discs form a single union, so that the correlations 
drawn remain simple conjecture. 
3. Identification of eigenvalues by continuity 
To confirm the correlation that the Gerschgorin discs suggest, 
one can employ the argument that the eigenvalues of a matrix vary 
continuously with its elements. Proof of this argument is given by 
Franklin (13), but it may suffice for our purposes to assume that if 
the elements of a matrix very slightly the characteristic polynomial 
as well as its roots also vary slightly. 
Recall that the eigenvalues that determine the convergence of 
the procedure are those of 0 A; and, that one has complete control 
over the elements of $ through the parameters and /3 . The 
parameters c< and ^ correspond with the finite-differenced psi 
and density equations respectively. So by making a systematic varia­
tion of either of these parameters it can be shown that a group of 
0-p ,o: f BC -o> 
Figure 12. Union of discs 
r~r~T~i I I J 
Various discs nearly 
overlap and are not 
shown 
00 
o 
Mco ~ 0.60 
2 = 0.08 
a = 0.80 
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eigenvalues can be associated with either the psi or density equa­
tions. 
For instance, let /3 be constant and continuously vary from 
some upper limit to zero. As varies all of the eigenvalues of 0A 
vary and trace out a continuous path; and, when c< = 0, all of the 
eigenvalues from the block of equations will be zero. At *% = 0 
then, the eigenvalues may be identified with a given set of equations; 
and, since the eigenvalues vary continuously with X , they may be 
identified with these equations for any value of . 
In practice the eigenvalues of the matrix must be calculated for 
discrete variations of x and /3 and one cannot trace out the eigen­
values along a continuous curve. Fortunately, the eigenvalues may 
nevertheless be so identified since they are not strongly coupled. To 
illustrate the ideas a convergent problem was selected as an example. 
A bump was prescribed on the lower wall and a free-stream Mach number 
of 0.5 was used. The converged solution is given in Figure 13. 
As a first case /& was held equal to 1.0 and was varied from 
0.8 to 0.0. The eigenvalues, o- ^ are given in Table 3. They are 
complex with real positive parts. In Figure 14 the absolute values 
of cr versus of are shown as bands. When =< is zero all the upper 
elements of the matrix $ A are zero, and the remaining part of the 
matrix is lower diagonal. Hence the diagonal elements of the matrix 
with c< = 0 are themselves the eigenvalues of this matrix. Ifcx: = 0.05 
the eigenvalues may still be completely identified with the generating 
equations. 
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• 500 
1 . 0  
,375 
6-
: 1.0 
V-
,250 
1 . 0  
ù 
. 125 
1.0 
0.0 
1 . 0  
• 500 
.99568 
.37036 
O-
.98426 
! .97284 
.93745 
-e-
-.048 
.90207 
.500 
.99160 
.500 
.36912 
-C) 
.99316 
-O 
.98053 
.96947 
.,.10213 09848 
€) — ^ 
,98347 
-Ù 
.94082 
.050 
.97542 
.91217 
-.024 
.DUU 
1 . 0  
.37127 .375 
é 
.98831 1.0 
^^.23887 JL.23633 ,^.24163 ^,250 
• y V w 
.10990 J.125 
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1 . 0  
1 . 0  
-ô 
0.0 
.96736 1.0 
Figure 13. Converged solution at Moo =0.5, ^ =1.4 
and Pu, = .07651 (pound mass per foot cubed) 
for variables and 
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Table 3. Variation of eigenvalues with while= 1.0 
/•^(real part of C) (imaginary part of Q" ) 
0. 119317E 01 0. OOOOOOE 00 
0. 129971E 01 0. OOOOOOE 00 
0. 106653E 01 -0. 133411E 00 
0. 106653E 01 0. 133411E 00 
0. 113940E 01 0. OOOOOOE 00 
0. 105128E 01 0. OOOOOOE 00 
0. 10867SE 01 0. OOOOOOE 00 
0. 924447E 00 -0. 998840E-•01 
0. 924447E 00 0. 998840E-•01 
0. 776529E 00 0. OOOOOOE 00 
0. 584669E 00 -0. 160849E 00 
0. 584669E 00 0. 160849E 00 
0. 458141E 00 -0. 213225E 00 
0. 458141E 00 0. 213225E 00 
0, 457I08E 00 -0. 160787E 00 
0. 457108E 00 0. 160787E 00 
0. 585182E 00 -0. 626523E-•01 
0. 585182E 00 0. 526523E--01 
0. 572707E 00 0. OOOOOOE 00 
0. 440314E 00 0. OOOOOOE 00 
0. 433580E 00 0. OOOOOOE 00 
0. 461Û55E 00 0. OOOOOOE 00 
0. 3092Ô3E 00 -0. 131730E 00 
0. 309263E 00 0. 131730E 00 
0. 982288E 00 0. OOOOOOE 00 
0. 103168E 01 0. OOOOOOE 00 
0. 993019E 00 0. OOOOOOE 00 
0. 102376E 01 0. OOOOOOE 00 
0. 990212E 00 0. OOOOOOE 00 
0. 101962E 01 0. OOOOOOE 00 
0. 595945E 00 0. OOOOOOE 00 
0. 735101E 00 0. OOOOOOE 00 
0. 480993E 00 -0. 152689E 00 
0. 480993E 00 0. 152689E 00 
0. 416156E 00 -0. 147714E 00 
0. 416156E 00 0. 147714E 00 
0. 493896E 00 0. OOOOOOE 00 
0. 441743E 00 0. OOOOOOE 00 
0. 461395E 00 0. OOOOOOE 00 
0. 435749E 00 0. OOOOOOE 00 
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Table 3. (continued) 
TT 
.05 
(real part of cr) (imaginary 
0. 403148E 00 0. 115185E 00 
G. 403148E 00 -0. 115185E 00 
0. 345276E 00 -0. 111310E 00 
0. 327910E 00 -0. 77174GE--01 
0. 327910E 00 0. 771740E--01 
0. 308440E 00 0. OOGOOOE 00 
0. 165494E 00 0. GOGOOGE 00 
0. 100870E 01 0. OOGOOOE 00 
0. 101114E 01 0. GOOOOOE 00 
0. 99S801E 00 -0. 301355E--03 
0. 998801E 00 0. 3G1355E--03 
0. 998476E 00 G. OOGOOOE 00 
0. 100953E 01 0. GOOOOOE 00 
0. 457627E 00 0. GOOOOOE 00 
0. 466650E 00 0. OOGOOOE 00 
0. 451G40E 00 0. OOGOOOE 00 
0. 462143E 00 0. OGOGOGE 00 
0. 410683E 00 0. GOGOOGE 00 
0. 416111E 00 0. OOGOOOE 00 
0. 402281E 00 -0. 925863E--02 
0. 4Û2281E 00 0. 9258632--02 
0. 353829E 00 -0. 589041E--01 
G. 353S29S 00 0. 58904lE--01 
0. 3G4932E 00 0. QOOGOGE 00 
0. 251728E 00 -0. 64736GE--02 
0. 251728E 00 G. 647360E--02 
G. 237552E 00 0. OOGOOOE 00 
0. 163071E 00 0. OGOGOGE 00 
0. 183577E 00 0. OGOGOGE 00 
0. 750696E 00 0. OGOGOGE 00 
0. 150758E 00 0. OOGOOOE 00 
0. 100207E 01 0. OGOGOGE 00 
0. 100226E 01 0. OGOGOGE 00 
G. 999903E 00 0. OOGOOOE 00 
0. 999922E 00 0. OGOGOGE 00 
0. 999927E 00 0. OGOOGOE 00 
G. 100193E 01 0. OGOGOGE GO 
0. 406487E 00 0. OGOGOGE 00 
0. 410851E 00 0. OOGOOOE 00 
0: 438433E 00 0. OGOOGOE 00 
0. 442553E 00 d. OOOGOOE 00 
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Table 3. (continued) 
(real part of J") (imaginary part of<^) 
0, 462484E 00 0. 
w
 
o
 
o
 
o
 
o
 
o
 
o
 00 
0. 455515E 00 • 0. OOOOOOE 00 
0. 456299E 00 0. OOOOOOE 00 
0. 452465E 00 0. OOOOOOE 00 
0. 46705ÔE 00 0. OOOOOOE 00 
0. 843067E. -01 0. OOOOOOE 00 
0. 666782E--01 0. OOOOOOE 00 
0. 741288E--01 0. OOOOOOE 00 
0. 540151E-•01 0. OOOOOOE 00 
0. 556125E--01 0. OOOOOOE 00 
0. 377107E--01 0. OOOOOOE 00 
0. 488642E-•01 0. OOOOOOE 00 
0. 180420E-•01 0. OOOOOOE 00 
0. 358091E-•01 0. OOOOOOE 00 
0. 453689E 00 0. OOOOOOE 00 
O.IOOOOOE 01 0. OOOOOOE 00 
0. 463581E 00 0. OOOOOOE 00 
0. lOOOOOE 01 0. OOOOOOE 00 
0. lOOOOOE 01 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. 408127E 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. lOOOOOE 01 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. 412373E 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. 450744E 00 0. OOOOOOE 00 
0. 999999E 00 0. OOOOOOE 00 
0. 446868E 00 0. OOOOOOE 00 
0. 459436E 00 0. OOOOOOE 00 
0. 356216E--08 0. OOOOOOE 00 
0. 178671E-•06 0. OOOOOOE 00 
0. 999997E 00 0. OOOOOOE 00 
0. 462703E 00 0. OOOOOOE 00 
0. 468031E 00 0. OOOOOOE 00 
0. 496506E-•09 • 0. OOOOOOE 00 
0. 520818E-•08 0. OOOOOOE 00 
0. 335119E-•06 0. OOOOOOE 00 
ec, 
0.0-
OS 
Figure 14. Correlation of eigenvalues to equations by the oC parameter 
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Table 4 is a listing of the eigenvalues as ^  varies with the 
parameter oc held fixed at 0.8. Bands for c versus ^  are given 
in Figure 15. For ^  = 0, the eigenvalues of the psi equation are 
it can be seen that this distribution remains somewhat invariant. It 
is of interest that the eigenvalues of the psi equations are essentially 
those of the centrally differenced Laplacian: 
Now the Laplacian is known to be convergent because it leads to a 
diagonally dominant and irreducible matrix (21, 47). The Gerschgorin 
discs of Figure 12 and Figure 15 lead one to conclude, then, that psi 
equations tend to retain the diagonal dominance mechanism of the 
Laplacian. 
The ability to identify eigenvalues with the difference equations 
provides two pieces of information. First, the psi equations tend to 
have the convergence properties of the central-differenced Laplacian 
which is stable. Second, the convergence properties of the energy 
equation are closely connected to diagonal terras of the submatrix, 
gf>' ; for, as 0 
distributed about the diagonal elements, = .8; and as /S increases 
a/) 
a/).J. (135) 
remain positive is the usual criterion 
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•Table 4. Variation of eigenvalues with /5 while cK = 0.8 
LO 
0. 134326E 01 0. OOOOOOE 00 
0. 998181E 00 0. OOOOOOE 00 
0. 111518E 01 0. OOOOOOE 00 
0. 9310S7E 00 0. OOOOOOE 00 
0. 945294E 00 0. OOOOOOE 00 
0. 859946E 00 0. OOOOOOE 00 
0. 924019E 00 0. OOOOOOE 00 
0. 820901E 00 -0. 12Ô149E 00 
0. 820901E 00 0. 126149E 00 
0. 626633E 00 0. OOOOOOE 00 
0. 699539E 00 0. OOOOOOE 00 
0. 518467E 00 -0. 829575E' •01 
0. 518467E 00 0. 829575E--01 
0. 408631E 00 -0. 181189E 00 
0. 408631E 00 0. 181189E 00 
0. 411623E 00 -0. 129304E 00 
0. 411623E 00 0. 129304E 00 
0. 428794E 00 0. OOOOOOE 00 
0. 351184E 00 0. OOOOOOE 00 
0. 424570E 00 0. OOOOOOE 00 
0. 345351E 00 0. OOOOOOE 00 
0. 368701E 00 0. OOOOOOE 00 
0. 269594E 00 -0. 134563E 00 
0. 269594E 00 0. 134563E 00 
0. 13614SE 01 0. OOOOOOE 00 
0. 107513E 01 0. OOOOOOE 00 
0. 108107E 01 0. OOOOOOE 00 
0. 8045S8E 00 0. OOOOOOE 00 
0. 7S2840E 00 0. OOOOOOE 00 
0. 799991E 00 0. OOOOOOE 00 
0. 547745E 00 -0. 343279E-•03 
0. 547745E 00 0. 343279E--03 
0. 454940E 00 0. OOOOOOE 00 
0. 376984E 00 0. OOOOOOE 00 
0. 385092E 00 0. OOOOOOE 00 
0. 336053E 00 0. OOOOOOE 00 
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Table 4. (continued) 
/S CiJ 
0. 3Ô1530E 00 0. OOOOOOE 00 
0. , 184846E 00 -0. 100313E 00 
0. . 184846E 00 0. 100313E 00 
0. ,274437E 00 -0. 561150E--01 
0. 274437E 00 0. 561150E--01 
0. 171229E 00 0. OOOOOOE 00 
0. 1S4193E 00 0. OOOOOOE 00 
0. 198175E 00 0. OOOOOOE 00 
0. 221395E 00 -0. 175533E--02 
0. 221395E 00 0. 175533E- 02 
0. 205698E 00 0. OOOOOOE 00 
0. 136557E 01 0. OOOOOOE 00 
0. 108135E 01 0. OOOOOOE 00 
0. 108270E 01 Oc ,OOOOOOE 00 
0. 796632E 00 0. OOOOOOE 00 
0. 798070E 00 0. OOOOOOE 00 
0. 800902E 00 0. OOOOOOE 00 
0. 512764E 00 0. OOOOOOE 00 
0. 516446E 00 0. OOOOOOE 00 
0. 233884E 00 0. OOOOOOE 00 
0. 965501E-•01 0. OOOOOOE 00 
0. 983380E--01 0. OOOOOOE 00 
0. 946482E-•01 0. OOOOOOE 00 
0. 961252E-•01 0. OOOOOOE 00 
0. 727259E-•01 -0. 555317E-•02 
0. 727259E-•01 0. 555317E-•02 
0. 425715E-•01 • 0. OOOOOOE 00 
0. 432518E-•01 0. OOOOOOE 00 
0. 582922E. •01 0. OOOOOOE 00 
0. 460163E-•01 0. OOOOOOE 00 
0. 486084E-•01 0. OOOOOOE 00 
0. 503858E-•01 0. OOOOOOE 00 
0. 511351E-•01 0. OOOOOOE 00 
0, 528803E-•01 0. OOOOOOE 00 
0. 898749E-•01 0. OOOOOOE 00 
90 
Table 4. (continued) 
O.) 
0. 136633E 01 0. OOOOOOE 00 
0. 108230E 01 0. OOOOOOE 00 
0. 108427E 01 0. OOOOOOE 00 
0. 23365ÛE 00 0. OOOOOOE 00 
0. 515717E 00 0. OOOOOOE 00 
0. 517Ô83E 00 0: OOOOOOE 00 
0. 801886E 00 0. OOOOOOE 00 
0. 798107E 00 0. OOOOOOE 00 
0. 799997E 00 0. OOOOOOE 00 
0 .  OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
Û .  OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
û. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 •0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
0. OOOOOOE 00 0. OOOOOOE 00 
f.O 
[%== 0.8 
0.6 
0.0 
0.4 f) 0 00 
Figure 15, Correlation of eigenvalues by the yg parameter 
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that the iterative procedure in the solution of uncoupled algebraic 
equations is stable. 
D. Critical Flow and Eigenvalues 
As the free stream Mach number increases, the relaxation method 
becomes slightly unstable as a sonic line begins to develop in the 
flow field. This phenomenon is easily observed by watching the 
variation and growth of the residuals. If eigenvalues are calculated 
early in the relaxation process before the sonic points develop then 
these eigenvalues are of a convergent type. Once the sonic flow 
develops at the first interior network point an eigenvalue becomes 
negative. Simultaneously, the diagonal term generated at that point 
ap'ii becomes less than zero. 
From the previous remarks it may be expected that when ij 
af ij 
becomes negative an instability is generated. This may be confirmed 
by the concept of eigenvalue bands. A subcritical free-stream Mach 
number is chosen and the parameters and are selected to separate 
the eigenvalue bands. The free-stream Mach number is then continuously 
increased, and as this is done, the eigenvalues correlating to the 
energy equation are driven towards zero. When an interior point of 
the finite difference network becomes sonic, an eigenvalue of the 
energy equation becomes zero or negative. An example of this phenomenon 
is illustrated by the eigenvalues of Table 5 for the body shape and 
network of Figure 11. 
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Table 5. Eigenvalues forced unstable with Mach number 
!v\. M UJ 
.6 0.135512E 01 
0.108160E 01 
0.7970102 00 
0.511554E 00 
0.234065E GO 
0.976752E-01 
0.945252E-01 
0.703995E-01 
0.108100E 01 
0.796299E 00 
0.799968E 00 
0.515614E 00 
0.94S812E-01 
0.920752E-01 
0.703995E-01 
0.Ô11358E-01 
0.383131E-01 
0.444041E-01 
0.483503E-01 
0.830304E-01 
0.379S10E-01 
0.405599E-01 
0.474429E-01 
0.510831E-01 
.7 0.136522E 01 
0.108152E 01 
0.795604E 00 
0.508251E 00 
0.233552E 00 
0.969593E-01 
0.927394E-01 
0.651773E-01 
0.107999E 01 
0.793799E 00 
0.800569E 00 
0.514980E 00 
0.932489E-01 
0.893679E-01 
0.Ô51773E-01 
0.728385E-01 
0.248869E-01 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE GO 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
0.175961E-01 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
•-0.175961E-01 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
0.-246375E-01 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
-0.246375E-01 
O.OOOOOOE 00 
O.OOOOOOE 00 
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Table 5. (continued) 
M or M 
0. 314359E--01 0. OOOOOOE 00 
0. 396456E' -01 0. OOOGOOE 00 
0. 452921E -01 0. OOOOOOE 00 
0. 629014E -01 0. OOOOOOE 00 
0. 258900E--01 0. OOOOOOE 00 
0. 356741E--01 0. OOOOOOE 00 
0. 415266E--01 0. OOOOOOE 00 
0. 107898E 01 0. OOOOOOE 00 
0. 790920E 00 0. OOOOOOE 00 
0. 80176SE 00 0. OOOOOOE 00 
0. 514645E 00 0. OOOOOOE 00 
0. 922757E--01 0. OOOOOOE 00 
0. 876646E' -01 0. OOOOOOE 00 
0. 604408E--01 -0. 285900E--01 
0. 641750E--01 -0. 532792E--02 
0. 136559E 01 0. OOOOOOE 00 
0. 108205E 01 0. OOOOOOE 00 
0. 794541E 00 0, OOOOOOE 00 
0. 504871E 00 0. OOOOOOE 00 
0. 232730E 00 0. OOOOOOE 00 
0. 9Ô5140E--01 0. OOOOOOE 00 
0. 916086E--01 0. OOOOOOE 00 
0. 504408E--01 0. 285900E--01 
0. 641750E' -01 0. 532792E--02 
0. 321436S--01 0. OOOOOOE 00 
0. 106161E--01 0. OOOOOOE 00 
0. 137700E--01 0. OOOOOOE 00 
0. 401646E--01 0. OOOOOOE 00 
0, 358275E--01 0. OOOOOOE 00 
0. 275S45E--01 0. OOOOOOE 00 
0. 252731E--01 0. OOOOOOE 00 
0, 10875E 01 0. OOOOOOE 00 
0.790331E 00 0. OOOOOOE 00 
0. 802055E 00 0. OOOOOOE 00 
0, 514643E 00 • 0. OOOOOOE 00 
0. 921483E--01 0. OOOOOOE 00 
0. 874115E--01 0. OOOOOOE 00 
0. 595240E--01 -0. 291063E--01 
0. 635582E--01 -0. 590444E-•02 
0. 135580E 01 0. OOOOOOE 00 
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Table 5. (continued) 
M /Af 
0. 108220E 01 0. OOOOOOE 00 
0. 794386E 00 0. OOGOGOE 00 
0. 504243E 00 G. GGOOGOE 00 
0. 232557E 00 0. OGOGOGE 00 
0. 964536E--01 0. OOOOOOE 00 
0. 914504E--01 0. OGOGOGE 00 
0. 596240E--01 0. 291063E--01 
0. 393416E--01 G. OOOOOOE 00 
0. 349455E--01 0. OGOGOGE 00 
0. 262590E--01 G. OOOOOOE 00 
0. 116763E--01 0. OOOOOOE 00 
0. 635582E. -01 0. 590444E-•02 
0. 307792E--01 G. OGOOOOE 00 
0. 245585E--01 G. OOOOOOE 00 
0. 730420E--02 0. OOOOOOE 00 
0. 108027E 01 0. OOOOOOE 00 
0. 791013E 00 0. OOOOOOE 00 
0. 803510E 00 G. OOOOOOE 00 
0. 517229E 00 0. OOOOOOE 00 
0. 925008E--01 0. OOOOOOE 00 
0. 877647E--01 0. OGOGOGE 00 
0. 612946E' -01 -0. 19462GE--01 
0. 624876E--01 -0. 905G26E-•02 
0. 136655E 01 0. OOOOGOE 00 
0. 108241E 01 0. OOOOOOE 00 
0. 794260E 00 0. OOOOOOE 00 
0. 5036392 00 0, OOOOOOE 00 
0. 232237E 00 0. OOOOOOE 00 
0. 100202E 00 0. OOOOOOE 00 
0. 91613SE--01 0. OOGOGOE 00 
0. 612946E--01 0. 19462GE--01 
0. 385983E. -01 G. OOOOOOE 00 
0. 311799E--01 0. OOOOOOE 00 
0. 238021E--01 G. OGOGOGE 00 
0. 919315E--02 G. OOOOOOE 00 
0. 624876E--01 0. 905026E--02 
0. 291882E -01 G. OGOGOGE 00 
0. 231865E--01 0. OOOOOOE 00 
-0. 693970E--02 0. OOOOOOE 00 
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Once the real part of an eigenvalue changes sign, regardless 
of how small its size, the iteration process begins to diverge. If 
the energy equations are considered as algebraic equations, that is, 
(X = 0 over some iteration period, then these equations are made 
stable by locally changing the sign of the ^ multipliers at those 
points which are divergent. 
For unequal to zero there is sufficient coupling between the 
psi and energy equations that a simple change of sign of ^  will not 
immediately correct the instability. Wliat occurs at sonic line points 
is that the eigenvalues correlating to these points become small 
and vacillate between positive and negative values as the ^ multiplier 
is adjusted positive to negative to compensate for the instability. . 
Effectively this process keeps the procedure stable over a mean time, 
buc only partial convergence can be achieved. 
The eigenvalues oscillating in sign are also quite small in 
magnitude as one would expect. As such, the smallness of these 
roots indicates that the equations are ill-conditioned. That.is, 
small errors have appreciable effects, so if accuracy is to be obtained, 
the residuals must be made veiy small indeed. There is, then, con­
siderable difficulty in retaining high order accuracy in the vicinity 
of a sonic line for the equations used here. 
For the Emmons equations the situation at the sonic line may be 
summarized as follows. Instability effects at sonic points can be 
controlled, but the ill-conditioning is sufficiently bad that 
penalties are paid in accuracy and in the convergence rate. 
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However, penalties may be traded off, and sufficient accuracy 
could most likely be retained by isolating the sonic line in a 
highly-refined, finite-difference network. 
E. Analysis of the Differenced Energy Equation 
The preceding section established that the energy equation 
generates an instability at the sonic line. The analytical behavior 
of the differential form of the energy equation was briefly discussed 
in Chapter II; and, in this section, the behavior of the finite-
differenced energy equation is considered. The emphasis here is on 
the energy equations alone so they are treated as if they were un­
coupled from the psi equations. The results just presented imply 
that this is appropriate, at least for small c< . Under the un­
coupling assumption, the energy equation at each point is represented 
by the simple algebraic equation 
where is a finite-differenced function of '/'assumed to be given. 
Previously it was established that: 1) is a double-valued function 
of G(^); 2) G ('•/') reaches a maximum at the sonic line, G(^') max, 
when ^  is the exact solution of the Emmons equation; and 3) the 
change of with respect to G(^) becomes infinite as the sonic line 
is approached, that is. 
- fo* * ^ = G( y ) (136) 
(137) 
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1. The residual-density plane 
The form of the energy equation being used, Eq. 126, is sim­
plified for the present discussion to 
R(p=.^) 5 -pj= - 2 If G(^! , (138) 
A plot of R(Po^ versus for various assigned values of G( ^  ) 
is given in Figure 16. The residual nomenclature is used to empha­
size that is a measure of che error in satisfying the 
energy equation. Hence its deviation from zero indicates how far the 
numerical solution is out of balance. Note that a dashed demarcation 
line has been drawn through the peaks of the various curves. This 
line is referred to as a numeric sonic line since it divides regions 
representing supersonic flow from regions representing subsonic flow 
in the unconverged numerical process. Further, note that two classes 
of curves exist on the S.(po/^)~/'o P^^ne -- those that intersect the 
R(=o^ y) =0 axis and those which do not. 
Consider now the iterative solution of Eq. 138. For a given 
value of G(^) and an arbitrarily selected value of R has a finite 
magnitude. Let G(f') be less than G(H^)max (for = 1.4, G(^) max 
has a maximum physical value of 0.06698); that is, let the conditions 
specify a case in which there is a solution, 1R(Poj V^)! ^ 8 • Then 
if the assumed value of is to the right of the numeric sonic line, 
R(PQ^ (// ) must be added to the value of pQ to give a better approxima­
tion to the correct solution. But, if the assumed value of pQ is to 
99 
. 3 
G(^) = 0.02 
2 
. 1 
.0 
G (M = _:JG6698 
1 
9 
0. 0.4 
Figure 16. Residual-density plane 
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to the left of the numeric sonic line, then R(fo, ^  ) must be sub­
tracted from the value of to give an improved approximation. 
In order to provide .the appropriate sign to the given RCpq,*^ ) 
for given values of and ^ , the programmed procedure was made to 
find the slope f )!àp^ (see Figure 17). Clearly from Figure 
16 dR(Po/^)/d/>o changes sign at the numeric sonic line. Note that 
under the restriction that G(H^) is less than G(9>)max that if the 
initially assumed density is subsonic, the iterative process can only 
converge to a subsonic value. The same is true for supersonic densi­
ties, and so, the numeric sonic line is a barrier to density values. 
Whenever G(<^) exceeds G(^)max, the error function R(po/ ) 
falls on the second class of curves for which there is no solution 
of I V')! < € . However, tne interative process of incrementing 
PQ with a R(po; 'A) proper sign predicts a value which does 
minimize R(jOQ^ U, ) . To be more explicit, the iteration process drives 
the density near its numeric sonic value from which neighborhood it 
cannot escape. For example, consider the curve G(</-) = 0.08.' During 
the process of iteration pQ will approach its numeric sonic value of 
0.68 while R(po,^) will approach -.045, Since the finite value of 
R(PqjI^) = -.045 is continuously added or subtracted.depending on 
whether is greater or less than 0.58, pQ will oscillate about 0.68 
as the iteration progresses. Hence, if G(^/' ) is greater than G('^)max, 
will be captured at the numeric sonic line and oscillate about it. 
101 
.0 
.0 
. 08  
.0 
.06698 
sonic line 
.0 
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.0 
- 2 . 0  
f. 
Figure 17. Slopes of R(po,'^) with respect to 
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2. Sonic line transitioning 
The discussion so far in this section has been based on the 
assumption that the psi and density equations are uncoupled. On 
this basis it is implied that whenever G(^) exceeds its maximum 
physical value, the density will be captured at the numeric sonic 
line. However, is coupled to so the value that tends to 
assume will influence the magnitude of G(^). 
In fact, empirical results indicate that if G((p ) > G(</^ )max 
the coupling is strong enough that may transition smoothly and 
on its own from the supersonic regime to the subsonic regime. But, 
the cross over from the subsonic regime to the supersonic regime does 
not occur. This transition must be made artificially. In Chapter II 
it was remarked that the sign of G'(</^) provides a criterion to cross 
the sonic line. Unfortunately, G'C^f-') given by Eq. 17 is determined 
solely by the value of yO and does not, therefore, provide any infor­
mation. Experience, though, shows that a sufficient reason for ad­
justing from the'subsonic regime to the supersonic regime is that 
G(tf') remains significantly greater than G(t^)max and that the residuals 
are not small. 
3. Additional remarks 
Further practical matters should be mentioned here. Even after 
a proper imbedded supersonic flow region has been established, it 
must be expected that when G(i/^) is determined near the sonic line, 
it might still exceed its maximum physical limit because of the 
10? 
truncation error in the differencing of ^ \Tnen this 
occurs there is no value of density that satisfies the energy 
equation, so that the residuals cannot fall within the proper error 
limits. 
It is to be further noted that, at least for a small psi-
relaxation parameter, o< , the value of -dR(pg^ (which is 
designated as in. Eq; 135) is close to a true eigenvalue 
in the associated matrix. Thus, for a density value on the numeric 
sonic line, the corresponding eigenvalue must be very close to zero 
(see Figure 17). Hence the equations are ill-conditioned and the rate 
at which the solution converges will be very slow. 
Finally, note also that the sonic line behavior makes it im­
perative to abandon the iterative acceleration technique used in 
point Jacobi or generalized Newton methods. That is, since dR(po^t//)/ 
dpQ is nearly zero the iteration scheme 
(139) 
has to be replaced with a scheme of the form 
(n + 1) (n) 
(140) 
where ^6 is negative for ? jSQ" and is positive for Po <« 
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4. Alternate forms of the energy equation 
The double-valued properties of with G(V^) presents such 
formidable problems that it is desirable to calculate from some 
other function of ^  . The obvious idea is to use the Emmons equa­
tion to iterate for and to use the energy equation to iterate for 
. This proved to be unsuccessful. While no stability analysis was 
made, it seems that the Emmons equation with the Laplacian as its 
leading term is best suited to iterate the stream function. 
Eqs. 17, 19, and 20 taken together offer an interesting form 
of an energy equation with the elegant form 
2 y + 1 %  -  ( » +  
where 
\l/ — 'A,, + ^  
In Figure 18 the function is plotted versus for vari­
ous free-stream Mach numbers. As shovm, is monotonie with 
throughout the transonic flow range of 0.4 < Furthermore, 
it is a simple matter to find stable iterative schemes of solving 
as a function of a specified . 
Unfortunately,"VK is a hopelessly singular function. At free 
stream, for example, is of the indeterminant form 0/0. It was 
also found to be difficult to differencein the vicinity of stagna­
tion points; but, the function is well behaved in the vicinity of 
the sonic line, and combinations of Eq. 136 with Eq. 141 have yet to 
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be considered. The function can also be split into two well 
bahaved functions to form an equation such as 
(142) 
"] 0 
where may be chosen as f o ~ '  p o  > f o  ' etc. to obtain different 
stability properties^ This particular equation has yet to be 
studied. 
F. Pure Supersonic Flow 
The procedure developed up to this point employs central dif­
ference formulas that have second order truncation errors as well 
as linear or second order formulas for the extrapolation of density 
edge conditions. And as demonstrated, this procedure is very suit­
able for subsonic flow up to the appearance of critical flow. It 
was recognized that in pure supersonic flow, however, that altera­
tions would be necessary. 
A most elementary test for the stability of the iterative pro­
cedure is to use it to relax an already converged,solution. Now 
throughout this entir.e work the starting approximation is that the 
flow is an undisturbed free stream. And, of course, if no stream 
function or density distribution is prescribed as a disturbance boun­
dary condition, then the initial approximation is also an exact solu­
tion. Consequently, it is a simple matter to test the procedure by 
relaxing the already converged solution of an undisturbed free stream. 
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An advantage of doing this is that since exact boundary conditions 
are known, no difficulty is encountered in using elliptic boundary 
conditions. Hence, the existing eigenvalue structure of subsonic 
flow can be compared with. 
The procedure was applied to a uniform flow with free-stream 
Mach number of 1.4. With zero or first order extrapolations used to 
give density edge conditions, the procedure remained stable; but, 
unlike subsonic flow, the procedure was unstable when second order 
extrapolations were tried. Of most interest, however, the eigen­
values associated with the psi equations retained the stable distribu­
tion of the Laplacian. 
Still retaining elliptic boundary conditions, a small disturbance 
in was prescribed on the lower edge of the difference network. 
Though this is an improperly posed problem for supersonic flow, the 
procedure did not become unstable. Instead, it converged to a solu­
tion that appeared to be a physically incorrect flow. 
Proper boundary conditions for supersonic flow were then pro­
grammed and instability effects appeared. A trial and error adjust­
ment of differencing schemes was then undertaken to find one that was 
stable. Eigenvalues were not calculated for these studies since it 
was difficult to reprogram the associated matrix, $ A, which uses 
exactly evaluated Jacobian elements. However, from the previous 
eigenvalue calculations it was decided that the psi equations were 
not the sources of the instability, so only the differencing scheme 
of G(<|') was adjusted. 
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The derivative ^ in the function G( ) was approximated 
by a first order forward (upward) difference 
V, = * 0'^^^ (143) 
instead of the central difference formula. With this adjustment to 
the energy equation, the procedure was immediately stable in uniform 
supersonic flow provided zero order extrapolation formulas were used 
to give density edge conditions. Furthermore, the use of this dif­
ferencing did not affect the procedure in pure subsonic flow. (For 
this reason if any portion of a mixed flow field becomes supersonic, 
Eq. 143 is used throughout the entire flow field.) 
As a further check of the procedure In pure supersonic flow a 
simple-wedge, compression flow in a channel was investigated with 
Mod = 1.4. The procedure was stable, but the accuracy of the results 
was poor since the disturbance did not move out into the free stream 
as is shovm in Figure 19. The situation for an expansion wedge was 
quite similar (see Figure 20). A downward difference scheme 
+0(4^ 1 (144) 
was then used in G(^) in order to move the disturbance out. This 
scheme was stable and did move the disturbance out from the body, 
but it also tended to give some of the. streamlines a curvature dif­
fering from that of its neighbors. If the disturbance was too large 
the procedure could also become unstable in the vicinity of the induced 
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Figure 19. Effects of differencing in G(^) on the 
streamlines of a supersonic compression wedge 
flow 
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b. Uv =  ^- 4^ -1 
^ Ay 
Figure 20. Effects of differencing in G ) on the 
streamlines of a supersonic expansion wedge 
flow 
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streamline inflection point. 
Higher order upward differences were not tried because of the 
need to program special logic in the finite differencing of points 
just below the upper boundary. However, a rotated central dif­
ferencing was employed in an effort to improve the results. If y, 
7 is a rotated coordinate about x, y, as shown in Figure 21, then 
•>/ (145) 
C'-lJfl 
1  i - i . j f i  
Figure 21, Special differencing of G(<^) 
This differencing scheme was still unstable in pure supersonic flow 
even though it greatly altered the p' block matrices. Experience 
seems to indicate then that backward or forward difference schemes 
are needed to keep the p' equations stable in supersonic flow. 
The matter of retaining accuracy in supersonic flow was not in­
vestigated further since the transonic problem is of main interest 
in this study. The results obtained up to this point indicate that 
the small, imbedded, supersonic area of a transonic flow problem is 
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not as sensitive to the phenomenon that prevents the body disturbance 
from moving outward in pure supersonic flow. 
G. Establishing an Imbedded Supersonic Flow 
In the last section it was shown that fields with supersonic flow 
could be calculated in a stable manner if the term in the density 
equations were properly differenced. But in order to handle tran­
sonic problems a means must be provided to interrupt the procedure 
and to change subsonic values of density into the supersonic range. 
For if G(^) is greater than G(^)max and if the exact solution is 
supercritical, then the value of the density at one or more points 
will be trapped on the numeric sonic line below the line R(/>^j = 0 
in Figure 16. The cathode ray tube (CRT) previously described has 
provided the means to move density values across the numeric sonic 
line. In order to explain how the imbedded supersonic flow is built 
up, it is first advantageous to describe the entire relaxation history 
as viewed on the CRT. 
The transonic problems calculated here always begin with sub­
sonic, uniform flow as an initial approximation. A body disturbance 
is then read in on the lower boundary of the field so that the in­
terior, network points adjacent to this boundary are out of balance • 
and have large residuals. The initially calculated values of G(^) 
are also quite large and are often larger than G('/^)inax- As the 
relaxation procedure continues, the body disturbance and the G(y) 
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variable appear to move out into the flow field. Interior points 
near the body still cften have a G(^) value greater than G(^Omax 
during this initial stage so the density values approach their 
numerical sonic value. As the iteration process progresses further 
the disturbance establishes itself in the outer field, and after 
this occurs, the values of G(v^) near the body eventually reduce to 
realistic physical values. 
If a true transonic problem is being solved, however, the values 
of G('A) near the body will remain greater than G(S^)max regardless 
of how long the iteration continues. These points make up a region 
that appears as a bubble over the body, Within this bubble the 
residuals remain large and usually fluctuate while the density values 
fluctuate about their numeric sonic values. Figure 9 is an example 
of this phenomenon. The body disturbance appears at the top of these 
figures, so the bubbles are to the left-center, upper portion of the 
photographs. 
After the procedure has run a sufficiently long time, the sonic 
bubbles may be distinguished from initialization effects. The points 
within this numeric sonic region should then be adjusted well into 
the supersonic range. If the density values are pushed far enough 
into the supersonic range, the psi equations will reduce the G(^) 
parameter during the course of further relaxation. However, also 
during this relaxation period the energy equations bring the density 
back up to the present G(^) value. The problem then is to lower the 
d e n s i t y  e n o u g h  t h a t  G ( ( f ^  )  <  G ( Y '  ) m a x  b e f o r e  p o ^ .  
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It is not easy to capture a supersonic density because to do 
so it is necessary that G(^) remain less than G( )max« The tran­
sition from supersonic to subsonic flow is always possible and does 
occur if GC^) remains too large. 
Transition from subsonic to supersonic flow has usually been 
accomplished by means of the light pen. To do this a subroutine 
is readied so that whenever a network point is touched by the light 
pen an increment is removed from the density at that point. The 
increment of density value removed is sized to the nature of G(y^), 
the residuals, and to some degree, knowledge based on experience. 
Experience has verified that those points made supersonic which 
should remain subsonic will return to the subsonic side unless one 
very carelessly adjusts a density value with too large an increment. 
Some difficulty has also been experienced if too many points are ad­
justed at one time. Those points which were not made supersonic but 
which should have been will later indicate through their residual 
and G(^) values that they too should be forced supersonic. 
Experience has also indicated that there is only one unique 
solution to a problem in a purely subcritical flow. But in the 
mixed flow problem one can force a variation of a solution to within 
the order of the numerical error. This is possible because a point 
which is approximately a sonic point can sometimes be forced to be 
subsonic or supersonic. 
The results obtained indicate that the equations have the capa­
city to generate discontinuities that have all the appearances of 
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shock waves. In fact, these type of discontinuities are always 
found in the mixed flow problems computed here and they appear to have 
a stabilizing effect on the solution. 
H. Transonic Flow Solutions 
, All the transonic flow field results of this study have been 
obtained from the IBM 1800 system with the aid of the IBM 2250 dis­
play (CRT). The IBM 18C0 unit had about 10,000, 32-bit words in its 
high speed storage. As a result, the finite-difference network was 
never larger than . 16 x 16. 
Figures 22 to 25 give qualitative results of how the transonic 
flow builds up. In all the cases the figures represent a channel 
flow over a small bump which appears at the top of the photographs. 
The bump is specified by simply prescribing a stream function dis­
tribution on the upper wall. The actual streamline that defines the 
body shape extends into the difference network. Thus the location 
of this streamline is not known a priori; but, it can- be found once 
a converged solution is obtained. 
The figures vary only by changes in the free stream Mach number. 
In the upper photograph of each figure the density values are dis­
played in the form of - p). Thus, if the vector points dovm 
t h e  d e n s i t y  i s  s u b s o n i c .  T h e  l o w e r  p h o t o g r a p h  p r e s e n t s  G ( f -
G(^) on the horizontal component of the vector and -V» on the 
vertical component. 
The free-stream Mach number is 0.79 in the first example. 
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Figure 22. Flow field at M* = 0.79 
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a. /)*-/) 
b. and ~  ^ a> 
Figure 23, Flow field at M = 0.8 
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Figure 24. Flow field at M«j =0.81 
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b. -GC^) «.vtd 4»-4* 
Figure 25. Unconverged flow field at = 0.82 
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Figure 22. The field remains everyv;here subsonic. In Figure 23 the 
free-stream Mach number is 0.80. All interior flow points remain 
subsonic, however a density value on the upper boundary is now 
supersonic. The interior point directly below this point has a nearly 
sonic value of density and the value of G('iy) is approximately equal 
to G(^ )iiiax this point. The values of G(^) on the boundaries 
are not considered to be accurate and they are not used in the computa-
t ion. 
In Figure 24 a significant supersonic flow area was calculated 
for Mo- =0.81. A shock wave follows the supersonic region, and 
below this region the values of G('P) approach which suggests . 
a choking situation. Finally, in Figure 25 with Mœ = 0.82 it was no 
longer possible to calculate a solution, though the method did not 
appear to be unstable in the usual sense. The channel did appear to 
choke, that is, ail the values of G(^) approached G(^ ^m.gy' 
The mixed-flow field about the NACA 0012 airfoil at Mm = 0.74 
has been computed. Since accuracy is not readily obtained when using 
such a small difference network, the solution results were not ex­
pected to compare well to actual airfoils. For this reason only an 
approximate body shape was specified and no attempt was made to im­
prove this shape by iteration. The body shape used was a streamline 
distribution that matches the î\iACA 0012 under subcritical conditions 
when M oa =0.6. This shape was computed from a larger difference 
network programmed on the IBM 7094. 
The computed pressure distribution given along the chord line 
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of 0012 at Mo3 = 0.74 is shown in Figure 26, Eimnons ' 
results for the pressure distribution along the surface of the air­
foil at M33 = 0.75 are sho\m for comparison. The errors in the 
programmed procedure are numerous and include the effects of using 
the wrong body shape, the use of too coarse a mesh near the nose of 
the airfoil, and the use of a zero order extrapolation for super­
sonic densities. The wall at infinity is also not far enough removed, 
but this effect is partially compensated for by comparing M =, = 0.74 
results to Emmons' results at Mco = 0.75. 
In view of all of these errors, the computations are in good 
agreement. The shock wave location is incorrect, but this is felt 
to be an effect of using a very coarse mesh, especially near the air­
foil nose. (The 7094 subsonic results also exhibit a shifting of 
the pressure distribution because the nose is not correctly differenced. 
This is illustrated in Figure 27 where the relaxation results are 
compared to Amick's (2) experimental results). Qualitatively the 
shock distribution is very good. The field properties of the calcula­
tion are indicated by the photographs of Figure 28. 
The results found on the IBM 1800 indicate that the procedure 
gives the proper characteristics of the flow field. Improvements 
and extensions for better accuracy are time consuming, but conceptually 
they are not difficult. Considerable work in the problem of satis­
fying boundary conditions, for example, is already underway and is 
described in the following section. 
There is a certain lack of uniqueness in the transonic 
P'PQO .9 
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M 
Figure 26. Chord line pressure distribution for NACA 0012 at 
= 0.74 
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Figure 27. NACA 0012 at Moj = 0.6 
a. P'-P b. f - % c. - C,(*) 
Figure 28. Flow field variables for NACA 0012 at = 0.74 
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computations found here. As previously mentioned, points that are 
stable as sonic values can often be made supersonic and they will 
again remain stable. Figure 29 is an example of this situation 
since txjo converged solutions were obtained as shown. The dis­
crepancy between Lhe solutions is no doubt aggravated by the rather 
crude differencing network as well as the use of a lower-order, 
density extrapolation in the supersonic region. 
I. Boundary Conditions for Asymmetric Problems 
The problem of obtaining accurate, converged solutions to 
asymmetric, li::ting airfoils has been studied along with the tran­
sonic problem. Relatively good results have been obtained for com­
pressible, subsonic flows. These results are presented here after 
a discussion of the body differencing problem. 
The problem under discussion is represented by Figure 30. Here 
a lifting airfoil is inserted into a uniform, finite-difference net­
work. Boundary conditions exist on the airfoil surface and not on 
the network node points. Figure 31 illustrates the situation for the 
usual five-point difference star. As shown, the points (i-1, j) and 
(i, j+l) lie within the body, while the boundary condition in ^ 
is known at the body surface. 
Special difference formulas are frequently used that effectively 
shift the node points interior to the body onto the body surface. 
Thus, a new difference star is introduced that has unequal arms as 
CONVERGED 
O NO INTERRUPTION 
CONVERGED 
P^ Pa, .9 
body " -.10 
-.05 -y/c 
0 .3 5 .6 .7 .8 1.0 . 2  4 .9 
x/c 
Figure 29. Variation of converged solutions for arbitrary 
airfoil at M = 0.75 
Figure 30. Arbitrary airfoil immersed in a variable, rectangular 
finite difference network 
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Figure 31. Star-body intersection 
shotvn in Figure 32. 
A4. 
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Ai 
o  ^r..2 
i A, 
Figure 32. Irregular difference star 
The unequal arms A%, A2, A 3 ,  A4 now replace Ay, 6,X, 
and Ax respectively. Boundary conditions are known on the star 
ends 2 and 3. Difference formulas are again found from a Taylor 
series expansion and may be written as (1>5) 
A-^  % _ (A., -A.m 
Az(A^-^A'h) /I4 AzA'i-
(146) 
129 
and 
where y derivatives are found by replacing 2 by 1 and 4 by 3. Den­
sity boundary conditions are treated as before by second order 
extrapolations. 
The irregular network difference equations were programmed and 
several solutions to airfoil problems were obtained. The solution 
results were poor, however, in that pressure coefficient plots ex­
hibited considerable scatter of data points. It is knovm tnat this 
effect is a result of the irregular boundary since in the work of 
Emmons (8, 9), Boctor (4), and Sells (40) the scatter is eliminated 
by transforming to a complicated system of orthogonal coordinates. 
It was Initially assumed that Eqs. 146 and 147 caused the data 
scatter by generating some type of instability. This was an absurd 
conclusion, however, since converged solutions were being obtained. 
Furthermore, the irregular difference formulas do retain the property 
of diagonal dominance important to the Emmons equation. Nevertheless, 
a return to central difference formulas was made. In order to use 
these formulas it was necessary to interpolate for a node point. This 
is indicated in Figure 33. In this example, the points 1 and 4 are 
found by interpolation, and central difference formula are used be­
tween the tilde points where 2 and 3 aire on the body. 
The data scatter remained--though perhaps to a lesser degree. 
% 
Aa { Az+zA/f] /I4 l-Ai A-?,' Ai A (147) 
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Figure 33. Irregular network for central 
difference formula 
It was then realized that the scatter is primarily a result of how 
the stagnation points influence the extrapolations for density on 
the airfoil. As shown in Figure 34 a horizontal extrapolation for 
the density values on the body uses a much different set of infor­
mation than the vertical extrapolation does. Thus, in Figure 34 
the density found at point (a) by extrapolation will vary 
UJ 
e x p o - v i d e d  r l ù t o  
Figure 34. Illustration of how data scatter can result from 
extrapolation formula 
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considerably from what is found at point (b). And, the more points 
used in the backward extrapolation, the more the situation can be 
aggravated. For this reason it may sometimes be better to use 
linear extrapolation. If in addition points extrapolated from the 
horizontal direction are occasionally ignored, it is possible to 
obtain good results with a rectangular network. An example of com­
puted results is given by Figure 35. In this example, a relatively 
coarse grid was used with Ax and Ay of 5 and 4 per cent of the chord 
near the body and double these values some distance removed from the 
body. Horizontally interpolated points are tagged and it is evident 
that they may be ignored without difficulty. The agreement to wind 
tunnel data taken by Stivers (46) appears to be good for an inviscid 
solution. For peaky airfoils (37) it would be admissible to have a 
locally refined mesh at the airfoil nose. 
It should be remarked that the Kutta condition can be fulfilled 
exactly by a process of iteration. To do this an initial value of ^  
is assumed for the body and the problem is solved and stored on mag­
netic tape. If the pressures at the trailing edge do not match, an 
adjustment is made to the body stream function value initially as­
sumed. The previously computed solution is then read from tape so 
that the procedure begins with a very good approximation and the field 
is again completely relaxed. After a few iterations in this manner 
a final solution is always obtained. 
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J. The Pressure Prescribed Problem 
Instead of giving the stream function as a boundary condition, 
one may also prescribe the pressure (density) distribution and com­
pute the airfoil shape. Computations of this sort have only been 
carried out in this study for subsonic flow cases. The procedure 
varies from that previously described only in that now the extra­
polation on the lower boundary is for a stream function edge con­
dition instead of the density. 
The pressure distribution of the previously computed NACA 0012 
airfoil at M co =0.6 (see Figure 27) was prescribed as a boundary 
condition with the intention of computing the airfoil shape. The 
results of this computation are given in Figure 36. There is a 
discrepancy between the computed airfoil and the airfoil shape 
originally used to determine the pressure distribution. This dis- . 
crepancy, which is too large for practical work, is attributed to 
finite difference error and should thus be reduced by network, refine 
ment. As expected, the largest error occurs at the nose of the air­
foil. 
A combination of and p may also be used to specify an airfo 
As an example, it was decided to alter the previously computed, dis­
continuous, pressure distribution of the NACA 0012 airfoil that de­
veloped at M 03 = 0.74. A pressure distribution was assigned at 20, 
30, 40, and 50 per cent chord stations while the remaining boundary 
condition points in ^ were not changed. The results of this 
1 
0 
0 
(x/c) 
Figure 36, Comparison plot of solutions with same pressure distribution but different 
prescribed boundary conditions along the chord 
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computation are sho;m in Figure 37. The original airfoil and the 
pressure distribution that it generates are given by the solid 
curves, while the altered airfoil using ^  and f for boundary con­
ditions and the resulting pressure distribution are given by the 
dashed curves. As the numerical procedure is further refined com­
putations of this sort should be of practical interest. In particular, 
it should be possible to redesign airfoils in order to delay shock 
wave formation anc thus delay the point of drag rise divergence Mach 
number. 
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Figure 37. Mixed boundary conditions at M= 0.74 
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V, CONCLUSIONS AND RECOMMENDATIONS 
In this study the method of relaxation has been used to calcu­
late some simple transonic solutions from the Emmons equations. 
Only low,order accuracy was retained, but there is no apparant rea­
son that improved solutions would not be obtained by the 'brute 
force' technique of refining the finite-difference network. How­
ever, the double-valued properties of the density with the mass 
flow parameter presents such a formidable problem that it is recom­
mended that these equations not be used in further studies of tran­
sonic flow without making an evaluation of other equations. 
The results from this study indicate that the assumption of 
isentropic flow can be used in' future work in problems in which the 
free-stream Mach number is less than one. Also, the experience 
gained here strongly suggests that the development of new procedures 
that use the method of relaxation should be aided if the associated 
matrix is evaluated from the very start. Solutions obtained from 
existing finite-difference procedures can be used to provide numerical 
values so that eigenvalues can be readily calculated for the proposed 
new procedures. If the eigenvalues are of an unstable type, the various 
techniques discussed in Chapter III can most likely be used to make 
the equations stable. 
The treatment of boundary conditions remains a major problem 
that has not been solved in a satisfactory manner. Transforms of 
coordinates as well as the use of body orientated coordinates have 
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been successfully used, but these techniques are complicated and 
sometimes introduce singularities. The author is still of the opinion 
that rectangular difference networks can be used and that good ac­
curacy can be obtained. Significant improvements in the subcritical 
results discussed in Chapter IV would be obtained, for example, if 
density values on the body were extrapolated along a normal to the 
body. Such a scheme can still be accomplished with a rectangular net­
work. 
Finally, perhaps the major result that might be drawn is that 
generalized relaxation techniques offer a powerful and flexible 
means of obtaining solutions to the partial differential equations 
of fluid flow. The value of these is starting to be appreciated 
under such diverse names as steepest ascent and time dependence; but, 
the real power of the eigenvalue stability criterion does not seem 
to have yet been realized. 
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VI. NOMENCLATURE 
A associated matrix 
Ax • area as a function of X 
a speed of sound, or, coefficient in extrapolation formula 
or, element of A 
b coefficient in extrapolation formula 
c constants, nonhomonegeous terms in linear system of equation, 
or, coefficient in extrapolation formula 
C^j constant coefficients in Eq. 73 
Cp pressure coefficient, Cp = (P-R^)/ ( . 5 ) 
Cv specific heat at constant volume 
D matrix that is the diagonal of A 
e small error vector, e 
F explicit, function, see Eq. 99 
f (u) implicit equation, see E 45 
Gd'j a mass flow parameter, aefined as a function of </> by Eq. 15 
Gc constant part of G (^) 
incrementation function 
H arbitrary matrix, HA becomes effective associated matrix 
h h =A t 
I unit matrix or, maximum i 
i index of space location, normal direction in x-y plane 
J matrix of small error elements, or, maximum of j 
j index of space location, horizontal direction in x-y plane, 
or, j = 0 in two dimensional flow and 1 in axisymmetric flow 
K lower diagonal matrix with all elements of one 
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Nomenclature (continued) 
L lower diagonal matrix with diagonal of zero elements, 
L = A - D - U, or, reference length 
M Mach number 
n time index, t = nAt 
?(A) Von Neumann and Goldstine condition number, P(A) =1'-^ max/ C min I 
p fluid pressure 
q total velocity 
S. residual, or, perfect gas constant 
S entropy 
s displacement, s = x or y 
SX SX = ( ax ) 
sy sy= ( AY )"^ 
T temperature 
t time 
U upper trlangulaj. matrix with diagonal of zero elements, 
U = A - D -,L 
u dependent variable which may representetc. 
V transform variable, u = X v 
X horizontal displacement 
y normal displacement 
general relaxation factor or relaxation factor to in g -
matrix 
yài relaxation factor to 'and g.c. in ^-matrix 
y ratio of specific heats 
€ small number 
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Nomenclature (continued) 
Zf vorticity 
^ normal coordinate of rotated system 
O shock angle 
-A. diagonal matrix of eigenvalues 
2 eigenvalue of numerical iterative scheme, = i i 1 or 
A = jl--?/zai -f-'/i-oy-j etc. or, any point in Gerschgorin disc 
/X real part of cr 
2 transverse coordinate of a rotated system 
fluid density 
C eigenvalue of A, may be complex 
2 arbitrary diagonal matrix, ®A becomes effective associated 
matrix 
P element of 0 
vC matrix of eigenvectors of A 
eigenvector of A 
Z' function of Y" : defined by Eq. 20 
stream function, defined by Eq. 1 
-'-5 imaginary part of O' 
Symbols 
d derivative operator 
Det: determinant of matrix 
Diag diagonal matrix 
0 order of 
A difference operation 
norm or absolute value 
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Nomenclature (continued) 
Superscripts 
(n) time step or iteration number, not a power 
T transpose 
/ finite differencing operator, may be Euler, leap-frog, 
Runge-Kutta — • difference representation of c i  / d t  
vector 
critical state when used with /• or, c ''OC c or, partial time 
step in defining an iteration sequence between (n) and (n + 1). 
-1 inverse 
Subscripts 
B.C. withyO, indicates edge condition 
c complementary solution 
i,j at location i, j 
max with G ( ' I  ) ,  indicates critical mass flow 
0 initial state, or, fo - PIfst. 
p particular solution 
S t  stagnation conditions 
X partial derivative in X  
y partial derivative in y 
p, /'a.c. indicates block matrices of Jacobian elements 
when used with p, and Pg/c. , or, when used 
with cr relates these eigenvalues to p ' and 
P &.C.. equations 
free stream conditions 
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IX, APPENDIX A 
The function G(^) = %^ ) should be nearly continuous 
ii; the transonic flow since 
+ 
where V is the total velocity. So across a normal shock 
/3.V, = 
and T is continuous, but the constant 
^ ' -
Gc - 2Q/. p;: 
is not continuous unless the flow is isentropic, that is 
Rt-!, = ,^4, 
Under the assumption of isentropic flow, the Gi^P) versus curve 
provides the shock relations. 
For an oblique shock 
p ,  Ai V, - Pz  Az Vi 
but 
Thus G, (t) ^ GzCt^) 
Under the condition of isentropic flow 
G t ( ^ ) A ^  ' / =  G. ( A: 
or A' , , \2 ? 
Gt ( — —Ar = ( I + tqnx Cot. Q) CoSc< 
G, 
where ai ^ Q are as illustrated in Figure 38. 
Now in the transonic range c< is generally small and © = 0(,'"'/2). 
Hence CosV = '  S.'iios' = / - c< ^  
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A 
Ai 
I i"TT 
Figure 38, .Shock wave geometry 
arid 
( I 4 Cûtô) - 1 + 2c\ 
so 
/ f <=<• 
G,f 
Since the flow is nearly isentropic with almost normal shocks, the 
function G{^) may be considered to be nearly continuous. 
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X, APPENDIX B 
The convergence criteria for the uncoupled Eqs. 71 are de­
veloped here under the restriction that the iterative procedure 
is defined by Euler differencing of the time derivative terms. 
Hence 
is written as 
12""" =f 1 + h A) - he 
where At = n . 
The iteration procedure gives 
= { I + In A) - K "c 
' • A t  
V*î=o 
where + = I . For convergence it is necessary 
that (l+hA)"— 
as M becomes large. This restriction also ensures that U'"'is 
not a function of the initial condition and that the particular 
solution is bounded. 
Varga (47) gives the important theorem: 
If S is an complex matrix, then B is convergent if 
and only if /^^8)<1. 
In this theorem ^(8) is the spectral radius, that is, 
p(S) - Max I CTq I 
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where Ot- is an eigenvalue of o . if 
G 
and if o\ is an eigenvalue of A, then the eigenvalues of B are given 
by , 
= I I- k Cx 
so that all CTg have absolute value less than one only if all 
t 1 + 'a 0 ; 1 i I 
Since o~^ i:ay be complex, convergence is obtained only if 
<1 
where and ^  are the real and imaginary parts of ^ . 
For the inequality to hold it is necessary that be negative. 
Convergence requires then that the real part of CÂ be positive for 
negative Vi . Furthermore this condition is sufficient to ensure 
convergence if Ma 
Hence, the previous convergence criteria are again obtained. It is 
of interest to note also that if these conditions are satisfied, 
from Eq. 71 ^ 
and hence 
A" ="E ( 
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XI. APPENDIX C 
The elements of the associated matrix, a Jacobian matrix, are 
given here in analytic form. The time step is taken to be -1, and 
the elements of $ are also given. 
A. Jacobian Elements of the Psi Equations 
SX S s Y s fAYj-z 
4^ ; = - SX ( + Vi j., -2<:kv ) - - 2 ) 
and 
3%^ ^ 2SX 4- 2SY 
- f -  .  2< &V (  -  G.- - ,  ; )  P ' J  
- Sy +.25" s Y Cyp/wu yO.jj 
-  SY  -  -  2ô  SY  (p - ' . j  -  f ' - ' . i  )  PL '  
= -SX + .25sx(Pc.jVi - A;;-') A}' 
5 %j*i 
-V}' = -SX - ,25" SX C ) f, 
= [-.25SA- y- ^-y ("4*,.; JX/°.'.J+I^  P<'/ 
AltlL^  - . 2S Sï ( 
-; 
'j 
3 _ 
^ p H s 
- 31% ., 
. 25- SX C - %j_, ) p] 
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y/,', 
a A 
B. Jacobian Elements of the Density Equations 
,3 
•-/,j i . Gc Av = _2_i f 
2AY j 
with 
11 -
= (Y+nfyky-i) , Gc 5 V - l  
?• p[-j 
3 % 
5p:v 
(5 V'c w.y 
•5 
a P.-; 
= o 
Kj-< 
G.: , il 2 11 -'•h-i.j  ^i^ 
G'"n)i^ ,v2Z!crj'.  ^ 2 Ay j 
D Av 
6"Yi) yC).?2AX i i 2  
1 i %;+' -'-h.j-i j 
2AK j 
- a p!-
c? U/.-
a/oX- _ 2 
GT) 
: O 
"•? Gc 
L/^'J 
. 2 Gc I - (A/. i.A\ (^ -i) /a 5-2  
aAY i 'S I 2AX 
3 
-i-_ = û 
= O 
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Jacobian Elements of the Density Edge Equations 
a P,'; = ; 
P'J 
5 Pi/ _ _ Q 
Ô)/^ 2j 
= ^=u - - %. + ... ) 
_ ( 
aA; 
- -Q. 
^'pz-ijj 
D. m -matrix Elements 
^dy = 0-(, f g? 'A'j \ 0< 
\ açLj 
0^ = 
o</S 
