Abstract. We study the bifurcation of local critical periods in the differential system ẋ = −y + Bx n−1 y,
Introduction and statement of the result
In this paper we study the period function of centers of planar polynomial differential systems. A singular point of a planar differential system is a center if it has a punctured neighbourhood that consists entirely of periodic orbits surrounding it. The largest punctured neighbourhood with this property is called the period annulus of the center and, in what follows, it will be denoted by P. Compactifying R 2 to the Poincaré disc, the boundary of P has two connected components: the center itself and a polycycle. We call them respectively the inner and outer boundary of the period annulus. The period function of the center assigns to each periodic orbit γ in P its period. If all the periodic orbits in P have the same period, then the center is called isochronous. Since the period function is defined on the set of periodic orbits in P, usually the first step is to parameterize this set, let us say {γ s } s∈(0,1) , and then one can study the qualitative properties of the period function by means of the map s −→ period of γ s , which is analytic on (0, 1). The critical periods are the critical points of this function and their number, character (maximum or minimum) and distribution do not depend on the particular parameterization of the set of periodic orbits used. We are interested in the bifurcation of critical periods. Roughly speaking, the disappearance or emergence of critical periods as we perturb the system. There are three different situations to study (see [13] for details):
(a) Bifurcation of the period function from the inner boundary of P (i.e., the center itself).
(b) Bifurcation of the period function from P.
(c) Bifurcation of the period function from the outer boundary of P (i.e., the polycycle).
In this paper we are only concerned with bifurcation of the period function from the inner boundary of P, i.e. case (a), and so when we talk about local critical period, see Definition 2.1, we mean in a neighbourhood of the center. This problem, as many others dealing with the period function and critical periods, is the counterpart of a problem about the Poincaré return map and limit cycles. More concretely, the problem of studying the cyclicity of a singular point by means of the Lyapunov coefficients, which is itself related with the Hilbert's 16th problem (see [1, 4, 11] and references therein). In both cases the first stage is to study an algebraic variety for solving, respectively, the center-focus and isochronicity problems. Next it requires the knowledge of the ideal generated by the Lyapunov and period coefficients, respectively. This paper strongly relies on the results of Chicone and Jacobs in [3] , that constitutes the seminal work about the issue. Among other general results, in that excellent paper the authors give a complete description of the bifurcation of local critical periods in the quadratic systems. There are four families of quadratic centers: Hamiltonian, reversible, codimension four and generalized Lotka-Volterra systems. They show that the bifurcation of local critical periods can only occur inside the family of reversible systems, which can be brought by means of a linear change of variables to the form ẋ = −y + Bxy,
In the literature this normal form is commonly known as Loud's system. This name stands for W. S. Loud, who proves in [12] that the center at the origin of system (1) . The isochrones are weak centers of infinite order, see Definition 2.2, and the study of their perturbations is the hardest part of the problem. Chicone and Jacobs [3, Theorem 3.1] prove for quadratic systems that at most two local critical periods bifurcate from a weak center of finite order or from the linear isochrone, and at most one local critical period from the nonlinear isochrones. In all the cases they show that the upper bound is sharp.
In the present paper we study the bifurcation of local critical periods in the planar differential system ẋ = −y + Bx n−1 y,
where B, D, F ∈ R and n 3. For obvious reasons we call it generalized Loud's system. Setting
, the results that we obtain are summarized in the following two theorems:
Theorem A. Consider the center at the origin of system (2) with an even n 4. Then the following hold:
(a) The center is isochronous if, and only if, either the system is linear or B = 0 and
A weak center which is not an isochrone has at most order two. Moreover, there are perturbations of the weak centers of order one with one local critical period, and there are perturbations of the weak centers of order two with exactly one or exactly two local critical periods.
(c) At most one local critical period bifurcates from a nonlinear isochrone, and at most two local critical periods bifurcate from the linear isochrone. Moreover, there are perturbations with exactly one local critical period from each nonlinear isochrone, and perturbations with exactly one or exactly two local critical periods from the linear isochrone.
Theorem B. Consider the center at the origin of system (2) with an odd n 3. Then the following hold:
(b) A weak center which is not an isochrone has at most order one. Moreover, there are perturbations of the weak centers of order one with one local critical period.
(c) At most one local critical period bifurcates from an isochrone. Moreover, there are perturbations with exactly one local critical period from each isochrone.
The result for n = 2 is exactly the same as Theorem A except for the fact that there exists a fourth isochrone placed at i 4 = 0, 1 4 ). Apart from this, the case n = 2 undergoes an additional degeneracy that makes more difficult the study carried out by Chicone and Jacobs in [3] , see Remark 3.2. Let us also stress that their result holds for perturbations inside the whole family of quadratic centers, while our result is valid for perturbations inside the generalized Loud's system. This is natural because system (2) has arbitrary degree and the center-focus problem is "only" solved for polynomial systems of degree 2 or with homogenous nonlinearities of degree 3. Let us mention at this point that the results in Theorem B for n = 3 are covered by the paper of Rousseau and Toni [15] . Indeed, in that paper the authors study the bifurcation of local critical periods from the centers of polynomial systems with homogeneous nonlinearities of third degree.
To tackle the problem of the bifurcation of local critical periods in a given family of polynomial centers we must first solve the isochronicity problem, i.e., to give the necessary and sufficient conditions for the center to be isochronous in terms of the coefficients of the system. For n = 2 this follows from the classification of Loud [12] . As we will see, in our case it will be enough to have the sufficient conditions for the isochronicity of system (2) that are given in [2] .
For other results concerning the bifurcation of local critical periods from the center the reader is referred to [6, 14, 16] and references there in. Let us also mention that one may also consider bifurcation of critical periods from the period annulus (see [8, 10] ) or the polycycle in its outer boundery (see [13, 17] ).
The paper is organised in the following way. In Section 2 we give the definitions and preliminary results. In particular we compute some period coefficients of the center at the origin of system (2). This is done in Proposition 2.6, but for reasons of space we display them in an Appendix at the end of the paper. Section 3 is devoted to the proof of Theorem A. To be more precise, (a) and (b) follow from Theorem 3.1 and (c) follows from Theorem 3.4. Finally Theorem B is proved in Section 4. More precisely, (a) and (b) follow from Theorem 4.1 and (c) follows from Theorem 4.2. We conclude the paper with some observations for further research.
Definitions and preliminary results
As we have already mentioned, to study the period function of a center it is first necessary to parametrize the set of periodic orbits inside P. To this end sometimes it is used a transversal section, but this causes the rather artificial property that only the even period coefficients are significant for the study of the bifurcation problem. In this paper, since we can compute a local first integral for system (2), see Lemma 2.4, we prefer to use its energy level to parametrize the periodic orbits instead of a transversal section. More generally, let X λ = P (x, y)∂ x + Q(x, y)∂ y with λ ∈ Λ ⊂ R k be family of planar polynomial vector fields. (Here we suppose that the coefficients of P and Q are polynomials in λ.) Let us assume that the differential system associated to X λ has a non-degenerated center at the origin for all λ ∈ Λ. In this case we can suppose without loss of generality that the linearization of X λ at (0, 0) is (x, y) −→ (−y, x). Let H λ be an analytic local first integral of the center with H λ (x, y) =
Then the periodic orbits near the center are ovals inside {H λ = h} for positive h ≈ 0. Let P (h; λ) be the period of the periodic orbit of X λ inside {H λ = h}. It is well known that the function h −→ P (h; λ) can be extended analytically to h = 0 setting P (0; λ) = 2π and that the coefficients of its Taylor series at h = 0, the so-called period coefficients, are polynomial in λ (see for instance [3, 5] and references therein).
For the differential system (2) we have λ = (B, D, F ) and Λ = R 3 . Furthermore, see Proposition 2.6 below, it turns out that P (h; λ) is analytic on h α for some α ∈ N. (To be more precise, α = n − 1 for n even and α = n−1 2 for n odd.) We have thus that its MacLaurin series is given by
where p k ∈ R[λ] are the period coefficients of the center.
Definition 2.1. We say that ℓ local critical periods bifurcate from the center corresponding to the parameter value λ * if for every ε > 0 and every neighbourhood U of λ * there exists λ 0 ∈ U such that P ′ (h; λ 0 ) = 0 has ℓ solutions on (0, ε).
. . = p k (λ * ) = 0 and p k+1 (λ * ) = 0 with k 1, then the center at the origin corresponding to the parameter value λ * is called a weak center of order k. The center is isochronous if all its periodic orbits have the same period, i.e., p k (λ * ) = 0 for all k ∈ N. In this case the center is also called a weak center of infinite order.
Let us point out that the number of local critical periods bifurcating from the center does not depend on the parametrization of the set of periodic orbits in P that we have chosen. Note in addition that local critical periods can only bifurcate from weak centers. An easy argument shows that at most k local critical periods can bifurcate from a weak center of order k. The case of a weak center of infinite order, i.e., an isochrone, is much more delicate because usually it is necessary to analyze the ideal generated by all the period coefficients. To this end we introduce the following notations: Definition 2.3. The algebraic variety defined by an ideal m over the ring
Following [20] we denote by a m the dehomogenization of an ideal m in the ring
The rest of this section is devoted to prove some preliminary results that were in fact already used in the previous definitions. We begin by giving a local first integral of system (2), which shows in particular that the singular point at the origin is a non-degenerated center for all (B, D, F ) ∈ R 3 .
Lemma 2.4. (a)
The function
is an integrating factor for system (2) . The first integral is given by H(x, y) = A(x) + C(x)y 2 with
brings system (2) to the potential system
Proof. The first part is a straightforward computation and the second one follows from [7, Lemma 5] .
Lemma 2.5. Suppose that f (x) = xf (x k ), where k ∈ N andf is analytic at x = 0 withf (0) = 1. Then f is a diffeomorphism near x = 0 and f −1 (x) = xĝ(x k ), whereĝ is analytic at x = 0 withĝ(0) = 1. Finally, if the MacLaurin series forf isf (x) = 1 + n 1 α n x n , then the first six coefficients inĝ(x) = 1 + n 1 β n x n are the ones given in the Appendix.
Proof. That f is a diffeomorphism is obvious. The existence ofĝ such that
Then, by applying the implicit function theorem to R(u, v) := vf (uv k ) − 1, we can assert that there exists an analytic functionĝ such that R u,ĝ(u) = 0 for all u ≈ 0. Standard computations lead to the coefficients in the Appendix.
From now on λ := (B, D, F ) ∈ R 3 and P (h; λ) is the period of the periodic orbit of (2) inside {H = h}, where H is the first integral given in Lemma 2.4. The next result provides some properties of the function h −→ P (h; λ). In particular it shows that the period coefficient
, is a homogeneous polynomial of degree k. (Here, and from now on where there is no risk of ambiguity, we omit the dependence on λ.)
, with A and f given by Lemma 2.4. Then: Proof. For the sake of shortness, let us say that s ∈ I when s(x) is an analytic function at x = 0 with
) and, by applying Lemma 2.5, f −1 (x) = xs 5 (x n−1 ), where s i ∈ I. Thus, if we define
) with s 6 ∈ I. Accordingly g(u) = sgn(u) 2V (u) = u s 6 (u n−1 ) and so, by Lemma 2.5 again, g −1 (u) = uĝ(u n−1 ) withĝ ∈ I. This proves statement (a). Thus the MacLaurin series of the derivative of g −1 writes as
The coordinate transformation in (b) of Lemma 2.4 preserves the energy level of the periodic orbits, i.e., it maps the periodic orbit of (2) inside A(x) + C(x)y 2 = h to the periodic orbit of (3) inside 
and consequently, from (4),
Since each integral is equal to zero if, and only if, k(n − 1) is odd, and
This shows (b). In order to prove (c), let P (x) be the period of the periodic orbit of (2) passing through the point (x, 0). Then P (x) = 2π + k 2p k x k and, by applying [5, Proposition 12], we can assert that the coefficientp k(n−1) , modulo the ideal generated by the previous ones in R [λ] , is a homogeneous polynomial of degree k. On account of this, (c) follows from (b) and the fact that P (x) = P V (x) with
Let us explain finally how we obtain the coefficients in (d). To this end we first compute the MacLaurin series of V by using that
•f −1 , where some computations show that
For B = 0 one can also verify that
. Then Lemma 2.5 provides the first six coefficients in the MacLaurin series of the function s 5 verifying that f −1 (u) = us 5 (u n−1 ). Next, from (5),
and we get the first six coefficients of the power series expansion of the function s 7 in V ′′ (u) = s 7 (u n−1 ). Then by integrating twice this series we obtain the first six coefficients of the Taylor's development of the function s 6 in V (u) = 1 2 u 2 s 6 (u n−1 ). This will allow us to compute the first six coefficients of the power series expansion of the functionĝ in g −1 (u) = uĝ(u n−1 ). Indeed, note that by definition it holds V g −1 (u) = u 2 , and so we can obtain the coefficients in the expansion ofĝ by imposing that
In this way we find the expression of the first coefficients in (g 
Proof of Theorem A
In this case, since n is even, from Proposition 2.6 it follows that the MacLaurin series of the period function is given by
Thus the center is isochronous if, and only if, p 2k = 0 for all k ∈ N. The following result shows that the vanishing of the period coefficients p 2 , p 4 and p 6 already determines the isochrones. In its statement, and from now on, we use the notation introduced in Definition 2.3. Proof. Note first (see the Appendix) that p 2 , p 4 and p 6 are homogeneous polynomials in B, D and F of degrees 2, 4 and 6, respectively. If B = 0 then we have that (up to a positive factor)
and it is easy to show that D = F = 0 is the unique real root of this polynomial. This proves the assertions in (a) and (b) concerning the case B = 0. Let us turn next to the case B = 0. Note first that we can take B = 1 due to the homogeneity properties of the period coefficients. By Bezout's theorem a p 2 and a p 4 can have at most eight common zeros counted with multiplicities over pairs of complex numbers. To determine them we take advantage of the elimination property of the Gröbner bases computed relative to the lexicographic order. More concretely, we compute the Gröbner basis of (It is important to note that, although n is fixed, we must check that all the computations are valid for any even n 4. For instance, to conclude that a m 1 = (q 1 , q 2 ) we use that the polynomials a p 1 and a p 2 write as a p i = (a i q 1 + b i , q 2 )/c for i = 1, 2, where c ∈ R[n] having n = 2 as its unique natural root and
Since one can verify that n = 2 is the only natural root of η = 0, the common zeros of a p 2 and a p 4 are pairs (D, F ) such that q 1 (D) = 0 and F = −r 2 (D)/η. Three of these roots are given by ∈ {i 1 , i 2 , i 3 }, then the center at the origin of system (2) is isochronous. Accordingly, for each k = 1, 2, 3, we have that a p 2m (i k ) = 0 for all m ∈ N. Next we shall show that these are the only isochrones. Let D i for i = 1, 2, . . . , 5 be the complex roots of r 1 (D) = 0, and define (2) for n = 6.
By computing the discriminant of r 1 with respect to D we can assert that the number of its real roots for n > 3 can only change at n ≈ 4.72. (Here we took into account that its leading coefficient does not vanish for n > 3.) Next, by applying Sturm's algorithm we conclude that r 1 has three real roots for n = 4 and five real roots for n 6. Moreover all of them are simple and such that D i / ∈ {0, − n−1 n , − 1 2 } for all i = 1, 2, . . . , 5. We claim that a p 6 (ℓ i ) = 0 for all i = 1, 2, . . . , 5. This will prove that each ℓ i ∈ R 2 is a weak center of order two and that i 1 , i 2 and i 3 are the only isochrones. To show the claim we compute the resultant between r 1 (D) and a p 6 D, −r 2 (D)/η . The resultant is a polynomial in n and one can verify that n = 2 is its only natural root. So the claim is true and statement (a) follows. Therefore,
Next we claim that the Jacobian matrix of the mapping C (D,
has rank 2 at each point in V ( a m 1 ). Indeed, denoting the determinant of the Jacobian matrix by K(D, F ), the claim is true because one can check that the resultant between q 1 (D) and K D, −r 2 (D)/η is different from zero. Then by the Ideal Membership Theorem in [3, Theorem A.1] it follows that a m 1 is radical. In fact, since the claim also implies that the Jacobian matrix of (D,
, by applying the same result we conclude that a m 2 is radical too. This proves (c).
Note finally that C is a local diffeomorphism at each ℓ i . This easily implies (for instance, by applying the Weierstrass Preparation Theorem) that there are perturbations of ℓ i with exactly one or exactly two critical periods. This shows the last assertion in (b) and concludes the proof of the result. Figure 1 displays a numerical plot of the curves a p 2 = 0 and a p 4 = 0 for n = 6 with the location of the weak centers. There are five of order two, ℓ 1 , ℓ 2 , . . . , ℓ 5 , and three isochrones, i 1 , i 2 , i 3 . As we explain in the proof of Theorem 3.1, this distribution holds for any even n 6. For n = 4 it turns out that ℓ 4 and ℓ 5 are not real. For n = 2 it occurs that the weak center of order two at ℓ 4 becomes isochrone, the fourth one placed at i 4 = (0, 1 4 ). Moreover, ∇ a p 2 and ∇ a p 4 are not linearly independent at i 3 anymore because ℓ 3 collides with it. This makes that the analysis of the ideals a m 1 and a m 2 more complicated than the case n 4. In particular they are not radical. By Theorem 3.1, a p 2k vanishes at V ( a m 2 ) = {i 1 , i 2 , i 3 } for all k, and this plays an important role in the proof of the next result. This is the reason why the sufficient conditions for isochronicity given in [2] are crucial for our purposes. We remark that our proof follows almost verbatim the one of [3, Theorem 3.8].
Proposition 3.3. The period coefficients for the center at the origin of system (2) with an even n 4 are in the ideal m 2 = (p 2 , p 4 , p 6 ) over the ring R[B, D, F ] .
Proof. By Theorem 3.1, a m 2 is radical and V ( a m 2 ) = {i 1 , i 2 , i 3 }. Since the Jacobian matrix of the mapping
Then (see [20, pages 180-182] ) it follows that
Since each h q i is generated by two elements without non-constant common divisor for B = 0, it follows from [18, pages 64-65] that a homogeneous polynomial f (B, D, F ) belongs to the ideal h ( a m 2 ) if, and only if,
and a m 2 is radical, this implies that p 2k ∈ h ( a m 2 ) for all k ∈ N. Define at this point i 0 = (m 2 , B 6 ). One can verify (for instance, by means of the Gröbner package of Maple) that
We claim that p 2k ∈ i 0 for all k 4. The result will follow once we prove this because p 2k ∈ h ( a m 2 ) for all k ∈ N. To show the claim we shall take advantage of (c) in Proposition 2.6, which shows that p 2k , modulo (p 2 , p 4 , . . . , p 2(k−1) ) in R[B, D, F ], is a homogeneous polynomial of degree 2k. Therefore to prove the claim it suffices to show that B i D j F k ∈ i 0 for all i, j, k ∈ N such that i + j + k = 8. There are 45 of these monomials and (by using once again the Gröbner package of Maple) one can readily check that they belong to i 0 . (The coefficients in the normal form of each monomial in a Gröbner basis of i 0 are of the form p/q where p ∈ R[B, D, F, n] and q ∈ R[n]. We have verified that no q in the denominator vanishes at an even number greater than 2.) This concludes the proof of the result.
On account of [3, Theorem 3.8] , the previous result is true for n = 2 as well. In that case, since there exists a fourth isochrone, the primary decomposition of a m 2 has an additional term, q 4 . On the other hand, for n = 2 it suffices to take i 0 = (m 2 , B 4 ) and to show that every monomial of degree seven is in i 0 . Apart from working with an arbitrary n, these are the unique differences between the proofs of Proposition 3.3 and [3, Theorem 3.8] . To show the next result it will be convenient to work over a local ring. Thus, given a point λ * = (D * , F * ), we shall denote the local ring of convergent power series at λ * by R{D, F } λ * . Theorem 3.4. Consider the center at the origin of system (2) with an even n 4. Then at most one critical period can bifurcate from a nonlinear isochrone, and at most two critical periods can bifurcate from the linear isochrone. Moreover, there are perturbations with exactly one critical period from each nonlinear isochrone, and perturbations with exactly one or exactly two critical periods from the linear isochrone.
Proof. Let us study the case B = 0 first. Then the homogeneity properties of the parameters B, D and F in the differential system (2) enable us to take B = 1. We claim that the dehomogenized period coefficients a p 2k for k ∈ N are in the ideal a m 1 = ( a p 2 , a p 4 ) over the local ring R{D, F } λ * localized at any one of the isochrones λ * ∈ {i 1 , i 2 , i 3 }. To this end we shall use that, by Theorem 3.1,
We take q ∈ R[D, F ] such that q(i j ) = 0 for j = 1, 2, 3 and q(ℓ j ) = 0 for j = 1, 2, . . . , 5. (For instance, a possible choice is the polynomial r 1 (D) in the proof of Theorem 3.1.) Accordingly, since a p 2k (i j ) = 0 for j = 1, 2, 3, we have that q a p 2k ∈ a m 1 and, consequently, there exist
This equality proves the claim because q(i j ) = 0 for j = 1, 2, 3. Then, on account of the claim and the fact that ∇ a p 2 and ∇ a p 4 are linearly independent at i 1 , i 2 and i 3 , the assertions concerning the bifurcation from the nonlinear isochrones follow from the Isochrone Bifurcation Theorem in [3, Theorem 2.2] . By applying the same result, from Proposition 3.3 it follows that at most two critical periods can bifurcate from the linear isochrone, i.e., B = D = F = 0. Note finally that, since p 2 and p 4 are homogeneous polynomials, in each neighbourhood of (B, D, F ) = (0, 0, 0) there exist weak centers of order 1 and 2. This easily implies that there are perturbations of the linear isochrone with exactly one or exactly two critical periods.
Proof of Theorem B
In this case by Proposition 2.6 we have that
, and we will show that the vanishing of p 1 and p 2 already yields to the isochrones. Proof. In this case the first non-identically zero period coefficient is linear in the parameters. Indeed, see the Appendix, up to a positive scalar factor is given by
so that, contrary to the case n even, there are also weak centers of finite order with B = 0. We compute a Gröbner basis for the ideal m 3 = (p 1 , p 2 ) relative to the lexicographic order given by B > F > D, and it follows that m 3 = (q, p 1 ) with
On account of this, the common roots of p 1 and Following the referee's suggestion, let us mention that the radicality of m 3 can be checked directly with the computer algebra system Singular by means of the routine primdecGTZ(), which is based on an algorithm from [9] . Theorem 4.2. Consider the center at the origin of system (2) with an odd n 3. Then at most one critical period can bifurcate from an isochrone. Moreover, there are perturbations with exactly one critical period from each isochrone.
Proof. The upper bound follows from (c) in Theorem 4.1 by applying the Isochrone Bifurcation Theorem in [3, Theorem 2.2]. Since one can check that ∇p 1 and ∇p 2 are linearly independent at each nonlinear isochrone, the same result shows that we can perturb them to obtain one critical period. For the linear isochrone this fact follows by using that in each neighbourhood of (B, D, F ) = (0, 0, 0) there exist a weak center of order one. Hence the result is proved.
It is clear from Theorems A and B that the bifurcation of local critical periods from the center is much simpler for n odd than n even. One may conjecture that the period function of the center at the origin of the generalized Loud's system for n odd is either monotonic or it has one critical period. This makes more affordable the problem of obtaining the bifurcation diagram of the period function for n odd. This diagram consists of three curves, each one related to the bifurcation in (a), (b) and (c) that we enumerate at the beginning of the paper. The first one is the plane p 1 = 0. If the conjecture is true, then the second one does not exist. Thus the first step to solve the problem will be to locate the third one by using the tools developed in [13] . We hope to tackle this in a subsequent work.
