Medical image registration establishes a correspondence between images of biological structures and it is at the core of many applications. Commonly used deformable image registration methods are dependent on a good preregistration initialization. The initialization can be performed by localizing homologous landmarks and calculating a point-based transformation between the images. The selection of landmarks is however important. In this work, we present a learning-based method to automatically find a set of robust landmarks in 3D MR image volumes of the head to initialize non-rigid transformations. To validate our method, these selected landmarks are localized in unknown image volumes and they are used to compute a smoothing thin-plate splines transformation that registers the atlas to the volumes. The transformed atlas image is then used as the preregistration initialization of an intensity-based non-rigid registration algorithm. We show that the registration accuracy of this algorithm is statistically significantly improved when using the presented registration initialization over a standard intensity-based affine registration.
INTRODUCTION
Medical image registration establishes a correspondence between images of biological structures and it is at the core of many applications. Most deformable registration methods that are commonly used are dependent on a good preregistration initialization [1, 2] . The initialization can be performed by manually aligning the images, by localizing homologous landmarks and calculating a point-based transformation between the images, or with intensity-based affine registration techniques. When landmarks are used, the selection of these landmarks is important. Good landmarks should cover the entire biological structure, and should be easy to localize unequivocally, i.e., they should have distinct and salient features. While manual selection of landmarks is possible for small landmark sets, it becomes impractical for larger sets that are required to, for instance, register non-rigidly 3D image volumes.
In this work, we present a learning-based method to automatically find a set of robust landmarks in 3D MR image volumes of the head to initialize non-rigid transformations. Our dataset contains images of 201 individuals from the data repository we have created over a decade for deep brain stimulation (DBS) surgeries [3] . All these images are T1-weighted sagittal MR image volumes with approximately 256×256×170 1 mm 3 isotropic voxels. All have been acquired with the patient in roughly the same position. The images are partitioned into a first training dataset of 100 images that is used to train regression forest (RF) models [4] that are used to localize a set of landmarks, a second training dataset of 80 images that is used to identify among the set of landmarks which ones are the most robust, a testing dataset of 20 images that is used to validate our technique, and one atlas image. Our technique includes 4 training steps: (1) the generation of the candidate landmark set using the atlas image, (2) the creation of a series of RF models that are each trained to localize one landmark, (3) the localization of the candidate landmarks in the second training dataset, and (4) the selection of the most reliable landmarks using a random sample consensus (RANSAC) algorithm [5] and the second training set. In the testing phase, the most reliable landmarks are localized in unknown volumes and they are used to compute a smoothing thin-plate splines (TPS) transformation [6] that registers the atlas to each of the text volumes. Further refinement of the initial registration is performed with the ABA algorithm [7] , which is an intensity-based algorithm we have developed and are using routinely in our DBS project. Because an affine transformation is usually used to provide preregistration initialization for the ABA algorithm, we validate our technique by comparing the final registration result of the ABA algorithm when an affine transformation is used for preregistration initialization and when the proposed method is used for preregistration initialization. Experiments show that a higher registration accuracy is achieved when the proposed method is used.
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In the testing phase, first we use the RF models that are created in section 2.2 to localize the robust-set in the 20 testing images. As is done in section 2.3, the images in the testing dataset are downsampled by a factor of 4. Given a downsampled testing image and a RF model that is trained to localize a specific landmark, the output of the RF model is a 3D probability map of the same size as the input image, and the local maxima of the 3D probability map are the potential positions of the landmark in the image. Because these points are localized in the downsampled image, we calculate their coarse positions in the full resolution image by upsampling their coordinates. If, for a landmark , multiple points are localized in a testing image, then the point that is the closest to (Equation. 1) is selected. For a testing image , a small landmark set , in which
2), that may potentially have localization errors are removed from the control points of the TPS registration for this image. For the testing images in our study, the maximum size of is 4 and the probability of this event is 1%, more frequently the size of is 2 or 3.
We use the presented method to compute the initialization transformation for the ABA algorithm. In our experiments, the atlas is first registered to each of the 20 testing images with the TPS-based transformations that use the robust-set as control points. Next, these transformed atlas images are registered to each of the testing images with the ABA algorithm for further refinement. This approach is denoted as RBS-TPS-ABA for simplicity. The only non-deterministic factor in our RBS-TPS-ABA method is the random sub-set, which depends on the initial state of the random number generator that performs the random sampling. To test the sensitivity of our method to the initial state of the random number generator, we run our algorithm with 5 different initial states, and we use repeated measures ANOVA [11] to assess whether the performance of the RBS-TPS-ABA approach is consistent across the 5 states.
The validation is performed by comparing our RBS-TPS-ABA method with other 4 approaches: (1) the ABA algorithm without preregistration initialization (denoted as WPI-ABA), (2) the ABA algorithm with TPS preregistration initialization using 40 landmarks that are randomly selected from the 1802 candidate landmark set as control points (denoted as RND-TPS-ABA), (3) the ABA algorithm with TPS preregistration initialization using the top 40 landmarks that have the smallest mean registration error (Equation.
3) as control points (denoted as MINERR-TPS-ABA), and (4) the ABA algorithm with an affine pre-registration transformation computed with a standard intensity-based registration algorithm that uses Mutual Information as similarity measure (denoted as AFI-ABA). The comparison is performed qualitatively and quantitatively. First we compare the registration results, i.e., the transformed atlas images obtained with the 5 registration approaches to the testing images. The approach that most often results in a better visual correspondence between the transformed atlas images and the testing images is deemed to be superior to the others. Second we use the Dice similarity coefficients (DSC) [12] of the gray matter (GM), the white matter (WM), and the cerebrospinal fluid (CSF) between the transformed atlas image and the testing image to quantify the similarity of the two images. To calculate the DSC, the brains of the atlas image and of the 20 testing images are first segmented into GM, WM, and CSF with the FSL FMRIB's Automated Segmentation Tool [13] . The segmented atlas is projected onto each of the segmented volumes in the testing set with the transformations computed in each of the 5 aforementioned registration approaches. The DSC of tissue class is calculated as:
in which = {GM, WM, CSF}, and denote the voxels with tissue label in the transformed atlas image and the testing image respectively. | | and | | are the numbers of voxels in the 2 groups, and | ∩ | is the number of overlapping voxels of the two groups. For reference, we also calculate a baseline DSC as:
in which denotes the voxels with tissue label in the original atlas image. Finally, paired t-tests [14] are performed to assess whether the DSC of the RBS-TPS-ABA registration approach is statistically significantly different from the DSC of each of the other methods. We present a initialization show that th achieves hig requires choo sensitivity of algorithms, e
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