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Abstract
In previous work, it was shown numerically that under successive scattering
events, a collection of particles with Gaussian wavefunctions retains the
Gaussian property, with the spread of the Gaussian (‘x’) tending to a value
inversely proportional to the square root of each particle’s mass. We prove this
convergence in all dimensions 3.
PACS numbers: 02.50.Ey, 03.65.Nk, 03.65.Ud
1. Introduction
Under reasonable assumptions concerning mutual interactions and other properties, a pair of
particles described by Gaussian wave packets will emerge from a scattering with Gaussian
wave packets [1]. The ‘Gaussian’ property means that the logarithm of the wavefunction is a
polynomial of degree 2 in either position or momentum coordinates. We focus on the quadratic
form and its associated matrix. There is a definite relation between the pre- and post-scattering
matrices. Under a succession of collisions between unequal mass particles it was found, mostly
numerically, that these matrices converge to specific multiples of the identity. The limiting
values have a surprising property: although momentum conservation (kinematics) suggests
that particle wavefunctions should be entangled even after unique-outcome scatterings, for
Gaussians with the indicated limiting values, there is no entanglement.
This particular mapping of pairs of matrices into other pairs of matrices does not seem
to have appeared previously in other physical applications. It has an attractive mathematical
structure and will be studied in the present paper. For further details of the physical motivation
and demonstration of the results listed in the previous paragraph, we refer to [1]. In [2], the
expectation value under Haar measure is shown to converge; this is weaker than convergence
of the actual matrices, demonstrated in the present paper. Since the physical background for
this problem has already been presented twice [1, 2] we do not elaborate further.
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In section 2, we introduce the subject by reviewing the one-space-dimension version of the
mapping. This is followed, in section 3, by the full matrix iteration in three space dimensions.
Section 4 contains the principal results of the paper: a statement of the general result and
its proof. Showing convergence of the mapping in N dimensions is no more difficult than
showing it in three. We mention that the two-dimensional case has exceptional properties.
It is not discussed in any depth in the present paper; the results are given in [2]. Finally, in
section 5, we present a number of extensions of the present results.
2. One dimension
A two-particle Gaussian wave packet in one dimension, as a function of its momenta, has
the form I(p1, p2) = N exp
[−σ 21 (p1 − k1)2 + ip1a1 − σ 22 (p2 − k2)2 + ip2a2], with N
being normalization. We focus on the quadratic form σ 21 p21 + σ 22 p22 and take σk to be real
(if unspecified, k = 1, 2). The position uncertainty of the particles is (x)k = σk . Let the
masses of the particles be mk and define rk ≡ mk/(m1 +m2). Further define ξk ≡ rkσ 2k . In [1],
it was shown that after the particles have undergone a nontrivial scattering, the particles are
represented by a density matrix which can again be expressed as a sum of Gaussian pure states
with a new quadratic form and as a consequence new values of ξk . The mapping between the
old and new values is
ξ ′1 = (r1 − r2)2ξ1 + 4r1r2ξ2 = ξ1 cos2 2φ + ξ2 sin2 2φ,
ξ ′2 = (r2 − r1)2ξ2 + 4r2r1ξ1 = ξ2 cos2 2φ + ξ1 sin2 2φ,
(1)
where cos2 φ ≡ r1 and use has been made of r1 + r2 = 1. If one considers a gas with
many type-1 and type-2 particles, repeated scatterings between different particles take place
and the mapping equation (1) is applied repeatedly3. The relative proportions of type-1 and
type-2 particles determine the rate, but not the nature of this process. Equation (1) is obtained
by taking the post-scattering wavefunction and for particle k tracing over the coordinates of
particle k′ (where (k, k′) = (1, 2) or (2, 1)). One thereby obtains new density matrices for
each particle. For each of these, a particular value of the spread, σ , is obtained. These new
spreads are what are given in equation (1) (through ξ = rσ 2).
We generalize and rewrite equation (1) in anticipation of the higher dimensional case.
Consider
ξ ′1 = (r1 + r2 eiθ )ξ1(r1 + r2 e−iθ ) + r1r2(1 − eiθ )ξ2(1 − e−iθ ),
ξ ′2 = (r2 + r1 eiθ )ξ2(r2 + r1 e−iθ ) + r2r1(1 − eiθ )ξ1(1 − e−iθ ),
(2)
which reduces to equation (1) for θ = π . The joint evolution of {ξ1, ξ2} is simple: adding
the equations of equation (2), one finds that ξ1 + ξ2 is constant, while subtraction shows that
ξ1 − ξ2 is multiplied on successive iterations by
µ ≡ 1 − 4r1r2(1 − cos θ) = cos2 θ2 + sin
2 θ
2
cos 4φ = δ2 + (1 − δ2) cos θ, (3)
where the notation δ ≡ r1 − r2 has been introduced. |µ| is manifestly 1 or less. µ = 1 only if
θ = 0 (nothing happens, i.e., no scattering) or if cos 4φ = 1, implying that one of the masses
is zero. The case µ = −1 can occur only if θ = π and cos 4φ = −1, which corresponds to
equal masses. In the latter situation, ξ1 and ξ2 exchange values on successive scatterings.
3 In a real gas, focusing on say, particle 1, the other particle will vary and the ‘ξ2’ used on a subsequent iteration need
not be the ‘ξ ′2’ of equation (1). In section 5.4, it will be shown that single-pair convergence implies the convergence of a
collection. Pure transmission collisions (θ = 0 in equation (2)) can also be included, allowing loss of particle–particle
correlations.
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The physical interpretation of the joint convergence is that a collection of particles with
Gaussian wavefunctions will, after many collisions, have spread inversely proportional to the
square root of each particle’s mass. This relation of spread to mass eliminates the entanglement
that in general would arise from purely kinematic considerations of momentum conservation.
That is, when rkσ 2k = const, apart from the effects of having multiple outcomes (in the one-
dimensional case, transmission and reflection), the post-scattering wavefunction is a product
of wavefunctions of particle 1 and particle 2, with no intertwining of coordinates that could in
principle result from momentum conservation.
3. The physical case
For a Gaussian wavefunction in three dimensions, the spreads, (σk)2, are symmetric positive
definite 3 × 3 matrices. Let R ∈ SO(3). As before, ξk is rk times the corresponding spread
matrix
(
σ 2k
)
. As shown in [1], a pair of particles with Gaussian wave packets will, after
scattering, have the following new values of ξk:
ξ ′1 = (r1 + r2R)ξ1(r1 + r2R−1) + r1r2(1 − R)ξ2(I − R−1),
ξ ′2 = (r2 + r1R)ξ2(r2 + r1R−1) + r2r1(1 − R)ξ1(I − R−1),
(4)
(where I = I3 is the 3 × 3 identity matrix). It is clear that Tr(ξ1 + ξ2) is constant. The
numerically determined result of [1] is that each ξk converges to a multiple of the 3 × 3
identity, the multiplier being one-sixth the trace of the initial ξ1 + ξ2. It is the purpose of
the present paper to prove and extend that result. We remark that, as in one dimension, the
equilibrated spreads eliminate kinematic entanglement.
For later use, we rewrite equation (4) in terms of the sum and difference of the ξs. Define
P ≡ ξ1 + ξ2 and M ≡ ξ1 − ξ2. Equation (4) is equivalent to
P ′ = 1
2
(P + RPR−1) +
δ
2
(M − RMR−1) (5)
M ′ = 1 − δ
2
2
(RM + MR−1) +
δ2
2
(M + RMR−1) +
δ
2
(P − RPR−1), (6)
where, as defined earlier, δ = r1 − r2.
In all considerations below, we exclude δ = ±1.
Until now we have not formally stated the ‘random’ selection process for the matrices, R.
In this paper, the probability distribution is Haar measure (on SO(3), and when we generalize,
on SO(N)). Numerical evidence shows that the convergence in fact holds under weaker
randomness assumptions; this will be discussed in section 5.1.
4. Linear transformations of matrices
Convergence under the iteration of equation (4) is far more general than the case of 3 × 3
positive definite symmetric matrices. In particular, as we will now prove, it is true irrespective
of the symmetry of the ‘ξ ’ matrices and for all dimensions N  3 (with R ∈ SO(N)). It holds
in modified form in two dimensions. The considerations of the present section apply to all
dimensions greater than 2. Yet further extensions will be discussed in section 5.
The iteration (4) is a linear operation on the pair of matrices (ξ1, ξ2). As such it is useful
to define ‘super-operators’ (now on RN2 rather than RN ). For R ∈ SO(N) and an N × N
matrix A, define
CRA = RAR−1 (7)
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BRA = RA + AR−1. (8)
In terms of these, equation (4) becomes (dropping the explicit R dependence)
ξ ′1 =
(
r21 + r
2
2C + r1r2B
)
ξ1 + r1r2(I + C − B)ξ2
ξ ′2 =
(
r22 + r
2
1C + r2r1B
)
ξ2 + r2r1(I + C − B)ξ1
(9)
(where I = IN is the N × N identity matrix). These equations are combined by considering
a column vector, ζ ≡ ( ξ1
ξ2
)
, and an operator S acting on this. We write
ζ ′ = Sζ (10)
with
S ≡
(
r21 + r
2
2C + r1r2B r1r2(I + C − B)
r2r1(I + C − B) r22 + r21C + r2r1B
)
. (11)
This operator on R2N2 has remarkably simple properties by virtue of the (easily verified)
fact that C and B commute. As such, the eigenvalue problem for S can be solved by first
finding the eigenvalues of the 2 × 2 structure in equation (11), treating B and C as if they were
scalars. Then, using the eigenvalues of the simultaneously diagonalizable B and C, one has
the spectrum of S or any function of it.
The same procedure can be applied to equations (5) and (6). For the vector Z = ( P
M
)
, the
value Z′ on the next time step is given by applying the operator
T ≡
(
1
2 (I + C)
δ
2 (I − C)
δ
2 (I − C) 12 [B + δ2(I + C − B)]
)
=
(
I I
I −I
)
S
(
I I
I −I
)−1
. (12)
Our method of proof will be to show convergence in the Frobenius norm of Z,
‖Z‖2 ≡
∑
i,j
(|Pij |2 + |Mij |2). (13)
We will show that for N > 2, ‖Z‖ is strictly decreasing under the iteration until a certain
subset of the matrix elements has vanished. This will imply that the limiting value of P is
P∞ ≡ I
N
Tr
(
ξ
(0)
1 + ξ
(0)
1
) (14)
(where (0) indicates initial values) and that the limiting value of M is zero. For N = 2, an
additional term can survive in P. And finally, for N = 2 and δ = 0 a yet more complicated
situation prevails (and is described in [2]).
In proving norm convergence it will not be the eigenvalues of S or T that are essential, but
their singular values, the square roots of the eigenvalues of S†S or T †T . We remark that the
maximal singular value is always equal to or greater than the maximum of the absolute values
of the eigenvalues.
4.1. Convergence theorem
For any R ∈ SO(N), there are N orthonormal real column vectors v1, v′1, v2, v′2, . . . ,
vN/2, v′N/2 (and another vector v0 if N is odd), such that, letting V be the orthogonal
matrix of which these are (in this order) the columns, 
 = VRV −1 is block diagonal with
N/22 × 2 blocks descending the diagonal (and possibly a 1 × 1 block at the bottom). Each
block is an SO(2) matrix (the 1 × 1 block contains a 1). Corresponding to each pair vj , v′j ,
there is a pair of eigenvectors (vj +iv′j )/
√
2 and (vj − iv′j )/
√
2, which are complex conjugates
of each other and which we have scaled to have norm 1. We use the following notation: if fµ is
Convergence under random conjugation 1721
such an eigenvector then fµ˜ is its complex conjugate. If the SO(2) rotation in the j th subspace
is by angle θj , then the corresponding eigenvalues are exp(±iθj ). For N odd, f0 = v0. The
identity matrix can be written as I = ∑µ fµf †µ and a general matrix A can be written as
A =
∑
µ,ν
fµaµνf
†
ν with aµν ≡ f †µAfν. (15)
Note that ∑
ij
|Aij |2 =
∑
µν
|aµν |2. (16)
The N2 eigenvectors of both CR and BR are the N × N matrices fµf †ν , specifically
CRfµf
†
ν = exp[i(θµ − θν)]fµf †ν ≡ cµνfµf †ν (17)
and
BRfµf
†
ν = [exp(iθµ) + exp(−iθν)]fµf †ν ≡ bµνfµf †ν . (18)
Note that cµν = cν˜µ˜ and bµν = bν˜µ˜.
The identity matrix is an eigenvector of CR with eigenvalue 1. (It lies in the eigenspace
spanned by
{
fµf
†
µ
}
.) In general, the identity is not an eigenvector of BR . An eigenvector A
of CR with eigenvalue 1 commutes with R. For N > 2, only if A is a multiple of the identity
can it be an eigenvector with eigenvalue 1 for all R; that is to say, only the identity is in the
centre of SO(N). In dimension 2, this condition also allows A to be a multiple of the single
generator of SO(2) (since SO(2) is Abelian), which is the reason dimension 2 is special with
respect to the conjugation iteration.
The matrix T can be seen (because of the fact that B and C commute) to decompose
into 2 × 2 blocks, each acting on the two-dimensional subspace spanned by (fµf †ν , 0) and(
0, fµf †ν
)
for some pair µ, ν. Specifically,
T = ⊕µ,ν exp(iβ)Qµ,ν (19)
with Qµ,ν the 2 × 2 matrix
Qµ,ν ≡
(
cos β −iδ sinβ
−iδ sinβ (1 − δ2) cos α + δ2 cos β
)
, (20)
and α = (θµ +θν)/2, β = (θµ−θν)/2. To determine the asymptotic behaviour of our iteration,
we analyse the singular values of Q (we drop the µ, ν subscripts when considering a particular
two-dimensional subspace).
Lemma 1. The maximal singular value of Q is  1 and equal to 1 only if 1 ∈
{cos2 α, cos2 β, δ2}.
The proof is deferred to section 4.2.
Corollary 2. If ν /∈ {µ, µ˜}, the operator norm of Q is a.s. strictly less than 1.
This is because, if ν /∈ {µ, µ˜}, α and β are both a.s. nonzero.
(The other cases are that ν = µ, in which case β is zero while α is generically nonzero,
or that ν = µ˜, in which case α is zero while β is generically nonzero.)
Theorem 3. For N > 2, T a.s. strictly contracts Z unless P is a multiple of the identity and
M is zero. From initial conditions (P (0),M(0)), the process tends to the limit (I/Tr(P (0)), 0).
Proof. We return to the near-diagonalization 
 = VRV −1. The distribution on R is the
Haar measure on SO(N). Note that this measure is absolutely continuous with respect to the
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measure obtained by selecting V from the Haar measure on SO(N), 
 from the product over
its blocks of the Haar measure on SO(2) and setting R = V −1
V . Therefore, it is enough to
show the theorem in this latter measure.
Observe that
CR(A) = RAR−1 = V −1
VAV −1
−1V = CV −1(C
(CV (A))). (21)
Similarly,
BR(A) = RA + AR−1 = V −1
VA + AV −1
−1V
= CV −1(
VAV −1 + VAV −1
−1) = CV −1(B
(CV (A))). (22)
Note the similarity of the operators: in both cases there is a change of basis by V , then the B
or C action (associated with the near-diagonal matrix 
), then a change of basis back. For the
identity operator, there is a similar factoring: I (A) = CV −1(I (CV (A))). Therefore, TR can be
written as
TR(Z) =
(
CV −1
( 1
2 [I + C
](CV (P )) + δ2 [I − C
](CV (M))
)
CV −1
(
δ
2 [I − C
](CV (P )) + 12 [B
 + δ2(I + C
 − B
)](CV (M))
)) . (23)
Since we are only interested in controlling the Frobenius norm, we can drop the external CV −1
operator and concentrate on showing that with probability 1, if M is nonzero or P is not a
multiple of the identity, the Frobenius norm decreases. Let C⊕2 denote the direct sum of the
conjugation operator with itself: in other words,
C⊕2V (Z) =
(
CV (P )
CV (M)
)
.
Then, we wish to control the Frobenius norm of
C⊕2V (TR(Z)) =
(
1
2 [I + C
](CV (P )) + δ2 [I − C
](CV (M))
δ
2 [I − C
](CV (P )) + 12 [B
 + δ2(I + C
 − B
)](CV (M))
)
(24)
=
(
1
2 [I + C
] δ2 [I − C
]
δ
2 [I − C
] 12 [B
 + δ2(I + C
 − B
)]
)
C⊕2V (Z). (25)
Observe that the first operator acting on Z depends only on V , while the second depends
only on 
. We already know that the second operator decomposes as a direct sum over the
subspaces described by the eigenvectors of 
 (see equation (19)).
It will be helpful to make one last change of basis. Let
h = 1√
2
(
1 i
1 −i
)
and let H be the block-diagonal matrix that is the direct sum of N/2 copies of h, followed (if
N is odd) by a single 1. Observe that H
H−1 is diagonal and H is unitary; let ¯
 = H
H−1.
Now by a derivation similar to that which led us to equation (25), the Frobenius norm of
C⊕2V (TR(Z)) is the same as that of(
1
2 [I + C ¯
] δ2 [I − C ¯
]
δ
2 [I − C ¯
] 12 [B ¯
 + δ2(I + C ¯
 − B ¯
)]
)
C⊕2H
(
C⊕2V (Z)
)
.
Observe that C⊕2H ◦ C⊕2V leaves the identity matrix invariant within each of the ‘P’ and
‘M’ regions. We consider any matrix Z to be the sum of three terms that are orthogonal w.r.t.
the Frobenius inner product: first, a multiple of the ‘P’ identity; second, a multiple of the ‘M’
identity; and third, a term which has trace 0 in both regions. To show the theorem, we show
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that if the second or third term is nonzero, the iteration is a.s. strictly contractive. Observe that
since every Qµ,ν is weakly contractive, it suffices to show that some Qµ,ν strictly contracts its
argument.
To begin with, if the second term is nonzero, then it passes unchanged through C⊕2H ◦C⊕2V
and is acted on by the matrices Qµµ. An examination of equation (20) shows that these Qs are
diagonal and that with probability 1 the multiplier of each ‘M’ coordinate has norm strictly
less than 1.
It remains to show that with probability 1, T is strictly contractive if the second term
of Z is zero and the third is nonzero. Thanks to lemma 1 and corollary 2, this will follow
from showing that with probability 1, C⊕2H
(
C⊕2V (Z)
)
has a nonzero entry in some subspace
Span
((
ej e
†
k, 0
)
,
(
0, ej e†k
))
for which j, k do not satisfy ‘j = k’ or ‘|j − k| = 1 and max{j, k}
is even’. (Here, ej is a standard-basis column vector.) Since C⊕2H ◦ C⊕2V acts separately on P
and M, this claim is equivalent to showing that if A is nonzero and traceless then CH(CV (A))
a.s. has nonzero projection on such a vector ej e†k . Observe that CH is a unitary operator
which decomposes into a direct sum over the ‘blocks’ of A; in other words, it has a nonzero
coefficient in its ((j, k), (j ′, k′)) entry only if (j, k) and (j ′, k′) are within the same 2 × 2 (or
2 × 1 or 1 × 1) block.
Therefore, in order to show that for some j, k of the desired type, CH(CV (A)) has a
nonzero entry, it is enough to show that for some ‘off-diagonal block’, CV (A) has a nonzero
entry in that block. In fact we will show that with probability 1, every off-diagonal entry of
CV (A) is nonzero. This will rely only on A not being a multiple of the identity.
We consider the j, k entry (j = k). Selecting V from the Haar measure on SO(N), we
must show that with probability 1,Tr
(
VAV −1ej e
†
k
) = 0. We can rewrite the last quantity
as e
†
kV AV
−1ej . Since A is not a multiple of the identity, the probability that V −1ej is an
eigenvector of A is 0, and therefore a.s. AV −1ej has nonzero projection on the subspace
(V −1ej )⊥. The vector V −1ek is, by assumption, chosen uniformly from the unit sphere in this
subspace. Hence, with probability 1 it has nonzero inner product with AV −1ej . 
4.2. The singular values of Q: proof of lemma 1
Q can be written as
Q = q0I + iq1σ1 + q3σ3, (26)
where
q0 = 12 [(1 + δ2) cos β + (1 − δ2) cos α], (27)
q1 = −δ sinβ, (28)
q3 = 12 [(1 − δ2) cos β − (1 − δ2) cos α], (29)
and the Pauli matrices are
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (30)
The singular values of Q are the square roots of the eigenvalues of Q†Q. A short calculation
shows that
Q†Q = (q20 + q21 + q23)I + 2q3(q0σ3 − q1σ2). (31)
The eigenvalues of a matrix of the form v · σ are ±√v · v, so that the eigenvalues of Q†Q are
λ± =
(
q20 + q
2
1 + q
2
3
)± 2q3√q20 + q21 . (32)
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Figure 1. The unit circle and the parabola intersect at B and B ′. F is at the point (q0, q1), so
u = |OF|. A brief calculation shows that q3 = |FH |. If the focus of the parabola is at the origin
then |OF| + |FH| = |OB| = 1 for any F. The origin is always between the focus and base of the
parabola; if it does not coincide with the focus, |OF| + |FH| is strictly increasing as a function of
|FG|, and so is uniquely maximized at F = H = B ′, with |OF| + |FH| = |OB| = 1.
Letting u ≡
√
q20 + q
2
1 , the eigenvalues can be written as
λ± = (u ± q3)2. (33)
We now show that the eigenvalues λ± are nonnegative reals less than or equal to 1; the
larger eigenvalue equals 1 if and only if 1 ∈ {cos2 α, cos2 β, δ2}.
Observe that for δ2 = 1 (which we assume throughout), the special cases occur with
probability 0 with the following exceptions: (1) µ = ν, so θµ = θν and β = 0 and (2) for
conjugate pairs, θµ = −θµ˜, so α = 0.
Proof. For β = 0 or π , Q is Hermitian and diagonal. The eigenvalues of Q†Q are
thus the squares of those of Q, which in turn are (1, (1 − δ2) cos α + δ2) for β = 0 and
(−1, (1 − δ2) cos α − δ2) for β = π . We now exclude these β values and proceed to the
geometric argument. 
In figure 1, we have drawn a unit circle around the origin (O) with the points
A = (cos α, sinα) and B = (cos β, sin β) indicated. Drop a perpendicular from B to the
horizontal, striking the x-axis at C; note that |OC| = cos β. Similarly, the projection of A on
the x-axis will be designated as D and |OD| = cos α.
Let E be midway between C and D. Draw the parabola that passes through the points B
and E and is symmetric about the x-axis. The equation of this parabola is
y2 = 2 sin
2 β
cos β − cos α
(
x − cos α + cos β
2
)
. (34)
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If |α| > |β| (both are taken in [0, π ]) then the parabola is open to the right, otherwise it is
open to the left4. The focus of the parabola is at5
xfocus = sin
2 α
2(cos β − cos α) . (35)
Note that whichever way the parabola is pointing, the origin lies between the point E and the
focus.
Henceforth, for specificity, we assume the parabola is open to the right, although the
arguments can be carried through in a nearly identical fashion for the other instance.
Let F be the point (q0, q1). It is easy to verify that it lies on the parabola and figure 1
reflects this fact. By excluding the case δ2 = 1, we conclude that F /∈ {B,B ′}. The projection
from F to the x-axis is designated as G. Thus |OG| = q0 and |GF | = q1. It follows that
|OF| = u. Furthermore, |GC| = cos β − q0 = q3.
Let H be the projection of F on the line BC, |FH | = |GC|. By definition |OB| = 1 so
the assertion that the eigenvalues of Q†Q are equal to or less than 1 is equivalent to showing
that |OF| + |FH|  |OB|.
If O and the focal point were to coincide, then by the constructive method of drawing
parabolas6, we would have the equality |OF| + |FH| = |OB|. The assertion finally rests on the
following extension7 of the previous statement: when the origin lies between the focus and
the base of the parabola, |OF| + |FH| is an increasing function of the distance of F from the
x-axis.
Hence, the maximal singular value of Q is 1 and equal to 1 only if 1 ∈ {cos2 α,
cos2 β, δ2}.
The eigenvectors of Q are not needed in our convergence arguments, but may play a role
in convergence rate estimates or in proofs involving measures other than Haar measure. They
are given in the appendix.
5. Extensions
We outline a few conjectured extensions of our convergence theorem as well as a result on the
relation of the iteration studied here to the physical process in a gas.
4 The case α = |β| is not generic, except for special cases covered elsewhere. Aside from those cases, it can also
be seen to yield eigenvalues smaller than 1. For |α| = |β|, q0 = cosα = cosβ and q3 = 0. This implies that the
eigenvalue is degenerate and λ± = cos2 β + δ2 sin2 β, which is less than unity for δ2 = 1:
5 For y2 = µ(x − x0), the x-coordinate of the focus is x0 + µ/4.
6 The familiar construction of an ellipse, using a string of fixed length between two points (which become the foci),
is extended to parabolas by holding one end of the string on a point (the focal point) and attaching the other to a
bead that can move on a line (a line that will lie perpendicular to the axis of the parabola). This line need not be the
‘directrix’ of the parabola.
7 For convenience in proving this assertion we simplify (and shift) the parabola to have the form x = −1 + y2/4,
with focus at (0, 0). Consider a point between the base of the parabola (at x = −1) and the focus, call it Z = (z, 0)
for z < 0. Since letting F coincide with B′ leads to the sum of the lengths being unity and since δ sin β < 1, it is
sufficient to show that u − x is an increasing function of y2, where
u =
√
y2 + (x − z)2 =
√
y2 + (−1 + y2/4 − z)2.
Differentiate
∂(u − x)
∂y2
= 2 + x − z−
√
(2 + x − z)2 + 4z
4
√
y2 + (x − z)2
. (36)
Looking at the numerator we see that sgn ∂(u−x)
∂y2
= −sgn(z) > 0. This shows that |ZP| + |PR| < |ZP| so long as Z
lies to the left of the focus, O, an assertion equivalent to the required eigenvalue inequality (see figure 2).
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OZ
P R
B
B’
u
Figure 2. The line BB′ is a fixed reference line and the point R is defined by its y-coordinate
being the same as that of P and by its being on the line BB′. The distances of interest are |PR|,
which is a constant minus xP, and |ZP|, which corresponds to ‘u’. When BB′ is taken to be the
y-axis, r − x − µ/2 defines the parabola, r = |OP|. (Note that the vertical lines we use are not
(necessarily) the ‘directrix’.)
5.1. The measure for ‘R’
Numerical evidence suggests that the convergence theorem holds if, in place of the Haar
measure on SO(N), a measure is used which generates a dense subset of SO(N).
Even more conjecturally, it may be possible to obtain a convergence theorem only under
the assumption that the group generated by the measure acts unitarily and irreducibly on CN .
5.2. Separate rotations
Numerical evidence suggests that if the rotation applied to ξ1 is different from that applied
to ξ2, but both are selected randomly (as before, from some measure generating SO(N)),
convergence still holds. In other words, in equation (4) one uses a rotation R in the first line
and a different rotation, R˜, in the second line. (For expectation values, the limiting behaviour
can be established by the methods of [2], although in this case the trace of the sum is not
preserved step by step.)
5.3. Different coefficients
Numerical evidence suggests that the basic framework still goes through when the coefficients
r1 and r2 are replaced by any other positive numbers adding to one in the formula for ξ2. That
is, instead of equation (4), one uses
ξ ′1 = (r1 + r2R)ξ1(r1 + r2R−1) + r1r2(1 − R)ξ2(1 − R−1), (37)
ξ ′2 = (s2 + s1R)ξ2(s2 + s1R−1) + s2s1(1 − R)ξ1(1 − R−1). (38)
Like the ‘r’s the numbers s1 and s2 add to one. Again, the sum of the traces is not exactly
preserved. Once again, as in [2], the expectation values converge.
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5.4. Multi-particle scattering
The physical problem considered in [1] involves a gas of particles, many of each kind (i.e.,
each mass), scattering off one another. Thus, one should consider two collections of particles:
one distribution of spreads for one kind another for the second kind. In the gas these would
encounter (most likely) different particles on each scattering event, thereby justifying the
tracing out of coordinates needed to establish the repeated conjugation formula studied here.
Thus, in the gas, after particle 1 scatters with particle 2, it goes on to encounter particle 3.
The density matrix that particle 1 next sees is not that given by the 1–2 scattering, but rather
that given by whatever history particle 3 has had. Therefore, a model closer to the physical
events should be constructed as follows: from each of the two distributions, randomly draw
one particle, let them interact under equation (4) and modify the distributions appropriately.
We next establish that this yields the result that we have already obtained. We model the
random process as follows. Take some large number, K, of each kind, and pair them off—one
from each collection—with one another. Each collection has statistical properties, an average
spread matrix and moments of the matrix. Each pair satisfies the usual relation, equation (4),
with a superscript to indicate which member of the distribution is being considered:
ξ
(m1)
′
1 = (r1 + r2R)ξ(m1)1 (r1 + r2R−1) + r1r2(1 − R)ξ(n1)2 (1 − R−1),
ξ
(n1)
′
2 = (r2 + r1R)ξ(n1)2 (r2 + r1R−1) + r2r1(1 − R)ξ(m1)1 (1 − R−1).
(39)
The indices nk and mk (k = 1, . . . , K) are permutations of {1, . . . , K}. We emphasize
that equation (39) is a linear equation, so that thinking of the pairs (ξ1, ξ2) as vectors of length
2N2 (where N is the dimension of the underlying space), we can write
X′ = AX, (40)
where X = ( ξ1
ξ2
)
and A is built appropriately from equation (4) or equation (39). It immediately
follows that the expectation of X (over the ensemble of the 2K particles) obeys exactly the
same law as X itself and has the same limit. Let the limiting value of X be designated as X∞
and let Y ≡ X − X∞. Then Y also obeys Y ′ = AY .
We next consider the standard deviation of the spread distribution, generically denoted
as ‘σ 2’ (not to be confused with the wavefunction spread—it is, aside from factors of rk , the
spread of these spreads). To calculate the evolution of the standard deviation of the spreads we
consider Y †Y , which is proportional to σ 2. But then on the next time step (each step consists
of a single scattering for each member of the collection) σ ′2 ∝ Y ′†Y ′ = (AY )†AY . But AY
goes to zero, just as Y does, so not only is there convergence of the mean of the distribution,
but also that distribution becomes ever narrower.
5.5. Many different masses
Numerical evidence suggests that convergence holds also when there are more than two kinds
of particle. In that case, the spreads again tend to multiples of the identity, with the multiplier
again being such that the product mkσ 2k is the same for all interacting particles.
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Appendix. Eigenvectors of Qµµ˜
As apparent from section 4.2, the most subtle case of the analysis of the Qµν operators is when
ν = µ˜, that is to say, α = 0. In this case, the operator is not, in fact, strictly contractive. It is
of course weakly contractive, but it always has an eigenvalue of norm 1. For completeness,
we describe here the structure of Qµµ˜.
Let p ≡ pµµ˜,m ≡ mµµ˜ and η ≡
(
p
m
)
. It is immediate that |p′|2 + |m′|2 = η†Q†Qη. If v±
is the (column) eigenvector of Q†Q with eigenvalue λ±, then
|p′|2 + |m′|2 = λ−|v†−η|2 + λ+
∣∣v†+η∣∣2 = |v†−η|2 + (u + q3)2∣∣v†+η∣∣2. (A.1)
(Note that for α = 0, q3 < 0 and u is positive by definition. The eigenvalue associated with
v−, which is (u − q3)2, is in this case unity.)
To obtain the vectors v± it is sufficient to look at the non-identity portion of Q†Q. From
equation (31) this is proportional to q0σ3 − q1σ2. Define the matrix S to be a normalized
version of this,
S ≡ 1
q20 + q
2
1
(q0σ3 − q1σ2) ≡
(
cos ψ i sinψ
−i sinψ cos ψ
)
. (A.2)
Equation (A.2) defines the angle ψ and a bit of calculation shows that
tanψ = q1
q0
= 1
tan(β/2)
δ
1 − δ2 =
2 sinh(log δ)
tan(β/2)
. (A.3)
The eigenvectors of S are
v− =
(−i sin(ψ/2)
cos(ψ/2)
)
, v+ =
(
cos(ψ/2)
−i sin(ψ/2)
)
(A.4)
which are respectively associated with the minus and plus eigenvalues of Q†Q, namely, 1 and
(u + q3)
2
.
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