INTRODUCTION
We follow the notations of [6] , although that paper is not required for the present work. ~(~) denotes B(t AT(-l)) where B(t) is a Brownian motion on R, B(0) = 0, and TT(-l) = B(t) = -1} (we assume the paths of Bare unbounded above and below, so that T'(2014l) (0) .
We set an = 2'", and define a random walk Rn by An(0) Only the parameter range depends on n (since our definition of Nn does not include the scaling used for Rn). These Markov chains are both elementary and much-studied, and they are not the subject here. What is not as well understood, and will be our principle concern, is the dependence of ~(.) on ~(> 0). It turns out that Nn is also a Markov chain with parameter n. Its "upward" (n ~) and "downward" (n t) one-step transition functions will be investigated (Section 2), and it turns out that they are "almost" homogeneous in n. The original motivation for this work was a question of J. Pitman and M. Yor [1] , [4] ), it is not necessary to include L(.) explicitly in the given data for the second stage. This convergence was recently studied in [6] , where other references are given. There, we obtained the law of L( ~ ) given Nn ( ~ ) for fixed n. The principle obstacle in stage one is to reverse this to find the law of Nn given L(~). We emphasize that a simple Bayes rule application does not succeed in the function space setting. Nor does it seem possible to find the higher order transition functions of Nn ( ~ ) and pass to a limit as n -~ oo. A very plausible conjecture, for example, is that cr(L(')) = lim n > N) up Before entering into the dependence of Nn on n, however, we give in Section 1 a construction of the law of B' (.) given Nn for a single n. This is easy and no doubt known, but it gives the first step in the solution of stage 2 of the PitmanYor problem, and we imagine it may take the place of Section 4 for all but the more diligent readers. Thus the outline of the paper is as follows. In Section 1 we construct the law of B' given Nn, n fixed. In Section 2 we discuss the dependence of Nn on n, and study the explicit transition functions. In Section 3 we obtain estimates for the law of Nn given L, and carry out stage 1 of the Pitman-Yor problem as far as we are able. Then, in Section 4, we carry out stage 2 of the Pitman-Yor problem, which does not depend on stage 1. After completion of this paper, we received a first draft of a paper [9] by J.
Warren and M. Yor which gives a "solution" to the problem when B' is replaced by a reflected Brownian motion. This paper has virtually nothing in common with ours, which we regard as a paper on the random walk approximation as much as on the Pitman-Yor problem per se. Nevertheless, the solution of [9] is remarkable, both as to completeness and conciseness. From the standpoint of the present paper, its main implication is that it suffices only to treat the case L(~) = 1-the general case follows from this by changes of scale and time. It remains to be seen whether the conditional law of Nn (k) given L -1 can be given explicitly. For the rest of this section, n(> 0) is fixed. For i > -2n, a "random walk path" starting at i is a sequence ( 
The argument is completed by appeal to the monotone class theorem applied to the linear algebra generated by such products, and then by letting k -~ oo. Now for n > 0, we observe that if Nn is given, so are the numbers of downcrossings at each level ( k + 1 ) ~, k (namely, Nn (k) for k > 0, and N n ( k) + 1 for -2n k 0). 
Proof. We first show (a) => (b). Indeed, by the remarks before the theorem (b) is a mixture of (a) in which cancels out leaving (for t0) 
where Cl ( jl, j2, k) is a non-negative common factor whose complicated exact expression need not concern us further. The lesson derived from this is that it suffices, in order to prove monotonicity in j~, to observe that k) > 0. Indeed, since the sums ~k-1 are manifestly unimodal in j (i.e., increasing to a positive maximum and decreasing thereafter), we need only show that the last is non-negative, which follows since for j = jl A j2 the sum of the first terms is 1 and that of the second is 1. A similar argument applies to the dependence on jl. We obtain, for 1 k
where C2 is non-negative. Again the partial sums in k are unimodal, and to show that they are all non-negative it suffices to observe that the sum from 1 to ji A j2 is obviously non-negative. where we used the inequality from the proof of (a) at the last step. Combining with EOX now gives the first assertion of (c).
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03B1nk-1+nk ( 2 ) k} are mutually independent for ,C (with probability 1) and that their conditional laws (as w varies) depend only on L inside the intervals covered (we refer to (kan (k + 1)an) as the interval "covered by" Nn(k)). Indeed, any finite collections ~Nn~,; (k~ ), 1 that these disjoint subsets are mutually independent for £, it follows that so are the as a varies. This will prove the independence assertion, and the dependence assertion also follows (indeed, it is clear by independence that, if the law of each Nn(k) depends only on L in the covered interval, then any finite subset covering a subset of (xl, x2~ has joint law depending only on L in Now to prove the conditional independence of the Nn (k) for fixed n we start with for which the independence is part of Corollary 3.1. More generally, for M > n, since ~C~ makes {NM(k), -2+M k} independent, and given these the ,CM-law of {N" (k), -2" k } is built up by applying the transition mechanism M -N times to the disjoint subsets of {NM (k)} which cover subintervals of the intervals covered by {l~ n (k) }, we see that ,CM makes these last independent.
Similarly, since the of NM (k) depends only on L at the endpoints of the covered interval (by Corollary 3.1 again), the of Nn (k) depends only on L at the NM ( j)-endpoints contained in the interval covered by Nn (k), hence on L in the covered interval. Then as M --~ oo, the of the {Nn (k), -2n k} converges to the ~C-law (with probability 1) preserving both the independence and the individual limits of dependence on L to the covered intervals. This finishes (b).
As to (c), it follows by Lemma 3.3 that if L(x, wi) L(x, w2), zi ~ z :C2, and if Nn (k) covers a subinterval of (x1, x2), then the Ln-laws of Nn (k) (given by Corollary 3.1) are ordered in the same direction (in the sense of «). Therefore since by Theorem 2.5 and Corollary 2.5 the transition mechanism preserves this ordering, and the .eM-law of Nn (k) is developed from that of -2M j} by applying the transition mechanism to those NM ( j ) covering subintervals of (xl, x2), the ordering is also preserved by M > n. Letting M -3 00, and noting again that the order « is conserved under convergence in law, we see that (apart from Wi or W2 in the set where (3.6) fails) the ordering is also preserved by ~C. This finishes (c).
We come now to our upper bounds for the first two moments of Nn (k) under ,C from Theorem 3.5.. Proof. We may and do define both conditional expectations using ~C. Now for 
Then as M --~ oo, except on the P-null set we have ~C~~ -~ ,C, and convergence in law implies that the moments for ~C are bounded by the liminf of those for ,C~( approximate x or x2 from below by bounded continuous functions). Meanwhile, In order to accurately evaluate the sharpness of these inequalities, one could develop reverse inequalities in Theorem 2.9 (a), (c), but it looks complicated. Meanwhile, at least for n reasonably large (where the proof of these inequalities is tightest) there is reason to believe that they are quite sharp. Indeed, as n becomes large, 2anNn(k) -~ L and L* -L, in such a way that after multiplying (a) by 2an and replacing E(Nn (k) ~ L) by Nn (k), it converges to the tautology L L and similarly for (b), using -~ L2. Moreover, without multiplying by 2an, if we replace L* by L on the right and take expectations, using the identities ENn (k) = 2n, = 22n+1 + k2n+1 + 2n, and EL(x) = 2, = 8(z + 1) for 0 z = kan (by standard calculations), then for 0 z = kan (a) becomes 2n 2n + 1, while (b) becomes 22"+1 + k2n+1 + 2n 22n+1 + k2n+1 + 5 ~ 2n'2 + 6 . This verifies that (a) and (b) hold "on the average", and at the same time shows that they are quite sharp on the average, particularly if n and k are large with x = kan fixed.
Remark 2. It may be of interest to calculate the law of OX explicitly when X has the I1-distribution (for OX see Notation 2.8 -when X = P03BB this was done in Lemma 2.6). The result, after simplification, is To derive the law of this interpolation (which in non-explicit terms is just the law that all possible R2-paths are equally likely) we need to examine the law of the (n + I)-upcrossings embedded into an n-insert. This is the same for every n, so taking n = 1, we introduce Notation 4.1. Let V denote the number of upcrossings of (-a2, 0) of a 1-insert, and let U + 1 be the number of upcrossings of (0, a~) for the same 1-insert. hus, the probability of a sample point of R2 given (Rl, N2) is the product of (4.4) over k > 0 times (4.5) for -2 k 0. To be sure, precisely the same result holds for any Rn+i given (Rn, Nn+1 ), replacing the subscripts and letting the product for k 0 range from -2" k 0. This may not appear especially simple, until one takes into account the amount of cancellation which has already occurred. Nevertheless, we shall state Theorem 4.5. For every n ~ 0, the conditional probability of a sample path of Rn+i given (either 0, if the point is inconsistent with or) the product of (4.4) (with subscripts (1, 2) replaced by (n, ~a + 1)~ over 0 k J{(n), and of (4.5) (with the same replacement) over -2n~ k 0. 
