An effective hybrid algorithm is proposed for solving multiobjective optimization engineering problems with inequality constraints. The weighted sum technique and BFGS quasi-Newton's method are combined to determine a descent search direction for solving multiobjective optimization problems. To improve the computational efficiency and maintain rapid convergence, a cautious BFGS iterative format is utilized to approximate the Hessian matrices of the objective functions instead of evaluating them exactly. The effectiveness of the proposed algorithm is demonstrated through a comparison study, which is based on numerical examples. Meanwhile, we propose an effective multiobjective optimization strategy based on the algorithm in conjunction with the surrogate model method. This proposed strategy has been applied to the crashworthiness design of the primary energy absorption device's crash box structure and front rail under low-speed frontal collision. The optimal results demonstrate that the proposed methodology is promising in solving multiobjective optimization problems in engineering practice.
Introduction
Multiobjective optimization problems (MOPs) are encountered in many fields, such as energy systems [1, 2] , management [3] , structural optimum design [4, 5] , and scheduling [6, 7] . Generally, many problems can be modeled as multiobjective optimization problems, in which multiple conflicting objectives are to be optimized simultaneously. For example, in optimizing the design of a cycloid speed reducer, minimization of the volume and maximization of the efficiency should be considered simultaneously [8] . Vo-Duy et al. [9] attempted to minimize the weight of a laminated composite beam while maximizing its natural frequency. Optimization problems, which frequently appear in scientific research and engineering, are often MOPs, particularly in the design of structures [10, 11] . Yin et al. [12] studied the crashworthiness and reliability of a foam-filled bionic thin-walled structure based on bioinspired design. The optimization of a vehicle door structure with a hybrid material was investigated to achieve lightweight design [13] .
To obtain better performance, various multiobjective optimization strategies have been proposed and widely applied to engineering problems [14, 15] . Tire structure design was implemented based on multiobjective optimization [16] . A new multiswarm method was introduced, and its validity has been demonstrated on four benchmark functions and two structural problems [17] . A novel multiobjective particle swarm optimization algorithm was proposed based on decomposition to maintain diversified solutions [18] . However, most of these methods are evolutionary algorithms, which have the fatal drawback that their convergence cannot be theoretically guaranteed. In addition, the stopping criterion is difficult to determine according to a study by Coello [19] . Generally, a large number of iterations are preferred, which leads to considerable computation time and low efficiency, which cannot satisfy the engineering requirements [20] .
To solve the abovementioned problems, hybrid algorithms [21, 22] and a numerical algorithm based on Newton's method [23] for MOPs were broadly proposed. For instance, for obtaining robust optimal solutions, a multiobjective optimization algorithm that combines particle swarm optimization and the gradient search technique was introduced [24] , and Sun et al. [25] proposed a novel effective algorithm that 2 Mathematical Problems in Engineering aims to solve engineering design problems that involve uncertainties. To obtain a faster convergence rate and improve the stability of convergence and efficiency for solving engineering design problems, numerical algorithms gradually attracted increased attention from researchers [26, 27] . To handle vector problems, various techniques of multiobjective optimization have been studied, such as the -constraint method [28] and weighted max-min technique [29] . The scalarization technique, which was first introduced by Geoffrion [30] , has been widely used to transform a multiobjective problem into a scalar one, and new insights into the weighted sum method have been reported in [31] . Yang et al. [32] have combined the weighted sum method and Newton's method to develop a hybrid algorithm, which has been applied to practical engineering optimization.
Generally, optimization design in a practical engineering problem is complicated and time-consuming. The surrogate model method has been properly utilized to simplify practical models in design problems [33, 34] . A surrogateassisted evolution strategy was proposed and applied to multiobjective optimization [35] . Peng and Wang [36] established an effective adaptive surrogate for solving transfer trajectory optimization, the computing speed of which was almost 8 times faster than that of directly solving the actual model.
In the past few years, thin-walled structures dramatically attracted the attention of researchers due to their excellent crashworthiness and extraordinarily light weight [37] . Thus, MOPs that were based on surrogate models that concerned thin-walled structures were investigated to improve the performance in terms of crashworthiness and light weight [38, 39] . Response surface methodology (RSM) was applied to the crashworthiness optimization of tapered thin-walled square tubes [40] . Sun et al. [41] have improved the energy absorption ability and realized the lightweight design of thinwall structures based on multiobjective optimization and surrogate models.
In this paper, a novel hybrid cautious BFGS quasiNewton algorithm (denoted as CBQNA) is proposed based on the weighted sum technique and a cautious BFGS method for solving MOPs. To solve MOPs in practical engineering projects, an effective optimization strategy is proposed based on surrogated modeling and applied to crashworthiness optimization of the main absorption devices of the automobile. This paper has demonstrated that the proposed method is superior to evolutionary algorithm MOGA in obtaining uniformly distributed solutions and has faster calculation speed than MOGA and NSWFA.
The rest of the paper is organized as follows. The hybrid algorithm CBQNA for MOP is proposed in Section 2. The accuracy and efficiency of the novel algorithm are clearly demonstrated by comparison study on two benchmark functions in Section 3. Next, a rapid effective multiobjective optimization strategy and its engineering application are presented in Section 4. The study's conclusions and future research are discussed in Section 5.
Fast Hybrid Algorithm for Multiobjective Optimization
In general, a multiobjective optimization problem with inequality constraints can be expressed as
where
) is a vector function, is the number of single-objective functions, and x = ( 1 , 2 , . . . , ) is the decision variable vector, which consists of several variables that are generated in the feasible region D and satisfy the inequality constraint (x) ≥ 0 for any = 1, 2, . . . , . To describe the optimal solutions of the MOP accurately and clearly, some definitions are clearly stated in the following section.
Definition 1 (Pareto dominance)
. Suppose x V and x are decision variables. x V is said to be dominated by x (denoted as x V ≺ x ) if and only if, ∀ = 1, 2, . . . , , (x ) and (x V ) meet the condition
Definition 2 (Pareto-optimal solution). Vector x V is the optimal solution if and only if there is no solution x ∈ D that satisfies the dominance condition x V ≺ x.
Definition 3 (Pareto-optimal set). All Pareto-optimal solutions form the Pareto-optimal solution set (denoted as S) and it can be expressed as
Definition 4 (Pareto front). The Pareto front (denoted as FS)
consists of all corresponding values of function (x) against all Pareto-optimal solutions x V ∈ S and
Treatment of Constraint Conditions by Penalty Function.
To properly adapt the numerous effective unconstrained algorithms, the original problem (1) is converted into an unconstrained problem based on the Frisch interior penalty function. First, a penalty item is established as follows:
where 0 < is a penalty coefficient, which is updated adaptively by (5) and (x) denotes the inequality constraint with = 1, 2, . . . , .
where > 1 is a constant parameter. Then, the penalty function of the th objective function (x ) is constructed by
where (x) and (x) are, respectively, defined in (1) and (4) . Based on the above processes, problem (1) has been converted into an unconstrained problem, which can be described as
To effectively solve the unconstrained problem, the preferred method is the BFGS quasi-Newton algorithm, which is superior to other similar methods, such as Newton's method and the DFP method. The BFGS method is deduced from Newton's method, which is based on Taylor expansion. The Taylor expansion of an unconstrained scalar function (x) near x can be expressed as
where ∇ (x ) and ∇ 2 (x ) are the gradient function and Hessian matrix, respectively, of target function (x ) at x . In quasi-Newton's method, a symmetric matrix B is utilized to approximate the Hessian matrix ∇ 2 (x ) instead of computing it directly. Next, inequality (8) can be converted to
Consider (d) is the function with respect to the variable d and the function (d) is denoted as
Assume that d is the solution the minimum problem (11) .
If B is a nonsingular matrix, the solution d is obtained as (12) by solving problem (11) .
The BFGS quasi-Newton's method is an optimization method that uses (12) as its search direction. Generally, the positivedefinite symmetric matrix B is preferred to be similar in value to the Hessian matrix ∇ 2 (x ), which satisfies the equation in approximation (13) .
in which the vectors Y = ∇ (x +1 ) − ∇ (x ) and S = x +1 − x satisfy the condition
Equation (14) is known as both the quasi-Newton equation and the quasi-Newton condition.
Weighted Sum Method.
In this section, the weighted sum method is utilized to transform the vector function (x) into a scalar function, which is presented as
where ∈ (0, 1) are weighting factors that meet the condition ∑ =1 = 1 for = 1, 2, . . . , and can be divided into various sets according to the practical design demands. Based on the abovementioned processes, the original multiobjective problem with inequality constraints has been converted to an unconstrained scalar problem, which is stated as
Hybrid Algorithm for MOP.
In this section, a cautious BFGS quasi-Newton algorithm (CBQNA) for the MOP based weighted sum method is proposed. Consider the vector function that is shown in problem (1), which has been translated into a single-objective optimization problem (16) . First, based on the interior penalty function method and the weighted sum technique, a quasi-Newton direction d for the MOP is obtained by solving
In this paper, the approximation matrix B is updated by a cautious BGFS equation (18) , which was introduced in [42] and can guarantee the positive definiteness of B after each iteration.
where and are positive constant parameters; the settings in [43] are followed to maintain high accuracy. The search direction d that is obtained by solving (17) is always a descent direction when the condition S Y ≥ 0 is satisfied. If this condition is not satisfied, the gradient direction will be replaced by another search direction, which is expressed as
Then, the classical Armijo rule is used to determine a proper step length along quasi-Newton's search direction d . In general, the Armijo rule for search direction d of function (x) is
where ∈ (0, 1) is a parameter. Under the condition of maintaining the descent search direction, a full step length is preferred. However, the value = 1 often does not satisfy inequality (20) , so the largest that satisfies this inequality is always selected for general cases. Furthermore, the positive definiteness of can be preserved by utilizing updating equation (18) and setting ∈ (0, 1/2), and the full step length along the descent search direction is usually obtained according to the study [44] . Thus, in this paper, we rewrite the Armijo condition as
where (x) is expressed in (15) and ∈ (0, 1) is a constant parameter. Therefore, based on the previous sections, the hybrid algorithm CBQNA can be implemented by following Step 0 to Step 7.
Step 0 (initialization). Choose an initial value x 0 ∈ D ⊂ R , a symmetric positive-definite matrix B 0 ∈ R × , and a sufficiently small constant 1 > 0. Moreover > 1, 0 < 0 < 1, ∈ (0, 1), and , > 0.
Step 1 (stopping criterion 1). If ‖x +1 − x ‖ ∨ ‖ ‖ ≤ 1 , then stop; else, go to Step 2.
Step 2 (descent search direction). The search direction d is obtained by solving (17) or (19) , according to whether the descent condition is satisfied or not.
Step 3 (step length). Compute a step length along the search direction d such that the Armijo-rule inexact line search rules (21) are satisfied.
Step 4 (iterative procedure). Set
Step 5 (stopping criterion 2). If | (x )| ≤ 1 stop with x * = x ; else, set = and return to Step 1.
Analysis of the Proposed Algorithm.
The novel algorithm that is proposed in this study is sensitive to the initial value, similar to numerical methods that are based on gradient information. However, this disadvantage can be overcome by repeatedly adjusting the starting point or selecting some preferred value that is obtained by other methods. To achieve globally optimal solutions by CBQNA, the Hessian matrices of the optimization functions are approximated by a cautious BFGS algorithm in this study. The proposed algorithm is primarily utilized to solve MOPs in engineering projects, the mathematical models of which are usually replaced by approximate convex functions that can ensure that the global optimal solution of the problem be achieved. This method has a fast convergence rate and can obtain optimal solutions in few iterations, which is always difficult for evolutionary algorithms. Particularly, the proposed algorithm is more effective in solving engineering problems than algorithms such as Newton's method, because it avoids computing second-order information of the objective functions, which does not exist in the general engineering case.
Numerical Examples
In this part, the performance of the proposed hybrid algorithm is compared with those of the Multiobjective Genetic Algorithm (MOGA) and a hybrid algorithm (denoted as NSWFA), which was proposed in [32] , on two benchmark tests. To evaluate this novel algorithm, the CPU time and the number of iterations for obtaining a Pareto-optimal solution are recorded. All MATLAB procedures are run in an identical computing environment. Each test problem was solved 100 times with initial points that were generated from a uniform random distribution over the feasible zone. All attempts to solve the two examples were terminated when the stopping criterion was satisfied or 2000 iterations were performed.
Example 1.
A simple biobjective problem with one variable, which was derived from a MATLAB tool box [45] :
Example 2. A biobjective problem with two variables, which was obtained from [46] :
According to the research in [32] , the Pareto-optimal solutions that are obtained by algorithm NSWFA are more uniform than those by MOGA. For simplicity, only the Paretooptimal fronts for the two tests that are obtained by NSWFA and CBQNA are shown in Figures 1 and 2 , respectively. In addition, the characteristics of the three algorithms in terms of the number of iterations, CPU time, and convergence condition are intuitively presented in Table 1 .
Figures 1 and 2 illustrate that the proposed algorithm performs similarly to NSWFA in terms of distribution uniformity of the solutions on Test 1, while the performance of CBQNA is slightly worse than that of NSWFA on Test 2. The Pareto-optimal fronts that are obtained by NSWFA and the proposed algorithm CBQNA are closely related to the initial value. This finding is observed because the two algorithms behave similarly when searching for the optimal solutions. In addition, according to Table 1 , CBQNA is superior to the other two algorithms on the two examples, in either the number of iterations or CPU time. In addition, when the solution accuracy is the same among all three algorithms, the proposed algorithm uses the minimal number of iterations and has the fastest convergence rate. In summary, the proposed CBQNA performs nearly as well as NSWFA and outperforms MOGA in terms of obtaining evenly distributed Pareto-optimal solutions, which may be worse than the results obtained through other methods. Furthermore, the computational efficiency of the novel algorithm in this study highlights the advantages of CBQNA over MOGA and NSWFA, which are clearly shown in Table 1 . Particularly, when determining the descent search direction, the proposed algorithm avoids computing the Hessian matrices of objective functions, which is of great significance for solving practical engineering problems.
Effective Optimization Strategy and Its
Practical Engineering Application
Optimization Strategy for MOPs.
To reduce the complexity of engineering multiobjective optimization problems, a valid optimization strategy that is based on surrogate modeling and the proposed algorithm CBQNA is properly introduced. The effective strategy was established according to the following four processes.
Establishment of the Mathematical Model.
To effectively solve optimization design problems, the optimization objectives and design variables need to be determined correctly. The preferred targets are often related to properties of the optimized structures. Analysis of sensitivity is usually applied when choosing decision variables, which greatly affects the targets. The design domains and constraint conditions are always determined according to the limiting dimension and strength requirements of the structure, scheme, or system. Hence, an accurate mathematical expression for the multiobjective optimization problem should be constructed based on the aforementioned analysis to solve the MOPs.
Design of Experiments.
The establishment of an agent model with high precision is based on a good design scheme. The setting of reasonable factor levels and variable span play a significant role in the experimental design, especially in multifactor and multiobjective problems. Common methods for experimental design are orthogonal design and central composite design (CCD). In addition, Taguchi robust design has been applied in experimental design for its better performance [25] . To describe how to construct sample points and determine the optimal number of samples by orthogonal design and CCD, the procedural details of the two design methods can be separately summarized as follows.
(1) Orthogonal Design. In general, the format of the orthogonal design is comparatively fixed if the number and the levels of the design variables have been given. That is, the optimal number of samples and its corresponding experimental factors can be determined if the ranges of the design and optimal levels are provided in advance. The distinctive features of schemes that are planned by orthogonal design are orthogonality and even distribution. Furthermore, orthogonal design requires fewer experiments in establishing a surrogate model, which improves the efficiency.
(2) Central Composite Design (CCD).
A complete scheme that is obtained by central composite design has three different experimental patterns. For example, if there are three design variables, the distribution of the sample points that are selected by CCD is illustrated in Figure 3 . The eight points that are located at the summit of the cube are of the same experimental format, the six sample points that are located at the end of the center axis are of the same type, and the center point in red is a sample that needs to be repeated six times. Thus, for three variables, the optimal number of samples is twenty.
Establishment of Surrogate Model.
Surrogate modeling has been broadly applied to many fields for its simple theory and excellent behavior. In the general case, the response surface methodology (RSM) is preferred by researchers for its simplicity and validity. Particularly, the RSM is more effective when dealing with multiobjective problems with multiple variables. Therefore, considering the characteristics of the proposed algorithm, the establishment of a linear, quadratic, or cubic polynomial surface is favored for describing the relationships between objective responses and design variables.
Generally, a linear polynomial model is defined as follows:̂=
wherêis an approximate expression of objective or constraint functions, which is known as the response surface; is design variable , with = 1, 2, . . . , ; and is the number of variables. The constant coefficients , 1 , 2 , . . . , in (25) can be calculated in terms of the principle of least squares. Similarly, a quadratic polynomial model is usually constructed as in expression (26) and the cubic polynomial surface can be obtained in the same manner.
For simplicity, expression (26) can be converted to a linear form as follows:̂= To accurately estimate the precision of the approximated models, the correlation coefficient 2 and adjusted index
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where denotes the number of factors and̂, are the predictive value and the actual value, respectively, of the average measurement of . The closer 2 and 2 adj are to 1, the better the surrogate model approximates the original problem. If they do not meet the accuracy requirement, the experimental points need to be reset to establish another model until the precision is satisfied.
Pareto Solutions Obtained by CBQNA.
In this process, the approximate mathematical expressions of the primal multiobjective problems are first translated into a standard normalized multiobjective problem. Next, the Pareto-optimal solution set of the normalized problem is directly obtained by the CBQNA algorithm following the steps that are described in Section 2. In practical projects, each Pareto solution corresponds to a design scheme, which can provide references for designers to optimize the original design.
Based on these main steps, an effective optimization strategy for solving multiobjective optimization problems in engineering projects is in Figure 4. 
Crashworthiness Optimization of Crash Box.
With the boom of the automobile industry, the importance of passive safety has attracted increasing attention from researchers. To improve the energy absorption abilities of the main absorbers, such as the crash box, the longitudinal beam and door structure are vital to the protection of occupants. Thus, the analysis of the crashworthiness of the automobile energy absorbing box is essential and crucial.
In this section, the proposed optimization strategy is applied to crashworthiness optimization of an automobile crash box. Consider a crash box that is composed of four thin-walled plates, as shown in Figure 5 . This thin-walled structure has been optimized by Yang et al. in study [32] , but the impact condition that was used cannot correctly simulate the actual operation. Thus, a better simulation model under frontal collision is built in this paper.
To effectively simulate the performance of the crash box under a low-speed impact, one end of each crash box has been fully constrained, while the other end is subject to front collision by a rigid wall of infinite mass at a low speed of 4 m/s along the x-axis, as shown in Figure 5 . The original design of the crash is shown in Figure 6 . The total impact time is 0.05 s.
Mathematical Model for the MOP of the Crash Box
Structure. The energy absorption and the maximal collision force, as the two major indices of the crashworthiness ability of the crash box, have been considered simultaneously. The crash box is a thin-walled structure, whose properties are affected dramatically by its wall thickness. In addition, when designing thin-walled structures, especially for automobile absorbers, the maximal crushing force and the mass should each be constrained below a maximum value. Thus, improving energy absorption in and reducing maximal impact force max have been selected as simultaneous objectives, while the thicknesses of the four plates are chosen as design variables. Moreover, the mass of the entire structure and the maximal impact force are constrained by upper limits. Consequently, an MOP of the crash box that is based on crashworthiness is mathematically expressed as
where 1 (x) and 2 (x) are two objective functions of the vector x = ( 1 , 2 , 3 , 4 ), which consists of four decision variables, which are subject to boundary condition ∈ [1, 3] mm, = 1, 2, 3, 4. The conditions max ≤ 0 and ≤ 0 constrain the impact force and the total mass should be maintained below an upper value. In this paper, we set 0 = 174 kN and 0 = 4.2 kg.
Experiment Design.
The thicknesses of the four thinwalled plates are concurrently considered by DOE. The combined orthogonal experimental method is utilized to construct a 17-group experimental dataset in the design domain.
Construction of Response Surface Models.
The response surface methodology is utilized to construct surrogate models instead of the original complicated problem. The mathematical expressions for the two objectives in terms of the four variables are stated as (31) and (32) . In addition, the approximate mode of the constraint function is presented in expression (33 
MOP by CBQNA.
The hybrid algorithm CBQNA, which is introduced in Section 2, is applied to solve the optimization design problem. For adapting the surrogate model to the novel algorithm, a normalization process is implemented first. Thus, problem (30) can be converted into a standard mathematical problem, which is expressed as follows:
where max and are the maximal value of the energy absorption and average value of the maximal collision force, respectively.
After optimization, 100 groups of solutions of the optimization problem are obtained, which takes only 5.6 seconds on average. The Pareto-optimal front, which is composed of 100 Pareto points, is presented in Figure 7 , and the relationship between energy absorption and maximal impact force is depicted in Figure 8 .
In terms of the properties of energy absorption ability and maximal collision force, the optimal design is specified by 1 = 2.0, 2 = 1.98, 3 = 1.98, and 4 = 1.98. Regarding the lightweight design, the mass of the thin-walled plates is also a significant factor in selecting the best design. The relationship between the energy absorption, maximal impact force, and total mass of the bumper absorbing box is depicted in Figure 9 . The comparison between the original design and the optimal result in terms of energy absorption, maximal collision force, and mass is presented in Table 2 . Table 2 shows that, compared with the original design, the performance improves greatly after optimization. The energy absorption improves by 3.08% and the maximal impact force reduces by 14.87%, while the total mass increases slightly by 1.57%. The collision conditions of the crash box at 0.01 s, 0.02 s, 0.03 s, and 0.04 s are presented in Figure 10 . From the collision deformation, the optimized crash box structure achieves an ideal deformation and satisfies the practical engineering requirements.
Optimization Design of an S-Shaped Thin-Walled Beam.
The frontal rail that is connected with the crash box is also a main deformation and energy absorption structure in a frontal crash, which is shown in Figure 11 . Generally, the vehicle front rail is a thin-walled structure whose deformation and energy absorption characteristics are similar to those of a general rectangular thin-walled beam. Thus, the crashworthiness of the thin-walled beam has dramatic significance to the frontal crash safety of the automobile. In this paper, an attempt has been made to study an S-shaped simplified model under frontal impact conditions.
Establishment of the Finite-Element Model.
Firstly, the geometry model of S-shaped structure is established with Catia, then its finite-element model is simulated by Hypermesh, and the simulation process is carried by LS-DYNA. The FE model of the S-shaped thin-walled beam with rectangular cross-section is displayed in Figure 12 . The S-shaped beam Mathematical Problems in Engineering S-shaped beam is impacted by a rigid wall that weights 450 kg at the speed of 10 m/s. As shown in Figure 13 , the rear end of the beam is fully constrained and the other end is allowed to move only along the -direction. The material that is utilized for the S-shaped beam is mild steel with the following material properties: Young's modulus = 206 Gpa, Poisson's ratio = 0.3, and density = 7800 kg/m 3 . The relationship between stress and strain rate (shown in Figure 14) is also considered.
Mathematical Model for MOP of the Front Rail.
The cross-sectional dimensions of the thin-walled structure are the main factor that affects the properties of energy absorption and maximal impact resistance. The width , height ℎ, and thickness of the cross-section have been chosen as design variables in this study, and the cross-section of an Sshaped thin-walled structure is shown in Figure 15 .
In addition, energy absorption and maximal impact force are major evaluation indices of the crashworthiness ability of the S-shaped front rail beam.
Hence, the mathematical model for multiobjective optimization of the front rail, which consists of two objective functions in terms of three design variables, is constructed as and upper limits of the height of the cross-section; min and max denote the lower and upper limits of the width; and min and max are the lower and upper limits of the thickness of the wall, respectively. In this study, to satisfy the limits of the structure dimensions and the strength demands, ℎ min = 136 mm, ℎ max = 146 mm, min = 56 mm, max = 68 mm, min = 1.4 mm, and max = 2.2 mm.
Design of Experiments.
Following the novel optimization strategy's procedures, orthogonal design is utilized to generate 25 design sampling points (i.e., four levels for each of the three design variables), which are clearly presented in Table 3 with their corresponding responses.
Agent Model and Precision Analysis.
A surrogate model of two objectives for crashworthiness optimization for the frontal rail is also established to lower the complexity of the original problem. According to the 25 plans of the DOE, which are shown in Table 3 , the quadratic response surface models of the energy absorption and maximal impact force responses were constructed in expressions (36) and (37), respectively. 
The surrogate model's fitness was evaluated based on coefficient 2 and its adjusted form values are 99% and 95%, respectively. The result indicates that the approximation ability of this surrogate model is very good.
Optimization Design.
To improve the efficiency of optimization, the hybrid algorithm CBQNA is utilized to minimize the two response functions simultaneously. First, based on the new algorithm, a normalization procedure is applied to unify the magnitudes of the two responses functions. Thus, problem (35) is converted into a standard biobjective optimization problem with inequality constraints, which is expressed as follows: Figure 16 : Pareto-optimal front obtained by CBQNA. 
where = 14496.5 J and = 234.9 kN are the average value of energy absorption and the maximal collision force for the 25 groups, respectively.
Optimization Results Solved by CBQNA.
Problem (38) is solved by the new proposed algorithm with random initial value in accordance with constraints. To maintain the diversity of design selection, 200 groups of optimal solutions are acquired regularly by adjusting weighting factors. The Paretooptimal front, which is constructed with 200 solutions, is depicted in Figure 16 . In addition, the Pareto-optimal front of the front rail collision problem is shown in Figure 17 . When determining the dimensions of the front rail, we should focus on not only the crashworthiness ability but also the weight requirement of the automobile. Thus, the mass of the thin-walled beam is also considered in evaluating the crashworthiness performance in Table 4 . According to the properties of the best plans, the crosssectional dimensions are selected, and the thickness of the wall is set to x = [63.2, 146, 1.8] mm, as shown in line 78 in Table 4 . After the simulation by software LS-DYNA, the energy absorption and collision force responses, the specific energy absorption (SEA), and the mass of the structure, compared with the original design, are presented in Table 5 . Figure 18 illustrates the deformation of the S-shaped frontal rail thin-walled structure changes over time.
Although, compared with the original design, the internal energy absorption of the optimal design is decreased slightly, the maximal impact and the mass are decreased by 3.0% and 6.5%, respectively. Moreover, the SEA, which is the main indicator of the energy absorption ability, drops by 3%, which signifies that the crashworthiness of the frontal rail is improved. Therefore, all performance indicators of the optimal result meet the requirements.
Analysis of Optimal Results.
The optimization strategy that is based on CBQNA has been applied to the optimization design of the crash box and the S-shaped front rail. The optimized results demonstrate that the optimization strategy that is based on the CBQNA algorithm is valuable in solving MOPs in engineering projects. To evaluate the efficiency of the proposed method, the two engineering examples in this paper are each executed 30 times. The calculation results show that it takes approximately 5.6 s to optimize the crash box by this novel algorithm, compared to approximately 198 s by NSWFA [32] . Furthermore, the constraint condition of the crash box that is simulated in this paper is more consistent with the actual frontal collision than that in [32] . The calculation time of the optimization of the S-shaped front rail is approximately 32.8 s for 200 groups' optimal solutions, which demonstrates that the optimization strategy that is based on the proposed algorithm is effective and promising in solving complicated engineering problems in which the objective function's second derivative is difficult to calculate or does not exist.
Conclusions
This article proposed a new hybrid algorithm, known as CBQNA, for solving multiobjective problems and a surrogate-modeling-based optimization strategy to address MOPs in engineering projects. The hybrid algorithm combines a weighted sum method and a cautious BFGS method to determine a descent search direction. Avoiding the calculation of the Hessian matrix of each objective function in every iteration dramatically reduces the time consumption. The algorithm CBQNA has excellent performance in terms of obtaining uniformly distributed solutions and high computational efficiency, which has been proven by numerical experiments. The optimization strategy has been applied to crashworthiness optimal design of an automobile crash box and an S-shaped front rail structure. The outstanding performance of the surrogate-modeling-based strategy that was proposed in this paper can be summarized as follows. First, because of the high calculation speed of the hybrid algorithm, the engineering problem can be solved within the allowed time, which is very significant in the actual design process. Second, the optimal result is superior to the original design in terms of crashworthiness ability, which is crucial to vehicle passive safety. In our future work, evolutionary algorithms will be combined with the proposed algorithm to generate better initial value for definitely avoiding sinking into pseudo-optimal solution and the convergence of the proposed hybrid algorithm will be theoretically proven.
