University of Portland

Pilot Scholars
Engineering Undergraduate Publications,
Presentations and Projects

Shiley School of Engineering

3-29-2019

Virtual UP
Andrew Ripple

Follow this and additional works at: https://pilotscholars.up.edu/egr_studpubs
Part of the Computer Engineering Commons

Citation: Pilot Scholars Version (Modified MLA Style)
Ripple, Andrew, "Virtual UP" (2019). Engineering Undergraduate Publications, Presentations and Projects.
14.
https://pilotscholars.up.edu/egr_studpubs/14

This Student Project is brought to you for free and open access by the Shiley School of Engineering at Pilot
Scholars. It has been accepted for inclusion in Engineering Undergraduate Publications, Presentations and Projects
by an authorized administrator of Pilot Scholars. For more information, please contact library@up.edu.

VirtualUP 0

VIRTUAL UP: FINAL REPORT

Capstone Project 2018-2019

Developers: Andrew Ripple, Mitchell Nguyen, Devin Ajimine, Sean Tollisen
Industry Advisor: Matthew Young
Faculty Advisor: Dr. Steven Vegdahl
Clients: The Developers, Admissions Office
Professors: Dr. Tammy VanDeGrift and Dr. Andrew Nuxoll
Class: CS083G and CS084G
Date: 3/29/2019

VirtualUP 1

Introduction
The decision of where to attend college is a pivotal moment in the lives of many young
individuals. It dictates the experiences they go through, the friends they make, and the
connections they create, to name a few. For some, this decision is rather easy, due to
circumstances limiting selection to in-state schools or legacy colleges due to family tradition.
However, this is not the case for all graduating high-school students. Many have a wide
selection when it comes to college and traveling to different states to tour a campus is a common
occurrence when looking for the right fit. This is expensive though, and while some may be able
to tour all the campuses they wish to consider, many may only get to those in neighboring states.
This means that these students, without a physical tour of a distant campus, have a low
probability of selecting those colleges due to a lack of information.
Now, assume that a student did have the ability to visit and tour all the colleges they were
considering. While they would have more knowledge about the schools in question, they still
would not get an authentic experience about what it is like to attend. College tours show
buildings, dorms, and popular campus hangout locations, but rarely every give an authentic
experience to those in attendance. They are designed to have people make decisions about
attending, yet do not even show those potential students the main activities and events that would
be occurring in their lives if they were to attend. Things such as classroom lectures, large-scale
college sports games, and interactions with professors are all experiences that are never given.
There is a large disconnect between the process of selecting a college, which has the possibility
of costing a student hundreds of thousands of dollars, and the available experiences and
resources a student has to make that decision. This is the problem that VirtualUP developed out
of and is what it is trying to disrupt, by making the college touring experience more affordable,
informational and practical for the student.
Before work could begin, a major question had to be addressed, which was what platform
the product should be developed on. The consensus was overwhelmingly in favor of Virtual
Reality (VR), but a concern was whether the technology being used to test and create VirtualUP
would be available to potential students. Although VR is becoming mainstream, it is unlikely
that a large majority of people have access to the equipment necessary in their homes to run a
VR application. For this reason, it was decided very early on in the project that it would be
beneficial to create and develop a website application (Web App) alongside a VR application,
since a web app has the luxury of being extremely mobile and user friendly.
Thus, VirtualUP is a combined VR/Web application that students can use to tour the
University of Portland’s Shiley Hall and gives students an authentic touring experience and nongilded information about the college. In addition, VirtualUP strives to be different than other
similar touring products with its addition of gamification elements to the tour. Not only does a
user get to see Shiley Hall, but they can also interact with the environment in fun and unique
ways.
With a polished Virtual Reality application for those with VR equipment, and a web
application that anybody with a computer can use, VirtualUP accomplished its main goal of
creating a VR/Web touring experience of UP’s Engineering building, Shiley Hall, along with
other added features that make it different from normal touring options.
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Project Background
As stated above, there is a disconnect between standard college admission procedures
(touring, etc.) and what a student needs to make an informed decision. This project came about
due to an Entrepreneurial-Scholar (E-Scholar) project and had a year of research done before the
capstone project even started. After talking with students, recruiters, counselors and parents and
learning what they wanted from the potential project, a solid understanding of the what users
wanted became known. Informational transparency, real VR experiences, and a way to connect
students to the university over great distances were all aspects researched individuals craved, and
with all that information known, it was up to the team to figure out and create the different
features of the project to satisfy them.
It was not completely known what the end product of was going to be. It was initially
though that the finished application would be done in Unreal Engine 4 (UE4) and ported over
using HTML5 to a web application. But, when it became clear that the functionality of VR 
Web App on UE4 was in beta development and would take too long to make work, the team
quickly had to decide how to progress. In the end, it was decided that three of the team members
with experience in VR with UE4 would develop a touring application there, and that another
member would develop a web application alongside it using similar features to accomplish the
same goal as the VR component. With more members working on the VR part, it became the
focus of the project with a large amount of time invested into it. The web application was a
corollary to the main project, with the intent of creating a less feature-intensive product to a
broader audience.
Shared Project Features:
Although the two applications are fundamentally different in design, structure and layout,
they do share overlapping features that were deemed crucial for users to experience. Below is a
list of each of these, and a brief explanation of what they are and their intended purpose. This
document has more in-depth explanations of each of these further below.
1. Shiley Hall Model Tour
- A major feature that was necessary to implement was the ability for a user to tour
Shiley Hall. Although the way in which this feature is implemented differs between
the two products, both give the user the ability to freely navigate and explore a large
portion of the building.
2. Informational System
- A campus tour is full of information and facts about the surrounding city, classes, and
other miscellaneous topics. Both applications have implemented ways to access
information about the school and things you can find inside of Shiley Hall.
3. Teleportation System
- Since the applications each have a tour embedded in them, a way to navigate the
building was needed in both cases. For the web application, a connection to a thirdparty site already had a built-in feature that allowed movement throughout the model.
Additional work was done on this feature to allow teleportation to specific parts of the
building instead of manually moving from point A to point B. For the VR
application, this system had to be built in a custom manner. In the end, teleportation
functionality was added to VR as well, but with teleportation objects placed
throughout the building model.
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Project Features VR Application:
A VR application provides a different experience than a web application does by design.
One requires a VR helmet and hand controllers to operate properly, while the other simply
requires a computer and two hands to navigate. This means that certain creative features can be
developed in VR that will only work with the necessary equipment, and it is impossible to
recreate on a web application. Below is a list of these features. This document has a more in
depth look at each of these further on.
1. Memory Bubbles
- One major issue found during research of this project was that campus tours do not
show students what daily life of a school looks like. These tours do not give access to
classroom lectures, student project presentations, and other events that are typical in a
student’s life. The VR application allows users to interact with a feature called a
Memory Bubble, which is a large sphere with a 360º video mapped to its surface.
These videos showcase events that occur in Shiley Hall that a typical tour would be
unable to cover and puts users right in the middle of the video itself (Inside of the
sphere). Users can then watch the video play out around them as if they were
sitting/standing with the video going on around them in real time.
2. Navigational System
- Users of the VR application are likely to have no experience with the layout of Shiley
Hall. This meant it was necessary to create a system that could relay basic
information about what they would encounter if they went a certain direction. Large
green arrows were placed in the Shiley Hall model with a voiceover feature becoming
enabled if they were selected by the user. This voiceover explains what is in front of
them, and what they will find in that direction if they continue moving that way.
3. Gamification System
- Because tours can become stale in a short amount of time, it was decided that a major
part of the VR application would be dedicated to creating gamification features that
would pique the interest of its users. Music, throwable objects, and a scavenger hunt
are just a few of the many features that were added to the application.
4. Level System
- Since the VR application is built using UE4, a game engine, the overall design of it
resembles a video game with different levels being loaded during its execution.
 Starting Level: The starting point of a user’s experience. The user can open
the Shiley Hall Level and the Help Level from here. In addition, the
Scavenger Hunt System can be toggled on and off from here.
 Shiley Hall Level: This is the touring level of the application. The model of
Shiley Hall resides here and is where the user interacts with most of the
gamification elements.
 Help Level: Simply a level that can aid in helping a user understand how to
work the controls of the application. The user has the option to return to the
Starting Level from here.
 Memory Bubble Levels: Each memory bubble itself has its own level. The
user is teleported into the center of the sphere of each level when opened
where they can view the video as it plays. Users return to the Shiley Hall
Level whenever they please by selecting the orange teleporter on the inside of
the sphere.
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5. VR Equipment
- Virtually everybody is familiar with how to navigate a computer, which makes the
web application easier to learn and navigate. The VR application requires a headset
and two controllers (plus VR software) in order to work properly. Without this
equipment, a user would be unable to use the laser that projects out of the controllers
to select and interact with objects in the levels.
Project Features Web Application:
The web application is an extension of the VR application, and therefore has very little
difference in terms of features. The shared features are close to the entirety of the web
application, but there are a few key differences.
1. Website Links
- The web application provides useful links to University of Portland websites. Users
can find links on how to schedule campus tours and application information as well.
2. In-Depth Information
- The web app provides more detailed information about the University of Portland
than the VR app does. Information about current events and a multitude of
informational web pages all come together to make the web app a better
informational product.

Feature Overview
With the project split up between two different development paths, both projects had to
determine the necessary features to be developed in order to create a polished experience. The
following is a brief overview of some of the problems and features that each development path
had to solve in order to create a finished product. A more in depth look on each of these and
others will occur later in the document.
VR Application:
1. What platform do we develop this on?
- UE4 and Unity are the two most popular options, but how does the team decide
which one to use?
2. What equipment do we need to test these applications, specifically VR? What
permission are needed on the capstone computers?
- There are different choices of headsets to use, so the team had to decide which
one was the best to use. In addition, due to security on capstone computers,
getting permission to use VR applications on them was complicated.
3. Inside of VR, what is the best option for movement for a user? How do we stop
them from getting motion sick easily?
- The team had to decide what type of movement system would be necessary in the
VR application. Free movement is liberating but can cause people to become
nauseous quickly.
4. What type of touring elements should be added to the application?
- The question was whether our users need a guide with them in the VR, or if they
should be able to explore freely without interruption. In addition, how do we
guide people to locations and incentivize exploration?
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5. How to create a virtual model of Shiley Hall inside of UE4?
- Multiple ways exist to map images to 3D models, but some are harder and more
expensive than others. It took hundreds of dollars and multiple hours to get an
actual model of Shiley into UE4 (Figure 1).
Web Application:
1. What medium should be used for development?
- After the UE4 -> HTML5 plan failed, it had to quickly be decided what front end
development languages to use to get the web application started.
2. What information should be available (Figure 2)?
- Students and parents will be visiting the app’s web pages, what information are
they most inclined to see? Meeting with actual admission counselors aided in
tailoring the information displayed and created.
3. How does one navigate the app (Figure 14)?
- Should all the information be on one page? Or is a more structured layout better
for the user? Where should the Shiley Hall tour be placed?

Figure 1: A look at the finished Shiley Hall Level of the VR application.
Shiley Hall inside of a UE4 level completely with all gamification elements.
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Figure 2: The home page of the web application. All
other pages can be navigated to from here.

Document Summary
The rest of the document is as follows:
1. Technical Outcomes: In-depth descriptions of the features of our project
- VR Application
- Web Application
2. Process Outcomes: An analysis of systems and processes the team used during
development.
- Systems
- Testing
3. Conclusions
- Lessons Learned
- Assessment
- Future Work

Technical Outcomes
The VR Application was the part of the project that took up the most amount of time, due
to three of the individuals on the team working on it. In addition, it was the aspect of the project
that the team wanted to be the main success point, since it is a novel and state of the art way to
bring a tour to a student. The VR application is made up of many different features, and while
some of these features were anticipated and created as envisioned, other aspects of it ended up
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being more challenging and required revision. Below is a list of the aspects of this application
that had to be considered during the creation of the product (Figure 3).

3D MODEL OF SHILEY

MOVEMENT SYSTEM

USER INTERFACE

GAMIFICATION

NAVIGATIONAL
SYSTEM

MEMORY
VR HEADSET/
EQUIPMENT
BUBBLES
All
USER
EXPERIENCE

Figure 3: Block Diagram of VR Key Design Aspects

BLOCK: 3D Model of Shiley Hall (Figure 1)
 This is the main area that where users interact with the product. This model contains a
large region of Shiley Hall, most importantly, the main lobby, and allows the user free
exploration through it. This is the space in which they can tour the building as well as
where the gamification is implemented into. To work properly, this block is dependent
upon the Movement System and Gamification elements the most to make it an enjoyable
experience.
BLOCK: User Interface Load Screen (Figure 9)
 This block corresponds to all the information and navigational routes a user experiences
before being put into the 3D model to explore. There are “Help” and “Start” objects that
a user can press while they are in the starting level. This interface provides the design of
how to navigate inside of the application.
BLOCK: Gamification
 This refers to the overall process of making this application more immersive for the user
by providing features that will interest many of its many users. As of now, this is
complete with Memory Bubbles, Informational Popups, Navigational Arrows, and
throwable coffee cups. It is dependent upon the Movement System to function properly.
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BLOCK: VR Headset/Equipment
 This will be needed to test out all the other blocks in this diagram. Everything needs to
be working for the VR headset to properly give the user the experience needed.
BLOCK: Movement System
 In order to explore an environment such as Shiley Hall in a VR setting, it is pertinent
there be an established movement system within the application. In addition, it is
necessary that this system not induce visual strain on users (i.e. Nausea). This will allow
a user to explore the full environment of Shiley Hall. This system is of prime importance
if any gamification of the application is to occur.
BLOCK: Navigational System
 This block refers to the arrows system implemented inside of the Shiley Hall level. Users
can select these and figure out which areas they wish to explore next. This block is
wholly dependent upon the model and movement system to work properly.
BLOCK: User Experience
 This block refers to the overall design of the VR application at large. It essentially
involves and is dependent upon every other block in this diagram, because the user is
interacting with each block for the experience.
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Challenges of VR application
Choice of medium:
- The first challenge of starting this project was figuring out exactly how to build it,
and with what tools. As stated earlier, it was decided early on that it was going to be
made with a game engine, which is a tool that contains a physics engine, graphics
renderer, and complete editor for coders to use to create interactive applications or
games. Three of the individuals on the team had experience with Unreal Engine 4
(UE4), due to a game design class they had taken a few semesters before. However,
because of the research that had been done, it was thought that some of the aspects
that would go into the project would be better suited for Unity, another popular
gaming engine. Unity had better support for importing a large file, which would
contain the model for Shiley Hall, and the team was unsure how UE4 would handle it.
However, because of the vast amount of knowledge about UE4, it was decided that
although it might be more complicated in certain areas, UE4 would be easier for the
development process (Figure 4).

Figure 4: Image of the UE4 Editor. The Shiley Hall
Level is in the background.
VR Set Up/VR Equipment:
- Unfortunately, due to security features installed on UP capstone devices, nothing was
able to be tested out in VR for several weeks. Development could still be done, but
there was no way to check if code worked properly. Windows Mixed Reality, an
application that connects with SteamVR to allow VR usability with UE4 was not
enabled on the capstone computers. Although this was resolved within two weeks, it
still led to a minor slowdown in development due to features being unable to be tested
with the Samsung Odyssey headset being used.
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Deciding on Gamification Features:
- A major component of the VR application that was necessary to get right was the
amount of gamification to add (Figures 5 and 6). Initially, the team envisioned an
application that would be able to have multiple people inside of Shiley Hall at the
same time; a multiplayer environment. However, it quickly became apparent that it
was not the most feasible feature to implement. Instead, the gamification elements
that were added include “Informational Pop-Ups”, “Throwable Objects”, and
“Memory Bubbles”. Below are photos of each of these features along with a quick
explanation of them. Overall, the gamification elements added were very similar to
what was envisioned at the start of the project. Multiplayer was canceled, but core
features the team believed would add engagement and fun interaction for the tour
were implemented successfully.

Figure 5: Example of a gamification feature. A coffee
cup that can be thrown around inside of the Shiley Hall
level.

Figure 6: Example of a gamification feature. An
informational popup that can be viewed in the opening
area of Shiley Hall.
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Shiley Hall VR Model:
One of the main questions at the start of the project was where the model of Shiley Hall
was going to come from. There were essentially two options, and both were rather challenging.
The first was to take custom photos of the entirety of Shiley, or a small subsection, and then
stitch them together using a third-party software to create a 3D space. The other was to hire out
a third party to create a 3D model with specialized cameras for a high cost. The team found that
nobody had experience with photo editing or camera work on a large scale, and so creating a
model would have taken up a large amount of time and looked unprofessional too. Because of
this, it was decided to hire out a third party to take the pictures and create the model.
This went extremely well, and even though the project’s budget was drained by half, the
model was delivered by the third party in a timely manner, and it was imported into UE4
successfully. However, a problem that occurred during this transition was that UE4 had trouble
identifying and mapping all the textures of the model when it was imported, causing a large
majority of the model to be missing certain chunks, jagged edges to stick out, and areas of the
model to be void of any material. Hundreds of dollars had been spent on getting this model, and
even though it was better than what manual pictures could have created, it still needed major
work to look professional. Regardless, getting the model into the project went rather well,
although the product was less polished than hoped. (Figure 1)
Movement In VR:
A large majority of users in VR can easily feel sick and disoriented if the movement
system of the game of application is inadequate. In fact, nausea can even occur in games where
the movement system is known to be less stressful on the brain since some people are just
inclined to motion/VR sickness. In order to combat this, the team knew that it could not create a
game where free movement was allowed, in the sense that you could move anywhere at any
time. Other VR applications do not allow this as well, since this has the negative maximum
effect on the brain. Therefore, it was decided to create a system in which users could point and
click where they would like to teleport to, and they would appear wherever they were pointing
with the controller. This gave them the freedom of navigation, but in a restricted way such that
their brain knew exactly what was going to happen when they pushed the teleportation button
(Figures 7 and 8).
Originally, it was thought that this system would use the entire floor system and
staircases to allow teleportation; Anywhere that was not a wall or ceiling could be selected to
teleport to. However, this presented some problems since it would difficult to detect collision on
stairs and keep users from teleporting to locations that may make them stuck. Thus, it was
decided to create teleporters instead. Essentially, these teleporters were the only objects you
could select to teleport around, and it became a challenge to figure out where to place the
teleporters to allow access to everywhere in the building and intuitive touring throughout the
model of Shiley. It added a gamification element to the tour, since portal looking teleporters
were now what allowed you to move.
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Figure 7: Teleporters on the ground, stairs, and in the
air dictate where you can move to in the application.

Figure 8: Image of Teleportation Feature
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In Game Navigation (User Experience):
User experience was a large part of what the team wanted to implement correctly. It was
decided that having only one level where the model of Shiley Hall was and then a black screen
once you exited was a bad idea. The goal was to have multiple levels, such as a starting level, a
help level, and a main level that would allow users a complete option of moving through the
application smoothly. At first, development started on a 2D window that would pop up once the
application was started, and several buttons would be available to select to determine which level
to move to next. The problem with this though was that overlaying a 2D screen in front of a VR
display caused the screen to become attached to the user’s field of vision. Turning left or right,
this screen was always blocking the user’s vision and produced an ill effect. To remedy this, an
entire level dedicated to the “Start” was proposed and created (Figure 9). An entire level,
situated on a valley with small hills around it, holds the interactable objects that can be selected
to go to the tour, the help menu, or the options menu. Giving users the freedom to move around
in the start level is a beneficial feature, since they can practice teleportation and VR controls
before the tour even starts. In addition to this, the controls allow people to immediately exit
from the tour and be placed into the help level, where they can navigate to the start level, or
resume the tour if they want to. Other levels exist as well, such as multiple memory bubble
levels, and these also give the users the freedom to freely move between them.

Figure 9: Starting Level That Allows Travel To Other
Areas of Application
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Figure 10: Image of Memory Bubble that Teleports a User To
Different Level.

Memory Bubbles:
The team knew that one of the main gamification elements that would be added to the
application was memory bubbles. These memories, or videos of a specific event occurring near
or within Shiley, were added to the application rather easily. Unfortunately, it took a bit more
work to make them look professional, since the mapping of the 360º equirectangular video to a
sphere in VR was poor in nature. Lots of clarity and pixels were lost, and it took lots of research
and experimentation to add minor quality to the videos. Overall, the videos are in the
application, but they are not the quality that was hoped for even though they are much better than
originally. In addition, the videos are only about 15 to 30 seconds long, due to file constraints on
size with GitHub, which is shorter than what was desired (Figure 11).

Figure 11: A Memory Bubble of the Quad at the
University of Portland.
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Model Clarity/Textures.
Once the team got the model of Shiley into UE, it became apparent that there was some
lost quality with the transition. Certain textures were off in the model, and there were even some
holes in the model itself, causing locations to look unfinished and unprofessional. This was one
of the last parts of the project the team worked on, and it became a challenge of how to fix the
model. The team had no experts with computer graphics, or tools such as Blender, but decided
to attempt it anyways. Overall, large portions of the model were completely deleted, mostly
things such as water fountains or hand-railings, things that are hard to capture angles of or
recreate in Blender (Figure 12). Other objects were smoothed out to make them more
presentable, such as all the staircases in the model.

Figure 12: Blender model with smoothed out hand
railing, but not yet textured.
Web Application Creation:
One of the perks of using UE4 was that the team believed that it would be possible to
create the VR application and then package it as a web application using the UE4 framework.
Essentially, the team created a simple VR application and then tried to port it over to this web
version, but even in the simple VR application had major issues and was unable to port
successfully. After further investigation, it was found that this process is still in the beta for
UE4, and that it would take major debugging on processes the team was unfamiliar with for it to
possibly be successful. Therefore, the team decided that a separate web application would be
built by itself, separate from the UE application. This web application and its features will be
discussed later in the document.
Model Collision Creation:
As stated above, it was initially thought that the floor and stairs would be used as
teleportation in the model. Due to various concerns, the teleportation was changed to portals that
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were placed around the model. However, the work needed to allow teleportation everywhere,
which was adding manual collision to every square inch of the floors had already been done.
Adding another aspect of gamification, a throwable/breakable coffee mug, became possible
because of this and it was implemented into the VR application.
It was thought that users would be even more immersed if they could interact and change
how their surroundings look inside of Shiley. Thus, mugs that could be picked up, thrown, and
broken were added to the application. Adding “Sprays” and “Markers” into the game was also
considered, which would have allowed users to draw on walls, or place images on walls of their
choosing. However, given the main part of this project was the touring aspect, having multiple
objects such as these would have detracted from the overall goal of the application.
Adding Touring Elements into the Model.
Since users will not have any familiarity with Shiley Hall, some sort of touring aid was
needed to help navigate them through the model. Initial ideas thought that this might take the
form of a virtual person who would talk to the users when they got to certain parts of model to
give them information about where they were and what they were looking at. However, due to
time constraints, a simpler method was used, which involved adding arrows that could be clicked
on to provide a voiceover for what would be found if they went that direction. Eight of these
arrows were added, each of which has a unique voiceover accompanied with it when selected
(Figure 13).

Figure 13: Navigational Arrows that Point to Different
Parts of Shiley Hall.

VR Feature Milestones:
While there were many features added into the VR application, a few of these were much
more difficult to implement than the others.
1. 3D Model of Shiley
- Multiple hours were spent getting the model into UE4, and it was a relief when it
successfully was shipped into the level.
2. VR Equipment and Testing
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-

At the start of the project, due to permission issues on the UP network, the team could
not actually test the VR application. Once this issue was fixed, development was
much faster and allowed progress to be made much quicker.
3. Memory Bubbles
- It took a large amount of time to map the videos to the spheres inside of the levels in
UE4. Once the system worked properly, the main aspect of gamification that was
hoping to be accomplished was finished, which was a huge accomplishment.
4. User Flow
- Allowing a user to flow between levels and have an intuitive sense on how to get
back to certain locations was a problem that needed to be solved quickly. Once
teleportation between levels was finished, it made the application feel more
professional and complete during testing.

Challenges of Web Application

Figure 14: Overview of the flow of the Web Application.
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Choice of medium:
Initially, it was thought that it would be possible to create a VR web app by compiling the
UE4 executable to HTML5; however, due to trial runs and UE4 highlighting this task as an
“Experimental Feature” the team pivoted. After careful research trying to find a language or
framework that would be suitable for a web application, the frontend framework of React JS
combined with HTML, CSS, and JS was picked (Figure 15).

Figure 15: Example Code of ReactJS combined with
CSS, JS, etc.

Displayed Information:
With a large amount of potential information to be shared with new prospective students,
figuring out how to prioritize which features of information to showcase became a question to
address. Instead of going with assumptions, the team met with University of Portland’s
Admission Team to further understand the funnel of information that new students, families, etc.
want to see. This is led to the information architecture of an overview page, academic school
page, student life page, and an events page (Figure 16). Each of these categories of information
consists of information based on the feedback that was gathered from interviews with new
students and the admission’s team.
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Figure 16: Example of Different Information Found
on the Web Application
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Navigation of Web App:
In addition to the large informational architecture of the app design, navigation was a
major component that had to be fluid. A horizontal menu bar was created that showcases the
main categories of the site (Figure 17) that each contain drop down menus. Due to careful
testing, the design allows users to understand where they are in the app, while allowing them to
continue exploring. Originally, the intent was to add a menu list in the middle of the overview
home page of University of Portland; however, users has a difficult time reaching new pages
from there. If there had been more time, the team would have liked to implement a search box to
allow users to locate exactly what they want to view. The search box is currently on every page
but without any event handlers or JS functions to execute any actions.

Figure 17: Tool Bar of Web App that Allows Navigation.
WebApp Feature Milestones:
While there were many features added into the web application, a few of these were
much more difficult to implement than the others.
1. 3D Model of Shiley
- Multiple hours were spent getting the model into the Web Application, and it was a
relief when it successfully connected with the third-party software to run correctly.
2. Teleportation in Model
- For most of the project, a user only had the ability to manually move through the
model at a set speed. Once the feature of being able to teleport to certain locations
was implemented, it made the model feel more professional and easier to navigate.
3. User Flow
- Allowing a user to flow between pages and have an intuitive sense on how to get back
to certain locations was a problem that needed to be solved. Once all the links and

VirtualUP 21
layout of the pages was finished, it marked a pivotal moment in the design journey of
the application.

Process Outcomes
This section will talk about and reflect on different aspects of the project and how they
related to successes and failures. It will showcase how closely the team followed the initial
sprint outline created at the beginning of the fall semester, and how it evolved over the coming
months. In addition, this will help those who may want to continue with a project such as this to
have a higher chance of success.
Trello and Slack:
The team used both Trello and Slack for planning and keeping track of individual
assignments throughout the sprints. Overall, Trello was used heavily at the beginning and end of
each sprint but were forgotten about during the middle. It was a useful tool for planning each
sprint out and assigning tasks, but when it came down to updating cards and keeping track of
hours, it was mostly done over text messages and physical meetings. Overall, Trello was
important in some cases but not used consistently.
Slack was used on a more consistent basis than Trello for the entirety of the project. This
was the site that the team used to keep in contact with Matthew Young, the project’s Industry
Advisor, and to keep up to date with one another on certain parts of the project. Large files and
shared documents were also used heavily on this site, and it was overall an asset for the team’s
organization and communication.
Testing:
This is an application that has been created for prospective students, their parents, and other
individuals who may be interested in a virtual touring experience. It was necessary that this
product be tested on a wide range of individuals to ensure that the team was not creating features
that were harmful to the users. Over the last few months, the team has remained steady to that
commitment, with multiple testing demonstrations involving recruiters, college students, and
faculty having been done. Although these were successful, with helpful feedback being given at
each stage, the team does recognize that it did not go far enough in recruiting testers. Specifically,
it would have been beneficial to have gotten input from current high school students who are close
to starting the college application process. The bullets below explain some of the testing that was
done and how the feedback changed some of the aspects of the project.
1. University College Recruiters
- Midway through this project, the admissions department became interested in it. They
decided to become a late sponsor, and with that the team thought it would be of great
benefit to get feedback from them, since they are on the frontline of the process the
project is trying to help. The team showcased the project, both the VR and Web
Application, twice over the past few months, and the feedback they gave helped to
transform the layout of the web application majorly.
2. Faculty
- Dr. Vegdahl, the faculty advisor to team was a constant source of testing for the VR
application. Whenever new features were added, completed, or needed testing, Dr.
Vegdahl would be the first to try them out. Whether it was in his explicit feedback on
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features or finding flaws in the design of the application based on watching him
navigate it, Dr. Vegdahl contributed to sharpening the features found in the VR product.
3. College Students/Random Sample
- VirtualUP presented at the Shiley Winter Showcase in early December of 2018. At
this showcase, a live demo was set up so that any individual looking at student projects
could test out the VR application (The Web Application was not ready for testing by
this date). Multiple students tried out the demo, along with other adults. By observing
these people interacting with the demo, information such as new bugs and navigation
issues were able to be identified and addressed within a few days.
4. High School Students
- Unfortunately, no testing of this application on high schoolers was done before the code
completion due date of this project. Multiple attempts were made to contact a school
nearest to UP, but communication fell apart after a short string of emails. However,
testing is being done on April 7th for “Weekend on the Bluff” in Shiley Hall that will
give important information as to whether VirtualUP helps to solve the complex
problem of choosing a college.
Project Contribution:
1. Mitchell Nguyen
- Mitchell worked on the UE4 VR application and was behind features such as the
informational popups and model collision. Mitchell was also a key part in keeping
the project organized and took notes at every major meeting, sending out summary
emails each time to keep the team informed and focused.
2. Sean Tollisen
- Sean worked in the UE4 VR application and was the technical lead and designer for
certain user experience systems. Sean maintained the VR systems and connected
them to UE4 for testing and worked on adding lasers to hand controllers for
movement purposes. Another aspect Sean worked on was beautifying the model in
Blender to make it look more professional.
3. Andrew Ripple
- Andrew worked on the UE4 VR application and was behind features such as Memory
Bubbles, Teleportation, and the Navigational Systems. Overall, the work done by
him led to further gamification elements and a more polished user experience in terms
of the flow of the application.
4. Devin Ajimine
- Devin was the creator of the Web Application part of the project and kept in contact
with the administration/admissions for testing purposes. In addition, Devin was the
liaison between the third-party company that created the model and was essential in
working out the details with them. Devin also helped in filming and the creation of
memory bubbles in the VR application.
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Conclusion
Overall, the aim of the project was to create a way in which students can explore a
college campus from the comforts of their own home. This technology does exist in the form of
360º pictures, such as Google Earth, but informational and gamification aspects are lacking in
these products. The goal is that students and parents come to love all the different experiences
they can have inside of these two applications, and that this will allow for a new way of campus
tours to become mainstream. Whether it is the informational pop-ups, or the memory bubbles
that users enjoy, they will be participating in a new experience that has not been done before in
the current market.
Throughout the capstone experience, difficulties arose, and certain features had to be
discarded due to a lack of time/resources. Below is a summary and guide for what was learned
during this experience, and what additional work this project could use if another team was to
continue work on it.
Lessons Learned:
As with any project, everything did not go smoothly. Problems arose in areas least
expected, and the amount of time certain features/parts of the project took varied heavily from
estimates. Since this iteration of VirtualUP is finished, it is important to pass along some of the
lessons learned so that future students who may work on the continuation of this project can
avoid them.
1. Retexturing is Difficult
- If students use the same third party to map buildings as this group did, then it will
be necessary to edit the model that is received. Unfortunately, there was nobody
who was experienced enough in Blender to fix the issues with the Shiley Hall
model correctly and attempts to fix it were done in the latter half of the project. It
would help if a member of a new group took up the challenge of becoming skilled
at an application such as Blender so that future models look professional.
2. More Angles
- This point is similar to the one above but has to do with the creation of the 3D
model. While in contact with a third party, even if it does cost more money, have
them take more photos of the building they are mapping from as many angles as
possible. This will allow the model produced to have less amount of clean-up
needed with it. The lack of angles in the Shiley Hall model produced sharp edges
with chairs and tables in the back of rooms.
3. Contact Testing Sites Early
- Testing the applications is a large part of what makes a product successful.
Although multiple parties tested VirtualUP, it was not until after coding had
ended that actual target users were able to be tested. Planned testing of high
schoolers fell through after communication stopped with an individual at the
school, which shows that having backup testing sites is a necessity. Not every
testing plan will work, so begin testing early and contact locations before the
second half of the project to work out details.
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Assessment
Below is a quick rundown of things that the team believes went well and what could have
used some improvement. This will cover anything from feature implementation to teamwork.
Good:
1. The team maintained a good work schedule and finished features and tasks by
deadlines.
2. Rarely were feature cards abandoned in Trello. They were either replaced with
something new, or there was a good reason to remove the feature.
3. The team had a good sense of what made the product unique. Ideas and additions to
the project came naturally.
4. Everybody had a certain part of the project that was their domain, but communication
between them and work that required multiple domains was well executed.
5. Consistent testing of the product occurred with a variety of sources that will be
covered later in the document.
Bad/Needed More Work:
1. Although testing was consistent, more testing was needed with certain groups,
especially high-school students.
2. Individuals needed to be more consistent in terms of work habits. For example,
although features were completed by the end of the sprint, it sometimes wasn’t until
the last minute.
3. Initially, the amount of gamification features that was thought to be necessary was
overestimated. There was a struggle as to which gamification elements to pursue, and
some time was wasted developing features that did not end up in the final product.
Future Project Vision:
1. Additional Work on Web Application
- Like the VR application, it was initially thought that the web app would consist of
features other than just the Shiley Hall model (Gamification, etc.). The initial idea
was to deploy the 3D model into the web app and figure out how to add features
such as memory bubbles. However, it is not possible to design the memory
bubbles as they are in VR, so an alternate design must be implemented. The tour
of Shiley on the web application is hosted through a third-party site, which means
that it is necessary to connect to their SDK and use the tools associated with that
to implement gamification. Creating these features could be focused on for 1-2
sprints to figure out how exactly to mimic the VR features inside of the web
application.
2. VR Executable
- A major feature that was attempted was creating an actual executable file of
VirtualUP from UE4. It would be beneficial if the application could become
mobile and downloadable by anybody with the exe, instead of having to run it
through the UE4 editor. Currently, multiple errors occur when trying to build the
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exe, and no fix has worked to make it viable. Future work would be to fix these
issues and make VirtualUP much easier to run from anywhere.
3. Model Improvements
- The model received from the third-party company that created it looks fine with
the web application, since it is hosted on their website. However, inside of the
UE4 application, the transformation from the file to the level caused multiple
issues to become present in the model. Certain textures were incorrect, jagged
edges were not mapped correctly to objects, and holes were apparent throughout
the model as well. This was something that the team attempted to fix, with
Blender being used to modify the major issues found in the model, with those
areas either being explicitly deleted or modified heavily to look better.
Unfortunately, even with the Blender improvements, the edited model that was
reimported into UE4 still has major issues. The major problems in the original
model were fixed, but unforeseen texturing issues due to deleting certain areas
have made other parts of the model worse than they were before. It would be
necessary for a future team to learn Blender to a more professional degree than
this capstone group had and adjust the model so that it looks more natural.
4. Memory Bubble Improvements
- As stated earlier, mapping a 360º video to a sphere caused issues with the quality
of the video. Multiple hours were spent trying to fix this issue with software such
as Handbrake (Video Software), yet very little progress was made. Future work
would be to increase the quality of the memory bubble videos and try to make
them as HD as possible.
5. Expansion of Buildings Mapped
- As of now, Shiley Hall is the only building that has been mapped out into a 3D
model and built into a touring application. Future teams, now that a workable
product has been built, could easily work on mapping out more academic
buildings/other locations on campus. Since key aspects such as teleportation and
navigational systems have been implemented already, all the work required would
be copying these systems over into a new environment and setting them up to
work properly there. Having multiple buildings next to one another in UE4 could
allow exploration of a virtual campus, not just one virtual building.

