There has been much recent interest, initiated by work of the physicists Hatano and Nelson, in the eigenvalues of certain random, non-Hermitian, periodic tridiagonal matrices and their bidiagonal limits. These eigenvalues cluster along a "bubble with wings" in the complex plane, and the corresponding eigenvectors are localized in the wings, delocalized in the bubble. Here, in addition to eigenvalues, pseudospectra are analyzed, making it possible to treat the nonperiodic analogues of these random matrix problems. Inside the bubble, the resolvent norm grows exponentially with the dimension. Outside, it grows subexponentially in a bounded region that is the spectrum of the infinite-dimensional operator. Localization and delocalization correspond to resolvent matrices whose entries exponentially decrease or increase, respectively, with distance from the diagonal. This article presents theorems that characterize the spectra, pseudospectra, and numerical range for the four cases of finite bidiagonal matrices, infinite bidiagonal matrices ("stochastic Toeplitz operators"), finite periodic matrices, and doubly infinite bidiagonal matrices ("stochastic Laurent operators").
Introduction
In this article we investigate random matrices in a class that we denote by (1.1) bidiag N {X, 1} , where X is a random variable taking values dense in a compact subset supp(X ) of the complex plane C. The meaning of this notation is that each A ∈ bidiag N {X, 1} is an N × N bidiagonal matrix in which the diagonal entries are independent samples from X , the superdiagonal entries are equal to 1, and all other entries are 0:
Such matrices have been considered previously under the name of "one-way models" by Brézin, Feinberg, and Zee [7, 17, 18] , except with a corner entry a N 1 = 1 included to make the structure periodic and permit nontrivial eigenvalue analysis. They arise as a limiting case of the nonsymmetric random periodic tridiagonal matrices introduced in 1996 by Hatano and Nelson [27, 28] . Although our results hold for general compactly supported probability distributions, two choices of X will be of particular interest, which we denote by The abbreviation X = {±1} denotes the random variable that takes values ±1 with equal probability, generating perhaps the simplest nontrivial class of nonsymmetric random matrices,
Feinberg and Zee call this (again with a N 1 = 1) the "one-way sign model." The abbreviation X = [−2, 2] denotes the random variable that takes values in the interval [−2, 2] with uniform probability. The matrices this random variable generates, which are equally easy to analyze, capture some of the essential features associated with the Hatano-Nelson model [27, 28] , including, as we shall discuss in Section 7, a "delocalization transition." We offer this article as a contribution to the heretofore nearly empty intersection of two fields: the study of random matrices and the study of pseudospectra for matrices that are nonnormal (i.e., matrices whose eigenvectors, even if a complete set exists, cannot be taken to be orthogonal). Random matrices, particularly their eigenvalues, have been a familiar topic for about fifty years in physics [38] , statistics [39, 62] , and numerical analysis [15] , and more recently in number theory [3, 34] . In condensed-matter physics, the subject was made famous by Wigner's semicircle law [61] and the phenomenon of Anderson localization (exponential decay of eigenvectors) [1] . These and many other developments in random matrix theory have emphasized Hermitian matrices, the setting for classical quantum mechanics, but random non-Hermitian problems have been studied, too, since the early work of Ginibre [19] , by the authors mentioned in the first two paragraphs, and by Efetov, Fyodorov, Girko, Goldsheid, Janik et al., Khoruzhenko, Silvestrov, and Sommers, among others.
Pseudospectra and related quantities for nonnormal matrices and operators were first investigated in the 1970s and 1980s [20, 36, 58] and became a standard tool in the 1990s [9, 50, 51, 54] , with applications in fluid mechanics [56] , numerical analysis [29, 43, 48, 49] , operator theory [2, 5] , control theory [30] , Markov chains [32] , differential equations [10, 11, 44] , and integral equations [41, 42] . In all of these fields it has been found that in cases of pronounced nonnormality, eigenvalues and eigenvectors alone do not always reveal much about the aspects of the behavior of a matrix or operator that matter in applications, including phenomena of stability, convergence, and resonance, and that pseudoeigenvalues and pseudoeigenvectors may do better. We shall show that random bidiagonal matrices also follow this pattern. As has been found previously in studies of Toeplitz matrices [5, 6, 46] and magnetohydrodynamics [4] , the consideration of pseudospectra rather than spectra for these matrices sheds light on the exponential (with respect to N ) sensitivity to perturbations of eigenvalues and eigenvectors and eliminates troubling discontinuities in the limit N → ∞. It also allows the delocalization phenomenon to be analyzed without recourse to eigenvalues or eigenvectors and without the need for nonzero corner entries.
Previous works emphasizing the nonnormal aspects of random nonsymmetric matrices include [12] and [59] . A report on the pseudospectra of random triangular matrices is in preparation [16] , which will present analytical results motivated by experiments in [50] and [58] . The significance of pseudospectra for the HatanoNelson model, and the limited significance of eigenvalues, eigenvectors, and corner entries for that problem, have been pointed out by the first author since late 1997 [52] .
Our theorems are summarized in Table 9 .1 at the end of the paper.
Spectra and Pseudospectra
The spectrum of an N × N matrix A, which we denote by (A), is its set of eigenvalues, a finite subset of C consisting of at most N points. For each z ∈ C, the resolvent of A at z is (z − A) −1 if this matrix exists; here z − A is an abbreviation for z I − A, where I is the identity. An equivalent definition of (A) is that it is the set of numbers z ∈ C for which (z − A) −1 does not exist; see, e.g., [33] or [45] .
Since the eigenvalues of a bidiagonal matrix are its diagonal entries, the spectrum of any A ∈ bidiag N {X, 1} is a subset of supp(X ). Thus there is not much to say about the spectra of these matrices. The most interesting fact is that they behave discontinuously in the limit N → ∞, as can be seen by comparing our Theorems 4.2 and 5.1. Such a discontinuity was pointed out by Davies [12] and Goldsheid and Khoruzhenko [24, 25] , and as already noted, it is one motivation for considering pseudospectra instead.
The pseudospectra of a matrix A are compact sets in the complex plane. They depend on vector and matrix norms, and all our discussion is based on the familiar choices
Ax , although many of our statements can be generalized to other norms. The 0-pseudospectrum 0 (A) is the same as the spectrum (A), and for > 0, the -pseudospectra are strictly nested sets that expand to fill the plane as → ∞. We can define (A) in various equivalent ways: DEFINITION 2.1 For any ≥ 0, the -pseudospectrum (A) of a matrix A is the set of numbers z ∈ C satisfying the equivalent conditions
iii) Au − zu ≤ for some vector u with u = 1, and (iv) z is an eigenvalue of A + E for some matrix E with E ≤ .
Here σ min denotes the smallest singular value, and we follow the convention of
Conditions (i) and (ii) assert that (A)
is the subset of the complex plane bounded by the −1 -level curve(s) of (z − A) −1 or the -level curve(s) of σ min (z − A). Condition (iii) concerns the existence of an -pseudoeigenvector. Condition (iv) asserts that (A) is the set of all complex numbers that are in the spectrum of some matrix obtained by a perturbation of norm ≤ . The equivalence of (i)-(iv) is discussed in [57] , [46] , and [49] , and much more extensive related material can be found in [33] . Figure 2 .1 shows pseudospectra of two matrices from bidiag N {{±1}, 1}, one with N = 100 and one with N = 10,000. 1 The pictures reveal that the nonnormality of these matrices is pronounced. The resolvent norm grows exponentially in a region with the form of a figure 8, more precisely a lemniscate, and for large N and small , the -pseudospectra have approximately this fixed shape, including points far from the real axis. (An example in [46] considers the pseudospectra of 1 In view of condition (ii) of the definition of pseudospectra, pictures like this can be generated by computing σ min (z − A) for values of z on a grid in the complex plane and sending the results to a contour plotter. The work involved is potentially very large, O(N 3 ν 2 ) floating point operations for a ν × ν grid, if the standard O(N 3 ) dense matrix methods for computing the SVD are used. However, our matrices are bidiagonal, so only "phase 2" of an SVD computation is needed, involving the QR or LR or divide-and-conquer algorithms, and this reduces the operation count to an easily manageable O(N 2 ν 2 ) or O(N ν 2 ), depending on whether one computes all the singular values or just the smallest [13, section 5.4] . Since the bidiagonal SVD is not accessible in MATLAB, we have achieved the speedup to O(N ν 2 ) instead by computing σ min (z − A) by Lanczos inverse iteration, as described in [53] . Each plot of Figures 2.1 and 2.2 with N = 10,000 took 5-10 hours to generate on a Pentium III workstation, essentially the cost of solving on the order of 10 6 bidiagonal systems of 10 4 equations. The plots with N = 100 each took about ten minutes. N = 100 N = 10,000 FIGURE 2.1. Spectra and pseudospectra in the complex plane of typical matrices from bidiag N {{±1}, 1}. The solid dots, at z = ±1, are the eigenvalues. The contours, from outside to inside, are the boundaries of (A) for = 10 −2 , 10 −6 , 10 −10 , 10 −14 , . . . , 10 −30 .
matrices of this form in which the diagonal entries ±1 are not random but strictly alternating.) There is also some weaker growth of the resolvent norm outside the lemniscate. Figure 2 .2 shows analogous pictures for the case bidiag N {[−2, 2], 1}. The behavior is similar, except that instead of a lemniscate we see a "Hatano-Nelson bubble." Outside the bubble, there is again modest growth of the resolvent norms, and inside the bubble, the norms are again exponentially large. We see, for example, that a matrix perturbation of norm as small as 10 −30 may again change the eigenvalues for N = 10,000 completely, making them lie close to the bubble. Introducing a nonzero corner entry a N 1 would be an example of such a perturbation. It is a tenet of the theory of pseudospectra, however, that these sets reveal more than just the motion of eigenvalues under perturbation: They have implications for the behavior of the unperturbed matrix, too. For example, the strong transient effects that make streamwise streaky structures ubiquitous in high Reynolds number shear flows are linear but nonnormal in origin; they can be explained by pseudospectra but not by spectra [47, 56] . Some estimates of the behavior of a matrix that can be obtained from a knowledge of its pseudospectra are reviewed in [51] . We will now develop theorems that make the observations of Figures 2.1 and 2.2 precise.
Four Subsets of the Complex Plane
Our results, which are closely related to the results of Goldsheid and Khoruzhenko [24, 25] and Brézin, Feinberg, and Zee [7, 17, 18] , among others [8, 31] , are based on the explicit computation of the resolvent of the bidiagonal matrix A. In the 3 × 3 case, since
we see that if x j is the j th diagonal entry of A, then
If z = x k for one of the terms in the product or sum, the formulas are still valid if we define |r i j | to be ∞.
We now ask what (3.1) and (3.2) imply about the behavior of |r i j | as j +1−i → ∞. We can establish a framework for this as follows. For any i, j, and N with 1 ≤ i, j ≤ N , the quantity |r i j | is a random variable taking values in [0, ∞] determined by the set of matrices bidiag N {X, 1}. However, it is easily seen that this random variable depends only on j + 1 − i, not on i or j individually or on N . Let us call it simply R j+1−i . Now by (3.2), we have
a sum of independent, identically distributed random variables, all equal to log |z − X |. Since |z − X | is bounded above, the expected value of log |z − X |, defined by
necessarily exists: It is either finite or −∞. Here µ is the measure defining the random variable X , with supp(X ) dµ(x) = 1. Accordingly, the number d mean (z) defined by
also exists: It is either positive or 0. (If z ∈ supp(X ), it is positive; if z ∈ supp(X ), it may be either positive or 0.) We can interpret d mean (z) as the mean distance of z to supp(X ) in the sense of a geometric mean weighted by µ.
and for X = [−2, 2], an easy integral shows that we have
Variants of (3.5) arise in numerical analysis whenever one deals with problems of polynomial interpolation in equally spaced points; see, e.g., [35, section 12.2] , [55, chapter 5] .
Since E(log |z − X |) exists, the law of large numbers implies that
or equivalently,
Our three measures of distance of z to supp(X ) are ordered,
and thus they can serve to divide [0, ∞) in general into four subintervals. Our results will distinguish four subsets of C defined by the conditions
(The number 1 in these conditions would become |σ | if (1.4) contained σ instead of 1 above the diagonal.) Either or both of I and II can be empty, but III and IV are always nonempty. The sets are disjoint, with
Any or all of I , II , and III may contain a portion of supp(X ), but IV lies at a distance 1 from supp(X ).
We summarize the observations above in a lemma. Figure 3.1 illustrates these sets for three examples of random variables X . The second and third of these are our choices {±1} and [−2, 2], but since supp(X ) has diameter ≥ 1, the set I is empty in both of these cases. Our first example accordingly takes X to be the random variable distributed uniformly in the complex disk {x ∈ C : |x| ≤ 1 3
}.
For some of our assertions we will need a stronger convergence result than in Lemma 3.1. If we make the additional assumption z ∈ supp(X ), then log |z − X | is bounded below as well as above; this is now a random variable with the best possible behavior, including, for example, existence of the variance and all higher moments. From the existence of the variance we could apply the central limit theorem, for example, to conclude that the distribution of
What we actually need is a somewhat different statement to the effect that the tails of the distribution for finite k are small:
for all k ≥ 1 for some positive constants C 1 and C 2 .
SKETCH OF PROOF:
The condition in question is equivalent (with a change of ) to the condition
which is the same as
Let F(t) be the distribution function for log |z − X | − E(log |z − X |), and, following a standard technique in probability theory, let f (ω) denote the characteristic function of F [26] ,
which is the Fourier transform of dF/dt. The sum of k independent copies of this random variable has the characteristic function ( f (ω)) k , and the inverse Fourier transform gives FIGURE 3.1. The sets I , II , III , and IV for three random variables X . By Theorem 4.2, the resolvent norm of the N × N matrix grows exponentially as N → ∞ for z ∈ I (surely) and II (almost surely), grows subexponentially in III (almost surely), and is bounded independently of N in IV . The boundary between II and III (dashed) is the "bubble" of points whose weighted geometric mean distance to supp(X ) is equal to 1. Theorems 5.1-8.1 relate these regions to the spectra of the corresponding singly infinite, periodic, and doubly infinite matrices.
with a similar integral for values < − . Now since X has compact support, by the standard theory of characteristic functions,
, and f (0) < 0 (unless the distribution log |z − X | has zero variance, in which case the lemma is trivial). Moreover, f (ω) is an entire function of ω, i.e., analytic throughout the complex ω-plane. This means that the contour of integration of the inner integral in (3.12) can be deformed into the complex plane without changing the value of the integral. In particular, let the real axis be replaced by the complex path
, we could take any number in [−
k | is exponentially small. Putting together these estimates, we see that the the integrand is bounded over the whole contour by a function of the form
Random Bidiagonal Matrices
Lemmas 3.1 and 3.2 concerned the entries |r i j | of the resolvent (z − A) −1 , but our main interest is in the resolvent norm, which defines the pseudospectra. The following theorem records a number of facts about these norms. It also makes some statements about spectra, which depend on a definition of what it means for a sequence of sets to converge to a limit. For our purposes the following quite strong definition is suitable.
. . , be a sequence of subsets of C, and let K be a closed subset of C. We say that
if for every > 0, there exists an integer N 0 such that for all N ≥ N 0 , K N and K are each contained in the -neighborhood of the other. We say that
if this condition holds with probability 1. 
s., and if in addition z
∈ supp(X ), then (z − A) −1 1/N → 1/d mean (z) a.s. as N → ∞ (almost sure exponential growth). (iii) If z ∈ III , then (z − A) −1 → ∞ a.
by Lemma 3.1, the result follows on summing a finite geometric series. This leaves condition (iii) of the resolvent norm estimates, which is the most interesting one, since the resolvent norms are diverging to ∞ while the corner entries r 1N are converging to zero. What is going on here is that although on average the entries of the resolvent decrease away from the diagonal, arbitrarily large pockets must (almost surely) appear in which they increase, a phenomenon we shall consider from another angle in Section 6. To be precise, for z ∈ III , since d min (z) ≤ 1, there exists x 0 ∈ supp(X ) with |z − x 0 | ≤ 1. For any > 0, there is a positive probability that a random sample x ∈ X will satisfy |x − x 0 | < . It follows that for any J > 0, a sequence of matrices A 1 , A 2 , . . . from bidiag N {X, 1} for N = 1, 2, . . . almost surely eventually contains a block with diagonal entries x j , of length at least J , with |x j − x 0 | < . The resolvent (z − A)
−1 of such a matrix contains a J × J square block along the diagonal determined by these J entries, and by taking sufficiently small and J sufficiently large, we can make the norm of this square block arbitrarily large. The proof of (z − A) −1 → ∞ a.s. is finished by noting that the norm of the square block is a lower bound for (z − A) −1 . (This argument is analogous to one used by Davies [12] .) To prove that (z − A) −1 1/N → 1 a.s., on the other hand, we can reason as in the second part of (ii), above. As in that argument, the entries with j + 1 − i ≤ √ N have N th roots bounded by 1 in the limit N → ∞ because of the absolute bound on |r i j |, and the entries with j + 1 − i > √ N almost surely have the same property because of Lemma 3.2.
Concerning the spectrum, the inclusion (A) ⊆ supp(X ) is trivial. To establish that (A) → supp(X ) a.s. as N → ∞, we must show in addition that for any , with probability 1, there exists an integer N 0 such that for all N ≥ N 0 , supp(X ) is covered by the -neighborhood of (A N ). Such a result holds pointwise for each z ∈ supp(X ) individually, and the extension to supp(X ) as a set is an easy matter of compactness.
Concerning the numerical range, the inclusion In particular, it explains the exponential growth of the resolvent norms inside the bubble and the slower growth outside. We see that the bubble is defined by the condition d mean (z) = 1; i.e., it is the set of points whose weighted geometric mean distance to supp(X ) is equal to 1; we shall make more of this definition in Section 7. Feinberg and Zee [17] obtained the same formula for the location of eigenvalues in their periodic one-way model, based on a similar result by Goldsheid and Khoruzhenko [24, 25] −100 . Note that the 10 −100 -pseudospectrum is almost identical to the region inside the "bubble" plus two "wings" (actually strings of very small connected components around the eigenvalues) extending outside. Inside this region we have (z − A) −1 > 10 100 , and the norms at the points 0.3i and 0.1i indicated by stars in Figure 3.1 are approximately 10 35,804 and 10 99,698 , respectively. In an application governed by this operator, one would expect that for practical purposes, the behavior would be as if the spectrum included all of the region inside the bubble. We do not know of a previously published plot of a 10 −100 -pseudospectrum, or of pseudospectra of a matrix with dimension in the millions.
Random Bidiagonal Infinite Matrices
For an operator acting on a space of infinite dimension, complications arise in spectral theory that are absent for matrices. It is no longer the case that the spectrum is just the set of eigenvalues. Instead, for a bounded operator A acting in Hilbert space (which is the natural context of our problem, though various generalizations are possible), (A) is the set of numbers z ∈ C for which z − A does not have a bounded inverse (z − A) −1 [23, 33, 45] . Let us be specific about our bidiagonal matrices A of the form (1.2). In the infinite-dimensional limit, we could consider a singly infinite bidiagonal matrix acting on vectors (v 1 , v 2 , . . .) T . We like to think of such an A as a bidiagonal stochastic Toeplitz operator, with domain
(A Toeplitz matrix has constant entries on each diagonal; a "stochastic Toeplitz matrix" has independent samples from a fixed distribution on each diagonal.) Alternatively, we could consider a doubly infinite bidiagonal matrix acting on vectors (. . . , v −1 , v 0 , v 1 , . . .) T . We think of this as a bidiagonal stochastic Laurent operator, with domain 2 = 2 (Z).
Roughly speaking, for these stochastic problems as for their nonstochastic Toeplitz and Laurent cousins, the Toeplitz operator corresponds to a limit of Toeplitz matrices, and the Laurent operator corresponds to a limit of circulant matrices (i.e., Toeplitz matrices with corner entries introduced to make the structure periodic) as N → ∞. We can explain this for our bidiagonal matrices as follows. If a singly infinite triangular matrix B has an inverse B −1 , then it is easily shown by induction that the finite sections of B −1 must be the inverses of the corresponding finite sections of B. Thus a nonsingular upper triangular Toeplitz operator has an upper triangular inverse, namely, the matrix one gets by computing out from the diagonal in the obvious fashion.
Here are results for the singly infinite case; the doubly infinite case is addressed in Section 7. For z ∈ IV , we have
and with probability 1, this inequality is an equality. Also with probability 1, the numerical range W (A) is
PROOF: Suppose a bounded inverse (z − A) −1 exists for some z. As was just noted, one can show by induction starting at the upper left corner that (z − A)
−1 is upper triangular too and that its entries are given by the same formula (3.1) as for finite-dimensional matrices.
For the first assertion of the theorem, consider z ∈ I , i.e., d max (z) < 1. If z ∈ (A), then (3.1) applies, giving us |r i j | ≥ 1 for each i and j with j ≥ i (in fact, with exponential growth). Thus (z − A) −1 cannot be bounded after all, and we have a contradiction.
Next, consider z ∈ II ∪ III , i.e., d min (z) ≤ 1. Again, if z ∈ (A), then (3.1) applies, and by parts (ii) and (iii) of Theorem 4.2, with probability 1 there are finite sections of (z − A) −1 with arbitrarily large norms. Thus with probability 1 (z − A) −1 is unbounded after all, implying that z ∈ (A). Now this establishes that any fixed z ∈ II ∪ III is in (A) with probability 1, but the assertion of the theorem is stronger: that with probability 1 all such z are in (A). As in the proof of the last theorem, the argument can be expanded to establish this by the use of compactness. Because this case is slightly more complicated than that one, we spell out the details.
Since supp(X ) is compact, so is II ∪ III , and it follows that for any > 0, there exists a finite set of values z j ∈ II ∪ III such that the union of the -balls around {z j } covers II ∪ III . Our argument implies that with probability 1, none of the inverses (z j − A) −1 exist as bounded operators. The nonexistence of (z j − A)
Thus we see that for any > 0, (z − A) −1 > −1 uniformly for all z ∈ II ∪ III , with probability 1. Since is arbitrary, this implies (A) ⊇ II ∪ III with probability 1. Now consider z ∈ IV , i.e., d min (z) > 1. In this case we can use (3.1) to construct an infinite matrix (z − A) −1 . Regardless of what numbers x j ∈ supp(X ) appear on the diagonal of A, (3.8) implies that the entries of the matrix decrease exponentially away from the diagonal, and thus it is indeed a bounded inverse of z − A. The bound (5.2) can be verified by the same geometric series argument as in the proof of Theorem 4.2; a weak rather than strict inequality now appears because the series is infinite. Since arbitrarily long stretches of entries arbitrarily close to some x ∈ supp(X ) with |z − x| = d min (z) must almost surely appear on the diagonal of A, the inequality is almost surely an equality (cf. [12] ).
Finally, the assertion about W (A) follows essentially as in Theorem 4.2.
Localized and Delocalized Resolvents
To physicists interested in random matrices related to the Hatano-Nelson example, a crucial phenomenon is that of a delocalization transition. In all previous articles on the subject that we know of, this phenomenon has been approached via the eigenvectors of random matrices of periodic structure, i.e., with a N 1 = 0. It is found that when an eigenvalue λ is real, the corresponding eigenvector is exponentially localized in the sense that for some j 0 , its entries decay exponentially with | j − j 0 |; this is a non-Hermitian generalization of the phenomenon of Anderson localization [1] . As one moves along the curve of eigenvalues or changes a parameter so that λ becomes complex, on the other hand, the exponential decay is lost and the eigenvectors become global. Questions of localization and delocalization of eigenvectors have been a central topic in condensed matter physics for many years, because they are related to quantum mechanical phenomena such as transparency to light and conductivity of electricity. Hatano, Nelson, and Shnerb have proposed a number of possible physical implications of the delocalization transition for their matrices [27, 28, 40] .
For nonperiodic matrices with a N 1 = 0, the eigenvalues are trivial, and no one has suggested that the eigenvectors corresponding to eigenvalues inside the bubble are physically meaningful. (They are "gauge-transformed Anderson modes," localized at one end, and their exponential growth with the vector index implies that the corresponding eigenvalues are exponentially ill-conditioned; we shall say more about this at the end of the next section.) However, the delocalization phenomenon can still be seen in the resolvent matrix (z − A) −1 . Mathematically speaking, if a linear system generated by a matrix A is driven at a complex frequency z, dφ dt = Aφ + e zt v for some vector v, the solution is
In particular, if we take v to be the discrete delta function e j , then u is the j th column of (z − A) −1 . Thus each column of (z − A) −1 represents the response of the system to spatially localized input at frequency z, and it is natural to regard (z − A) −1 as localized if the entries of these columns decay exponentially with distance from the diagonal, delocalized if they do not.
Our Lemma 3.1 implies that according to this criterion, (z − A) −1 has the following properties as N → ∞ for z in each of the four regions:
I : delocalized (surely), II : delocalized almost surely, III : localized almost surely, IV : localized (surely). Figure 6 .1 confirms these predictions for a random matrix with N = 400. For larger N , of course, the distinction between localized and delocalized cases would grow steadily more pronounced. Note that as z approaches the bubble from outside, though the resolvent remains localized, the "correlation lengths" become larger, a familiar phenomenon near critical points in condensed matter.
Random Bidiagonal Periodic Matrices
We have considered nonperiodic bidiagonal matrices and shown that they exhibit a Hatano-Nelson bubble and an associated localization-delocalization effect, provided that one looks at pseudospectra and resolvents rather than eigenvalues and eigenvectors. If one looks at eigenvalues and eigenvectors for these matrices, one sees little.
As mentioned previously, the usual approach in the literature has been to investigate eigenvalues and eigenvectors but for matrices of periodic structure, where the pattern of the superdiagonal entry is continued in the bottom-left corner of the matrix by setting a N 1 = 1. Some authors call a matrix of this structure "periodic bidiagonal." We might also continue the usage of Section 5 and call it "stochastic circulant." In this periodic case it is found that eigenvalues appear that lie along the "bubble" boundary between regions II and III . Goldsheid and Khoruzhenko [24, 25] and Feinberg and Zee [18] have made this precise, and the details of their mathematical arguments are close to ours; also see [8, 31] .
An upper bidiagonal matrix and its periodic variant are closely related, differing only in the (N , 1) position. Since the difference there in our case is 1, one might think that one problem cannot be regarded as a perturbation of the other that is small in norm. In fact, however, one can interpret a great deal in the light of small perturbations. If d > 1 is arbitrary, then where
. Mathematicians call this a diagonal similarity transformation; physicists call it a gauge transformation. For large N , the corner entry d −N is exponentially small, so the latter matrix is an exponentially small perturbation of a bidiagonal matrix (1.2) with the eigenvalues x 1 , . . . , x N and a slightly enlarged diagonal.
Can this exponentially small perturbation change the eigenvalues very much? The following theorem shows that the answer is resoundingly no for some of the eigenvalues, and yes for others (those with d
. Though not stated in exactly this form before, the statement in the theorem about convergence of the eigenvalues to the "bubble" plus the "wings" is essentially contained in the papers of Brézin, Feinberg, and Zee, Goldsheid and Khoruzhenko, and Brouwer et al. We define these two sets precisely, for general X , as follows:
The set S wings may contain curves and regions with interior, but it cannot contain isolated points, for if an isolated point z 0 belonged to supp(X ), then the measure µ(z 0 ) would have to be positive, implying d mean (z 0 ) = 0. In the unbounded region exterior to supp(X ), S bubble can consist only of closed curves with d mean (z) > 1 on one side and d mean (z) < 1 on the other, for it is a level set of the harmonic function E(log |z − X |), which satisfies the maximum principle, yet is not constant since it increases to ∞ as z → ∞. Within and interior to supp(X ), S bubble can be more complicated. For example, if X is the uniform distribution on the unit circle, then S bubble is the closed unit disk. 
s. as N → ∞, and if in addition z
almost surely as N → ∞, and, provided that S bubble consists only of curves disjoint from supp(X ) except at isolated points,
almost surely as N → ∞.
PROOF: First, consider z ∈ I , i.e., d max (z) < 1. Let S denote the circulant shift matrix with s i j = 1 for j ≡ (i + 1)(mod N ), 0 otherwise. Then we have
where D is the diagonal matrix with entries z − x j . Thus we can regard z − A as a perturbation of norm D ≤ d max (z) of −S. It follows that z − A has an inverse, and it satisfies (z − A)
Next, suppose z ∈ II ∪ III . An argument to establish (z − A) −1 → ∞ a.s. can be made that is essentially the same as in the proof of the corresponding part of Theorem 8.1 in the next section; we give details there. Conversely, we must show that if z ∈ S bubble ∪ S wings , the growth is not exponential. We return to this at the end of the proof.
If z ∈ IV , again we make use of (7.4), but now it is D −1 rather than D that is small. Since d min (z) > 1, we now have
and the required bound. The assertions concerning W (A) are corollaries of the facts that (z − A)
for z outside this region, as in the proofs of the last two theorems.
The claim (7. 3) regarding the spectrum is essentially as in the papers by Goldsheid and Khoruzhenko and Feinberg and Zee. A proof can be based on the characteristic equation of A, which is easily seen to be
We sketch the argument without giving details and without repeating in each clause the qualification "almost surely as N → ∞." By methods akin to those of earlier proofs in this paper, it can be seen that if d mean (z) < 1, i.e., for z ∈ I ∪ II , (7.6) cannot hold: p(z) is exponentially smaller in magnitude than 1. For d mean (z) > 1, we similarly have that p(z) is exponentially larger than 1 except that if z ∈ supp(X ), then equality may be achieved by taking z exceptionally close to some x j . (A physicist might say that an eigenvalue is pinned to an impurity.) Thus any limit points of (A) as N → ∞ must be confined to S bubble ∪ S wings . Conversely, we must show that every z ∈ S bubble ∪ S wings is such a limit point. This can be done with the aid of the principle of the argument of complex analysis, which asserts that if p(z) maps a closed loop onto a curve that winds ν times counterclockwise around the point 1, then the equation p(z) = 1 has ν roots interior to , counted with multiplicity. For z ∈ S wings , since d mean (z) > 1, we can construct arbitrarily small loops near z that enclose one or more points x j but satisfy | p(ζ )| > 1 for all ζ ∈ ; by the argument principle, there are as many eigenvalues λ inside such a loop as there are points x j . Note that this shows not only that the eigenvalues cluster on supp(X ) for d mean (z) > 1, but that the densities of the eigenvalues match those of the samples from supp(X ).
For z ∈ supp(X ) lying on an arc of S bubble , as noted above, we have d mean (ζ ) > 1 on one side of the arc and d mean (ζ ) < 1 on the other. It follows that the same holds for | p(ζ )|, implying that a small loop can be constructed near z such that p( ) winds counterclockwise around the outside of the unit disk a number of times, cuts inside without passing through the point 1, winds around inside, then cuts back out again. Such a curve has positive winding number about 1, and thus again there are eigenvalues near z.
Finally, we return to the proof that for z ∈ S bubble ∪ S wings , though (z − A)
may diverge to ∞ as N → ∞, the growth is almost surely not exponential. For this, as in the proof of Theorem 4.2, it is convenient to use an explicit formula for (z − A) −1 . From Cramer's rule we find, in analogy to (3.1),
For z ∈ S bubble ∪ S wings , as argued above, all k (z − x k ) is almost surely exponentially smaller (inside the bubble) or larger than 1 (outside). In the former case the denominators in ( The papers by Feinberg and Zee and Goldsheid and Khoruzhenko carry arguments like these further to obtain estimates not just of where the eigenvalues lie, but of their density. These are essentially arguments of potential theory. If an eigenvalue λ of A is thought of as a point charge with potential N −1 log |z − λ|, then in the limit N → ∞, S bubble is an equipotential surface of potential zero, and the eigenvalues lie along it in an equilibrium configuration subject to the external field applied by the other eigenvalues, if any, pinned to the values x j in S wings .
In this article we have hardly mentioned condition numbers of eigenvalues, which measure sensitivity of individual eigenvalues to perturbations [13] , but they are implicit in any discussion of pseudospectra, and Davies has investigated eigenvalue condition numbers for his random tridiagonal matrices [12] . If x j is a simple eigenvalue of a bidiagonal matrix A, the condition number of x j is κ(x j ) = 1/|w * v|, where w * and v are normalized left and right eigenvectors of A associated with x j , respectively. If x j is in S wings , both w * and v are localized and
−N . This huge condition number gives another perspective on how it is possible that introducing a corner entry can move all the eigenvalues with d mean (x j ) < 1 out to the bubble. For x j ∈ S wings , the condition number can also be used to give an alternative proof that introducing the corner entry has negligible effect on this eigenvalue. At first one might think, since a N 1 = 1 and κ(x j ) = O (1) , that introducing the corner entry could move the eigenvalue by a distance O(1), but with the help of (7.1) we see that nothing like that can happen. If d is chosen slightly less than d mean (x j ), the bidiagonal part of the right-hand matrix of (7.1) still has localized left and right eigenvectors and κ(
−N from the periodic matrix. Thus introducing the corner entry in fact perturbs the eigenvalue x j at most on the order of d mean (x j ) −N .
Random Bidiagonal Doubly Infinite Matrices
Finally, we turn to the doubly infinite, or Laurent, case. Questions of spectra have been considered for a class of tridiagonal doubly infinite random operators by Davies [12] , and our arguments are close to his. Some results on such spectra are also mentioned by Goldsheid and Khoruzhenko [24, 25] .
It is well-known that whereas the spectrum of a Toeplitz operator is a certain curve in the complex plane (the image of the unit circle under the function known as the symbol of the operator) together with the points it encloses with nonzero winding number [6, 21, 60] , the spectrum of the corresponding Laurent operator is just the curve itself [6, 14, 60] . The simplest example is the shift operator S with s i,i+1 = 1 for each i but s i j = 0 otherwise, which has spectrum equal to the closed unit disk if it is singly infinite, but just the unit circle if it is doubly infinite. Part of the explanation is that in the doubly infinite case, the inverse of an upper triangular operator need not be upper triangular. Indeed, for this example the inverse is the lower triangular reverse-shift operator defined by (S −1 ) i+1,i = 1.
For us, the shift operator is more than just an example, for as in the proof of Theorem 7.1, our infinite matrix A can be regarded as a diagonal perturbation of the doubly infinite shift operator S, which is a normal operator (SS * = S * S). Therefore, introducing the diagonal entries can only perturb the spectrum-the unit circle-by at most sup j |x j | [33] . For z ∈ I we have (z − A)
, and with probability 1, both of these inequalities are equalities. Also with probability 1, W (A) = conv( III ).
PROOF: First, consider z ∈ I , i.e., d max (z) < 1. As in the proof of Theorem 7.1, we make use of equation (7.4) , where now S denotes the doubly infinite shift operator. As in that proof, since z − A is a perturbation of −S of norm ≤ d max (z), it has an inverse satisfying (z − A)
Since arbitrarily long stretches of entries arbitrarily close to some x ∈ supp(X ) with |z − x| = d max (z) must almost surely appear on the diagonal of A, the inequality is almost surely an equality.
Next, suppose z ∈ II ∪ III . Suppose the diagonal entries of A happen to consist of a fixed finite set of numbers x 1 , . . . , x J ∈ supp(X ) repeating periodically. Then by standard theory of spectra of block Laurent operators [22, 37] , it is known that the spectrum of A is {λ ∈ C : |(λ − x 1 ) · · · (λ − x J )| = 1}, and that for each λ ∈ (A) there is a corresponding eigenvector in ∞ (Z), finite sections of which give arbitrarily good approximate eigenvectors in 2 (Z). Now since d min (z) ≤ 1 ≤ d max (z), we can pick such a set x 1 , . . . , x J whose geometric mean distance to z is as close as we wish to 1, implying that there are values λ ∈ (A) as close as we wish to z. Since A is an infinite matrix, arbitrarily large finite sections must almost surely appear that come arbitrarily close to this particular periodic structure. Therefore the random matrix must also have arbitrarily good approximate eigenvectors in 2 (Z).
If z ∈ IV , we repeat the argument of Theorem 5.1 or Theorem 7.1: Construct an upper triangular operator (z − A) −1 by (3.1) or (7.5) and verify that it is a bounded inverse with the necessary properties.
The assertions concerning (A) and W (A) follow as in the previous theorems.
In the proof just given we have noted that for z ∈ IV , (z − A) −1 is upper triangular, whereas for d max (z) < 1, it is lower triangular. This difference in structure from one region to another is a familiar phenomenon in the theory of Toeplitz operators, where the crucial quantity is the winding number about a point z in the complex plane of the image of the unit circle under the symbol [6, 14] . Here, because of randomness, the curve broadens to a belt of finite thickness. Actually, our hypotheses do not require X to be random. If it is constant, we just have bidiagonal Toeplitz matrices, and Theorems 5.1 and 8.1 reduce to the familiar result that (A) is a closed disk and a circle, respectively.
Summary and Discussion
In this article we have not discussed the Hatano-Nelson model explicitly, but those familiar with this area will recognize that it has been a motivating force throughout. The Hatano-Nelson model is a tridiagonal analogue of (1.2) in which both the sub-and superdiagonal entries are nonzero but distinct. Their analogous notation to that of (1.1) would be tridiag N t 2 e −g , X, t 2 e +g , where t and g ≥ 0 are real parameters. The papers [8, 17, 18, 24, 25, 27, 28, 31, 40] all deal with the eigenvalues of such matrices in the periodic case a N 1 = a bounded region outside. We have confined our treatment here to the bidiagonal case because it captures the essence of the matter and yet is essentially simple. Table 9.1 summarizes the facts about these matrices established in our four theorems. It would probably not be a big step to work out analogues of most of these results for tridiagonal matrices. Much of the work has already been done in the papers of Brézin, Feinberg, and Zee [7, 17, 18] , Goldsheid and Khoruzhenko [24, 25] , Brouwer et al. [8] , Janik et al. [31] , and Davies [12] . Speaking as mathematicians, we propose that it would be interesting to see how far the theorems summarized in Table 9 .1 can be generalized to more general "stochastic Toeplitz and circulant/Laurent matrices and operators."
Speaking as physicists, we note that in a wide range of applications involving strongly nonnormal matrices and operators, as listed in the introduction, pseudospectra have been found to have greater physical significance than spectra. It will be interesting to see what happens when physical systems are eventually constructed in the laboratory that are governed by matrices of the Hatano-Nelson type. We expect that for nonperiodic systems of this kind, it may once again be the pseudospectra that match the experiments.
