






















Our themes of research are \Approaching the game of Go by Monte-Carlo method" (Part I) and
\Approaching the game of Go by CNN(Convolutional Neural Network)" (Part II).
The eectiveness of the Monte-Carlo method on Go has become popular since around 2006, and
the strength of Go AI(Articial Intelligence) had rapidly improved. But since around 2012 till 2015,
it had hardly improved.
Our method \Simulation Adjusting" was made for breaking this hiatus. This method enables
Monte-Carlo AI to select the same moves as human experts' moves by adjusting the simulation part.
This method is based on \Simulation Balancing." However, our method does not need \trainer
Monte-Carlo AI" like \Simulation Balancing" but only game records of human experts or training
problems.
After various improvements, the value of the objective function steadily decreased and correct
answer ratio steadily increased in our experiments on 5x5 board problems. We describe about this in
Part I of this thesis.
On the other hand, DCNN(Deep Convolutional Neural Network) made a break-through at the
competition of image recognition. After that, since around 2014, the eectiveness of DCNN on Go
has been revealed. In 2016, DeepMind team of Google revealed AlphaGo, which uses DCNN move
prediction, the world's rst static evaluation function of Go based on DCNN, and Monte-Carlo method.
AlphaGo has beaten the world's top level human for the rst time as Go AI.
Around the revealing of AlphaGo, we have tried \Estimating Player's Strength by CNN from One
Game Record of Go." We used Cae as a CNN library and estimated the players' strength from
only one game record of GoQuest. We succeeded to make the average mean squared error of ratings




モンテカルロ法に関連した機械学習法，Simulation Adjustingの提案 (第 I部)と，畳み込みニューラル
ネットワークを用いた棋力推定の提案 (第 II部)が二大テーマである．





法が，第 I部で述べる Simulation Adjustingである．これは，モンテカルロ法を用いた AIが返す手が，
人間の上級者の手と一致するように，シミュレーションの方策を調整していく手法である．既存研究
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と，Silver et al.によるDCNN（Deep Convolutional Neural Network，階層の深い畳み込みニューラル
ネットワーク）の研究 [6]がある．
Coulomの研究は，モンテカルロ木探索を用いることで，それまでの囲碁 AIを上回る強さの AIを作
ることに成功しており，この研究が原動力となって 2006年から 2012年まで囲碁 AIは急激に進歩した．


















































































第 I部では，まず第 2章で，囲碁 AIでモンテカルロ法が用いられるようになるまでの歴史を述べる．
その後，第 3章で，囲碁 AIの世界に第一の革新を起こした「モンテカルロ木探索」とその限界につい
て述べる．その中で，本研究のベースとなった既存研究である「Simulation Balancing」についても述
べる．それから，第 4章から第 7章で本研究の「Simulation Adjusting」について述べる．まず第 4章








AI （Articial Intelligence, 人工知能）の研究は，コンピュータに人間のような知性を持たせようと
する試みであり，コンピュータの黎明期から始まっていた [11]．





























一方，囲碁 AIは 1960年頃から Lefkovitz [16]によって研究され始めたが，中々強くならなかった．



















































































ばれるものとする．左側のMinノードでは，子ノードの評価値 1; 3の中で最小の値である 1が，右側の
Minノードでは，子ノードの評価値 1; 2の中で最小の値である 2が選ばれる．その後Maxノード














































似乱数で最後まで打つことを何度も繰り返し，勝率が Y%だったとする．「AIは，もし X > Y なら現



























リズムを Algorithm 1に示す．図 3.2の 1から 4は定義の 1から 4と対応している．
なお，子ノードの選択の基準としてよく用いられる UCB (Upper Condence Bound)値の計算式は
以下の通りである [24]：

























for L = 0からシミュレーション回数上限まで do
TEMPNODE  ROOTNODE
for TEMPNODEが子ノードを持っている間 do





CHILDNODE  TEMPNODEの子ノードから一つ選んだもの /* 例えば UCB等で */
TEMPNODE  CHILDNODE
end if



















で表される．強い特徴 iほど大きな iを持つ．このモデルを候補手 2個ではなく n個の候補手からの選
択に適用し，x番目の候補手が特徴 xのみを持つとすると，i番目の候補手が選ばれる確率は
i
1 + 2 +   + n
で表される．さらに各候補手が特徴を複数持つ場合にも適用すると，候補手 a（特徴 1, 2, 3），候補手 b
（特徴 2, 4），候補手 c（特徴 1, 5, 6, 7）の 3つの候補手から aが選ばれる確率は，
123
123 + 24 + 1567
で表される．
そのパラメータはHunter [25]のMM法（Minorization-Maximization method）によって学習されて





と，i に関係ない値 Aij ; Bij ; Cij ; Dij を使って書ける．例えば j 回目の選択が「aが b; cに勝ち」の場
合，i = 1として上記のようにその確率を表すと，
23  1
(23 + 567)1 + 24
(Aij = 23; Bij = 0; Cij = 23 + 567; Dij = 24)
と表せる．





に従った更新を i が収束するまで繰り返す．このようにすることで，N 回の手の選択全体の尤度が最
も高くなる i を決めることが出来る．




なおMoGoは，候補手を中心とする上下左右斜め 1点ずつを見る 3 3パターンを手作りして，殆ど
の場合に相手の直前の手の周辺のみを候補手とするモンテカルロシミュレーションを用いていた．
次節で述べる Simulation Balancingはモンテカルロシミュレーション部の改良に該当する既存研究で
ある．そして，第 4章から第 7章で述べるように，本研究で取り組んだ Simulation Adjustingも，モン
テカルロシミュレーション部の改良に該当する．
3.3 Simulation Balancing









1 着手 aが局面 sにおいて特徴 iを持つ場合，
0 それ以外の場合．




















i2F i(s; a)i，wb =
P
i2F i(s; b)i と置き換えると今回の形になる．
なお，a = exp(
P












メータ による sの勝率 V (s; )を以下のように表すことができる:




Simulation Balancingでは，何らかの教師プログラムを用意し，局面 sで出すべき勝率の理想値 V (s)










Silver and Tesauro [9]では，V (s; )の の各要素に対する偏微分が求められること，及びそれを用
いて目的関数の偏微分が求められることが示されており，さらに 5路盤と 6路盤において目的関数の減
少が確認されている．
その後，Huangら [10]で 9路盤での Simulation Balancingの実験が試みられている．Huangら [10]
では，教師となるプログラムとして，強くしたいプログラムのモンテカルロシミュレーション回数を増や




















Gelly and Silver [20]で以下のような実験が行われた．まず２つのシミュレーションの方策 RLGO と
MOGO を用意する．方策 RLGO と MOGO は局面を受け取ったら（確率的に）合法手を返すものであ
るので，RLGOと MOGOを戦わせることが可能である．RLGOと MOGOを戦わせたところ，RLGO


















零和完全情報ゲームを考える．そのようなゲームにおける局面の集合をGとし，ある局面 s 2 Gにおけ
る合法手の集合をM(s)で表す．合法手 a 2 M(s)はいくつかの特徴を持っているものとする．例えば
チェスならばその手によって取れる駒やその座標に対する他の駒の効き，囲碁なら石を取れるかどうか
や直前手からの距離などが挙げられる．




1 着手 aが局面 sにおいて特徴 iを持つ場合，
0 それ以外の場合．












めて扱い，棋譜の集合 G をタプル (s; a)の集合として考える． ここで，sは対局中に現れる局面，a













このために，(4.2)，(4.3)のように最適化問題を設計する．はじめに，s  aで，局面 sにおいて着手
a をプレイした後の局面を表すものとする．そして，n()を，パラメータ の下で実行された，モン







また，(s; a)で，局面 s  aからパラメータ によって実行されたシミュレーションの集合を表すも
のとする．Simulation Balancingと同様に，まずは可算無限回のシミュレーションが実行されたものと
考える．このときパラメータ による s  aの勝率 V (s; a; )を以下のように表すことができる:










Simulation Adjustingはパラメータ を，sから に基づいてモンテカルロシミュレーションを行っ






















V (s; a; )  V (s; a; )

． (4.3)
ここで，(x) = (1 + e x) 1   1=2はシグモイド関数に定数を加えたものである．
以下では，これらの目的関数の性質を述べる．以下，logは自然対数を表すものとする．まず，各 i 2 F
に対して，





補題 1. 各 i 2 F について，




























































各 a 2M(s)と各 i 2 F に対して以下のように定義する：
i(s; a; ) =
@
@i
V (s; a; )．
局面 s1 = saから始まるモンテカルロシミュレーション は，局面 s1; s2; : : : ; sT（ただし st+1 = stat
(t = 1; : : : ; T   1)）,と結果 zから成ると考えられる．そのとき，以下の補題が成立する：
25
補題 2. 各 i 2 F について，





 i(st; at; )
#
が成立する．
証明 : i(s; a; )の定義より，
i(s; a; ) =
@
@i
V (s; a; ) (4.4)
が成り立つ．



























+   +
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(sT ; aT )













+   +
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@i
(sT ; aT )









log (st; at)]． (4.8)
 i(st; at; )の定義より，以下が成立する．
((4.8)の右辺) = EP [z
TX
t=1











V (s; a; )  V (s; a; )
2
= E [2 (V (s; amax; )  V (s; a; )) (i(s; amax; )  i(s; a; ))]，











V (s; a; )  V (s; a; )

= E [0 (V (s; amax; )  V (s; a; )) (i(s; amax; )  i(s; a; ))]，











V (s; a; )  V (s; a; ))]． (4.9)




(V (s; amax; )  V (s; a; ))]． (4.10)
合成関数の微分の公式より，以下が成立する：
((4.10)の右辺) = E[0(V (s; amax; )  V (s; a; )) @
@i
(V (s; amax; )  V (s; a; ))]． (4.11)
i(s; a; )の定義より，以下が成立する：









テカルロシミュレーションのうち，局面 s  aからパラメータ に基づいて実行されたシミュレーション
の集合を表すものとする．
その際，同じシミュレーションが二回現れないとすると，以下の近似が成り立つ：

























 i(st; at; )
!
．
上記の議論に基づいて，Algorithm 2のように Simulation Adjustingのアルゴリズムを組み立てるこ
とができる．
以下はこのアルゴリズムの注意点である．
添字 F は対応する変数が，各要素が特徴 i 2 F によってインデックス付けされているベクトルである
ことを意味する．




V を V で近似することにより，
amax  amax = argmax
a













for L = 0から反復回数上限 LOOPLIMITまで do
for all s0 2訓練データ do
Vmax  0; V   0; amax  NULL
a  訓練データで，s0 において選ばれた着手
for all a0 2s0 の全ての合法手 do
V  0
for k = 1からN do
 を使って s0  a0 からモンテカルロシミュレーション．一連の局面，着手と結果を
(s0; a0; : : : ; sT ; aT ; z)とする．
V  V + zN
end for
if V > Vmax ならば then
Vmax  V; amax  a0
end if
if a0 = a
 ならば then
V   V
end if
end for
hF max  0; hF  0
for j = 1からN まで do
 を使って s0  amax からモンテカルロシミュレーション．一連の局面，着手と結果を
(s0; amax; : : : ; sT ; aT ; z)とする．
hF max  hF max + zN
PT
t=1  (st; at)
end for
for j = 1からN まで do
を使って s0aからモンテカルロシミュレーション．一連の着手と結果を (s0; a; : : : ; sT ; aT ; z)
とする．
hF  hF + zN
PT
t=1  (st; at)
end for






最大エントロピー法を用いている．使用する特徴の種類は Coulom [5]の手法に基づいている．MC ark










各反復において，訓練データにおける 1回の Closedテスト（CT）と，テストデータにおける 100回
の Openテスト（OT）を行った 1．Openテストの結果は，擬似乱数のシードを変えて 100回行い，平
均を取ったものである．また，モンテカルロシミュレーション方策を，訓練データに Coulom [5]の手法










1. 目的関数には欠陥があった．目的関数を最小化するような によって，V (s; a; )は局面 sにおけ
る全ての着手 aに対して一定の値を持つようになってしまう．これは望ましい結果ではないが，目
的関数から得られる自然な結果である．













1. 問題点 1を避けるために，V (s; amax; )と V (s; a; )の差をシグモイド関数にかけて定数を加え
たものを新たに目的関数として用いた．
2. 問題点 2を解決するために，3 3パターンの特徴を取り除き，戦術的特徴のみ用いた．結果とし
て，今回の実験では 28個だけの重みを 286問の囲碁の問題から学習することとなった．
3. 問題点 3を解決し，より信頼できる結果を得るために，実験におけるモンテカルロシミュレーショ




V を V で近似することにより，
amax  amax = argmax
a 6=a





















  初期化/*我々の実験では 0またはMM法によって決定された値で初期化*/
for L = 0から反復回数上限 LOOPLIMITまで do
G  データを選んでシャッフルする /*我々の実験では，交差検定を行う*/
for all (s; a) 2 G do
for all a 2M(s) do
Wa  0, HFa  0
for k = 1 to N do
 を使って s  a からモンテカルロシミュレーション．一連の局面，着手と結果を
(s; a; : : : ; sT ; aT ; z)とする．
Wa  Wa + z
HFa  HFa + z
PT
t=1  F (st; at)
end for
end for
for all a 2M(s) do
Va  Wa=N , hFa  HFa=N
end for
amax  argmaxfVa : a 2M(s); a 6= ag


































テカルロシミュレーションでは 3 3パターンを用いていない．何故なら，3 3パターンは多くの情報
を含み過ぎ，5路盤の問題では簡単に過適合を起こすからである．
今回の実験では，Simulation Adjustingでの学習と，MM法を用いた Coulom [5]の手法の学習にお
いて，上限 loge 10 = 2:30と下限 loge 0:01 =  4:61を i (i 2 F)の値に設けた． このようにすること
で，オーバーフローとアンダーフローを避けられるようにした．
ステップサイズ は，まず  = 1=(5 105  (N + 1))を用いた．
33
の初期値として以下の二つを試した：
1. ZR: i = 0 (8i 2 F)．









データの偏りを避けるため，交差検定を以下のように実施した．始めに，G を G1;G2; : : : ;G11 に分け








より小さなステップサイズ 0:5と 0:1でも実験を行った．結果を図 6.5，図 6.6，図 6.7，そして図
6.8に示す．
これらの結果において，目的関数値は  = の場合に比べて大きく，正答率は  = の場合に比べ
て悪くなっている．
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図 6.11: MM法で得られた特徴ベクトルと Simulation Adjustingで得られた特徴ベクトルとの距離．
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第7章 結論
第 I部では Simulation Adjustingの自乗誤差の期待値を最小化する最適化問題 [32]と正解以外の勝率
を小さくする最適化問題について述べた．





























パターン （3 3及びさらに大きなパターン）  0
盤端からの距離 1 :  0:341 0
2 : 0:334 0





直前の着手からの Common Fate Graph距離  0










自己アタリ（自分の連の大きさに基づいて 3種類）  3:95, 2:97, 2:67  4:61,  1:94,  2:51
アタリ 0:289 2:30
切りながらのアタリ  0:368 2:30
空きダメ 2個の自分の連の空きダメに打つ 0:817 2:30
空きダメ 3個の相手の連の空きダメに打つ 0:0964 2:30
相手の連の空きダメを 1から 2に増やす場所に打つ 0:0410  1:92
盤端に逃げようとした連を追いかける 0:111 2:30
空きダメ 2個の相手の連を追いかける 0:111 0:682
空きダメ 2個の連の根元をつなぐ 0:0574 2:30
直前に大きさ 2の連が取られたときの抜き跡 1:38 0:669
大きさ 3から 6の連が直前に取られたときの抜き跡の真ん中  0:0259 0.144
直前の着手に隣接する場所（斜めか上下左右かの 2種類） - 2:30, 2:30
2手前の着手に隣接する場所（斜めか上下左右かの 2種類） - 2:30, 1:24
空きダメ 3以下の攻め合い 0.838 2:30





















































0  1500 9330=1246 9555=1051
1501  2000 16939=2188 16926=2271

























その結果，総棋譜データ量は 41087局，黒番用訓練データ量は 36982局，テストデータ量は 4105 局，

































論文 [7] では，インターネット碁会所KGS [22] の 20kから 6dのプレイヤーの棋力を，各プレイヤー
あたり数十局の棋譜を用いて標準偏差 2:6  2:7k(d)程度で見積もることに成功している．

















1. 既に置かれている黒石の位置が 1でそれ以外が 0の長さ 13 13 のビット列，
2. 既に置かれている白石の位置が 1でそれ以外が 0の長さ 13 13のビット列,
3. 次の一手が 1でそれ以外が 0の長さ 13 13のビット列
を準備する．これらが N=2 盤面分あるので，入力層のビット数は 13 13 (3N=2) となる．
今回用いた CNNの構造を図 10.2に示す．全体は 5層のニューラルネットワークになっており，3 3
の畳み込みを 3回行なったのち，全結合させた内積値を出力する．中間層 1, 2, 3のチャネル数はそれぞ
れ 12, 8, 8に固定した．これらは，訓練データのラベル数が約 37000であることから，パラメータ数が




N 手までの情報を用いる場合，調整するパラメータの総数はバイアス 28 個を含めて 162N +1861 個
であり，例えばN = 50 のときには 9961 個となる．




一度の反復で処理する訓練データ量（Cae [45] におけるメタパラメータ batch size; 以下同様にカッ
コ内は Cae のメタパラメータ名を表す．）は 250 とした．学習係数（base lr）は 10 6 の固定値（た
だしバイアスに関しては 2倍），平滑化係数（momentum）はデフォルト通り 0とした．重みの初期化





















































以下簡単のため，論文 [7] を基に我々が実装した手法をMBN(Moudrik et al. Based Network) と呼
ぶことにする．





文献 [7]においては，20個の Bagging を行なっているが，我々は行なっていない．実は我々も 20個
の Baggingを実装した版も作成しいくつか実験を行なったたが，ほとんど効果がなかったため，MBN
では取り除いた．














































表 1: 文献 [7]とMBNの比較．
文献 [7] MBN
盤の大きさ 19路 13路
使用ソフト pachi10:00 Ray (2016)
NN の層数 3層 4層
隠れ層のノード数 20 20 (2つとも)
学習アルゴリズム Resilient Backpropagation Stochastic Gradient Descent
重み初期化 不明 Xavier
バイアス初期化 不明 定数 0
学習レーティング 不明 10 6
Bagging 20 0
ところは，論文 [7] では手数を 1から 60, 61から 240, 241以降の 3段階にしているが，我々は 13路盤
という条件を考慮して 1から 50, 51から 100, 101以降の 3段階としている．
また，手数と盤端からの距離のペアでは，論文 [7] では手数を 1から 10, 11から 64, 65から 240, 241
以降の 4段階にしているが，我々はやはり 13路盤であることを考慮して，手数は 10 手刻みとした．
!-local 先手というのは論文 [7] で提案されている特徴であるが，この値はやはり盤の大きさに依存し
て決めるべきものであるので，原論文では ! = 10 のところ半分の ! = 5 としている．
また，パターンについては，どのようなパターンを使用したのかは明示的には書かれていない．我々
は Ray の MD4 と呼ばれるマンハッタン距離 4 以内のパターンを用いたので，ここでも少し相違して
いる可能性がある．
各層で全結合しているため，MBN のパラメータ数は 188701 と，CNN に比べかなり多くなっている．
50
表 2: 文献 [7] で用いられている特徴とMBN で用いられる特徴．




























黒番で N = 50 手まで用いた場合に，30000回の反復を行なった様子を図 11.2 に示す．横軸は対数目盛
であることに注意する．また，図 11.2 の右上には，1000反復以降の部分の拡大図を示す．




次に，使用する局面の数を変えて，どのように学習結果が変化するかを見る．表 1 に，N = 2; 26; 50
と変えて 30000反復させた場合の最良の適合誤差とそのときの反復を記す．なお，(B) は黒番の予測を，
(W) は白番の予測を表している．












































手法 反復 適合誤差 相関係数
MBN (B) 10200 310:492 0:2984
MBN (W) 8600 285:741 0:2891
CNN, N = 50 (B) 27600 249:318 0:6091
CNN, N = 50 (W) 29700 243:272 0:5818
CNN, N = 26 (B) 29600 262:326 0:5533
CNN, N = 26 (W) 25200 259:227 0:4936
CNN, N = 2 (B) 24700 283:022 0:4345
CNN, N = 2 (W) 18400 270:319 0:3964
AVE (B) { 329 {
AVE (W) { 302 {
11.2 MBN によるレーティング値推定との比較





























図 11.2: CNN の学習における適合誤差の減少の様子（30000反復，縦軸：適合誤差，横軸：反復回数）．
まず注意して欲しいのは，100反復時の値がすでにかなり良いことである．例えば 図 11.2 では 100





MBN の黒番 10200反復目の適合誤差を表 1に示す．白番 8600反復も示されている．これは，30000
反復のうち最も適合誤差が小さかったものである．
N = 2 の場合の CNN, すなわち一手のみから予測する場合でさえ，黒番においても白番においても適
合誤差はMBN より優れていることがわかる．
黒番のMBN（10200反復目）と CNN（N = 50, 27600反復目）に関して，出力と正答をプロットし
た散布図を 図 11.4 に示す．







正解ラベル - (p1)差がある (p2)差が無い
(帰無仮説は棄却される) (帰無仮説は棄却されない)







































N = 50の CNNに，学習時もテスト時も，データを先の実験と同様に与える．ただしテスト時のみ，
同じプレイヤーの十局の棋譜を学習後の CNNに与えて出てきた 10通りのレーティング値の平均と，棋
55












































一度に入力するデータを十局分とした CNNの黒番 28900反復目の適合誤差と，MBNの黒番 1400反
復目の適合誤差を表 4に示す．これも，30000反復のうち最も適合誤差が小さかったものである．
N = 50，一局分の場合の CNNより小さい値が出ているが，N = 50，十局分の CNNよりは大きな値
が出ている．適合誤差という観点からは，十局分を使う場合でも CNNの方がMBNより優れているこ
とがわかる．
一度に入力するデータを十局分とした黒番のMBN（1400反復目）と CNN（N = 50, 28900反復目）
に関して，出力と正答をプロットした散布図を 図 11.7 に示す．この散布図で示されているデータの相






















図 11.5: CNN の学習における適合誤差の減少の様子（30000反復，十局分，縦軸：適合誤差，横軸：反
復回数）．
表 4: 適合誤差と相関係数の比較 (1プレイヤーあたり十局の棋譜を用いた場合)．
手法 反復 適合誤差 相関係数
MBN (B), 十局分 1400 242:195 0:7005
















図 11.6: Moudrikら [7]における適合誤差の減少の様子（30000反復，十局分，縦軸：適合誤差，横軸：
反復回数）．
表 5: ウィルコクソンの符号順位検定 (十局ずつ棋譜を用いる場合)．
正解ラベル MBN CNN
正解ラベル - (p4)差が無い (p5)差が無い
(帰無仮説は棄却されない) (帰無仮説は棄却されない)







































級者（ラベル 0），レーティング 1500以上 2000未満を中級者（ラベル 1），2000以上を上級者（ラベ









プサイズ（base lr）のみは 0:01の固定値（ただしバイアスに関しては 2倍）とした．
30000回の反復ののち得られたネットワークを用いて実験した結果を表 1 に掲げる．なお，分類の実験
では 15000反復以降は正解率（後述）の変化が，57:3%を中央としておおよそ 1% 未満であり，図 11.2
の適合誤差のような値のバラつきは見られなかった．




を計算すると CNN-Rは 59.1%, CNN-Cは 57.1% であり，わずかながら CNN-Rの方が高い．
また，上級を初級と誤ったり，初級を上級と誤ったりすることは実用上問題があると考えられるので，
正解が 2 で出力が 0の個数 +正解が 0 で出力が 2の個数
出力が 0 の個数 +出力が 2の個数
を最悪分類割合と呼ぶことにして計算すると，CNN-Rが 0.9%, CNN-Cは 7.0% であり，CNN-Rの方
がかなり良い．
図 11.4 で見たように，レーティング値を学習する CNN は出力レーティング値と真の値に強い相関が
ある．よって，真の値と非常に離れたレーティング値を出力し，最悪分類になってしまう確率は低いと
考えられる．
一方，CNN-Rの出力は明らかに 1が多く，偏っている．実際，正解が 0 の人が正しく 0 と判定さ
れる割合は CNN-Rが 38.5%, CNN-Cが 42.3%であり，正解が 2 の人が正しく 2 と判定される割合は









出力が 0 出力が 1 出力が 2
正解が 0 480 (11:7%) 759 (18:5%) 7 (0:2%)
正解が 1 365 (8:9%) 1718 (41:9%) 105 (2:6%)
正解が 2 5 (0:1%) 436 (10:6%) 230 (5:6%)
合計 850 2913 342
CNN-C
出力が 0 出力が 1 出力が 2
正解が 0 527 (12:8%) 612 (14:9%) 107 (2:6%)
正解が 1 396 (9:6%) 1402 (34:2%) 390 (9:5%)
正解が 2 21 (0:5%) 237 (5:8%) 413 (10:1%)










































































図 a: 9 9の盤での対局の途中経過．
 相手の石を上下左右を自分の石で囲むと取れる．図 bの左の局面で Aの位置に打つと図 bの右の


















































































































































































ただし，xi (i = 1; 2; : : : ; n)が入力値，zが出力値である．入力値 xiと結合荷重 wiの積の総和から閾値
hを引いた値を，関数 f で処理することで出力値が決定される．




















BPについて解説する．まず，第 n   1層の第 j ノードの出力を xn 1j , 第 n   1層の第 j ノードの出力

























このとき，出力層 (第N 層とする)の第 iノードの本来あるべき出力を di とすると，出力層の第 iノー
ドから戻される学習信号は，



























CNN（Convolutional Neural Network, 畳み込みニューラルネットワーク）は，階層型ニューラルネッ
トワークの一種である．Krizhevskyら [49]がDCNN（Deep CNN, 階層の深い畳み込みニューラルネッ
トワーク）を用いたシステムで 2012年に画像認識のコンペティション ILSVRCで 2位に精度差 10%以
上の大差をつけて優勝する（9層の DCNNを使用）という出来事もあり，近年注目を浴びている．



















図 i: CNNのイメージ．前の層の C Dが 1 1に圧縮．それが AB 通り存在．
のようになる．図 iのように，前の層の C Dのノードと次の層の一つのノードを結合する．ただし，















の Tesla K40 [53] を使用した．
13.4 DCNNの囲碁における研究
Clark and Storkey [54]では，対称性を考慮したDCNNを使うことで，囲碁に関する知識に基づいた




手を当てることである．平均 250ある合法手から次の一手を当てる精度が 41から 44%ということであ






さらに，Tian and Zhu [55]では，DCNNの中で先読みを行なうことで，約 57%の精度のMove Pre-
dictionができることが示された．しかも，この DCNNによるMove Prediction単体をプレイヤーとし
て使用するだけで，アマチュア有段者レベルの強さであることも示された．
そして，2016年 1月に Silverら [6]の AlphaGoの論文で，DCNNを使って囲碁の高精度静的盤面評
価関数の作成に成功したこと，及びそれにより囲碁 AIとして初めてプロレベルのプレイヤーに勝利し
たことが発表された．その後 AlphaGoは，プロプレイヤーの中でも世界トップレベルのプレイヤーと
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