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Abstract
During entry into a planetary atmosphere, a blunt body (e.g. a spacecraft) traveling
at hypersonic velocity creates a bow shock in front of it. In the highly energetic
post shock environment, the body experiences heat transfer due to convective, chem-
ical, and radiative processes. To protect the payload against this heating, a thermal
protection system (TPS) is employed. Because a given propulsion system has a set
amount of mass that it can launch to orbit, reducing the amount of mass used for
TPS is desirable as this mass is freed up for mission-oriented payload. At the present,
uncertainties in the flow field cause conservative assumptions to be made regarding
this heating, resulting in an oversized TPS. In inductively coupled plasma (ICP) facil-
ities, a quartz tube is inductively heated to create a plasma, which recreates the post
shock environment that an entry vehicle experiences. While insightful on their own,
to best understand the mechanisms at play in an ICP facility, experiments can be
complimented by computational fluid dynamics (CFD) simulation in order to inves-
tigate properties which are not easily measured or varied experimentally. In this way,
each side of the investigation informs and pushes forward the other. In this thesis,
the combustion CFD code YALES2 has been modified and coupled to Mutation++, a
high temperature chemistry library, in order to allow simulation of high temperature
plasmas. An additional focus has been the modeling of wall induced recombination
of atomic species, which is an exothermic process resulting in additional heat transfer
to the body. This gas-surface interaction remains poorly understood and is one of the
main uncertainties in the modeling of aerothermodynamic effects during atmospheric
entries and therefore TPS design. The resulting code has been used to simulate the
30 kW ICP torch at The University of Vermont, and comparisons with experimental
data sets show good agreement. In addition, code-to-code comparisons have been
performed, benchmarking the developed code against codes previously used to sim-
ulate the facility as well as against US3D, a NASA Ames/University of Minnesota
developed code used to simulate all aspects of full scale re-entry flight.
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1.1 Atmospheric Entry Heating
One of the most challenging parts of a space mission is the entry and descent into a
planetary atmosphere. During this process, the entering body undergoes significant
aerothermal heating due to convective, chemical, and radiative effects. This combina-
tion of effects, outlined in Figure 1.1, leads to a highly coupled system that remains
difficult to model accurately even in the present day.
In order to protect a spacecraft and its payload, a thermal protection system (TPS) is
employed. The two major types of TPS are ablative and non-ablative. In an ablative
system, the TPS material burns in a controlled manner as it is heated, carrying heat
away as it burns off. Examples of ablative heat shields are AVCOAT [8], used on
the Apollo missions, and the more modern Phenolic Impregnated Carbon Ablator
(PICA) [9], used for NASA Discovery missions as well as SpaceX’s Dragon capsule.
A non-ablating system on the other hand is designed to withstand the heat, resulting
1
Figure 1.1: The various coupled systems at play during atmospheric entry heating [1]
in a reusable system, but one which is only suitable for lower heat entries due to the
more constricted nature of the heat dissipation. This type of system has been used
most notably on the Space Shuttle. Figure 1.2 shows the conditions that various
historic spacecraft have experienced during Earth entry, as well as the appropriate
regions for the use of each type of TPS.
When a body with the blunt shape characterizing entry vehicles travels at hyper-
sonic speeds, a bow shock is formed in front of it. This bow shock serves to slow
the flow so that it may pass over the body. This decrease in kinetic energy as the
flow passes through the bow shock is accompanied by an increase in internal energy,
2
Figure 1.2: The atmospheric regimes experienced by various spacecraft, along with the ap-
propriate regions for ablative and non-ablative TPS [2]
heating the flow and possibly leading to significant dissociation, ionization, and ex-
citement of vibrational energy modes within the atmospheric gas.
As the high temperature flow propagates through the post shock region, it cools
in the boundary layer just above the body towards the relatively cooler temperature
of the body. This leads to a portion of the dissociated atoms recombining due to gas
phase kinetics within the boundary layer. However, even if the temperature of the
body would suggests a fully recombined mixture, the residence time of the gas in the
boundary layer is often too short for the mixture to equilibrate before reaching the
body. This can result in a significant flux of atomic species reaching the body.
It was recognized early on in the study of this phenomenon [10] that depending
3
on the properties of the TPS material used, a portion of these atoms would use the
TPS surface as a chemically convenient path for recombination, depositing a portion
of the recombination energy to the surface, resulting in additional heat flux. The
extent to which a material promotes recombination of atomic species is quantified by
the material’s catalytic efficiency, and the study of this parameter is a key objective of
investigation in this area. The broad study of this recombination and all other surface
phenomena such as ablation is denoted the gas-surface interaction, and represents a
significant point of uncertainty in TPS design.
1.2 Experimental Investigation of At-
mospheric Entry Heating
The most common method of investigating atmospheric entry heating is via experi-
ments. The facilities used in these experiments typically fall into one of two categories:
arc-jets, and inductively coupled plasma (ICP) facilities. Both are incapable of recre-
ating the full flight conditions experienced by a vehicle. Instead, the stagnation point
heating that the body experiences in the post shock region at a given flight condition
is recreated. This is said to be done when the facility matches the full flight post
shock total pressure and total enthalpy, as well as boundary layer edge velocity gra-
dient along the stagnation line [11].
Arc-jets are the most commonly used facilities in the United States to study at-
mospheric entry heating phenomena. In an arc-jet, supersonic high temperature
plasma is generated by passing current between copper electrodes. These facilities
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have the advantage of simulating a wider range of total pressures compared to ICP
facilities, allowing access to stagnation conditions corresponding to a wider range of
flight conditions. However, during operation the high temperature that occurs at
the electrodes leads to molten copper being introduced to the flow field as a contami-
nant. This molten copper makes arc-jets less ideally suited for investigations in which
a precise characterization of the chemical nature of the boundary layer flow is pursued.
ICP facilities operate by inductively heating a quartz tube to generate plasma. This
type of facility is dominant in Europe, and the UVM 30 kW ICP facility is the only
one of its kind in the United States. ICP facilities generate plasma in a contaminant
free manner, making them the only choice for a detailed study of boundary layer
chemistry, which is the goal at the UVM facility. The testing of different gas mix-
tures is readily possible, allowing for the investigation of compositions corresponding
to various atmospheres. Figure 1.3 shows how the environment within an ICP torch
compares to that of the post bow shock region encountered during atmospheric entry.
1.3 Overview of Previous Work
The field of atmospheric heating was first probed in the 1950’s by engineers devel-
oping the precursors to today’s intercontinental ballistic missiles [12]. It was quickly
discovered that beyond a certain flight regime, the tip of a slender bodied missile
would disintegrate due to intense heating. As a result, virtually all bodies used today
in space applications for re-entry feature a blunt shape.
5
Figure 1.3: Schematic showing how ICP facilities recreate re-entry heating [3]
1.3.1 Heat Transfer Correlations
Much of the early work describing the aerothermal heating of re-entry bodies took the
approach of transformed coordinate laminar boundary layer equations that allowed
for analytical solutions to simplified versions of the full heating problem. The most
prominent of these is the heating correlation of Fay and Riddell [13]. The correlation
describes the stagnation point convective heating as












where Pr = cpµ/λ is the Prandtl number, ρ is the density, µ is the viscosity, hD is the
dissociation enthalpy per unit mass, h is the enthalpy per unit mass, Le = Dmρcp/λ
is the Lewis number, u is the flow velocity, x is the coordinate pointing normal to the
boundary layer edge, and the subscripts e and w refer to a quantity at the boundary
layer edge and at the wall respectively. cp and λ are the specific heat and thermal
conductivity respectively, and Dm is the mixture averaged diffusion coefficient. While
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more sophisticated methods of analyzing the heating problem now exist, the Fay and
Riddell correlation is still useful during a conceptual design stage calculation. In fact,
modern descendants of this correlation that account for factors like radiation heating
are still being developed today [14].
Building on the work of Fay and Riddell, Goulard [10] attempted to quantify the
effects of a catalytic wall on the heating that a body experiences. His work created
the notion of a material’s catalytic efficiency, denoted γ, which corresponds to the
fraction of atomic species impinging on a wall that recombine there. This concept
has been largely employed in computational fluid dynamics (CFD) modelling efforts
in the field, and it is the method by which catalysis is quantified computationally in
the present work. It is also a key parameter determined experimentally in the ICP
facility itself. The effect is quantified by Goulard by introducing a correction factor
in his proposed heating correlation.
1.3.2 CFD Modelling
A number of previous works have led to the present numerical model of the ICP
facility. The first was by Bottin [15], who presented PEGASE, the first in a series
of high temperature chemistry libraries that would eventually lead to Mutation++,
which is the library used to calculate the transport properties of the high temperature
gas in this work. A flow solver was also presented for the purpose of simulating ICP
facilities, but it was limited to the simulation of inviscid flows in chemical equilibrium.
Fletcher, Thomel, and Marschall [16] used a boundary layer code developed by Bar-
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bante [17] to simulate a neutral air mixture within the UVM ICP facility. The code
used has the ability simulate the effects of wall induced atomic recombination by
specifying a catalytic efficiency, but simulation of the bulk flow within the facility
would require coupling to an additional flow solver.
The work of Anna [18] represented a large step forward in the modeling of the UVM
ICP facility. Her work utilized an axisymmetric configuration with a binary nitrogen
mixture and finite-rate chemistry. The gas-surface interaction is modeled via the more
cohesive model of Marschall [19], although a comparison with the catalytic efficiency
based model showed that the results were comparable. While this work provided a
detailed study regarding various effects associated with the gas-surface interaction,
only a single simplified mixture was investigated.
In his 2015 work, Dougherty [5] presented the most complete model of the UVM fa-
cility to date. His work simulated complex plasmas including ionized species. While
results showed excellent agreement with experimental data for a variety of mixtures,
the CFD solver was limited to structured grids with geometries consisting of solely
right angles. This geometric shortcoming prevented an accurate representation of the
rounded corners found on test samples in the UVM ICP torch. Much of the modeling
approach of Dougherty was adapted in this work into a solver designed for complex
geometries.
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1.4 Goals of This Thesis
The broad goal of this thesis is to further extend the work discussed in the previous
section and to push forward ongoing efforts to simulate with the highest fidelity vari-
ous aspects of the UVM 30 kW ICP facility. Specifically, the first goal of this work is
to accurately simulate the geometry of the test samples used within the torch. The
rounded corners of these samples have proven difficult to model in prior studies [5].
This goal is accomplished via the use of an unstructured flow solver which allows for
mesh generation via commercial meshing tools.
An additional goal is to develop a framework that is readily extendable to a full
3 dimensional study of the facility. ICP facilities are virtually always simulated in
an axisymmetric configuration with the assumption of laminar flow. This results in
a significant reduction in computing cost. While the assumption of laminar flow is
valid under most test conditions, there exist corner cases (low chamber pressure for
example [20]) where turbulence is known to occur. The ability to simulate a 3 dimen-
sional torch will allow the study of the onset of, qualities of, and conditions leading
to this turbulence. A 3 dimensional configuration will also allow for a study of the
sensitivity of results to sample misalignment with the jet. As a final possibility, this
domain could be used to investigate effects relating to the test sample holder. This
can be used to refine the design of the holder especially relating to its cooling and
possible impact on the flow.
To facilitate this goal, the axisymmetric configurations used in this work are for-
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mulated such that the domain is actually a small 3 dimensional slice of the full
facility geometry (see Figure 3.3). This allows all implemented features to be tested
and verified for use in a 3 dimensional environment. In addition, the large size of 3
dimensional meshes compared to axisymmetric ones leads to a substantial increase in
computer cost. Because of this, the CFD solver has been carefully chosen to be highly
parallelizable, and specifically designed for high performance computing (HPC) use.
The solver’s compatibility with commercial meshing tools will become invaluable on
this front as well.
A major goal undergirding the entire model of complex high temperature mixtures
presented here is the coupling of Mutation++, a high temperature gas chemistry li-
brary, to a high-fidelity multiphysics CFD solver. In addition to the results presented
in this work comparing experimental results with those from simulation, this model-
ing configuration will ultimately lead to the leveraging of the complimentary nature
of CFD simulation and experimental investigation discussed above, the performance
of various sensitivity analyses, and detailed uncertainty quantification. The coupling
of physics between the flow and solid can also be investigated through an existing




Overview of the CFD Code
The following chapter details the CFD code YALES2, which was the base for the
model developed in this work. Additionally, the steps that were taken to modify the
code are described here.
2.1 YALES2
The large eddy simulation (LES) code YALES2 (Yet Another LES Solver) [23] has
been modified to allow accurate modelling of the high temperature plasma found in
ICP environments. The code is capable of handling large unstructured grids and was
originally developed for the simulation of combustion. The use of a combustion code
as the base from which to build a model of the ICP facility has many advantages.
First, the framework required to conceptually model a multicomponent mixture with
finite-rate chemical reaction is already in place. Additionally, the low mach formalism
employed is appropriate for ICP applications.
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There remain a few fundamental differences between the modeling of combustion
and ICP facilities that must be addressed. Combustion occurs at relatively lower
temperatures (typically below 3500 K) compared to ICP torch operation, where tem-
peratures in the induction region can be on the order of 10,000 K [24]. Because of this,
many of the strategies employed for computing thermodynamic and transport prop-
erties in combustion codes are inappropriate for a mixture at such high temperatures.
To address this shortcoming, the chemistry library Mutation++ (MUlticomponent
Thermodynamic And Transport library for IONized gases in C++) [25] has been
coupled to the CFD solver in order to provide an appropriate means for calculating
these high temperature properties in mixtures that may contain degrees of ionization.
Additionally, while the wall induced recombination of atomic species is known to
be present in certain combustion applications [26], it is traditionally not a major fac-
tor investigated or simulated. As such, YALES2 did not previously have a means of
modeling this effect. The implementation of a catalytic wall model has been a key
focus of the present work.
2.1.1 High Performance Computing Capabilities
In addition to being an unstructured flow solver, a substantial factor making YALES2
an ideal base from which to build a model of the ICP facility is its orientation toward
HPC applications. Many of the design decisions made during development of the
main solvers were driven by their abilities in this area.
At the forefront of this effort, YALES2 features highly efficient and parallelizable col-
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lection of linear solvers. As a result of specific effort towards the goal of parallelism
during development of these solvers, the speed up of YALES2 has been documented
as nearly linear up to several billions of cells [27].
The efficient handling of large meshes is done via the creation of grid partitions, with
partitioning performed using the METIS [28] library. Once the grid is partitioned,
the computation is carried out in parallel with processors performing computation
on their assigned partition. Each processor is concerned only with its specific chunk
of the domain, with information being shared between processors via the message
passing interface (MPI) protocol. More information on this process in YALES2 can
be found on [29].
These factors combine to create a code that is highly efficient and readily amenable to
use in an HPC environment. To showcase these features, simulations were run by the
YALES2 development team at CORIA of the so-called PRECCINSTA burner [30].
The referenced experimental work on the burner has become a standard reference
data set for benchmarking LES capabilities due the availability of detailed data re-
garding velocity, temperature, and chemical species fields. The study in YALES2
showed that the solver was able to accurately and efficiently simulate the industrial
scale burner on a mesh of 2.6 billion elements [31].
13
2.1.2 Governing Equations




+∇ · (ρu) = 0 (2.1)
∂
∂t
(ρu) +∇ · (ρuu + pI) +∇ · (Π) = 0 (2.2)
∂
∂t
(ρE) +∇ · ((ρE + p) u) +∇ ·Q (2.3)
which are in order the continuity, momentum, and total energy equations. ρ is the
mixture density, u is the velocity vector, p is the pressure, and E is the total energy,
defined as E = 12u
2 +∑nsi=1 Yiei where Yi is the mass fraction of species i and ei is the
internal energy of species i. The diffusive fluxes are given by













where ρi = ρYi is the partial density of species i, Xi is the molar fraction of species
i, and T is the temperature. Dij is the tensor of species diffusion coefficients and Hi
is the enthalpy of species i. The modeling of both of these quantities is described in
Section 2.1.3. Equations 2.1 - 2.3 are supplemented by an equation of state, in this
case the ideal gas law.




where R is the universal gas constant, and M is the molar mass of the mixture.
In order to simulate a multicomponent mixture, two scalars must be transported:
one that determines the concentrations of each species and another to represent the




(ρφ) +∇ · (ρuφ) +∇ · (ραφ∇φ) = ω̇φ (2.8)
where αφ is the scalar diffusivity and ω̇φ is the scalar source term. The transported
scalars are the species’ mass fraction, Yk, and sensible enthalpy, hs. The calculation
of scalar diffusivities as well as the species source term will be discussed later. The








where ω̇i is the source term of species i, ∆h0f,i is the enthalpy of formation of species
i, and pb is the thermodynamic background pressure.
A 4th order finite volume scheme is used for spatial integration. Of note here, par-
ticular care has been taken during development to ensure that this numerical scheme
is energy conserving, which is necessary to capture flow instabilities and turbulence
accurately. Energy conservation on unstructured grids is very challenging and few
codes can claim to achieve it at the present. Time integration of the convective term
is handled by a Two-step Runge-Kutta scheme known as TFV4A. This scheme is a
linear combination of a 4th order low-storage Runge-Kutta (RK4) scheme [32] and
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a 4th order Two-step Taylor-Galerkin scheme (TTG4) [33]. The TTG4 scheme is
numerically diffusive, and therefore allows for the simulation of systems in which the
spurious oscillations inherent to the RK4 scheme would be problematic. A param-
eter α defines the extent to which each solver is used. α = 0 represents RK4 while
α = 1 gives TTG4. In this work, α = 0.2, which is the default value for this scheme.
Time integration of source terms is handled implicitly, as described in Section 2.1.3.
The Poisson equation for pressure is solved via a Deflated Preconditioned Conjugate
Gradient (DPCG) algorithm [34]. Details of these schemes can be found in [35].
2.1.3 Existing Models
The following section outlines the models that already exist within YALES2 which
are employed in simulating the ICP torch. As will be seen, starting with a combustion
code has significant advantages when simulating an ICP torch as many of the code’s
existing capabilities remain valuable.
Diffusivity











where Lei is the Lewis number for species i. The assumption of unity Lewis number
has been shown [15] to be valid up to the onset of ionization. This is the condition
that will be used in this work as the temperature range encountered within the ICP
test chamber is indicative of negligible ionized species population (see Figures 3.9
and 3.10). A comprehensive discussion of the methods for modelling diffusivity in the
context of combustion as well as their appropriate applications and flow regimes can
be found in [36].
NASA 7-Coefficient Model
The NASA 7-coefficient model [37] is used by YALES2 to calculate mixture specific
heat, enthalpy, and entropy. In this formalism, the above thermodynamic proper-
ties are fit to a fourth-order polynomial with integration constants for enthalpy and
entropy. Each species has two sets of coefficients, one for a low temperature range
(typically 200 to 1000 K) and another for a high temperature range (typically 1000
to 6000 K). The equations are given as
cmp,i (T )
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where the superscriptm indicates that these are molar properties. Mixture properties
are then calculated via the following classical mixing laws
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where p0 is the standard-state pressure.
While the 7-coefficient model is known to be robust and is widely used in academic
codes (in combustion for instance), its upper temperature bound can be a limiting
factor when investigating ICP flows. Because the jet at operational conditions can
reach an inlet temperature in excess of 7000 K [38], it is noted that some experiments
cannot be simulated with the current methods.
It is recommended that the newer NASA 9-coefficient model [39] be implemented
into the code. This model was created in response to NASA’s need to model STS
entries, which could involve temperatures well beyond the 6000 K limit. As such,
it provides curves valid up to 20,000 K, which is more than sufficient to simulate
ICP flows. The implementation could be done with Mutation++, which provides the
ability to calculate thermodynamic properties using the 9-coefficient model, or by pro-
viding the coefficients to YALES2 manually as is currently done with the 7-coefficient
model. Given the “proof of concept” nature of the implementation in this work, the
18
NASA 7-coefficient model has been retained as it allows for the development of useful
test cases within its limitations.
CFL Condition
The Courant-Friedrichs-Lewy (CFL) condition is a parameter prescribed to determine
the appropriate convective time step size, and therefore to enforce stability of a simu-
lation. It essentially quantifies the distance that information is allowed to propagate
through a grid in a time step. It is defined as
CFL = U∆t∆x (2.18)
where U is the component of flow velocity pointing in the direction of a given pair of
nodes, ∆t is the time step, and ∆x is the distance between that pair of nodes.
Using the numerical schemes described in Section 2.1.2, a value of CFL = 0.9 is
recommended, however, this value may need to be smaller in special cases such as
during the initial stages of a simulation.
Source Term Time Integration
Time integration of the source terms is done implicitly via CVODE [40], a library for
the integration of numerically stiff ODEs. While YALES2 already carried the capa-
bility of using CVODE, the implementation has been modified to allow the source
term passed to the integrator to be generated by Mutation++.
The motivation for using such a library comes from the fact that it is possible (and
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typical) for the time scale associated with chemical reactions to be much faster than
that of the flow. As a result, if an explicit time integration scheme is used, the stable
time step size may be many orders of magnitude smaller than that defined by the
CFL condition. The use of CVODE eases this issue, and allows the simulation to be
run using the CFL condition as the relevant parameter in determining the time step.
Specifically, CVODE uses a Backward Differentiation Formula [41] with a variable
time step and order determined by algorithms within the library. Given the generic
ODE describing the scalar φ
∂φ
∂t
= f (t, φ) (2.19)




αjφn−j + hβf (tn, φn) (2.20)
where h is the time step and α and β are coefficients whose values depend on the order
of the solution. Orders up to q = 6 are stable and can be solved by CVODE after
some complex criteria within the library determine the appropriate order of solution
and implicit time step size. The system is then solved via a Newton-Rhapson method.








which are solved at implicit time steps until the time step imposed by the CFL














which are the source terms passed to the governing equations in Section 2.1.2
2.1.4 Models Added
The following section outlines the physical models added to YALES2 to facilitate
the accurate simulation of the high temperature environment within the ICP fa-
cility. These primarily consist of high temperature gas properties calculated using
Mutation++ and represent an overview of the coupling between the two codes. Ad-
ditionally, the nature of the implemented gas-surface interaction model is detailed.
Viscosity
The mixing law of Wilke [42] previously used by YALES2 to calculate mixture vis-
cosity is known to be inappropriate at high temperatures [43] due to its reliance
on Lennard-Jones potentials [44]. While Lennard-Jones potentials are often used in
simulations due to their computational simplicity, they do not account for dipole in-
teraction, making them unsuitable for mixtures with ionization. Instead, the mixing
rule of Yos [45] is employed. This is a modification to the earlier proposed Gupta-
Yos mixing rule [46] [47], which itself is a simplification of the more accurate but
computationally expensive Chapman-Enskog formula [48] for viscosity. In the Yos
21








where ns is the number of species present in the mixture, aav is the average of the
non-diagonal matrix elements in the Chapman-Enskog formula, and Ai is computed





























where NA is the Avagadro number, Mi is the molar mass of species i, and aij and


















where kB is the Boltzmann constant, T is the temperature of the mixture, and Ωij is









A summary of the different methods for calculating viscosity as well as their physical
and computational advantages and disadvantages can be found in [49].
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Thermal Conductivity
The method used to calculate thermal conductivity in YALES2 is the mixing rule
of Mathur et al. [50] with the pure species conductivities being calculated using the
formula derived by Warnatz [51].
Instead of this, a formulation for mixture thermal conductivity that is appropriate
for mixtures the may contain ionization has been implemented. While the degree
of ionization is assumed to be negligible in this work, future modeling may wish to
compute the induction region of the facility, and in this case, ionization is absolutely
necessary to account for. In this formulation, the thermal conductivity is defined as
λ = λh + λe + λint (2.31)
where λh is the heavy species translational thermal conductivity, λe is the electron
thermal conductivity, and λint is the thermal conductivity due to internal energy
transport. The method of calculation of these components in Mutation++ is de-
scribed in detail in [25] and [2] and is summarized below.
The heavy species thermal conductivity is found from the second Laguerre-Sonine
polynomial approximation of the Chapman-Enskog expansion where αλhj is a coeffi-
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where H is the set of heavy species, and Gλhij is a transport matrix (details on this and
the later mentioned Λlkee can be found in [52]) formulated from species mole fractions
and collision integrals.
The expression for the electron thermal conductivity is obtained via a third order





where Λlkee is a transport matrix determined by the collision integrals for electron-
electron interactions.
The thermal conductivity due to internal energy transport is given by the Euken
















The production and destruction of species within the mixture due to chemical re-
actions is captured by the species source terms as discussed in Section 2.1.2. The







ν ′′ijAi ∀j ∈ {1, . . . , nr} (2.35)
where Ai is the species of reactant or product, ν ′ and ν ′′ are respectively the reactant
and product stoichiometric coefficients, and nr is the number of reactions, then the





ν ′′ij − ν ′ij
)
τjΘj ∀i ∈ {1, . . . , ns} (2.36)
where Mw,i is the molecular weight of species i, τj is the rate of progress of reaction
j, and Θj is the third-body multiplier.












where kf,j and kb,j are the forward and backward reaction rate coefficients of reaction
j, the calculation of which will be discussed shortly, and ρ̃i = ρi/Mi is the concentra-
tion of species i.
25




i=1 αij ρ̃i, if reaction j is third body
1, otherwise
(2.38)
where αij is the third-body efficiency.
The forward reaction rate is specified by a modified Arrhenius equation as






where the coefficients Aj, βj, and θd,j are rate constants specified as input to the code.





where kC,j is the equilibrium constant, defined as
















ν ′′ij − ν ′ij
)
G◦i is the change
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Throughout this work, reference will be made to prescribing the equilibrium compo-
sition of a mixture. While a full discussion of the determination of this composition
is beyond the scope of this work, it suffices to include a few words on the overall
method used in Mutation++ to do so.
When finding the equilibrium composition of a mixture, the goal is to minimize the
Gibbs function in some linearly constrained scenario. The constraints relate to ele-
mental mass balances and are laid out in detail in [53]. The method used to solve this
problem in Mutation++ is known as the multiphase GCF (MPGFC) method [54],
which is an extension of Pope’s Gibbs function continuation (GFC) method [55] that is
applicable to multiphase mixtures. This approach varies from the specialized Newton-
Rhapson methods employed by programs like CEA [56], which have been known to
fail in situations where the problem becomes numerically stiff or when the initial
guess is too poor. The MPCFG method has been developed specifically to alleviate
this shortcoming.
Catalytic Wall
A Specified Reaction Efficiency (SRE) model has been implemented to investigate
the effects of wall catalyzed recombination of atomic species on boundary layer com-
position and surface heating. These models specify a catalytic efficiency which, as
laid out by Goulard [10], is the fraction by mass of atomic species i impinging at the
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where γi is the catalytic efficiency and Γi is a mass flux impinging on the wall. The
catalytic efficiency is determined experimentally (see for instance [3] [4] [57]) and is
a function of wall material as well as of the recombining species. It is then given as
an input to the CFD code.
In the absence of ablation, the mechanism leading to impingement of a species at
a no-slip wall is diffusion. Therefore, for a non-ablating wall, a boundary condition
must be imposed that balances the rate of production of a species at the wall with
that species’ diffusion toward the wall. Using the definition of catalytic efficiency,
this gives us the following diffusive flux at the wall
ω̇i,wall = γiΓi,total (2.43)






where mi is the particle mass of species i. Additionally, in Barbante’s formulation,
the suggestion of Scott [58] is followed wherein the catalytic efficiency is modified and
replaced by γ′ = 2γ/2−γ, which accounts for a first order perturbation to the Maxwell-










The modeling of wall catalyzed reactions remains an active area of research. While
more advanced models that account in greater detail for the physics of the surface
interaction have been developed [19] [59], their incorporation into CFD codes exists
only in isolated examples [18] and they are beyond the scope of this work. In addition
to atmospheric entry, wall catalyzed reactions have implications for fields as broad
as combustion [26], fire safety [60], and gasification plant design [61]. For a broad
discussion and review of the subject, the reader is referred to [62] [63].
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Chapter 3
Experimental Setup and Simulations
Run
The following chapter describes the experimental facility and gives an overview of
the data reduction processes used therein. Details of the computational setup are
also given, including a description of the domain, boundary conditions, mesh, and
mixtures.
3.1 ICP Facility
The following sections give a brief overview of the data acquisition and processing
procedures employed in the UVM 30 kW ICP Facility. The reader is referred to [4]
and [6] for full details of the data acquisition process specific to the experimental
results presented here and to [64] for a detailed discussion of the facility itself.
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Figure 3.1: Schematic of the UVM ICP Facility LIF data acquisition procedure [4]
3.1.1 Experimental Setup
The UVM ICP Facility measurement strategy is centered around two-photon absorp-
tion laser-induced fluorescence (TALIF) in which absorption transitions are excited
in the species whose properties are being measured. The facility uses a frequency
doubled Nd:YAG laser which emits 532 nm light and pumps a dye laser with wave-
length of 600-720 nm. The dye laser is frequency tripled to produce ultraviolet light of
wavelength 200-240 nm, giving access to the above mentioned absorption transitions.
The ultraviolet light is split and sent to both the ICP test chamber and a flow reactor
(FR). The latter is held at room temperature and 0.55 torr, and is used to provide
a reference for the signal gathered from the ICP. At each spatial measurement loca-
tion, an LIF trace is performed by tuning the laser wavelength around that of the
absorption transition and measuring the LIF signal at each wavelength. This trace
data gives the line widths and integrated areas that will be used to find temperature
and mole fraction. A schematic of the experimental set up is shown in Figure 3.1.
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3.1.2 Experimental Data Reduction
The following sections outline how experimentally gathered data is reduced to find
desired quantities.
Temperature
From the LIF trace at each measurement location, the temperature is determined











where c is the speed of light and ν̃ is a line width with the subscript denoting the
measurement location either in the ICP or at the flow reactor.
Relative Mole Fraction
A fit is placed on the temperature data from which a number density fit is calculated





where pstatic is the static pressure.
The mole fraction relative to the boundary layer edge value can then be found via
this number density fit, and the integrated area of the laser sweep at a location.
χ̂ = A (y) /nfit (y)
A (edge) /nfit (edge)
(3.3)
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In the case of a nitrogen plasma, equation 3.3 is incomplete as collisional quenching
[65] must be accounted for. This results in the relative mole fraction being given as
χ̂N =
A (y) /nfit (y)
√
Tfit (y)





As with the catalytic wall boundary condition implemented in YALES2, the theoreti-
cal basis for determining catalytic efficiency experimentally in the ICP facility comes








where the diffusion coefficient Di is determined via an empirical relation for the
particular mixture being studied. In a surface catalyzed reaction, this diffusive flux








where kwall is the wall reaction rate.
Equation 3.6 is then rewritten on a particle basis rather than a mass basis, which lends





Spatial Location ±0.05 mm
Table 3.1: Uncertainties in experimentally gathered or reduced data [4] [6]
















The experimental uncertainty values for the various experimental quantities presented
in Chapter 4 are shown in Table 3.1. Additionally, there is uncertainty in the exper-
imentally determined catalytic efficiency value, but the specific value of this uncer-
tainty varies depending on the mixture used in the experiment and as such will be







Table 3.2: Dimensions of the ICP geometry shown in Figure 3.2
3.2 Summary of Simulations Run
3.2.1 Computational Domain
The geometry of the torch is shown in Figure 3.2 with dimensions listed in Table
3.2. Note that while shown in the diagram, it has been decided to not simulate the
induction zone of the facility. This would involve the coupling of the code to a magne-
tohydrodynamics solver which would needlessly complicate the implementation given
that the focus of the UVM facility is the study of the gas-surface interaction and not
the detailed behavior of the jet itself. Instead of simulating the induction region, a
velocity inlet is prescribed at the entrance to the test chamber, roughly where dinlet
is labelled in Figure 3.2. The mixture is then simulated within the chamber as a
multicomponent, chemically reacting gas.
The domain simulated is a pseudo-axisymmetric configuration shown in Figure 3.3
which consists of a 3 dimensional wedge representing an azimuthal slice of the full
cylindrical ICP geometry. The domain contains a single element in the azimuthal
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Figure 3.2: The geometry of the ICP torch with relevant dimensions labelled. Adapted
from [5]
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Figure 3.3: The wedge domain used for simulations of the ICP torch
direction and periodic boundaries on the two rotationally opposing wedge faces. This
configuration has the advantage of the low computational cost of an axisymmetric
geometry while confirming that all employed algorithms and modelling strategies are
valid on a 3 dimensional domain.
3.2.2 Computational Mesh
A mesh convergence study has been performed to ensure that computed results are
independent of grid sizing. The parameter used to qualify independence is stagnation
line temperature. Specifically, stagnation line temperature in the boundary layer just
above the test sample. Temperature was the chosen parameter because not only is
the accurate prediction of its profile centrally important to the work performed here
in its own right, but the rate of chemical reactions as well as the value of heat flux
are highly dependent on the flow’s temperature value. As such, accurate prediction
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of temperature is paramount to the present study.
The nitrogen mixture described later in Section 3.2.5 is used in this study. The
boundary layer edge temperature is 6000 K and the wall temperature is 600 K. These
conditions represent a realistic test environment within the UVM ICP facility. The
wall catalycity is set to γ = 0.0 in order to ensure convergence of gas phase behavior.
The various grids are generated by prescribing different sizings of the unstructured
grid on the sample tip. The mesh growth rate is held constant between grids, meaning
that the sizing of the grid at the sample tip also controls the resolution of the grid in
the boundary layer.
The results of the study are shown in Figure 3.4. It is seen that for all grid sizes,
behavior within the boundary layer is well predicted. The differences in profile be-
tween the mesh sizes are not significant enough to point to any serious issue with
the grid sizing. The only place in which the behavior of the temperature varies from
resolution to resolution is in the final element before the wall. It is seen that in this
element, the gradient of temperature is decreased. It is supposed that this behavior
is the relaxation of the Dirichlet boundary condition imposed on temperature to a
spring condition when temperature gradients are deemed too steep at a wall so as to
maintain stability of the simulation. It is readily observed that discrepancies from this
effect do not propagate up through the remainder of the boundary layer, retaining
confidence in results independent of this effect. Even so, the wall mesh size chosen for
the study is 0.02 mm so as to retain as accurate a prediction of the wall temperature
itself as possible.
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Figure 3.4: Temperature profiles in the boundary layer along the centerline axis of the sample
for different mesh size
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Figure 3.5: L2 error norm of the temperature velocity profiles for 0.03, 0.04 and 0.05 mm
mesh size against the temperature profile computed for 0.02mm mesh size
To provide a more quantitative analysis of grid convergence, a study of the L2 error
norm of the temperature profiles has been performed. A mesh is deemed to be con-
verged when the refinement of the mesh by a factor of 2 results in a change in L2
error norm of less than 2%. The results of the study are shown in Figure 3.5. The
difference in L2 error norm between the case of 0.02 mm sample grid size and 0.04
mm sample grid size is 0.021%, therefore the finer grid is considered converged, and
the choice of mesh made above is confirmed. The final mesh is shown in Figure 3.6.
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Figure 3.6: The computational mesh used in this study
3.2.3 Inlet Conditions
Velocity Profile
A previous study [5] sought to characterize the Reynolds number of the flow within




It was found that at a representative boundary layer edge temperature of 5000 K,
the Reynolds number would be roughly 100, resulting in a laminar flow. Because
increasing temperature results in decreased density and increased viscosity, Reynolds
number decreases with increasing temperature, meaning that the inlet to the facility
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can also be assumed to be laminar.
Based on previous work modelling the full electromagnetic environment found within
an ICP torch [24], it is generally accepted that at the entrance to the test chamber,
the velocity profile takes some parabolic shape. While measurements of the exact
shape of the profile were not made while gathering the experimental results which are
compared here, based on the work of Magin [66], a fully developed profile is assumed
in this work. The specific profile used is




where the asterisk denotes a normalized value, which must be scaled to a full value
based on the conditions of the specific experiment being simulated. The profile is
shown in Figure 3.7.
The parameter used to quantify the inlet flow in the ICP facility is mass flow rate. In
the case of the experiments simulated here, this quantity is specified in standard liters









From the mass flow rate, density (based on inlet temperature), and inlet profile shape,
the parameter Umax can be solved for such that the final inlet velocity profile is








Figure 3.7: Normalized inlet velocity profile used in ICP simulations
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Temperature and Composition Profile
It is known that in ICP facilities, the temperature profile at the inlet varies from
some high value along the centerline to a lower value toward the edge of the inlet [67].
Because the exact temperature profile found at the location of the inlet used in this
work is unknown, a previous numerical study [18] investigated the effects of prescrib-
ing a uniform inlet temperature profile versus one bearing a shape similar to that of
the velocity profile described above. It was found that the uniform profile produced
better agreement with results.
Additionally, a varying temperature profile is inconvenient for numerical studies when
mass flow rate is the parameter quantifying inlet flow. A temperature profile leads
to a density profile which needlessly complicates the prescription of a velocity profile.
As such, a uniform temperature inlet is the condition prescribed in this work. The
equilibrium chemical composition is also prescribed at the inlet at this temperature
and the chamber pressure.
3.2.4 Initial Conditions and Temporal Ramping
A number of steps are taken to maintain stability during the initial stages of a sim-
ulation. These include the imposing of an initial velocity profile on the domain, as
well as the temporal ramping of various parameters from their initial value to their
final one.
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Figure 3.8: Initial velocity distribution
The initial velocity profile imposed is shown in Figure 3.8 and is defined as











2 tanh [80 (x+ 0.02)] (3.14)
where x is the dimension along the axis of the jet, with its origin at the sample tip
and values increasing in the direction of jet velocity (left to right in Figure 3.8). The
parameters Rmax and Rmin control the width of the profile and are defined here as
0.07 m and 0.018 m respectively.
A number of parameters are ramped up in a linear fashion during the initial stages
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of a simulation. For a generic parameter φ, this ramp takes the following form
φ (t) =

φstart t < tstart
φstart + (φend − φstart) t−tstarttend−tstart tstart < t < tend
φend t > tend
(3.15)
where the subscripts start and end refer to values at the beginning and end of the
ramp respectively. Values that are ramped up in this manner are typically inlet
velocity, inlet temperature, and sample temperature. The value of tend − tstart is
adjusted on a case by case basis so as to maintain stability of the solution.
3.2.5 Gas Mixtures
Argon Buffered Oxygen
An oxygen mixture buffered by argon has been simulated in the UVM 30 kW ICP
facility. The purpose of diluting the oxygen mixture with argon is to slow the surface
oxidation of test samples. The full plasma contains 7 species: O, O2, Ar, O+, O+2 ,
Ar+, and e−. At the operational pressure of 160 torr (21331 Pa), the equilibrium
species mole fractions are shown in Figure 3.9.
It is clear that charged species are in effect absent from the mixture at tempera-
tures below 6000 K (At 6000 K, the largest charged species mole fraction is XO+2 =
5.28×10−5). As all temperatures encountered in this work fall below this value, it has
been opted to simulate instead a 3 species mixture consisting of O, O2, and Ar. This
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Figure 3.9: Equilibrium compositions of the O2-Ar plasma
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Equation A β θd, [K]
3.16 1× 1022 −1.5 59, 360
3.17 2× 1021 −1.5 59, 360
3.18 2× 1021 −1.5 59, 360
Table 3.3: Arrhenius coefficients for the O2-Ar plasma [7]
maintains physical accuracy within the temperature range simulated while improving
performance of the CFD solver by requiring the solution to 4 fewer species transport
equations. The reactions simulated for this mixture are then
O2 +O −−⇀↽− 2O +O (3.16)
O2 +O2 −−⇀↽− 2O +O2 (3.17)
O2 + Ar −−⇀↽− 2O + Ar (3.18)
The Arrhenius coefficients for this reaction set are shown in Table 3.3.
Binary Nitrogen
Simulations have also been carried out with a simple binary nitrogen mixture com-
prising of species N and N2. The equilibrium compositions of this mixture at 160
torr are shown in Figure 3.10. The effects of charged particles would become rel-
evant around 7500 K, and as the highest boundary layer temperatures encountered
in this work are well below this, the use of the binary mixture is deemed appropriate.
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Figure 3.10: Equilibrium compositions of the binary nitrogen mixture
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Equation A β θd, [K]
3.19 3× 1022 −1.6 113, 200
3.20 7× 1021 −1.6 113, 200
Table 3.4: Arrhenius coefficients for the nitrogen mixture [7]
The reactions simulated for this mixture are
N2 +N −−⇀↽− 2N +N (3.19)
N2 +N2 −−⇀↽− 2N +N2 (3.20)
The Arrhenius coefficients for this reaction set are shown in Table 3.4.
3.3 Computing Resources
With the exception of early stage conceptual runs during development, all YALES2
computations presented in this thesis were performed on the Vermont Advanced Com-
puting Core’s (VACC) Bluemoon cluster [68]. The complete cluster consists of 380
nodes and 3144 cores, but the work done here utilized the facility’s 32 dual-processor,
10-core (Intel E5-2650 v3) Infiniband-connected Dell PowerEdge R630 nodes running
RedHat Enterprise Linux 7 (64-bit) with GNU compilers.
NASA’s main High-End Computing (HEC) resource, the Pleiades Supercomputer [69]
was used for US3D simulations. Each run used two Ivy Bridge nodes. Each node
contains two 10-core E5-2680v2 (2.8 GHz) processor chips and 64 GB of memory,
providing 3.2 GB of memory per core. The Ivy Bridge nodes are connected to the
50
Pleiades InfiniBand (ib0 and ib1) network via the four-lane Fourteen Data Rate (4X




In this chapter, the results of simulations using the modeling framework and mix-
tures described in Chapters 2 and 3 are presented. These results are also compared
to experimental data from the UVM ICP facility. In addition, code-to-code vali-
dation exercises have been performed benchmarking the performance of the newly
modified YALES2 implementation against a number of codes, most of which have
been previously used to simulate the facility. All results presented in this section are




The key parameters for the experiments simulated using the nitrogen mixture are
summarized in Table 4.1. A detailed report of the experimental conditions and re-
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40 N2 6750 600 Polished
Copper
0.00805
40 N2 6750 600 Virgin Nickel 0.00574
40 N2 6750 600 Unpolished
Copper
0.00210
Table 4.1: Parameters for nitrogen simulations
sults can be found in [6]. Chamber pressure is reported at 160 torr (21331 Pa). In
the case of nitrogen mixtures, catalytic efficiency values have an experimental uncer-
tainty of 25%. Based on the results shown in this section, it has been estimated that
a variation of this magnitude would not significantly impact results. Because of this,
only the reported value itself has been simulated.
It should be noted that for the experiments listed in Table 4.1, boundary layer edge
temperatures are reported to be 6250 K. It was found during simulations that increas-
ing this value led to better agreement between experiment and simulation. Because
it is within the range of experimental uncertainty, the choice of 6750 K as a boundary
layer edge temperature is deemed valid.
Additionally, the curves generated by the NASA 7-coefficient model quote a max-
imum temperature of 6000 K. However, it is noted that an extrapolation of up to
20% can be made. This allows the temperatures simulated here to be higher than the
previously mentioned 6000 K limit. While simulations above 6000 K are shown to
produce high quality results, this extrapolation should be kept in mind when viewing
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Figure 4.1: N2 mixture polished copper sample χ̂N profile
results in this section.
Nitrogen / Polished Copper
The results for normalized nitrogen atom mole fraction with a polished copper sample
are shown in Figure 4.1. This represents a relatively catalytic sample material. While
there is some minor over-prediction in the final 0.75 mm, it is seen that experimen-
tal values are well matched by the simulation. The simulation appears to predict a
boundary layer of species of 4 mm, which is longer than the roughly 2.5 mm boundary
layer predicted by the experiment, resulting in an overprediction of nitrogen atoms
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Figure 4.2: N2 mixture polished copper sample temperature profile
in the region of 2.5 - 4 mm. It should be noted that X̂N drops only slightly in this
region, and that this drop could easily have been lost in the experimental uncertainty.
Additionally, both the simulation and experiment predict very similar wall popula-
tion of atomic nitrogen. When the experimental data is extrapolated, it predicts a
normalized nitrogen mole fraction at the wall of χ̂N = 0.171 whereas the simulation
predicts a value of χ̂N = 0.159.
The centerline temperature profile for the same case is shown in Figure 4.2. Again,
the trend is matched well. The only portion of the trend that is consistently missed is
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Figure 4.3: N2 mixture virgin nickel sample χ̂N profile
region from 0.5 - 1 mm from the sample. The under-prediction seen here is very mi-
nor with the simulated value falling within the uncertainty range of the experimental
data, so this does not raise concerns regarding the legitimacy of the simulation. Both
instances predict a thermal boundary layer thickness of roughly 4 mm.
Nitrogen / Virgin Nickel
The results for a virgin nickel test sample in a nitrogen mixture are shown in Figures
4.3 and 4.4. The results and the extent to which they are matched is very similar to
that which is found in the polished copper test case. As a matter of fact, the temper-
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Figure 4.4: N2 mixture virgin nickel sample temperature profile
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ature constraints are unchanged between all three nitrogen test cases shown in this
section. The only parameter that is changed from case to case is the experimental
catalytic efficiency value. This means that in all cases, the non-catalytic and fully
catalytic trends will be identical, and the partially catalytic results will only vary to
a minor extent between one another.
Specifically, Figure 4.3 shows good agreement between experimental and simulation
results. While the sparseness of experimental data points past 2 mm makes the ac-
curate pinpointing of boundary layer thickness difficult, the simulation predicts a
thickness again of 4 mm, which is certainly reasonable based on the experimental
data available. The near wall behavior as well as the wall value itself of χ̂N again
appears to be accurately reproduced by the simulation.
Figure 4.4 shows the temperature profile computed with the virgin nickel test sample
compared to the experimentally gathered data. Both cases predict similar thermal
boundary layer thicknesses. It is interesting to note that although the boundary layer
edge temperature and wall temperature are consistent between this case and the pol-
ished copper case, results are accurately matched here in the region from 0.5 - 1 mm,
whereas they were under-predicted in this region for the polished copper case. Like-
wise, the temperature values for virgin nickel are under-predicted to a small degree
in the 1 - 2 mm region whereas the data in this region was matched well for polished
copper. In both cases, the results produced by the simulation fall within the bounds of
experimental uncertainty, therefore underscoring the role that this uncertainty plays
in matching experimental data with simulation results.
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Nitrogen / Unpolished Copper
The final test sample used is an unpolished copper sample. The lack of polishing
leaves suspicion of the presence of an oxide scale on the sample. The presence of this
scale would leave less copper sites for surface reactions, therefore affecting the cat-
alytic behavior. In conjunction with the polished copper results, these experiments
provide insight into the impacts of this oxide scale on surface catalycity.
The results for atomic nitrogen mole fraction with an unpolished copper test sample
are shown in Figure 4.5. Outside of some under-prediction in the 2 - 3 mm range,
good agreement is found between the simulation and experiment in the majority of
the boundary layer. The thickness of the boundary layer is predicted at roughly 2.5
- 3 mm by the experiment, whereas it is again predicted to be about 4 mm by the
simulation. As was discussed in the results for polished copper, this result is slightly
uncertain, as variation within the experimental uncertainty of the experimental data
points in the 2 - 3.5 mm region can greatly effect where the boundary layer is per-
ceived to begin.
The temperature profile predicted for this experiment is shown in Figure 4.6. Some
minor over-prediction is found in a very similar vein as in the polished copper case.
As was noted there, this falls within the value of experimental uncertainty and does
not point to any issue with the simulation results.
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Figure 4.5: N2 mixture unpolished copper sample χ̂N profile
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Figure 4.6: N2 mixture unpolished copper sample temperature profile
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30 Ar / 8 O2 5700 1500 Uncooled
Quartz
0.0079
Table 4.2: Parameters for argon buffered oxygen simulations
4.1.2 O2-Ar Mixture
The key parameters for the experiment simulated using the argon buffered oxygen
mixture are summarized in Table 4.2. Details of the experiment can be found in [4].
Chamber pressure is again reported at 160 torr (21331 Pa). The catalytic efficiency
value has an uncertainty of roughly 15%. As with the nitrogen results, this uncertainty
will not impact results significantly, and so only the reported value itself is simulated.
O2-Ar / Uncooled Quartz Sample
The profile of normalized O atom mole fraction is shown in Figure 4.7. Experimen-
tal data is seen to be matched well. Both the simulation and experiment predict a
boundary layer length for atomic species recombination of roughly 2 mm. It should be
noted that this is significantly shorter than the thermal boundary layer length. This
is not surprising because as shown in Figure 3.9, O atoms do not begin to recombine
significantly until temperatures drop below roughly 4000 K.
The temperature profile for the same experiment is shown in Figure 4.8. The length
of the boundary layer is consistently predicted between experiment and simulation
at roughly 3 mm. There is only minor disagreement between simulation results and
experimental data and only one point is seen to fall outside of the experimental un-
62
Figure 4.7: O2 −Ar mixture uncooled quartz sample χ̂O profile
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Figure 4.8: O2 −Ar mixture uncooled quartz sample temperature profile
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certainty. However, there is some question about the legitimacy of these final two
points due to the wall temperature being measured by a two-color pyrometer at 1500
K with only 5% uncertainty and the final point falling outside of this range.
4.1.3 Discussion of Code-to-Experiment Compar-
ison
While it was seen that results from the torch were generally able to be matched,
results from this study still contain a large degree of uncertainty regarding inlet con-
ditions. In the studies simulated here, the only data that we have regarding inlet
temperature is the centerline temperature of the flow at the boundary layer edge.
The inlet temperature must be iterated upon during successive simulations in order
to match this value, which is a cumbersome and imprecise process. Additionally, this
value has a total uncertainty of 1000 K, adding to the difficulty of this process.
Inlet temperature is a critical value, as it directly impacts the conversion from SLPM
to LPM (see equation 3.11), as well as impacting density, which comes into play when
converting LPM to mass flow rate. Additionally, in the case of O2-Ar simulations,
the concentration of atomic oxygen remains relatively constant until temperatures
drop below about 4000 K, at which point they will begin to decrease. The spatial
location at which this threshold is crossed can vary significantly within the 1000 K
uncertainty band for boundary layer edge temperature, resulting in large variance in
species population profiles. In the ideal scenario, inlet temperature and velocity pro-
files would be measured experimentally and could be applied as boundary conditions.
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Recognizing its importance, since the experimental results simulated here were pub-
lished, studies have been performed [67] [38] focusing on quantifying these inlet con-
ditions more precisely. Unfortunately, they feature temperatures outside of the range
which can be simulated with the current model. Additionally, they exist only for
limited gas mixtures and experimental condition, and the consistency of inlet flow or
temperature profile from one case to another remains uncertain.
These observations serve as a further impetus for the broadening of the temperature
range which can be accurately modeled using the methods presented here. Addi-
tionally, it is observed that in a simulation which includes the induction zone of the
facility, the only relevant parameter would be facility power and all other inlet con-
ditions would follow from the computation. This latter scenario represents a much
more significant and fundamental modeling effort compared to the incorporation of
a new thermodynamic property model and applying new values for temperature and
velocity inlet boundary conditions.
4.2 Code-to-Code Comparison
In this section, the developed code will be compared to other codes used in previous
studies of the UVM ICP facility. Additionally, US3D has been used for the first time
in the study of the facility.
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Tedge, [K] Tsample, [K] γ Chamber
Pressure, [kPa]
6750 1590 [0, 0.07, 1] 12.5
Table 4.3: Parameters for the code-to-code comparison with NGA and LeMANS
4.2.1 NGA / LeMANS
The first set of codes that YALES2 is benchmarked against are NGA/ARTS (Next
Generation ARTS / Advanced Reaction Turbulent Simulator) and LeMANS (Le
Michigan Aerothermodynamic Navier-Stokes Solver). These codes have both already
been used in previous studies of the facility, and results gathered therein will be com-
pared. NGA [70] is a structured turbulent combustion code which was coupled to
Mutation++ to handle high-temperature gas modeling in a very similar approach as
was used in this work. This code was used by Dougherty [5] in his study of the facil-
ity. LeMANS [71] is a code developed at The University of Michigan to be a general
purpose laminar Navier-Stokes solver with the ability to handle unstructured grids as
well as chemical and thermal nonequilibrium, and was used by Anna [18] in her study.
The test case is a nitrogen experiment investigating carbon nitridation. The case was
originally studied in Anna’s thesis, the results of which were then used by Dougherty
to perform his own code-to-code validation. The test conditions are shown in Table
4.3. The partially catalytic efficiency value corresponds to a virgin carbon sample.
It should be noted that while Anna’s study employed a more advanced material re-
sponse model, which allowed for simulation of surface nitridation, this feature was
not included in NGA and has also not been implemented in this work. As a result,
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the case above corresponds to a case with zero nitridation efficiency.
Rather than use relative mole fraction, the LeMANS study used atomic number
density as the parameter quantifying species concentration. Number density can be





The values presented here are in fact normalized to the boundary layer edge. The





The results of the temperature profile comparison are shown in Figure 4.9. It is seen
that the overall profiles agree quite well. The YALES2 profile tracks almost perfectly
that of LeMANS with γ = 0. Between the codes however, it is seen that the effect
of catalytic efficiency on the temperature profile is only minimally observed in the
YALES2 implementation. While the other two codes see a noticeable difference in
temperature profile when imposing full catalycity, the difference is much less promi-
nent in YALES2. This is shown more clearly in Figures 4.10 and 4.11, where the
results for each value of γ are shown separately. This leads to a worse agreement by
YALES2 in the fully catalytic case compared to the good agreement seen in the case
of γ = 0. It should be noted that the extent to which catalycity impacts the temper-
ature profile is quite different between NGA and LeMANS, so the trend observed in
YALES2 is not necessarily indicative of an issue with the code. Either curve produced
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Figure 4.9: Comparison of temperature profiles computed with LeMANS, NGA, and
YALES2
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Figure 4.10: Comparison of non-catalytic temperature profiles computed with LeMANS,
NGA, and YALES2
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Figure 4.11: Comparison of fully catalytic temperature profiles computed with LeMANS,
NGA, and YALES2
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Figure 4.12: Comparison of n̂N profiles computed with LeMANS, NGA, and YALES2
by YALES2 would still provide a realistic prediction of a temperature profile. Still
this behavior may warrant additional investigation.
The results of the number density comparison are shown in Figure 4.12. The trends
for zero wall catalycity are seen to be in good agreement. The YALES2 prediction
closely matches that of NGA. This is anticipated as the difference between results
from NGA and LeMANS was speculated to be the result of a difference in the model
for reaction rates used. The implementation in YALES2 uses the same rates as NGA.
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Looking at the fully catalytic trends, the results are seen to be roughly consistent
across the 3 codes. In all cases we see only minor depletion of nitrogen number den-
sity until the final 0.5 mm above the surface. From here to the surface there is a sharp
fall off of nitrogen concentration, resulting in negligible nitrogen atom population at
the wall. This is of course what is expected in a fully catalytic case.
In the case of partial catalycity, YALES2 follows a similar trend to LeMANS for
the majority of the boundary layer, falling noticeably below only in the final 0.5 mm.
While the values are seen to be lower, NGA and YALES2 predict very similar trends
in the number density profile in this region. This makes sense as the implementation
of the catalytic wall boundary condition is identical between the two codes. It is
assumed that the difference in value is a result of slightly different behavior in the
gas phase. The experimental data points are also shown in Figure 4.12. For the ex-
perimental catalycity condition, all codes are seen to give a slight overprediction with
respect to experimental data. The extent of this overprediction is minor in all cases,
however the YALES2 overprediction is seen to be the smallest, suggesting legitimacy
in the YALES2 implementation. To better aid in the observation of the specific be-
havior encountered in this case, the results for the partial catalycity condition are
shown alone in Figure 4.13.
The results of this code-to-code comparison are favorable. It is seen that the pre-
dictions by YALES2 of temperature as well as gas phases kinetics are in line with
the compared codes. While the largest discrepancies between codes lies in the case of
partial catalycity, the results still show general consistency, with YALES2 also being
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Figure 4.13: Comparison of n̂N profiles computed with LeMANS, NGA, and YALES2 for
the case of γ = 0.07.
74
able to again accurately match experimental data, suggesting no obvious issue with
the YALES2 implementation. Overall, this study buttresses the legitimacy of the
YALES2 high-temperature gas modeling implementation.
4.2.2 US3D
A second code-to-code validation exercise was performed in collaboration with re-
searchers at NASA Ames Research Center. The code that YALES2 will be bench-
marked against is US3D (UnStructured 3D) [72]. The code, developed at the Uni-
versity of Minnesota, is used at Ames for all aspects of re-entry flight from free flight
mechanics to aerothermodynamic considerations. The code is capable of handling
unstructured grids, simulating supersonic flows, and can account for thermochemical
nonequilibrium. It should be noted that in US3D, chemical nonequilibrium can only
be simulated in conjunction with thermal nonequilibrium. This represents a differ-
ence from the modeling used in YALES2, where thermal equilibrium is assumed. It
is unlikely that this distinction will cause issues, as thermal equilibrium is believed
to exist in the test section of the UVM ICP torch for cases with O2-Ar mixtures [4].
The case that will be used for comparison utilizes a variation on the oxygen mix-
ture described in section 3.2.5. The mixture used here contains the same species,
however, Park’s 1990 reaction rates [46] are used in US3D, so these rates have also
been implemented into YALES2 in this section. Park’s model does not include a
reaction for oxygen recombination with argon as a third-body, so the reaction rates
for equation 3.18 have been retained from Table 3.3. The rates for the other two
reactions are shown in Table 4.4.
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Equation A β θd, [K]
3.16 3.61× 1018 −1.0 59, 400
3.17 3.61× 1018 −1.0 59, 400
Table 4.4: Arrhenius coefficients for the O2-Ar plasma using Park’s 1990 rates




5500 1000 0.0 18, 300
5500 1000 0.0075 19, 050
5500 1000 1.0 18, 625
Table 4.5: Parameters for the code-to-code comparison with US3D
Due to the nature of US3D as a supersonic code, the ability to prescribe inlet condi-
tions is less refined than is found in for instance YALES2. Only a uniform velocity
profile can be prescribed. For the comparison here, an inlet velocity of 189 m/s has
been used. In addition, the chamber pressure between the different catalycity cases
was slightly variable. Relevant parameters of the comparison are shown in Table 4.5.
The compared quantities will be temperature profile in the boundary layer above the
sample, as well as atomic oxygen mass fraction.
The results for the temperature profile comparison are shown in Figure 4.14. It is
seen that US3D predicts a wider boundary layer as compared to YALES2. However,
the degree to which the temperature predicted by US3D drops before the YALES2
boundary layer begins is relatively minor, meaning that the two codes still show good
agreement. Overall, it is seen that YALES2 predicts a higher temperature in the range
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Figure 4.14: Comparison of temperature profiles computed with US3D and YALES2
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of 1-4 mm, before featuring a slightly steeper descent to the final wall temperature.
Additionally, it is seen that YALES2 predicts less variation in temperature profile
between the 3 catalytic values. Because this is similar to the observations made in
the preceding code-to-code experiment, this interaction between catalytic efficiency
and temperature profile within YALES2 should be investigated further. Still, US3D
shows the hottest temperatures resulting from the non-catalytic case, followed by the
partially catalytic case, and then finally the fully catalytic simulation. This trend is
reproduced by YALES2.
The results of the atomic oxygen mass fraction comparison are shown in Figure 4.15.
It is seen that the profiles for the case of γ = 0.0 show excellent agreement. The
partially catalytic case features a steeper YO profile predicted by YALES2, with over-
prediction in the beginning of the boundary layer followed by underprediction at the
end. Still, the discrepancy is minor enough to result in a similar prediction of wall
oxygen population, and to create confidence in the YALES2 result. The fully catalytic
case is seen to feature a more narrow boundary layer in YALES2 than in US3D, an
expected result, presumably following from the discrepancy in temperature profiles.
This results in a steeper profile of YO, but a very similar profile is seen in the final 0.5
mm. The shorter boundary layer and steeper descent of YO predicted by YALES2 can
be attributed to the behavior seen in the temperature profile comparison. YALES2
features a shorter boundary layer of temperature, leading to recombination beginning
closer to the sample. The subsequently steeper temperature profile of YALES2 leads
to faster rates of recombination and a resulting steeper profile in YO.
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Figure 4.15: Comparison of YO profiles computed with US3D and YALES2
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The results of this second code-to-code comparison confirm what was observed in the
NGA / LeMANS comparison. Namely, the implemented coupling of Mutation++ to
YALES2 as well as modeling of wall induced atomic species recombination is valid.
The new code has now been benchmarked against 3 codes, 2 of which (LeMANS and
US3D) are used regularly for research in the area of atmospheric entry simulation,
and are viewed as being of the highest quality for this specific type of study. As a
result, great confidence has been established in the YALES2 implementation.
4.2.3 Suggestions for Studying Effects of Catal-
ysis on Temperature Profile
It has been noted in the preceding section that further investigation should be made
into the impacts of wall catalysis on temperature profiles in YALES2. To recap the
problem, the impact of γ value on temperature profile is seen to be significantly less
prominent in YALES2 as compared to the other codes used in the comparisons. This
leads to good agreement in the case of a non-catalytic wall, and subsequently worse
agreement as the wall becomes more catalytic.
To investigate this discrepancy, a few suggestions are made here. First, a study
should be conducted investigating velocity contours predicted by the different codes.
This could suggest a difference in the way that T is being transported between codes,
leading to a discrepancy in the profiles. A second option would be to create a sim-
plified test case of the situation. This would consist of a 1-D catalysis test case, in
which the reduced physics of the case leads to the isolation of the various factors at
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It has been shown that within the constraints of the implemented model and the
available data from the facility, the UVM 30 kW ICP facility has been successfully
simulated. Results for temperature profile and atomic species molar fraction profile
have been shown to match experimental data for oxygen as well as nitrogen mixtures.
Additionally, code-to-code validation exercises have served to further increase confi-
dence in the viability of the implemented model.
As discussed above, more precise simulations could be performed given further details
about the inlet conditions of the torch. While new information on this front has re-
cently become available [67], further modeling efforts are required to utilize it, given
the temperature regime in which the new information lies.
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5.1 Contributions of This Thesis
The main contributions of this thesis are the development of models within YALES2
for the simulation of high temperature mixtures. This consists of the coupling of
YALES2 to the chemistry library Mutation++. Additionally, the ability to simulate
the gas-surface interaction based on a simple yet effective catalytic efficiency model
for atomic species recombination has also been added to the code.
Using YALES2’s ability to handle unstructured meshes, our goal of accurately simu-
lating the rounded corners of ICP test samples was met. In addition, the implemen-
tation has been shown to be valid in on a 3 dimensional domain, showing that by
taking advantage of YALES2’s efficient handling of massive meshes, simulation of the
full ICP test chamber is a readily tenable extension of the modeling implemented in
this work.
5.2 Suggestions for Further Study
5.2.1 Using the Current Model
Using the created model, it is recommended that the behavior of the 3 dimensional
facility be investigated. Specifically, the transition to turbulence within the facility
should be investigated to observe the conditions leading to turbulence and the quali-
ties/effects of the turbulence itself. Additionally, a study comprising of the sensitivity
of results to sample misalignment with the torch should be carried out.
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5.2.2 Further Modeling Suggestions
NASA 9-coefficient Model
A significant shortcoming of the present implementation is its inability to accurately
simulate temperatures above 6,000 K and the 20% extrapolation viewed as accept-
able. To alleviate this, it is recommended that the NASA 9-coefficient model [39] be
implemented for calculation of thermodynamic properties. This model is appropriate
for temperatures of up to 20,000 K, which is more than sufficient for modeling of
ICP facilities (including the induction region). This will allow for the modeling of
additional experiments conducted in the ICP facility, as well as utilization of recently
acquired [67] data regarding temperature and velocity at the inlet.
Radiation and Magnetohydrodynamic Modeling
YALES2 features a radiation solver (RDS) and a magnetohydrodynamics solver (MHD).
Coupling these to the current code would greatly extend the domain of physics cap-
tured in simulations. Radiative emmision was used by Chen [38] to compare the effects
of different finite-rate chemistry models on the behavior of a blowing wall boundary
condition used to simulate the interaction between plasma and pyrolysis gases in the
boundary layer when testing a pyrolyzing ablative material. Also, as mentioned in
the main thesis, to accurately simulate the induction zone of the facility, one must
simulate the electromagnetic behavior found there. By doing this, a more accurate




The ability to model ablative materials would represent a major step forward in the
capabilities of YALES2 to simulate the UVM ICP facility. Ablation is a complex
process by which material burns away as it is heated, carrying heat away from the
body with it. There are many approaches to its simulation. For one, YALES2 has
the ability to simulate a moving mesh. While computationally expensive, this is the
most accurate method for simulating ablation and the resulting material recession.
Another approach could be through the use of an immersed boundary method such
as the Energy Immersed Boundary Method (EIBM) developed by Crocker [73], which
represents a trade off between computational cost and numerical accuracy when com-
pared to the moving mesh approach. A final approach could be the implementation
of a blowing wall boundary condition, which does not feature surface movement,
but simulates the emission of pyrolysis gases from a pyrolyzing ablator. This is the
approach taken by Chen [38] in the study mentioned above.
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