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Summary
The issue of floods in Australia is receiving increased researchers’ attention.
Floods normally occur when some part of the country experiences high levels
of precipitation for a lengthy period of time. Consequently, natural disaster
protection plans, which have flood mitigation projects, accentuate studies of
rainfall modelling due to the urgent need of water resource management. As a
result, statistical analysis of rainfall is becoming increasingly important due to
the unpredictable climactic conditions prevailing in many parts of the world.
However, traditional approaches in building multivariate distribution models
pose some limitations especially in the field of hydrology. This is due to the
fact that hydrological variables are highly dependent and do not always meet
the traditional modelling assumptions. To overcome this, copulas are regarded
as one of the best tools in assisting statisticians to construct a joint distribution
of multivariate random variables with varying types of marginal distributions.
Copulas also provide a robust procedure so that the dependence structure
among the variables can be preserved. This thesis formulates the most suit-
able copula-based models for predicting flood events in Victoria, Australia.
The models are derived based on comprehensive research into: (1)joint rain-
fall characteristics modelling using the parametric family of copulas, (2) com-
parison analysis between empirical and theoretical copulas for joint rainfall
characteristics, (3) applications of Beta kernel copula analysis using paramet-
ric and nonparametric marginal distributions, (4) comparison studies between
parametric and nonparametric copulas, and (5) studies of return periods. The
research encompasses to three sections.
The first section of this thesis reviews and critically evaluates the use of para-
metric copulas in modelling the precipitation data. In this analysis, two
defining characteristics of rainfall events, severity and duration, were used
to construct the joint distributions using parametric copulas for both bivariate
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Archimedean copulas and extreme value copulas. Prior to copula fitting we
discuss the use of the Standard Precipitation Index (SPI) to assess rainfall
severity for 6 selected stations from North-eastern and South-western Victo-
ria, Australia. A comprehensive study to establish the role of copula for joint
distribution modelling is attempted using 61-year data from the two regions
which has never been used in any prior study. Several standard distributions
are then proposed for rainfall severity and duration. These were assessed using
three goodness of fit tests. To arrive at the final bivariate distribution through
joining the marginal distributions via copulas, we tested five different copulas:
Clayton, Frank and Gumbel–Hougaard, Galambos and Hu¨sler–Reiss copulas.
Using the Inference Functions for Margins (IFM) method for estimating these
copulas, we found (using goodness of fit tests) that the Clayton copula best
fitted three of the selected stations while the Gumbel–Hougaard copula fitted
the remaining two.
In the second section of the study, the Empirical Copula was compared with the
three theoretical copulas, namely Clayton, Frank, and the Gumbel-Hougaard
family of Archimedean Copulas. The aim of this analysis was to evaluate and
validate the use of the Empirical Copula if the marginal distributions are not
known. We model the bivariate distribution of rainfall severity and duration
using the Empirical Copula. Prior to fitting copulas, the Standard Precipi-
tation Index (SPI), is estimated using a nonparametric density function. For
this analysis, the empirical distribution is then used to fit the marginal dis-
tributions of both of the rainfall characteristics in the argument of the copula
function.
In the third section of the study, extreme rainfall events were analyzed using
a combination of parametric and nonparametric marginal distributions, and
beta kernel copulas. The rainfall characteristics namely rainfall severity and
its duration were suggested using nonparametric Standard Precipitation In-
dex (SPI). For SPI estimation, we presented an alternative approach using
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nonparametric kernel density to estimate the probability density function of
rainfall intensity. We then apply several copula–based approaches, each in-
volving a combination of parametric or nonparametric marginal distributions
conjoined by a parametric or nonparametric copula, to model the two rainfall
characteristics. Using goodness of fit tests, we found that the Lognormal dis-
tribution provides the best fit among four parametric marginal distributions
and the Clayton copula the best fit copula among the three Archimedean cop-
ulas chosen. In this section, we are also determined the role of nonparamet-
ric copulas to improve boundary bias. Comparisons between parametric and
nonparametric copula-based approaches showed that the latter approach was
more accurate in estimating joint rainfall distributions. The nonparametric
copula, beta kernel, improved the boundary bias. Finally, we used copula-
based approaches to derive several return periods of severe rainfall events for
the stations selected from a minimum of two years to one hundred years of
rainfall events in Victoria. Numerical applications illustrating all aspects of
the theory are given throughout the thesis.
3
Chapter 1
Introduction
1.1 General View of the Research Problem
In 2010, many areas of Victoria, particularly the north-eastern and south-
western area, were severely affected by heavy rainfall causing major flood-
ing throughout the region. Rainfall intensity, duration and its severity are
classified as important variables in the field of hydrology and water resource
management. However, rainfall characteristics are often multidimensional and
hence require the joint modelling of several random variables. Traditionally,
the pair-wise dependence between variables such as intensity, duration, and
severity has been described using the classical family of bivariate distributions.
The main restriction of this approach is that individual behaviour of the two
variables must be characterized by the same parametric family of univariate
distributions. However, in reality the variables do not have to have the same
type of marginal distribution. In the past decade, Copula models, developed
by A. Sklar [60] in 1959, were introduced to circumvent this limitation and
have been successfully applied in various fields such as civil, mechanical and
offshore engineering in drought and flood analysis. Recently, it is becoming
increasingly difficult to ignore the importance of Copulas in hydrological re-
search e.g. Abdul Rauf and Zeephongsekul [7], Genest and Favre [22], Kao
and Govindaraju [36] and Mirabbasi et al. [42] .
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1.2 Motivation and Literature Review
This section provides a brief discussion of motivations for research underlying
this thesis and a brief literature review. More detailed literature reviews related
to the research objectives can be found within the introductory sections of
Chapters 3 to 5.
1.2.1 Significance of Joint Rainfall Distribution
Statistical methods are an integral part of water resource research. For ex-
ample, in earlier study by Cowpertwait [3] and Sanso and Guenni [49], the
main features of rainfall including the severity and duration have been used
in rainfall modelling. Today, these rainfall variables: intensity, duration and
severity are classified as important variables in the field of hydrology and wa-
ter resource management. A literature review showed discrepancies in the
existing joint rainfall distributions. As the use of univariate distributions has
become a standard approach in rainfall analysis, the application of multivari-
ate distributions has not been pursued to any great extent, despite it being
more relevant to these problems; see, e.g, Genest and Favre [22], Kao [33] and,
Zhang and Singh [64]. Apart from the mathematical complexity incurred with
working in higher dimensions, one of the major reasons for the unpopularity
of multivariate analysis is the limited choice of multivariate distributions (e.g.
multivariate Gaussian or Gumbel bivariate exponential distributions). These
conventional multivariate distributions are associated with specific marginals
(normal or exponential), and therefore not suitable for general applications
(c.f. Kao [33]). It is especially problematic for hydrological applications, since
many variables have complicated marginal distributions. The use of copulas
overcomes these limitations.
Copula models allow multidimensional distributions to be defined based on
the marginal distributions being heterogeneous and not necessarily belonging
to the same family of distributions. This will provide a more flexible approach
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to modeling multidimensional distributions. For example, when modeling the
joint distribution of rainfall severity and duration, it is often necessary to
model the former, but not the latter, using an extreme value distribution.
Therefore it is important that a function that joins these two different marginal
distributions, i.e. a copula, be available so that the appropriate bivariate
distribution can be constructed from these marginal distributions. Since the
choice of copulas is very extensive (refer to Nelsen [44]), this gives rise to a
large class of bivariate distributions that can be used to model these bivariate
random variables.
1.2.2 Significance of Standard Precipitation Index
The Standard Precipitation Index (SPI) was first employed by McKee et al.
[39] in 1993 for defining and monitoring severe drought conditions. This index
was developed by using the probability of observed precipitation as a param-
eter and then transforming it into an index by Dubrovsky et al. [19]. SPI is
currently used to monitor drought and rainfall intensities in over 60 countries.
The main advantage of SPI is that it has multiple categories that allow for
temporal flexibility in the evaluation of rainfall conditions and water supply.
The SPI calculation for any area or region is based on the long-term precipi-
tation data for a desired period. This long-term record is fitted to a Gamma
distribution, which is then transformed into a normal distribution so that the
mean SPI for the location and desired period is zero (Edwards and McKee
[20]). In this thesis we assessed two methods in estimating the SPI namely
a parametric and a nonparametric approach. Detailed estimation using these
two approaches will be discussed in Chapter 3 and Chapter 4. In flood ap-
plications, SPI allows an analyst to determine an anomalously wet event at a
particular time scale for any part of the world that has a precipitation record.
So far, however, there has been little discussion about SPI in monitoring wet
events. Instead of using SPI to monitor drought, this thesis will present the use
of SPI to monitor rainfall characteristics, namely rainfall severity and duration.
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For the statistical modelling, 61-year (1950 - 2010) time series of precipitation
data are studied. This long-term time series data have never been used in any
research as far as we are aware.
1.2.3 Tails of Distribution
During the last decade, the application of parametric distributions such as
LogNormal, Weibull, Gamma, Pearson, Gumbel and other types of extreme
value distributions to analyze rainfall and drought data has become a very
common and natural practice among researchers in climatology and environ-
mental studies. For example, Abdul Rauf and Zeephongsekul [8] and [7] used
parametric distributions to investigate rainfall severity and duration patterns
in the state of Victoria, Australia; Shiau and Modarres [58] and Shiau [55]
estimated the Standard Precipitation Index by fitting rainfall intensity using
the Gamma distribution. As would be expected, this parametric approach
does not work well for every precipitation data set and appears to fit poorly,
especially near the tails of the distribution (Haghighat jou et al. [26]). To
alleviate this problem, a nonparametric kernel density approach has been ap-
plied to fit precipitation data. Examples of such fitting are by Haghighat jou
et al. [26], where nonparametric kernel density is used to estimate the annual
precipitation series in Iran, and Sharma [53], who presented a nonparametric
long-term probabilistic forecast model based on accurate estimation of the con-
ditional probability distribution of rainfall through the use of nonparametric
kernel density estimation techniques.
In this thesis, to improve the estimation at the tails, the nonparametric
copula used is based on the Beta kernel function developed by Brown and
Chen [9]. One of the attractive features of this kernel which warranted its
use here is its ability to alleviate the severe boundary bias common in many
standard kernel estimators. As such, the use of the nonparametric kernel for
both marginal distributions and copulas, which are addressed in this thesis,
will establish a statistically important framework for Australian flood studies.
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1.3 Aims and Objectives: Research Questions
This study aims to model the joint distributions of rainfall severity and dura-
tion in north-eastern and south-western, Victoria and then to apply the results
in considering various aspects of recent flooding that occurred in north-eastern
Victoria. In summary, this thesis addresses the following research questions:
Research Question 1
Can copula be used to model dependence structures among random vari-
ables?
Research Question 2
Can parametric distributions such as Gamma, Log Normal, Weibull, etc
be used as marginal distributions for rainfall variables?
Research Question 3
Can SPI be used as a tool for defining and monitoring wet events?
Research Question 4
What are the marginal distributions that provide the best fit for Victo-
rian rainfall data?
Research Question 5
Are parametric copulas useful for modelling joint distributions of rainfall
variables?
Research Question 6
Can a nonparametric approach such as Kernel estimation be used to
estimate as marginal distributions for rainfall variables (severity and its
duration)?
Research Question 7
Are nonparametric copulas useful for modelling joint distribution of rain-
fall variables?
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Research Question 8
Are nonparametric copulas effective in improving accuracy of estimation
in the tails of the distribution?
1.4 Structure of the Thesis
The thesis is arranged according to the research questions discussed previously.
Its Chapters are essentially reproduced, with some modifications, from a series
of scientific-papers that address the research objectives of the thesis. Figure
1.3 presents an outline of (Chapter 2 to Chapter 6) of this thesis.
Chapter 2 begins by explaining the flood phenomena. First, we discuss the
definition of flood and how floods have significant consequences for the environ-
ment. The chapter also discusses floods as recurrent phenomena in Australia.
Chapter 3 discusses the applications of the Archimedean family of copulas and
family of extreme value copulas. This chapter presents the hydrological appli-
cations on joint rainfall characteristics modelling using these two-parametric
family of copulas. Two marginal distributions of defining rainfall character-
istics, severity and duration were used to construct the joint distributions
incorporating parametric copulas for both bivariate Archimedean copulas and
extreme value copulas. Prior to copula fitting the chapter discusses the use of
the Standard Precipitation Index (SPI) to assess rainfall severity for 6 selected
stations from North-eastern and South-western Victoria, Australia. Several
standard distributions were then proposed for rainfall severity and duration
and, using three goodness of fit tests, it was found that rainfall severity and
duration are best fitted either by the Weibull or Log Normal distribution. To
arrive at the final bivariate distribution via joining the marginal distributions
using copulas, we tested five different copulas, namely Clayton, Frank and
Gumbel–Hougaard, Galambos and Husler–Reiss copulas. The Inference Func-
9
 Chapter 2 
Background of Flood 
Phenomena in Australia
Chapter 3 
Parametric Copulas and 
Marginal Distributions
Chapter 4 
Empirical Copula and 
Marginal Distributions
Chapter 5 
Semiparametric and 
Nonparametric Copulas 
and Marginal Distributions
Chapter 6 
Conclusions and Future 
Research
Figure 1.1: Structure (Chapter 2 to 6) of the thesis
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tions for Margins (IFM) method is used for estimating these copulas.
Chapter 4 presents the applications of empirical copulas or nonparametric cop-
ulas. The Canonical Maximum Likelihood Method (CML) is used to obtain
empirical cumulative distribution functions (cdfs) from the data to produce
marginal distributions. Data simulated via the estimated copulas will be used
to check the correlation between these rainfall characteristics. We compare
the results obtained using the empirical copula with those obtained from the
theoretical copula using the Mean Absolute Error (MAE) criterion.
In Chapter 5, extreme rainfall events were analyzed using a combination of
parametric and nonparametric marginal distributions, and beta kernel copu-
las. We used the Standard Precipitation Index (SPI) to monitor the rainfall
variables: severity and durations. In this study, a severe case of rainfall occurs
if its corresponding SPI value exceeds 1. For SPI estimation, we present an
alternative approach using the nonparametric kernel density to estimate the
probability density function (pdf) of rainfall intensity. We then apply several
copula–based approaches, each involving a combination of parametric or non-
parametric marginal distributions conjoined by a parametric or nonparametric
copula, to model the two rainfall characteristics. For goodness of fit tests, we
also compare the results obtained using the empirical copula with those ob-
tained from the theoretical copula using the Mean Absolute Error (MAE)
criterion. For the applications, we present the expected return periods, using
a single or joint rainfall characteristics, introduced by Shiau [57] formulated
for drought events with certain severity and duration and will be applied to
the rainfall data from Victoria. This will incorporate both parametric and
semiparametric approaches outlined in Chapter 3 and Chapter 5.
Chapter 6 provides conclusions from the various Chapters and suggestions
for further research in this area.
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All computer programs used to produce numerical results in this thesis are
collected and displayed in Appendix A (except for some programs that can be
referred to R-Packages [30]). Finally, all acronyms and notations appearing in
the thesis are presented in Appendix B.
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Chapter 2
Background to the Flood
Phenomena in Australia∗
Many hydrologic phenomena such as precipitation, floods and droughts are
inherently random in nature. The complicated physical processes and interac-
tions that govern these phenomena are not well understood and reliable mathe-
matical models are not often available. Consequently, to efficiently characterize
and study such phenomena, statistical approaches have been adopted in many
hydrologic studies. In this chapter, we will discuss about flood phenomena in
Australia.
2.1 Definition of Flood
Floods occur when the water inundates land that is normally dry (Queensland
Government [29]). As we are aware, floods occur at irregular intervals and
vary in size, extent of area and duration. Floods affect many aspects of life
involving human beings, communities, the social economy and have significant
environmental consequences. The consequences are very highly dependent on
the area and extent of flooding.
∗A portion of this chapter was published in: Abdul Rauf, U.F. and Zeephongsekul, P.
(2011), “Modelling rainfall severity and duration in north-eastern Victoria using Copulas.”
Proceedings of the 19th International Congress on Modelling and Simulation, pp. 3462-3468.
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Table 2.1: Notable Floods in Victoria between 1863 to 2012
Year Month Areas affected (Flood Events)
1863 December Melbourne
1869 - Ballarat
1891 July Melbourne
1909 - Western Victoria Floods
1934 - Yarra River
1950 - Gippsland
1955 August All southern states
1956 - Murray River Floods
1970 December All eastern states
2007 June Gippsland Floods
2010 Sept Victorian Floods
2011 January Victorian Floods
2011 August Gippsland Floods
2012 February Eastern Australia
2012 March Eastern Australia
2012 June North-eastern Victoria
Source: The Great Flood in Ballarat [1], Floods in Australia [2; 6] and BOM [4]
Due to climatic and other changes, extreme rainfall leading to flood events
are likely to become more common. These flood events pose a severe threat to
civil society due to their huge impact on the community, infrastructure and the
economy of the country as a whole. Despite the adverse impact on the envi-
ronment, the surfeit of water supply can also benefit society since it can fulfill
the demand for water in agricultural, industrial, recreational and domestic use.
The role that hydrologists play in formulating a good water management plan
therefore becomes paramount. This involves providing efficient water control
systems such as dams to manage reservoir flows and to allocate the amount
to be diverted from one region to the next. As a result, the study of rainfall
characteristics is one of the key research areas among researchers working in
the area of water resources management. Two pertinent rainfall characteris-
tics are the severity and duration of rainfall in a geographic region. Prior to
embarking upon developing any viable water plan, the determination of the
joint distribution of these two rainfall characteristics is very important and
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this is an objective of this study. Figure 2.1 presents a conceptual diagram of
flood characteristics and their interactions.
Floods occur for a number of reasons, however the primary cause behind
most floods is heavy rainfall over a long period of time (c.f. McBride and
Nicholls [38] and Nicholls and Wong [45]). During the past several years, the
state of Victoria, Australia, has experienced severe floods, especially at higher
altitudes in the south-western and north-eastern part of the state. Heavy
rainfall across south-eastern Australia contributed to this natural disaster by
causing flooding in the upper reaches of many of Victoria’s major rivers. These
major floods caused massive destruction to existing infrastructure and resulted
in hundreds of evacuations in affected areas. Table 2.1 present the list of no-
table floods in Victoria between 1863 to 2012. Regions that experienced these
extreme climactic events also faced severe damage to properties and farmlands,
with severe losses in incomes and consequential economic hardship. Due to the
desire to understand, predict and control these recurring extreme flood events,
research into areas related to occurrences of rainfall and its severity have in-
creased significantly e.g. Chappell et al.[11], Mehrotra and Sharma [41], Pui
et al. [48] and Zhao et al. [65].
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Figure 2.1: Conceptual Diagram of Flood Characteristics (Picture, courtesy
from the Office of Chief Scientist Queensland)
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January to March April to June
July to September October to December
Figure 2.2: Australian Median Rainfall (mm) from 1981 to 2010 (Picture, courtesy from Bureau of Meteorology, Australia)
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2.2 Flood areas
2.2.1 North-eastern and South-western, Victoria
The focus of this thesis is on the state of Victoria, Australia. Victoria is
located in the south-eastern part of Australia. Geographically, it is the small-
est mainland state. Melbourne, the capital of Victoria, is Australia’s second
largest city. Melbourne has four seasons although the climate is highly vari-
able between seasons. Summer occurs from December to February, autumn
from March to May, winter from June to August and spring from Septem-
ber to November. Annual maximum temperatures for Melbourne occur in the
summer months of January and February. During this time, the climate is
hot with dry spells. Although winter has the coldest temperature, October
tends to be the wettest month. Rainfall varies across the state; for example
in 2010, maximum rainfall (single point estimate) in Victoria ranged from 425
millimetres to 1,250 millimetres. For an overall picture, Figure 2.2 displays
the Australian Median Rainfall from 1981 to 2010.
Victoria also experiences extreme rainfall events in late winter and early
spring such as the 2010 north-eastern flooding events (Bureau of Meteorology,
Australia [5] ). These recent flood events in north-eastern and south-western
Victoria, due to inclement weather conditions, have alarmed hydrologists and
climate scientists, emphasizing the need for careful water resource manage-
ment of Victoria’s water infrastructure, which includes a series of dams and
reservoirs that hold and collect water for much of the state. In this study,
the two regions selected were north-eastern and south-western Victoria which
have recently experienced massive flooding and have the highest annual mean
rainfall compared to other parts of Victoria.
North-eastern Victoria consists of three main watersheds: the Upper Mur-
ray, Kiewa and Ovens watersheds. The Great Dividing Range is the major
geographic feature in North-eastern Victoria, producing large variations in cli-
mate over the region. Rainfall is in the range of 500 mm on the plains and up
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Table 2.2: Geographic locations of the six (6) selected stations in Victoria
Station No Station Name Latitude Longitude Annual Mean % Missing
Rainfall (mm) Observations
83000 Archerton 36.91oS 146.24oE 1368.1 0.04
83033 Woods Point 37.57oS 146.25oE 1472.5 0.10
83073 Mount Buffalo Chalet 36.72oS 146.82oE 1882.6 0.05
90076 Tanybryn 38.68oS 143.68oE 1621.9 0.19
90083 Weeaproinah 36.84oS 143.51oE 1936.1 0.00
90087 Wyelangta 38.66oS 143.45oE 1949.8 0.00
to 2000 mm in the Alpine areas (Paech [46]). From 1965 to 1980, the lowest
air temperature at elevation 1350m was about -8.1oC and the annual mean
minimum and maximum temperature was 5oC and 11.7oC respectively. The
highest monthly rainfall was 496.0mm occurring in September 1979 and the
annual mean rainfall was 1855.6mm. In October 1993, this region was hit by
a series of devastating floods caused by a low pressure system over the region
generating up to 300mm of rainfall over an 18 hour period. Five years later,
in September 1998, the region again experienced major flooding caused by
high rainfall in the Mount Buffalo area and above average rainfall during the
months before the flood events (Haskins and Davey [28]).
The rainfall pattern for south-western Victoria varies between the seasons,
marked by a wet winter and dry summer which is therefore synonymous with
a “Mediterranean” type climate. Mean annual rainfall for this area is between
1400mm to 1500mm although in the past 10-20 years, this region has received
many years of below average rainfall during the autumn season [50]. From
1936 to 2013 (e.g. Weeaproinah station), the mean of yearly minimum tem-
perature at elevation 492m was about 4.6oC during the winter season and the
annual average minimum and maximum temperature was 7.9oC and 14.5oC
respectively. The last major flood event that occurred here was back in 2010.
Given that a large amount of time series observations are required in order
to construct reliable bivariate statistical models of joint distributions of rainfall
duration and severity, a 61-year record of data during the years 1950–2010 was
obtained from the Bureau of Meteorology (BOM) Australia, for analysis. Table
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State of Victoria
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Figure 2.3: Map of Victoria Australia and the coordinates of the six rainfall
stations
2.2 gives the geographical coordinates, annual mean rainfall and percentages of
missing observations of the six selected rainfall stations used to collect rainfall
data. Figure 2.3 present map the of Victoria Australia and the coordinates of
the six rainfall stations. Details of rainfall distributions for selected stations
will be presented in Chapter 3 and 4.
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Chapter 3
A Copula-based Analysis for
Rainfall Severity and Duration:
a Parametric Approach ∗
The main objective of this chapter is to investigate the joint distribution of
rainfall severity and rainfall duration in the state of Victoria, Australia, based
on monthly rainfall data from selected rain-gauge stations which are located in
the north-eastern and south-western parts of the state during the period from
1950 to 2010. The selected stations are considered as flood areas in Victoria
with annual mean rainfall between 1350mm to 2000mm. Copula models were
used to replace the traditional approach for considering the joint distribution
of rainfall characteristics via standard bivariate modeling which presents some
limitations. In the applications, Archimedean and extreme-value copulas will
be used to obtain the bivariate distribution of rainfall severity and duration.
Prior to the copula fitting, the Standard Precipitation Index (SPI), which is
employed extensively to quantify rainfall severity, will be discussed in detail.
The parametric approach will be used in both copula modeling which includes
fitting of the marginal distributions and SPI estimation. Several goodness
∗This chapter was published in: Abdul Rauf, U.F. and Zeephongsekul, P. (2014), “Cop-
ula based analysis of rainfall severity and duration: a case study.” Theoretical and Applied
Climatology, 115 (1-2): 153 - 166.
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Figure 3.1: Floodwaters in the Upper Kiewa Valley in north-eastern Victoria
- (source: http://www.abc.net.au)
of fit tests are performed to find the best fitting copulas and the results are
summarized. The content of this Chapter is reproduced from a published paper
in the journal Theoretical and Applied Climatology.
3.1 Rainfall Pattern in Victoria
Studies of rainfall characteristics using copulas are becoming increasingly im-
portant due to the unpredictable climatic conditions prevailing in many parts
of the world. When we look at Australian conditions and the disastrous floods
and bushfires prevalent in the eastern states of the country during recent
decades, the importance of this and similar studies is intensified due to the
urgent need in managing water resource to meet current and future require-
ments. A number of recent studies have also emphasized that rainfall and
drought characteristics are important areas in water resource management.
(See for example, Demarta and McNeil [18], Reddy and Ganguli [31], Mohan
and Sahoo [43], Shiau [55] and Zhang and Singh [64]). Figure 3.1 shows the
example of flood waters in the Upper Kiewa Valley in north-eastern Victoria.
The use of univariate distributions has become the standard approach in
rainfall analysis; therefore, despite it being more relevant to climactic related
problems, the application of multivariate distributions has not been pursued
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to any great extent (c.f. Genest and Favre [22], Kao and Govindaraju [35] and
Zhang and Singh [64]). Apart from the mathematical complexity involved with
working in higher dimensions, one of the major reasons for the relative unpop-
ularity of multivariate analysis is the limited choice of available multivariate
distributions, such as for example, the multivariate Gaussian or Gumbel expo-
nential distribution. These standard multivariate distributions are associated
with specific marginal distribution (normal or exponential), and therefore are
not generally suitable for general applications (c.f. Kao and Govindaraju [35],
[36]). This is especially problematic for hydrological applications, since many
relevant variables have marginal distributions which are neither normal nor
exponential. Indeed, marginal distributions relevant to hydrological problems
are often very complex or not known explicitly. With the use of copulas, these
limitations can be overcome.
Due to recent frequent occurrences of adverse climactic conditions such as
droughts and floods, water resource management is currently considered an
important area of research that needs to be further explored. In this study,
copulas were used as a major tool in constructing the joint distribution of two
important rainfall characteristics, namely rainfall severity and its duration.
This is due to the fact that these characteristics are highly dependent and
do not always meet the traditional modeling assumptions. By introducing
copulas, many statistical limitations, such as the marginal distributions of the
joint bivariate distribution of the rainfall characteristics have to be of the same
type, can be overcome thereby leading to the construction of more appropriate
bivariate distributions.
The main objective of this chapter is to model the bivariate distribution of
rainfall characteristics using the copulas method for two regions of Victoria,
Australia. Since no assumption is made concerning the independence of these
characteristics or that each must have the same type of marginal distribution,
the use of copulas is especially appropriate in this case. The estimated dis-
tribution will then be used to obtain the joint conditional return periods of
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severe rainfall conditions using the historical precipitation data collected from
the two geographic regions.
The outline of this chapter is as follows: The floods in Victoria and study
areas where data were collected for analysis are described in Section 3.1. A brief
review of the theoretical framework underlying copulas and their properties,
which also includes a brief discussion of the Standard Precipitation Index (SPI)
is given in Section 3.2 to 3.5. This section also discusses how to generate the
3-monthly moving average of precipitation data to produce rainfall severity
and rainfall duration. Section 3.6 then presents numerical results based on our
empirical data and continue with goodness of fit test for copulas in Section
3.7. The chapter ends with the studies of return period of flood events using
the fitted copulas.
3.2 Defining Rainfall Characteristics
3.2.1 Standard Precipitation Index
The Standard precipitation Index (SPI) was first employed by McKee [39] in
1993 for defining and monitoring severe drought conditions. SPI is currently
used to monitor drought and rainfall intensities in over 60 countries. The
main advantage of SPI is that it has multiple scales that allow for temporal
flexibility in the evaluation of rainfall conditions and water supply. The SPI
calculation for any area or region is based on the long-term precipitation data
for a desired period. This long-term precipitation record is fitted to a Gamma
distribution (with probability density function given by (3.7)), which is then
transformed into a normal distribution so that the mean SPI for the location
and desired period is zero (Edward and McKee [20]). The parameters of the
gamma probability density function are estimated for each set of monthly
rainfall data, for each time scale of interest (3-month, 6-month, 12-month,
24-month or 48-month). Referring to Thom [61], the maximum likelihood
estimators of the parameters α and β for the Gamma distribution are given
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by
αˆ =
1
4A
(1 +
√
1 +
4A
3
) (3.1)
and
βˆ =
x¯
αˆ
(3.2)
where
A = ln(x¯)−
n∑
i=1
ln(xi)
n
(3.3)
n =number of rainfall observations and x¯ refers to the sample mean of the
precipitation data x1, x2, ..., xn. The resulting parameters are then used to es-
timate the cumulative Gamma distribution F (y) of an observed rainfall event
for the given month and time scale for different selected stations. SPI is cal-
culated as the precipitation y such that,
Φ(SPI) = F (y) (3.4)
or
SPI = Φ−1(F (y)) (3.5)
where Φ(.) is the cumulative standard normal distribution function.
At least 30 years of continuous monthly precipitation data were needed to
calculate SPI. In this study, the data were first transformed into these indices
in the manner described above and then subsequently used to generate the
rainfall severity defined by
S =
d∑
i=1
SPIi (3.6)
where i represents the month and d is the duration of rainfall. This study
evaluates SPI on 3-month time scales using monthly precipitation totals for
six rainfall stations in north-eastern and south-western Victoria (described in
Chapter 2) from January 1950 to December 2010 representing wet and flood
areas. For example, we use three-month moving total for rainfall precipitation,
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Table 3.1: Standard Precipitation Index (SPI) Classification
SPI Classification
> 2 Extremely wet
1.5 to 1.99 Very wet
1.0 to 1.49 Moderately wet
-0.99 to 0.99 Near Normal
-1.49 to -1.0 Moderately dry
-1.99 to -1.5 Severely dry
< -2.0 Extremely dry
i.e. January-February- March total, then February-March-April total and so on
for each year from 1950 to 2010. McKee ([39],[40]) proposed a seven-category
classification for the SPI. Table 3.1 presents these seven-category for wet and
dry conditions.
Figure 3.2 presents a pictorial description of rainfall characteristics (Weeaproinah’s
Station) using SPI incorporating rainfall duration. In this study, we choose the
value of SPI which is greater than 1 to describe a severe case of rainfall. These
SPI values are then used to generate rainfall severity defined by Equation (3.6)
where i represents the month and d is the duration of a severe rainfall period.
In this study a severe rainfall phenomenon occurs if its corresponding SPI
value exceeds 1. For example, the first incidence of rainfall severity, indicated
by S1 in Figure 3.2, occurs during a period of rainfall duration d1 when the
index value is greater than 1.
3.3 Marginal Distribution
One of the key steps in fitting copulas for rainfall characteristics is in the deter-
mination of the appropriate marginal distribution for each rainfall character-
istic. In this study, the rainfall characteristics that are considered are rainfall
severity and its duration. The distribution functions tested in this study are
the Gamma, Log-normal, Exponential and Weibull distributions. The equa-
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Figure 3.2: Rainfall Characteristics using Standard Precipitation Index, SPI.
tions of the probability density functions (pdfs) of the four distributions and
their domains are given below: (Gamma distribution)
f(x) =
1
Γ(α)βα
e−
x
β xα−1, x > 0, (3.7)
where α is the scale parameter and β the shape parameter; (Log Normal
distribution)
f(x) =
1
xσ
√
2pi
e−
(lnx−µ)2
2σ2 x > 0, (3.8)
where µ and σ are the mean and standard deviation of ln(X) respectively;
(Weibull distribution)
f(x) = (
a
b
)(
x
b
)(a−1)e−(
x
b
a) x > 0 (3.9)
where a is the shape parameter and b the scale parameter; (Exponential dis-
tribution)
f(x) = λe−λx x > 0, (3.10)
29
where λ is the rate parameter. The Maximum Likelihood Estimation (MLE)
method is the standard method used to estimate the parameters of these
marginal distributions.
3.4 Copulas Method
3.4.1 Theory of Copula
Copulas are functions that join univariate distribution functions to form a mul-
tivariate distribution function. Sklar [60] introduced copulas and elucidated
their properties. Since its inception, copulas have been extensively used in
finance, risk management and more recently in biology, hydrology and engi-
neering fields. Here we introduce the important definition and theorem related
to copula. (See more definitions and theorems in Joe [32] and Nelsen [44]).
Definition 3.4.1. A k-dimensional copula C : [0, 1]k : → [0, 1] is a function
which is a cumulative distribution function with uniform marginals on the in-
terval [0, 1].
The fact that a k -dimensional copula C(u) = C(u1, ...uk) is a distribution
function naturally leads to the following properties:
 C(u) = C(u1, .., uk) is always non-decreasing in each component ui.
 The marginal of the i -th component is obtained by setting uj = 1 for all
j 6= i and it is uniformly distributed, i.e
C(1, ..., 1, ui, 1, ..., 1) = ui
and C(u1, ..., uk) = 0 if any ui = 0.
 if ai ≤ bi for i = 1, ..., k, then since P (U1 ∈ [a1, b1], ..., Uk ∈ [ak, bk]) ≥ 0,
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C(·) obeys the rectangle inequality
2∑
ji=1
· · ·
2∑
jk=1
(−1)j1+···+jkC(u1,ji, · · · , uk,jk) ≥ 0,
where ui,1 = ai and ui,2 = bi.
Theorem 3.4.1. Sklar(1959) Let F be a k-dimensional distribution function
with marginals F1, · · · , Fk. Then there exists a k-copula C such that for all x
in Rk
F (x1, · · · , xk) = C(F1(x1), · · · , Fk(xk)). (3.11)
If F1, · · · , Fk are all continuous the C is uniquely defined, otherwise C is
uniquely determined within a region RanF1 × · · · × RanFk where RanFi de-
notes the range of the cdf Fi. In other words, if C is a k-dimensional copula and
F1, · · · , Fk are univariate distribution functions, then the function F defined
by 3.11 is a k-dimension distribution function with marginals F1, · · · , Fk.
The copula density can be quantified by:
c(u) =
∂kC(u1, · · · , uk)
∂u1, · · · , ∂uk (3.12)
given that a copula in (3.11) is absolutely continuous everywhere in [0, 1]k.
The theorem below shows a copula is invariant under a strict monotonic trans-
formation of its variable.
Theorem 3.4.2. Let (X1, · · · , Xk) be continuous random variables with copula
CX . If Y = (h1(X1), · · · , hk(Xk)) with h1(·), · · · , hk(·) strictly increasing on
RanX1, · · · , RanXk, respectively, then CY = CX . Thus CX remains constant
under strictly increasing transformations of (X1, · · · , Xk).
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3.4.2 Copula Unit Scale: Uniform Variables
An extremely beneficial technique in the application of copulas is the trans-
formation of random variables to uniformly distributed variables.
Proposition 3.4.1 (If the distribution function F of a random variable X is
continuous and strictly increasing then the variable).
U = F (X)
is uniformly distributed on [0, 1], and
X = F−1(U).
Proof. For any t ∈ (0, 1) we have
P [U < t] = P [X < F−1(t)]
= F (F−1(t)]
= t.
(3.13)
Thus, U is uniformly distributed on [0,1].
For simplification purposes, discussions of copulas in this section will focus on
two variables or so called bivariate copulas. Let X and Y be two random vari-
ables with joint distribution FX,Y (x, y) and marginal cumulative distribution
functions FX(x) and FY (y) respectively. According to Sklar’s theorem (The-
orem 3.11, there exists a copula function C(x, y) defined on the unit square
such that
FX,Y (x, y) = C(FX(x), FY (y)). (3.14)
This copula is unique if both FX(x) and FY (y) are continuous. Conversely,
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given FX(x), FY (y) and a copula function C(x, y), then (3.14) defines a joint
distribution function with marginal distributions FX(x) and FY (y) respec-
tively. If the probability density functions (pdfs) fX(x) and fY (y) of X and Y
exist, then the joint pdf of the two random variables can be expressed as
fX,Y (x, y) = c(FX(x), FY (y))fX(x)fY (y) (3.15)
where c(u, v) is defined as
c(u, v) =
∂2C(u, v)
∂u∂v
.
3.5 Correlation and Dependence
Traditionally, the scatter plot was the way to obtain an indication of the rela-
tionship between variables. Later, prior to discovery of copulas, a number of
standard statistical approaches to measure the dependence between variables
were introduced, namely Pearson Correlation, Spearman’s rho and Kendall’s
tau rank coefficient. These approaches are the most commonly used methods
to capture the dependence structure between variables. In the history of statis-
tical methodology, Karl Pearson (1857 - 1936) was the first person to discover
the dependence concept and measure that bears his name. He introduced the
Pearson’s coefficient of linear correlation ρ to measure dependencies between
two random variables. If X and Y are two random variables, the coefficient of
linear correlation ρ can be defined as:
ρ =
E[(X − µX)(Y − µY )]
σXσY
(3.16)
where E is the expected value, µX , µY are means of X and Y , and σX and σY
are the standard deviations for the random variables. The value of ρ close to
1 represents a strong positive linear relationship, while ρ close to -1 indicates
a strong negative linear relationship. Except for the bivariate normal, zero
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correlation does not imply independence. However, the converse is always true.
For example, we have two sets of data: x = −2,−1, 0, 1, 2 and y = 4, 1, 0, 1, 4,
then its covariance is equal to 0, but since y = x2; the two sets of values are
highly dependent.
Another well-known measures of dependence between pairs of random vari-
ables is Kendall’s tau rank coefficient. Consider a bivariate random variables
(X, Y ) with joint distribution F (X, Y ) and marginal distribution functions
functions FX(x) and FY (y) respectively. The Kendall’s tau is defined as the
difference between the probability of concordance and the probability of dis-
cordance (c.f. Fredricks and Nelsen [21]):
τ(X, Y ) = Pr[(X1 −X2)(Y1 − Y2) > 0]− Pr[(X1 −X2)(Y1 − Y2) < 0]
where (X1, Y1) and (X2, Y2) are two independent pairs of random variable from
F (X, Y ).
Despite being extensively used in a large number of studies, ρ possesses
some inadequacies. For example, if is susceptible to outliers and for this rea-
son it is not applicable to hydrological studies that deal with extreme value
distributions. By introducing the copulas, this limitation can be overcome.
Since all these functions play a role in capturing the dependencies, Spear-
man’s rho and Kendall’s tau can be expressed using copula functions but not
Pearson’s linear correlation coefficient. For example, if X and Y are two ran-
dom variables, the Kendall’s tau for these two variables in copula terms can
be expressed:
τ = 4
∫ ∫
[0,1]2
C(u, v)dC(u, v)− 1
and Spearman’s rho by:
ρ = 12
∫ ∫
[0,1]2
C(u, v)dudv− 3
where u and v are cumulative distribution functions with uniform marginals.
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Throughout this chapter, Kendall’s tau as a measure of dependence based on
rank and other relationship properties with copulas will be discussed.
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Table 3.2: Families of bivariate Archimedean and Extreme-value Copulas
Family of Copulas Copulas Cθ(u, v) Parameter Space
Archimedean Clayton (u−θ + v−θ − 1)−1/θ 0 ≤ θ <∞
Frank −θ−1 log
(
1 + (e
−θu−1)(e−θv−1)
e−θ−1
)
−∞ ≤ θ <∞
Gumbel-Hougaard exp
[
(−log u)θ + (− log v)θ) 1θ
]
1 ≤ θ <∞
Extreme-value Galambos uv exp (log u−θ + log v−θ)−1/θ 0 ≤ θ <∞
Hu¨sler-Reiss exp
[−u˜Φ (1
θ
+ θ
2
log( u˜
v˜
)
)− v˜Φ (1
θ
+ θ
2
log( v˜
u˜
)
)]
0 ≤ θ <∞
Note: With the Hu¨sler-Reiss copula, u˜ = − log(u),v˜ = − log(v) and Φ is the cdf of the standard normal variable.
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In this study, we will be using an important family of copulas, the family
of Archimedean copulas. Archimedean copulas are defined by the generator
ϕ(.), a continuous strictly decreasing function from [0,1] to [0,∞) such that
ϕ(1) = 0. If ϕ−1(.) represents the inverse function of ϕ(.), the Archimedean
copula is defined by
C(u, v) = ϕ−1(ϕ(u) + ϕ(v)).
Various generators exist for different Archimedean copulas and these can be
found in Table 4.1 of Nelsen [44]. In general, ϕ is dependent on a parameter θ
and it will therefore be denoted by ϕθ.
There are three Archimedean copulas in common use in hydrology research
namely, the Clayton, Frank and Gumbel-Hougard copulas (c.f. Mirabbasi [42],
Reddy and Ganguli [31], Serinaldi [52], Shiau [55], Zhang and Singh [64]).
These copulas and their generators are displayed in Table 3.2. There is a
close relationship between the Kendall’s tau (τ) and the generator ϕ(.). This
relationship is given by
τ = 1 + 4
∫ 1
0
ϕθ(t)
ϕ′θ(t)
dt
(refer to Nelsen [44]). For example, the relationship between τ and θ for the
Clayton copula is given by:
θ =
2τ
1− τ
3.6 Inference of Margins Method (IFM)
The next step in fitting copulas involves estimating the parameters of the
copula. The method employed for this purpose is called the Inference Functions
for Margins Method (IFM) by Joe [32]. Assume that the marginal cdfs of X
and Y , depending on unknown vector parameters α1 and α2, are F1(x;α1)
and F2(y;α2) respectively. Denote the corresponding pdfs by f1(x;α1) and
f2(y;α2). Let αˆ1 and αˆ2 be the MLEs of α1 and α2 obtained from their
marginal distributions.
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As we have seen, the joint pdf of a copula-based parametric model for a
random vector Z = (X, Y ) is
F (z;α1, α2, θ) = C(F1(x;α1), F2(y;α2); θ) (3.17)
where θ is the vector of parameters associated with the copula function. Ac-
cording to (3.15), the pdf of Z can be expressed as
f(z;α1, α2, θ) = c(F1(x;α1), F2(y;α2); θ)f(z;α). (3.18)
where f(z;α) = f1(x;α1)f2(y;α2). The log-likelihood function, given ob-
served sample z1, z2, . . . , zn, is
L(θ,α1,α2) =
n∑
i=1
logf(zi;α1,α2.θ) (3.19)
The IFM estimators of the copula parameters are obtained by maximizing
(3.19), with α1 and α2 replaced by αˆ1 and αˆ2, with respect to θ i.e. by
solving the following first order conditions and showing that the corresponding
Hessian matrix is negative definite:
∂L(θ, αˆ1, αˆ2)
∂θ
= 0. (3.20)
3.7 Graphical Diagnostics: The Adequacy of
Copula Model
In this section, we discuss the introductory step of checking the adequacy of
a copula model. When involving bivariate data, the best way to compare a
copula model is by plotting a scatter plot between empirical copula, Cn with
the generated copula Cθn (c.f Genest and Favre [22]).
The procedures we have employed in obtaining the scatter plots to show
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Table 3.3: Parameter estimates for marginal distributions
Rainfall Station Gamma Log Normal Weibull Exponential
Characteristic No. αˆ 1/βˆ µˆ σˆ aˆ bˆ λˆ
Severity 83000 1.81 0.52 0.95 0.77 1.33 3.84 0.29
83033 2.05 0.55 1.05 0.72 1.38 4.13 0.27
83073 2.11 0.61 0.99 0.71 1.50 3.86 0.29
90076 1.86 0.43 1.17 0.76 1.33 4.72 0.23
90083 2.97 0.88 1.04 0.61 1.83 3.82 0.30
90087 2.39 0.79 0.88 0.67 1.58 3.38 0.33
Duration 83000 2.73 1.15 0.67 0.62 1.70 2.68 0.42
83033 3.03 1.25 0.71 0.58 1.69 2.73 0.41
83073 2.97 1.27 0.68 0.60 1.79 2.66 0.43
90076 2.72 1.05 0.76 0.61 1.57 2.92 0.39
90083 4.68 0.43 0.68 0.48 2.39 2.50 0.45
90087 3.76 1.85 0.57 0.53 1.98 2.31 0.49
Time
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Figure 3.3: The monthly SPI of Wyelangta Station, Victoria (1950 to 2010).
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dependencies between variables are described in the steps below and illustrated
by the accompanying Figure 3.4. The process obtaining this scatter plot begin
by generating a pair data (U, V ) from a copula C with further steps here:
Step 1.
Generate U from a uniform distribution on the interval (0,1)
Step 2.
Given U = u, generate V from the conditional distribution
Qu(v) = P (V ≤ v | U = u) = ∂
∂u
C(u, v)
where V = Q−1u (U
∗), U∗ = another observation from the uniform distri-
bution on the interval (0,1).
3.8 Goodness–of–fit test
3.8.1 Crame´r–von Mises and Kolmogrov–Smirnov
To check the goodness of fit for the five selected parametric copulas, we used the
Kolmogorov-Smirnov statistic Dn which is based on comparing the empirical
copula with the estimated parametric copula. It is defined by
Dn = sup
u,v
|Cn(u, v)− Cθ(u, v)| (3.21)
where Cn is the empirical copula defined by (3.22) and Cθ is the parametric
copula. As discussed in Genest et al. [25; 24], the most efficient and robust
nonparametric estimator of a copula which is sample–based is the empirical
copula defined by
Cn(u, v) =
1
n
n∑
i=1
1(Ui ≤ u, Vi ≤ v) (3.22)
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Figure 3.4: Copula-based joint distribution for six stations for (a)Clayton
(b)Frank (c)Gumbel.
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where 1(·) is the indicator function. θ is usually estimated by utilizing the
dependency structure between the copula and some measures of dependency
such as Spearman’s rho or Kendall’s tau.
In addition, for the extreme–value family of copulas, we also use Crame´r-
von Mises statistic, Sn introduced in Genest et al.[24] to assess goodness of fit.
Based on Pickands III [47], the extreme–value copula is represented by
C(u, v) = exp
[
log(uv)A
(
log(v)
log(u)
)]
(3.23)
where A(·) is the Pickands dependence function, which is a convex function
satisfying
max {t, 1− t} ≤ A(t) ≤ 1. (3.24)
The statistic Sn is defined by
Sn =
∫ 1
0
n|An(t)−Aθn(t)|2dt (3.25)
where An is a nonparametric estimator of A and Aθn is a parametric estimator
ofA and θn is a consistent estimator of θ. For example, the parametric Pickands
dependence function could belong to the Gumbel–Hougaard family with
Aθ(t) = (t
θ + (1− t)θ)1/θ. (3.26)
The choice of a nonparametric estimator of A is discussed in detail in Genest
et al. [24]. All goodness of fit tests were implemented using R–software ([30]).
3.8.2 Applications
The selected stations have annual rainfall which are above average and con-
sidered as flood prone areas in Victoria (BOM). The first region in this study,
North-eastern Victoria, consists of three stations: Acherton, Woods Point and
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Table 3.4: Dependence Measures
Station Pearson’s p-value Kendall’s p-value
No. Linear Correlation τ
83000 0.965 0.000 0.867 0.000
83033 0.960 0.000 0.845 0.000
83073 0.931 0.000 0.853 0.000
90076 0.917 0.000 0.847 0.000
90083 0.927 0.000 0.844 0.000
90087 0.930 0.000 0.831 0.000
Mount Buffalo Chalet. The second region is South-western Victoria and con-
sists of Tanybryn, Weaaproinah and Wyelangta, which are the wettest areas
in Victoria. Wyelangta has the highest annual mean rainfall of 1949.8mm
and Figure 3.3 shows the monthly SPI for Wyelangta from the years 1950 to
2010. From the graph, it is apparent that Wyelangta regularly faces a very
wet event once every 8 to 10 years with the SPI index exceeding 2.0 for about
six extremely wet events during these years.
All parameters for the four marginal distributions used i.e. Gamma, Log
Normal, Weibull, and Exponential, are estimated from the data sets using
the method of Maximum Likelihood Estimation (MLE). (Refer to Table 3.3
for the values of the estimated parameters.) For each station, the best fitted
distribution for each rainfall characteristic is subsequently selected using the
Kolmogorov-Smirnov distance criterion d–max (Janga and Ganguli [31]) and
p–values and these are displayed in Table 3.5. The “bolded” entries show the
best fitted marginal distributions since they have the lowest d-max and the
largest p–values. These results indicate that for all stations, rainfall severity
is best fitted either by a Weibull or Log-Normal distribution while rainfall
duration is best fitted by a Weibull or a Gamma distribution. As an example,
consider Mount Buffalo Chalet’s station, which has the highest annual rainfall
in the first region of this study. Its best fitted cumulative distributions for
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rainfall severity (Log Normal) and rainfall duration (Weibull) are
FS(s) =
1
0.71
√
2pi
∫ s
0
e−
(ln t−0.99)2
2σ2
t
dt, s > 0 (3.27)
and
FD(d) = 1− e−(d/2.66)
1.79
, d > 0 (3.28)
respectively.
Before fitting the copulas, it is important to investigate the dependency
between rainfall severity and duration. This is acquired by calculating the
Pearson’s linear correlation coefficient and the Kendall’s tau measure of con-
cordance. The values of these measures and their corresponding p–values are
displayed in Table 3.4 and they indicate a statistically significant positive cor-
relation between the rainfall characteristics. Due to this, we proceed with the
process of using copulas to find the joint distribution for the various stations.
For each of the five copulas chosen, we estimate the parameter θ using the
IFM method and the estimated parameters are displayed in Table 3.6.
Table 3.7 presents the results of Goodness–of–Fit tests using the five cop-
ulas to fit the bivariate rainfall data of our case study areas and Table 3.8
presents the goodness of fit for the extreme value copula only. The best
model selected in each case is the one with the highest p–value for each of the
Kolmogorov–Smirnov statistics. From the Table 3.7, we found that Clayton
copula is the commonly selected as the best copula to represent the relation-
ship between rainfall severity and duration. Since the other three stations
represent by Gumbel–Hougaard which come from the extreme-value copula
family, we compare again the Cramer–von Mises statistic between the three
extreme-value copulas (refer Table 3.8). By comparing these statistics and its
p–value, it is seen that the best fitted copulas is the Gumbel–Hougaard copula.
For example, the best fitted copula for Mount Buffalo Chalet’s station is given
by
C(u, v) = exp
[
(− log u)4.7 + (− log v4.7)1/4.7] (3.29)
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Table 3.5: Goodness of Fit Test for Marginal Distributions: Kolmogorov–
Smirnov distance.
Station Rainfall Distribution d–max p–value
Characteristic
Archerton Severity Gamma 0.1764 0.1140
83000 Log Normal 0.1815 0.0965
Weibull 0.1564 0.2104
Exponential 0.2507 0.0061
Duration Gamma 0.2620 0.0036
Log Normal 0.2710 0.0023
Weibull 0.2423 0.0100
Exponential 0.3443 0.0000
Woods Point Severity Gamma 0.1548 0.3222
83033 Log Normal 0.1588 0.2934
Weibull 0.1433 0.4161
Exponential 0.2485 0.0183
Duration Gamma 0.2139 0.0617
Log Normal 0.2302 0.0357
Weibull 0.2048 0.0824
Exponential 0.3383 0.0003
Mount Buffalo Chalet Severity Gamma 0.1406 0.3628
83073 Log Normal 0.1231 0.5323
Weibull 0.1493 0.2928
Exponential 0.2526 0.0008
Duration Gamma 0.2330 0.0188
Log Normal 0.2436 0.0121
Weibull 0.2122 0.0420
Exponential 0.3467 0.0000
Tanybryn Severity Gamma 0.1464 0.5413
90076 Log Normal 0.1062 0.8879
Weibull 0.1428 0.5732
Exponential 0.2113 0.1373
Duration Gamma 0.1736 0.3265
Log Normal 0.1942 0.2077
Weibull 0.1862 0.2493
Exponential 0.3189 0.0045
Weeaproinah Severity Gamma 0.1208 0.4213
90083 Log Normal 0.1240 0.3887
Weibull 0.1060 0.5911
Exponential 0.2604 0.0015
Duration Gamma 0.1954 0.0350
Log Normal 0.2267 0.0086
Weibull 0.1784 0.0686
Exponential 0.3643 0.0000
Wyelangta Severity Gamma 0.1498 0.1414
90087 Log Normal 0.1503 0.1392
Weibull 0.1359 0.2262
Exponential 0.2829 0.0002
Duration Gamma 0.2598 0.0007
Log Normal 0.2686 0.0004
Weibull 0.2332 0.0030
Exponential 0.3884 0.0000
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Table 3.6: Parameter estimate for fitted Copulas.
Station Type of Estimate Standard z-value Pr(> |z|) Maximum
Copulas θˆ Error loglikelihood
Archerton Clayton 14.48 2.0039 7.2273 0.0000 79.7919
Frank 35.77 4.7139 7.5876 0.0000 74.2034
Gumbel-Hougaard 6.75 0.8635 7.8199 0.0000 65.5197
Galambos 6.02 0.8525 7.0642 0.0000 65.2565
Hu¨sler-Reiss 6.15 0.6892 8.9288 0.0000 61.7406
Woods Point Clayton 11.44 1.6237 7.0451 0.0000 57.5644
Frank 25.16 3.5757 7.0354 0.0000 49.9949
Gumbel-Hougaard 5.44 0.7581 7.1785 0.0000 45.5230
Galambos 4.72 0.7485 6.3082 0.0000 45.2858
Hu¨sler-Reiss 4.93 0.6203 7.9501 0.0000 42.7105
Mount Buffalo Clayton 6.44 1.0061 6.4002 0.0000 49.0376
Chalet Frank 27.25 3.6749 7.4141 0.0000 61.2332
Gumbel-Hougaard 4.74 0.6208 7.6365 0.0000 47.7233
Galambos 4.01 0.6128 6.5483 0.0000 47.3998
Hu¨sler-Reiss 4.21 0.5041 8.3490 0.0000 44.5306
Tanybryn Clayton 5.35 1.0360 5.1641 0.0000 29.0263
Frank 19.42 3.3520 5.7921 0.0000 33.4042
Gumbel-Hougaard 3.23 0.5154 6.2762 0.0000 22.5013
Galambos 2.48 0.5066 4.8921 0.0000 22.0404
Hu¨sler-Reiss 2.59 0.3965 6.5297 0.0000 20.0273
Weeaproinah Clayton 7.16 0.9640 7.4316 0.0000 63.9312
Frank 19.38 2.5399 7.6315 0.0000 60.0059
Gumbel-Hougaard 3.65 0.4325 8.4503 0.0000 45.7358
Galambos 2.91 0.4242 6.8548 0.0000 45.2556
Hu¨sler-Reiss 3.19 0.3539 8.9999 0.0000 42.8402
Wyelangta Clayton 8.39 1.0233 8.1950 0.0000 78.4992
Frank 23.13 2.8025 8.2519 0.0000 73.5789
Gumbel-Hougaard 4.22 0.4821 8.7545 0.0000 55.9997
Galambos 3.50 0.4775 7.3278 0.0000 54.9049
Hu¨sler-Reiss 3.00 0.3213 9.3469 0.0000 44.6197
where u and v would be replaced by the cumulative distribution functions
of rainfall severity and duration respectively. In Figure 3.4, we display the
bivariate plot of severity against duration for both observed and simulated
data generated from the estimated archimedean copula distribution for all six
stations. In the next section, these joint distributions will be used to predict
the return periods of severe flood events.
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Table 3.7: Goodness-of-fit test for fitted Copulas.
Station Type of Dn p–value
Copulas
Archerton Clayton 0.1739 0.1237
Frank 0.2283 0.0166
Gumbel-Hougaard 0.2500 0.0063
Galambos 0.2391 0.0104
Hu¨sler-Reiss 0.2717 0.0022
Woods Point Clayton 0.1974 0.1036
Frank 0.2500 0.0173
Gumbel-Hougaard 0.1316 0.5262
Galambos 0.2105 0.0689
Hu¨sler-Reiss 0.1974 0.1036
Mount Buffalo Clayton 0.2209 0.0300
Chalet Frank 0.1860 0.1019
Gumbel-Hougaard 0.1512 0.2795
Galambos 0.1977 0.0694
Hu¨sler-Reiss 0.1279 0.4826
Tanybryn Clayton 0.1275 0.6136
Frank 0.1388 0.5042
Gumbel-Hougaard 0.1659 0.2851
Galambos 0.1787 0.2091
Hu¨sler-Reiss 0.1279 0.6097
Weeaproinah Clayton 0.1132 0.5054
Frank 0.1792 0.0664
Gumbel-Hougaard 0.1698 0.0941
Galambos 0.1321 0.3136
Hu¨sler-Reiss 0.1981 0.0312
Wyelangta Clayton 0.1610 0.0938
Frank 0.1695 0.0674
Gumbel-Hougaard 0.1441 0.1726
Galambos 0.2034 0.0152
Hu¨sler-Reiss 0.2119 0.0100
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Table 3.8: Goodness-of-fit test for Extreme-value Copulas.
Station Type of Sn p–value
Copulas
Archerton Gumbel-Hougaard 0.0014 0.0425
Galambos 0.0015 0.0315
Hu¨sler-Reiss 0.0016 0.0175
Woods Point Gumbel-Hougaard 0.0004 0.1603
Galambos 0.0009 0.1543
Hu¨sler-Reiss 0.0006 0.1513
Mount Buffalo Gumbel-Hougaard 0.0018 0.1054
Chalet Galambos 0.0019 0.1034
Hu¨sler-Reiss 0.0019 0.0784
Tanybryn Gumbel-Hougaard 0.0005 0.2902
Galambos 0.0006 0.2582
Hu¨sler-Reiss 0.0006 0.2203
Weeaproinah Gumbel-Hougaard 0.0011 0.2133
Galambos 0.0010 0.1843
Hu¨sler-Reiss 0.0013 0.1364
Wyelangta Gumbel-Hougaard 0.0025 0.0644
Galambos 0.0026 0.0514
Hu¨sler-Reiss 0.0032 0.0205
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3.9 Univariate return period
In this section we apply the theoretical results obtained by Shiau [55] and
Shiau and Shen [56] to obtain the return periods of extreme rainfall events
in our selected rain–gauge stations. The expected return period for extreme
rainfall with rainfall severity S greater than or equal to s is given by
Ts =
E(L)
1− FS(s) (3.30)
where L is the extreme rainfall interarrival time and FS(s) is the cumulative
distribution function of rainfall severity S. The expected value of the extreme
rainfall interarrival time L can be estimated from the observed precipitation
data. Likewise, the expected return period for rainfall duration D greater than
or equal to a certain value d is given by
Td =
E(L)
1− FD(d) (3.31)
where FD(d) is the cumulative distribution of the rainfall duration.
3.10 Joint and Conditional Return Period
The above calculations of return periods are only appropriate for univariate
random variables. Most hydrological events are dependent and separate anal-
ysis of each is not sufficient in assessing overflow water risks or performing
flood analysis. Consequently, Shiau [57] proposed an improved method by in-
troducing the joint return periods for flood volume and flood peak. Using this
method, the return periods can be derived in two ways, either by obtaining the
joint return periods for rainfall severity and rainfall duration given by equa-
tions (3.32) and (3.33), or, by obtaining the novel conditional return periods
TD|S≥s and TS|D≥d given by equations (3.34) and (3.35). Note that equation
(3.32) gives the conditional return period given S ≥ s and D ≥ d, while equa-
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tion (3.33) gives the conditional return period given S ≥ s or D ≥ d. On the
other hand, the conditional return periods TD|S≥s and TS|D≥d utilize as their
numerators the expected return periods given by (3.30) and (3.31) respectively.
TDS =
E(L)
P (D ≥ d and S ≥ s)
=
E(L)
1− FD(d)− FS(s) + FDS(d, s)
=
E(L)
1− FD(d)− FS(s) + C(FD(d), FS(s)) . (3.32)
T ′DS =
E(L)
P (D ≥ d or S ≥ s) =
E(L)
1− FDS(d, s)
=
E(L)
1− C(FD(d), FS(s)) (3.33)
TD|S≥s =
Ts
P (D ≥ d or S ≥ s)
=
E(L)
1− FS(s) •
1
1− FD(d)− FS(s) + FDS(d, s)
=
E(L)
[1− FS(s)][1− FD(d)− FS(s) + C(FD(d), FS(s))
(3.34)
TS|D≥d =
Td
P (D ≥ d and S ≥ s)
=
E(L)
1− FD(d) •
1
1− FD(d)− FS(s) + FDS(d, s)
=
E(L)
[1− FD(d)][1− FD(d)− FS(s) + C(FD(d), FS(s))
(3.35)
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Figure 3.5: Return Period for rainfall severity(left panel) and rainfall duration
(right panel).
3.11 Return Period: Applications
In this research, estimation of return periods for all six stations located in
north-eastern and south-western Victoria were calculated. The expected return
periods for extreme rainfall events E(L) for these stations were estimated to be
15.8, 18.9, 16.9, 24.0, 13.7 and 12.3 months respectively. We then proceeded
to calculate the expected return periods given by equations (3.30) and (3.31).
For example, for Archerton station, the expected return period given rainfall
severity exceeding 1.99 and duration exceeding 1.6 is 2 years. On the other
hand, a return period of 50 years is expected if the severity exceeds 10.13 and
if duration exceeds 5.73 respectively. Graphs of the expected return periods
ranging up to 100 years for a set of values of severity and duration are shown
in Figure 3.5.
For example, at Acherton Station, for events where the rainfall duration
occur continuously for 6 months and the rainfall severity exceeds 2, it is ex-
pected that another similar event would occur again in 102 years. For the
second conditional return period, T5|D≥2 when the rainfall hits the area with
severity at least 5, and the duration of rainfall is more than 2 months, the
expected return period for this event is 10 years. Figure 3.6 and Figure 3.7
provide graphical representations of the conditional return periods for the six
stations given that rainfall severity and rainfall duration exceed certain values
respectively.
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Figure 3.6: Conditional return period of rainfall duration when rainfall severity
exceeds a certain specified value.
In the above equations, C(FD(d), FS(s)) is the joint cumulative distribu-
tion represented by the best copula (refer to Table 3.6). For example, at the
Acherton station, the estimated joint return periods given the rainfall dura-
tion exceeding 3 months (D ≥ 3) and rainfall severity exceeding 4 (S ≥ 4),
(3.32) , and when rainfall duration exceeding 4 months (D ≥ 4) or rainfall
severity exceeding 3 (S ≥ 3), (3.33) were calculated as 4.62 years and 9.49
years respectively. Equation (3.34) defines the conditional return period of
rainfall duration given that the rainfall severity exceeding a certain value and
equation (3.35) defines the return periods of rainfall severity given that the
rainfall duration exceeding a certain value.
3.12 Chapter Summary
Due to recent frequent occurrences of adverse climactic conditions such as
droughts and floods, water resources management is currently considered an
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Figure 3.7: Conditional return period of rainfall severity when rainfall duration
exceeds a certain specified value.
important area of research that needs to be further explored. In this paper,
copulas were used as a major tool in constructing the joint distribution of two
important rainfall characteristics, namely rainfall severity and its duration.
This is due to the fact that these characteristics are highly dependent and
do not always meet the traditional modeling assumptions. By introducing
copulas, many statistical limitations, such as the marginal distributions of the
joint bivariate distribution of the rainfall characteristics have to be of the same
type, can be relaxed thereby leading to the construction of more appropriate
bivariate distributions.
This chapter first discussed the use of the Standard Precipitation Index
(SPI) to assess rainfall severity for 6 selected stations from North-eastern and
South-western Victoria, Australia. Several standard distributions were then
proposed for rainfall severity and duration and, using three goodness–of–fit
tests, it was found that rainfall severity and duration are best fitted either by
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the Weibull or Log Normal distribution. To arrive at the final bivariate distri-
bution by combining the marginal distributions using copulas, we tested five
different copulas, namely Clayton, Frank and Gumbel-Hougaard, Galambos
and Hu¨sler-Reiss copula. Using the Inference Functions for Margins (IFM)
method for estimating these copulas, we found using goodness–of–fit tests
that the Clayton copula the best fit for three of the selected stations while
the Gumbel–Hougaard copula had the best fit for the remaining two.
Using some recent results concerning return periods, we were able to pre-
dict the expected marginal and joint return periods of rainfall severity and
duration exceeding certain threshold values. Similar calculations were also
extended to obtain the expected conditional return periods given that one of
the characteristics exceeded a threshold value. The results suggested that the
regions covered by the stations will be facing frequent extended periods of wet
conditions during the coming decades.
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Chapter 4
The Empirical Copula
Approach∗
We have shown in the previous Chapter the advantages of using paramet-
ric copulas in modelling rainfall characteristics. The question that we have
to answer in this Chapter is what happens when the marginal distributions
are unknown. As such, this Chapter investigates the models using Empiri-
cal Copula when the distributions of marginals are not known. To check the
validation for the models, we performed the goodness–of–fit test using Mean
Absolute Error (MAE), between the parametric copulas and the empirical cop-
ulas. In this study, parameter of parametric copulas are obtained using the
Canonical Maximum Likelihood (CML) method. When comprehensively large
historical time series data are available, empirical copula is a useful strategy to
construct nonparametric joint empirical probability distributions, which tend
to be more computationally efficient. The empirical copula also is worth using
to measure the dependencies between the two rainfall characteristics. The con-
tent of this Chapter is reproduced from a paper submitted to the Australian
Applied Climatology Journal (AMOJ).
∗This chapter was submitted for publication in: Abdul Rauf, U.F. and Zeephongsekul,
P., “Copula analysis of Victorian precipitation data: a Nonparametric Approach.” AMOJ,
pending publication with minor revisions.
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4.1 Introduction
Recent heavy flooding in Australia due to severe weather conditions has posed
a harsh environmental challenge in recent years. Floods cause damage to
properties, transport networks and other infrastructure. They also affect the
ecosystem due to the kinetics of flora and fauna between upstream and down-
stream. This has led to an increase in the demand for studies related to
different characteristics of the precipitation such as rainfall severity and dura-
tion. These studies have made significant impact on research disciplines such
as hydrology and water resource management (Abdul Rauf and Zeephongsekul
[7; 8] ; Kao and Govindaraju [35]). As in the previous chapter, we will consider
two regions in Victoria, Australia, which are considered flood–prone areas of
the state. These regions are the North-eastern and South-western part of Vic-
toria which had very large annual rainfall and faced massive flooding recently
(Bureau of Meteorology, Australia).
To assess the empirical copula model, we used the same sets of data that
were described in Chapter 2. In this study, we model rainfall severity and
duration using empirical copula. Prior to fitting copulas, the Standard Precip-
itation Index (SPI) is used to quantify the rainfall severity and duration. This
was done without assuming any prior distributions for rainfall intensity and is
accomplished using a nonparametric density function involving the kernel den-
sity function. This alternative method was applied since none of the parametric
distributions currently used can adequately characterize the rainfall intensity
data for a number of stations in Victoria. In this study, we also used empirical
copulas to estimate dependencies between the two rainfall characteristics, rain-
fall severity and its duration. The Canonical Maximum Likelihood Method is
used to obtain the empirical cumulative distribution functions (cdfs) from the
data to produce marginal distributions. Data simulated via the estimated cop-
ulas will be used to check the correlation between these rainfall characteristics.
We also compare the results obtained using the empirical copula with those
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obtained from the theoretical copula using the Mean Absolute Error (MAE)
criterion.
4.2 Empirical Copulas
Recall from the definition of copula function of that any bivariate cumulative
distribution function (cdf) can be expressed as:
FX,Y (x, y) = C(FX(x), FY (y)) (4.1)
for some function C : [0, 1]2 → [0, 1], where FX and FY denote the marginal
cumulative distribution function. In this study, we use the empirical copula
first discussed in Deheuval’s (1979) [17] to obtain the joint cdf of rainfall char-
acteristics.
The empirical copula is defined by
Cn(u, v) =
1
n
n∑
i=1
1(
Qi
n+ 1
≤ u, Ri
n+ 1
≤ v) (4.2)
where n is the sample size of our rainfall characteristics, Qi and Ri are the
ranks of each empirical marginal cumulative distribution functions FX and FY
respectively and 1(·) is the indicator function. In equation (4.2) the notation
1(A) refers to indicator function of the set A. The choice of the empirical
copula is motivated by the fact that we often do not have sufficient information
on which parametric copula will best fit bivariate precipitation data, in this
case, rainfall severity and duration. Hence, we will use the data to determine
the dependency structure empirically. Recall in Chapter 3, we discussed an
extensive treatment on fitting parametric marginal cdfs and copulas.
To evaluate the goodness of fit between the observed and the generated
data, we compare our empirical copula with the three generated theoretical
copulas. We used copula parameters obtained using the Canonical Maximum
Likelihood (CML) method to generate three theoretical Copulas namely Clay-
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ton, Frank and Gumbel-Hougard. We used mean absolute error (MAE) to
compare both theoretical and empirical copula. The mean absolute error is
given by:
MAE =
1
n
n∑
i=1
|Ci − Cn| =
n∑
i=1
|ei| (4.3)
where C is the theoretical copula and Cn empirical copula. From the result in
Table 4.2, we can conclude that the empirical copula is the best sample-based
representation of the theoretical Copula C.
4.3 Canonical Maximum Likelihood
There are three well-known methods in calibrating copula parameters namely
Exact Maximum Likelihood Method (EML), Inference functions for Margins
(IFM) and Canonical Maximum Likelihood Method (CML). CML method is
the only method which does not impose any a priori assumptions on marginal
distributions. In this study, we assumed that the sample data xi = (xi1, xi2, ..., xim)
T ,
i = 1, ..., n have been transformed into uniform variates uˆi = (uˆi1, uˆi2, ..., uˆim)
T ,
i = 1, ..., n using the empirical marginal distribution. The empirical marginal
transformation is the nonparametric estimation of cdf of the marginal distri-
butions which is related to the empirical cdf by
uˆi,j = Fˆj,n(xi,j) (4.4)
where the empirical cdf Fˆj,n(xi,j) is defined as follows
Fˆj,n(x) =
1
n+ 1
n∑
i=1
1[xi,j≤x] (4.5)
and where 1[xi,j≤x] represents the indicator function of the set {xi,j ≤ x}.
We notice that the function Fˆj,n(x) is defined differently from the standard
empirical c.d.f in that 1/(n+1) repalces 1/nwhich ensures that the transformed
data cannot be on the boundary of the unit interval [0,1]. Alternatively uˆi,j
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can defined as
uˆi,j =
1
n + 1
rank(xi,j) (4.6)
where rank(xi,j) is the rank of xi,j when the data are placed in increasing order.
The next stage of the CML procedure is then implemented by estimating the
copula parameter. We estimated the vector of copula parameters θ using
Maximum Likelihood Estimation (MLE):
θˆ = argmax
θ
n∑
i=1
log c(uˆi1, uˆi2, ..., uˆim; θ) (4.7)
where c(uˆi1, uˆi2, ..., uˆim; θ) be the density function of a copula C(uˆi1, uˆi2, ..., uˆim; θ).
4.4 Theoretical Framework
4.4.1 Standard Precipitation Index
Recall in Chapter 3, the Standard Precipitation Index (SPI), is used to quan-
tify the two rainfall characteristics using rainfall data series. This long-term
precipitation record is fitted to a Gamma distribution, which is then trans-
formed into a normal distribution so that the mean SPI for the location and
desired period is zero (Edward and McKee [20]). But, in this section this
study was done without assuming any prior distributions for both of the rain-
fall characteristics and is accomplished using a nonparametric density function
involving a kernel function. This alternative method was applied as none of
the parametric distributions currently used can adequately characterize the
rainfall intensity data for all stations in Victoria. Kim et. al. [37] used the
nonparametric approach involving a kernel function on SPI computation to
represent the variability of precipitation in the Colorado river basin. The
other study by Cancelliere et al. [10] performed a nonparametric approach for
drought forecasting through the Standard Precipitation Index. The seasonal
forecast of the SPI is addressed by means of a nonparametric stochastic tech-
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niques where the derivation of expectation of future SPI values conditioned on
past monthly precipitation Cancelliere et al. [10]. In this study, we used kernel
density estimation to fit our precipitation data. Then, we will use the nonpara-
metric density estimator to estimate the cdf, F (y). These kernel smoothing
techniques require the choice of a bandwidth parameter. Details discussion
about this technique is given in Section 4.4.2. The optimal bandwidth param-
eter is then used to estimate the cumulative distribution function F (y) of an
observed rainfall event for different selected stations. SPI is calculated as the
precipitation y such that,
Φ(SPI) = F (y) (4.8)
or
SPI = Φ−1(F (y)) (4.9)
where Φ(.) is the cumulative standard normal distribution function.
At least 30 years of continuous monthly precipitation data were needed to
calculate SPI. In this study, the data were first transformed into these indices
in the manner described above and then subsequently used to generate the
rainfall severity defined by
S =
D∑
i=1
SPIi (4.10)
and D was rainfall duration and i represents the month. This study evaluates
SPI on 3-month time scales using monthly precipitation totals for six rainfall
stations in north-eastern and south-western Victoria (described in Chapter 3)
from January 1950 to December 2010 representing wet and flood areas. Seven
classification of SPI for wet and dry conditions are: extremely wet (SPI >
2.0), very wet (1.5 to 1.99), moderately wet (1.0 to 1.49), near normal (-0.99 to
0.99), moderately dry (-1.49 to -1.0), severely dry (-1.99 to -1.5), and extremely
dry (SPI < -2.0) .
The procedures we have employed in computing these nonparametric SPI
values are described in the steps below and illustrated by the accompanying
60
figures.
Step 1.
The rainfall precipitation series in Figure 4.1 are used to build the his-
togram presented in Figure 4.2.
Step 2.
The kernel density estimate of the pdf of rainfall intensity is obtained as
shown in Figure 4.3.
Step 3.
In Figure 4.4, the dotted curve represents the cdf estimates, Fˆ (y), versus
precipitation values (mm), and the smooth curve displays the standard
normal cdf versus standardized variables z. According to equation (3.5),
a SPI value is obtained by moving horizontally from a point on the
dotted curve to the smooth curve, and then projecting the value onto
the horizontal z axis (below the axis showing precipitation values). We
display the graphs of the SPI values against year for Archerton station
in Figure 4.5.
These SPI values are then used to generate rainfall severity defined by equation
(4.8) where i represents the month and d is the duration of a severe rainfall
period. In this study, a severe case of rainfall occurs if its corresponding SPI
value exceeds 1. For example, in Figure 4.6, the first event of rainfall severity,
indicated by S1 , has duration d1 when the SPI values are greater than 1.
61
Year
R
a
in
fa
ll 
In
te
n
s
it
y
 (
m
m
)
1950 1960 1970 1980 1990 2000 2010
0
1
0
0
2
0
0
3
0
0
4
0
0
Figure 4.1: Precipitation time series
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Figure 4.2: Frequency Histogram for Rainfall Intensity - Archerton Station
4.4.2 Kernel Estimator
In this research, we used the kernel method to fit our precipitation data. As
mentioned earlier, generating rainfall severity and its duration using SPI Ker-
nel smoothing delivers a simple way of finding the shape and structure of the
data without assuming any of the parametric models (Wand and Jones [62]).
Kernel methods are commonly used in the estimation of functions such as re-
gression functions or probability density functions. These types of methods
are mainly applied in nonparametric estimation. The main advantage of a
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kernel approach is that it can discover structural features in a data set which
a parametric approach might not reveal.
Given a random sample X1,..., Xn from a population with a continuous,
univariate probability density function (pdf) f(·) and cumulative distribution
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Figure 4.6: Rainfall Characteristics using Standard Precipitation Index, SPI.
function (cdf) F (·), the kernel density estimator of f(·) is defined as
fˆ(x, h) =
1
nh
n∑
i=1
K
(
x−Xi
h
)
(4.11)
where K(·) is the kernel function and h the bandwidth. Under some mild con-
ditions (c.f. Wand and Jones [62]), the kernel density estimator is a consistent
estimator of the true pdf f(·). Kernel functions are symmetric unimodal func-
tions about the origin and they satisfy the conditions lim|x|→∞ |x|K(x) = 0
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and
∫∞
−∞
x2K(x)dx < ∞. The standard kernel functions are the Gaussian,
Triangular, Biweight and the Epanechnikov functions (c.f. Wand and Jones
[62]). The nonparametric kernel estimator of F (x) is obtained by integrating
(4.11) giving
Fˆ (x, h) =
1
nh
n∑
i=1
∫ x
−∞
K(
u− xi
h
)du (4.12)
=
1
n
n∑
i=1
K(
x− xi
h
) (4.13)
where K(x) =
∫ x
−∞
K(u)du.
It is well known that the choice of a kernel function does not significantly
affect the quality of the approximation and in this chapter we use the Gaussian
kernel which is defined by
K(u) =
1√
2pi
exp(−1
2
u2). (4.14)
The choice of the bandwidth h, on the other hand, does affect the quality of
the approximation. Higher values of h over-smooth the fit while lower values
h under smooth the fit. For the bandwidth, we adopt the value suggested by
Silverman [59] which is
h = 0.9An−1/5 (4.15)
where
A =
min{standard deviation, interquartile range}
1.34
.
It was shown in Silverman [59] that this bandwidth adapts well to the Gaus-
sian kernel and is a robust measure of the spread of the underlying distribution
which it is estimating. The most common types of kernel functions are dis-
played in Table 4.2. Referring to Wand and Jones [62], under some mild
conditions, the kernel estimates converge in probability to the true density.
The kernel K is usually chosen to be unimodal and symmetric about zero. Us-
ing simulated data, it was also shown that this bandwidth gives a reasonable
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Table 4.1: Most Common Types of Kernel Functions
Name Kernel Functions, K(u)
Gaussian K(u) = 1/(
√
2pi)e−u
2/2
Epanechnikov K(u) = 3/4(1− u2)1(| u |≤ 1)
Uniform K(u) = 1/21(| u |≤ 1)
Bi-weight K(u) = 15/16(1− u2)21(| u |≤ 1)
Triangular K(u) = (1− | u |)1(| u |≤ 1)
Note: The notation 1(A) refers to an indicator function of the set A.
Mean Integrated Square Error (MISE) value where
MISE(fˆ) = E
(∫
[fˆ(x)− f(x)]2dx
)
(4.16)
as well as revealing the bimodality and skewness of the underlying distribution.
4.5 Applications
A similar method to that introduced by McKee et al. [39] will be used here
for SPI computation. However, in this study, instead of fitting the precipi-
tation time series to a gamma probability density function, we used a kernel
smoothing approach to obtain the estimated density function. Figure 4.1 shows
the histogram from observed precipitation data for Archerton station (1950 to
2010). The graph, shows that the distribution is skewed to the right with
mode of rainfall intensity between 20mm to 40mm and the maximum value of
rainfall intensity as 420mm. Then, the kernel density estimate of the proba-
bility density function of rainfall intensity is obtained as shown in Figure 4.8.
In this figure, we display the Gaussian Kernel density precipitation data for
all stations with bandwidth computed using equation (4.15).
The optimal bandwidth parameter is then used to estimate the nonpara-
metric cdf of the rainfall event for different selected stations. We then obtained
the SPI values using equation (4.8) and (4.10). Figure 4.9 displays the monthly
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Table 4.2: Comparison between theoretical and empirical using MAE
Station Types of Copulas MAE
Archerton Clayton 0.063
Frank 0.079
Gumbel-Hougaard 0.065
Woods Point Clayton 0.081
Frank 0.069
Gumbel-Hougaard 0.068
Mount Buffalo Clayton 0.074
Chalet Frank 0.052
Gumbel-Hougaard 0.066
Tanybryn Clayton 0.079
Frank 0.087
Gumbel-Hougaard 0.066
Weeaproinah Clayton 0.087
Frank 0.085
Gumbel-Hougaard 0.077
Wyelangta Clayton 0.081
Frank 0.078
Gumbel-Hougaard 0.062
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Figure 4.7: Histogram
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Figure 4.8: Kernel Smoothing Density Estimate using Gaussian kernel density
estimator
SPI of six selected stations in Victoria. Between 1950 to 1960, all 6 six stations
show that at least six rainfall events with the value of SPI exceeding 2. These
show that the selected stations have a minimum of six extremely wet events
between these periods.
When we refer to values of SPI between 2008 and 2010, it shows that all but
the Tanybryn station experienced an extremely wet event in 2010. However,
this station experienced very wet events with a value of SPI between 1.5 to
1.99.
From Table 4.2, we can conclude that the empirical copula is the best
sample-based representation of the theoretical Copula. Figure 4.10 show the
comparison curve of empirical copula and the true copula cdf on the diag-
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Figure 4.10: The empirical copula compared with the true copula cdf on the
diagonal of the unit square.
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onal of the unit square. The empirical copula is compared with the three
theoretical copulas, namely Clayton, Frank, and Gumbel-Hougaard family of
Archimedean Copulas. From the values of Mean Absolute Error, we can con-
clude that the empirical copula can be used to represent the results obtained
using standard copulas.
4.6 Chapter Summary
We have applied copula methods to study two important rainfall characteris-
tics in six (6) stations in Victoria. Prior to fitting the copulas, we also used the
Kernel smoothing approach in estimating the probability density functions of
our precipitation data prior to computing their SPI values. Both parametric
copulas and nonparametric copulas were employed in this study. The empirical
copula is then compared with the three theoretical copulas, namely Clayton,
Frank, and Gumbel-Hougaard family of Archimedean Copulas. From the val-
ues of Mean Absolute Error, we can conclude that the empirical copula can
be used to represent the results obtained using standard copulas. In con-
clusion, the nonparametric methodology discussed in this chapter has further
extended the copula methodology to analyse severe weather events. The anal-
ysis attempted can easily be adapted to analyse climate data from other parts
of Australia, with their drier weather condition or erratic rainfall pattern.
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Chapter 5
A Comparative Study of
Semi-parametric and
Nonparametric Copulas
Approaches∗
This Chapter assesses three distinct copula-based approaches to deriving the
joint distribution where each involves a combination of parametric or non-
parametric marginal distributions conjoined by a parametric or nonparametric
copula. These methods are used to perform an analysis of a bivariate rainfall
data model for two rainfall characteristics: severity and duration, from two
severe flood areas across Victoria, Australia namely: north-eastern and south-
western. The methods are evaluated based on a comprehensive Goodness–
of–fit test between empirical and fitted copulas namely: Crame´r-von Mises
statistic (Sn), Kolmogorov–Smirnov (KS) and Mean Absolute Error (MAE).
The test is capable of reproducing standard validation statistics. Fitted cop-
ula models from this Chapter form the basis for developing a return period
∗This chapter was submitted for publication in: Abdul Rauf, U.F. and Zeephongsekul,
P., “Analysis of Rainfall Severity and Duration, Using Non-parametric Copulas and
Marginal Distributions.” Water Resources Management, Pending publication with
minor revisions.
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for flood events. The content of this Chapter is reproduced from a paper
submitted to the Water Resources Management Journal.
5.1 Introduction
Due to climatic and other changes, extreme rainfall leading to flood events are
likely to become more common. These flood events pose a severe threat to
civil society due to their huge impact on the community, infrastructure and
the country as a whole. Despite the adverse impact on the environment, the
surfeit of water supply can also benefit society since it can fulfill the demand
for water in agricultural, industrial, recreational and domestic use. The role
that hydrologists play in formulating good water management plan therefore
becomes paramount. This involves providing efficient water control systems
such as dams to manage reservoir flows and to allocate the amount to be
diverted from one region to the next. As a result, the study of rainfall charac-
teristics is one of the key research areas among researchers working in the area
of water resources management. Two pertinent rainfall characteristics are the
severity and duration of rainfall in a geographic region. Prior to embarking
upon developing any viable water plan, the determination of the joint distri-
bution of these two rainfall characteristics is very important and this will be
an objective of this study.
Floods occur for a number of reasons, however the primary cause behind
most floods is heavy rainfall over a long period of time e.g. McBride and
Nicholls [38], Nicholls and Wong [45]. During the past several years, the state
of Victoria, Australia, has experienced severe floods, especially at higher alti-
tudes in the south-western and north-eastern part of the state. Heavy rainfall
across south-eastern Australia contributed to this natural disaster by causing
flooding in the upper reaches of many of Victoria’s major rivers. These major
floods caused massive destruction to existing infrastructure and resulted in
hundreds of evacuations in affected areas. Regions that experienced these ex-
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treme climactic events also faced severe damage to properties and farmlands,
with severe losses in incomes and consequential economic hardship. Due to
the desire to understand, predict and control these recurring extreme flood
events, research into areas related to occurrences of rainfall and its severity
have increased significantly e.g. Chappell et al.[11], Zhao et al. [65], Pui et al.
[48] and Mehrotra and Sharma [41].
The practice of using parametric distributions such as Lognormal, Weibull,
Gamma, Pearson, Gumbel and other extreme value distributions to analyze
rainfall and drought data has become very common among researchers in cli-
matology and environmental studies. For example, Abdul Rauf and Zeep-
hongsekul [7; 8] used parametric distributions to investigate rainfall severity
and duration patterns in the state of Victoria, Australia; Shiau and Modar-
res [58] and Shiau[55] estimated the Standard Precipitation Index by fitting
rainfall intensity using the Gamma distribution. As would be expected, this
parametric approach does not work well for every precipitation data and ap-
pears to fit poorly near the tails of the distribution (Haghighat jou et al. [26]).
To alleviate this problem, a nonparametric kernel density approach was ap-
plied to fit precipitation data. Examples of such work are Haghighat jou et
al. [26], where a nonparametric kernel density is used to estimate the annual
precipitation series in Iran, and Sharma [53], who presented a nonparametric
long-term probabilistic forecast model based on estimation of the conditional
probability distribution of rainfall using nonparametric kernel density estima-
tion techniques.
As mentioned in previous chapter, rainfall characteristics such as intensity,
severity and duration are important variables in hydrological research, deriving
their joint distribution in order to study their statistical behavior is crucial. In
the traditional approach, the joint distribution of these characteristics are from
the same parametric family of distributions. For example, Yue [63] modelled
the annual maximum storm peaks and amounts with a normal distribution. In
Shiau [57], a bivariate extreme value distribution with Gumbel marginal distri-
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butions is used to model extreme flood events characterized by flood volumes
and flood peaks. However, it is not realistic to postulate the same parametric
marginal distribution for all characteristics since this assumption is usually
not justified in practice. Sklar in 1959 introduced the concept of a copula
function joining different marginal distributions into a multivariate distribu-
tion e.g. Joe [32], Nelsen [44], and Genest [22]. Since its introduction, copulas
have been widely applied in many disciplines, especially by economists, cli-
mate scientists, hydrologists and actuarial scientists. Copulas was introduced
in rainfall studies (Serinaldi et al. [52], Kao and Govindaraju [34], Kao [35],
Kao and Govindaraju [36]) as it provides a more flexible approach that allows
different types of marginal distributions to coexist and join together using a
copula to form a multivariate distribution. Another advantage of using copula
is the relaxation of the independence assumption which is inappropriate in
modeling hydrological variables (Zhang and Singh [64], Genest and Favre [22],
De Michele and Salvadori [16]).
The first application of a nonparametric approach to copulas analysis was
by Deheuvels (1978) who used empirical copula with empirical marginal dis-
tributions. Genest et al. [23] used a semiparametric method by postulating
that the copula function belongs to a parametric family whose parameter is
estimated using maximum likelihood estimation. Scaillet and Fermanian [51]
applied a similar method to estimate copulas where there is temporal depen-
dence, a situation prevalent in financial time series data. In another study,
Chen and Huang [15] proposed a bivariate kernel copula which assists in alle-
viating the problem of boundary bias.
The main contribution of this chapter is to introduce a nonparametric and
a semiparametric approach to the analysis of a bivariate rainfall data model
for two rainfall characteristics, namely severity and duration. This will involve
using both a parametric and nonparametric copula as well as marginal distri-
butions. To the best of our knowledge, the nonparametric and semiparametric
approaches have not been exploited to any great extent and certainly not in
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the context of analyzing Australian rainfall data. Three approaches will be
used here. The first approach combines nonparametric marginal distributions
with a parametric copula. The role is reversed in the second approach where
the marginal distributions are assumed parametric and the copula nonpara-
metric. The third approach utilizes both nonparametric marginal distributions
and nonparametric copula. These approaches supplement our earlier work, see
Chapter 3 or Abdul Rauf and Zeephongsekul [8] where a parametric approach
was used to estimate both the marginal distributions and the copula.
This Chapter is organized as follows. After this Introduction, Section 5.2
discusses the nonparametric kernel estimator used to estimate the probability
density functions (pdf) of the variables. In section 5.3, we discuss the nonpara-
metric Standardized Precipitation Index (SPI). The step-by-step instructions
on how to generate SPI indices using a nonparametric approach can be referred
to Chapter 4. The copula functions used in this study are described in Section
5.4 where we also introduce the approaches used to fit the joint distributions
of our precipitation variables. Numerical examples are given in Section 5.5.
5.2 Kernel Density Estimation
As mentioned earlier in Chapter 4, Kernel density estimation is one of the
most popular non-parametric methods used to estimate the probability density
function (pdf) of a random variable. It is easy to apply and can often uncover
structural features in the data set which a parametric approach might not
reveal. Recently, nonparametric methods have been extensively applied to
rainfall studies. Sharma and Lall [54], Sharma [53], Haghighat jou et al. [26]
and Kim et al. [37] used kernel density estimation to estimate the rainfall
probability density function. In this chapter, we will estimate the marginal
distribution functions using both parametric and nonparametric approaches.
For the parametric approach, we will fit the Gamma, Weibull, Log-normal and
Exponential distribution to the data and, for the nonparametric approach,
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kernel density estimation is used to estimate the marginal distribution of both
rainfall characteristics, i.e. its severity and its duration.
5.3 Standard Precipitation Index
Recall in Chapter 4, the input data for this chapter consists of nonparametric-
monthly SPI values computed in a 3–month time scale for the period from
June 1950 to June 2010. For example, the monthly SPI calculated in a 3–
month time scale at the end of November deploys the precipitation total for
September, October and November in that particular year. Similarly, the 3-
month SPI calculated for November 1950 would have used the precipitation
total of September 1950 to November 1950 in order to calculate the index. The
indices used in this study were prepared by adopting the procedure employed
by Kim et al. [37].
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Figure 5.1: Nonparametric SPI Indices for Archerton Station, Victoria (1950-
2010)
5.4 Copulas and Semiparametric models
Two–dimensional copulas have been applied to model hydrological and drought
phenomena by a number of researchers including (Shiau[55], Zhang and Singh
[64], Serinaldi et al. [52] and Mirabbasi et al. [42]).
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Table 5.1: Proposed Semiparametric Approaches
Model acronym Marginal Copula
distributions
PN Parametric Nonparametric
NP Nonparametric Parametric
NN Nonparametric Nonparametric
This chapter will focus on three specific approaches to the analysis of bi-
variate rainfall variables, namely severity and duration. These approaches,
summarized in Table 5.1, are both nonparametric and semiparametric. In the
table P will refer to Parametric and N to Nonparametric. The parametric dis-
tributions that will be used to fit the marginal distributions are the Gamma,
Log-Normal, Weibull and Exponential distributions as these were seen in an
earlier Chapter 3 (Abdul Rauf [8]) to fit the data well. In the nonparametric
case, the kernel density functions discussed in Chapter 4 is used to estimate
the marginal distributions.
5.4.1 PN Model
In this model, the marginal distributions are parametric and the copula non-
parametric. The copula is based on the Beta kernel function developed by
Brown and Chen[9], Harrell and Davis [27] and Chen [13; 14]. One of the
attractive features of this kernel which warranted its use here is its ability
to alleviate the severe boundary bias common in many standard kernel esti-
mators. Univariate Beta-kernel density function based on sample of uniform
variables U1, U2, . . . , Un with support in [0,1] is defined by
b(u) =
1
n
n∑
i=1
K
(
Ui,
u
h
+ 1,
1− u
h
+ 1
)
(5.1)
where K(·, α, β) denotes the Beta density function with parameters α and β
given by
K(x, α, β) =
Γ(α)Γ(β)
Γ(α + β)
xα−1(1− x)β (5.2)
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and h is the bandwidth.
For this model, we adopt the Beta kernel copula, introduced by Charpentier
[12], which has the copula density function obtained from the product of Beta
densities, defined by
cˆh(u, v) =
1
nh2
n∑
i=1
K
(
Ui,
u
h
+ 1,
1− u
h
+ 1
)
×K
(
Vi,
v
h
+ 1,
1− v
h
+ 1
)
. (5.3)
5.4.2 NP Model
In this approach, we combine nonparametric marginal distributions which uti-
lize the kernel density function (4.11) with a parametric copula. The three
parametric copulas belonging to the family of Archimedean copulas are given
below:
1. Clayton
Cθ(u, v) = (u
−θ + v−θ − 1)−1/θ,
0 ≤ θ <∞. (5.4)
2. Frank
Cθ(u, v) = −θ−1 log
(
1 +
(e−θu − 1)(e−θv − 1)
e−θ − 1
)
,
−∞ ≤ θ <∞. (5.5)
3. Gumbel-Hougaard
Cθ(u, v) = exp
[−((−log u)θ + (− log v)θ)1/θ],
1 ≤ θ <∞. (5.6)
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Table 5.2: Parameter estimate for marginal distributions
Rainfall Stations Gamma Lognormal Weibull Exponential
Characteristics No. αˆ 1/βˆ µˆ σˆ aˆ bˆ λˆ
Severity 83000 2.52 1.02 0.69 0.61 1.47 2.76 0.41
83033 2.51 0.95 0.76 0.62 1.49 2.96 0.38
83073 2.92 1.29 0.64 0.56 1.57 2.56 0.44
90076 2.60 1.02 0.73 0.60 1.51 2.85 0.39
90083 4.10 1.84 0.68 0.49 2.02 2.53 0.45
90087 4.45 1.98 0.69 0.47 2.10 2.55 0.43
Duration 83000 3.26 1.90 0.38 0.53 1.67 1.94 0.58
83033 3.42 1.88 0.44 0.52 1.68 2.05 0.55
83073 3.77 2.38 0.32 0.49 1.78 1.80 0.63
90076 3.46 2.05 0.37 0.51 1.74 1.91 0.59
90083 5.78 3.94 0.29 0.40 2.28 1.66 0.68
90087 6.23 4.17 0.32 0.39 2.41 1.69 0.70
Note that θ, the copulas parameter, is usually estimated using the Maximum
Likelihood Estimation (MLE) method.
5.4.3 NN Model
In the third approach, we have a combination of both nonparametric marginal
distributions and nonparametric copula. We use a nonparametric kernel den-
sity to estimate the marginal distributions of rainfall severity and rainfall du-
ration. The Beta kernel copula introduced in equation (5.3) is employed to
obtain the joint cdf of the rainfall characteristics.
5.5 Data Analysis
In this section, we build a comprehensive copula-based model to estimate the
joint distribution of our two rainfall characteristics. To recapitulate, data from
six rainfall stations that are generally considered as flood prone areas in the
state of Victoria, Australia were used in this study. Archerton, Woods Point
and Mount Buffalo Chalet are located in the North-eastern region of Victoria
and Tanybryn, Weaaproinah and Wyelangta three are located in the South-
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western region.
Figure 5.1 shows the monthly SPI for Acherton from year 1950 to 2010.
From this graph, it is apparent that Archerton regularly faces a very wet event
once every four years between 1950 to 1981. But, from 1981 to 1997, the region
had a relatively dry period with SPI not exceeding 2.0. After this period, this
area regularly faced very wet events once every 5 to 6 years with SPI exceeding
2.0 on two occasions during these years.
For the first approach (PN model), four parametric distributions, namely
Gamma, Weibull, Lognormal and Exponential distributions, were fitted to
rainfall severity and rainfall duration for the six stations. All parameters for
the each of the marginal distributions were estimated from the data using the
MLE method. Table 5.2 present the values of the estimated parameters. We
note here that since a nonparametric approach has been used to compute SPI
values, the results shown in the table are different from the results produced by
a parametric approach in Abdul Rauf and Zeephongsekul [8]. The goodness of
fit statistics used were the Schwartz Information Criterion (SIC), also known as
the Bayesian Information Criterion (BIC), and Akaike Information Criterion
(AIC) defined below:
BIC = −2 ln(Lmax) + k ln(n) (5.7)
AIC = −2 ln(Lmax) + ( 2nk
n− k − 1). (5.8)
Here n is the number of observations, k the number of parameters to be esti-
mated and Lmax is the maximum value of the log-likelihood function for the
estimated model. For each station, the best fitted distribution for each rainfall
characteristic is subsequently selected using the AIC and BIC values and these
are displayed in Table 5.3. The parametric models that best fitted the data
would give the lowest values using these criteria. The table shows that the Log-
normal distribution best fitted both rainfall severity and duration. Consider
Wyelangta’s station as an example, we estimated its best fitted cumulative
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distributions for rainfall severity and rainfall duration to be
FS(s) =
1
0.47
√
2pit
∫ s
0
e−
(ln t−0.69)2
0.44 dt, s > 0 (5.9)
and
FD(d) =
1
0.39
√
2pit
∫ s
0
e−
(ln t−0.32)2
0.30 dt, d > 0 (5.10)
respectively. The Beta kernel copula density was computed using equation
(5.3) with the uniform variables Ui and Vi generated using the Lognormal dis-
tributions (5.9) and (5.10) respectively. The resultant copula density is plotted
in Figure 5.2. Note that there is a bias correction at the extreme corners, i.e.
with higher rainfall severity, the rainfall duration has longer duration with
a higher probability and likewise at regions with low rainfall intensity and
duration.
We proceed with the second approach (NP model) that utilized a para-
metric copula model with nonparametric marginal distributions. For this pur-
pose, the marginal distributions were estimated using kernel density functions
and the three parametric Archimedean copulas given by (5.4), (5.5) and (5.6)
were chosen. For each of the three copulas, we estimated the parameter θ
using the MLE method and these are displayed in Table 5.4. Scatter plots of
the simulated marginal distribution data were generated using the three esti-
mated archimedean copula functions for all six stations. We have displayed
the plots for the first three stations in Figure 5.3. The graphs show that there
is a correlation between these marginal distribution data for all stations: the
Frank copula demonstrates a symmetric dependence structure across all sta-
tions, while the Clayton and Gumbel-Hougaard copula were found to have a
higher dependency in the tails. These dependencies were found to be higher
in the left tail for the asymmetric Clayton copula, and in the right tail for
the Gumbel-Hougaard copula. From the plot, we can conclude that the two
rainfall characteristics show a high degree of dependence on each other and
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Table 5.3: Goodness of Fit Test for Marginal Distributions- AIC and BIC
Information Criterion.
Station Rainfall Distibutions AIC BIC
Characteristic
Archerton Severity Gamma 244.18 248.68
83000 Lognormal 228.84 233.33
Weibull 253.76 258.27
Exponential 268.57 270.83
Duration Gamma 179.96 184.46
Lognormal 165.46 169.96
Weibull 191.82 196.31
Exponential 217.46 219.71
Woods Point Severity Gamma 217.94 222.13
83033 Lognormal 207.59 211.78
Weibull 225.09 229.28
Exponential 238.49 240.59
Duration Gamma 159.54 163.73
Lognormal 148.36 152.55
Weibull 170.83 175.02
Exponential 193.64 195.74
Mount Buffalo Chalet Severity Gamma 247.27 251.96
83073 Lognormal 231.71 236.40
Weibull 259.78 264.47
Exponential 282.50 284.85
Duration Gamma 176.68 181.37
Lognormal 160.79 165.48
Weibull 191.55 196.23
Exponential 226.87 229.22
Tanybryn Severity Gamma 194.43 198.45
90076 Lognormal 183.87 187.89
Weibull 201.81 205.82
Exponential 214.40 216.40
Duration Gamma 136.16 142.17
Lognormal 128.03 132.05
Weibull 147.28 151.30
Exponential 169.78 171.79
Weeaproinah Severity Gamma 238.31 243.12
90083 Lognormal 230.97 235.78
Weibull 247.65 252.47
Exponential 297.54 299.94
Duration Gamma 145.47 150.28
Lognormal 134.99 139.81
Weibull 161.31 166.13
Exponential 228.45 230.85
Wyelangta Severity Gamma 225.70 230.44
90087 Log Normal 219.81 224.55
Weibull 235.18 239.92
Exponential 287.99 290.36
Duration Gamma 138.26 143.00
Lognormal 130.80 135.55
Weibull 151.65 156.39
Exponential 223.39 225.77
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which is certainly captured by these scatterplots.
The three copulas are compared to determine which copula is best suited
for representing the joint distributions via the Goodness–of–fit test using a
variation of the Crame´r-von Mises statistic, Sn introduced in Genest [25] for a
family of copula. Sn is defined by:
Sn =
n∑
i=1
(CNi − Cθi)2 (5.11)
where CN is the empirical copulas by Genest [25], Cθ the estimated parametric
copulas and the subscript i represents the sample number. The copula with the
smallest value of Sn (hence giving the largest p–value) is chosen to represent
the joint distribution of rainfall severity and duration. The values of Sn and p–
values for all three copulas are presented in Table 5.5. For all the six stations,
it is evident that the Clayton copula provides the best fit with largest p–value.
The bivariate copula density function using the Clayton copula for Wyelangta
station is displayed in Figure 5.4, where the plot shows that the Clayton copula
has more probability concentrated in the left tail.
As was shown by Charpentier [12], a parametric copula would tend to un-
derestimate the true joint distribution. In the third approach (NN), the choice
of the Beta kernel is essential in order to improve the bias at the boundaries. In
Figure 5.6, the plots show two peaks near the lower tails and a higher peak on
the right tails of the distributions. There are some obvious disparities between
this figure and Figure 5.2 (PN model) and Figure 5.4 (NP model) of the same
station (e.g. Wyelangta Station). Figure 5.4 shows low probability density
near the tails of the surface which may not reflect the true nature of the joint
distribution. In Figure 5.5, the plots show the bivariate copulas between rain-
fall severity and rainfall duration for all six stations using the NN approach.
Finally, in Figure 5.6, the plots show the bivariate beta copula density between
rainfall severity and rainfall duration.
To check the goodness of fit, we employ the Mean Absolute Error (MAE)
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Table 5.4: Parameter estimate for fitted Copulas.
Station Type of Parameter Estimate Standard z-value Pr(> |z|) Maximum
Copulas θˆ Error loglikelihood
Archerton Clayton 2.940 0.4250 6.9120 0.0000 26.48
Frank 9.308 1.109 8.397 0.0000 32.45
Gumbel-Hougaard 2.562 0.2633 9.729 0.0000 27.45
Woods Point Clayton 2.550 0.4338 5.889 0.0000 17.80
Frank 7.860 1.107 7.104 0.0000 19.96
Gumbel-Hougaard 2.160 0.2543 8.508 0.0000 14.69
Mount Buffalo Clayton 2.700 0.3868 6.982 0.0000 26.64
Chalet Frank 9.160 1.053 8.7000 0.0000 35.27
Gumbel-Hougaard 2.60 0.2556 10.19 0.0000 31.52
Tanybryn Clayton 2.870 0.4721 6.077 0.0000 20.00
Frank 8.960 1.222 7.33 0.0000 23.73
Gumbel-Hougaard 2.438 0.287 8.492 0.0000 18.72
Weeaproinah Clayton 3.011 0.4004 7.520 0.0000 32.64
Frank 9.839 1.084 9.075 0.0000 40.30
Gumbel-Hougaard 2.870 0.2597 10.35 0.0000 33.06
Wyelangta Clayton 2.950 0.4136 7.129 0.0000 30.55
Frank 10.170 1.146 8.882 0.0000 39.56
Gumbel-Hougaard 2.620 0.263 9.985 0.0000 29.70
between the fitted values based on each of the three approaches and the values
obtained by calculating the corresponding empirical copula to the data. The
MAE is defined in a similar way to Sn but using absolute instead of mean–
squared deviation:
MAE =
1
n
n∑
i=1
|CPi − CNi| (5.12)
where CPi is the fitted copula values which were calculated based on the three
approaches, and CNi are the empirical copula values [17]. From Table 5.6, it is
found that the PN and NN approaches generally give the smallest MAE values
with NN dominating for most of the selected stations. This again indicates
that the nonparametric approach has great merit over the parametric approach
when it comes to fitting joint distribution based on large historical hydrological
data. Whether it is true in general remains to be seen which will require new
field work and additional data collection.
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Table 5.5: Goodness-of-fit test for fitted Copulas using Sn.
Station Type of Sn p–value
Copulas
Archerton Clayton 0.0127 0.6409
Frank 0.3903 0.0005
Gumbel-Hougaard 1.0152 0.0004
Woods Point Clayton 0.0080 0.9715
Frank 0.3338 0.0005
Gumbel-Hougaard 0.9087 0.0005
Mount Buffalo Clayton 0.0124 0.6369
Chalet Frank 0.3807 0.0005
Gumbel-Hougaard 0.9829 0.0005
Tanybryn Clayton 0.0226 0.1304
Frank 0.4320 0.0004
Gumbel-Hougaard 1.127 0.0005
Weeaproinah Clayton 0.0116 0.7038
Frank 0.3392 0.0005
Gumbel-Hougaard 0.9613 0.0004
Wyelangta Clayton 0.0195 0.3162
Frank 0.0959 0.0010
Gumbel-Hougaard 0.1664 0.0005
Table 5.6: Comparison of three approaches using MAE
Stations Approach MAE
Archerton PN 0.0185
NP 0.2270
NN 0.0256
Woods Point PN 0.2830
NP 0.2450
NN 0.1650
Mount Buffalo PN 1.3560
Chalet NP 2.0650
NN 0.7890
Tanybryn PN 0.3690
NP 2.6780
NN 1.5900
Weeaproinah PN 2.0890
NP 3.0250
NN 1.2980
Wyelangta PN 2.3870
NP 2.9520
NN 0.1460
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Figure 5.2: Bivariate beta copula density function of rainfall severity and
rainfall duration: PN Wyelangta
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Figure 5.3: Parametric copula based joint distribution for 3 stations (Archer-
ton, Woods Point and Mount Buffalo Chalet)
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Figure 5.4: Bivariate Clayton copula density function of rainfall severity and
rainfall duration : NP Wyelangta
88
U=Fn(tx
): Rainfa
ll Seve
rity
0.0
0.2
0.4
0.6
0.8
1.0
V=Fn(tY): Rainfall Duration 0.0
0.2
0.4
0.6
0.8
1.0
Beta Copula: C(u,v)
0.0
0.2
0.4
0.6
0.8
1.0
Archerton
U=Fn(tx
): Rainfa
ll Seve
rity
0.0
0.2
0.4
0.6
0.8
1.0
V=Fn(tY): Rainfall Duration 0.0
0.2
0.4
0.6
0.8
1.0
Beta Copula: C(u,v)
0.0
0.2
0.4
0.6
0.8
1.0
Woods Point
U=Fn(tx
): Rainfa
ll Seve
rity
0.0
0.2
0.4
0.6
0.8
1.0
V=Fn(tY): Rainfall Duration 0.0
0.2
0.4
0.6
0.8
1.0
Beta Copula: C(u,v)
0.0
0.2
0.4
0.6
0.8
1.0
Mount Buffalo Chalet
U=Fn(tx
): Rainfa
ll Seve
rity
0.0
0.2
0.4
0.6
0.8
1.0
V=Fn(tY): Rainfall Duration 0.0
0.2
0.4
0.6
0.8
1.0
Beta Copula: C(u,v)
0.0
0.2
0.4
0.6
0.8
1.0
Tanybryn
U=Fn(tx
): Rainfa
ll Seve
rity
0.0
0.2
0.4
0.6
0.8
1.0
V=Fn(tY): Rainfall Duration 0.0
0.2
0.4
0.6
0.8
1.0
Beta Copula: C(u,v)
0.0
0.2
0.4
0.6
0.8
1.0
Weeaproinah
U=Fn(tx
): Rainfa
ll Seve
rity
0.0
0.2
0.4
0.6
0.8
1.0
V=Fn(tY): Rainfall Duration 0.0
0.2
0.4
0.6
0.8
1.0
Beta Copula: C(u,v)
0.0
0.2
0.4
0.6
0.8
1.0
Wyelangta
Figure 5.5: Bivariate beta copula of rainfall severity and rainfall duration (NN Approach)
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Figure 5.6: Bivariate beta copula density function of rainfall severity and rainfall duration (NN Approach)+
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5.6 Return Period: Semiparametric and Non-
parametric Approach
In this study, we used the parametric and nonparametric approaches to esti-
mate the cumulative distribution functions for rainfall severity and duration.
In the parametric approach, we used the Lognormal distribution for both FS(s)
and FD(d), since this distribution best fit both rainfall characteristics as can be
seen from Table 5.4. In the nonparametric approach, we used a kernel density
estimator to estimate the distributions of the two rainfall characteristics. The
equations of the univariate return period and the joint and conditional return
period are displayed in Section 3.9 and 3.10 respectively.
The expected interarrival time for extreme rainfall events, E(L), for the six
(6) selected stations in Table 3.1 (Chapter 3) were estimated to be 10.0, 10.8,
9.0, 10.6, 8.9 and 9.2 months respectively. The expected return periods for
severity and duration exceeding certain values were then calculated using 3.30
and 3.31 respectively. For example, the expected return period for an extreme
rainfall event at Archerton station given a rainfall severity exceeding 3.6 and
duration exceeding 2.4 is 5 years. Using the kernel density estimator for the
same station, the expected return period given rainfall severity exceeding 3.9
and duration exceeding 2.8 is also 5 years. If severity exceeds 8.60 and duration
exceeds 5.2, then a return period of 100 years is expected using the Lognormal
distribution. Similarly, if severity exceeds 10.7 and duration exceeds 5.9, then
a return period of 100 years is expected using the kernel density estimator. The
return periods up to 100 years against a set of abscissae of severity and duration
for both Lognormal and kernel density estimates are displayed in Figure 5.7,
5.8, 5.9 and 5.10 respectively. As expected, the graphs of the return periods
rise sharply with increasing severity and duration but much more smoothly in
the parametric than in the nonparametric case. The results also suggest the
areas with higher mean annual rainfall and lower interarrival times are more
exposed to the extreme rainfall events that can cause floods.
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Figure 5.7: Return Period for rainfall severity using Lognormal
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Figure 5.8: Return Period for rainfall severity using kernel density estimate
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Figure 5.9: Return Period for rainfall duration using Lognormal
Using all three approaches, Figure 5.11 and Figure 5.12 provide graphical
representations of TD|S≥s and TS|D≥d for the Archerton station given that rain-
fall severity and rainfall duration exceed certain values listed in the abscissae
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Figure 5.10: Return Period for rainfall duration using kernel density estimate
respectively. From the figures, we conclude that the results show similar trends
for all cases. However, both PN and NP cases tend to show higher return pe-
riods for high severity at the same duration, while PN and NN cases tend to
show higher return periods for higher duration at the same severity.
5.7 Chapter Summary
Severe floods are worldwide phenomena which are becoming more important
due to erratic weather conditions and climate changes. Since rainfall is the
major cause of flood events, and its duration and severity influence their pro-
traction, these two rainfall characteristics are considered important variables
in hydrological studies.
In this study, we used rainfall data from 6 selected stations from North-
eastern and South-western Victoria, Australia, to analyze rainfall severity and
duration prevalent in that state. A copula methodology is used to derive the
joint distributions of these variables. In addition, nonparametric and semi-
parametric approaches were adopted whereby firstly, we have allowed both the
copula and the marginal distributions to assume nonparametric forms, while
secondly, the copula and the marginal distributions take their turn assuming
a parametric and nonparametric form respectively. The purely parametric
approach adopted in many papers involves estimating parameters using stan-
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Figure 5.11: Conditional return period of rainfall duration when rainfall sever-
ity exceeds a certain specified value - PN (top right), NP (top left) and NN
(bottom)
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Figure 5.12: Conditional return period of rainfall severity when rainfall dura-
tion exceeds a certain specified value - PN (top right), NP (top left) and NN
(bottom)
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dard techniques and this is often time consuming. Furthermore, legitimate
concern can be raised with respect to their accuracies in case small data sets
are involved. The nonparametric approach on the other hand ameliorates
these problems and can give similar or even better results without assuming a
particular form for the marginal or copula functions.
We began this chapter by first quantifying severity through the Standard
Precipitation Index (SPI). For SPI estimation, we presented an alternative
approach using nonparametric kernel density by employing the Gaussian ker-
nel to estimate the probability density function of rainfall intensity. We then
apply several copulas–based approaches, each involving a combination of para-
metric or nonparametric marginal distributions conjoined by a parametric or
nonparametric copula, to model the two rainfall characteristics. Using good-
ness of fit tests, we found that the Lognormal distribution provides the best
fit among four parametric marginal distributions and the Clayton copula the
best fit copula among the three Archimedean copulas chosen. Further, Table
5.7 indicates that the purely nonparametric approach (NN) generally provides
a better fit to the data than the two mixed approaches. Finally, we used the
three approaches to derive several return periods of severe rainfall events for
the stations selected. Estimation of return period is of course crucial in water
management planning and the results obtained are not unexpected. Both para-
metric and nonparametric approaches gave similar trend, with the parametric
approach providing slightly higher return periods than the nonparametric ap-
proach.
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Chapter 6
Conclusions and
Recommendations for Future
Research
6.1 Significance of Findings
Due to unpredictable climatic conditions, the study of rainfall patterns has
become increasingly more important. In hydrologic research, rainfall modeling
is not only used to model joint rainfall distributions but can also be used to
assist hydrologists to make decisions on water resources planning and imple-
mentation of flood mitigation strategies. An outcome of this is the need to
find suitable multivariate distributions of rainfall characteristics. In order to
achieve this, statistical modeling of at least two rainfall variables is a vital
step in finding the best multivariate distribution using real observations. A
number of important issues then arise when a multivariate rainfall dataset is
being analyzed. Firstly, it is well-known that rainfall variables do not always
follow a multivariate normal distribution because it is often skewed with a very
long tail. Secondly, these variables are usually highly dependent on each other,
and thirdly, marginal distributions of hydrologic variables are usually different
and belong to different families of distributions. Therefore, the development
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of a multivariate approach which incorporates all the above factors is of vital
importance since it will lead to more accurate results and assist hydrologists
in making more informed decisions. It is indeed fortuitous that the Copula
methodology, introduced by Sklar in 1959, was able to handle all these short-
comings of the traditional approach, thereby enabling us to construct more
appropriate multivariate distributions for rainfall characteristics.
Copulas are functions that combine univariate marginal distributions to
form multivariate distribution functions. In Chapter 3 we discussed cop-
ula functions in detail. We introduced two families of copulas, namely the
Archimedean family of copulas and the Extreme-value family of copulas. Prior
to copula fitting, we used the Standard Precipitation Index (SPI) to monitor
two important rainfall variables: its severity and duration. To estimate the
SPI, we employed the Gamma distribution to fit the rainfall series data from
six selected rain-gauge stations in Victoria, Australia. This long time series
data on monthly precipitation were collected from 1960 to 2010. Several stan-
dard distributions were then proposed for rainfall severity and duration and,
using three goodness of fit tests, it was found that rainfall severity and du-
ration are best fitted either by the Weibull or Log Normal distribution. To
arrive at the final bivariate distribution by joining the marginal distributions
using copulas, we tested five different copulas, namely the Clayton, Frank and
Gumbel-Hougaard, Galambos and Husler-Reiss copula. Using the Inference
Functions for Margins (IFM) method for estimating these copulas, we found
using goodness of fit tests that the Clayton copula best fit three of the selected
stations while the Gumbel-Hougaard copula the remaining two. Using some
recent results concerning return periods, we were able to predict the expected
marginal and joint return periods of rainfall severity and duration exceeding
certain threshold values. Similar calculations were also extended to obtain
the expected conditional return periods given that one of the characteristics
exceeded a threshold value. The results suggested that the regions covered by
the stations will be facing frequent extended periods of wet conditions during
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the coming decades.
In Chapter 4 we introduced the natural copula, commonly known as the
empirical copula, to model our bivariate rainfall distribution for severity and
duration. This model is simple and provides a robust approach since it is a
nonparametric approach utilising the data directly without attempting to fit
any prior parametric distributions to them. Prior to fitting copulas, the Stan-
dard Precipitation Index (SPI) is estimated using the kernel density estimator.
Fitting precipitation data using SPI Kernel smoothing delivers a simple way of
finding the shape and structure of data without assuming any of the common
parametric models employed in modeling rainfall variables. The main advan-
tage of a kernel approach is that it can discover structural features in the data
which a parametric approach might missed. An empirical distribution is then
used to fit the marginal distribution of each of the rainfall characteristics in the
argument of the copula function. The results of fitting empirical copula is then
compared with those obtained from the three theoretical copulas, namely the
Clayton, Frank and Gumbel-Hougaard family of Archimedean copulas. From
the values of the Mean Absolute Error, we conclude that the results obtained
from using empirical copula best represented the data when compared to those
obtained using theoretical copulas.
Recall that in Chapter 3, we utilised a parametric approach in estimating
SPI, marginal distributions and copulas. This approach would provide accu-
rate inferences if the assumed parametric distributions or parametric family
of copulas are valid. If this is in doubt, the use of a parametric approach
could lead to inferences that are unreliable or untenable. In Chapter 5, a
nonparametric and a semiparametric approach is adopted whereby in the first
approach, we have allowed both the copula and the marginal distributions to
assume nonparametric forms, while in the second approach, the copula and
the marginal distributions take their turn assuming a parametric and a non-
parametric form respectively. The purely parametric approach adopted in
many existing research involves estimating parameters using standard tech-
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niques and this is often time consuming. Furthermore, legitimate concerns
can be raised with respect to their accuracies in situations where small data
sets are involved. The nonparametric approach on the other hand ameliorates
these problems and can give similar or even better results without assuming
a particular form for the marginal or copula functions. For SPI estimation,
we presented an alternative approach using a nonparametric kernel density by
employing the Gaussian kernel to estimate the probability density function of
rainfall intensity. We then apply several copula based approaches, each in-
volving a combination of parametric or nonparametric marginal distributions
conjoined by a parametric or nonparametric copula, to model the two rainfall
characteristics. Using goodness of fit tests, we found that the Lognormal distri-
bution provides the best fit among four parametric marginal distributions and
the Clayton copula the best fit copula among the three Archimedean copulas
chosen. Furthermore, goodness of fit also reveals that the purely nonparamet-
ric approach (NN) generally provides a better fit to the data than the two
mixed approaches.
Finally, we used the three approaches to derive several return periods of
severe rainfall events for the stations selected. Estimation of return period is
of course crucial in water management planning and the results obtained are
not unexpected. Both parametric and nonparametric approaches gave similar
trends, with the parametric approach providing slightly higher return periods
than the nonparametric approach.
6.2 Recommendations for Future Research
There is much scope for further investigating and extending the present work.
Firstly, the approach could be used to model joint rainfall characteristics in
other part of Australia or anywhere else in the world where it is warranted.
The estimated rainfall model in this thesis has important implications for
predicting the return periods for extreme events such as floods and droughts.
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In this thesis we considered parametric, semiparametric and nonparametric
copulas to form multivariate distributions of rainfall variables. Due to the
rainfall characteristics considered, all parametric marginal distributions that
were used in this study are continuous. Further studies which take discrete
random variables into account such as character of precipitation are therefore
recommended. Character of precipitation is an example of a discrete variable
such as precipitation status (nominal scale) e.g days with precipitation, trace of
precipitation or no precipitation at a given time. Adding such a variable with
existing models can further give more information for predicting flood events;
however, this may make the methods more complex and time consuming to
implement. In addition, the methods suggested could be applied to other
climate variables such as temperature, evaporation and wind.
In this study, we only considered 3-month SPI to monitor our rainfall vari-
ables, i.e. severity and its duration. Further research could be done by remov-
ing long-term seasonal trends using 24-month or 48-month SPI. In addition
different thresholds could be used in determining extreme events. However, it
is not expected that this will lead to any significant new theoretical develop-
ments nor provide new insights.
In Chapter 5, we proposed beta kernel copula to improve our estimation
on the tails of distributions. Further studies with more focus on the tails of
the distributions are recommended.
Finally, in future research work, one may also investigate applicability of
other approaches such as the Bayesian approach and nonparametric local poly-
nomials in estimation of copulas and marginal distributions.
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Appendix A
C++ Programme to estimate the rainfall severity, duration
and inter-arrival time
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
rainfall1.cpp : Defines the entry point for the console application.
#include "stdafx.h"
#include "stdlib.h"
#include "math.h"
#define NO MONTHS 612 /* number of months between
/*March 1960 − > December 2010 */
#define NO VALUES 7 /* number of values per month */
int getInputData(float array[][NO VALUES], const char filename[]);
/* year, month, 3month agg, 6m, 12m, 24m, 48m */
int tmain(int argc, TCHAR* argv[])
{
/* Assign variables */
int func check = 0;
float rainfallArray[NO MONTHS][NO VALUES];
/* 2D Input array */
const char filenamerain[] = "MA SPI.txt";
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/* Wyelangta rainfall data */
/* This section reads all available input data for modelling purposes */
func check = getInputData(rainfallArray, filenamerain);
if(func check){
return 0;
}
int k=2;
int j=0;
int l=0;
float rain threshhold = −1.0;
int threshhold cnt = 0;
float severity = 0.0;
int loop cnt = 0;
int suppress = 0;
int event durn = −1;
FILE *filePtr;
if ((filePtr = fopen("rainfallResults.dat","w"))==NULL)
{
perror("rainfallResults.dat");
return 1;
}
const char *hdrstring1 = "year";
const char *hdrstring2 = "month";
const char *hdrstring3 = "Severity";
const char *hdrstring4 = "duration";
const char *hdrstring5 = "inter−arrival";
fprintf(filePtr, "
%s\t%s\t%s\t%s\t%s\n", hdrstring1,hdrstring2,hdrstring3,hdrstring4,hdrstring5);
110
for ( j = 0; j < NO MONTHS; ++j )
{
++event durn;
if (rainfallArray[j][k] > rain threshhold)
{
/*printf("\nSeverity
%.2f\t%.2f\t %.2f\t %d\t", severity, rainfallArray[j][0],
% rainfallArray[j][1],suppress);*/
if (suppress == 0)
{
++threshhold cnt;
loop cnt = 0;
severity = 0.0;
do{
++loop cnt;
++suppress;
}while (rainfallArray[j+loop cnt][k] > rain threshhold);
−−suppress;
for ( l = j; l < j+loop cnt; ++l )
{
severity = severity + rainfallArray[l][k];
}
/*printf("\nSeverity
%.2f\t%.2f\t %.2f\t %d\t Duration %d\t", severity, rainfallArray[j][0],
%rainfallArray[j][1],loop cnt,event durn);*/
fprintf(filePtr, "
%.2f\t%.2f\t%.2f\t%d\t%d\n", rainfallArray[j][0],
%rainfallArray[j][1],severity,loop cnt,event durn);
event durn=0;
}
else
{
−−suppress;
}
}
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}
printf("\nNo. of 3 month readings > 1.64 %d\n ", threshhold cnt);
/*float compare val1 = 15.0;
float compare val2 = 20.0;
int val1 cnt = 0;
int val2 cnt = 0;
float curr ave = 0.0;
for ( j = 0; j < NO COHORTS; ++j )
{
for ( k = 5; k < 20 ; ++k )
{
slowGrowthArray[l][k] = −1.0;
curr ave = curr ave + fastGrowthArray[l][k];
if (fastGrowthArray[j][k] > compare val1)
{
++val1 cnt;
}
if (fastGrowthArray[j][k] > compare val2)
{
slowGrowthArray[l][k] = fastGrowthArray[j][3];
++val2 cnt;
}
}
slowGrowthArray[l][0] = curr ave / 15.0;
slowGrowthArray[l][1] = val1 cnt;
slowGrowthArray[l][2] = val2 cnt;
curr ave = 0.0;
val1 cnt = 0;
val2 cnt = 0;
++l;
}
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printf("%.4f ", slowGrowthArray[0][0]);
FILE *filePtr;
if ((filePtr = fopen("sep2004.dat","w"))==NULL)
{
perror("sep2004.dat");
return 1;
}
int i;
int h;
for ( i = 0; i < l ; ++i)
{
for ( h = 0; h < 20 ; ++h)
{
if (h < 19)
{
fprintf(filePtr, "%.4f\t", slowGrowthArray[i][h]);
}
else
{
fprintf(filePtr, "%.4f\n", slowGrowthArray[i][h]);
}
}
putchar('\n');
}*/
return 0;
}
int getInputData(float array[][NO VALUES], const char filename[])
{
/* This subroutine reads a .csv file containing a matrix of data
and converts it into a 2d array of size 60x60 */
/* Open the file.*/
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FILE *file = fopen(filename, "r");
if ( file )
{
size t i, j, k;
char buffer[BUFSIZ], *ptr;
/*
* Read each line from the file.
*/
for ( i = 0; fgets(buffer, sizeof buffer, file); ++i )
{
/*
* Parse the comma−separated values from each line into 'array'.
*/
for ( j = 0, ptr = buffer; j < NO VALUES ; ++j, ++ptr )
{
array[i][j] = strtod(ptr,&ptr);
}
/*printf("%.3f ", array[i][0]);*/
}
fclose(file);
/*
* Print the data in 'array'.
*/
/* for ( j = 0; j < NO MONTHS ; ++j )
{
printf("array[%lu]: ", (long unsigned)j);
for ( k = 0; k < NO VALUES ; ++k )
{
printf("%.2f ", array[j][k]);
}
putchar('\n');
}*/
return 0;
}
else /* fopen() returned NULL */
{
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perror(filename);
return 1;
}
}
%%
% Programmed by Taesam Lee, Dec.03,2009
% INRS−ETE, Quebec, Canada
function [Z]=SPI(Data,scale,nseas)
%Standardized Precipitation Index
% Input Data
% Data : Monthly Data vector not matrix (monthly or seasonal precipitation)
% scale : 1,3,12,48
% nseas : number of season (monthly=12)
% Example
% Z=SPI(gamrnd(1,1,1000,1),3,12); 3−monthly scale,
% Notice that the rest of the months of the fist year are removed.
% eg. if scale =3, fist year data 3−12 SPI values are not estimated.
%if row vector then make coloumn vector
%if (sz==1) Data(:,1)=Data;end
erase yr=ceil(scale/12);
% Data setting to scaled dataset
A1=[];
for is=1:scale, A1=[A1,Data(is:length(Data)−scale+is)];end
XS=sum(A1,2);
if(scale>1), XS(1:nseas*erase yr−scale+1)=[]; end
for is=1:nseas
tind=is:nseas:length(XS);
Xn=XS(tind);
[zeroa]=find(Xn==0);
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Xn nozero=Xn;Xn nozero(zeroa)=[];
q=length(zeroa)/length(Xn);
parm=gamfit(Xn nozero);
Gam xs=q+(1−q)*gamcdf(Xn,parm(1),parm(2));
Z(tind)=norminv(Gam xs);
end
%Gamma parameter estimation and tranform
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% (1) Fit marginal distributions to the columns of T
p1 = wblfit(T(:,1)); % weibull was a good fit
g2 = wblfit(T(:,2)); % weibull was a good fit
% (2) Use appropriate cdf functions to transform X to U, so that U has
% values between 0 and 1
U = NaN(size(T)); % preallocate
U(:,1) = wblcdf(T(:,1), p1(1), p1(2));
U(:,2) = wblcdf(T(:,2), g2(1), g2(2));
% (3) Use copulafit to fit a Clayton copula to U
teaHAT1 = copulafit('Clayton', U);
% (4) Generate new data Usim from the copula using copularnd
Usim = copularnd('Clayton', teaHAT1, 1e3);
% (5) Use appropriate inverse cdf functions to transform Usim to Tsim
Tsim = NaN(size(Usim)); % preallocate
Tsim(:,1) = wblinv(Usim(:,1), p1(1), p1(2));
Tsim(:,2) = wblinv(Usim(:,2), g2(1), g2(2));
%Make plots to compare original, uniform, and simulated data
% k1 and k2 can be set to two of the numbers in {1,2,3} to see
% two variables at a time
k1 = 1;
k2 = 2;
figure(1); clf;
scatterhist(T(:,k1), T(:,k2)); % distribution of original data
xlabel('severity'); ylabel('duration')
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figure(2); clf;
scatterhist(U(:,k1), U(:,k2)); % looks uniform and is from 0 to 1
xlabel('u'); ylabel('v')
figure(3); clf;
scatterhist(Usim(:,k1), Usim(:,k2));
set(get(gca,'children'),'marker','.')
xlabel('u1'); ylabel('v1')
figure(4); clf;
scatterhist(Tsim(:,k1), Tsim(:,k2)); % looks like distribution of X
set(get(gca,'children'),'marker','.')
xlabel('severity'); ylabel('duration')
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% (1) Transform the data to the copula unit scale (unit square) using
% a kernel estimator of the cumulative distribution function
x = (T(:,1));
y = (T(:,2));
u = ksdensity(x,x,'function','cdf');
v = ksdensity(y,y,'function','cdf');
% (2) Use appropriate cdf functions to transform X to U, so that U has
% values between 0 and 1
U = NaN(size(T)); % preallocate
U(:,1) = u;
U(:,2) = v;
% (3) Use copulafit to fit a Clayton copula to U
teaHAT1KS = copulafit('Clayton', U);
% (4) Generate new data Usim from the copula using copularnd
Usim = copularnd('Clayton', teaHAT1KS, 1e3);
u1 = Usim(:,1);
v1 = Usim(:,2);
% (5) Use appropriate inverse cdf functions to transform Usim to Tsim
Tsim = NaN(size(Usim)); % preallocate
Tsim(:,1) = ksdensity(x,u1,'function','icdf');
Tsim(:,2) = ksdensity(y,v1,'function','icdf');
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%Make plots to compare original, uniform, and simulated data
% k1 and k2 can be set to two of the numbers in {1,2,3} to see
% two variables at a time
k1 = 1;
k2 = 2;
figure(1); clf;
scatterhist(T(:,k1), T(:,k2)); % distribution of original data
figure(2); clf;
scatterhist(U(:,k1), U(:,k2)); % looks uniform and is from 0 to 1
xlabel('u'); ylabel('v')
figure(3); clf;
scatterhist(Usim(:,k1), Usim(:,k2));
set(get(gca,'children'),'marker','.')
xlabel('u1'); ylabel('v1')
figure(4); clf;
scatterhist(Tsim(:,k1), Tsim(:,k2)); % looks like distribution of X
set(get(gca,'children'),'marker','.')
xlabel('severity'); ylabel('duration')
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Appendix B
Acronyms and notations
ACRONYMS
AIC Akaike Information Criterion 80
BIC Bayesian Information Criterion 80
cdf cumulative distribution function 11
pdf probability distribution function 11
CML Canonical Maximum Likelihood Method 11
EML Exact Maximum Likelihood Method 57
emt empirical marginal transformation 57
IFM Inference Functions for Margins 11
KS Kolmogorov–Smirvov 40
MAE Mean Absolute Error 11
MISE Mean Integrated Square Error 65
MLE Maximum Likelihood Estimation 29
SIC Schwartz Information Criterion 80
SPI Standard Precipitation Index 9
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NOTATIONS
A(·) Pickands dependence function 40
Aθ(t) Parametric Pickands dependence function 41
b(u) Univariate Beta-kernel density function 77
c(u, v) Copula density function 32
ch(u, v) Beta-kernel Copula density function 78
C(u, v) Copula function 32
Cθ Parametric Copula 40
Cn Empirical Copula 40
Dn Kolmogorov–Smirnov 40
E(L) Expected Value of the extreme rainfall interarrival time L 48
f(x) probability density function 28
fX,Y (x, y) joint probability density function 32
FD(d) cumulative distribution function of rainfall duration D 48
FS(s) cumulative distribution function of rainfall severity S 48
F (·) cumulative distribution function 26
FX,Y (x, y) joint distribution 32
fˆ(x, h) 1
nh
∑n
i=1K
(
x−Xi
h
)
63
Fˆj,n(xi,j) empirical cumulative distribution function 57
h Bandwidth 63
K(u) Kernel Function 64
K(·, α, β) Beta density function 77
L extreme rainfall interarrival time 48
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NOTATIONS
MAE 1
n
∑n
i=1 |Ci − Cn| =
∑n
i=1 |ei| 57
MISE(fˆ) E
(∫
[fˆ(x)− f(x)]2dx
)
65
SPI Φ−1(F (y)) 26
Sn Crame´r-von Mises statistic 41
Td Expected return period for rainfall duration D 48
Ts Expected return period for rainfall severity S 48
TDS Joint return period 49
TD|S Conditional return period 49
ρ coefficient of linear correlation 32
τ Kendall’s tau measure of dependence 33
θ copula parameter 58
Φ Cumulative distribution function of standard normal variable 26
ϕ Generator of Archimedean copulas 36
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