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Abstract
We present a configurable trajectory planning strategy on planar paths for
offline definition of time-dependent C2 piecewise quintic feedrates. The more
conservative formulation ensures chord tolerance, as well as prescribed bounds on
velocity, acceleration and jerk Cartesian components. Since the less restrictive
formulations of our strategy can usually still ensure all the desired bounds while
simultaneously producing faster motions, the configurability feature is useful not
only when reduced motion control is desired but also when full kinematic control
has to be guaranteed. Our approach can be applied to any planar path with
a piecewise sufficiently smooth parametric representation. When Pythagorean-
hodograph spline curves are considered, the corresponding accurate and efficient
CNC interpolator algorithms can be exploited.
Keywords. Trajectory planning, feedrate, acceleration, jerk, splines, CNC interpola-
tors, Pythagorean-hodograph curves.
1 Introduction
Trajectory planning is a fundamental issue in several fields related to automation,
such as robotics, digital animation and computer aided manufacturing. It requires the
identification of a feasible path and the definition of an admissible time law. Even if
conventional controllers were restricted to piecewise linear or circular paths, modern
software systems enable the design of smooth curvilinear paths where zero velocity
values can be avoided. Once the path is identified, the design of a suitable time law
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is crucial to achieve high-speed control. This task corresponds to specify the object
speed along the path, generally called feedrate function.
The final output of a trajectory planning scheme is a set of reference points for
the control system. They indicate the prescribed machine positions with respect to
uniform time spacing and constitute the input values for the controller to guide the
movement of the machine. The feedrate scheduler provides the velocity profile for
the planned path by taking into account the given geometric path and kinematic
constraints. A characterizing feature of any feedrate scheduler relies on the level of
kinematic control it ensures (or tries to ensure). This may strongly vary between
different approaches. For example, full jerk control is usually not guaranteed, since
the contribution of the jerk centripetal component is often ignored. The continuity
properties of the motion represent another important aspect of the control strategy.
In particular, since the time law should avoid unnecessary vibrations (that may also
cause mechanical damages), smooth motions are strongly preferable. Only schedulers
providing C2 feedrate functions allow the possibility of ensuring acceleration and jerk
continuity on sufficiently smooth path segments. This is an important feature of the
scheduler since sudden changes or reversal in the kinematic profiles are avoided in the
motions it produces, see e.g. [8].
In view of their compatibility with standard spline representation of Computer
Aided Design systems, different kind of Non-Uniform Rational B-splines (NURBS)
interpolators were recently proposed. The scheduling computation can be executed
before or during the interpolation phase, leading to offline or online approaches, re-
spectively. While the offline interpolator avoids real-time interaction at the price of
using additional storage of computed data, the online solution requires more compu-
tational power at running time. Examples of offline and online NURBS interpolators
with chord error, acceleration and jerk limitations were presented in [11, 16] and [1],
respectively.
The feedrate profile is often expressed as a time-dependent function, but represen-
tations with respect to the curve parameter or the curvature are also considered. For
example, when its representation with respect to the curvature profile is considered, the
chord error control is highly facilitated. This is an important feature in CNC machining
and processing, see, e.g., [7, 17]. Real-time interpolator algorithms for different fee-
drate variations (parameter-dependent, curvature-dependent and hybrid formulations)
were also recently considered in connection with a corner rounding approach for high-
speed machining [6]. A time-dependent feedrate instead simplifies the development of
controllers that take into account different kinematic constraints. Among the wide set
of references in this setting, trigonometric feedrate profiles have been considered by
several authors in connection with different continuity requirements, see e.g., [11] for
the C1 case and [16] for the case of higher continuity.
In this paper we present a configurable offline trajectory planning strategy that
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provides a time-dependent C2 quintic spline feedrate profile. The more conservative
formulation of the scheduler ensures chord tolerance control, as well as certified veloc-
ity, acceleration and jerk bounds. Since the less restrictive formulations of our strategy
can usually still ensure all the desired bounds while simultaneously producing faster
motions, the configurability feature is useful not only when reduced motion control is
desired, but also when full kinematic control has to be guaranteed. In all formulations
the scheduler first scans the path to detect a set of special points that subdivide the
curve into successive curve blocks. The feedrate function is defined with a typical
trapezoidal profile in any curve block. The maximal feedrate value of each curve block
and the feedrate values at certain special points are properly initialized by taking into
account the kinematic constraints and the block length. The feedrate is then defined
as a time-dependent C2 piecewise quintic polynomial function. Specific bounds on the
first and second derivatives of the feedrate are suitably considered in the minimization
of the block traversal time. The configurable feature of the scheduler allows us to spec-
ify if only acceleration control is required, or if either tangential or full jerk limitations
should be also taken into account. Another possibility offered by our strategy enables
the choice between maximal and mean values of curvature in each curve block, a key
geometric aspect for the design of versatile kinematic control.
In order to exploit accurate and reliable real-time interpolators, the class of Pytha-
gorean-hodograh (PH) curves is here considered [3] for specifying the considered planar
paths. The polynomial nature of the parametric speed of a PH curve enables an exact
computation of its arc-length and leads to robust processing algorithms. By avoiding
repeated numerical approximations, the precision of the method is strongly enforced.
The results obtained with Pythagorean-hodograh spline curves in CNC applications
have confirmed the potential of this approach, see e.g., [13, 14, 15], as well as [3] and
references therein. The complete trajectory planning scheme should properly integrate
the feedrate scheduling with the geometric part of the motion. Planar algorithms for
approximating and interpolating arbitrary input data with PH spline schemes with
different order of continuity are available, as for example [4, 5]. More recently, tangent
and curvature continuous path planning with obstacle avoidance techniques based on
planar PH quintic spline curves were also proposed in [9] and [2], respectively. These
path planning schemes can be suitably combined with the feedrate scheduler here
proposed to properly define an optimal trajectory for a given path [12].
The structure of the paper is as follows. Section 2 introduces some preliminary
concepts and the kinematic constraints here considered. The configurable feedrate
scheduler is presented in Section 3, while the CNC interpolator algorithm for PH
curves is reviewed in Section 4. Finally, Section 5 illustrates the performance of our
approach on a selection of significative examples, while Section 6 concludes the paper
with some final remarks.
3
2 Preliminaries and kinematic constraints
We assume that a planar path is given in parametric form, r(ξ), ξ ∈ [ξL , ξR] with r
sufficiently smooth. We are interested in determining a suitable time low for traversing
the given path. More precisely, if t denotes the time and s denotes the arc length, we
define the feedrate v(t) as
v(t) :=
ds
dt
(t).
The corresponding global traversal time T is then implicitly given by∫ T
0
v(t) dt = S , (1)
where S is the total length of the path. Note that, when the feedrate is given as a
function of the parameter ξ, the global traversal time T can be explicitly obtained
from the following formula:
T =
∫ ξR
ξL
σ
v
dξ ,
where σ := ds/dξ = |r′(ξ)| denotes the curve parametric speed. Since we want to
prescribe a time-dependent feedrate profile, we will use the relation in (1).
Let v := r˙ be the velocity vector along the trajectory (with the dot symbol denoting
a derivative with respect to time). Being defined at each regular point as
v = v t , (2)
where t := r′/|r′| is the unit tangent vector to the curve (with the prime symbol
denoting derivative with respect to the parameter ξ), the absolute value |v| of the
feedrate is simply the velocity module. Consequently, the absolute value of both the
Cartesian components of the velocity can be bounded from above by Vm by requiring
0 ≤ v ≤ Vm , (3)
where Vm is called the commanded feedrate. The required positivity for v means that
we are interested only in motions that avoid any inversion of direction.
The acceleration vector a := r¨ is well defined at any regular point and its expression
is given by
a = v˙t − v2κn , (4)
since d t/ds = −κn, where
n := t× z (unit normal) and κ := (r
′ × r′′) · z
σ3
(curvature)
4
with z denoting a unit vector orthogonal to the plane of the path.
By differentiating the expression of a given in (4), we obtain the expression of the
jerk vector j :=
...
r at any regular point
j = (v¨ − v3κ2)t − (3vv˙κ+ v3κ′/σ)n , (5)
in terms of the feedrate, its first and second derivative, and other geometric quantities
connected to the given path.
Since in computer numerical control the motion is separately prescribed on each
axis, the general interest is in bounding the absolute value of the Cartesian components
of the acceleration vector a and, possibly, also those of the jerk vector j. In view of
(4), we can guarantee that both |ax| ≤ Am and |ay| ≤ Am only by requiring
|v˙| ≤ At := paAm , v2|κ| ≤ Ac :=
√
1− p2aAm, (6)
with pa ∈ (0 , 1). A typical choice is pa = 1/
√
2. Analogously, from the jerk expression
in (5) we obtain that |jx| ≤ Jm and |Jy| ≤ Jm is guaranteed only if
|v¨| ≤ Jt1 := qjpj Jm , v3κ2 ≤ Jt2 := (1− qj) pjJm , (7)
and
3|κ|Atv + |κ′|/σv3 ≤ Jc :=
√
1− p2jJm , (8)
with pj , qj ∈ (0 , 1). Typical choices in this case are pj = 1/
√
2 and qj = 1/2. Note
that the inequality in (8) related to the jerk centripetal component control, is often
not considered in the literature, see [1] for one example. As noticed in the appendix
of [1], its left hand side is an increasing polynomial in v. Thus there exists exactly one
positive value vjc for v such that (8) holds if and only if v ≤ vjc . When κ′ 6= 0, the
expression of vjc is given by Cardano’s rule,
vjc = vjc(κ,w) :=
3
√
λ+ +
3
√
λ− , with λ± =
Jc
|w| ±
√(
Jc
2|w|
)2
+
(
κAt
|w|
)3
, (9)
where w := κ′/σ is the curvature derivative with respect to the arc length.
In addition to the kinematic control, it is also natural to ensure a suitable control
on the chord error Ec associated with a given sampling time ∆t during the overall
traversal of the path. Since the chord error is a discrete function whose j-th value
Ec(j) is associated with tj = j∆t, it necessarily depends on the sampling time ∆t. As
shown in Figure 1, when a point with non vanishing curvature is considered, Ec(j) is
defined as the distance between the osculating circumference through the corresponding
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Figure 1: Chordal error Ec(j) at the interpolated point r(ξj).
interpolated point Pj = r(ξj) and a related circumference chord,
Ec(j) :=


1
|κj |
−
√
1
κ2j
− L
2
j
4 , if κj 6= 0 ,
0 , otherwise,
(10)
with Lj := v(tj)∆t. This means that Lj = ‖Pj+1 − Pj‖2 , where Pj+1 is the next
interpolated point along the circumference, by assuming a constant feedrate equals
to v(tj) and considering that the tool moves on a straight line between any pair of
successively interpolated points. Observe that, if κj 6= 0, Ec(j) is well defined only if
Lj ≤ 2/|κj |, that is only if v(tj)|κj |∆t ≤ 2.
A suitable requirement is
Ec(j) ≤ D , (11)
where D is an assigned positive threshold. Clearly, if D ≥ 1/|κj | then (11) holds. On
the other hand, when D < 1/|κj |, it can be verified with some computations that the
inequality in (11) corresponds to require the following condition on the feedrate
v(tj) ≤ 2
∆t
√
1
κ2j
−
(
1
|κj | −D
)2
. (12)
It is interesting to note also that, if v(tj) < 2/∆t|κj | , it is reasonable to use a first
order Taylor expansion for the square root in (10) with respect to ∆t2, leading to
Ec(j) ≈ 1|κj |
[
1− 1
2
(
2− κ
2
jv
2
j∆t
2
4
)]
=
∆t2
8
|κj |v2j .
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In this case the chord error is then approximately proportional to the absolute value
of the normal component of the acceleration.
As previously mentioned in the introduction, we present a configurable strategy
that allows six alternative formulations with different level of kinematic constraints.
These alternatives are labelled as R0, R1, R2 and S0, S1, S2 and can be collected into
two groups: the relaxed (R0, R1, R2) and the strict (S0, S1, S2) formulations. In any
case, the path is preliminarily divided into segments jointly together at tangent or
curvature discontinuous points, where the motion is halted. Each segment is then
further subdivided into blocks by detecting on each segment a set of special points. In
all the relaxed formulations, the mean value of the absolute curvature κ is determined
on each block. In the R2 formulation the mean value of w is also considered. In order
to obtain small block traversal times, these values are used to imposed the selected
kinematic constraints in the block only with respect to a mean value. On the other
hand, in all strict formulations the maximal values of the same geometric quantities are
determined in each block, in order to ensure a priori the desired kinematic constraints.
These always include the bound in (12) for chord error control. In addition, the R0 and
S0 formulations take into account only the bounds in (6) which concern acceleration,
while R2 and S2 adds to (12) and (6) also the bounds in (7) and (8) for full jerk
control. R1 and S1 are hybrid formulations since they add to (12) and (6) only the
bounds related to the tangential component of the jerk given by (7).
3 C2 time–dependent feedrate scheduling
In any possible configuration and for all curve segments, the scheduler defines a feedrate
function v such that
0 ≤ v ≤ Vm , |v˙| ≤ At , |v¨| ≤ Jt1 . (13)
These inequalities, however, are not sufficient to ensure the desired chord, acceleration,
and jerk control. In addition to them, by considering the expressions in (4), (5), and
(10), we can easily derive that, to ensure full kinematic control, the feedrate v should
satisfy the upper bound v ≤ Vb(κ,w), where w = κ′/σ and
Vb(κ,w) := min

 2∆t
√
1
κ2
−
(
1
|κ| −D
)2
,
√
Ac
|κ| ,
3
√
Jt2
κ2
, vjc(κ,w)

 , (14)
with vjc(κ,w) defined as in (9). Note that κ
′ is assumed continuous in the segment of
reference. Clearly, if we are not interested in guaranteeing jerk bounds, the minimum
on the right hand side of (14) is just between the first two terms.
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Let us now present the strategy of our scheduler. The curve is preliminarily decom-
posed into segments whose extrems Bj, j = 1, . . . , N − 1, usually called breakpoints,
are assigned points where the curve is just G0, i.e. corner points, augmented by the
initial and final positions B0 = r(ξL) and BN = r(ξR). At each breakpoint we always
set to zero v, v˙, and also v¨. For brevity, in what follows, we will focus on the generic
j-th curve segment by removing the subscript (j). We will also assume that the time
is reported to zero whenever a new segment is encountered.
On each curve segment the scheduler first detects a set of special points. These
points allow us to subdivide the segment into blocks where a feedrate trapezoidal
profile is defined. The special points are of different type for the relaxed and strict
formulations and they are called critical and crossing points, respectively. In the first
case, they correspond to points where the absolute curvature has a local maximum
exceeding a critical curvature value κcr. In the second case instead, they correspond
to points where |κ| − κcr has a sign change. The critical curvature is defined as
κcr := min
{
8D
V 2m∆t
2 + 4D2
,
Ac
V 2m
,
√
Jt2
V 3m
}
, (15)
for R1, S1, R2 and S2. By assuming (13), this is the curvature value such that, if a
point of the path is encountered with a feedrate greater than Vm, one among the chord
error, the normal component of acceleration, and the tangential component of the jerk
can exceed the related bounds. On the other hand, for the formulations R0 and S0,
κcr reduces to the minimum between the first two terms on the right hand side of (15),
since they do not care of jerk bounds. The special points are denoted in the following as
P1, . . . ,PM−1, while P0 and PM will denote the endpoints of the considered segment.
3.1 The relaxed formulations of the scheduler
The first configurations of the scheduler are called relaxed (R) formulations because
they consider only mean values for κ and w to try to ensure the desired kinematic
control on each curve block. As mentioned in the previous section, R0 takes into
account only acceleration bounds, while R1 adds also the two bounds in (7) and R2
requires both (7) and (8).
3.1.1 Feedrate initialization at critical points
We start by initializing the feedrate values at any critical point Pi, i = 0, . . . ,M. At P0
and PM we prescribe zero values for v, v˙, and v¨. At any Pi, i = 1, . . . ,M − 1, instead,
a sufficiently small positive value Vi < Vm of the feedrate is assigned for v, while v˙ and
v¨ are still set to zero. In particular, in order to ensure the desired kinematic control
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at these points, the value Vˆi < Vm is chosen with R1 and R2 to initialize Vi
Vˆi := Vr1(κi) , (16)
where κi is the value of κ at Pi and
Vr1(κ) := min

 2∆t
√
1
κ2
−
(
1
|κ| −D
)2
,
√
Ac
|κ| ,
3
√
Jt2
κ2
,

 . (17)
Not being interested in jerk control, the R0 formulation fixes Vˆi = Vr0(κi), where
Vr0(κ) := min

 2∆t
√
1
κ2i
−
(
1
|κ| −D
)2
,
√
Ac
|κ|

 . (18)
Since κ′ vanishes at critical points and v˙ is set to zero, the centripetal jerk vanishes
at these points. Furthermore, since also v¨ is set to zero, the tangential acceleration
vanishes. This implies that in (17) we could replace Ac and Jt2 with Am and Jm,
respectively, see for example [17]. We did not consider this substitution in our scheduler
since no advantages were observed in the experiments by its implementation.2
Note, however, that the Vi values can be further reduced for compatibility reasons
connected to the lengths S(i), i = 1, . . . ,M , see Remark 1.
3.1.2 Initialization of maximal feedrate value on a curve block
Once the needed information at the critical points are prescribed, we need to specify the
feedrate function during the motion between Pi−1 and Pi accordingly. By following
[11], we require a trapezoidal feedrate profile, i.e. v˙ > 0 (acceleration phase), then
v˙ = 0 (constant phase), and finally v˙ < 0 (deceleration phase). However, we use a
different analytical definition of the feedrate which produces a C2 profile. In order to
reduce the traversal time, we plan the feedrate so that its central constant phase at
maximal feedrate v = V
(i)
c is as long as possible. The maximal block feedrate value
V
(i)
c is initialized with Vˆ
(i)
c defined as follows,
Vˆ (i)c :=


Vb(κ
(i)
c , w
(i)
c ) in case of R2 ,
Vr1(κ
(i)
c ) in case of R1 ,
Vr0(κ
(i)
c ) in case of R0 ,
(19)
2In our tests we considered paths that admit a C2 parametric spline representation. Some critical
points were often fixed at points where w is discontinuous and can remain high in the left and/or right
neighborhood of these points.
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where κ
(i)
c , w
(i)
c are the mean absolute values of κ and w between Pi−1 and Pi. Observe
that with the R2 formulation it can happen that V
(i)
c < Vˆi−1 or V
(i)
c < Vˆi. Thus, after
initializing all the block maximal feedrates, we modify the initialization of the feedrate
values at critical points as follows,
Vˆi = min{Vˆ (i)c , Vˆ (i+1)c , Vˆi} .
Note also that, as in the case of the feedrate values at the critical points, also V
(i)
c can
be further reduced by the algorithm for compatibility reasons connected to the length
S(i) (see the details below). In any case, the feedrate in the i-th block, i = 1, . . . ,M,
will have a central constant profile v = V
(i)
c as long as possible, with V
(i)
c as near as
possible to Vˆ
(i)
c . In some cases, depending on the values of S(i), Vi−1, and Vi, it can
also happen that the three phases collapse to just two (or even one) phases.
3.1.3 Time-dependent feedrate scheduling on a curve block
In order to design a trapezoidal feedrate profile capable to ensure the continuity of the
velocity, the acceleration, and the jerk vectors at all points of r where κ′ is continuous,
we require v to be a C2 quintic spline function, that can easily be represented in
piecewise Be´zier form. We then introduce our time-dependent feedrate definition by
firstly associating with the i-th block the time interval
[t(i)s , t
(i)
s + T
(i)],
where t
(i+1)
s := t
(i)
s + T (i), with t
(1)
s := 0, and
T (i) := T (i)acc + T
(i)
con + T
(i)
dec,
with T
(i)
acc, T
(i)
con, and T
(i)
dec
denoting the time of the acceleration phase, the time of the
constant maximal feedrate, and the time of the deceleration phase, respectively.
Let us focus on the general i-th block. Clearly, the corresponding traversal time
T (i) cannot be a priori computed, since it depends on the feedrate function v(i)(t),
defined as
v(i)(t) :=


v
(i)
acc(t) if t
(i)
s ≤ t < t(i)s + T (i)acc ,
v
(i)
con(t) if t
(i)
s + T
(i)
acc ≤ t < t(i)s + T (i)acc + T (i)con ,
v
(i)
dec(t) if t
(i)
s + T
(i)
acc + T
(i)
con ≤ t < t(i)s + T (i) ,
where in the constant phase we fix v
(i)
con(t) ≡ V (i)c . In particular, we assume the following
definitions for the feedrate profile in the acceleration phase,
v(i)acc(τ) := Vi−1
2∑
j=0
b5j (τ) + V
(i)
c
5∑
j=3
b5j(τ) , (20)
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with
τ :=
t− t(i)s
T
(i)
acc
,
and
bnj (τ) :=
(
n
j
)
τ j (1− τ)n−j, j = 0, . . . , n,
denoting the j-th Bernstein polynomial of degree n. Analogously, in the deceleration
phase, we set
v
(i)
dec(τ) := V
(i)
c
2∑
j=0
b5j(τ) + Vi
5∑
j=3
b5j (τ) , (21)
with
τ :=
t− t(i)s − T (i)acc − T (i)con
T
(i)
dec
.
Let us consider the constraints we need to impose in order to ensure the fulfillment of
the inequalities in (3) and (6), as well as of the following compatibility condition,
S(i)acc + S
(i)
dec ≤ S(i) , (22)
where S
(i)
acc (S
(i)
dec) denotes the length of the portion of the i-th block of r done in the
acceleration (deceleration) phase. Note that, since 0 ≤ Vj < V (i)c ≤ Vm , j = i − 1, i ,
considering the properties of the Bernstein basis we can deduce that the inequality in
(3) is surely satisfied on both sides. Since
v˙(i)acc(t) =
1
T
(i)
acc
dv
(i)
acc
dτ
= 5
V
(i)
c − Vi−1
T
(i)
acc
b42(τ),
we have v˙
(i)
acc ≥ 0. By considering the two inequalities in (6), we obtain
5
V
(i)
c − Vi−1
T
(i)
acc
max
τ∈[0 , 1]
b42(τ) ≤ paAm , 5
V
(i)
c − Vi−1
(T
(i)
acc)2
max
τ∈[0 , 1]
|(b42)′(τ)| ≤ Jm,
which in turn, in view of the expression of b42(τ), reduce to
V
(i)
c − Vi−1
T
(i)
acc
≤ 8
15
paAm ,
V
(i)
c − Vi−1
(T
(i)
acc)2
≤
√
3
10
Jm .
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If V
(i)
c is set equal to x(i), with Vˆ
(i)
c ≥ x(i) ≥ max{Vi−1 , Vi} , the value of T (i)acc has to
be fixed as
T (i)acc = T
(i)
acc(x
(i)) := max
{
15
8paAm
(x(i) − Vi−1) ,
√
10√
3Jm
(x(i) − Vi−1)
}
, (23)
in order to minimize the time needed to arrive at the constant phase. With analogous
computations we can verify that v˙
(i)
dec ≤ 0 and T (i)dec has to be fixed as
T
(i)
dec = T
(i)
dec(x
(i)) := max
{
15
8paAm
(x(i) − Vi) ,
√
10√
3Jm
(x(i) − Vi)
}
, (24)
in order to ensure that the inequalities in (6) hold also in the deceleration phase with
minimal time for the deceleration. In equations (23) and (24) the dependency of T
(i)
acc
and T
(i)
dec on the value x
(i) ∈ [max{Vi−1 , Vi} , Vˆ (i)c ] to be selected for V (i)c is emphasized.
In particular, we will fix V
(i)
c as the maximum value of x(i) in this interval which
guarantees the fulfillment of (22). Now, since (1) implies
S(i)acc = T
(i)
acc
∫ 1
0
v(i)acc(τ) dτ , S
(i)
dec = T
(i)
dec
∫ 1
0
v
(i)
dec(τ) dτ ,
we need to impose that
T (i)acc
∫ 1
0
v(i)acc(τ) dτ + T
(i)
dec
∫ 1
0
v
(i)
dec
(τ) dτ ≤ S(i) ,
which, considering (20) and (21), in view of the integration formulas for Bernstein
polynomials is equivalent to
g(i)(x(i)) ≤ 2S(i) , (25)
with
g(i)(x(i)) := T (i)acc(x
(i))[Vi−1 + x
(i)] + Tdec(x
(i))[Vi + x
(i)] . (26)
If x(i) = Vˆ
(i)
c fulfills (25), in order to keep the maximal admissible feedrate in the
constant phase, we choose V
(i)
c = Vˆ
(i)
c with Vˆ
(i)
c defined in (19). Otherwise, considering
that g(i) is an increasing function with respect to x(i), we preliminarily check if the
following inequality holds,
g(i)(max{Vi−1, Vi}) ≤ 2S(i) . (27)
If this is the case, we fix V
(i)
c as the unique solution of the equation g(i)(x(i)) = 2S(i)
in the interval [max{Vi−1, Vi} , Vˆ (i)c ] .
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Remark 1. The fulfillment of the inequality in (27) for any i-th curve block, i =
1, . . . ,M, has to be preliminarily checked. If the inequality does not hold, we modify
the initial feedrate values Vˆi, i = 1, . . . ,M , to lower values Vi, i = 1, . . . ,M, determined
by solving the following constrained minimization problem,
min
M−1∑
i=1
(Vi − Vˆi)2 with Vˆi ≥ Vi > 0 , g(i)(max{Vi−1, Vi}) − 2S(i) ≤ 0.
This problem can be numerically solved by an iterative minimization procedure by ini-
tializing each Vi with mini=1,...,M Vˆi.
3.2 The strict formulations of the scheduler
The formulations in the second set of configurations are called strict (S) because they
impose the selected bounds everywhere. Obviously, this is obtained at the price of
defining slower motions.
On each segment we determine a set of inner crossing points P1, . . . ,PM−1, which
are points where the quantity |κ| − κcr has a sign change. We also denote as P0 and
PM the end points of the considered segment. The curve portion between any pair of
successive crossing points of the considered segment is again referred to as a curve block
and S(i) denotes the length of the i-th curve block, i = 1, . . . ,M,. The block length
has to be preliminarily computed for any segment. The philosophy for the feedrate
determination is somehow reversed with respect to the relaxed strategy. In this case
we first determine a safe maximal feedrate for any curve block, for then selecting the
feedrate values at the crossing points.
The maximal feedrate V
(i)
c chosen on the i-th block, i = 1, . . .M, is initialized as
Vˆ (i)c :=


Vb(κ
(i)
max , w
(i)
max) in case of S2 ,
Vr1(κ
(i)
max) in case of S1 ,
Vr0(κ
(i)
max) in case of S0 ,
where κ
(i)
max and w
(i)
max are the maximum values assumed by |κ| and |w| in the considered
block. At the crossing point Pi, i = 1, . . . ,M − 1, we initialize the Vi with Vˆi fixed as
follows,
Vˆi := min{Vˆ (i)c , Vˆ (i+1)c } .
Since the inequality in (27) still needs to be fulfilled, Remark 1 applies again.
The feedrate inside each curve block is then selected with a trapezoidal profile by
using the same approach used for the relaxed formulations. With this strategy at least
one between the acceleration and deceleration phases disappears in many blocks.
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4 Application to interpolators for PH curves
In this paper we are interested in applying the introduced feedrate scheduler on paths
described by Pythagorean-hodograph curves since, among the different parametric
curves commonly used in computer aided geometric design, PH curves strongly facili-
tates the design of efficient CNC interpolator algorithms. To avoid loss of generality,
we assume that a given planar curve is preliminarily approximated by C2 quintic PH-
splines. The interpolation algorithm used for this aim is the one introduced in [4]. The
corresponding trajectory planning scheme is summarized in Figure 2. For brevity, only
the relaxed strategy is shown in the diagram.
In the following subsections we briefly introduce planar PH curves and the related
interpolator, see [3] for the details.
4.1 Planar Pythagorean-hodograph curves
Planar polynomial curves r(ξ) = (x(ξ), y(ξ)), ξ ∈ [0, 1] with polynomial parametric
speed σ(ξ) = |r′(ξ)| so that
| r′(ξ) |2 = x′2(ξ) + y′2(ξ) = σ2(ξ) , (28)
are known as Pythagorean-hodograph curves [3]. Although PH curves of degree n
have just n + 3 degrees of freedom (compared to 2n + 2 for general degree-n poly-
nomial curves), the Pythagorean condition (28) ensures distinctive properties such as
polynomial arc-length functions, rational curvature and unit tangent and normal vec-
tors, closed–form expression for the bending energy, rational offset curves. For a deeper
and detailed discussion see [3].
In order to satisfy condition (28), the three polynomials x′(ξ), y′(ξ) and σ(ξ) must
comprise a Pythagorean triple. Hence, according to the result of Kubota [10], these
polynomials must be expressible in terms of other real polynomials u(ξ), v(ξ) and h(ξ)
in the form
x′(ξ) = h(ξ)
[
u2(ξ)− v2(ξ)] , y′(ξ) = 2h(ξ)u(ξ) v(ξ) , (29)
with corresponding polynomial parametric speed
σ(ξ) = h(ξ)
[
u2(ξ) + v2(ξ)
]
. (30)
Considering that σ(ξ) = |r′(ξ)|, the arc-length function is defined as
s(ξˆ) =
∫ ξˆ
0
σ(ξ) dξ
which is a polynomial function of the parameter, and, consequently, it can be exactly
computed.
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Figure 2: Diagram of the relaxed strategy for feedrate definition.
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4.2 PH curve interpolators
PH interpolators based on time-dependent feedrate function v(t) are exploited to gen-
erate smooth motion trajectories for a PH spline curve r(ξ). In order to be efficient,
they require v(t) for t ∈ [0, T ] to be non-negative and to have a simple expression F (t)
for its indefinite integral such that v(t) = F˙ (t), as in the case of our scheduler. The
PH curve interpolator implementation is based on the relation:
s(ξ) = F (t). (31)
By considering a sampling time ∆t and a finite sequence of time values t0 = ∆t,
t1 = 2∆t, . . . , tN = N∆t, we can then obtain from (31) the related sequence of
parameter values, 0 = ξ0 < ξ1 < . . . , < ξN = 1 as the root of
s(ξk)− F (k∆t) = 0, k = 1, . . . , N.
Each ξk corresponds to a reference point r(ξk) on the PH curve. It will be traversed
at the corresponding tk. The iterative Newton-Raphson method can be exploited to
find the unique real root of the above equation, namely
ξ
(r+1)
k = ξ
(r)
k −
s(ξ
(r)
k )− F (k∆t)
σ(ξ
(r)
k
)
(32)
with initial guess ξ
(0)
k = ξk−1.
For the experiments presented in the next section, we implemented a PH inter-
polator for PH quintic splines, in line with our choice to assign the planar paths.
Particular care is needed whenever the r-th approximation of ξk in (32) results greater
than 1. This corresponds to a change of polynomial segment in the PH spline at
ξk. Few iteration of the The Newton-Raphson method was always sufficient to obtain
approximations of the reference points of the desired accuracy.
5 Numerical results
In this section three NURBS paths are considered to test the performance of the pro-
posed feedrate scheduling algorithm. They are indicated as hat, starfish, and butterfly
and were previously considered in [11, 16, 1], respectively. The three corresponding
C2 PH quintic spline approximations are shown in Figure 3 together with the original
NURBS paths. In particular, the hat curve is obtained with three PH spline segments
interpolating 13, 6, and 13 points, respectively. For the other two curves instead, we
used a single C2 PH spline interpolating 20 (starfish) or 27 (butterfly) points on the
16
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Figure 3: The three curved paths considered in the examples: the NURBS hat (a), the
starfish (b), and the butterfly (c). Their PH spline approximations are shown in (d),
(e), and (f), respectively. The interpolation points are also shown (blue dots).
original curve. These examples also confirm that PH curves are suitable for smooth
approximation of any path.
The feedrate scheduler and the PH interpolator are implemented in Matlab and
executed on a personal computer with Intel(R) Core(TM) i5-4300U 1.90GHz CPU.
The feedrate scheduling parameters for the three examples are listed in Table 1, while
the parameters pa and pj are always both set to 1/
√
2 and qj to 1/2. The additional
main parameters used in the experiments — the critical curvature κcr, the number of
special points, and the simulation time — are reported in Table 2 together with the
results obtained by the scheduler with all possible configurations of the relaxed and
strict strategy. As expected, the strict strategy produces slightly lower motions. Note
also that the motion produced by this strategy is more segmented, since the number of
crossing points is higher than the number of critical points detected with the relaxed
approach. When the simulation times reported in Table 2 are compared with those
obtained with other methods, we may observe that our strategy can produce slightly
slower motions. This is due to the fact that we always a priori ensures the desired
acceleration control.
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parameter symbol hat starfish butterfly
commanded feedrate (mm/s) Vm 250 200 100
maximum acceleration (mm/s2) Am 800 3000 1000
maximum jerk (mm/s3) Jm 26400 60000 50000
maximum chord error (mm) D 0.0010 0.0010 0.0002
sampling time (s) ∆t 0.002 0.001 0.0005
Table 1: Parameter setting.
hat starfish butterfly
κcr (mm
−1) 9.9561 · 10−3 5.3033 · 10−2 9.051 · 10−3
relaxed strategy
# critical points 4 10 4
R0 simulation time (s) 7.016 s 1.396 1.854
R1 simulation time (s) 7.045 1.453 1.899
R2 simulation time (s) 7.159 1.903 2.474
strict strategy
# crossing points 8 20 12
S0 simulation time (s) 7.820 1.749 2.237
S1 simulation time (s) 7.884 2.947 2.405
S2 simulation time (s) 9.141 3.230 4.810
Table 2: Results of the scheduler obtained with the relaxed (R0, R1, R2) and strict
strategies (S0, S1, S2).
All the following figures corresponds to the results obtained with the relaxed for-
mulation of the scheduler, since there was no need to consider the strict formulation to
satisfy the prescribed bounds in these cases. In particular we show the results obtained
with R0 for the hat curve, R1 for the starfish example, and R1 for the butterfly path.
Unlike [11], we are able to prescribe a C2 feedrate function. Note that the feedrate
defined in [16] is also C2 but with a less smooth profile which can produce a major
vibration during the machining. In the presented results we obtain acceleration contin-
uous motions since we apply our feedrate scheduler to C2 PH splines whose curvature
first derivative has generally a finite jump at the spline knots. Jerk continuity could
be obtained by applying the scheduler to curves with continuous curvature derivative.
Figures 4, 7, and 10 show the PH spline approximation, the plot of the absolute
value of the curvature, and the reference points obtained for the three test cases. The
critical points and the corresponding peaks on the curvature plots are marked in red.
The reference points associated to the acceleration, constant, and the deceleration
phases are depicted in green, black, and magenta, respectively. Figures 5, 8, and 11
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show the chord error and the resulting profiles of v(t), v˙(t) and v¨(t). The Cartesian
components of acceleration and jerk are illustrated in Figures 6, 9 and 12. Again, accel-
eration, constant, and deceleration phases are indicated in green, black, and magenta,
respectively.
For each example, the maximal feedrate V
(i)
c is less than Vm in several curve blocks,
due to the adaptive behaviour of our strategy described in Section 3.1.2, see Figures
5, 8 and 11. We can appreciate that the greater is the curvature on the i-th block,
more restrictive is the adjusted commanded feedrate. This behaviour is highlighted
for example on the second block of the hat curve, where the curve presents an high
curvature peak and, consequently, the commanded feedrate drops to 115.
Concerning the acceleration control, for all considered examples the absolute value
of the x-y acceleration components are always below Am, as shown in the first row
of Figures 6, 9, and 12. In particular, we can observe that on the hat curve the
acceleration components values are rather below the prescribed threshold. In [11]
instead there exists one point where the threshold is not respected. Furthermore
the maximum chord error D = 10−3mm is always fulfilled in our examples since the
maximal chordal error is O(10−4), see Figures 5(a), 8(a), and 11(a). The reference
points produced by the PH interpolator with the sampling time ∆t reported in Table
1 are show on the right of Figures 4, 7 and 10.
Finally, for all the three considered tests, Figures 5, 8 and 11(d) and Figures 6, 9
and 12 show the obtained profiles of v¨ and the x-y jerk components, respectively. The
desired control on v¨ is ensured by our motion in all the cases. The x-y jerk components
are also everywhere suitably controlled for each test.
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Figure 4: Hat curve example: PH spline approximation (left), absolute curvature plot
and critical curvature value (center, black and dashed red lines), and reference points
(right). The critical points on the curve and the corresponding peaks on the curvature
plot are also shown (red dots).
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Figure 5: Feedrate scheduling results for the hat curve obtained using the R0 config-
uration. The chord error (a) and the feedrate profile (b) are shown together with the
first (c) and second (d) derivatives of the feedrate function.
6 Closure
We introduced a configurable C2 feedrate scheduler whose more restrictive formulation
ensures full kinematic control. Faster motions are obtained by using relaxed configu-
rations, which often still preserve the desired motion control. The developed scheduler
has been applied to C2 PH spline curves to produce acceleration continuous motions.
The selection of paths described in terms of PH spline curves is of great interest since
it avoids numerical approximations of fundamental geometrical quantities and fosters
the accuracy and robustness of the overall scheme.
The focus of this paper has been on the feedrate profile for planar (PH) paths.
Although the spatial case requires a separate study, the procedure should readily ex-
tends to the three-dimensional setting. In order to obtain a jerk continuous motion
on a PH spline path, a C3 Hermite interpolation scheme with PH curves (of higher
degree) should be investigated.
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Figure 6: Cartesian components of acceleration (a-b) and jerk (c-d) obtained for the
hat curve with the R0 configuration.
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butterfly curve with the R1 configuration.
26
