Abstract-Deaf and hearing impaired people use their hand as a tongue to convey their thoughts by performing descriptive gestures that form the sign language. A sign language recognition system is a system that translates these gestures into a form of spoken language. Such systems are faced by several challenges, like the high similarities of the different signs, difficulty in determining the start and end of signs, lack of comprehensive and bench marking databases. This paper proposes a system for recognition of Arabic sign language using the 3D trajectory of hands. The proposed system models the trajectory as a polygon and finds features that describes this polygon and feed them to a classifier to recognize the signed word. The system is tested on a database of 100 words collected using Kinect. The work is compared with other published works using publicly available dataset which reflects the superiority of the proposed technique. The system is tested for both signer-dependent and signer-independent recognition.
I. INTRODUCTION
Communicating thoughts and feelings is an essential need for human beings. Hearing disabilities hinder the natural speech based communication. To communicate with each other and with speaking people, deaf has invented nonverbal languages that use descriptive gestures to convey their thoughts. These languages are developed by the deaf communities in different regions of the world. Sign languages are full featured languages with their own vocabularies and grammar. They make use of hands-motion, fingers-configurations, facialexpressions, and body lane in parallel to express different terms. Unfortunately, speaking people find it hard to learn these languages which increases the barrier between them and the deaf community. To communicate with deaf, speaking people need skilled professional translators that knows the spoken and signed languages. These skilled translators are few and can't be available all the time. Sign language recognition systems tries to fill this gap by exploiting the advanced technologies to automatically translate signed language to a form of spoken language such as text or speech. To effectively translate a signed language all its components need to be considered. Of these components, the hands-motion is one of the most important modalities of signed language.
This work proposes to use the 3D trajectory of hands to recognize signs. The 3D trajectory, in contrast to 2D, provides information about the front-back hand motion. We record both of 2D and 3D trajectory using Kinect device. The proposed system is composed of three stages: Preprocessing, Features representation, and Classification. The preprocessing stage removes the noise and compresses the trajectory to form a polygon. The compression is done by finding N key points that represent the polygon corners. The feature representation stage builds a features vector that describes this polygon. These features are used to train and test different classifiers to recognize the signs in the third stage. Fig. 1 shows the pipeline of the proposed system. The main contributions of this work are:
• Propose a trajectory based sign language recognition system.
• Propose a trajectory compression algorithm.
• Propose a two features representations for 2D and 3D trajectories applied to signer dependent and independent recognition.
The rest of this article is organized as follows: Section II describes some of the related works. Followed by Section III on the trajectory preprocessing. Features representation is described in Section IV. Then Section V on classification. Experimental evaluation is shown in Section VI. Finally, we conclude this article in Section VII.
II. RELATED WORKS
Arabic sign language recognition is addressed by many researchers using different scales and strategies. The work on Arabic sign language recognition in the literature can be classified into three levels. Arabic sign alphabets and numbers recognition level [1] - [4] , isolated words recognition level [5] - [9] , and sentences recognition level [10] - [12] . This work proposes a system for isolated words recognition based on hands'' trajectories. Trajectory processing exists in a wide range of applications. Therefore, a lot of work is done on trajectory processing in on-line character recognition [13] , [14] , action recognition [15] , [16] , gesture recognition [17] and more.
Lin and Hsieh in [18] proposed a kernel based trajectory representation using Kernel Principal Component Analysis (KPCA) and Nonparametric Discriminant Analysis (NDA). In their method a 2D/3D trajectory is first min-max normalized then projected to higher dimensional space using KPCA. The dimensionality is reduced using NDA with the hope of maximizing the interclass variability and minimizing the within-class variability. The resulting representation is hoped to be more discriminative. The classification is done using the nearest neighbor rule. The approach is tested on a limited set of 38 words from the Australian sign language and reported accuracy of 69% for 2D trajectory and 78% for 3D.
Naftel and Khalid in [19] encoded the 2D trajectory along x and y dimensions using Discrete Fourier Transform (DFT) Fig. 1 . The stages of the proposed system. The signer performs the sign in front of the Kinect which tracks the hands. The resulting trajectory is then fed to the system. separately. Then the first four coefficients are used as feature vector that represent the trajectory. The coefficients are then clustered using Self Organized Map (SOM). They tested the approach on 24 words from Australian sign language and reported an accuracy of 70.1%.
Pu et al. [20] modeled the trajectory as a sequence of M sub-motions and used HMM to model the transition between these sub-motions. For each point on the sub-motion trajectory, they find the shape context as a histogram of relative coordinates of other points on the sub-motion trajectory. Then a codebook is generated from these shape contexts. The features vector of each sub motion curve is composed as a weighted histogram of the code book centers. The wights are found by soft clustering the shape context of each point. Finally the sign curve feature is a sequence of M sub-motion features. They tested the system on a database of 100 signs from the Chinese sign language and reported an accuracy of 67.3% for signer dependent and 54.4% for signer independent.
Boulares in [21] extracted signatures from 3D hands trajectories and used SVM to classify different signs. To extract trajectory signature, they used non linear regression to fit the trajectory points to a conic section. The trajectory signature along with hand shape and other features is used to train and test SVM classifier. Curve fitting does not accurately represent complex trajectories that include cycles.
Geng et al. in [22] used a combination of trajectory modeling and hand shape representation as a feature to train an Extreme Learning Machine (ELM) classifier. A combination of 3D trajectories of hand, wrist, and elbow are used. They normalized the values of trajectory points to [0 , 1] range and smoothed the trajectory by average convolution. To form a feature vector from the smoothed trajectory, they subtract the starting point of the trajectory from all following points. The difference between the hand trajectory and wrist trajectory is represented by spherical coordinates system and similarly for the hand-elbow trajectory difference. The final features vector is concatenation of hand trajectory, hand-wrist spherical difference, hand-elbow spherical difference, and hand shape features from depth image. These features are used to train ELM and 82.8% accuracy is reported on a limited database of 8 words from the Chinese sign language. Normalization of trajectory points to the range of [0 , 1] results in loss of information about where was the hand motion with respect to body when signing the word.
Wang et al. in [23] formed the trajectory of hands as a combination of hands location and orientation. The hand location is defined as the hand location with respect to the face centroid and with respect to the non dominant hand location. Similarly, the orientation is defined as the direction between successive hand locations. For single handed signs the trajectory of non dominant hand is set to zeros. All trajectories are normalized to have the same length. Similarities between trajectories are measured by dynamic time wrapping (DTW). Based on the trajectory matching the top 10 accuracy of the sign search results is about 74% and was improved to 78% when incorporating additional hand shape feature. They slightly modified the trajectory feature in [24] by including the hand velocity and defining separate feature for single handed signs doesn't include the hand location with respect to non dominant hand location. However the information of single or two handed sign need to be given by the user.
Bhuyan et al. in [25] modeled the trajectory as a combination of shape and motion features. The shape features include, the trajectory length, and the number of curves in the trajectory. The motion features include, the average speed, standard deviation of the speed, and the number of minima in the velocity. The classification of gestures is done in two stages. First candidate signs are included based on the trajectory shape similarities using maximum boundary deviation as similarity measure. In the second stage trajectories are aligned using DTW then the trajectory features are classified based on the nearest candidate template.
Mohandes and Deriche proposed a system for Arabic sign language recognition [26] . The trajectory is composed of 3D position and orientation with 12 dimensional vector for both hands. For each dimension the acquired readings are partitioned into 5 equal partitions. From each partition the mean and standard deviation is calculated. That results in 120 dimensional features vector. LDA is used to reduce the dimensionality to 20. The nearest neighbor classifier is used to find the class of a sign. They reported an accuracy of 84.7% on a dataset of 100 words.
III. PREPROCESSING
In this work, Kinect is use to record signs. A synchronized color image, depth image, and 25 body joints locations are recorded. For each joint the 3D locations of joints and the 2D mapping to both color and depth images are recorded. For this work the sequence of hands locations in 3D is used to recognize signs.
Trajectory preprocessing includes: Noise removal and Compression. The joints' locations obtained by Kinect are noisy and include some outliers. The noise removal stage smooths out these outliers by using median filter. Since the frame-rate for recording is at 30 frames per second, fine details of part of second trajectory is not very useful and results in redundant information. Trajectory compression stage compresses the trajectory into few key points. To find such key points the trajectory is treated as a polygon formed by connecting the locations of the hand while signing. The key points are obtained by reducing the number of vertices of this polygon to a specific number. The reduction is done by recursively calculating the importance of each vertex based on angle and segment length and then removing the least important. The process is repeated until the desired number of vertices is reached. Fig. 2 shows the calculation of vertex importance. The algorithm for trajectory compression is shown in Algorithm 1. Fig. 3 shows the effect of 3D trajectory preprocessing. The preprocessing of a 2D trajectory is shown in Fig. 4 . T rajLength ← LENGTH(T raj) 3: for all points v in Traj do while T rajLength > N umV ers do 7:
The -sign is set difference 9: IM P ← IM P − IM P (I) 10: T rajLength ← T rajLength − 1 11: update IM P by recomputing the importance of the removed vertex's neighbors. 12: end while 13: function CALCIMPOTRANCE(Traj,v,NumVertices) 14 : Some of the previous works as stated in Section II include another stage in preprocessing called min-max normalization.
In this stage the trajectory is nominalized to be in [0-1] range. In this work, such stage is exclude arguing that it leads to loss of discriminative features. Signs can have similar trajectory pattern but at different locations. Min-max normalization leads to loss of the localization feature of the trajectory.
IV. FEATURES REPRESENTATION
After noise removal and compression, features are extracted from each sign trajectory. Here we describe two types of features.
A. Polygon Description
In this method the 3D hand trajectory is represented as a polygon. The description of this polygon is represented by: it is center of gravity and the distances from the perimetric points to the center of gravity point. The center of gravity point is approximated by the mean of perimetric points calculated as G = (x,ȳ,z) wherer = 1 N N i=1 r i and N is the number of perimetric points. The distance from G to permetric points is calculated using the Euclidean distance formula d i = ||G − P i ||, i = 1, 2, 3, ..., N . Fig. 5 illustrates the polygon description procedure.
Then the polygonal description feature is formed by concatenating G and d i as
This feature representation captures both of the trajectory shape and more importantly the position of hand motion. The position of hand motion is important as it distinguishes between signs with similar trajectories but different body positions.
B. Positional Trajectory Feature
In this feature representation only perimetric points of the trajectory polygon are included. The feature vector is a concatenation of perimetric points formed as
This feature representation although is simple, but have shown very good discrimination and generalization as will be shown in the experimental results section.
V. CLASSIFICATION TECHNIQUES
After preprocessing and features representation of all trajectories at hand, features are used to train and test classifiers. In this work several classifiers are tested and the best accuracy is obtained when using ensemble of classifiers. Specifically, the best performing classifier is Ensemble Subspace KNN.The tested classification algorithms are listed in Table I . We use five folds cross validation.
In subspace ensemble algorithm, a set of N weak learners each is trained on a randomly chosen partition of the features vector of M dimensions less than the D dimensions of the original feature vector. On prediction, the average score from weak learners is calculated and the class with the highest average score is chosen as the true class [27] . This work used KNN as a weak learner to build the ensemble subspace classifier. It is clear that N, M and K (of the KNN) are hyper parameters that need to be chosen for best performance of the classifier. To find the best values for these parameters cross validation is used as shown by Algorithm 2.
The algorithm first runs KNN with different values of K to find the best performing one (BestK). Then it fixes the number of weak classifiers to 100 and K to BestK and searches for the best number of partitions, BestM. With BestK and BestM the algorithm then searches for best number of weak learners BestN.
VI. EXPERIMENTAL RESULTS
A set of experiments are carried out to evaluate each stage of the proposed system. Starting by the preprocessing stage to 
A. Arabic Sign Language Dataset
To our knowledge, there is no public dataset for Arabic sign language, so we collected a dataset of 100 words from the health chapter of Arabic sign language dictionary [28] . The dataset is recorded using Kinect to record synchronized color video, depth data, and 25 skeletal joints of body. The dataset was recorded by 3 signers repeated each sign 50 times on different sessions. For this work, only the hands joints' trajectories are employed to recognize signs. A list of the words in this database are shown in Table VI .
B. Effect of Trajectory Compression
This section investigates the effect of the number of vertices used to represent the trajectory as a polygon on the accuracy. This experiment used the trajectories of all signs performed by one signer and apply the preprocessing stage by varying the number of vertices from 4 to 18. Fig. 6 shows the classification error rates for different representations of the trajectory features. In this figure, F1 represent the polygon description feature representation of trajectory (see Section IV-A) while F2 stands for the positional trajectory feature representation. The 1H and 2H encodes the usage of only one hand trajectory or both hands respectively in building the feature vector. In 1H the features encode only the trajectory of the dominant hand while in 2H a concatenation of features that encode both hand trajectories is used. The 2D and 3D for which trajectory points representation being used, X-Y or X-Y-Z respectively. From this figure, many properties can be inferred. First, the best average accuracy can be obtained when using a polygon with 12 vertices. Using small number of vertices does not capture the complex trajectories well, and using very high number of vertices includes noisy details that mix up distinct classes. Second, the usage of 3D trajectory always performs better than the 2D one. This can be attributed to the fact that the Z dimension captures front-back motion of hands, and there are some signs in the database with only frontback motion pattern. Third, the inclusion of non-dominant hand in the feature representation increases the discrimination power. The state of non-dominant hand in sign language can either be static, mirrors the motion of dominant hand, or moving in different way than the dominant hand. In all cases of non-dominant state, its motion pattern helps in distinguishing similar signs that are of similar dominant hand trajectory. Forth, as a comparison between the two features representation the positional trajectory feature representation outperforms the polygon description feature representation of the trajectory.
C. Fine Tuning EnsembleSupspaceKNN Classifier
This experiment applied Algorithm 2 on the same set used in Section VI-B to find the best parameters for each feature representation. Table II lists the best parameters' settings for each feature representation. In this table the best value for K is 1 for all features, the best value for M for feature F1 is roughly half D which is similar to the findings in [27] . The values in BestN column are for the value of N after which no significant drop in loss is seen. Based on this table, the parameters settings for following experiments will be: K=1, N=40, M= BestM from the table. F1-1H-2D  14  1  8  40  F1-1H-3D  15  1  9  25  F1-2H-2D  28  1  13  40  F1-2H-3D  30  1  14  25  F2-1H-2D  24  1  6  40  F2-1H-3D  36  1  9  40  F2-2H-2D  48  1  6  40  F2-2H-3D  72  1 
D. Evaluation of the Proposed Features
After choosing the best trajectory compression ratio and the best parameters settings for the classifier, the system is tested on the collected database. Table III lists the recognition rates obtained when using each feature representation for each signer in the database. The results reflect that the 3D trajectory is more informative and discriminative than the 2D one, and the inclusion of non dominant hand status improves the accuracy for both types of trajectories. The third signer shows better accuracies than the other two which can be attributed to the less variability in his performance of signs, and the samples used for fine tuning the hyper parameters are performed by him. The fifth column lists the accuracies when using mixed samples from all signers for both training and testing. This shows the scalability of the system to larger number of samples and different signers. Although the number of signers is not big enough to evaluate the system for signer independent recognition, experiments are done to get initial intuition about the generalization of the system to unseen signer. Table IV lists the accuracies of the different types of features in signer independent mode. Each column is named by the test signer when the training is done by samples performed by the other two signers. The lower results of the second signer are due to the different signing style, some signs are repeated more than once in the same sample. Overall average performance is around 53% for all features 48%, and 57% for F1, and F2 features, respectively. 
E. Comparison with Published Work
This experiment tests the proposed features representation and classification algorithm on a publicly available dataset and compares the results of the proposed method with published work on the same dataset. The dataset is composed of 95 Australian sign language words. Each word is performed by 1 signer 27 times. For each sample a vector of 22 measures is recorded per frame. These measures include the 3D position of hands (X,Y,Z), the orientation of hands (Roll, Pitch, Yaw), and the status of fingers. Some previous work used only the (x,y) points to form 2D trajectory while others used 3D. This work, uses the 2D/3D trajectory as well as the hand orientation. The same steps of trajectory preprocessing, features representation, and classification are applied on this database. In this dataset, the signer starts with his hands on the rest position and return them back to the rest position after signing. This makes the center of gravity of some signs to be the same. To avoid that, the compression stage is applied twice. First with 14 vertices which will include the starting and ending rest position. Then it finds the 12 vertices after excluding the first and last points which results in removing the rest position from the calculation of the center of gravity. Table V shows the accuracy reported by different previous works along with our work (the last 4 lines). The first row shows the number of classes out of 95 used. In this table, F1 stands for the polygonal description feature representation and F2 for the positional feature. 3D stands for the only use of 3D hand position to form the feature while 3DO for inclusion of the hand orientation too.
Note that the work in [33] uses the 22 features while ours use three -in case of 3D feature -or six -in case of 3DO - of them. It is included to compare with a work that examined the whole database. Although it shows better performance than some of the proposed features, yet it uses more measures that are not related to the hand trajectory. The proposed system features lower dimensionality and simplicity.
VII. CONCLUSIONS
This work proposes a system for Arabic sign language recognition based on the trajectories of hands. It models the trajectory as a polygon and proposes two polygonal description features. The system shown good performance for both signer dependent and signer independent recognition. Th accuracy of the system reaches 99% for signer dependent and 64% for signer independent recognition. The proposed system is tested on two different datasets and is compared with published works that use the same dataset and shown better performance than most of them. The proposed system features simplicity, scalability, and generalization to unseen signer. The work in database collection is still in progress to extend the vocabulary size and number of signers. 
