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МАРКОВСКИЕ МОДЕЛИ ГОТОВНОСТИ 
ВОССТАНАВЛИВАЕМЫХ STRATUS-СИСТЕМ 
 
д.т.н., проф. В.С. Харченко, Ф.А. Асидех, к.т.н. И.В. Лысенко 
 
Предложена классификация восстанавливаемых многоканальных дублиро-
ванных архитектур (STRATUS-систем), исследован один из классов их 
марковских моделей надежности (готовности). Получены аналитические 
зависимости для коэффициента готовности для STRATUS-систем с  про-
извольным числом подсистем. 
 
Введение. Анализ проблемы отказоустойчивости бизнес-крити-
ческих компьютерных систем (БКС). Известно, что развитие компью-
терных систем и технологий идет очень быстро и требования к характери-
стикам их аппаратных и программных средств ужесточаются. Это объяс-
няется как острой конкуренцией на рынке IT-технологий, так и динамич-
ным расширением сферы их применения, ростом влияния на проблемы 
надежности и безопасности, поскольку компьютерные системы (КС) сей-
час являются базовыми элементами сложных технических комплексов. 
Поэтому одно из важнейших требований к КС касается уровня их безот-
казности, готовности и отказоустойчивости и гарантоспособности в целом 
[1], особенно для критических и бизнес-критических приложений. 
В последнее время к числу критических стали относить системы, 
используемые в биржевой и банковской деятельности, поскольку отказ и 
сбой в них приводят к большим денежным потерям. Ущерб от одного 
отказа компьютера в фирмах такого профиля по данным анализа 1000 
фирм, проведенного департаментом финансов (Великобритания), соста-
вил 166 тыс. дол.; последствия отказа одного компьютера по данным 
фирмы FIND/SVP (США) в таких системах в среднем равны 263 тыс. 
дол. К числу системных решений и технологий, которые были ранее от-
работаны в критических приложениях, а затем развиты и используются в 
качестве коммерческих продуктов в БКС, относится технология 
STRATUS (фирма Hewlet Packard), основанная на отказоустойчивых ма-
жоритарных и дублированных многоканальных архитектурах. Необхо-
димо подчеркнуть, что системы с такими архитектурами используются в 
обслуживаемых БКС (которые, как правило, являются обслуживаемы-
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ми), т.е. относятся к классу отказоустойчивых восстанавливаемых си-
стем. Это один из наиболее сложных классов компьютерных систем, в 
которых надежность обеспечивается не только средствами резервирова-
ния, а и процедурами восстановления при отказах.  Другими словами, в 
таких БКС необходимо не только обеспечивать высокую безотказность, 
а и поддерживать предельно возможную готовность путем восстановле-
ния элементов и подсистем до наступления отказа системы в целом. 
Анализ литературы. В [2 – 4] проанализированы архитектуры одно- 
и многоверсионных КС, построенных в соответствии с технологией 
STRATUS (далее STRATUS-систем), исследованы модели оценки отказо-
устойчивости и предложены рекомендации по выбору параметров архи-
тектуры STRATUS-систем. Эти модели построены с учетом требований к 
организации функционирования параллельно выполняемых альтернатив-
ных версий и поддержки режимов адаптации. Кроме полученных в упо-
мянутых работах результатов, целесообразным является получение оце-
нок, характеризующих готовность систем единого класса, т.е. систем, до-
пускающих восстановление работоспособности отказавших компонент. 
Целью данной статьи является разработка и анализ результатов 
исследования математических моделей для оценки надежности (готов-
ности) одноверсионных восстанавливаемых STRATUS-систем с задан-
ной стратегией восстановления работоспособности их подсистем. 
         Обобщенная структура и классификация восстанавливаемых 
STRATUS-систем. На рис. 1 представлена обобщенная структурная схема 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1. Обобщенная структурная схема STRATUS-системы 
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мутатор; УУ – устройство управления; НРЧ – нерезервированная часть. 
 
Признаками, по которым могут быть классифицированы STRATUS-
системы, являются: 
– тип модели восстановления работоспособности подсистемы; 
–  ресурс восстановления работоспособности устройств; 
–  тип стратегии восстановления работоспособности устройств.  
Классификационная схема STRATUS-систем в соответствии с отме-
ченными признаками и стратегиями восстановления Сk представлена на 
рис. 2. 
 
 
 
 
Рис. 2. Классификационная схема исследуемых STRATUS-систем 
 
Методика исследования. Общая характеристика моделей. Мето-
дика исследования STRATUS-систем включает в себя следующие эле-
менты: 
–  обоснование допущений и выбора показателя для оценки надеж-
ности STRATUS-систем, а также последовательности его расчета; 
–  обоснование выбора значений параметров системы; 
– формирование множества вариантов (типов) исследуемых 
STRATUS-систем. 
В основу разрабатываемых математических моделей надежности 
обслуживаемых компьютерных систем со STRATUS-архитектурой по-
ложены следующие допущения: 
–  процесс функционирования системы – марковский, т.е. потоки 
отказов и восстановлений  работоспособности устройств  системы  ста-
ционарные пуассоновские с параметрами λ и μ;  
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–  ресурс восстановления работоспособности системы может быть 
ограниченным (одна ремонтная  бригада,  которая  одновременно  может 
выполнять мероприятия по восстановлению работоспособности только 
одного устройства системы) и неограниченным (имеется возможность 
привлечения необходимого числа ремонтных бригад для одновременно-
го восстановления работоспособности нескольких отказавших устройств 
системы). В последнем случае процесс восстановления работоспособно-
сти системы может быть организован таким образом, что приоритет в 
восстановлении принадлежит устройствам, отказ которых приводит к 
отказу всей системы (стратегия 1 восстановления работоспособности), а 
также когда одновременно могут восстанавливаться устройства, отказ 
одних из которых приводит, а других не приводит к отказу системы; 
–  состояния системы Si (i = 1, … , n), обусловленные отказами ее 
подсистем, могут быть представлены как аккумулирующие в себе обе 
причины отказа подсистемы, т.е. отказ одного из каналов – аппаратной 
компоненты (АК), либо программной компоненты (ПК) (модель 1 вос-
становления работоспособности подсистемы), а также состояния подси-
стемы, характеризующие отказ ее подсистем, могут дать дифференциро-
ванные с точки зрения причины отказа подсистемы, т.е. состояния Si 
(i = 1, … , n), характеризующие отказ системы по причине отказа АК, и 
состояния Sj (j = n + 1, … , 2n) – по причине отказа ПК (модель 2 восста-
новления работоспособности подсистемы). При этом в первом случае (т.е. 
для модели 1) переход из состояния Si в Si+1 осуществляется с интен-
сивностью (n – i)  + ПК, где  – интенсивность отказов подсистемы, 
которая, в свою очередь, равна  = 2АК + Н, где Н – интенсивность 
отказов нерезервированной части (НРЧ) подсистемы. Переход же из 
состояния Si+1 в Si осуществляется с интенсивностью, зависящей от 
некоторой усредненной интенсивности восстановления подсистемы i, 
где  = (АК + ПК + Н) / 3, а АК, ПК, Н – интенсивность восстанов-
ления АК, ПК и НРЧ соответственно. 
Для модели 2 I = 0, … , n переход из состояния Si+1 в Si осуществ-
ляется с интенсивностью ПК, а переходы Sn+1  Si I = 0, … , n – с ин-
тенсивностью ПК. 
Наиболее полно надежность резервированных восстанавливаемых 
систем характеризуется коэффициентом готовности, представляющим 
собой вероятность события, состоящего в том, что система будет рабо-
тоспособна в произвольный момент времени за исключением перехода 
времени ее планового технического обслуживания или ремонта. Как от-
мечается в [4, 5], получение выражения для расчета коэффициента го-
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товности резервированных восстанавливаемых систем может быть осу-
ществлено, минуя этап составления и решения системы однородных ли-
нейных алгебраических уравнений, а непосредственно из самого графа 
состояний в соответствии со следующим правилом: для определения 
стационарной вероятности Pi состояния Si, необходимо идти по направ-
лению стрелок из каждого крайнего состояния в i-е по кратчайшему пу-
ти и перемножить все интенсивности переходов, соответствующие всем 
переходимым стрелкам. Вообще же при “разветвленной” схеме состоя-
ний некоторые участки пути приходится проходить несколько раз, при 
этом интенсивности переходов этих участков нужно учитывать только 
один раз. Тогда 


n
0j
jii /P , где i , j  – произведение интенсивно-
стей переходов из всех крайних состояний в i-е и j-е при движении по 
кратчайшему пути в направлении стрелок. 
Если обозначить cM , pcM  – множество всех и множество работо-
способных состояний системы ( pcc MM  ) соответственно, а cM , 
pcM  – мощности этих множеств, то с учетом того, что стационарный 
коэффициент готовности есть сумма вероятностей iP  таких состояний 
iS , что pci MS  , выражение для его вычисления в соответствии с вы-
шеприведенной методикой может быть записано в виде 
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Учитывая, что знаменатель данного выражения определяется формулой 
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Таким образом, коэффициент готовности системы будет являться 
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функцией интенсивностей отказов и восстановлений ее устройств. 
В свою очередь, задание количественных значений параметров по-
токов отказов и восстановлений устройств STRATUS-систем целесооб-
разно осуществлять таким образом, чтобы зафиксировать диапазон из-
менения значений некоторого базового параметра, а значения остальных 
выражать через значения этого базового параметра посредством коэф-
фициентов, выражающих количественно соотношения между ними. 
Исходные данные для исследования.  Для интенсивности отказов 
выберем в качестве базового параметра интенсивность отказов канала 
подсистемы АК со значениями 0,5*10
–6, 10–7, 0,5*10–7 1/час. 
Значения интенсивности отказов остальных устройств системы 
определим следующим образом: 
–  интенсивность отказов нерезервированной части подсистемы 
Н = hАК, h = 0,25; 0,5; 
–  интенсивность отказов коммутатора КМ = 0,1АК; 
–  интенсивность отказов устройства управления УУ = 0,1АК; 
–  интенсивность отказов программной компоненты ПК = АК, 
 = 1; 5; 10. 
В качестве базового параметра для интенсивности восстановления 
также примем интенсивность восстановления канала подсистемы  АК, 
т.е. интенсивность восстановления аппаратной компоненты. 
Соотношение между ПК и интенсивностями восстановления других 
устройств системы определим следующим образом: 
–  интенсивность восстановления нерезервированной части подси-
стемы Н = АК; 
–  интенсивность восстановления коммутатора и устройства управ-
ления КМ = УУ = fАК, f = 1; 2. 
Что касается соотношения между АК и ПК, будем исходить из сле-
дующего соображения: АК = ПК = . 
Математические модели восстанавливаемых STRATUS-систем. 
В качестве примера рассмотрим STRATUS-систему при ограниченном 
ресурсе восстановления работоспособности для модели 1 восстановле-
ния работоспособности (STRATUS-систем типа S1 на рис. 2). 
В соответствии с принятыми в модели 1 допущениями граф состоя-
ний STRATUS-системы с числом подсистем n = 2 может быть изображен 
следующим образом (рис. 3).  
Интенсивность перехода из состояния S0 в S1 в данном случае равна 
2 + ПК, поскольку причиной перехода в состояние S1 (одной работо-
способной системы) может быть отказ любой из двух находящихся в 
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нагруженном режиме подсистемы или ПК. При этом интенсивность от-
казов подсистемы  = 2АК + Н, как было отмечено ранее. Таким обра-
зом, интенсивность перехода S0  S1 есть 2(2АК + Н) + ПК = 4Н + ПК 
учитывая порядок величины ПК, можно приближенно записать, что ин-
тенсивность перехода S0  S1 равна 
2( + ПК) = 2(2АК + Н + ПК) = 4АК + 2Н + 2ПК, т.е. 2 + ПК  2( + ПК). 
Данное допущение хотя и дает (практически неощутимое) занижен-
ное значение рассчитанного в последствии значения коэффициента го-
товности системы, однако, позволяет существенно упростить получение 
отношений для его вычисления в соответствии с описанной методикой. 
Как следует из рис. 3, Мс = 7, Мрс = 2, тогда в соответствии с выраже-
нием (2) коэффициент готовности определяется из соотношения 
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Рис. 3. Граф состояний для STRATUS-системы типа S1 при n = 2 
 
В соответствии с вышеописанным правилом можно записать 
1
1
2
2
1
КМ
КМ
УУ
УУ
Г
μλ2μ
λ2
μ
λ
μ
λ
1K










 .                            (4) 
После соответствующего преобразования последнего слагаемого 
КМ КМ КМ КМ 
УУ УУ УУ УУ 
  
2+ПК +ПК 
S5 S6 
S0 S1 
S4 S3 
S2 
 223 
данное соотношение также можно записать в виде 
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Для системы с n = 3 подсистемами граф состояний представлен на 
рис. 4.  Действуя по аналогии, как при n = 2, т.е. определяя величины ПSi 
(I = 0,…, 9) и подставляя их в формулу для определения коэффициента 
готовности 
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получим следующее соотношение 
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Рис. 4. Граф состояний для STRATUS-системы типа S1 при n = 3 
 
Данное выражение также можно представить в виде 
S8 S9 
S1 S2 
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  
2+ПК +ПК 
S7 
S0 
S4 
КМ КМ 
УУ УУ 
 
3+ПК 
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Анализируя выражения (6) и (8), можно увидеть закономерность, 
которая позволяет записать обобщенное выражение для коэффициента 
готовности системы данного типа при произвольном значении n, т.е.  
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Значения коэффициента готовности системы  (при h = 0,25 и f = 1) 
представлены в табл. 1.  
Таблица 1 
Значения коэффициента готовности системы 
,
1/ час

 
4
АК 10 1/ час
   
1   5   10   
n 2  n 3  n 2  n 3  n 2  n 3  
0,1 0,999779 0,99980 0,999696 0,999798 0,999507 0,999789 
0,5 0,999959 0,999960 0,999956 0,999960 0,999948 0,999960 
1 0,999980 0,999980 0,999979 0,999980 0,999977 0,999980 
 
,
1/ час

 
6
АК 10 1/ час
   
1   5   10   
n 2  n 3  n 2  n 3  n 2  n 3  
0,1 0,999998 0,999998 0,999998 0,999998 0,999998 0,999999 
0,5 0,999999 0,999999 0,999999 0,999999 0,999999 0,999999 
1 0,999999 0,999999 0,999999 0,999999 0,999999 0,999999 
 
,
1/ час

 
7
АК 5 10 1/ час
    
1   5   10   
n 2  n 3  n 2  n 3  n 2  n 3  
0,1 0,999999 0,999999 0,999999 0,999999 0,999999 0,999999 
0,5 0,999999 0,999999 0,999999 0,999999 0,999999 0,999999 
1 0,999999 0,999999 0,999999 0,999999 0,999999 0,999999 
 
Анализ табл. 1 показывает: 
а) для значений интенсивности отказов АК АК, меньших 10
-4 1/час, 
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величина коэффициента готовности системы остается неизменной для 
различных комбинаций значений коэффициентов, выражающих соотно-
шение между -характеристиками  и  характеристиками  восстановления  
АК  и  других устройств системы, а также программной компоненты; 
б) при  4АК 10
  1/час  величина  относительного  выигрыша  по 
коэффициенту готовности STRATUS-системы с числом подсистем n = 3 
по сравнению со STRATUS-системой при n = 2 и 10  в среднем со-
ставляет 0,003%, а при 5  – 0,001%, что свидетельствует об отсут-
ствии необходимости увеличения кратности резервирования STRATUS-
системы даже при относительно невысоких значениях АК ; 
в) увеличение значения коэффициента f в 2 и 5 раз по сравнению с 
f = 1 дает величину относительного выигрыша по коэффициенту готовности 
в среднем на 0,001 и 0,016% соответственно при 4АК 10
  1/час.  
Выводы. Сравнительный анализ результатов исследования рас-
смотренных STRATUS-систем показывает, что: 
а) наибольшим значением интенсивности отказов аппаратной компо-
ненты системы, при котором величина коэффициента готовности системы 
остается неизменной для различных комбинаций значений коэффициен-
тов, выражающих соотношение между -характеристиками и характери-
стиками восстановления АК и других устройств системы, а также про-
граммной компоненты, является 4АК 10
  1/час. Данное обстоятельство 
является подтверждением факта высокой надежности системы; 
б) при 4АК 10
  1/час значения коэффициента готовности (при 
неограниченном ресурсе восстановления как для модели 1, так и модели 
2 для заданного диапазона значений параметров h, f, , ) при стратегии 
2 превышает значения коэффициента готовности при стратегии 1 в 
среднем на 0,007  0,01%. Для n = 2, а для n = 3 это превышение практи-
чески равно нулю (сравниваемые системы S3 и S5, S4 и S6); 
в) увеличение значения интенсивности отказов подсистема  в 5 и 
10 раз по сравнению с  = 1 1/час дает прирост значения коэффициента 
готовности STRATUS-систем рассматриваемых типов в среднем на 
0,02% для n = 2 и 0,01% для n = 3; 
г) при значении интенсивности отказов аппаратной компоненты 
6
АК 10
  1/час прирост значений коэффициента готовности как для 
модели 1, так и модели 2 восстановления работоспособности подсисте-
мы для STRATUS-систем с неограниченным ресурсом восстановления 
работоспособности по сравнению со STRATUS-системами с неограни-
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ченным ресурсом восстановления работоспособности имеет место толь-
ко при   100 (т.е. когда интенсивность отказов программной компо-
ненты минимум на 2 порядка превышает интенсивность отказов аппа-
ратной компоненты системы). 
Дальнейшие исследования целесообразно направить на разработку 
и анализ моделей многоверсионных обслуживаемых STRATUS-систем. 
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