This is a survey of some work recently done at Argonne National Laboratory in an attempt to discover ways to construct numerical software for high performance computers.
Introduction
This is a survey of some work recently done at Argonne National Laboratory in an attempt to discover ways to construct numerical software for high performance computers. We have concentrated on numerical linear algebra problems involving dense matrices since we feel that the algorithms for these problems are well understood in most cases. This has allowed us to focus on utilization of the new hardware rather than on development of new algorithms for Within the last ten years many who work on the development of numerical algorithms have come to realize the need to get directly involved in the software development process.
Issues such as robustness, ease of use, and portability are now standard in any discussion of numerical algorithm design and implementation. New and exotic architectures are evolving which depend on the technology of concurrent processing, shared memory, pipelining, and vector components to increase performance capabilities. Within this new computing environment the portability issue, in particular, can be very challenging. One feels compelled to structure algorithms that are tuned to particular hardware features in order to exploit these new capabili-
ties; yet, the sheer number of different machines appearing makes this approach inuactable. It is very tempting to assume that an unavoidable byproduct of portability will be an unacceptable degradation in performance on any specific machine architecture. Nevertheless, we contend that it is possible to achieve a reasonable fraction of the performance of a wide variety of different architectures through the use of certain programming constructs.
Complete portability is an impossible goal at this point in time, but it is possible to achieve a level of transportability through the isolation of machine dependent code within certain modules. Such an approach is essential in our view, to even begin to address the portability problem.
The current generation of vector computers exploits several advanced concepts to enhance their performance over conventional computers:
Fast cycle time,
Vector instructions to reduce the number of instructions interpreted, Pipelining to utilize a functional unit fully and to deliver one result per cycle,
Chaining to overlap functional unit execution, and
Overlapping to execute more than one independent vector instruction concurrently.
The key to utilizing a high performance computer effectively is to avoid unnecessary memory references.
In most computers, data flows from memory into and out of registers; and from registers into and out of functional units, which perform the given instructions on the data.
Performance of algorithms can be dominated by the amount of memory traffic, rather than the number of floating point operations involved. The movement of data between memory and registers can be as costly as arithmetic operations on the data. This provides considerable motivation to restructure existing algorithms and to devise new algorithms that minimize data movement.
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Many of the algorithms in linear algebra can be expressed in terms of a SAXPY operation: y t y+ax , i.e. adding a multiple a of a vector x to another vector y. This would result in three vector memory references for each two vector floating point operations. If this operation comprises the body of an inner loop which updates the same vector y many times then a considerable amount of unnecessary data movement will occur. Usually, a SAXPY occurring in an inner loop will indicate that the algorithm may be recast in terms of some matrix vector operation, such as y c y!44*n, which is just a sequence of SAXPYs involving the columns of the matrix M and the corresponding components of the vector x. The advantage of this is the y vector and the length of the columns of M are a fixed size throughout. This makes it relatively easy to automatically recognize that only the columns of M need be moved into registers while accumulating the result y in a vector register, avoiding two of the three memory references in the inner most loop. This also allows chaining to occur on vector machines, and results in a factor of three increase in performance on the CRAY 1. The cost of the algorithm in these cases is not determined by floating point operations, but by memory references.
Structure of the Algorithms
In this section we discuss the way algorithms may be restructured to take advantage of the modules introduced above. Typical recasting that occurs within LINPACK and EISPACK type subroutines is discussed here. We begin with definitions and a description of the efficient implementation of the modules themselves, Efficient coding of these three routines is all that is needed to transport the entire package from one machine to another while retaining close to top performance.
We shall describe some of the considerations that are important when coding the matrix vector product module. The other modules require similar techniques. For a vector machine such as the CRAY-1 the vector times matrix operation should be coded in the form (2.1.1) y(*) c y(*) + M(*j)x(j) for j = I,2 ,..., n
In (2.1.1) the * in the first entry implies this is a column operation and the intent here is that a vector register is reserved for the result while the columns of M are successively read into VWtor registers, multiplied by the corresponding component of x and then added to the result register in place. In terms of ratios of data movement to floating point operations this arrangement is most favorable. It involves one vector move for two vector-floating point operations.
Comparing this to the three vector moves to get the same two floating point operations when a sequence of SAXPY operations are used shows the advantage of using the matrix vector operation.
This arrangement is perhaps inappropriate for a parallel machine because one would have to synchronize the access to y by each of the processes, and this would cause busy waiting to occur. One might do better to partition the vector y and the rows of the matrix M into blocks and self-schedule individual vector operations on each of the blocks in parallel:
That is, the subproblem indexed by i is picked up by a processor as it becomes available and the entire matrix vector product is reported done when all of these subproblems have been completed.
If the parallel machine has vector capabilities on each of the processors this partitioning introduces short vectors and defeats the potential of the vector capabilities for small to medium size matrices. A better way to partition in this case is
w Again, subproblems are computed by individual processors. However, in this scheme, we must either synchronize the contribution of adding in each term ,44,x, or write each of these into temporary locations and hold them until all are complete before adding them to get the final result.
This scheme does prove to be effective for increasing the performance of the factorization subroutines on the smaller (order less than 100) matrices. One can easily see this if the data access scheme for LU decomposition shown in Figure 2 .1 is studied. We see that during the final stages of the factorization vector lengths become short regardless of matrix size. For the smaller matrices, subproblems with vector lengths that are below a certain performance level represent a larger percentage of the calculation. This problem is magnified when the row-wise partitioning is used.
2.2 Recasting LINPACK subroutines
We now turn to some examples of how to use the modules to obtain various standard matrix factorizations. We begin with the LU decomposition of a general nonsingular matrix.
Resmxtming the algorithm in terms of the basic modules described above is not so obvious in the case of LU decomposition. The approach described here is inspired by the work of Fong and Jordan [ill.
They produced an assembly language code for LU decomposition for the CRAY-1. This code differed significantly in structure from those commonly in use because it did not modify the entire k-th reduced submanix at each step but only the k-th column of that matrix. This step was essentially matrix-vector multiplication operation. We can now construct the various factorizations for LU decomposition by determining how to form the unknown parts of L and U given various parts of A, L and (1. We give the basic algoritmic step for three variants in the following examples: These operations deal with a triangular solve and a matrix vector multiply.
The same ideas for use of high-level modules can be applied to other algorithms, including marrix multiply, Cholesky decomposition, and QR factorization.
For the Cholesky decomposition the matrix dealt with is symmetric and positive definite. For i = l,....
Generate matrix T, Perform uansformation A,,, t T,A,?;'
End .
Because we are applying similarity aansformations, the eigenvalues of Ai+I are those of A,.
Since the application of these similarity transformations represents the bulk of the work, it is important to have efficient methods for this operation. The main difference between this situation and that encountered with linear equations is that these transformations are applied from both sides. The transformation matrices T, used in (2.3.1) are of different types depending upon the particular algorithm.
The simplest are the stabilized elementary transformation matrices which have the form T = LP, where P is a permutation matrix, required to maintain numerical stability [12, 29, 32] , and L has the form The inverse of L has the same structure as L and may be written in terms of a rank one modification of the identity in the following way: However, more can be done with the rank two correction that takes place in the modification of the matrix D above.
In most of the algorithms the transformation matrices T, are Householder matrices of the form (2.2.1) shown above. This results in a rank two correction that might also be expressed as a sequence of two rank on corrections. Thus, it would be straightforward to arrange the similarity transformation as two successive applications of the scheme (2.2.3) discussed above.
However, more can be done with a rank two correction as we now show.
Fist suppose that we wish to form (I-awwT)A(I-pm'),
where for a similarity aansfonnation cz = p and w = u. We may replace the two rank one updates by a single rank two update using the following algorithm. 
Replace A by A-puT-awyT
In both cases we can see that Steps 1 and 2 can be achieved by calls to the matrix vector and vector matrix modules.
Step 3 is a simple vector operation and
Step 4 is now a rank-two correction, and one gets four vector memory references for each four vector floating point operations (rather than the three vector memory references for every two vector floating point operations, as in Step 2 of (2.2.3) ). The increased saving is not as much as is realized with the initial substitution of SXMPY for the inner products in Step 1 of Algorithm C, but it more than pays for the additional 2n operations incurred at Step 3 and exemplifies a technique that might pay off in certain situations, 
Sparsity and Structured Problems
Modules work well for full dense matrix problems, but different techniques may be needed for sparse or special structures. These techniques are likely to be specilic to parallel machines and used in algorithms which typically cannot be based on the regular data structures and operations in the modules described above. We give three examples of such algorithms
here. These algorithms all have portions that might take advantage of certain vector constructs, but the primary gain in all of them is through the explicit use of parallel computation. In each example there are requirements for synchronization, and in some cases additional computation may be present that would not be needed for the serial algorithm. Nevertheless, all of these have proved to be effective in terms of speed up over the corresponding serial algorithm. One of the algorithms has even provided the startling result of being faster than the corresponding serial code even when it is run on a serial machine.
Banded Systems
An important structured problem that arises in many applications such as numerical solution of certain PDE problems is the solution of banded systems of linear equations. We consider algorithms for solving narrow-banded diagonally dominant linear systems which are suitable for multiprocessors. Let the linear system under consideration be denoted by
where A is a banded diagonally dominant matrix of order n. We assume that the number of superdiagonals m 4: n is equal to the number of subdiagonals. On a sequential machine such a system would be solved via Gaussian elimination without pivoting at a cost of O(m*n) arithmetic operations. We describe here an algorithm for solving this system on a multiprocessor of p processing units. Each unit may be a sequential machine, a vector machine, or an array of processors. In this paper, however, we consider only p sequential processing units.
Let the system (3.1.1) be partitioned into the block-tridiagonal form shown below The cost of this stage is O(m*dp) arithmetic operations, no interprocessor communication is required.
Srage 2
If we premultiply both sides of (3.1.2) by
we obtain a system of the form The cost at this stage is 0(m2n/p) arithmetic operations, no interprocessor communications are needed.
srage 3
Let ii and P, be partitioned, in turn, as follows
where P,, Qi, Si, and T,ER-. Also, let gi and xi be conformally partitioned:
gi= 1z-j ,and+= I:;]
As an illustration we show the system (3.1.5) for ~3,
Observe that the unknown vectors y,, y2, y3, and y4 (each of order m) are disjoint from the rest of the unknowns. In other words, the m equations above and the m equations below each of the pl partitioning lines form an independent system of order 2&p-l), which we shall refer to as the "reduced system" Ky=h, which is of the form 70 (3.1.6)
The cost of the algorithm to be used for solving (3.1.6) depends on the interconnection net- 
aaaaa .P P P P P J Figure 3.2.2. Partially Reduced Matrix
A natural way to pipeline this reduction process is shown in Figure 3 .2.3. There we see the row (a a a a a) being passed through the triangle R during the reduction process, with the row @ p p p p ) flowing immediately behind it. The position of p-row and the a-row interleaved within the rows of R is meant to indicate that they are ready to be combined with the first and second rows of R respectively. The first entry of the a-row has been zeroed by computing and applying the appropriate Givens transformation as described above, and we are ready to zero out the second entry. In a serial algorithm this a-row would be completely reduced to zero before beginning to reduce the p-row. However, this process may be pipelined by beginning to combine the p-row with the first row of R as soon as the a-row is ready to be combined with the second row of R. Since the first row of R is modified during the introduction of a zero in the first position of the a-row, it is important that the processing of the p-row be suitably synchronized with the processing of the a-row. In practice, after initial startup, there would be n rows in the pipe throughout the course of the computation. 
.3. Pipelined Row Reduction
A disadvantage suffered by the scheme we have just described is that the granularity becomes finer as the process advances because the length of the nonzero entries in a row of R decreases. A better load balance and a natural way to adjust the granularity may be achieved by considering the matrix R as a linear array divided into segments of equal length.
(PI1 PI2 P&4 PI5 P22lP23 P24 P25lP33 P34 P35lP44 P45 P55) is that the a-row is not fully combined with the first row of R before processing of the p-row is begun. To keep the rows in order, a row must gain entry to the next segment before releasing the current segment. If the number of segments is equal to the number of nonzero elements of R, then this algorithm reduces to a variant of the more rraditional dataflow algorithm presented in [13, 14, 28] . Computational experience reported in [6] indicates that performance is not extremely sensitive to this parameter. The optimal length of a segment appeared to be around n, but performance degraded noticeably only with extremely large or extremely small segment lengths.
We now turn to the main point of interest in this discussion, the case when the matrix A is large and sparse. The algorithm we present was developed by Heath and Sorensen 1211 as an generalization of the Pipelined Givens method to the sparse case. Specifically, we assume that the matrix A=A is suitably sparse. In this case there are well-established techniques [17] for determining a permutation matrix P such that
PTATAP = RTR
has a sparse Cholesky factor R. This permutation is obtained from the symbolic nonzero strutture of the matrix A and is designed to reduce the number of nonzeros in the factor R as much as possible. It is of considerable interest to parallelize this symbolic step of the factorization procedure, but for this discussion we have concentrated only on parallelizing the numerical portion of the algorithm, which consists of applying Givens transformations to the matrix AP to produce R. Just as in the dense case, a process is responsible for claiming a row and then combining it with the current R array using Givens transformations. These processes synchronize as before: The first nonzero of the unreduced row is determined, the location of the segment containing the corresponding row boundary in RNZ is determined, entry is gained to that segment (by reading an asynchronous variable on the HEP), and then the row reduction is started. To preserve the correctness of the factorization, once the pipeline has been entered by a process, it must stay in proper order. A process keeps itself in proper order by gaining access to the next segment before releasing the segment it currently owns. In the dense case, every process has work to do in every segment. In the sparse case, however, there may be segments where no work is required because the spa&y pattern of the row currently being reduced allows it to skip several rows of R This phenomenon is best understood when illustrated by example.
Consider a row which has the initial nonzero structure a=( 0 a 0 a 0 0 0 ), and suppose this row is to be reduced to zero against the nonzero R structure shown in Figure   3 .2.5 with RNZ segmented as shown in Figure 3 .2.6. The first nonzero of the row a is in position 2, so it is first combined with row number 2. This row starts at position 3, as indicated by the second entry of XRNZ, and position 3 is in segment number 2 in RNZ. The diagonal entry pu is used together with the first nonzero in a to compute the Givens transformation, and then this transformation is applied to element pU together with the entry in the 4-th position of a. No fill is created in a, so after the application there is one nonzero at position 4. This means that row 3 may be skipped. Row 4 begins in the 6-th position of RNZ, which is in segment 3. Entry is gained to segment 3, and then segment 2 is released and the factorization proceeds. In this example the next row boundary required happened to be in the adjacent segment. In general, however, there might be several segments between the relevant row boundaries. In that case, entry into each of the intervening segments must be gained and released to ensure that the proper order is maintained between the various rows being processed.
Computational results reported in [21] show that this scheme achieves near perfect speedup on typical problems such as those found in [16, 20] . It has the advantage of using existing data structures that are found in SPARSPACK and thus does not require modification of the user interface in existing codes that rely on this package. Such routines can take advantage of this speedup without modification.
II

Eigensystems of Tridiagonal Matrices
The final problem we consider is that of determining the eigensystem of a real nxn symmetric matrix A, find all of the eigenvalues and corresponding eigenvectors of A. It is well known [30, 32] that under these assumptions In the following discussion we describe the partitioning of the tridiagonal problem into smaller problems by rank-one tearing. Then we describe the numerical algorithm for gluing the results back together. The organization of the parallel algorithm is laid out, and finally some preliminary computational results are presented.
Partitioning by Rank-One Tearing
The crux of the algorithm is to divide a given problem into two smaller subproblems. To do this, we consider the symmetric tridiagonal matrix It should be fairly obvious how to proceed from here to exploit parallelism. One simply repeats the tearing on each of the two halves recursively until the original problem has been divided into the desired number of subproblems and then the rank one modification routine may be applied from bottom up to glue the results together again.
The Updating Problem
The general problem we are required to solve is that of computing the eigensystem of a matrix of the form (3.3.4)
^ ^ T QDQ = D + pzzT
where D is a real nxn diagonal matrix, p is a scalar, and z is a real vector of order n It is assumed without loss of generality that z has Euclidian norm 1.
,6,) with 6,+< 4, and no component ii of the vector z is zero, then the updated eigenvalues 8, are roots of the equation
/=I 6, -h Golub[l9] refers to this as the secular equation and the behavior of its roots is completely described by the following graph: In the following discussion we assume that p > 0 in (3.3.5). A simple change of variables may always be used to achieve this, so there is no loss of generality. The method we (4 -ho)* (5 -ho?
The new approximate h, to the root 8; is then found by solving During the course of this iteration, the quantities 8, -& are maintained and the iterative corrections to At are added to these differences directly. As the iteration converges the lower order bits of these quantities are corrected to full accuracy. Since these differences make up the diagonal entries of the matrix Ai appearing in (3.3.6), this allows computation of the updated eigenvectors to full accuracy and avoids cancellation that would occur if we first computed the roots and then formed the differences.
Another important numerical aspect of the updating problem is "deflation". There are two cases where such deflation occms. One when two given roots are nearly equal and the other when certain components of the vector z are "small". The effects of such deflation can be dramatic, for the amount of computation required to perform the updating is greatly reduced. We shall not present the details nor the numerical motivation for deflation here. We just remark that the result of deflation is to replace the updating problem (3. 
The Parallel Algorithm
Although it is fairly straightforward to see how to obtain a parallel algorithm, certain details are worth discussing further. We shall begin by describing the partitioning phase. This phase amounts to constructing a binary tree with each node representing a rank-one tear and Evidently, we lose a degree of large grain parallelism as we move up the tree. However, there is more parallelism to be found at the root finding level and the amount of this increases as we travel up the tree so there is ample opportunity for load balancing in this scheme. The parallelism at the root finding level stems from the fact that each of the root calculations is independent and requires read only access to all but one array. That is the array that contains the diagonal entries of the matrix A, described above. For computational efficiency we may decide on an advantageous number of processes to create at the outset. In the example above that number was 8. Then as we travel up the tree the root-finding procedure is split into 2,4,and finally 8 parallel parts in each node at level 3, 2, 1 respectively. As these computations are roughly equivalent in complexity on a given level it is reasonable to expect to keep all processors devoted to this computation busy throughout.
Implementation and Library Issues
The notion of intioducing parallelism at the level of the modules as presented in Section 4 presents an unpleasant situation. All of the algorithms presented here are properly considered low level library subroutines when taken in the context of a large scale applications code. If properly designed, such codes rely upon software libraries to perform calculations of the type discussed here. When designing a library, one wishes to conceal machine dependencies as much as possible from the user. Also, in the case of transporting existing libraries to new machines, one wishes to preserve user interfaces in order to avoid unnecessary modification of existing code that references library subroutines. These important considerations seem to be difficult to accommodate if we are to invoke parallelism at the level described above. It would appear that the user must be conscious of the number of parallel processes required by the library subroutines throughout his program. This is the result of physical limitations on the total number of processes allowed to be be created. Should the library routines be called from multiple branches of a parallel program, the user could inadvertently attempt to create many more processes than is allowed.
A second issue arises within the context of merely programming the more explicitly parallel algorithms discussed in Section 3. These algorithms present far more challenging synchronization requirements than the simple fork-join construct used to implement the modules on a parallel machine. How can these routines be coded in a transportable way?
A possible solution that will have impact on both situations has been inspired by work of Lusk and Overbeek on methodology for implementing aansportable parallel codes. We have adapted the "pool of problems " approach they present in [23, 24] to the problem of constructing and implementing aansportable software libraries. We use a package called SCHEDULE that we have been developing during the period that the algorithms presented within this paper were being devised and tested. SCHEDULE is a package of Fortran subroutines designed to aid in programming explicitly parallel algorithms for numerical calculations. The design goal of SCHEDULE is to aid a programmer familiar with a Fortran programming environment to implement a parallel algorithm in a style of Fortran programming that will lend itself to transporting the resulting program across a wide variety of parallel machines. The approach relies upon the user adopting a particular style of expressing a parallel program. Once this has been done the subroutines and data structure provided by SCHEDULE will allow implementation of the parallel program without dependence on specific machine intrinsics. The user will be required to fully understand the data dependencies, parallel structure and shared memory requirements of the program.
The basic philosophy taken here is that Fornan programs are naturally broken into subroutines which identify units of computation that are self-contained and which operate on shared data structures. Typically these data structures are rectangular arrays and the portion of the data structure to be operated on is often identified by passing an element of the array that is treated within the subroutine as the first element of the array to be operated on. This standard technique is extremely useful in implementing a parallel algorithm in the style adopted in
SCHEDULE.
Morever, it allows one to call upon existing library subroutines without any modification, and without having to write an envelope around the library subroutine call in order to conform to some unusual data passing conventions imposed by a given parallel programming environment. One defines a shared data structure and subroutines to operate on this data structure. Then a parallel(izable) program is written in terms of calls to these subroutines which in principle may either be performed independently or according to data dependency requirements which the user is responsible for defining. Once this has been done the result is a serial program that could run in parallel if there was a way to schedule the units of computation on a system of parallel processors while obeying the data dependencies.
SCHEDULE works in a manner similar to an operating system to schedule processes that are ready to execute. It consists of two queues: a process queue and a ready queue. A process identifies a subroutine call and pointers to addresses needed to make the call. A process tag is placed upon the ready queue when its data dependencies have been satisfied. In addition to this Work routines are constructed which are capable of assuming the identity of any process that will appear on the queue. A fixed number of these routines are devoted to the library. They are activated (created, forked, etc. ) at the outset of the computation and remain activated throughout the course of this computation. Within this scheme calls to matrix vector routines (for example) are not made explicitly, they are instead put on the process queue to be performed as soon as they can be picked up by one of the workers through the scheduler mechanism. Transportability is achieved because the actual references to machine specific synchronization primitives are isolated in two low level SCHEDULE and are very few in number.
This together with the specific means for creating or forking processes are the only things that need to be changed when moving from one machine to another. A schematic of the abstract idea behind the scheduler is represented in Figure 6 .2 below We find the subject challenging and rewarding in terms of its potential. We encourage others to join us in pursuing the means to provide useful methodologies and software techniques to enable us to make effective use of the developing hardware.
