Introduction
Let 0 l9 tf 2 > •••»tffc t>e relatively prime integers >1. The problem of Frobenius consists in determining the largest integer g(a l , 0 2 , ..., a k ) with no integral representation a i x l +a 2 x 2 -i HGk x k> x i ^ 0· In later years, the number n(a i9 a 2 , ..., a k ) of positive integers with no such representation has also been studied.
A closer description of Frobenius' problem, with an extensive list of references, can be found in Seimer [3] . In the present paper, we give a complete, explicit solution in the case k = 3. The solution was found when Beyer wrote his thesis [1] under the supervision of Seimer.
The result was presented by Seimer at the 17. Scandinavian congress of mathematicians in Aabo (Turku), Finland in August 1976. Among the audience was Öystein Rödseth. He got interested in the method of solution by continued fractions, and managed to simplify the resulting formula. In particular, by using negative division remainders, he could replace our M-function in 2 m arguments by the minimum of two numbers only.
Rödseth's solution will appear in this Journal [2] . Even if our formula has been simplified by him, we think that our solution, äs the first one, deserves publication. This is particularly so since our method represents a very natural application of the general principle used in [3] , introducing a certain diagram of residues modulo a it A similar graphic Illustration does not seem possible by the method of Rödseth.
We shall describe our method by carrying through the first Step, introducing the M-function. The general step involves many elementary but tedious manipulations with continued fractions. For this reason, and since our result is superseded anyway, we content ourselves with stating the final formulas for g(a ly a 2 , a 3 ) and n(a l9 a 2 , a 3 ) without proofs.
We arrived at our complete solution by actually working through the first Steps one by one.This included calculations regarding the relative strength of the successive conditions. Some of these numerical results are stated.
The method of proof
Our method is based on the following Lemma and Theorem of [3] , here specialized to k = 3:
Let L be a complete System of residues /öÏ (moda^. For each /EL, there is a smallest positive integer t t = l (mod a t ) with a representation by a 2 and a 3 . Then (1) g( !, e 2 , %) = max f, -â! (2) Ë(ï 1 ,á 2 ,á 3 )= Ó ß/--" 1 "
-C-r "t Ë «l fe 2 As shown in [3] , § 3, II, we may assume that a± , a 2 and a 3 are coprime in pairs (and of course independent, that is, none of the basis elements a l9 a 2 , a 3 has a representation by the other ones). We put
By the diagram (3. 6) of [3] , it is shown that
The formula (6) is due to Hofmeister.
Before proceeding, the reader is recommended to study the proof in [3] of this result.
To apply (1), we must form all integral linear combinations (8) and reduce them to the smallest non-negative residue (mod á±}. We mark these combinations in a coordinate System where the x-axis points horizontally to the right and the y-axis vertically downwards. The diagram (3. 6) of [3] can then be given with coordinates (x, y) s follows :
Within this diagram, the combinations (8) represent all residues (mod a t ) once and once only, because of (3) and (5). When (7) is satisfied, we get (6) from (1) by inspection of the two lower right corners.
When (7) is not satisfied, the diagram of (9) must be extended, to see if we can find smaller repr sentatives xa 2 +ya$ for some of the residue classes (mod^). As before, nothing is gained by extension to the right, since sa 2 can always be replaced by the congruent but smaller a 3 . We also note that in position (r, 0), we have ra 2 -f qa 3 = ra 2 4-q -sa 2 = (qs + r) a 2 = a l a 2 = 0 (here and in what follows, all congruences are taken modulo a^. Consequently, no minimal representatives xa 2 +ya 3 will be found in the right "angle" with (r, q) in the upper left corner. The only possible extension of (9) is therefore below the last, incomplete line.
To perform this extension we put
et us so far assume p > 0. The first step of our process then yields the diagram of Fig. 1 . The horizontal "leg" and the narrow stripe below it represent the points of (9) We shall denote the corresponding combinations (8) by
The congruence á,· ÎÎ t is then an easy consequence of (3) and (5).
In particular, no residue class 0 will occur in the blocks B t . However, this residue is represented directly below B m , by the point The first r-p points of the line immediately below B m will therefore be congruent to the last r-p points in the stripe above B (cf. the residue 0 in the point (r, q) to the right of this stripe). If the former points represent larger combinations xa 2 +ya$ than the latter ones, it is not necessary to extend the diagram below B m . The condition for this can be found by comparing the two points representing the residue 0:
When this condition is satisfied, the "candidates" for /, of (1) are all found in the diagram of Fig. 1 . To determine max/j, it is further clear that we only need to take into account the lower right corner of each block A { and B i9 that is, the values o^ and ß t of (11). In addition, we must also consider the rightmost element ß 0 = (r -l)a 2 + qa 3 of the stripe above B 1 . On the other hand, we can delete ß m from the list, since ß m = a m , and ß m >a m is an easy consequence of (10) and (12).
For / = l, 2, ..., m -l, we must choose the corresponding t l = a f = i äs the smallest one of a f and ß t . Under the condition (12), the formula (1) thus gives Substituting a f and ß t from (11), and placing a common addend outside the M-symbol, we get the final result of the first step of the process:
The formula is valid under the condition (12). Under the stronger condition (7), it is easily seen that (14) leads to Hofmeister's formula (6).
We shall also calculate the number (2) of positive integers with no representation by 04 , a 2 and a 3 . For this purpose, we must determine the complete System of minimal residues t t in Fig In both cases, it is clear that the remaining minimal residues t l must be fetched from the blocks
(the set of B t is empty if /l = 0).
Having thus determined the System // in Fig. l , the summation in (2) is straightforward, and yields The formula is valid under the condition (12). Under the stronger condition (7), we must choose >l = 0. It is then easily verified that (15) leads to the formula for n(a^a 2 
General results
If (12) is not satisfied, we must continue the diagram of Fig. l below B m . We get a "staircase" where the "steps" are getting taller and narrower s we proceed downwards. It turns out that the shape of the staircase depends on the continued fraction algorithm for the ratio á±: s.
The first two Steps of this algorithm are in fact already performed by (5) and (10), which we willwrite äs 0 < r 0 < s 0<r l <r 0 .
The general
Step is given by r n = q n +2 r n+ 1 + r n+2 , 0 < r n+ 2 < r n+ 1 .
Since (a 1? a 3 ) = l => (a i9 s) which turns out to be "typical" for the conditions appearing in the successive Steps of the diagram extension.
As already mentioned in the introduction, we refrain from a complete proof (to be found in [1] ) of the general case. We content ourselves with indicating the shape of the staircase and stating the final results.
The "corners" of the staircase are completely described by the coordinates of the zeros, the two first of which are included in If -?-<-~, we must proceed further downwards. We skip a sequence of angles
with zeros in (r 2 -&r 3 , P 2 + kP 3 ), and focus attention on the angle given by By now, the shape of the staircase should be clear.
Having selected the correct one among the angles (r 2 , P 2 ), (r 4 , P 4 ), ..., we repeat the arguments for the angle (r 0 , P 0 ) of Fig. l , and get the final result:
Theorem. In the above notation, let the integer n be determined by
For « = 0, the left inequality of (17) coincides with (16). The right inequality takes the correct form a$<sa 2 if we make the natural definition / > _ 1 = 1, r. { =s. The equivalence between (14) and (18) is then also immediately verified.
A few more remarks to the Theorem may be appropriate.
Using t of (4), the condition (17) may also be expressed in terms of continued fraction convergents:
Substituting r 2 "_ l = q 2n+ l r 2 " + r 2 " +1 and replacing q 2n+ { -i -l by /, the argument of M in (18) takes the slightly simpler form (r 2n +\ 4-/r 2n ) a 2 (still with With pairwise coprime and independent basis elements a i9 a 2 and a 3 , one can further prove the following results:
It suffices with proper inequalities in (17), since equality can never occur.
The 2q 2n+1 arguments under the M-symbol in (18) are all different.
The continued fraction algorithm cannot terminate with r 2 "_! = !, r 2 " = 0 (which would leave q 2n+1 and r 2n+l undefined).-If r 2n = l, r 2n+1 =0 9 the completion of the staircase is analogous to the Situation described for n = 0 at the end of § 2 above.
We shall also (without proof) extend the formula (15) to the general case. The M-function of (18) In both cases, application of (2) As mentioned in the Introduction, our results have been improved by R dseth [2] . Using negative remainders in the division algorithm for a { : s (that is, determining a semiregular continued fraction), he is able to replace our Af-function by a minimum of two numbers only.
R dseth also treats the example (20). The numerical calculations involved for g(a l5 a 2 , # 3 ) are of practically the same extent by the two methods. We must determine an M-function in four arguments instead of his minimum of two numbers. On the other band, we need only four Steps of the Euclidean algorithm where he needs five.
Permutation of the basis elements (cf. § 4 below) may lead to shorter division algorithms. R dseth gives a permutation of (20) where two Steps suffice for his algorithm, while we cannot get less than four steps by our method for any permutation.
On the strength of the successive conditions
The strongest condition involved above is (7), which ensures that max/, is found in the diagram (9), thus leading to Hofmeister's formula (6). Since this strongest condition is also the simplest one to apply, it may be of interest to examine the strength of (7). This can be considered from two different points of view: 1) We may assume (21) a l <a 2 <a 3 , and ask for the "simplest" basis satisfying (21) but not (7). An easy calculation shows that this basis is given by «i = 5, a 2 = 7, 0 3 = 8 .
2) We may allow permutations of a { , 0 2 , 0 3 , and ask for the smallest value of max^, 0 2 , 0 3 } such that (7) fails for all six permutations. Some more calculations show that this is the case for 
