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Abstract
Graph is an extremely useful representation of a wide variety of practical systems
in data analysis. Recently, with the fast accumulation of stream data from various
type of networks, significant research interests have arisen on spectral clustering
for network streams (or evolving networks). Compared with the general spectral
clustering problem, the data analysis of this new type of problems may have
additional requirements, such as short processing time, scalability in distributed
computing environments, and temporal variation tracking.
However, to design a spectral clustering method to satisfy these requirement cer-
tainly presents non-trivial efforts. There are three major challenges for the new
algorithm design. The first challenge is online clustering computation. Most of
the existing spectral methods on evolving networks are off-line methods, using
standard eigensystem solvers such as the Lanczos method. It needs to recompute
solutions from scratch at each time point. The second challenge is the paralleliza-
tion of algorithms. To parallelize such algorithms is non-trivial since standard
eigen solvers are iterative algorithms and the number of iterations can not be pre-
determined. The third challenge is the very limited existing work. In addition,
there exists multiple limitations in the existing method, such as computational
inefficiency on large similarity changes, the lack of sound theoretical basis, and
the lack of effective way to handle accumulated approximate errors and large
data variations over time.
In this thesis, we proposed a new online spectral graph clustering approach with
a family of three novel spectrum approximation algorithms. Our algorithms
incrementally update the eigenpairs in an online manner to improve the com-
putational performance. Our approaches outperformed the existing method in
computational efficiency and scalability while retaining competitive or even better
clustering accuracy. We derived our spectrum approximation techniques GEPT
and EEPT through formal theoretical analysis. The well established matrix
perturbation theory forms a solid theoretic foundation for our online clustering
method. We facilitated our clustering method with a new metric to track accumu-
lated approximation errors and measure the short-term temporal variation. The
metric not only provides a balance between computational efficiency and cluster-
ing accuracy, but also offers a useful tool to adapt the online algorithm to the
condition of unexpected drastic noise. In addition, we discussed our preliminary
work on approximate graph mining with evolutionary process, non-stationary
Bayesian Network structure learning from non-stationary time series data, and
Bayesian Network structure learning with text priors imposed by non-parametric
hierarchical topic modeling.
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Chapter 1
Introduction
Graph is an extremely useful representation of a wide variety of practical systems [270,
124, 201, 9, 42, 7, 64, 238, 18, 49, 193, 155, 129, 255], which has the advantage to uncover
explicit or implicit dependency relations between structural components (spatial or temporal)
among data [58]. In many real-world graphs, communities usually represent key behavioral or
functional units within graphs [151]. Such finding has encouraged researchers to contribute
considerable efforts on community detection in graphs [56, 33, 91].
In data analysis, graph communities are typically described as groups of nodes with denser
connections inside groups and sparser connections between groups and the partitioning of
a graph into communities is called graph clustering [231] or community detection in graphs
[81]. Their plentiful applications could be found in image processing [237, 200], retailers’
co-purchasing analysis [56, 93], academic collaboration and citation network analysis [80, 71,
198], real-life local social network analysis [71, 73, 82], food web analysis of animals [93, 82],
animals’ social network analysis [82, 198], web searching [80, 46],speech processing [18], and
document analysis [198].
The existing graph clustering methods could be summarized into two classes [231, 44]:
divisive clustering and agglomerative clustering. The divisive clustering is top-down meth-
ods to iteratively divide the larger vertex sets into smaller sets [152, 150, 29, 249, 237].
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The agglomerative clustering is bottom-up methods that start with single vertex sets and
recursively merge smaller sets into larger sets[56, 73]. The divisive clustering methods are
further divided into five categories: cut based clustering [78, 57, 150, 80, 46], multilevel clus-
tering [152], the betweenness based clustering [83, 29, 92, 93], random walk based clustering
[249, 241], and spectral clustering [39, 15, 237, 104, 200, 198, 18]. The typical agglomerative
algorithms are the modularity measure [199] based approaches [71, 56, 73]. It was showed
in the work of Frivanek et al. [159] that if the levels of dendrogram, the hierarchical cluster
tree, is more than 3, all these clustering problems are NP-hard .
Another important dichotomy of graph clustering techniques is heuristic and spectral
[196]. The previous discussed categories excluding spectral clustering methods all drop into
the heuristic domain. Different from most purely experiences based heuristic clustering ap-
proaches to trade optimality for speed [213], spectral clustering approaches have the advan-
tage of providing lower/upper bounds for the minimization/maximization of various graph
partitioning objective functions [196], such as normalized cuts [237] and ratio-cut measure
[45].
Recently, with the fast accumulation of stream data from various type of networks, signif-
icant research interests have arisen on spectral clustering for evolving networks ( or network
streams). Researchers have used spectral clustering techniques to investigate evolving graphs
in various applications, such as, online bloggers’ friendship networks [203, 48, 49], simulated
bird flocking movement data [267], MIT campus student friendship networks [267], and aca-
demic publication networks [247, 99].
We summarized the existing work in spectral clustering problems on evolving graph into
two parts: incremental spectral clustering [248, 158, 203] and evolutionary spectral clustering
[49, 266, 247, 99].
Incremental clustering are usually used to handle two types of clustering tasks [266]: (i)
that sequentially clusters incoming new data points that are each observed once, known
as data stream clustering [40]; (ii) that continuously clusters data points that are each
2
observed at multiple time points. The incremental clustering tasks are mainly focusing on
high computational efficiency.
Evolutionary spectral clustering aims to discover clusters in a sequence of clustering tasks
from evolving graph data [37]. It is designed specifically for evolving graph data with slowly
drifting clustering boundaries and use temporal smoothness functions to eliminate short-term
noises and improve the clustering accuracy.
In this dissertation, we are focusing on task (I) in incremental spectral clustering prob-
lems. Compared with the general spectral clustering problem, the data analysis of this new
type of problems may have the following additional requirements.
• It may need to process large scale graph stream in real-time manner with short enough
time overheads.
• It may need to alleviate the computational concern in distributed computing environ-
ments.
• It may need to track large temporal variations over time.
The applications containing those three aspects are plentiful. We discuss three examples
below.
• Online Social Networks (OSNs), such as Facebook, Twitter, and Linkedin, have made
significant impacts on reshaping the social connections and mind-share among peo-
ple. Spectral clustering techniques provide a very useful tool to track the shifting of
virtual communities and their members’ activity [263, 162]. However, the gigantic
number (millions) of users and their interactions pose great computational challenges
to the classical clustering methods. and their mutual similarity information evolves
continuously over time.
• Understanding Internet topologies is critically important for ISPs (Internet Service
Providers) to enable efficient network management and security monitoring. Currently
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such analysis relies on data information extraction on Internet Autonomous Systems
(ASs) and exploring the properties of associated graphs on the AS-levels [245]. Spec-
tral analysis has been widely used to understand the network behavior by grouping
ASs [94, 194, 245]. However, the increasing large number of hosts in the backbone
networks poses significant challenges to the fine-granularity analysis of continuously
evolving network topologies [268]. For ISPs, with always limited computational re-
sources, continuously expanding network scales, and highly preferred fast real-time
processing feature, it is important to improve the computational performance of clus-
tering methods to analyze ASs.
• A typical recommender system aggregates and directs recommendations to appropri-
ate recipients based on the opinions and behaviors of other people with the similar
interests [225, 30]. Recently recommender systems become extremely popular in E-
commerce, such as Amazon.com and Ebay.com, and online Social Networks, such as
Facebook.com. Spectral clustering demonstrated itself a very useful tool to improve
the output of recommender systems [3, 4]. However, the choice of products or con-
tents of interests available to people are gigantic, and their mutual similarity infor-
mation evolves continuously over time. For example, the Amazon’s person-to-person
recommendation networks has half a million product nodes [173]. With always limited
computational resources and continuously expanding network scales, to improve the
computational performance of classical clustering methods is important.
Those applications with new properties bring us new challenges for data analysis. The
first challenge is online clustering computation. Most of the existing spectral methods on
evolving networks are off-line methods, using standard eigensystem solvers such as the Lanc-
zos method [96], and need to recompute solutions from scratch at each time point.
The second challenge is the parallelization of algorithms. Scaling spectral clustering
algorithms to very large graph data is challenging. To parallelize such algorithms is non-
trivial since standard eigen solvers are iterative algorithms and the number of iterations can
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not be predetermined.
The third challenge is the limited existing work. Currently the existing work of online
spectral clustering on large graph streams is very limited. Although the incremental spectral
clustering method proposed by Ning et al. [203] has been designed to improve the compu-
tational performance of spectral clustering for large network streams, there exists multiple
limitations in Ning’s work, such as computational inefficiency on large similarity changes,
the lack of sound theoretical basis, and the lack of effective way to handle accumulated
approximate errors and large data variations over time.
To address these challenges, we proposed an online spectral clustering method ISSUER
(Incremental Spectral cluStering based on matrix pertUrbation thEoRy) with three novel
spectrum approximation algorithms: FOA (First Order Approximation), GEPT (General
Eigen Perturbation Theory) and EEPT (Enhanced Eigen Perturbation Theory). The FOA
algorithm is based on the first order spectrum approximation. Its eigenvalue approximation
is consistent with the results of the eigenvalue perturbation method based on Gerschgorin’s
Theorem [89] used in GEPT. The GEPT algorithm follows Wilkinson’s work [264] to create
sharp bounds for perturbed eigenvalues by shrinking the Gerschgorin disks [89]. It used Stew-
art’s invariant subspace perturbation theory [244] to approximate eigenvectors. By observing
the concerns of GEPT on computational costs and accumulated errors, we proposed our third
approach EEPT by re-investigating the theoretical formalization of Stewart’s work [244] un-
der the context of evolutionary scenario. EEPT solves both eigenvalue and eigenvector
approximation problem on the same theoretic basis of the invariant subspace perturbation.
1.1 Contributions
The major contributions of this thesis are as follows.
• We proposed a family of three novel spectrum approximation algorithms. Our al-
gorithms incrementally update the eigenpairs in an online manner to improve the
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computational performance. Our approaches outperform the existing method [203]
in computational efficiency and scalability while retaining competitive or even better
clustering accuracy.
• We derived our spectrum approximation techniques GEPT and EEPT through formal
theoretical analysis. The well established matrix perturbation theory forms a solid
theoretic foundation for our online clustering method.
• We facilitated our clustering method with a new metric to track accumulated approx-
imation errors and measure the short-term temporal variation. The metric not only
provides a balance between computational efficiency and clustering accuracy, but also
offers a useful tool to adapt the online algorithm to the condition of unexpected drastic
noise.
• In our preliminary work, we developed multiple novel algorithms on evolving data. We
proposed a novel generative frequent subgraph mining method that used a stochastic
matrix to score label distortions in matching a subgraph pattern to a graph. We
devised our two novel non-stationary Bayesian Network structural learning algorithms
from non-stationary time series data. In addition, in the context of limited available
samples but with additional unstructured text data, we proposed a new BN structure
learning method with text priors imposed by non-parametric hierarchical topic trees
to improve the prediction accuracy.
1.2 Thesis Organization
This thesis is organized in the following way. In Chapter 2, we will outline the backgrounds
of online spectral clustering problem and our previous research work. In Chapter 3, we
will present a novel graph database mining method called APGM (APproximate Graph
Mining) to mine useful approximate subgraph patterns from noisy protein graph databases.
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In Chapter 4, we will show a new non-stationary Dynamic Bayesian Network structure
learning method based on RJMCMC, domain knowledge on potential regulator detection,
and a flexible lag choosing mechanism to predict biological gene regulatory networks from
microarray data. In Chapter 5, we will introduce another novel non-stationary Dynamic
Bayesian Network structure learning method based on Markov Chain Monte Carlo (MCMC)
and Perfect Simulation techniques to model the time varying gene regulatory networks in
the same data sets studied in Chapter 4. In Chapter 6, we will present a new Bayesian
Network structure learning approach with text priors that is investigated and demonstrated
in psychometric domain. In Chapter 7, we will show how to design various eigen system
approximation techniques to propose our new online spectral clustering method, ISSUER.
Finally, in Chapter 8, we conclude our thesis and discuss our future work.
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Chapter 2
Background
In this chapter, we will first introduce the backgrounds of our online spectral clustering
problems and of our previous research work.
2.1 Unsupervised Learning of Graphs
Machine learning may be divided into two categories: supervised learning and unsupervised
learning. While the goal of supervised learning is to find a mapping function from data
points to labels (categories or real numbers) to minimize a chosen loss function, unsupervised
learning aims to find patterns (or structures) over or beyond the pure noises among data
to build a new, compact and more informative representation of the input [90]. The mined
patterns could be used to help a supervised problem and get validated or could be applied
to organize and visualize the data [25].
The models dropping into the category of unsupervised learning are very plentiful, for
example, clustering [136, 23, 218], Principle Component Analysis (PCA) [138, 137, 236],
Mixture Model [17, 220], Graphical Statistical Model [146, 236], Hidden Markov Model
(HMM) [216, 21], and many subfields of Data Mining, such as, substructure mining [270,
124, 112], association rule mining [35, 95], frequent sequence mining [272, 258], ranking
[206, 156], etc.
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The representation of graphs is used to encode the networks in many applications of
machine learning, e.g. biology [155, 129, 278, 171], chemistry [270, 201], drug design [98],
social science [18, 49], document management [7, 64], security [42], image processing [238, 18],
and education [239, 31].
Unsupervised learning of graphs aims to mine patterns from graphs, e.g. frequent sub-
graph mining [270, 124, 201], aggregated synopsis graph mining on graph stream [9, 42],
cluster centroid learning in the clustering problem on graphs [7, 64], and graph clustering on
graphs [152, 150, 29, 249, 238], etc..
In this thesis, we are focusing on two types of models in unsupervised learning of graphs:
frequent subgraph mining and graph spectral clustering. Frequent subgraph mining is an
active research topic to detect subgraph patterns that appear in a graph database with
frequency no less than a user-specified threshold [112]. Spectral clustering is a clustering
task to transfer the minimization/maximization of a graph partitioning or cut problem into
the spectral analysis problem of different variants of graph Laplacians [196].
2.2 Graph Spectral Clustering
2.2.1 Representation of Graphs
In this section, we will give the formal definitions of graphs and other correlated important
terms.
A weighted undirected graph G is a 3-tuple G = (V,E,W ) where V is the set of
vertices of G and E ⊆ V ×V is the set of undirected edges of G with (u, v) ≡ (v, u) : u, v ∈ V .
W : V × V → R+ ∪ {0} is the function assigning a non-negative real value W (l) to each
node pair l ∈ V × V . If a link l ∈ E, then W (l) > 0, otherwise W (l) = 0.
The adjacency matrix A(G) of a weighted undirected graph G with n nodes is an n×n
matrix, where each entry ai,j = W (i, j). A is a symmetric matrix. The graph Laplacian
matrix L for a given G is defined as L(G) = D(G)−A(G), where D(G) is a diagonal matrix
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with di,i =
∑
j ai,j. The transition matrix B(G) = D
−1 × A(G).
2.2.2 Related Work on Spectral Clustering
Spectral graph clustering methods can be classified into two groups [196]: recursively two-
way approaches [237, 198] and directk−way approaches [39, 15, 104, 200, 198].
Shi et al. in 1999 [237] proposed a two-way graph clustering method based on nor-
malized cuts. Given a cut (S, V \S) of a graph G = (V,E,W ), a normalized cut is de-
fined as Ncut(S, V \S) = C(S,V \S)
assoc(S,V )
+ C(V \S,S)
assoc(V \S,V ) , where assoc(S, V ) =
∑
u∈S,t∈V W (u, t) and
assoc(V \S, V ) = ∑u∈V \S,t∈V W (u, t). By transferring minimum normal cut problem into a
Rayleigh quotient and further relaxing one of its constraints into real value domain, Shi’s
method provided a solution of second smallest eigenvector in a generalized eigenvalue system.
Newman in 2006 [198] provided a two-way clustering method based on modularity mea-
sure [199]. The modularity function is defined as Q = 1
2m
∑
i,j(W (i, j)− P (i, j))δ(gi, gj). m
is the number of edges in the graph. P (i, j) is the expected weight of the edges between
nodes i and j in the null graph model. gi and gj are the groups that nodes i and j be-
longs to. δ(gi, gj) is equal to 1 when gi = gj and otherwise -1. Newman’s method used the
configuration models proposed in [55] as the null model to simulate the right-skewed degree
distributions found in real-world networks [20]. His method provided a solution to the max-
imum modularity problem as the eigenvector with the largest eigenvalue in the modularity
matrix B, where B(i, j) = W (i, j)− P (i, j).
Chan et al. in 1994 [39] proposed a spectral k−way graph partitioning method based on
ratio-cut measure [45]. In their method, they established a connection between k−way ratio-
cut partitioning and Hall’s work on generalized weighted quadratic placement [111]. They
approximated the ratioed assignment matrix R with the eigenvectors V with k−smallest
eigenvalues of the graph Laplacian and recovered the objective partition matrix P from
V V T . Considering the expensive computation on P , they used directional cosine of two
vectors to evaluate the similarity of vertices. They provided a heuristic to form the partition
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without calculating the whole P matrix.
Alpert et al. in 1999 [15] proposed a spectral k−way partitioning heuristic based on
minimum cut measure. their method used a graph’s eigenvectors to construct a geometric
representation of the graph and reduced the original graph partitioning problem into a vector
partitioning problem. The eigenvectors of the graph Laplacian were used as the coordinates
of vectors representing vertices.
Gu et al. in 2001 [104] proposed a spectral k−way graph clustering method based on
Min-max cut measure. Given a k−way cut Π = (S1, S2, · · · , Sk), Min-max cut is defined
as Mcut(π) =
∑k
i=1
C(Si,V \Si)
C(Si,Si)
, where C(Si, Si) =
∑
u∈Si,v∈Si W (u, v). The min-max aims
at minimizing inter-cluster similarities while maximizing intra-cluster similarities. Their
method provided a solution to their Min-max cut problem as any orthonormal basis of
the subspace spanned by the eigenvector pertaining to the k−largest eigenvalues of the
normalized Laplasian.
Meila et al. in 2001 [187] proposed a spectral k−way graph clustering approach based
on random walks. They established the relation between the eigenpair of the stochastic
matrix and the generalized eigenpair of graph Laplacian. Their method solved the k-way
graph clustering problem by selecting the eigenvectors [x1, · · · , xk] corresponding to k-largest
eigenvalues and applying k-means in the k − 1 dimensional space defined by [x2, · · · , xk].
Ng et al. in 2002 [200] provided a spectral k−way clustering algorithm based on the
nCut measure. Given a k−way cut Π = (S1, S2, · · · , Sk), The nCut measure is defined as
nCut(π) = 1
2
∑k
i=1
C(Si,V \Si)
vol(Si)
, where vol(Si) =
∑
vj∈Si
∑n
l=1W (j, l) and n = |V |. Their method
solved the nCut problem by applying K-means or any other general clustering algorithm on
the eigenvector matrix corresponding to k−largest eigenvalues of the normalized Laplacian.
In addition, they analyzed the stability of generated clusters by using matrix perturbation
theory [244] by pointing out that the stability of the eigenvectors of a matrix is determined
by the eigengap.
Newman in 2006 [198] extended his two-way method into k−way division. Newman’s
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method generalized its modularity measure into a k−way by incorporating the assignment
matrix [39]. His method provided a solution of the maximum modularity problem as a
n× (k+1) eigenvector matrix R corresponding to the positive eigenvalues of the modularity
matrix. They found that the upper boundary of the number of clusters in the graph is the
number k + 1 of positive eigenvalues. With each row of R representing the features of each
node, Newman transferred the graph partitioning problem into a vector partitioning problem
on R.
2.3 Graph Clustering of Graph Streams
2.3.1 Graph Streams
Massive streams of graph data widely exist in a number of communication applications
such as social networks [48, 247, 99, 5], telecommunication networks [267] and internet
[203, 48, 49, 11]. Recently it has led to great research interests on various machine learning
problems, such as outlier detection on graph streams [6, 10] and graph clustering on graph
streams [203, 48, 247, 99]. Based on the definition of graphs in Section 2.2.1, we defined the
term, graph streams, as follows.
An evolving weighted undirected graph < G > is a sequence of weighted undirected
graphs < G1, G2, . . . , GT >, where VG1 = · · · = VGT = V . For simplicity, in the remain-
ing of the paper we write evolving graph to denote evolving weighted undirected graph.
Correspondingly we define an evolving matrix < A > as < A1, A2, . . . , AT >.
2.3.2 Related Work on Spectral Clustering of Graph Streams
The clustering problems in graph streams could be divided into two types: the traditional
node clustering of individual graphs in a stream that we called graph clustering [203, 48]
and the clustering of many different individual graphs in a stream [8, 10]. In this thesis, we
are focusing on graph clustering in graph streams.
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We summarized the related work on graph spectral clustering of graph streams into two
parts: incremental spectral clustering and the related area, evolutionary spectral clustering.
2.3.2.1 Incremental Spectral Clustering
The incremental clustering tasks are mainly focusing on high computational efficiency. Al-
though there is a large body of work on data stream incremental clustering other than spec-
trum analysis, such as, incremental hierarchical clustering [41], incremental micro-clustering
[176], and incremental correlation clustering [184] and reference therein, the existing work
on incremental spectral clustering is very limited only containing [203, 248, 158].
Ning et al. in 2007 [203] proposed an incremental spectral clustering approach based
on similarity change operations on incidence matrix. Their method reduced the computa-
tional cost by incrementally updating the eigenvalues/vectors with single similarity change
on incidence matrix. Their eigenvalue approximation is the first order Taylor approxima-
tion. Their perturbed eigenvectors is estimated based on their empirical finding that only
the neighborhoods of the nodes connecting the changed edges contribute to the changes of
perturbed eigenvectors. The computational gain of Ning’s method is only obtained in the
condition that a matrix perturbation related to affinity matrices or adjacency matrices of
graphs consists of very limited number of similarity changes.
Valgren et al. in 2007 [248] proposed an incremental spectral clustering approach to
address the applications where the entries in the affinity matrix are costly to compute. Their
method repeatedly updated the cluster representative points of clusters. By evaluating the
similarities between new points and existing cluster representatives, the new points in the
stream are assigned into the existing or new clusters.
Kong et al. in 2011 [158] proposed an incremental spectral clustering that combines
Ning’s and Valgren’s approaches. For each incoming new data point, they followed Valgren’s
work to recompute the cluster representatives. Based on the cluster representative points,
their method created new matrices to build incidence matrix and applied Ning’s similarity
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operation to update eigen systems.
2.3.2.2 Evolutionary Spectral Clustering
Evolutionary clustering aims to use temporal smoothness functions to improve the clustering
accuracy over time [37]. In recent years, this approach has greatly expanded in classical
graph clustering algorithms, such as evolutionary agglomerative hierarchical clustering [108],
evolutionary density-based clustering [154], and evolutionary spectral clustering [49, 247, 99,
266].
Chi et al. in 2007 [48] proposed a novel evolutionary spectral clustering approach that
provided two temporal smoothing frameworks. The first framework, Preserving Cluster
Quality (PCQ), considered how well the current model fits to the historical data. The second
framework, Preserving Cluster Membership (PCM), considered how well the current model
is consistent with the historical model. Based on these new criteria, they incorporated these
temporal cost functions into the objective functions and provided relaxed solutions based on
the spectrum analysis.
Tang et al. in 2008 [247] extended the evolutionary spectral clustering method to the
multi-mode networks by introducing the temporal smoothness regularization in the block
model. Their method encoded the interactions between two modes and clustering result of
neighboring time stamps as general attributes. Hence, their method transferred the dynamic
multi-mode graph clustering problem to the classical attribute-based clustering problem
solved with singular value decomposition (SVD) and k-means.
A similar temporal cost function formalization as [48, 49] was used by Green et al. in
2011 [99] to propose an new Dynamic Spectral Co-Clustering algorithm (DSCC) that simul-
taneously groups clustered objects and their features over time. Their method incorporated
the regularization term that calculated the difference between clustering centroid prediction
and historical results. They followed Dhillon’s work in [69] to solve it with truncated singular
value decomposition.
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Xu et al. in 2011 [266] proposed an new evolutionary clustering framework that adaptively
estimated the optimal smoothing parameter using a shrinkage approach. They estimated the
true proximity matrix by minimizing the squared Frobenius norm of the difference between
the true proximity matrix and the smoothed proximity matrix. They adaptively estimated
the forgetting factors of the regularization terms in an iterative way to calculate the sample
means and variance in various cluster memberships.
2.4 Frequent Subgraph Mining
Frequent subgraph patterns are substructures that occur in a graph database (or a set of
graphs) with frequencies equal to or above thresholds predefined by users. Frequent subgraph
mining methods are the algorithms proposed to extract these frequent subgraph patterns
from graph data.
Generally, in the frequent subgraph mining problem, we define a labeled graph as a 5-
tuple G = {V,E,ΣV ,ΣE, λ} where V is the set of vertices of G and E ⊆ V × V is the
set of undirected edges of G. ΣV and ΣE are (disjoint) sets of labels and labeling function
λ : V → ΣV ∪E → ΣE maps vertices and edges in G to their labels. A graph database D
is a set of graphs.
The frequent subgraph mining problem suffers from intensive computation due to two
reasons: (1) subgraph matching is known as an NP-complete problem and hence it is unlikely
we will have a polynomial running time solution in general context with the exception of
planar graphs, and (2) the total number of frequent patterns may grow exponentially in the
number of graphs in a database and in the average size of the graphs in the database. Hence,
many heuristics have been developed to speed up the subgraph mining procedures.
There are multiple ways to classify these frequent subgraph mining methods [165], such
as the classification based on algorithmic approach (apriori and pattern growth), the classi-
fication based on search strategy (depth-first and breadth-first), the classification based on
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input graphs (a single graph and a set of graphs), and the classification based on output
patterns (complete pattern set and partial pattern set).
In this thesis, we will introduce the existing graph mining methods based on their search
strategies.
2.4.1 Breadth-First-Search Frequent Subgraph Mining Methods
Breadth-First-Search (BFS) is a search strategy that explores a spanning tree of a graph
with the order of being from left to right across levels.
Holder et al. in 1994 [119] provided a method called SUBDUE that used the Minimum
Description Length (MDL) principle [226] to evaluate the quality of proposed substructure
candidates. In SUBDUE, the MDL theory stated that the description length of the best
substructures to represent the whole data should be the minimum. SUBDUE is a pattern
growth based approach that extends the existing pattern candidates by attaching a single
edge. For every size of patterns k, only a limited number of structure patterns with the best
MDL scores are retained. SUBDUE does not claim the completeness of output pattern set.
Inokuchi et al. in 2000 [135] proposed a frequent induced subgraph mining algorithm
called AGM (Apriori based Graph Mining). A subgraph H = (VH , EH) of G = (VG, EG) is
induced if there existing a bijective function f such that for each e ∈ EG f(e) ∈ EH . AGM
encoded an identical induced subgraph with the canonical form of its adjacency matrix. The
canonical forms of subgraphs were used to speed up the subgraph isomorphism. It used the
join operation on two k sized similar patterns to propose a new (k + 1) size pattern that is
called the Apriori based candidate enumeration.
Kuramochi et al. in 2001 [160] proposed a frequent subgraph mining algorithm FSG
(Frequent SubGraphs). It used the adjacency-list representation to encode a graph. FSG
enumerated new pattern candidates by adding an edge to the existing patterns. The canon-
ical form of the adjacency-list were proposed to speed up the computation.
Kuramochi et al. in 2004 [161] proposed a fast subgraph mining algorithm HSIGRAM to
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mine a complete pattern set on a single large graph. HSIGRAM used maximal independent
set to find the edge-disjoint embeddings of the subgraphs. It iteratively enumerate the new
candidates with the size (k + 1) based on the join operation on two k-size subgraphs that
have a common (k − 1)-size subgraph. HSIGRAM took the time-memory trade-off to only
store partial information of the embeddings.
2.4.2 Depth-First-Search Frequent Subgraph Mining Methods
Depth-first search (DFS) is a search strategy that explores a spanning tree of a graph with
the order of being down paths and being from left to right.
To target the computational issue of the join candidate enumeration operation and prun-
ing false positives in AGM [135] and FSG [160], Yan et al. in 2001 [270] developed the first
DFS graph mining algorithm gSpan (Graph based Substructure pAttern miNing). gSpan
used DFS lexicographic order and minimum DFS code as a novel canonical labeling system
to support the DFS search. It expanded the existing patterns by attaching a single edge to
enumerate new candidates. It used Ullmans subgraph isomorphism matching algorithm and
chose the pre-order traversal of the DFS code tree.
Borgelt et al. in 2002 [27] proposed a new frequent substructure mining algorithm to
mine common patterns from molecule structures. It used candidate growth strategy to
extend candidate size and avoided frequent re-embeddings.
Yan eta al. in 2003 [271] proposed a new frequent closed subgraph mining algorithm
CloseGraph (Closed Graph pattern mining). A frequent subgraph pattern is closed if there
are no super-patterns that has the same support values. The closed subgraph patterns are
used to dramatically reduce the number of patterns in real-world application. CloseGraph
was a DFS algorithm designed based on gSpan [270]. It used techniques such as equivalent
occurrence and early termination to further prune the candidate search space. It outper-
formed gSpan in computational time with 4-10 factors in large graph databases (graphs with
more than 32 edges).
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Huan et al. in 2003 proposed a new graph mining algorithm called FFSM (Fast Frequent
Subgraph Mining) [124]. FFSM used Canonical Adjacency Matrix (CAM) to encode the
canonical form of a substructure pattern. FFSM considered the concerns of the multiple
candidate generation issue in the join operation and the node attaching restriction issue in
the extension operation. It provided two new candidate enumeration methods, FFSM Join
and FFSM-Extension, on the suboptimal CAM tree. Through these strategies, it avoided
the subgraph isomorphism checking.
Huan et al. in 2004 proposed a new frequent subgraph mining algorithm SPIN (SPanning
tree based maximal graph mINing) [128]. In order to dramatically reduce the total number
of substructure patterns, SPIN mined only maximal frequent subgraphs. SPIN combined
the frequent spanning tree mining and frequent subgraph mining techniques. It first mined
all frequent trees in a spanning tree forest from a general graph database and then retrieved
all frequent maximal subgraphs from the trees.
Nijssen et al. in 2004 proposed a frequent substructure mining method called GASTON
(GrAph/Sequence/Tree extractiON) [202]. GASTON is capable of mining frequent pathes,
trees and graphs based on the pattern enumeration procedure of path-¿tree-¿graph. GAS-
TON acquired the free trees from the same backbones (pathes) of existing tree free patterns
and enumerated new frequent free tree candidates. It enumerated new graph pattern can-
didates by the cycle closing refinement operation that connects existing nodes in on a free
tree or path.
Liu et al. in 2009 proposed a new subgraph pattern mining method called JPMiner [177].
JPMiner was designed to mine jump patterns alleviate the issue of the explosive number of
patterns on the condition of low support value thresholds. A subgraph pattern is called
σ-jump pattern if the differences between its and its super-graphs’ support values are more
than σ. JPMiner integrated the operation of checking jump patterns into the well-known
DFS code tree enumeration framework.
Hsieh et al. in 2010 proposed a new closed subgraph mining algorithm TSP (Temporal
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Subgraph Pattern algorithm) [121] to mine frequent temporal closed subgraph pattern from
temporal heterogeneous information networks (HIN). In HIN, the nodes could be various
types of entities and the edges represent multiple interactions between entities and time
intervals on these interactions. TSP introduced the TSP-tree, k-level of which only exists
k-length (the number of edges) patterns, to enumerate frequent patterns. It followed the
extension enumeration strategy to do the DFS along the TSP tree.
Li et al. in 2011 proposed two novel graph mining algorithms RP-FP and RP-GD [174] to
mine the representative pattern set to summarize the frequent subgraphs in a graph database.
They used σ-jump patterns [177] as the representative patterns. RP-FP extracted a repre-
sentative set from frequent closed subgraph patterns. It provided a tight ratio bound, but its
computational requirement is intense. RP-GD used three heuristic operations, Last-Succeed-
First-Check, Reverse-Path-Trace and Nephew-Representative-Based-Cover, to improve the
computational cost. But it cannot provide a ratio bound.
2.5 Probabilistic Graphical Models
Probabilistic Graphical Models (PGM) are important unsupervised learning techniques that
use a graph-based representation as the basis for compactly encoding a complex distribution
over a high dimensional space [157]. PGM models are explored since late of 1980s to ad-
dress problems of tabular probabilistic models, such as the exponential storage requirements,
the exponential cost of computing marginal and conditional probabilities, and the lack of
explicitness of the models [232].
In PGM models, nodes represent variables in various problem domains and edges repre-
sent the probabilistic relations between variables. They are capable of providing a compact
and factorized form for the joint distribution of a set of variables.
The statistical graphical models mainly consist of two types of important families of mod-
els, Bayesian Networks (BNs) [116] and Markov Networks [255], based on the property of
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graph edges (directed or undirected) [157]. In Bayesian Networks, the dependencies of distri-
butions are encoded as acyclic directed graphs while in Markov Networks the dependencies
are represented as undirected graphs.
2.5.1 Learning Markov Networks
In Markov network, an undirected graph structure G : G = (X,E) with the nodes represent-
ing random variables X = {X1, . . . , Xn} and the edges in the graph representing conditional
independencies among X. Given all the maximum cliques C in G, P (X) = 1
Z
∏
ci∈C gci(Xci)
where gci(Xci) is a non-negative potential function of Xci , Xci is the nodes of the clique ci,
and Z is the normalization constant that is equal to
∑
X
∏
ci∈C gci(Xci). P (X) is called the
Gibbs distribution.
There are three data analysis tasks in the Markov network problem: (I) Inference prob-
lem; (II) Parameter learning problem; (III) Structure learning problem.
For the task (I), given a graphical model G, the models need to calculate the marginal
probability of a single variable or a set of variables. For the tasks (II) and (III), the models
need to learn the parameters and graph structures from data.
For the inference problem, the major inference algorithms have variable elimination [280],
belief propagation [275], message-passing [254, 265], and Power EP [189] etc.. For the param-
eter learning problem, the Maximum Likelihood Estimation (MLE) guarantees the global
optimum although the closed form is impossible. The approximation and heuristic methods
designed to reduce the computational cost of with iterative methods have simple gradient
ascent [188], stochastic gradient [251], Score Matching [131], and the loopy belief propaga-
tion [274] etc.. For the structure learning problem, there exist two types of algorithms: score
based approaches and independence based approaches. The score based approaches are used
for the further inference tasks. The major methods have the top-down search that enumer-
ates the candidates improve the conditional log-likelihood [186], L1-regularized based search
[223], bottom-up search [66] and reference therein. The independence based approaches are
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used to investigate the local structures in the networks. The methods have statistical in-
dependence tests [242, 181], local-to-global strategy [14], the Grow-Shrink Inference-based
Markov Network (GSIMN) [32], the Particle Filter Markov Network (PFMN) algorithm
[182], and reference therein. For a recent survey for markov network learning and inference,
refer to [157, 232]
2.5.2 Learning Bayesian Networks
A Bayesian Network uses a directed acyclic graph to encode probabilistic dependency re-
lationships among variables of interest [116]. It is another important probabilistic graphic
model. A static BN is defined by a graph structure G, and a complete joint probability
distributions of its nodes P (X) = P (X1, . . . , Xn). The structure G : G = (X,E) is an
directed acyclic graph (DAG), which contains a set of variables X = {X1, . . . , Xn}, and a
set of directed edges E, which define the causal relations between variables. Since the graph
structures of static BNs are directed acyclic, the joint distributions can be decomposed as
P (X1, . . . , Xn) =
∏
i P (Xi|πi), where πi is the parents of the node (variable) Xi. We called
this decomposition as the chain rule of conditional probability.
There are mainly three major problems in learning Bayesian Networks: (I) inference
problem; (II) probability learning problem; (III) structure learning problem.
The inference task in Bayesian Network aims to calculate the posterior marginal probabil-
ity or the most probable instantiation (the most probable explanation) of a single node or a
set of nodes given the evidence E [211, 106]. It was proved that exact probabilistic inference
in general is NP-hard [59]. The important exact inference algorithms include Pearl’s work on
message propagation inference algorithms [209, 210], junction tree algorithm [168], Arc re-
versal/node reduction algorithms [233, 234], and Variable elimination (VE) algorithm [280].
To alleviate the computational concerns of exact inference algorithms, researcher developed
approximate algorithms that contain Monte Carlo algorithms [179, 47], Model Simplification
algorithms [250, 147, 166], Search based algorithms [72, 230], and Loopy Belief Propagation
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algorithms [259, 207].
The probability learning problem in Bayesian network aims to learn the parameters in
a Bayesian network structure. In general there are two assumption settings in probability
learning problem: the maximum likelihood learning (MLE) and the Bayesian setting [65].
In MLE the parameters are exact probabilities while in Bayesian the parameters are for
the conditional density functions to model the conditional distributions in a network struc-
ture. The assumptions for data could be multi-nomial distributions [34, 115, 36] or normal
distributions [87, 118, 191]. The probability learning problem usually is treated as part of
learning the structure of a Bayesian network. The parameterizations are always indicated in
the scoring of structures.
The Bayesian network structure learning problem is also NP-hard proven by Chickering
[51]. A polynomial time complexity could be reached by learning structures with bounds
that was shown in Ziegler’s work [285]. The widely used scoring functions to evaluate the
structures have Bayesian Dirichlet (BD) metric [115], Bayesian information criterion (BIC)
metric [115], Akaike information criterion metric (AIC) [115], and Minimum Description
Length (MDL) metric [28] . The most widely used algorithms for structure learning are
heuristic scoring & searching algorithms and model averaging approaches. The heuristic
searching algorithms include greedy search [60, 52], Genetic algorithms [167, 257], and Sim-
ulated annealing [67] etc.. The model averaging methods are usually applied into the appli-
cations with not much data and no models above others. The dominant techniques in model
averaging are Markov Chain Monte Carlo (MCMC). The latest related work could be found
in [257, 75] and reference therein.
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Figure 2.1: An example of dynamic bayesian network.
2.6 Learning Bayesian Network Structures from Stream
Data
In many applications, data from which bayesian network models are learned are not simple
sets and instead are temporal data streams. Hence, models that not only show the relation-
ship between variables but also build the connections between the variable state trajectories
over time may explain data better than the static bayesian networks.
In order to temporal processes in stream data, Dynamic Bayesian Network (DBN) was
proposed to represent the temporal dependency among the data. It consisted of two compo-
nents: initial network and temporal transition network [193]. In the DBN setting, the basic
important assumption is the Markov assumption, that is, that P (X t|X0:(t−1)) = P (X t|X t−1).
X t are the observations at time t. An example of dynamic bayesian network structure is
shown in Figure 2.1.
The early related work on DBN models could be found in [193, 155, 129, 278]. Recently,
considering that the underlying stochastic processes that generate the time series expression
data may not be stationary, non-stationary DBN models have attracted significant research
interests [227, 102, 240, 132, 170, 70, 130, 103].
The change-point detection problems have been extensively investigated in time series
models. Recent work could be found in: PCA-based singular-spectrum transformation mod-
els [192]; non-parametric online-style algorithm via direct density-ratio estimation [153];
two-phase linear regression model [178]; a hybrid algorithm that relies on particle filtering
and Markov chain Monte Carlo [54]; the RJMCMC method [100]; The perfect simulation
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model based on product-partition [77]; change-point detection by minimizing a penalized
contrast function [169]. Researchers found that change-point modeling is a very promising
way of dealing with the non-stationarity property [54]. Hence, the current non-stationary
DBNs methods employed different change-point detection techniques to model the underly-
ing change-point processes of network structures.
Based on different strategies of applying these change-point detection techniques, we di-
vided the existing non-stationary DBN methods into two categories: purely change-point
detection based approaches [227, 102, 103] and constantly varying network learning ap-
proaches [240, 132, 170, 70, 130]. Change-point detection approaches aim to learn a se-
quence of structures and the posterior distribution of the change-points of these structures
while time varying network learning approaches are designed to learning structures for each
time points.
2.6.1 Change-point based Non-stationary Dynamic Bayesian Net-
works
Robinson et al. in 2008 [227] applied Reversible Jump Markov Chain Monte Carlo (RJM-
CMC) [100] to model the non-stationary Bayesian Network problem. They designed 10
move types to span the model space. They provided 3 settings that are Unknown Number
of transitions and Unknown Time of transitions (UNUT), Known Number of transitions
and Unknown Time of transitions (KNUT), and Known Number of transitions and Known
Time of transitions (KNKT). They used a discrete model with the assumed multinomial
distributed data with the Dirichlet prior for observations and derived an extended BDeu
score to evaluate the quality of structures.
Grzegorczy et al. in 2008 [102] applied the allocation sampler technique and introduced
a continuous-valued DBNs method that approximates the non-stationary property with a
Gaussian mixture model. They assumed Gaussian distribution with the normal-Wishart
prior for the time series observations. They used the Dirichlet prior for the weights of
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mixture vector and the truncated Poisson prior for the number of mixture labels. They
designed six Markov Chain Monte Carlo (MCMC) move types to to traverse the model state
space.
Later in 2011 Grzegorczy et al. [103] used perfect simulation technique to improve the
convergence of their sampling approach based on the same allocation sampler model [102].
They used the Metropolis Hasting algorithm to approximate the structure state space and
used perfect simulation to simulate the mixture vector of change points at each step of
sampling step. They also followed the work in [170] to decompose the complete variable set
into small clusters that reduced the computational cost.
Noticing the low estimation accuracy of Robinson’s work based on RJMCMC [227] and
potential computational concern of Grzegorczy’s approach [103], Jia et al. in 2012 [145]
proposed a new method that used the MCMC approach to sample the model state and
adapted the perfect simulation model to our multi-variate time series data. The new model
integrated with the dynamic bayesian network modeling. The algorithm is designed in
an iterative way that only directly simulate the change-points of structures at the end of
each iteration. The variances of structures between iterations are monitored to decide the
convergence of the output.
Based on their work, Ickstadt et al. [132] further generalized this non-linear BGe mixture
model into a broader framework of non-parametric Gaussian Bayesian networks.
2.6.2 Time Varying Non-stationary Dynamic Bayesian Networks
Song et al. in 2009 [240] proposed a time varying dynamic bayesian network method to
learn structures for each time point in the time series data. They used kernel re-weighting
functions to aggregate the information across time points. They used l1-regularized auto-
regressive least square solver to learn the structures. The optimization problem of the
objective function was solved by the shooting algorithm [85].
Lebre et al. in 2010 [170] proposed a new time varying networks approach based on
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first-order auto-regression and Yao’s two-stage regime-SSM model [222]. They used the
RJMCMC technique to sample the structures. Their method focuses on local structural
changes and performs node-by-node analysis. They used l1-regularized regression model with
the assumption of Gaussian distributions with the zero means on coefficient parameters.
In order to address the structural overfitting problem in [170], Dondelinger et al. in 2010
[70] introduces information sharing between segments into Lebre’s approach by introducing
a regularization scheme based in inter-time segment information sharing. They used two
information sharing strategies that include sequential information sharing based on the work
of [261] and global information sharing based on the work of [79].
Husmeier et al. in 2010 [130] investigated three regularization schemes based on inter-
segment information sharing to reduce the risk of overfitting and inflated inference uncer-
tainty. The first scheme was proposed by using the hard information coupling based on the
work on [261]. The second scheme used the hard information coupling by applying a bino-
mial distribution with conjugate Beta prior. The third one used a soft information coupling
strategy by applying a binomial distribution with conjugate Beta prior.
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Chapter 3
Preliminary Work (I): Approximate
Graph Mining based on Evolutionary
Process
We designed an approximate graph mining algorithm based on evolutionary process [139, 140,
143]. We applied our algorithm to both synthetic and real data sets. The experimental results
demonstrate that our algorithm identifies important subgraphs that can not be identified by
exact matching algorithms with a pattern discovery speed (number of patterns divided by the
running time) close to, and sometime better than, conventional exact matching algorithms.
3.1 Introduction
Frequent subgraph mining is an active research topic in the data mining community. The
graph mining techniques have been extensively applied in a wide range of applications do-
mains, such as bioinformatics [122, 126], chemoinformatics [119, 217], social network analysis
[164, 269], and many others.
Many current frequent subgraph mining algorithms share a common strategy in deter-
mining the support value of a subgraph pattern and hence deciding whether the subgraph is
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frequent. In this strategy, in matching a subgraph pattern to a graph, we require that node
labels, edge relationships, and edge labels should be the same between the subgraph pattern
and the matching graph [123]. We call this strategy exact matching 1.
Although exact matching is widely used, in applying frequent subgraph mining to real-
world applications, we observe that exact matching may not always produce the optimal
results in all applications. The situation becomes worse in those graph databases that
have a large volume of noises (in terms of node or edge label changes) and distortions (in
terms of edge relationship changes). For example, in the application of protein structure
comparison and structure motif identification, which we are specifically interested in within
this paper, graphs corresponding to protein structures often contain a large volume of noises
and distortions. In this application, noise and distortion come from a multidimensional
source: amino acid changes in proteins (which are called mutations in biology) , slightly
different geometric shape of similar proteins, and imperfect experimental measurements,
just to name a few examples. As a consequence, using exact matching posts an unrealistical
constraint in algorithm design and may miss a lot of important patterns in practice.
The goal of our research is to devise frequent subgraph mining algorithms that are capable
of identifying salient patterns in large graph database that are otherwise overlooked by using
exact matching due to the presence of noises and distortions in the graph databases. We call
this new strategy approximate graph mining.
We designed a new approximate subgraph mining method called APGM (APproximate
Graph Mining). We developed a general framework that uses a probability matrix to score
label mismatches in matching a subgraph pattern to a graph. The advantage of the strategy
is that it holds a solid probabilistic ground for a whole class of applications. Utilizing this
scoring scheme, we renewed important definitions, such as isomorphism, subgraph isomor-
phism, and redesigned the conventional support measures in this new context. We designed
1Technically, we should use subgraph isomorphism to define exact matching. The definition of subgraph
isomorphism is deliberately delayed to a later section. An intuitive description is provided here to avoid
excessive details in the introduction
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a depth-first search strategy with a set of pruning strategies.
3.2 Related work
Graph database mining is an active research field in data mining research. The goal of
graph database mining is to locate useful and interpretable patterns in a large volume of
graph data. Current exact matching graph mining algorithms can be roughly divided into
three categories. The first category uses a level-wise search strategy including AGM (Apriori
based Graph Mining) [135] and FSG (Frequent Subgraphs) [160]. The second category takes
a depth-first search strategy including gSpan (Graph based Substructure PAtterNmining)
[270] and FFSM (Fast Frequent Subgraph Mining) [124]. The third category works by
mining frequent trees, in which SPIN (SPanning tree based maximal graph mINing) [128]
and GASTON (GrAph/Sequence/Tree extractiON) [202] are the representative. Recently,
researchers extend the graph mining problem from static networks into temporal dynamic
networks [163] or involving networks [38]. We refer to [112] for a recent survey.
Frequent subgraph mining with approximate matching capability has also been investi-
gated. Chen et al. proposed a method called gapprox [43], which discovers approximate
matched patterns in a single large network. Yan et al. designed a graph query algorithm
Grafil (Graph Similarity Filtering) for approximate structure data search [273]. The algo-
rithm SUBDUE [119] considers the situation of inexact matching and includes a distortion
cost function as a solution. Zhang et al. provided a method called Monkey [282] to identify
maximal approximately frequent trees. Further the same group introduced a randomized
algorithm called RAM to find approximate subsequent subgraphs by using feature retrieval
to avoid canonical form calculation [281]. Zou et al. proposed an approximation algorithm
MUSE (Mining Uncertain Subgraph pattErns) focusing on uncertain graph database [287].
This method calculated the expected support values of patterns by considering both the
occurrences in the uncertain graph databases and the probabilities of the uncertain graph
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databases.
The differences between existing algorithms and our proposed one are below. Yan’s work
focuses on proximity measures between graphs and Chen’s work concentrates on pattern
discovery in a single large graph, which are out of the scope of our current paper. SUBDUE
did not provide a complete general frame to address the approximate match issue. It is
only applied to small databases and generates an incomplete set of characteristic subgraphs.
By using a feature set instead of the canonical form to distinguish patterns, RAM may not
provide a complete pattern set. Hence, the algorithm’s efficacy highly depends on the quality
of user-defined feature set. Different from our method and other methods, instead of the
deterministic data, MUSE addressed the uncertain data with inherent statistical properties
in nature [12, 13, 260]. It only handles the uncertain edges and quantifies the uncertainty
with the probability distributions.
Different from these existing works, we use a parametric model to determine the proba-
bility that a pattern belongs to a graph. We developed a general framework to fully utilize
a probability matrix for approximate matching, which we can apply to a number of different
applications. And our theoretic framework promises the completeness of the pattern set.
Finally we offered a practical implementation, applied it on both synthetic and real data
sets, and evaluated our method rigorously.
3.3 Theoretic Framework
We demonstrate our method called APGM (APproximate Graph Mining) with two steps.
In this section, we introduce the theoretic model. In the next section, we show our algorithm
in details.
Definition 1. A labeled graph G is a 5-tuple G = {V,E,ΣV ,ΣE, λ} where V is the set of
vertices of G and E ⊆ V × V is the set of undirected edges of G. ΣV and ΣE are (disjoint)
sets of labels and labeling function λ : V → ΣV ∪ E → ΣE maps vertices and edges in G to
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their labels. A graph database D is a set of graphs.
We also use V [G] to denote the node set of a graph G and E[G] to denote the edge set
of G. We also use ΣV [G] to denote the node labels, ΣE[G] to denote edge labels, and λG to
denote the labeling function for a graph G. Before we introduce approximate matching, we
define the exact subgraph isomorphic and the compatibility matrix.
Definition 2. A graph G is subgraph isomorphic to another graph G′, denoted by G ⊆ G′
if there exists an injection f : V → V ′, such that
• ∀ u ∈ V, λ(u) = λ′(f(u))
• ∀ u, v ∈ V, (u, v) ∈ E ⇒ (f(u), f(v)) ∈ E ′, and
• ∀ (u, v) ∈ E, λ(u, v) = λ(f(u), f(v))
Definition 3. A compatibility matrix M = (mi,j) is an n×n matrix indexed by symbols
from a label set Σ (n = |Σ|). An entry mi,j (0 ≤ mi,j ≤ 1,
∑
j mi,j = 1) in M is the
probability that the label i is replaced by the label j.
The compatibility matrix offers a probability framework for approximate subgraph min-
ing. A compatibility matrix M is stable if the diagonal entry is the largest one in the row
(i.e. Mi,i > Mi,j, for all j ̸= i). In a stable compatibility matrix, for any label i it is likely
to be replaced by itself rather than by any other symbols.
Most compatibility matrices in real-world applications are stable or almost-stable ones,
and hence for the rest of this section, we only deal with the stable compatibility matrices.
Definition 4. A graph G is approximate subgraph isomorphic to another graph G′,
denoted by G ⊆a G′ if there exists an injection f : V → V ′, such that
• ∏u∈V Mλ(u),λ′(f(u))Mλ(u),λ(u) ≥ τ,
• ∀ u, v ∈ V, (u, v) ∈ E ⇒ (f(u), f(v)) ∈ E ′, and
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• ∀ (u, v) ∈ E, λ(u, v) = λ(f(u), f(v))
Given a node injection f from graph G to G′, the co-domain of f is an embedding of
G in G′. The approximate subgraph isomorphism score of f , denoted by Sf (G,G
′), is the
product of normalized probabilities: Sf (G,G
′) =
∏ Mλ(u),λ′(f(u))
Mλ(u),λ(u)
. For a pair of graphs, there
may be many different ways of mapping nodes from one graph to another and hence may
have different approximate isomorphism scores. The approximate matching score (score for
simplicity) between two graphs, denoted by S(G,G′), is the largest approximate subgraph
isomorphism score, or
S(G,G′) = max
f
{Sf (G,G′)}
.
Definition 5. Given a graph database D, an isomorphism threshold τ , a support threshold
σ (0 < σ ≤ 1), the support value of a graph G, denoted by supG, is the average score of
the graph to graphs in the database, which G is approximately subgraph isomorphic to:
supG =
∑
G′∈D,G⊆aG′
S(G,G′)/|D| (3.1)
G is a frequent approximate subgraph if its support value is at least σ. With this def-
inition, we only use those graphs that a subgraph G is approximate subgraph isomorphic
to (controlled by the parameter τ) to compute the support value of G. We do this to filter
out low quality (but potentially many) graph matchings in counting the support value of a
subgraph. For a moderate sized graph database (100− 1000), according our experience, the
number of frequent subgraphs identified is usually not sensitive to the isomorphism thresh-
old, which makes sense since low quality graph matching has low “weight” in the support
computation nevertheless.
With the above definition, we have the support Apriori property as claimed by the
following Theorem 1.
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Theorem 1. Given a graph database D and two graphs G ⊆ G′, we have sup(G) ≥ sup(G′).
Proof. In order to prove the theorem, it is sufficient to show that for all graphs P in a graph
database, we have S(G,P ) ≥ S(G′, P ) for all graphs G ⊆ G′. This is true if the compatibility
matrix is stable ( mi,i > mi,j for all j ̸= i). The rest of the proof are trivial and are left to
interested readers.
Problem Statement. Given a graph database D, an isomorphism threshold τ , a com-
patibility matrix M , and a support threshold σ, the approximate subgraph mining problem
is to find all the frequent approximate subgraphs in D.
It is easy to adapt the frequent approximate subgraph mining algorithm to the approxi-
mate clique subgraph mining by adding the full-connection constraint. In order to keep the
consistency with our real world applications, The subgraphs shown in all the examples below
are clique subgraphs instead of subgraphs.
Theorem 2. Given a graph database D, an isomorphism threshold τ = 1, a compatibility
matrix M , and a support threshold σ, the set of approximate frequent subgraph patterns Pa
is exactly the set of frequent subgraph patterns Pf or Pa = Pf . If τ < 1, Pf ⊆ Pa.
Proof. This is the direct consequence of the support value definition 5.
3.4 Algorithm Design
Here we demonstrate a new algorithm APGM for approximate subgraph mining. APGM
starts with frequent single node subgraphs. At a subsequent step, it adds a node to an
existing pattern to create new subgraph patterns and identify their support value. If none
of the resulting subgraphs are frequent, APGM backtracks. APGM stops when no more
patterns need to be searched. Before we proceed to the algorithmic details, we introduce the
following definitions to facilitate the demonstration of the APGM algorithm.
33
Definition 6. Given a graph T , one of the embeddings e = v1, v2, · · · , vk of T in a graph G,
a node v is a neighbor of e if ∃u ∈ e, (u, v) ∈ E[G].
In other words, a neighbor node of a embedding e is any node that connects to at least
one node in e. The neighbor set of an embedding e, denoted by N(e), is the set of e’s
neighbors.
Definition 7. Given a graph T , one of the embeddings e = (v1, v2, · · · , vk) of T in a graph
G, an injection f from T to e, an isomorphism threshold τ , a compatibility matrix M , a node
v ∈ N(e), and a node label l, the approximate subgraph pattern candidate, denoted by
G|T,e,v,l, is a graph (V ′, E ′,ΣV ′ ,ΣE′ , λ′) such that
• λ′(v) = l
• V ′ = {v1, v2, · · · , vk} ∪ v
• E ′ ⊆ V ′ × V ′ ∩ E[G]
• ΣV ′ = ΣV [T ]
• ΣE′ = ΣE[T ]
• ∀ u, v ∈ V ′ : λ′((u, v)) = λG(f(u, v))
• ∏u∈V ′ Mλ′(u),λG(f(u))Mλ′(u),λ′(u) ≥ τ
With the the definitions, we present the pseudo code of APGM below.
APGM MAIN(D,M, τ, σ)
1: Begin
2: C ← { frequent single node }
3: F ← C
4: for each T ∈ C do
5: APGM SEARCH(T, τ, σ, F )
6: end for
7: return F
8: End
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APGM SEARCH(T, τ, σ, F )
1: Begin
2: C ← ∅
3: for each (e, v), e is an embedding of T in a graph G, v ∈ N(e) do
4: CL← approximateLabelSet(T,G, e, v)
5: for each l ∈ CL do
6: X ← G|T,e,v,l
7: C ← C ∪ {X}
8: H(X) = H(X) ∪ (e, v)
9: end for
10: end for
11: remove infrequent T from C
12: F ← F ∪ C
13: for each T ∈ C do
14: APGM SEARCH(T, τ, σ, F )
15: end for
16: End
H is a hash function to store candidate subgraphs and their embeddings. The hash key of
the function in our implementation is a canonical code of the subgraph X, which is a unique
string representation of a graph. We use the Canonical Adjacency matrix (CAM) and the
Canonical Adjacency Matrix code, developed in [123], to compute the canonical code of a
graph.
approximateLabelSet(T,G, e, v)
1: Begin
2: R← ∅
3: l0 ← λG(v)
4: for each l ∈ ΣV [G] do
5: if S(e, T )× M(l0,l)
M(l0,l0)
≥ τ then
6: R← R ∪ l
7: end if
8: end for
9: return R
10: End
APGM enumerates the subgraph candidates from the new proposed embeddings. The
procedure to find new embeddings are described in Definition 7. The information of neighbors
are collected at the beginning of Algorithm APGM MAIN. When all the new embedding are
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enumerated based on the embeddings of an existing subgraph, APGM has the new subgraph
candidates and each candidate has all its embeddings. The support value of a new subgraph
candidate is calculated by following Definition 4, 5 and 6. We gave one example below to
show the enumeration procedure of patterns and their embeddings.
3.5 Experimental Study
3.5.1 Data Sets
We downloaded all protein structures from Protein Data Bank (PDB). We followed [19] to
use the same software as [127] to calculate Almost-Delaunay (AD) for graph representation
of protein geometry. We took BLOSUM62 [205] as the compatibility matrix and back-
calculated the conditional probability matrix by following the procedure described in [76].
In the BLOSUM62 substitution matrix, there is only one violation of the criterion of stable
matrices– the row for methionine (MET). We normalized the row of MET with the maximum
entry inside it and other rows in the matrix according to Definition 4. We investigated two
immunologically relevant protein domain families: the Immunoglobulin V set and the Im-
munoglobulin C1 set. Immunoglobulin domains are among the most valuable to give insight
into host-defense mechanisms, and insight that can help guide development of therapies and
vaccines against refractory organisms[149]. We collected proteins from SCOP release 1.69.
For each family we created a culled set of proteins with maximal pairwise sequence identity
percentage below 30% by using PISCES server[256]. The PDB ID of Individual proteins
for two sets are shown in Table 3.1. The graph properties of two protein families are listed
in Table 3.2. We denote Immunoglobulin domain proteins as positive sample and random
proteins as negative.
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Table 3.1: Immunoevasins Protein Lists for Research
PDB ID of proteins in Immunoglobulin C1 set
Proteins for Feature Extraction (10): 1fp5a 1onqa 1ogad 1pqza 1t7va
1l6xa 1je6a 1mjul 1uvqb 1dn0b
Proteins for Leave-one-out Testing (11): 1nfda 1uvqa 1q0xl 1mjuh 1a6za
1k5na 1hdma 3frua 1ogae 1hdmb 1k5nb
PDB ID of proteins in Immunoglobulin V set
Proteins for Feature Extraction (10): 1pkoa 1ogad 1npua 1cdca 1jmaa
1fo0b 1nkoa 1mjuh 1nfdb 1qfoa
Proteins for Leave-one-out Testing (9): 1zcza 1f97a 1eaja 1mjul 1cida
1neua 1cdya 1hkfa 1nezg
Table 3.2: Graph Properties of Immunoevasins Proteins
Immunoglobulin C1 set Immunoglobulin V set
avg. node size 220 158
avg. edge size 3107 2263
max. node size 276 159
min. node size 100 96
max. edge size 4000 4030
min. edge size 1350 713
avg. density 14 14
node label size 20 20
edge label size 27 30
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3.5.2 Results
During this experimental research, we mined frequent clique subgraphs[125] in order to
enforce biological constraints on the patterns. We compared APGM with the exact graph
mining methods MGM. We chose MGM as the counterpart for the comparison because it
is an available clique pattern mining algorithm. (Any exact matching method with clique
constraint should provide the same number of patterns from a graph database.)
Experimental Protocol. We created our experimental protocol as the following:
• We randomly chose 10 proteins from each family as group I to serve as sources for
feature extraction.
• We used the remainder (positive sample) as group II for training and testing in ”leave-
one-out” cross validation.
• A negative sample set of the the same size as the positive samples in group II was
randomly chosen from PDB. The negative sample was used along with the positive
sample in training and testing.
The complete flowchart of our experiment procedure is shown in Fig. 3.1.
• In order to eliminate the effect of randomness on our classification results, we chose
the optimal parameters to repeat the procedure shown in Fig. 3.1 100 times for each
data set.
Number of Patterns Identified. We identified frequent approximate subgraph patterns
from 10 positive proteins in each family. There are two parameters that may have significant
influence on the set of mined patterns. The first is the support threshold (σ) and the second
is the isomorphism threshold (τ). For simplicity, in the following experiments in this section
we use the new support threshold σ′ = σ× |D|, where |D| is the size of the graph database,
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Figure 3.1: The procedure of experimental research
and applied the same change in support value. In Table 3.3, we run APGM with different
combinations of τ and σ and collect the total number of identified patterns. Our results
show that the total number of patterns is not sensitive to the isomorphism threshold, and
depends on the support threshold heavily. Such fact eases the worry that the parameter τ
may be too strong for deciding the number of patterns.
For the purpose of comparison, the patterns mined by two mining methods are shown in
Table 3.4 and 3.5, and the patterns acquired by APGM from Immunoglobulin C1 proteins
are also shown in Table 3.3. In our experiment, we treat a pattern set with the number
more than 10, 000 as a meaningless one because our sample space is comparatively small
and the isomorphism check is computationally expensive. From Table 3.5, we see that exact
matching fails to provide useful patterns on the Immunoglobulin V proteins, which is the
typical data set with very noisy background. In comparison, APGM does find some pattern
set with a reasonable size in such situation. (We only use rough parameter combination
grids to do the pattern search. If we increase the precision of τ and σ , more patterns will
39
Table 3.3: Number of Patterns for Immunoglobulin C1 Set acquired by APGM.
τ = 3.5 τ = 4.5 τ = 5.5
σ = 4 811 774 750
σ = 5 141 140 136
σ = 6 17 17 17
Table 3.4: Number of Patterns by APGM (τ = 0.35) and MGM on Immunoglobulin C1
Support Threshold (σ)
6 5.5 5 4.5 4
APGM(τ = 0.35) 17 24 141 202 841
MGM 16 16 126 126 660
Table 3.5: Number of Patterns by APGM (τ = 0.75) and MGM on Immunoglobulin V
Support Threshold (σ)
6 5.5 5 4.5 4
APGM(τ = 0.75) 0 0 0 160 14686
MGM 0 0 0 0 13911
be found.) In order to evaluate the quality of these patterns, we use the identified frequent
subgraphs in classification tests as discussed below.
Classification Performance. In this experimental section, we used libsvm SVM pack-
age (http://www.csie.ntu.edu.tw/thicksimcjlin/libsvm) for protein structure classi-
fication. We treat each mined pattern as a feature and a protein is represented as a
feature vector V = (vi) where 1 ≤ i ≤ n and n is the total number of identified fea-
tures. vi is 1, if the related feature occurs in the protein and otherwise vi is 0. We used
the linear kernel and default parameters for SVM leave-one-out cross validation, where
Accuracy = (TN + TP )/(TN + TP + FN + FP ) (TP, true positive; FP, false positive;
TN, true negative; FN, false negative).
We followed the procedure in Fig. 3.1 to create one data set for feature extraction and
another for training and testing on both Immunoglobulin C1 and V proteins. The classi-
fication results are summarized in Table 3.6 and 3.7. For some parameter combinations,
there are no accuracies - an event which happens under two circumstances. First, there are
no patterns found. Second, the pattern set is too big to be useful. From the tables we see
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Table 3.6: Classification Accuracy of APGM (τ = 0.35) and MGM on Immunoglobulin C1 Set
Support Threshold (σ)
6 5.5 5 4.5 4
APGM 68.18% 77.27% 86.36% 90.91% 81.82%
MGM 72.73% 72.73% 72.73% 72.73% 72.73%
Table 3.7: Classification Accuracy of APGM τ = 0.75)and MGM on Immunoglobulin V Set
Support Threshold (σ)
6 5.5 5 4.5
APGM − − − 77.78%
MGM − − − −
TP, true positive; FP, false positive; TN, true negative;
FN, false negative.
Accuracy = (TN+TP)/(TN+TP+FN+FP).
− means accuracies are unavailable.
that the classification with APGM-based feature highly outperforms those based on exact
matching. For Immunoglobulin C1 set, the classification based on feature identified by MGM
only reaches 73%, while APGM is between 69% − 91%. For Immunoglobulin V set, since
the exact matching method cannot mine any meaningful patterns, it fails in classification,
while by using APGM, we have the accuracy about 78%. It shows that our APGM has more
capability to mine useful structure information from very noisy background than general
exact matching graph mining algorithms.
We repeated the experimental procedure 100 times for both protein families. We showed
the results of average Accuracy and its variance in Fig. 3.2 and 3.3, and the results of average
Precision and Recall and their variance in Table 3.6 and 3.7. In all of three classification
measures, APGM outperformed the exact matching method MGM, which demonstrates our
previous finding in the previous single experiment.
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Figure 3.2: The Accuracy comparison between APGM and MGM on Immunoglobulin C1 set
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Figure 3.3: The Accuracy comparison between APGM and MGM on Immunoglobulin V set
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Table 3.8: Prediction Comparison betwen APGM (τ = 0.35) and MGM on Immunoglobulin C1
Precision (avg.± variance) Recall (avg.± variance)
APGM 87.87± 7.96% 62.50± 12.40%
MGM 86.79± 13.35% 48.21± 16.05%
Table 3.9: Prediction Comparison betwen APGM (τ = 0.75) and MGM on Immunoglobulin V
Precision (avg.± variance) Recall (avg.± variance)
APGM 92.90± 11.63% 47.57± 13.24%
MGM 86.26± 17.72% 30.53± 13.67%
Precision = TP/(TP+FP).
Recall = TP/(TP+FN).
For the C1 set, APGM chose two optimal parameter combinations (τ = 0.35, σ = 4.5) and (τ = 0.35, σ = 5), and MGM
chose two optimal parameters σ = 5, 6. In 200 mining times, APGM found 200 non-empty pattern sets and MGM found
185. For the V set, APGM chose two optimal parameter combinations (τ = 0.75, σ = 4.5) and (τ = 0.75, σ = 5), and
MGM chose two optimal parameters σ = 5, 6. In 200 mining times, APGM found 192 non-empty pattern sets and MGM
found 135.
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Chapter 4
Preliminary Work (II): Dynamic
Bayesian Networks based on
RJMCMC
We proposed a novel non-stationary DBNs method [141]. Our method is based on Reversible
Jump Markov Chain Monte Carlo (RJMCMC) [100] with a potential regulator detection
technique and a flexible lag choosing mechanism. We apply the approach for the gene
regulatory network inference on three non-stationary time series data. For the Macrophages
and Arabidopsis data sets with the reference networks, our method shows better network
structure prediction accuracy. For the Drosophila data set, our approach converges faster
and shows a better prediction accuracy on transition times. In addition, our reconstructed
regulatory networks on the Drosophila data not only share a lot of similarities with the
predictions of the work of other researchers but also provide many new structural information
for further investigation.
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4.1 Introduction
Recently non-stationary Bayesian network models have attracted significant research inter-
ests in modeling gene expression data. In non-stationary Bayesian networks, we assume
that the underlying stochastic process that generates the gene expression data may change
over time. Non-stationary Bayesian networks have advantage over conventional methods in
applications where the intrinsic regulatory networks are subject to changes for adapting to
internal or external stimuli. For example, gene expression profiles may go through dramatic
changes in different development stages [227], or in the invasion process of viruses [102], or
as response to changes of outside environment such as temperature and light intensity [183].
Recent work on non-stationary Bayesian networks could be found in [227, 102]. Robin-
son’s method [227] used RJMCMC (Reversible Jump Markov Chain Monte Carlo) to sam-
ple underlying changing network structures, in which an extended BDe metric (Bayesian-
Drichlet equivalent) is applied. And Grzegorczy et al. [102] proposed a non-homogeneous
Bayesian network method to model non-stationary gene regulatory processes, in which they
included a Gaussian mixture model based on allocation sampler technique [204], provided
an extended non-linear BGe (Bayesian Gaussian likelihood equivalent) metric and employed
MCMC (Markov Chain Monte Carlo) to collect samples.
There are several limitations on the existing non-stationary DBNs methods that are dis-
cussed above. First, the RJMCMC that is used in Robinson’s work [227] is a computationally
expensive approach especially in dealing with gene networks. Second, mixture model used
by Grzegorczy et al. avoided intensive computational issue by using MCMC, but it does not
capture the underlying changing network structures over time. In addition, both methods
used a fixed time delay τ= 1 that leads to a relatively low accuracy of prediction on network
re-construction [286].
In this paper, we proposed a new non-stationary DBNs approach extending the work
presented in [227] and [286]. Our method modified RJMCMC by employing a systematic
approach to determine potential regulators. We designed a flexible lag determine mechanism
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by considering the delay in the gene expression changes between potential regulators and
target genes. In this approach we efficiently reduce the model searching space, capture the
dynamics of transcriptional time delay, and speed up computation with a fast convergence.
4.2 Related Work
With a well-defined probabilistic semantics and the capability to handle hidden variables
[185], Dynamic Bayesian Networks (DBNs) are widely used on regulatory network structure
inference from noisy microarray gene expression data [84, 193, 129, 113, 278, 133, 134, 155,
195, 24].
The early work of applying BNs to analyzing expression data could be found in [84, 193].
Many works have been done since then. Hartemink et al. extended the static BNs by in-
cluding latent variables and annotated edges, and their work focused on scoring the models
of regulatory network [113]. Considering the problem of information loss incurred by dis-
cretization of expression data, Imoto et al. proposed a continuous BNs and non-parametric
regression model [133]. They used Laplace approximation to the marginal probability to in-
fer a BNRC score as the scoring metric for network models. Further, Hartemink and Imoto
extended their techniques to DBNs [155, 278]. Before the BNs, previous efforts at modeling
genetic regulatory networks fell into two categories [113, 129]: fine-scale methods utilizing
differential equations, and coarse-scale methods using clustering and boolean network mod-
els. BNs method is perceived as a good compromise of the two levels. With the challenging
of small number of samples, researchers seek additional information such as transcriptional
localization data[24], DNA sequences of promoter elements [134], and protein-protein inter-
action data[195] to improve the accuracy of gene networks reconstruction.
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4.3 Method
Structure Learning of Non-stationary Bayesian Networks
Bayesian networks (BNs) are a special case of probabilistic graphic models. A static BN is
defined by an acyclic directed graph G and a complete joint probability distribution of its
nodes P (X) = P (X1, . . . , Xn). The graph G : G = {X,E} contains a set of variables X =
{X1, . . . , Xn}, and a set of directed edges E, defining the causal relations between variables.
With a directed acyclic graph, the joint distribution of random variables X = {X1, . . . , Xn}
are decomposed as P (X1, . . . , Xn) =
∏
i P (Xi|πi), where πi are the parents of the node
(variable) Xi.
The topology of bayesian networks must be a directed acyclic graph and hence could not
be used to model the case where two genes may be a regulator of each other. As an extension
of BNs to model time series data, Dynamic Bayesian Networks (DBNs) lift the limitation
of directed acyclic graph by incorporating time in constructing bayesian networks. Given
an observed time series data D spanning T time points, the structure learning problem of
DBNs is equal to maximizing the posterior probability of the network structure G. By the
Bayes’ rule, the posterior probability is expressed as the following:
P (G|D,T ) = P (D|G, T )P (G|T )
P (D|T )
(4.1)
The current application of DBNs to gene expression data assumes that the underlying
stochastic process generating the data is stationary. Here we provide a new approach to
capture the structural dynamics of non-stationary data.
We assume the time series gene expression profile is subdivided to m segments. In each
segment, there is one graph Gi : 1 ≤ i ≤ m that dominates the segment. Given a sequence
of network structures GT = (G1, . . . , Gm), the posterior probability in Equation 1 is replaced
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by Equation 2.
P (GT ,m|D,T ) = P (D|G
T ,m, T )P (GT ,m|T )
P (D|T )
(4.2)
In applying DBNs to gene expression data, we first decide the time lag value τ , which is
the time delay between causes and effects in the time series data. Most previous work set
τ = 1 for modeling a first-order markov chain. However, evidence shows that higher-order
markov chain might better model gene expression data and biological networks [286]. Given
a maximum lag value τmax, in corresponding to the graph structure sequence G
T , we assign
a lag vector τT = (τ1, . . . , τm), in which τi : 1 ≤ τi ≤ τmax. So Equation 2 further extends to:
P (GT ,m, τT , τmax|D,T ) =
P (D|GT ,m, τT , τmax, T )P (GT ,m, τT , τmax|T )
P (D|T )
(4.3)
P (D|T ) is treated as a constant, and then
P (GT ,m, τT , τmax|D,T ) ∝ P (D|GT ,m, τT , τmax, T )P (GT ,m, τT , τmax|T )
∝ P (D|GT ,m, τT , τmax, T )P (GT |m,T )
P (τT |m, τmax, T )P (m|T )P (τmax|T ) (4.4)
In the following discussion, we specify the formula for calculating each component of
Equation 4.
The prior P (τmax|T ) is 1 because we set the τmax value when we find the potential parents
for each variable.
We are using the same assumption in [227] that the networks change smoothly over
time. We use the exponential priors on the change of network structures. We transform
the form of the sequence of graph structures GT : GT = (G1, . . . , Gm) into G
T : GT =
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(G1,△G1, . . . ,△Gm−1), where △Gi : 1 ≤ i ≤ m− 1 is the change of edges between Gi and
Gi+1. we calculate P (G
T |m,T ) as follows.
P (GT |m,T ) = P (G1,△G1, . . . ,△Gm−1)
∝ P (G1)
∏m−1
i=1 e
−λssi
∝ P (G1)e−λs
∑m−1
i=1
si
∝ P (G1)e−λsS (4.5)
,where S : S =
∑m−1
i=1 si, and si is the number of edges’ change between Gi+1 and Gi. We
have no prior knowledge on P (G1) and see the uniform distribution as the prior.
We set the exponential prior on the transition times of networks over time and calculate
P (m|T ) as the following.
P (m|T ) ∝ e−λmm (4.6)
We assume that the segments are independent and calculate P (Dh|GT ,m, τT , τmax, T ) of
each segment as the following.
P (Dh|Gh, τh, τmax, T ) =
∫
P (Dh|Gh, τh, τmax,ΘGh , T )ρ(ΘGh |Gh)dΘGh (4.7)
Ih is a segment where a network structure Gh and its corresponding lag value τh work.
ΘGh are the parameters associated with the data of one segment Ih corresponding to Gh.
ρ(ΘGh |Gh) is the probability density function of ΘGh .
We assume that the data are complete and multinomially distributed with a Dirichlet
prior on the parameters. We weight the hyperparameters of Dirichlet distribution in each
segment with the ratio of the segment length over the sample size. We calculate the BDe
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[117] score of each segment as the following:
P (Dh|Gh, τh, τmax, T ) =
∫
P (Dh|Gh, τh, τmax,ΘGh , T )ρ(ΘGh |Gh)dΘGh
=
∏n
i=1
∏qih
j=1
Γ(αij(Ih))
Γ(αij(Ih)+Nij(Ih))∏ri
k=1
Γ(αijk(Ih)+Nijk(Ih))
Γ(αijk(Ih))
(4.8)
N is the sample size of the observed data. |Ih| is the length of the segment Ih. ΘGh
are the multinomial parameters of the joint probability distributions corresponding to Gh.
ri is the number of possible discrete values of xi. qih is the number of configurations of
parents πi for the variable xi in the segment Ih. Nijk(Ih) is the times that xi had value k
in the segment Ih. Nij(Ih) =
∑ri
k=1Nijk(Ih). αijk(Ih) and αij(Ih) are the hyperparameters
for Dirichlet distributions applied in the segment Ih. αijk(Ih) is assumed to be uniformly
distributed inside a segment and is set to αijk(Ih) = α|Ih|/(riqihN). α is the equivalent
sample size.
We calculate the marginal likelihood P (D|GT ,m, τT , τmax, T ) by using the modified
Bayesian-Dirichlet equivalent ( BDe ) metric introduced in [227]. By multiplying the BDe
metric of each segment, we get the extended BDe metric equation as follows:
P (D|GT ,m, τT , τmax, T ) =
∏m
h=1 P (Dh|Gh,m, τh, τmax, T )
=
∏n
i=1
∏m
h=1
∏qih
j=1
Γ(αij(Ih))
Γ(αij(Ih)+Nij(Ih))∏ri
k=1
Γ(αijk(Ih)+Nijk(Ih))
Γ(αijk(Ih))
(4.9)
Once the parents are decided, we use a conditional probability vector p⃗τ = (p1, . . . , pτmax)
with
∑τmax
i=1 pi = 1. So P (τ
T |m, τmax, T ) is calculated by:
P (τT |m, τmax, T ) =
m∏
j=1
pτj (4.10)
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where pτj is the conditional probability of the jth component’s value in the lag vector
τT .
4.3.1 Potential regulator detection
We know that the change of expression level of most transcriptional factors (TFs) always
precedes or happens simultaneously with that of target genes[277]. This fact provides a
useful technique to find potential regulators and relative expression lag value τ . We follow
Zou’s work [286] to detect the possible TFs.
In Zou’s work, they used the expression levels of ≥ 1.2-fold and ≤ 0.70-fold compared
with the average gene expression level as up-regulation and down-regulation cutoff thresholds.
Any gene with initial up(down) change of expression level earlier is seen as the potential TFs
of genes with change of expression level later. One example of up-regulation is showed in
Figure 1. Instead of using a fixed value we relax the cutoff thresholds by taking a range
of values. For up-regulation, we use the range 1.0 ∼ 1.2, and for down-regulation, we take
the range 0.6 ∼ 0.8. In order to get all the possible TFs for each gene, we need to consider
all the combinations of possible up(down)-regulation pairs. The yeast cell cycle data set
analyzed by Zou has a limited time points (T = 16), which makes the complete search over
all possible lag values affordable. However, with the increasing sample size and number of
genes in the gene expression profiles, this searching algorithm is unrealistic and will bring
more noises and high computational cost. We developed a heuristic to limit the potential
regulator-target gene pairs for processing large data sets.
Below is our method. We first discretize the expression data by following the method
above. We then search the data and only select the initial up(down)-regulation points. Slide
the window with the width τmax from the start(t = 1) of the time series expression data to
the end (t = T − τmax + 1), where T is the length of time points. For each moving step,
the window slides one time step and only the up(down)-regulation pairs inside the window
are calculated. One example of the sliding window is showed in Figure 2. We group the
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Figure 4.1: One example of detecting a potential up-regulation pair A→ B.
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Figure 4.2: One example of the sliding window. With window 1, we found the potential up-
regulation pair A→ B. After sliding n time points, with window 2, we identified B → C.
pairs according to their time lag and calculate the posterior probability for each lag value
τ : 1 ≤ τ ≤ τmax. For each gene, its potential TFs are also collected to be used as the prior
knowledge to limit the search space during the process of structure sampling.
4.3.2 Structure sampling using RJMCMC
We choose sampling approaches rather than heuristic methods to search network structures
due to the reason that microarray expression data are usually sparse, which makes the
posterior probability of structures to be diffuse [129]. In this approach, a group of most
likely structures could explain data better than a single one. We use a sampling method
called RJMCMC (Reversible Jump Markov Chain Monte Carlo) to collect structure samples.
The details of this method are available on [100].
Compared with the move types introduced in [227], we add one new move type called
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change lag and modify most of the existing operations by incorporating more restrictions.
We also define a vector of time points LT = (L1, . . . , Lm−1), where Li : 1 ≤ i ≤ m− 1 is the
start time point where Gi+1 is applied. We use Metropolis-Hastings algorithm for RJMCMC
sampling [50]. The move set of our RJMCMC consists of 11 move types:
MT1: add edge to Gi.
MT2: delete edge from Gi.
MT3: add edge to △Gi.
MT4: delete edge from △Gi.
MT5: move edge between △Gis.
MT6: shift time, which changes a single Li’s value. This operation will trigger the checking
of τi’s value under the restriction of τi ≤ Li− 2, where 1 ≤ i ≤ m− 1, and τm ≤ T − 1.
MT7: change lag, which changes a single τi’s value. This move type needs to follow the
limitations showed on MT6.
MT8: merge △Gi and △Gi+1.
MT9: split △Gi.
MT10: create new △Gi.
MT11: delete △Gi.
Both MT8 and MT9 operations will trigger the change of dimensions of LT and τT . In
MT8, the new component of τT takes the least value of two merged components. Similarly
with MT8 and MT9, M10 and M11 will change the dimensions of LT and τT . MT1, MT3,
MT10 and MT11 follow the restriction that the edges pointed to one target gene should have
the origins from its potential regulators.
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4.4 Experimental study and evaluation
We performed all the experiments on a cluster with 256 Intel Xeon 3.2 Ghz EM64T processors
with 4 GB memory each. We implemented our method FLnsDBNs (Flexible Lag Non-
Stationary Dynamic Bayesian Networks) in Matlab.
We compare three approaches: our approach FLnsDBNs, reversible jump Markov chain
Monte Carlo Non-Stationary Dynamic Bayesian Networks (RJnsDBNs) [227], and Allocation
Sampler Non-Stationary Dynamic Bayesian Networks (ASnsDBNs) [102]. For RJnsDBNs,
we use the default setting of unknown numbers and times of transitions (UNUT) in all of the
data sets. RJnsDBNs is implemented in Java, and ASnsDBNs is implemented in Matlab. We
show the average elapsed time of three methods on two data sets in Table 1. In FLnsDBNs,
we ignore the computational cost on the potential regulator detection process because it
takes less than 0.03 second. Although the direct comparison of three approaches by using
the elapsed time is unfair due to the difference in implementation, our method shows the
comparable computational performance with ASnsDBNs.
Our experimental study is based on three data sets: (i) Bone Marrow-derived Macrophages
gene expression time series data (Macrophages data set), (ii) Circadian regulation in Ara-
bidopsis Thaliana gene expression time series data (Arabidopsis data set ), and (iii) Drosophila
muscle development gene expression time series data (Drosophila data set). To compare the
results from different data sets, we follow the evaluation method introduced in [129, 262, 102].
For each data set, we first collect gold standard reference networks as the ground truth. For
the Macrophages data set, such reference networks are available in [148, 224, 102]. For the
Arabidopsis data set, we collect the network information from [183, 228, 62, 110, 190]. For
the Drosophila data set, there is no ground truth regarding the network structure. We com-
pare our method with others by showing the commonality and differences. In case where we
have ground truth network structure (the Bone Marrow data set and Arabidopsis data set),
we use the area under receiver operating characteristic curve (AUROC) values to evaluate
the performance. We obtained the ROC curves by postprocessing the posterior probabilities
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of directed edges and taking different cutoff thresholds in [0, 1]. If the posterior probability
of an edge is greater than the threshold, we keep the edge. Otherwise, we do not keep the
edge. With the ROC curves, we evaluate the performance of different methods by comparing
the AUROC scores. In addition, for each data set, we show the posterior distribution of the
number of segments and the locations of changepoints. In all of our experimental study, we
find that the method FLnsDBNs produces compatible results with previous methods and
demonstrates better network prediction performance in all the data sets. Before we discuss
the details of experimental results, we present our data set first below.
4.4.1 Data sets
As mentioned briefly before, we evaluate our method on three data sets used in [227, 102].
We preprocess the original data sets by following Zhao’s work [283]. We set the values of
a missed time point with the mean of its two neighbors; i.e., Xi,t = (Xi,t−1 + Xi,t+1)/2 if
1 < t < T . If the missed values are at the beginning or end, simply set the same value as its
neighbor; i.e., Xi,t = Xi,t+1 if t = 1 or Xi,t = Xi,t−1 if t = T . In the following, we show the
details of each data set.
Bone Marrow-derived Macrophages gene expression data. Interferon regulatory
factors (IRFs) are proteins crucial for the mammalian innate immunity [120]. These tran-
scription factors are central to the innate immune response to the infection by pathogenic
organisms [224]. We use the Macrophage data sets sampled from three external conditions:
(I) Infection with Cytomegalovirus (CMV), (II) Treatment with Interferon Gamma (IFNγ),
and (III) Infection with Cytomegalovirus after pretreatment with IFNγ (CMV+IFNγ).
Each data set has 3 genes: Irf1, Irf2 and Irf3, and contains 25 time points with the interval
of 30 minutes. We use the network Irf2↔ Irf1← Irf3 as the gold standard and assume
the network never changes over the time.
Arabidopsis thaliana circadian regulation gene expression data. A. thaliana cir-
cadian gene expression data was sampled to understand the internal clock-signalling network
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Figure 4.3: The A. thaliana oscillator loops of the circadian clock network.
of plant. Two data sets were collected with the interval of 2h from two light-dark conditions:
10h:10h and 14h:14h light/dark cycles, both of which contain 13 time points. We choose a
group of 9 genes, LHY, CCA1, TOC1, ELF4, ELF3, GI, PRR9, PRR5, and PRR3 for anal-
ysis, which create transcriptional feedback loops. We show the referred biological regulatory
network in Figure 3. In this network, CCA1, LHY and TOC1, as core components of the
reciprocal regulation , are important for the proper function of this oscillator network in A.
thaliana [183]. CCA1 and LHY proteins’ direct binding to the promoter of TOC1 represses
the expression of TOC1, and ELF3 works as a negative regulator of light signaling to the
clock oscillator and enables the induction of oscillator output [228, 62]. The pseudo-response
regulators PRR5 and PRR9 are activated by CCA1 and LHY accompanied with light, and
repress CCA1 and LHY subsequently. G1 is activated by light and improve the expression
of TOC1. ELF4 is repressed by CCA1. And PRR3 is highly correlated with TOC1 and
together form a functional complex [208].
Drosophila muscle development gene expression data. The original transcrip-
tional profile on the life cycle of Drosophila melanogaster contains 4028 genes, nearly one
third of all of the predicted Drosophila genes. The samples were collected over 66 time steps
throughout the life cycle of Drosophila melanogaster consisting of four periods: embryonic,
larval, pupal, and adulthood periods [16]. The intervals of sampling are not even, from
overlapped 1 hour during the early embryonic period to multiple days in the adulthood.
We choose 11 genes for analysis, which are eve, gfl/lmd, twi, mlc1, sls, mhc, prm, actn, up,
myo61f, msp300. Those genes were reported to be related with the muscle development of
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Drosophila.
4.4.2 Experimental results
In this section, we compare the experimental results of three approaches: FLnsDBNs, RJns-
DBNs, and ASnsDBNs on three data sets.
The experimental results on Macrophages data. On the Macrophages data, for
each method, we run 10,000 iterations for burn-in and then take additional 40,000 iterations
to collect samples. In Figure 4, 5 and 6, we show the posterior probabilities of the numbers
of segments and changepoints on three Macrophages data sets. The sample collection of
FLnsDBNs on the Macrophages data takes about 2 minutes.
For the CMV data, we first observe that there is a high agreement among all three
methods in term of the range of the number of identified segments. The ranges are 1 ∼ 4
for FLnsDBNs, 1 ∼ 4 for RJnsDBNs, and 2 ∼ 4 for ASnsDBNs. When we compare the
distributions of the number of segments identified by three methods, we observe that ASns-
DBNs clearly identifies a dominant 3-segment in the data set while the posterior probabilities
produced by FLnsDBNs and RJnsDBNs are flat. For the predicted locations of the change-
points, FLnsDBNs identifies three posterior peaks at time stamps 4, 8, and 14. RJnsDBNs
finds four peaks at 5, 11, 14, and 19. In ASnsDBNs, two peaks happen at 1 and 4 with the
probabilities more than 0.5. There is a consensus among three methods that the most prob-
able changepoint occurs at the location 4. The results of three methods are consistent with
the biological phenomenon that the simultaneous responses of Macrophages happen under
the attack of Cytomegalovirus [102]. In order to assess the network prediction performance,
we show the AUROC scores in Table 2. We find that all methods perform well in the CMV
data with the AUROC scores equal to 1.
For the CMV + IFNγ data, all three methods identify 1 segment, which corresponds
to a coexistence state between virus and its host cell [22, 102], and have the same range of
the number of segments 1 ∼ 3. In Table 2, we find that FLnsDBNs shows a much better
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Figure 4.4: Comparison of three methods on CMV Macrophage data. Left: The posterior prob-
abilities of the numbers of segments (top: FLnsDBNs (λm = 4.05, λs = 2); middle: RJnsDBNs
(λm = 0.65, λs = 2); bottom: ASnsDBNs). Right: The posterior probabilities of the change points
(FLnsDBNs: black solid line; RnsDBNs: magenta dash-dot line; ASnsDBNs: blue dashed line).
network prediction with the AUROC score equal to 1 while in RJnsDBNs the AUROC score
is equal to 0.2222 and in ASnsDBNs the AUROc score is equal to 0.6667.
For the IFNγ data, there is a postulated transition with the immune activation under the
treatment of IFNγ. FLnsDBNs infers 2 segments and finds two posterior peaks of transition
time at 8 and 14. ASnsDBNs and RJnsDBNs infer only one segment, even though the two
methods identify a differnt posterior peak at the location around 5. On the assessment of
the predicted network structures, the AUROC scores are 0.8333 in FLnsDBNs, 0.7778 in
RJnsDBNs, and 0.6667 in ASnsDBNs. In all of three Macrophages data sets, our approach
shows the best network prediction accuracy.
For each Macrophages data set using FLnsDBNs and RJnsDBNs methods, we find that
the posterior probability distributions of any edge do not change much across different seg-
ments. This finding is consistent with the assumption that the underlying network does not
change through the time.
The experimental results on Arabidopsis data. On the Arabidopsis data, we use a
larger number of iterations in the MCMC sampling because the data set is much larger than
the Macrophages data. We run 10,000 iterations for burn-in and then take additional 990,000
iterations to collect samples. The sample collection of FLnsDBNs on the Arabidopsis data
takes about 4 hours.
58
1 2 3 4 5 6 7 8 9 10
0
0.5
1
Number of Segments (m)
P
(m
)
1 2 3 4 5 6 7 8 9 10
0
0.5
1
Number of Segments (m)
P
(m
)
1 2 3 4 5 6 7 8 9 10
0
0.5
1
Number of Segments (m)
P
(m
) 
0 5 10 15 20 25
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Time Points (t)
P
(t)
Figure 4.5: Comparison of three methods on CMV +IFNγ Macrophage data. Left: The posterior
probabilities of the numbers of segments (top: FLnsDBNs (λm = 6, λs = 2); middle: RJnsDBNs
(λm = 1, λs = 2); bottom: ASnsDBNs). Right: The posterior probabilities of the change points
(FLnsDBNs: black solid line; RnsDBNs: magenta dash-dot line; ASnsDBNs: blue dashed line).
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Figure 4.6: Comparison of three methods on IFNγ Macrophage data. Left: The posterior prob-
abilities of the numbers of segments (top: FLnsDBNs (λm = 6.5, λs = 2); middle: RJnsDBNs
(λm = 0.001, λs = 2); bottom: ASnsDBNs). Right: The posterior probabilities of the change
points (FLnsDBNs: black solid line; RnsDBNs: magenta dash-dot line; ASnsDBNs: blue dashed
line).
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In Figure 7 and 8, we show the posterior distributions of the numbers of segments and
changepoints on two Arabidopsis data sets. For the Arabidopsis T20 data, in FLnsDBNs the
range of the number of segments is 2 ∼ 3, and in RJnsDBNs and ALnsDBNs the ranges are
1 ∼ 4. In FLnsDBNs, the dominant samples are the ones with 2 segments while in AlnsDBNs
they are 3 segments. For the Arabidopsis T28 data, the ranges are 2 ∼ 3 in FLnsDBNs,
1 ∼ 3 in RJnsDBNs and 3 ∼ 5 in ASnsDBNs. FLnsDBNs infers 2 segments, RJnsDBNs
infers 1 segment, and ASnsDBNs infers 5 segments, respectively on the T28 data. In both
data sets, we find that the differences of the posterior probabilities of 2 and 3 segments are
low in RJnsDBNs and the difference between the posterior peaks of changepoints and the
time points nearby are not noticeable. Hence, for this data set, we only use a single network
in RJnsDBNs to compare with other methods. Using ASnsDBNs, the poseterior peaks of
changepoints on T20 data are 1, 5 and those on T28 are 2, 7, 10. In [102], the results of
ASnsDBNs are explained as a phase shift incurred by different dark/light cycles. However,
our approach predicts the posterior peak of changepoints both at the location 6.
We evaluated the network reconstruction accuracy of three methods by comparing with
the reference network showed in Section 3.2. We show the AUROC scores in Table 3. In
addition, we use a new comparative criteria called the TP|FP=5 counts [262, 102] to further
demonstrate the performance of our method. TP are the true positive counts; FP are the
false positive counts; TP|FP=5 are the TP counts when FP is 5. The TP|FP=5 counts of
three approaches are shown in Table 4. FLnsDBNs outperforms other two methods in both
two evaluation criteria of the AUROC score and TP|FP=5 counts on the Arabidopsis data
sets.
The experimental results on Drosophila data. For the Drosophila data, We run
10,000 iterations for burn-in and then take additional 990,000 iterations to collect samples.
The sample collection of FLnsDBNs on the Drosophila data takes about 10 hours.
We show the results of posterior probabilities of the numbers of segments and change-
points in Figure 9. ASnsDBNs predicts more than 20 segments and fails to provide a mean-
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Figure 4.7: Comparison of three methods on Arabidopsis T20 data. Left: The posterior prob-
abilities of the numbers of segments (top: FLnsDBNs (λm = 14, λs = 2); middle: RJnsDBNs
(λm = 0.0005, λs = 2); bottom: ASnsDBNs ). Right: The posterior probabilities of the change
points (FLnsDBNs: black solid line; RnsDBNs: magenta dash-dot line; ASnsDBNs: blue dashed
line).
Table 4.1: Comparison of AUROC values on Arabidopsis data
ArabidopsisT20 ArabidopsisT28
RJnsDBNs 0.5070 0.5773
ASnsDBNs 0.5929 0.5641
FLnsDBNs G1:0.6138; G2:0.6150 G1:0.6558; G2:0.6628
TP, true positive; FP, false positive; TN, true negative;
FN, false negative.
Sensitivity = TP/(TP+FN).
Specificity = TN/(TN+FP).
Complementary Specificity = 1- Specificity =
FP/(TN+FP).
The ROC curves are plotted with the Sensitivity scores
against the corresponding Complementary Specificity
scores. G1 and G2 are two networks reconstructed based
on the changepoint 6.
Table 4.2: Comparison of TP |FP = 5 values on Arabidopsis data
ArabidopsisT20 ArabidopsisT28
RJnsDBNs 2 6
ASnsDBNs 4 3
FLnsDBNs G1:8; G2:8 G1:11; G2:11
G1 and G2 are two reconstructed networks separated by
the changepoint 6.
ingful result of changepoints. Therefore, in the subsequent discussion, we only compare
FLnsDBNs and RJnsDBNs approaches. The assumed transition time of four life periods are
located at 30, 40 and 58. RJnsDBNs predicts 3 segments with the posterior peaks located at
11 and 21. FLnsDBNs prefers 4 segments with the posterior peaks at 19, 36 and 54, which
happen before the assumed changepoints. And our prediction of the Embryonic→Larval
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Figure 4.8: Comparison of three methods on Arabidopsis T28 data. Left: The posterior prob-
abilities of the numbers of segments (top: FLnsDBNs (λm = 14, λs = 2); middle: RJnsDBNs
(λm = 0.005, λs = 2); bottom: ASnsDBNs). Right: The posterior probabilities of the change
points (FLnsDBNs: black solid line; RnsDBNs: magenta dash-dot line; ASnsDBNs: blue dashed
line).
transition occurs at 19 much earlier than 30. Both ASnsDBNs and RJnsDBNs methods do
not converge well in this fly data set.
We show the reconstructed networks of our approach, those of RJnsDBNs (UNUT), a
stationary directed network predicted by [284], and the non-stationary undirected networks
predicted by [105] in Figure 10 for the purpose of comparison. In addition, we provide the
networks predicted by RJnsDBNs with another setting of KNKT to compare because the net-
works inferred by RJnsDBNs (UNUT) show much difference from other predictions. In the
following, we only compare the results of [105], [284], RJnsDBNs (KNKT) and FLnsDBNs.
These four predictions share many similarities and also show some difference. We find
that the gene msp-300 may play a key role in the cluster of these 11 genes. myo-61f is
only predicted to be a regulated gene by msp-300 in [284], but other three methods show
that myo-61f is another key gene in this cluster. In [284], myo-61f is correlated with twi,
sls, mlc1, mhc and msp-300. In RJnsDBNs (KNKT), myo-61f serves as the regulators of
prm, up and sls. Our approach predicts that myo-61f regulates four genes: sls, prm, actn,
and msp-300. FLnsDBNs, [284] and [105] all agree that there are regulation relationships
between myo-61f and msp300, while RJnsDBNs (KNKT) did not identify this interaction.
Different from the prediction of RJnsDBNs (KNKT), Our approach finds that twi is not
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separated from other genes and actn serves as the parents of other genes, which is consistent
with the networks in [284]. In Figure 10E, twi is the regulator of sls, and actn regulates sls,
prm and gfl. We also notice that the regulating effects of myo-61f and msp-300 on other
genes intensify over the time. Nearly different from all of three methods, our approach finds
that twi and gfl/lmd are regulators of other genes while only [284] sees twi as a regulator.
gfl/lmd and twi are direct upstream regulators of mef2 [74, 63] that directly regulates some
target myosin family genes at all stages of muscle development [229] , such as mhc and
mlc1. Evidence show the cooperative binding of twi and Mef2 or gfl/lmd and Mef2 to these
target genes are attractive models [229, 74]. It indicates that a co-regulation role of twi
and gfl/lmd with Mef2 to other muscle development genes may exist. The prediction of our
method shows this biological behavior. Currently the reference regulatory network on the
muscle development of Drosophila melanogaster is not available and the relevant biological
literatures are limited. Further biological researches and experiments are needed to verify
the regulatory networks.
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Chapter 5
Preliminary Work (III):
Non-Stationary Dynamic Bayesian
Networks based on Perfect Simulation
We proposed a novel non-stationary DBNs method [145]. Our method is based on the per-
fect simulation model. We applied this approach for the gene regulatory network inference
on three non-stationary time series data and compared with other two non-stationary DBNs
methods. The experimental results demonstrated that our method outperformed two other
state-of-the-art methods in both computational cost and structure prediction accuracy. The
further sensitivity analysis showed that once converged our model is insensitive to the pa-
rameter, which reduces the uncertainty of the model behavior.
5.1 Introduction
Non-stationary Dynamic Bayesian Network methods are widely used to model the temporal
changes of dependency structures from multivariate time series data [227, 102, 240, 132,
170, 70, 130, 103]. Comparing to traditional DBNs modeling, non-stationary DBNs have
advantages to capture the structural dynamics of networks in various biological systems, such
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as Neural assemblies in response to visual stimuli [240], morphogenesis in the organisms’ life
cycle [227, 130], adaptive mammalian immune response against infection of virus [102], or
circadian regulation dynamics of plants caused by dramatic changes of outside environment
such as light intensity [102].
Several methods have been developed for constructing non-statio- nary models. For
example, Robinson et al. proposed a discrete non-stationary DBNs method [227] using Re-
versible Jump Markov Chain Monte Carlo (RJMCMC) [100] to sample underlying changing
network structures. Grzegorczy et al. proposed a non-homogeneous continuous Bayesian
network method with a Gaussian mixture mod- el based on the allocation sampler technique
[204]. Grzegorczy et al. improved the convergence of their method using perfect simulation
modeling [77] and reduced the risk of overfitting and inflated inference uncertainty [130] in
their later work [103]. Both Robinson’s and Grzegorczyk’s methods perform change-point
detection and we call them change-point based approaches. Song et al. [240] proposed a
time-varying DBNs (TV-DBNs) method and used a kernel re-weighted l1-regularised auto-
regressive approach for learning the graph structures at each time step. Lebre et al. [170]
proposed a more flexible auto-regressive time varying model called ARTIVA that allows
gene-by-gene analysis. Husmeier et al. [130] introduced inter-time segment information
sharing schemes to address the over-flexibility issue in the ARTIVA approach. Those three
approaches are different from the change-point detection based approaches and fell into the
category of structure learning of constantly varying network over time. In this paper, our
work focuses on the change-point detection modeling for regulatory network dynamics.
There are several limitations of the existing change-points based techniques. First, the
mixture model used by Grzegorczy et al. [102, 103] assumed that the underlying network
structures are invariant over time. Such an assumption is too rigid when changes of network
structures are expected, for example, morphogenesis or embryogenesis [130]. Second, Grze-
gorczy’s method with the improvement on convergence [103] mixed the structure sampling
steps and the perfect simulation steps in the same RJMCMC procedure. The time complex-
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ity of each perfect simultion step is quadratic to the number of the observations [77]. This
scheme brings extra computational costs on change-point simulation that are proportional
to the number of sampling iterations even if genes are decomposed into groups to alleviate
the computational concern. Third, the RJMCMC sampling approach in Robinson’s work
[227] converges slowly. For example, the results in [100] using RJMCMC did not converge
as pointed out in the subsequent work in [101]. In addition, our experiments show that the
structure prediction accuracy of Robinson’s RJMCMC is low.
We posit that the key computational obstacle for efficient modeling of time series data
with non-stationary DBNs methods is the interplay of change-point detection and structure
inference for each identified time segment. To improve computational efficiency, we designed
an algorithm called ReCursion Non-Stationary Dynamic Bayesian Networks ( RCnsDBNs )
to separate these two essential steps. Our method adopted Fearnhead’s perfect simulation
model [77] for change-point detection. The perfect simulation model was originally developed
for univariate time series data [77] and we modified the algorithm to model our multi-variate
time series data. In particular, we designed an iterative algorithm for the structure inference
and change-point detection. Our method first used the point process [215] as the prior for
the occurrences of change-points and directly simulated the change-points from the posterior
distribution. For each predicted segment, we then used a regular Markov Chain Monte Carlo
(MCMC) method, a revised KNUT (Known Transition Number Unknown Transition Time)
setting in Robinson’s method [227]. Once the algorithm converges, we output the most
likely change-points and a sequence of network structures corresponding to the separated
segments.
There are several advantages for the novel non-stationary DBNs algorithm. First, by
directly simulating the posterior distribution of transition time for graph structures, our
method efficiently reduces the model space and improves the computational performance
both on time and numbers of sampling iterations for covergence. Second, even if a negative
binomial prior is adopted in our point process, the experiments showed that our experimen-
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tal results are stable within large parameter ranges, which reduces the uncertainty of the
model behavior. Third, different from Grzegorczy’s method [103], our method only needs to
simulate the change-points once for each round of our algorithm. It saves the computational
time. Fourth, Our approach outperform Robinson’s RJMCMC approach on structural pre-
diction accuracy. Even if our discrete model needs the discretization of the data, compared
with Grzegorczyk’s continuous approach, our method showed the competitive performance
for structure estimation.
5.2 Related Work
The change-point detection problems have been extensively investigated in time series mod-
els. Recent work could be found in: PCA-based singular-spectrum transformation models
[192]; non-parametric online-style algorithm via direct density-ratio estimation [153]; two-
phase linear regression model [178]; a hybrid algorithm that relies on particle filtering and
Markov chain Monte Carlo [54]; the RJMCMC method [100]; The perfect simulation model
based on product-partition model [77]; change-point detection by minimizing a penalized
contrast function [169]. These models are widely used in various applications, such as cli-
mate analysis [178], coal-mining disaster analysis [100, 77], well-log analysis [77], the analysis
of abrupt economic agents’ behaviors [54], and asset price volatility [169].
Researchers find that change-point modeling is a very promising way of dealing with
the non-stationarity property [54]. Hence, the current non-stationary DBNs methods em-
ployed different change-point detection techniques to model the underlying change-point
processes of network structures. Robinson et al. [227] applied RJMCMC [100] and used
a discrete model with the assumed multinomial distributed data with the Dirichlet prior.
Using the RJMCMC technique, Lebre et al. [170] proposed a new time varying networks
approach based on first-order auto-regression and Yao’s two-stage regime-SSM model [222].
Their method focuses on local structural changes and performs node-by-node analysis. Fur-
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ther, in order to address the structural overfitting problem in [170], Dondelinger et al. [70]
and Husmeier et al. [130] introduces information sharing between segments into Lebre’s ap-
proach. Grzegorczy et al. [102, 103] applied the allocation sampler technique and introduced
a continuous-valued DBNs method that approximates the non-stationary property with a
Gaussian mixture model. Based on their work, Ickstadt et al. [132] further generalized
this non-linear BGe mixture model into a broader framework of non-parametric Gaussian
Bayesian networks. In this paper, we incorporate the perfect simulation modeling into our
dynamic bayesian framework and provide a computationally efficient non-stationary DBNs
approach. We chose this change-point detection technique for the following reasons. First,
perfect simulation is based on bayesian analysis and can be easily applied into our MCMC
algorithm. Second, with an approximation in the recursion, the computational complexity
of this method is approximately linear to the number of observations.
5.3 Methods
5.3.1 Perfect Simulation Modeling
Fearnhead used the perfect simulation model to find change-points in the univariate time
series data [77]. We adapted his method to the framework of our dynamic bayesian net-
works, and provided a non-stationary DBNs method to detect the change-points for network
structures in multivariate time series data.
We consider an observed time series data D = {y1, · · · , yT} spanning T time points,
where each observation yi ∈ Rn : 1 ≤ i ≤ T is a n dimensional vector (x1, · · · , xn). The
time series data is subdivided to m segments D = {D1, · · · , Dm}, where m is unknown. We
denote the change-points for these segments as LT = (l0, l1, . . . , lm−1, lm), where l0 = 0 and
lm = T .
We assume the change-points as a point process on positive integers, which is character-
ized by a probability mass function g(t), where t is the distance of two successive change-
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points. We choose the negative binomial distribution as the distribution for the distance
between two successive change-points and have g(t) =
(
t−1
k−1
)
pk(1 − p)t−k with the parame-
ters k > 0, p > 0 and its corresponding accumulative distribution function G(t) =
∑t
i=1 g(i).
For the special case of the first change-point, we have g0(t) =
∑k
i=1
(
t−1
i−1
)
pi(1 − p)t−i and
G0(t) =
∑t
i=1 g0(i).
Given the assumption of the independence between segments, we calculate the probability
of a sequence of observations after one change-point l: Q(t) = Pr(yt:n|l = t − 1) by using
recursive function below:
Q(t)=
∑T−1
s=1
P (t,s)Q(s+1)g(s+1−t)+P (t,T )(1−G(T−t)). (5.1)
where 2 ≤ t ≤ T , and
Q(1)=
∑T−1
s=1
P (1,s)Q(s+1)g0(s)+P (1,T )(1−G0(T−1)). (5.2)
In Equation 1 and 2, P (t, s) is the simplified notation of P (yt:s|l = t − 1) : 1 ≤ t ≤ T, t ≤
s ≤ T , where the observations yt:s are in the same segment between two change-points t− 1
and s. Similarly, P (1, s) is the simplified notation of P (y1:s|l = 0) : 1 ≤ s ≤ T , where the
observations y1:s are in the same segment between two change-points l0 and s.
Further, based on Q(t), we calculate the probability distribution of the first change-point
below:
P (l1)=P (1,l1)Q(l1+1)g0(l1)/Q(1). (5.3)
where l1 : 1 ≤ l1 ≤ T − 1 is the first change point.
Given li, we calculate the conditional probability P (li+1|li) : li + 1 ≤ li+1 ≤ T − 1 as the
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following:
P (li+1|li)=P (li+1,li+1)Q(li+1)g(li+1−li)/Q(li+1). (5.4)
And the probability of no more change-point is given as:
P (T |li)=P (li+1,T )(1−G0(T−li−1))/Q(li+1). (5.5)
Finally, with the probability distribution of l1 and conditional distribution of li+1 given
li, we directly simulate the change-point samples and compute the posterior probability
distributions P (LT |T ) and P (m|T ). Due to the limitation of the space, we omitted the
mathematical derivation and proofs. More technical details are available on [77]. One of
the key computations in the simulation procedure is to compute the probability P (yt1:t2|l =
t1 − 1) : 1 ≤ t1 ≤ T, t1 ≤ t2 ≤ T . By assuming the i.i.d. observations in a single segment
and the conjugate priors ρ(θ) on the parameters θ associated with each segment, Fearnhead’s
work provides a closed form of solution for P (yt1:t2|l = t1 − 1) =
∫ ∏t2
i=t1 f(yi|θ)ρ(θ)dθ. In
the analysis of the well-log data, he assumed the normally distributed observations: yi ∼
N(µi, σ
2) with the fixed variance σ2 and a normal prior for the mean µi. In the following we
discuss our solutions both under the static and dynamic bayesian network frameworks.
Perfect simulation modeling in bayesian networks. Bayesian networks (BNs) are
a special case of probabilistic graphic models. A static BN is defined by an acyclic directed
graph G and a complete joint probability distribution of its nodes P (X) = P (X1, . . . Xn).
The graph G : G = {X,E} contains a set of variables X = {X1, . . . , Xn}, and a set of
directed edges E, defining the causal relations between variables. With a directed acyclic
graph, the joint distribution of random variables X = {X1, . . . , Xn} are decomposed as
P (X1, . . . , Xn) =
∏
i P (Xi|πi), where πi are the parents of the node (variable) Xi.
We assume that the observations inside one segment are independent. In each segment
there is one graph Gh : 1 ≤ h ≤ m that dominates the segment. We denote yt1:t2 as D∗t1:t2
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and calculate P (D∗t1:t2|l = t1− 1) as:
P (D∗t1:t2|l=t1−1)=
∑
G
P (yt1:t2|l=t1−1,G)P (G) (5.6)
=
∑
G
P (G)
∏t2
j=t1
P (yj |G)=
∑
G
P (G)
∏t2
j=t1
∏
i
P (xji |πxi )
=
∑
G
P (G)
∫
P (Dt1:t2|G,ΘG)ρ(ΘG|G)dΘG
ΘG are the parameters associated with the data Dt1:t2 corresponding to G. ρ(ΘG|G) is the
probability density function of ΘG.
Under the assumption that the data are complete and multinomially distributed with a
Dirichlet prior on the parameters ΘG, we have the BDeu [117] solution to P (yt1:t2|l = t1−1):
P (D∗t1:t2|l=t1−1,G)=
∏n
i=1
∏qi
j=1
Γ(αij)
Γ(αij+Nij)
(5.7)
∏ri
k=1
Γ(αijk+Nijk)
Γ(αijk)
ri is the number of possible discrete values of xi. qi is the number of configurations of parents
πi for the variable xi. Nijk is the times that xi had value k. Nij =
∑ri
k=1Nijk. αijk and αij are
the hyperparameters for Dirichlet distribution. αijk is assumed to be uniformly distributed
inside a segment and is set to αijk = α/(riqi). The equivalent sample size α is set to 1.
In order to calculate P (D∗t1:t2|l = t1 − 1), we need to provide a model space M for G.
We use MCMC to simulate M. Given the collected sample size NM, we approximate the
calculation of Equation 6 as follows:
P (D∗t1:t2|l=t1−1)=
∑NM
i=1
1
NM
P (D∗t1:t2|l=t1−1,G) (5.8)
Perfect simulation modeling in dynamic bayesian networks. The topology of
bayesian networks must be a directed acyclic graph and hence could not be used to model
the case where two nodes may be dependent on each other. As an extension of BNs to
model time series data, Dynamic Bayesian Networks (DBNs) lift the limitation of directed
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acyclic graph by incorporating temporal dependence in constructing bayesian networks. It
is not straightforward to extend the solution in BNs to modeling DBNs mainly due to that
neighboring observations are not independent given the model parameters. Below we develop
a heuristic and provide a solution for P (D∗t1:t2|l = t1− 1) as follows.
We set the lag value τ = 1 and assume the segments are overlapped. For each segment
Dh : 1 < h ≤ m, the length of overlapped area with the previous segments D1, · · · , Dh−1
is equal to the lag value τ = 1. For D1, there are no previous segments and we add
τ = 1 additional y1s at the beginning of D1. Given the transition time points L
T , each
segment of observations Dh = {ylh−1−τ+1, · · · , ylh}, where yi = y1 when i ≤ 0. We denote
{ylh−1+1, · · · , ylh} as D∗h and {ylh−1−τ+1, · · · , ylh−1} as D∗ch , and have Dh = {D∗h, D∗ch }. We
take a heuristic to assume that D∗ch is independent of Gh, and that P (D
∗c
h ) is always equal
to 1. Similarly we denote yt1:t2 as D
∗
t1:t2, yt1−τ :t1−1 as D
∗c
t1:t2, and Dt1:t2 = {D∗t1:t2, D∗ct1:t2}. In
each segment, there is one graph Gh : 1 ≤ h ≤ m that dominates the segment.
With the assumption that
P (Dch)=

1 if Dch = D
∗c
h
0 otherwise
, we have Theorem 1
Theorem 3.
P (D∗h)=P (D
∗
h|D
∗c
h )=P (Dh) (5.9)
Proof.
P (D∗h)=
∑
Dc
h
P (D∗h|D
c
h)P (D
c
h)
=P (D∗h,D
∗c
h )=P (Dh)=P (D
∗
h|D
∗c
h )P (D
∗c
h )=P (D
∗
h|D
∗c
h )
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With Theorem 1, we have
P (D∗t1:t2|l=t1−1)=
∑
G
P (D∗t1:t2|l=t1−1,G)P (G) (5.10)
=
∑
G
P (D∗t1:t2|D∗ct1:t2,G)P (G)
=
∑
G
P (G)
∫
P (D∗|Dc,G,ΘG,T )ρ(ΘG|G)dΘG
ΘG are the parameters associated with the data Dt1:t2 corresponding to G. ρ(ΘG|G) is the
probability density function of ΘG.
The assumption of the multinomially distributed data with the Dirichlet prior leads to
the same solution (BDeu metric) of the closed form expression of the marginal likelihood
P (Dt1:t2|l = t1− 1, G) in Equation 7.
Similarly as bayesian networks, we use MCMC to simulateM for {G}. Our experimental
study shows that our methods in both BNs and DBNs versions output the similar results
for the distributions of change-points.
5.3.2 Structure Learning of Non-stationary Bay- esian Networks
Given an observed time series data D, the structure learning problem of DBNs is equal to
maximizing the posterior probability of the network structure G.
By the Bayes’ rule, the posterior probability is expressed as the following:
P (G|D,T )=P (D|G,T )P (G|T )
P (D|T ) (5.11)
Given a non-stationary time series data, we need to find a sequence of network structures
GT = (G1, . . . , Gm), m segments, and a transition vector L
T , the posterior probability in
73
Equation 11 is replaced by Equation 12:
P (GT ,LT ,m|D,T )=P (D|G
T ,LT ,m,T )P (GT ,LT ,m|T )
P (D|T ) (5.12)
P (D|T ) is treated as a constant, and then
P (GT ,LT ,m|D,T ) (5.13)
∝P (D|GT ,LT ,m,T )P (GT ,LT ,m|T )
∝P (D|GT ,LT ,m,T )P (GT |LT ,m,T )P (LT |m,T )P (m|T )
In the following discussion, we specify the formula for calculating each component of Equation
13.
We are using the same assumption in [227] that the networks change smoothly over
time. We use the exponential priors on the change of network structures. We transform
the form of the sequence of graph structures GT : GT = (G1, . . . , Gm) into G
T : GT =
(G1,△G1, . . . ,△Gm−1), where △Gh : 1 ≤ h ≤ m− 1 is the change of edges between Gh and
Gh+1. We calculate P (G
T |m,T ) as follows.
P (GT |LT ,m,T )=P (G1,△G1,...,△Gm−1) (5.14)
∝P (G1)
∏m−1
h=1
e−λssh∝P (G1)e
−λs
∑m−1
h=1
sh∝P (G1)e−λsS
,where S : S =
∑m−1
h=1 sh, and sh is the number of edge change between Gh+1 and Gh. We
have no prior knowledge on P (G1) and see the uniform distribution as the prior.
We assume that the data are complete and multinomially distributed with a Dirichlet
prior on the parameters. We calculate P (Dh|Gh, T ) of each segment by following Equation
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7:
P (Dh|Gh,T ) (5.15)
=
∫
P (Dh|Gh,ΘGh ,T )ρ(ΘGh |Gh)dΘGh
=
∏n
i=1
∏qih
j=1
Γ(αij)
Γ(αij+Nij(Ih))
∏ri
k=1
Γ(αijk+Nijk)(Ih)
Γ(αijk)
We denote Ih as the segment h, ΘGh as the parameters corresponding to Gh, ri as the number
of possible values of xi, and qih as the number of configurations of parents πi in Ih. We let αijk
and αij to be the hyperparameters for Dirichlet distributions applied in Ih. αijk is uniformly
distributed inside Ih and set to αijk = α/(riqih). We set the equivalent sample size α equal
to 1. We denote Nijk(Ih) as the times that xi had value k in Ih and Nij(Ih) =
∑ri
k=1Nijk(Ih).
Theorem 4. With Theorem 1 and the Markov property, the marginal likelihood P (D|GT ,m, T )
is expressed as below:
P (D|GT ,LT ,m,T )=
∏m
h=1
P (Dh|Gh,m,T ) (5.16)
Proof.
P (D|GT ,LT ,m,T )
=P (D∗m|D∗1 ,··· ,D
∗
m−1,Gm,m,T )···P (D
∗
1 |G1,m,T )
=
∏m
h=1
P (D∗h|D
∗c
h ,Gh,m,T )=
∏m
h=1
P (Dh|Gh,m,T )
With Theorem 2 and Equation 15, we get the extended BDeu metric:
P (D|GT ,LT ,m,T )=
∏m
h=1
P (Dh|Gh,m,T ) (5.17)
=
∏n
i=1
∏m
h=1
∏qih
j=1
Γ(αij)
Γ(αij)+Nij(Ih))
∏ri
k=1
Γ(αijk+Nijk(Ih))
Γ(αijk)
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We use the perfect simulation modeling to calculate the posterior probability distributions
of P (LT |m,T ) and P (m|T ). We choose the most likely m, fix the number of segments, and
have P (m|T ) = 1. We use the sampling method to collect {GT} and will discuss the details
in the subsequent section.
5.3.3 MCMC Sampling
Considering the fact that the gene expression data are usually sparse, which makes the poste-
rior probability over structures to be diffuse [129], we choose sampling approaches rather than
heuristic methods to search structural models, where a group of most likely structures could
explain data better than a single one. In addition, the sampling methods also have the ad-
vantage to approximate the model spaceM for change-points simulation. We select MCMC
as our sampling approach to collect GT samples and compute the posterior probabilities of
edges {es,i,j|1 ≤ s ≤ m, 1 ≤ i, j ≤ N} in GT . We use every single GT sample to calculate
the marginal probability P (Dt1:t2|l = t1 − 1, GT ) of successive observations yt1:t2 based on
Equation 17. With a simulated sample space {GT} by MCMC, we get P (Dt1:t2|l = t1 − 1)
based on Equation 8 and further calculate the whole conditional probability distribution of
change-points.
We design our algorithm based on the following considerations. First, we choose the
heuristic search instead of the MCMC simulation to initialize G with only a single segment at
the beginning of the algorithm. With the non-stationary nature, the data consists of multiple
segments. And the possible model space and its distribution in each segment are different.
In this case, MCMC may not provide a good approximation of M and is computationally
expensive. Hence, we use the heuristic search to initializes a single G to do the perfect
simulation and such change does not affect the prediction performance. In general, we take
much smaller number of heuristic steps compared with MCMC, and the number of steps
is proportional to the size of nodes. The detailed configurations of heuristic steps could be
found in Section 4.
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Second, we use KNUT move set instead of the KNKT (Known Transition Number Known
Transition Time) move set [227] containing six move types, MT1-MT6 . Induced by the
limitation of the initialization of a single G at the beginning, the true distributions of P (m)
and P (LT ) are doubtful after the first round of perfect simulation. Simply using fixed
change-points will distort the simulated model space. By bringing the move to shift the
change-points into the move set, we allow MCMC not only to converge for LT but also to
provide a model space approximately at every time point. With this method, we improve
the quality ofM and have our algorithm converged. The procedure for our method is shown
in the Algorithm as follows.
RCnsDBNs Algorithm
Input: Time series Data D, parameters p, k and λs
Output: P (LT ), P (m), and P ({es,i,j})
Begin
Use heuristic search and select a single graph G.
Run perfect simulation to sample change-points.
Calculate the distributions P (m) and P (LT ).
Select the most likely m and initialize GT with G.
while P (m), P (LT ) and P ({es,i,j}) not converged do
Run MCMC and collect the samples {GT}.
Simulate the change-point samples.
Calculate the distributions P (m), P (LT ), and P ({es,i,j}).
Select the most likely m and re-initialize GT .
end while
End
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5.4 Experimental Study and Evaluation
We performed all the experiments on Intel Xeon 3.2 Ghz EM64T processors with 4 GB
memory. We implemented our method RCnsDBNs in Java.
We compare three approaches: 1) our approach (RCnsDBNs), 2) reversible jump Markov
chain Monte Carlo Non-Stationary Dynamic Bayesian Networks (RJnsDBNs) [227], 3) Al-
location Sampler Non-Stationary Dynamic Bayesian Networks (ASnsDBNs) [102, 103]. For
RJnsDBNs, we use the default setting of unknown numbers and times of transitions (UNUT)
in all of the data sets. RJnsDBNs is implemented in Java. ASnsDBNs is implemented in
Matlab. In addition, we show the results of our method in BNs version denoted as RCnsBNs
( ReCursion Non-Stationary Bayesian Networks). Both two versions of our method find very
similar results on the posterior distributions of change-points. We grid-search the parame-
ters for RCnsDBNs and RJnsDBNs for the best performance on change-point and structure
estimation. For ASnsDBNs, we choose Kmax = 10 for all experiments that we believe to
satisfy the number of different components of the mixture vector in various data sets.
Our experimental study is based on three data sets: (i) Synthetic data set, (ii) Bone
Marrow-derived Macrophages gene expression time series data (Macrophages data set), and
(iii) Circadian regulation in Arabidopsis Thaliana gene expression time series data (Ara-
bidopsis data set ). We evaluate three methods from two aspects: computational perfor-
mance on convergence and structure prediction accuracy.
Convergence Rate and Computational Time. ASnsDBNs with perfect simulation
modeling (ASnsDBNs-PSM) [103] improves ASnsDBNs [102] on convergence. It selects pa-
rameters to give best approximation to the outputs of ASnsDBNs. Hence, we choose ASns-
DBNs -PSM for computational performance comparison. We follow Grzegorczyk’s work in
[103] and evaluate ASnsDBNs-PSM and our method with the proportion of edges denoted
by η for which potential scale reduction factors (PSRFs) [88] lies below the pre-defined
threshold. PSRFs=1 shows perfect convergence and that PSRFs<1.1 is seen as the suffi-
cient condition for convergence [103, 88]. 0 ≤ η ≤ 1 and higher η values indicate better
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convergence.
RJnsDBNs does not output graph samples. We use the variation of edge posterior prob-
abilities (VEPP) to measure the convergence of its output. V EPP = 1
m·N ·N
∑m
s=1
∑N
i=1
∑N
j=1
|P (eI+∆Is,i,j )−P (e
I
s,i,j)|
P (eIs,i,j)
, where I is the number of iterations continuously sampling in MCMC, and
P (eIs,i,j) is the posterior probability of an edge ei,j in the graph Gs that dominates the sth
segment computed from I iterations. Once MCMC converges, |P (eI+∆Is,i,j ) − P (eIs,i,j)| → 0
with I → +∞. Hence, VEPP values close to 0 indicate that a MCMC chain converges to
a stationary distribution. We use a pre-defined threshold σ. When V EPP < σ, we decide
that MCMC converges and calculate the computational time.
Structure Prediction Accuracy. To compare the inferred structure results from dif-
ferent data sets, we follow the evaluation method introduced in [129, 262, 102]. For the
synthetic data set, we compare the inferred network structures with the true networks. For
each real data set, we first collect gold standard reference networks as the ground truth. For
the Macrophages data set, such reference networks are available in [148, 224, 102]. For the
Arabidopsis data set, we collect the network information from [183, 228, 62, 208]. In case
where we have ground truth network structure (the Bone Marrow data set and Arabidopsis
data set), we use the area under receiver operating characteristic curve (AUROC) values to
evaluate the performance. In addition, for each data set, we show the posterior distribution
of the number of segments and the locations of change-points. Before we discuss the details
of experimental results, we present the characteristics of our data set first below.
5.4.1 Data Sets
We evaluate our method RCnsDBNs on a synthetic data and two gene expression data sets
used in [227, 102]. We preprocess the original gene expression data sets by following Zhao’s
work [283]. We set the values of a missed time point with the mean of its two neighbors;
i.e., Xi,t = (Xi,t−1 +Xi,t+1)/2 if 1 < t < T . If the missed values are at the beginning or end,
simply set the same value as its neighbor; i.e., Xi,t = Xi,t+1 if t = 1 or Xi,t = Xi,t−1 if t = T .
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Figure 5.1: The synthetic networks.
In the following, we show the details of each data set.
Synthetic Data. We created a synthetic time series data with 80 time points and
binary valued observations. It was generated by a sequence of 5 node networks with 3-4 edge
changes between successive segments. The change-points of the graph structures happened
at times 20, 40, 60. We showed the true networks in Figure 5.1.
Bone Marrow-derived Macrophages Gene Expression Data. We use the Macrophage
data sets previously investigated in [102]. The data sets contain three genes, Irf1, Irf2 and
Irf3, related to Interferon regulatory factors (IRFs), proteins central to the mammalian in-
nate immunity [120, 224]. The Macrophage data sets were sampled from different conditions:
(I) Infection with Cytomegalovirus (CMV), (II) Treatment with Interferon Gamma (IFNγ),
and (III) Infection with Cytomegalovirus after pretreatment with IFNγ (CMV + IFNγ).
Each data set has 25 time points collected with the interval 30 minutes. We follow Grzegor-
czyk’s work [102] and use Irf2 ↔ Irf1 ← Irf3 as the gold standard. We assume that the
network is invariant over time.
Arabidopsis Thaliana Circadian Regulation Gene Expression Data. We use the
Arabidopsis Thaliana Circadian data investigated in [102]. The data sets consist of 9 genes,
LHY, CCA1, TOC1, ELF4, ELF3, GI, PRR9, PRR5, and PRR3. The group of genes create
transcriptional feedback loops and are critical to understand the internal clock-signalling
network of plant. The Arabidopsis data are sampled from two light-dark conditions: (I)
10h:10h light/dark cycle and (II) 14h:14h light/dark cycle. Each data set contains 13 time
points collected with the interval of 2 hours. We build a gold standard network based on
the biological literatures [183, 228, 62, 208, 110, 190]. In this network, CCA1 and LHY
proteins directly bind to the promoter of TOC1 to represses the expression of TOC1. The
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pseudo-response regulators PRR5 and PRR9 are activated by CCA1 and LHY and repress
CCA1 and LHY subsequently. G1 improves the expression of TOC1. ELF4 is repressed by
CCA1. For a detailed referred graph figure, please refer to our previous work [141].
5.4.2 Convergence and Computational Performance
We first compared the computational performance between our method RCnsDBNs and
ASnsDBNs-PSM. The curves of fraction of edges with PSRFs<1.04 on two methods for
Thaliana T20 data is showed in Figure 5.2 and the VEPP curves in Figure 5.3. We cal-
culated the PSRFs and VEPP scores from 10 independent MCMC chains. We found that
RCnsDBNs and ASnsDBNs-PSM have the similar convergence rate measured in terms of
MCMC sampling iterations. However, for 250,000 iterations, it takes ASnsDBNs-PSM more
than 350 hours while RCnsDBNs only needs less than 1 minute. Even considering the
fact that two algorithms are implemented in different programming languages (RCnsDBNs
in java and ASnsDBNs-PSM in Matlab), compared with ASnsDBNs-PSM, our method has
much better computational efficiency.
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Figure 5.2: The curves of fraction of edges with PSRFs<1.04 on RCnsDBNs and ASnsDBNs-
PSM for Thaliana T20 data. RCnsDBNs: black solid line ; ASnsDBNs-PSM: blue dashed
line.
For the comparison between RJnsDBNs and our approach, we set σ = 0.05 for the
convergence of VEPP values and listed the number of iterations and computational time
in Table 5.1. In multiple data sets, RCnsDBNs converges much faster than RJnsDBNs.
Compared with RJnsDBNs , RCnsDBNs got 6 folds computational improvement on CMV
data, 6 folds on CMV + IFNγ data, 9 folds on IFNγ data. On Arobidopsis microarray
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Figure 5.3: The VEPP curves on RCnsDBNs and ASnsDBNs-PSM for Thaliana T20 data.
RCnsDBNs: black solid line ; ASnsDBNs-PSM: blue dashed line.
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Figure 5.4: The VEPP curves for CMV data. RCnsDBNs (p = 0.01, λs = 2): black solid
line ; RJnsDBNs (λm = 0.65, λs = 2): magenta dash-dot line.
Table 5.1: The comparison of computational performance
N RJnsDBNs I CT RCnsDBNs I T I CT speedup
5 Synthetic Data 500, 000 34.28m Synthetic Data 500, 000 17.91m 400, 000 14.36m 2.39
(λm =, λs = 2)
3 CMV 50, 000 7.316s CMV 50, 000 4.333s 10, 000 1.127s 6.49
(λm = 0.65, λs = 2)
3 IFNγ 80, 000 15.962 IFNγ 80, 000 6.615s 17, 500 1.646s 9.70
(λm = 0.001, λs = 2)
3 CMV + IFNγ 130, 000 26.152s CMV + IFNγ 130, 000 16.223s 25, 000 4.029s 6.49
(λm = 1, λs = 2)
9 ArobidopsisT20 30, 000 6.274s ArobidopsisT20 50, 000 5.363s 100, 000 10.314s 0.61
(λm = 0.0005, λs = 2)
9 ArobidopsisT28 30, 000 6.048s ArobidopsisT28 50, 000 15.26s 100, 000 28.325s 0.21
(λm = 0.005, λs = 2)
N is the number of genes in the data sets. I is the number of iterations. T is the
computational time. CT is the computational time for convergence. σ = 0.05 is
used to decide the convergence of the results.
data, RJnsDBNs took less time than RCnsDBNs. However, it failed to detect any meaningful
change-point as RCnsDBNs and ASnsDBNs did on Arobidopsis data. In addition, we showed
the VEPP curves of two approaches for CMV data in Figure 5.4.
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5.4.3 Stability of Results
We use k = 1 for all the experiments because the gene expression data usually has limited
time points and larger k values eliminate short segments. The value of parameter p is adjusted
for the purpose of the convergence of results for different dominant segment numbers m. We
grid-search the values of p between 0.00001 ∼ 0.5 for the effective range on the preferred
segmentation. For the synthetic data, it has four segments (m = 4). For three Macrophages
data, we selected m = 1 based on the assumption of a single IRFs network structure with
varying parameters [102]. For Arobidopsis T20 data, most of the p range leads to m = 1.
Finally, for Arobidopsis T28 data, we chose m = 2 with the consideration of the external
light/dark cycle condition.
Table 5.2: The effective range of parameter p for RCnsDBNs
effective parameter range of p
Synthetic (m=4) 0.02 ∼ 0.032
CMV (m=1) ≤ 0.009
CMV+IFNγ (m=1) ≤ 0.0006
IFNγ (m=1) ≤ 0.0001
Arobidopsis T20 (m=1) ≤ 0.5
Arobidopsis T28 (m=2) 0.18 ∼ 0.23
5.4.4 Structure Prediction and Change-point Detection
In the following, we will show the results of predicted structures and detected change-points.
The results on synthetic data. We compared two discrete models, RCnsDBNs and
RJnsDBNs, on synthetic data. RCnsDBNs totally runs 16 rounds to get converged, and each
round uses 5,000 iterations for burn-in and then takes additional 20,000 iterations to collect
samples ; RJnsDBNs runs 100,000 iterations for burn-in and then takes additional 400,000
iterations to collect samples. RCnsDBNs initializes G with additional 1000 heuristic search
steps.
We showed the predicted posterior distributions on the numbers of segments and change-
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Table 5.3: The AUROC values of RCnsDBNs on synthetic data
Synthetic Data
RCnsBNs G1 : 1;G2 : 0.6078;
G3 : 0.4706;G4 : 0.6078
RCnsDBNs G1 : 0.9688;G2 : 0.6719;
(equivalence class considered) G3 : 0.5938;G4 : 0.6406
TP, true positive; FP, false positive; TN, true negative;
FN, false negative.
Sensitivity = TP/(TP+FN).
Specificity = TN/(TN+FP).
Complementary Specificity = 1- Specificity =
FP/(TN+FP).
The ROC curves are plotted with the Sensitivity scores
against the corresponding Complementary Specificity
scores.
points in Figure 5.5. RCnsDBNs correctly identified 4 segments and its predicted change-
points are close to the true times at 20, 40, and 60 while RJnsDBNs failed to identify
meaningful change-points. The AUROC scores of predicted structures by RCnsDBNs is
showed in Table 5.3. When the equivalence class of bayesian network structures [53] were
considered, the AUROC scores of all segments were increased, which were shown in the same
table.
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Figure 5.5: Comparison of two methods on the synthetic data. Up: The posterior probabilities
of the numbers of segments P(m) (top: RCnsDBNs (p = 0.031, λs = 0.5); bottom: RJnsDBNs
(λm = 0.4, λs = 0.5)). Low: The posterior probabilities of the change points P(t) ( RCnsDBNs:
black solid line; RJnsDBNs: magenta dash-dot line).
The results on Macrophages data. On the CMV Macrophages data, RCnsDBNs
totally runs 4 rounds to get converged, and each round uses 500 iterations for burn-in and
then takes additional 2,000 iterations to collect samples ; RJnsDBNs runs 10,000 iterations
for burn-in and then takes additional 40,000 iterations to collect samples. On the CMV +
IFNγ Macrophages data, RCnsDBNs totally runs 5 rounds to get converged, and each round
uses 1,000 iterations for burn-in and then takes additional 4,000 iterations to collect samples
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; RJnsDBNs runs 26,000 iterations for burn-in and then take additional 104,000 iterations
to collect samples. On the IFNγ Macrophages data, RCnsDBNs totally runs 7 rounds to
get converged, and each round uses 500 iterations for burn-in and then takes additional
2,000 iterations to collect samples ; RJnsDBNs runs 16,000 iterations for burn-in and then
take additional 64,000 iterations to collect samples. In both data sets, ASnsDBNs runs
10,000 iterations for burn-in and then take additional 40,000 iterations to collect samples.
RCnsDBNs initializes G with additional 100 heuristic search steps.
In Figure 5.6, 5.7, and 5.8, we show the posterior probabilities of the numbers of segments
and change-points on Macrophages data sets.
For the CMV data, we observe that ASnsDBNs clearly identifies a dominant 3-segment in
the data set while the posterior probabilities produced by RJnsDBNs are almost flat. There
is a consensus among three methods that the most probable change-point occurs around the
location 5. The results of three methods are consistent with the biological phenomenon that
the simultaneous responses of Macrophages happen under the attack of Cytomegalovirus
[102]. In order to assess the network prediction performance, we show the AUROC scores in
Table 2. We find that all methods perform well in the CMV data with the AUROC scores
equal to 1.
For the CMV +IFNγ data, both RJnsDBNs and ASnsDBNs methods identify 1 segment,
which [102] explained as a coexistence state between virus and its host cell [22, 102]. And
their posterior probabilities are flat. Different from these two methods, RCnsDBNs found
two posterior peaks at 3 and 8. Such finding indicates the coexistence state may not happen
at the beginning under both the IFNγ treatment and invasion of virus. In Table 4, we find
that RCnsDBNs and ASnsDBNs show a much better network prediction with the AUROC
score equal to 0.6667 while in RJnsDBNs the AUROC score is equal to 0.2222.
For the IFNγ data, there is a postulated transition with the immune activation under
the treatment of IFNγ. Both RJnsDBNs and ASnsDBNs infer 1 segments. RJnsDBNs and
ASnsDBNs identify a same posterior peak at the location around 5. RCnsDBNs finds two
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posterior peaks of transition time at 9 and 13. On the assessment of the predicted network
structures, the AUROC scores are 0.7778 in RCnsDBNs and RJnsDBNs, and 0.6667 in
ASnsDBNs.
For each Macrophages data set using RCnsDBNs and RJnsDBNs methods, we find that
the posterior probability distributions of any edge do not change much across different seg-
ments. This finding is consistent with the assumption that the underlying network structure
does not change through the time.
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Figure 5.6: Comparison of four methods on CMV Macrophage data. Up: The posterior probabili-
ties of the numbers of segments P(m) (from the top to the bottom: RCnsBNs (λs = 2), RCnsDBNs
(λs = 2), RJnsDBNs (λm = 0.65, λs = 2), and ASnsDBNs). Low: The posterior probabilities of
the change points P(t).
The results on Arabidopsis data. On the Arabidopsis data, RCnsDBNs totally
runs 10 rounds to get converged, and each round uses 5,000 iterations for burn-in and
Table 5.4: Comparison of AUROC values on Macrophage data
CMV IFNγ CMV + IFNγ
RJnsDBNs 1 0.7778 0.2222
ASnsDBNs 1 0.6667 0.6667
RCnsBNs 1 0.5556 0.6667
RCnsDBNs 1 0.7778 0.6667
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Figure 5.7: Comparison of four methods on CMV + IFNγ Macrophage data. Up: The posterior
probabilities of the numbers of segments P(m) (from the top to the bottom: RCnsBNs (λs =
2), RCnsDBNs (λs = 2), RJnsDBNs (λm = 1, λs = 2), and ASnsDBNs). Low: The posterior
probabilities of the change points P(t).
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Figure 5.8: Comparison of four methods on IFNγ Macrophage data. Up: The posterior probabili-
ties of the numbers of segments P(m) (from the top to the bottom: RCnsBNs (λs = 2), RCnsDBNs
(λs = 2), RJnsDBNs (λm = 0.001, λs = 2), and ASnsDBNs). Low: The posterior probabilities of
the change points P(t).
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then takes additional 20,000 iterations to collect samples ; RJnsDBNs runs 6,000 iterations
for burn-in and then take additional 24,000 iterations to collect samples; ASnsDBNs runs
990,000 iterations for burn-in and then take additional 10,000 iterations to collect samples.
Considering larger size of variables and thereafter the larger model space compared with
other two data sets, RCnsDBNs takes more heuristic search steps and initializes G with
additional 10000 heuristic iterations.
In Figure 5.9 and 5.10, we show the posterior distributions of the numbers of segments
and changepoints on two Arabidopsis data sets. For the Arabidopsis T20 data, the dominant
samples in RJnsDBNs and ASnsDBNs are respectively 2 and 3 segments. For the Arabidopsis
T28 data, RJnsDBNs infers 1 segment and ASnsDBNs infers 5 segments. In both data sets,
we find that the difference between the posterior peaks of changepoints and the time points
nearby in RJnsDBNs are not noticeable. Hence, for this data set, we only use a single
network in RJnsDBNs to compare with other methods. Using ASnsDBNs, the posterior
peaks of change-points on T20 data are 1, 5 and those on T28 are 2, 7, 10. In [102], the
results of ASnsDBNs are explained as a phase shift incurred by different dark/light cycles.
Our method RCnsDBNs had the same finding by identifying the peaks at 5, 7, and 10 on
T20 data and the peaks at 2, 6, and 9 on T28 data. And in addition, RCnsdBNs finds a
peak around 10 on T20 data. This time point is exactly the beginning of the new light/dark
cycle.
We evaluated the network reconstruction accuracy of three methods by comparing with
the reference network showed in Section 6.2.1. We show the AUROC scores in Table 5.5.
Our method outperforms RJnsDBNs in both datasets and has competitive performance on
structure prediction accuracy against ASnsDBNs.
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Table 5.5: Comparison of AUROC values on Arabidopsis data
Arabidopsis T20 Arabidopsis T28
RJnsDBNs 0.5035 0.3893
ASnsDBNs 0.5929 0.5641
RCnsBNs G1 : 0.4856 G1 : 0.4856;G2 : 0.5315
RCnsDBNs G1 : 0.5183 G1 : 0.5925;G2 : 0.5979
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Figure 5.9: Comparison of four methods on Arabidopsis T20 data. Up: The posterior probabilities
of the numbers of segments P(m) (from the top to the bottom: RCnsBNs (λs = 2), RCnsDBNs
(λs = 2), RJnsDBNs (λm = 0.0005, λs = 2), and ASnsDBNs ). Low: The posterior probabilities of
the change points P(t).
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Figure 5.10: Comparison of four methods on Arabidopsis T28 data. Up: The posterior probabilities
of the numbers of segments P(m) (from the top to the bottom: RCnsBNs (λs = 2), RCnsDBNs
(λs = 2), RJnsDBNs (λm = 0.005, λs = 2), and ASnsDBNs). Low: The posterior probabilities of
the change points P(t).
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Chapter 6
Preliminary Work (IV): Bayesian
Network Structure Learning with
Text Priors
In this chapter, we will present a new Bayesian Network structure learning method with text
priors that are encoded by non-parametric hierarchical topic trees. Our method retrieved
structure prior information from unstructured text data. And different from the existing
reverse engineering methods with text priors [175, 243, 86], our method does not need
standard glossary or ontology systems.
6.1 Methods
6.1.1 Structure Inference of Bayesian Networks
Bayesian networks (BNs) are a special case of probabilistic graphic models. A static BN is
defined by a graph structure G, and a complete joint probability distributions of its nodes
P (X) = P (X1, . . . , Xn). The structure G : G = (X,E) is an directed acyclic graph (DAG),
which contains a set of variables X = {X1, . . . , Xn}, and a set of directed edges E, which
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define the causal relations between variables. Since the graph structures of static BNs are
directed acyclic, the joint distributions can be decomposed as P (X1, . . . , Xn) =
∏
i P (Xi|πi),
where πi is the parents of the node (variable) Xi.
Given an observed data x, the structure inference problem of BNs is equal to maximize
the posterior probability of the network structure G. By the Bayes’ rule, the posterior
probability is expressed as following:
P (G|x) = P (x|G)P (G)
P (x)
. (6.1)
When P (x) is treated as a constant, Equation 6.1 further extends to
P (G|x) ∝ P (x|G)P (G). (6.2)
We have no prior knowledge on P (G) and see the uniform distribution as the prior.
In this paper, we assume that the observations are independent, complete and multi-
nomially distributed with a Dirichlet prior on the parameters ΘG, we have the BDeu [117]
solution to P (x|G):
P (x|G) =
∫
f(x|G,ΘG)ρ(ΘG)dΘG
=
∏n
i=1
∏qi
j=1
Γ(αij)
Γ(αij+Nij)
∏ri
k=1
Γ(αijk+Nijk)
Γ(αijk)
. (6.3)
ΘG are the parameters associated with the data x corresponding to G. ρ(ΘG) is the prob-
ability density function of ΘG. ri is the number of possible discrete values of Xi. qi is the
number of configurations of parents πi for the variable xi. Nijk is the times that Xi had
value k. Nij =
∑ri
k=1Nijk. αijk and αij are the hyperparameters for Dirichlet distribution.
αijk is assumed to be uniformly distributed and is set to αijk = α/(riqi). The equivalent
sample size α is set to 1.
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6.1.2 Hierarchical Latent Dirichlet Allocation Modeling
In this paper, we used hierarchical Latent Dirichlet Allocation (hLDA) [26, 25] to model the
hierarchical tree topology of topics of a corpus of documents D = {d1, · · · , dn}. A document
di : 1 ≤ i ≤ n is a sequence of words denoted as di =< w1, · · · , wmi >. A topic in hLDA
is defined as a word distribution over a vocabulary V . V is a lexicon set containing all the
words in a document corpus D. A hLDA model consists of two key components: nested
Chinese Restaurant Process (nCRP) and Dirichlet Mixture Model. We will discuss these
two techniques in the following subsections.
6.1.2.1 Nested Chinese Restaurant Process
Chinese Restaurant Process (CRP) is a special case of Dirichlet Process of latent mixture
component in Finite Dirichlet Process Mixture Model (DPMM) when the number of mixture
components K goes infinity [197]. It is a distribution with a single real value parameter γ
over partitions of integers. Suppose that there exists a restaurant with infinite number of
tables, each of which can accommodate infinite customers. For a group of n customers lined
as a sequence {s1, · · · , sn}, the first customer chooses the first table t1 with the probability
1 and the nth customer selects one of occupied tables ti : 1 ≤ i ≤ K or a new unoccupied
table tK+1 based on the distribution as follows.
P (ti|s1, · · · , sn−1) =
ni
n− 1 + γ
P (tK+1|s1, · · · , sn−1) =
γ
n− 1 + γ
, (6.4)
where ni is the number of customers sitting at table ti and
∑K
i ni = n− 1.
Nested Chinese Restaurant Process (nCRP) is a model that extends CRP by incorpo-
rating hierarchical tree topology to handle inherent structures of data. In nCRP model, we
have a tree structure T that could have infinite branches and an infinite depth. Every node
in the tree can be seen as a restaurant described in CRP. Each edge from a parent node rp
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to a child node rc in the tree represents a direct connection between a table ti in rp and rc,
that is, that the customers sitting at the table ti in rp will visit rc. We follow the work in
[26] and have the depth of the tree fixed as L. Hence, every customer is exposed to a set of
sequences of restaurants, which are all the existing pathes with the depth l from the root to
the leafs in the tree or potential new branches that extend from existing internal nodes to
the depth l. Hence, each node r in the tree represents a path cr that is a sequence of nodes
ordered from root to r. We denote the cr of a node r with the level l(r) as A(r) =< ai >
where i : 1 ≤ i ≤ l(r) is the level. The probability that a customer sn chooses a path cr is
P (cr|s1, · · · , sn−1, T ) =
γ
al(r) + γ
l(r)∏
i=2
n(ai)
n(ai−1) + γ
, (6.5)
where n(ai) is the number of customers that visited the restaurant ai.
In hLDA model, each document is treated as a customer and each topic is seen as a
restaurant in a nCRP tree. Hence nCRP provides a prior distribution of the document
assignment over sequences of topics.
6.1.2.2 Dirichlet Process Mixture Model
Suppose we have observations Y = {y1, · · · , yn} and yi : 1 ≤ i ≤ n is independently drawn
from an unknown distribution F . The general procedure of Dirichlet Process Mixture Model
[197] is as follows.
yi ∼ F (θc)
θci ∼ H(ci)
ci ∼ DirichletProcess(γ). (6.6)
In hLDA model, Y = D and nCRP serves as the Dirichlet Process to generate the mixture
class. Given a chosen nCRP path c, the generative procedure to draw a single document d
consists of two steps. For each word position i in d, first we select a level l in the path c;
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second, we draw a word from the topic r at level l in c. Both steps that data are generated
from the discrete distribution with a Dirichlet prior. Hence, we have the new form of the
Dirichlet Process Mixture Model in hLDA model as follows.
Algorithm 1 The Generative Process to Generate a Document
PROCEDURE: sample a document
ci ∼ DirichletProcess(γ)
for each word w do
θl ∼ Dirichlet(α)
l ∼ Discrete(θl)
θw ∼ Dirichlet(η)
w ∼ Discrete(θw)
end for
6.1.3 Bayesian Network Structure Inference with Text Priors
We chose Markov chain Monte Carlo (MCMC) to sample the network and hierarchical tree
structures from the posterior P (G|x, T ) and P (T |D). We used Gibbs sampling to simulate
P (T |D) and employed Metropolis Hasting algorithm to sample G from P (G|x, T ). We
proposed two optional strategies to mix two sampling sub-procedures.
Algorithm 2 Option (I): Bi-way Mixing
PROCEDURE: iterative sampling {G, T}
while i < maximum #iterations do
sample G depending on T
sample T depending on G
end while
Algorithm 3 Option (II): One-way Mixing
PROCEDURE: iterative sampling {G, T}
while i < maximum #iterations do
sample T
sample G depending on T
end while
By considering that in our applications, documents summarized by experts may contain
much less noises than the observations to show a different view of network structures, in this
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paper we chose the second strategy to do the one-way mixing. We called our mixing strategy
as text regularity.
We reformulated Equation 6.1 as follows.
P (G, T |x,D) = P (G|T,D, x)P (T |D, x)
= P (G|T, x)P (T |D)
= P (x|G,T )P (G|T )
P (x|T ) ·
P (D|T )P (T )
P (D)
= P (x|G)P (G|T )
P (x)
· P (D|T )P (T )
P (D)
, (6.7)
and have
P (G, T |x,D) ∝ P (x|G)P (G|T )P (D|T )P (T ) (6.8)
We set a uniform distribution for P (T ). To calculate P (D|T ), we followed the generative
procedure in Algorithm 1. For P (x|G), we applied BDeu metric in Equation 6.3. To calculate
P (G|T ), we used an additional structure that is a symmetric matrix M with the dimension
n. We first acquired the corresponding undirected graph G′ of a DAG G by eliminating the
direction of edges in G. For each pair of indices (i, j) in Mb, if the distance between nodes
vi and vj is less than τ in G
′, we set Mi,j = 1. In this paper, we used τ = 2. It could be seen
as an extension of Markov Blanket [212]. Given a node vi, instead of defining a set MB that
contains vi’s parents, children, and children’s other parents, we define another set MB
′ by
adding to MB with parents’ children, parents’ parent, and children’s children. Suppose that
nodes vi and vj assigned pathes ci and cj. We denoted the number of topics in a path as |c|
and the shared topics between two pathes ci and cj as |ci∩ cj|. We have the probability that
P (Mi,j = 1|T ) = |ci∩cj ||c| where |ci| = |cj| = |c|. For each entry in the matrix M , there exists
a Bernoulli distribution with the parameter P (Mi,j = 1|T ). Since M is symmetric, we only
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need to consider the elements below the diagonal. Hence, we have
P (G|T ) =
i,j=n∏
i,j=1,i<j
P (Mi,j|T ). (6.9)
In the following, we will discuss two sampling steps respectively.
6.1.3.1 Sampling of Topic Trees.
We followed Blei’s work [26, 25] to divided the Gibbs sampling into two steps: sampling
pathes of topics for documents and sampling levels in pathes for words.
We denoted all the words in a document corpus D as w, the words of a document d in
D as wd, the words in the documents of D − {d} as w−d, the words in D excluding the nth
word in a document d as w−(d,n), a single word in d as ω, all the assigned levels in pathes for
w as z, the levels for wd as zd, the levels for w−d as z−d, all the pathes for D as c, the path
for d as cd, and the pathes for D − {d} as c−d
Path Sampling. With the fixed depth l of the topic tree T and all the word levels z,
we have
P (cd|w, z, c−d) ∝ P (cd|c−d)P (wd|c, z, w−d). (6.10)
We calculated P (cd|c−d) with Equation 6.5. In Algorithm 1, we see a discrete distribution as
a special case of a multinomial. Given the assumption of multinomial distribution of lexicon
words with the Dirichlet prior parameterized by η, we have the distribution of potential
pathes for a single document d as
P (wd|c, z, w−d) =
∏l
i=1
Γ(
∑
ω
#[z−d=i,c−d,i=cd,l,w−d=ω]+|V |η)∏
ω
Γ(#[z−d=i,c−d,i=cd,l,w−d=ω]+η)∏
ω
Γ(#[z=i,ci=cd,l,w=ω]+|V |η)
Γ(
∑
ω
#[z=i,ci=cd,l,w=ω]+η)
. (6.11)
Word Level Sampling. With all the pathes c of documents D, we have the distribution
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of level allocations for each word as
P (zd,n|z−(d,n), c, w) ∝ P (zd,n|zd,−n)P (wd,n|c, z, w−(d,n)). (6.12)
With the same assumption of multinomial distributions with Dirichlet priors on words along
levels and over topics, respectively parameterized by α and η, we have
P (zd,n|zd,−n) ∝ α +#[z−(d,n) = zd,n], (6.13)
and
P (wd,n|c, z, w−(d,n)) ∝ η +#[z−(d,n) = zd,n,
czd,n = cd,zd,n , w−(d,n) = wd,n]. (6.14)
6.1.3.2 Sampling of Bayesian Network Structures.
We used the general Metropolis Hasting algorithm with three move types [116]: (i) add an
edge; (ii) remove an edge; (iii) reverse an edge. Instead of using the directed acyclic graph
G as the state, we chose the symmetric matrix M as its equivalence. We saw the state
transition procedure of M as two steps: (i) to randomly select multiple entries Mijs; (ii) to
sample the values of Mijs with Bernoulli distributions. Hence, we proposed the acceptance
criterion as follows.
P (M,M ′) = min{1, P (M
′|x)P (M |M ′, T )
P (M |x)P (M ′|M,T )
}, (6.15)
where P (M |M ′, T ) is calculated with Equation 6.9 and the ratio P (M |M
′,T )
P (M ′|M,T ) has the form
P (M |M ′, T )
P (M ′|M,T )
=
∏
i<j,P (Mi,j )̸=P (M ′i,j)
P (Mi,j|T )
P (Mi,j|T )
. (6.16)
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We used one of the discussed move types to propose new sample G′ and approximated
P (G|G′) with P (M |M ′). When G′ is a cyclic graph, we reject the new state M ′.
6.2 Experimental Study and Evaluation
We performed all the experiments on Intel Xeon 3.2 Ghz EM64T processors with 4 GB
memory. We implemented our method in Java.
We compare two approaches: 1) our approach denoted as BNsTP, 2) the general bayesian
network structure learning algorithm denoted as BNs [116] Our experimental study is based
on three data sets: two hybrid educational data set and one biological microarray gene
expression data. We evaluate three methods from structure prediction accuracy.
Structure Prediction Accuracy. To compare the inferred structure results from dif-
ferent data sets, we follow the evaluation method introduced in [129, 262, 102]. For the
hybrid data sets, we compare the inferred network structures with the true networks. For
the real biological data sets, we collect gold standard reference networks as the ground truth.
In case where we have ground truth network structure (the hybrid synthetic data set), we
use the area under receiver operating characteristic curve (AUROC) values to evaluate the
performance. In case where we have no true network structure (the biological data set), we
compare our findings with other researchers’ work. Before we discuss the details of experi-
mental results, we present the characteristics of our data set first below.
6.2.1 Data Sets
Synthetic Educational Data.
The original data set is from the Dynamic Learning Maps Alternate Assessment System
(DLM) project in the the Center for Educational Testing and Evaluation (CETE) at the
University of Kansas [2]. It represents an example of a small portion of a learning map, which
is one of the results in an effort of building an alternate assessment system for students with
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Figure 6.1: The Math Learning Pathways with 30 Nodes
significant cognitive disabilities in educational testing field. The map is designed to show
what students know in ways that traditional multiple-choice tests cannot. This particular
portion of the map has 30 nodes, each of which indicates a math skill. We showed the
structure of this map in Fig. 6.1.
The graph structure contains two major pieces of information about mathematics. One
piece is about investigating students’ learning progression on series of knowledge with regard
to understanding rational numbers, relationship between rational numbers and number line,
till further down the path about conducting rational number operations and applying the
knowledge about rational numbers to the real world problems. The other piece is about
probing the relationship between fractions and rational numbers, and further down the path
to be able to use properties of exponents. The two pieces joint at a place where students are
expected to understand the reason that sum of two rational numbers is a rational number
and then they each develop further independently.
This data set has two parts: generated synthetic binary observations and node descrip-
tions, which are short descriptions in words about nodes.
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Figure 6.2: The A. thaliana oscillator loops of the circadian clock network.
Arabidopsis Thaliana Circadian Regulation Gene Data. We use the Arabidopsis
Thaliana Circadian gene expression data investigated in [102]. The data sets consist of
9 genes, LHY, CCA1, TOC1, ELF4, ELF3, GI, PRR9, PRR5, and PRR3. The group
of genes create transcriptional feedback loops and are critical to understand the internal
clock-signalling network of plant. The Arabidopsis data are sampled from two light-dark
conditions: (I) 10h:10h light/dark cycle and (II) 14h:14h light/dark cycle. Each data set
contains 13 time points collected with the interval of 2 hours. We build a gold standard
network based on the biological literatures [183, 228, 62, 208, 110, 190]. In this network,
CCA1 and LHY proteins directly bind to the promoter of TOC1 to represses the expression
of TOC1. The pseudo-response regulators PRR5 and PRR9 are activated by CCA1 and LHY
and repress CCA1 and LHY subsequently. G1 improves the expression of TOC1. ELF4 is
repressed by CCA1. In Figure 6.2, we show a detailed referred graph figure used in our
previous work [141, 145].
We collected the text data for these genes independently from the literatures for retrieving
the network. All the descriptions of these 9 genes are from the Arabidopsis Information
Resource Database [1], which are short summarized key words related to these genes.
In addition, we revised Figure 6.2 into an acyclic directed graph showed in Figure 6.3.
We used this revised network to generate another synthetic data set with 20 observations.
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Figure 6.3: The A. thaliana synthetic network.
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Figure 6.4: The AUROC score over the number of samples.
6.2.2 Experimental Results
We generated a group of education synthetic data with different numbers (N) of observations
and tested the structure prediction performance on them. For each data set, we did the
experiments 10 times independently. We showed the AUROC score changes over N in
Figure 6.4. BNsTP outperformed BNs when N is small (N = 20 ∼ 70). This finding helps
to setup the fitful scenarios for BNsTP to be applications with limited samples. When more
observations are available, the text encoded priors will slowly lose their advantages.
6.2.2.1 Structure Prediction Accuracy
We evaluated the network structure prediction accuracy based on AUROC score in two
synthetic data sets and two real biological data sets. For the education synthetic data, both
BNsTR and BNs ran 400,000 iterations and used 80,000 iterations for burn-in. For the all
thaliana synthetic and real data, both BNsTR and BNs sampled 1,000,000 iterations and
took 200,000 iterations for burn-in.
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Table 6.1: The AUROC values of BNsTR and BNs on synthetic and real data
Education Synthetic Data (N=40) Thaliana Synthetic Data (N=20) Thaliana T20 (N=13) Thaliana T28 (N=13)
BNsTR 0.7166 0.6829 0.6170 0.5947
BNs 0.5929 0.4376 0.4090 0.4268
TP, true positive; FP, false positive; TN,
true negative; FN, false negative.
Sensitivity = TP/(TP+FN).
Specificity = TN/(TN+FP).
Complementary Specificity = 1- Speci-
ficity = FP/(TN+FP).
The ROC curves are plotted with the Sen-
sitivity scores against the corresponding
Complementary Specificity scores.
We showed the results in Table 6.1. In all three data sets, BNsTR performed much better
than the general BNs approach. For example, BNsTR beat BNs with 0.1237 improvement
in education synthetic data, 0.2453 improvement in thaliana synthetic data, 0.2080 improve-
ment in thaliana T20 data, and 0.1679 improvement in thaliana T28 data. Both BNsTR and
BNs methods get better scores in thaliana synthetic data than real data. Our explanations
are that the real microarray gene expression data is usually more noisy than the synthetic
observations and the synthetic data have more data points. When considering the differ-
ence between the synthetic and real thaliana networks, the acyclic constraint of Bayesian
Networks may be the additional reason to affect the prediction performance in real data.
All our experimental results showed that the text information of nodes in both education
and biological applications greatly improve the structure prediction in the scenarios of lim-
ited samples. In this paper, we had two assumptions. First, we assumed that the professional
descriptions of items from domain experts may contain rich structured information, that is,
that more similar functional entities would be described with more identical words. Second,
we assumed that neighbored nodes in network structures have similar functional roles. Third,
when two functions’ definition in texts and networks are consistent, the inherent structural
information in text will be useful prior to limit the model searching space in network struc-
ture inference procedure. Our findings during our experimental study demonstrated these
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previous assumptions.
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Chapter 7
Online Spectral Clustering on
Unlimited Graph Streams
With the fast accumulation of stream data from various type of networks, significant re-
search interests have arisen in applying spectral clustering on evolving graphs. However, the
common limitation of existing spectral methods is their computational inefficiency. Most
of them are off-line methods and need to recompute solutions from scratch at each time
point. The existing work on improving the computational performance of spectral clustering
is very limited. The application of the existing incremental spectral clustering approach is
limited by its scalability constraint. We propose our computationally efficient online spectral
clustering method ISSUER (Incremental Spectral cluStering based on matrix pertUrbation
thEoRy) with three novel spectrum approximation algorithms: FOA (First Order Approxi-
mation), GEPT (General Eigen Perturbation Theory) and EEPT (Enhanced Eigen Pertur-
bation Theory) [142]. Our experimental study shows that our approaches outperform the
existing incremental spectral clustering approach in computational efficiency while having
better clustering accuracy.
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7.1 Related Work
We summarize our related work into two parts: incremental spectral clustering and the
related area, evolutionary spectral clustering. For general graph clustering and spectral
clustering techniques, we refer to [231, 196] for recent surveys.
7.1.1 Incremental Spectral Clustering
Incremental clustering are usually used to handle two types of clustering tasks [266]: (i)
that sequentially clusters incoming new data points that are each observed once, known
as data stream clustering [40]; (ii) that continuously clusters data points that are each
observed at multiple time points. The incremental clustering tasks are mainly focusing on
high computational efficiency.
The existing work on incremental spectral clustering have [248, 158, 203]. Both Val-
grem’s work [248] and Kong’s work [158] targeted the first type of task. They reduced the
computational cost by incrementally approximating original large affinity matrices with the
smaller ones that only consist of the representative points of clusters. Their methods are
designed to handle the insertion and deletion of objects. Ning’s work [203] focused on the
second type of task. It reduced the computational cost by incrementally updating the eigen-
values/vectors by using similarity change operations on incidence matrix. Their eigenvalue
approximation is the first order Taylor approximation. Their perturbed eigenvectors is esti-
mated based on their empirical finding that only the neighborhoods of the nodes connecting
the changed edges contribute to the changes of perturbed eigenvectors. The computational
gain of Ning’s method is only obtained in the condition that a matrix perturbation related to
affinity matrices or adjacency matrices of graphs consists of very limited number of similarity
changes.
Although the existing work on incremental spectral clustering are very limited, there
is a large body of work on data stream incremental clustering other than spectrum analy-
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sis, such as, incremental hierarchical clustering [41], incremental micro-clustering [176], and
incremental correlation clustering [184] and reference therein.
7.1.2 Evolutionary Spectral Clustering
Evolutionary clustering aims to discover clusters in a sequence of clustering tasks from time
series data [37]. It is designed specifically for time series data with slowly drifting clustering
boundaries and use temporal smoothness functions to eliminate short-term noises. In recent
years, this approach has greatly expanded in classical spectral clustering algorithms, such as
[49, 266, 247, 99].
Evolutionary spectral clustering is highly correlated to our research. From the view of
the matrix perturbation theory [244], this application setting is seen as small perturbations.
With a sufficiently small perturbation, the perturbed eigensystem does not deviate far from
the existing one. Hence, the evolutionary scenario provides a good condition for the success
of computationally efficient incremental spectrum computation techniques.
7.2 Preliminary and Background
7.2.1 Preliminary
A weighted undirected graph G is a 3-tuple G = (V,E,W ) where V is the set of vertices
of G and E ⊆ V × V is the set of undirected edges of G with (u, v) ≡ (v, u) : u, v ∈ V .
W : V ×V → R+∪{0} is the function assigning a non-negative real value W (l) to each node
pair l ∈ V ×V . If a link l ∈ E, then W (l) > 0, otherwise W (l) = 0. An evolving weighted
undirected graph < G > is a sequence of weighted undirected graphs < G1, G2, . . . , GT >,
where VG1 = · · · = VGT = V . For simplicity, in the remaining of the paper we write evolving
graph to denote evolving weighted undirected graph.
The adjacency matrix A(G) of a weighted undirected graph G with n nodes is an n×n
matrix, where each entry ai,j = W (i, j). A is a symmetric matrix. The graph Laplacian
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matrix L for a given G is defined as L(G) = D(G) − A(G), where D(G) is a diagonal
matrix with di,i =
∑
j ai,j. The transition matrix B(G) = D
−1 × A(G). Correspondingly
we define an evolving matrix < A > as < A1, A2, . . . , AT >.
7.2.2 Spectral Clustering
The spectral clustering algorithms are based on spectral graph theory, where the study of
eigenvalues/eigenvectors of the affiliated squared matrices such as L or B that represent
graphs are the essence.
Without losing the generality, in this paper we focus on the Normalized Cut algorithm
[238, 18]. Our algorithm can easily extend to other spectral clustering methods.
In k-way normalized cut, the algorithm minimizes the objective function as NC =∑k
i=1
assoc(Si,V \Si)
assoc(Si,V )
, where assoc( Si, Sj) =
∑
p∈Si,q∈Sj W (p, q) and V \Si is the complement of
Si. In Bach’s work [18], it showed that theNC measure is equal to k−trace(XTD−
1
2AD−
1
2X),
where X is a n× k matrix with two constraints: (i) the columns of XTD− 12 piecewise con-
stant w.r.t. the set S and (ii) XTX = I. X is a normalized indicator matrix. The solution
for the relaxed version of NC optimization problem is the eigenvectors corresponding to k
largest eigenvalues of the matrix D−
1
2AD−
1
2 denoted as A′.
The general procedure of k-way normalized cut algorithm is as follows:
1. compute the eigenvectors X pertaining to the largest k eigenvalues of the matrix A′ =
D−
1
2AD−
1
2 or its variants such as the transition matrix B.
2. let X be the matrix with each row as the feature vector for a node (or data point).
3. run the k-means clustering method to cluster the nodes (or data points).
Figure 7.1 depicts an evolving graph with two snapshots. There are clearly two clusters
in each graph (k = 2). The red dashed lines in Figure 7.1 indicate the partitioning boundary
of the clusters.
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Figure 7.1: An example of an evolving graph with two snapshots
In this paper, we are focusing on the first step of the general algorithm and propose
multiple novel methods to incrementally calculate the eigenpairs to save computational time.
We formalize our incremental spectral updating problem as follows:
In a smoothly evolving matrix < A′ >, given A′t, its eigenvalues/vectors λt, xt, and A
′
t+1,
incrementally compute the corresponding eigenpair: λt+1, xt+1 of A
′
t+1.
7.3 Methods
In this section, we will discuss our three novel incremental spectral updating algorithms:
FOA, GEPT, and EEPT.
7.3.1 First Order Approximation (FOA) Approach
Suppose that λ and x is an eigen-pair of a matrix A′ with xTx = 1. Given a new symmetric
matrix Ã′ = A′ + ∆A′, we denote the new eigenpair as λ̃ = λ + ∆λ and x̃ = x + ∆x and
have (A′ +∆A′)(x+∆x) = (λ+∆λ)(x+∆x).
We ignore the second order components ∆λ∆x and ∆A′∆x and with A′x = λx obtain
A′∆x+∆A′x=λ∆x+∆λx. (7.1)
By multiplying xT to the left of both sides of the equation, we have
∆λ=xT∆A′x. (7.2)
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We substitute ∆λ in Equation 7.1 with Equation 7.2 and have
(A′−λI)∆x=((xT∆A′x)I−∆A′)x. (7.3)
The matrix A′−λI is singular. There is no unique solution for ∆x. To address this issue,
Ning et al. [203] adopted an approximation approach that only keeps the corresponding
rows and columns of the neighbors of the nodes in a similarity change. It created a smaller
matrix KNij to replace A
′ − λI. We propose a new method that substitutes the matrix A′
in Equation 7.3 with the new matrix Ã′ and have
∆x=(Ã′−λI)−1((xT∆A′x)I−∆A′)x. (7.4)
In Example 1, we show the perturbed eigenpair approximation errors Errλ and ErrX
of graph G2 in Figure 7.1 based on FOA. The measures of spectrum approximation errors
will be discussed in Section 7.4.2. For the purpose of comparison, we included the eigenpair
approximation errors of Ning’s approach [203] denoted as SC-FOA (Similarity Change based
First Order Approximation approach).
Example 1. The spectrum approximation errors of the estimated k eigenvectors X̂(G2)
using Ning’s work are Errλ = 0.1444 and ErrX = 28.36
o
The spectrum approximation errors of the estimated k eigenvectors X̂(G2) using FOA
are Errλ = 0.0399 and ErrX = 10.45
o
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Figure 7.2: The clustering results of the evolving graph in Figure 7.1 by using SC-FOA
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Figure 7.3: The clustering results of the evolving graph in Figure 7.1 by using FOA
Figure 7.2 and 7.3 depict the clustering results of the evolving graph G1 and G2, re-
spectively using SC-FOA and FOA. SC-FOA does not partition G2 correctly while FOA
does.
7.3.2 Eigen Perturbation Theory Based Approaches
The problem of how to compute the perturbation of characteristic values and vectors of
A′ given a small matrix variation ∆A′ is a typical perturbation expansion problem well
investigated in the field of Matrix Perturbation Theory. In this subsection, we propose two
additional incremental eigenpair updating approaches based on the existing work on eigen
perturbation theory [264, 244].
7.3.2.1 General Eigen Perturbation Theory (GEPT) Approach
Our GEPT approach used Gerschgorin’s Theorem [89, 264] and Stewart’s invariant sub-
space perturbation theorem [244] to estimate the perturbed eigenvalues and eigenvectors
respectively.
Theorem 5. Gerschgorin’s Theorem. Given an n× n matrix A, let
ai=
∑
j ̸=i|ai,j | and Qi={x: |x−aii|≤ai},
that is called a Gerschgorin disk. Then the spectrum
L(A′)⊂
∪n
i=1
Qi.
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Moreover, if m of the Gerschgorin disks are isolated from other n − m disks, there are
precisely m eigenvalues of A in the union of the m Gerschgorin disks.⋄
By shrinking a Gerschgorin disk while keeping separating it from other disks, we could
get a sharp bound for an eigenvalue. We followed the procedure showed in [264] to derive a
perturbed simple eigenvalue λ1(Ã′) as follows.
λ1(Ã′)=λ1(A′)+xT∆A′x+O(∥∆A′∥2). (7.5)
By ignoring the second order term, we have the approximation solution of a general perturbed
eigenvalue λ̃ as
λ̃≈λ+xT∆A′x. (7.6)
The incremental eigenvector updating in our GEPT approach is based on Stewart’s work
on invariant subspace perturbation theory [244]. Given a subspace χ, when A′χ ⊂ χ where
A′χ = {A′µ : µ ∈ χ}, we call χ an invariant subspace of A′. We denote X as the matrix
with k eigenvector of A′ as columns and have the invariant subspace χ spanned by the
columns of X denoted as χ(X). The columns of X form a basis for χ and there is a unique
matrix L such that A′X = XL. L is called the representation of A′ in χ w.r.t. X and
has the same eigenvalues corresponding to X. Here we only consider the invariant subspace
with the spectrum of L separated from other eigenvalues of A′. We call such a subspace
simple invariant subspace. In practical spectrum calculation, considering round-off errors in
numerical methods, we could see our selected k-eigenvalues always simple eigenvalues that
are separated from other eigenvalues.
Theorem 6. Suppose two matrices X and Y. Let the columns of X be linearly independent
and the columns of Y span the orthogonal complement of a subspace χ. Then χ is an invariant
subspace of A′ if and only if Y TA′X=0.⋄
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Theorem 7. Stewart’s Invariant Subspace Perturbation Theorem. Let [X Y ] be orthogonal
and suppose that χ(X) is a simple invariant subspace of A′ spanned by X, so that
[X Y ]TA′[X Y ]=
L1 0
0 L2
,
where L1=XTA′X and L2=Y TA′Y .
Given a perturbation ∆A′, let
[X Y ]T∆A′[X Y ]=
E11 E12
ET12 E22
.
Let γ=η=∥E12∥2 and σ=sep(L1,L2)−2∥E12∥2, where sep(L1,L2)=inf∥P∥2=1∥PL1−L2P∥2>0. Then if
γ
σ
< 1
2
,
there is a unique matrix P satisfying ∥P∥2≤ 2γ
σ+
√
σ2−4γ2
<2 γ
σ
, such that the columns of
X̃=(X+Y P )(I+PTP )−
1
2 (7.7)
Ỹ=(Y−XPT )(I+PPT )−
1
2 (7.8)
form orthonormal bases for simple invariant subspace χ̃ of Ã′ = A′+∆A′ and the orthogonal
supplement of χ̃.⋄
We let X = x be an eigenvector corresponding to a simple λ. According to Theorem 6
and 7, we get the approximate solutions for x̃ and Ỹ as follows.
x̃≈x+Y p=x+Y (λI−L2)−1Y T∆A′x (7.9)
Ỹ≈Y−xpT=Y−xxT∆A′Y (λI−L2)−1. (7.10)
Due to the limitation of the space, we omitted the mathematical derivation and proofs. More
technical details are available on [89, 264, 244].
In Example 2, we show the perturbed eigenpair approximation errors of graph G2 in
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Figure 7.1 based on GEPT.
Example 2. The spectrum approximation errors of the estimated k eigenvectors X̂(G2)
using GEPT are Errλ = 0.0399 and ErrX = 13.88
o
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Figure 7.4: The clustering results of the evolving graph in Figure 7.1 by using GEPT
Figure 7.4 depicts the clustering results of the evolving graph G1 and G2 using GEPT.
GEPT does not partition the graph G2 correctly.
7.3.2.2 Enhanced Eigen Perturbation Theory (EEPT) Approach
The eigen perturbation theory discussed in the GEPT approach builds a strong theoretic
foundation for our incremental eigenpair updating problem. It not only provides us solu-
tions to approximate perturbed eigenvalues/vectors but also shapes them with informative
perturbation bounds. However the eigen updating technique used in GEPT has obvious
drawbacks. First, in evolving scenarios, for each of k selected eigenvectors x, the GEPT
algorithm needs to continuously store and update their corresponding Y s. It may elimi-
nate the computational benefits obtained by our eigen incremental updating scheme with
the increasing cluster number. Second, by approximating eigenvalues/vectors separately, it
may accumulate errors quickly. Third, the structure of the symmetric matrix A′ is not fully
explored.
Here we show our third approach EEPT that is based on the same perturbation theory
[244] as GEPT. But it is computationally more efficient and has better accuracy on eigen
perturbation estimation. Different from GEPT, it solves both eigenvalue and eigenvector
updating problem in the same theoretic framework.
114
LetX be the largest k eigenvectors of A′ and Y form a basis of the orthogonal complement
of the invariant subspace χ(X) with XTX = I and Y TY = I. With Theorem 6, considering
that A′ is symmetric, we have
A′[X Y ]=[X Y ]
L1 0
0 L2
,
where L1 and L2 are symmetric. Given a small perturbation ∆A
′, we have
(A′+∆A′)[X Y ]=[X Y ]
L1+E11 E12
ET12 L2+E22
. (7.11)
By multiplying an orthogonal matrix
F=
 I −PT
P I

(I+PTP )−
1
2 0
0 (I+PPT )−
1
2

on both sides of Equation 7.11, we have
(A′+∆A′)[X Y ]F=[X Y ]FFT
L1+E11 E12
ET12 L2+E22
F. (7.12)
With a well selected P , we let
FT
L1+E11 E12
ET12 L2+E22
F=
L̃1 0
0 L̃2
. (7.13)
Hence, Equation 7.12 has the form
(A′+∆A′)[X Y ]F=[X Y ]F
L̃1 0
0 L̃2
. (7.14)
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It satisfies the condition in Theorem 6. Hence, we get Equation 7.7 and 7.8.
In order to satisfy Equation 7.13, we need
−P (L1+E11)+ET12−PE12P+(L2+E22)P=0 (7.15)
or P (L1+E11+E12P )=ET12+(L2+E22)P , (7.16)
which is the direct result by expanding Equation 7.13. By ignoring the higher order term in
the Equation 7.15 and reorganize it, we have
P (L1+E11)−(L2+E22)P=ET12. (7.17)
Equation 7.17 is Sylvester’s Equation that has the form AX − XB = C. We show the
necessary and sufficient condition to have a unique solution for Sylvester’s Equation [244]
below.
Theorem 8. The Sylvester’s Equation AX −XB = C has a unique solution if and only if
L(A) ∩ L(B) = ∅, where L(.) is the spectrum of a square matrix.⋄
From the perturbation theory point of view to understand the spectral clustering [253],
the selected k eigenvectors X of the matrix A are the perturbed indicator vectors of k
clusters X̄ of the corresponding matrix Ā with a small perturbation ∆Ā = A− Ā. We used
canonical angles Θ between subspaces χ(X) and χ(X̄) to measure the difference between
X and X̄. We let sinΘ be the diagonal matrix with the sine of Θ as the diagonal entries.
The Davis-Kahan Theorem [244] shows that ∥ sinΘ∥ ≤ ∥∆Ā∥
σ
, where ∥ · ∥ is Frobenius norm
and σ = |λk − λk+1|, where λk and λk+1 are the largest kth and (k + 1)th eigenvalues.
The smaller ∥ sinΘ∥ represents the smaller difference between X and X̄, and indicates the
better clustering output. Both Meila’s and Ng’s work [237, 200] showed that a larger eigengap
|λk−λk+1| between the selected k eigenvalues Λ1···k = {λ1, · · · , λk} and other n−k eigenvalues
L(A′)\Λ1···kg provides a better clustering results.
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L1 and L2, as the representation of A
′ in the invariant subspace w.r.t. X or Y , respectively
reserves the spectrums Λ1···k and L(A′)\Λ1···k. With a well selected k eigenvalues with a large
gap |λk − λk+1|, it guarantees that L(L1) and L(L2) are well separated. With a sufficiently
small perturbation ∆A′, L(L̃1) and L(L̃2) are closer enough to L(L1) and L(L2) so that
L(L̃1) and L(L̃2) are still separated. Hence, there is a unique solution for Equation 7.17.
Algorithms to solve Sylvester’s Equation are available in [214] and reference therein.
With Equation 7.13 and Equation 7.16, we have
L̃1≈L1+∆E11+E12P , (7.18)
L̃2=L2+Ỹ T∆A′Ỹ≈L2+Y T∆A′Y . (7.19)
Let Λ1···k(L̃1) and U be the eigenvalues and its corresponding normalized eigenvectors of
L̃1. We have the perturbed k eigenvalues Λ̃
1···k and eigenvectors X̃ as
Λ̃1···k=Λ1···k(L̃1) (7.20)
X̃=X̂U=(X+Y P )(1+PTP )−
1
2U≈(X+Y P )U. (7.21)
In Example 3, we show the perturbed eigenpair approximation errors of graph G2 in
Figure 7.1 based on EEPT.
Example 3. The spectrum approximation errors of the estimated k eigenvectors X̂(G2)
using EEPT are Errλ = 0.0023 and ErrX = 1.1401
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Figure 7.5: The clustering results of the evolving graph in Figure 7.1 by using EEPT
Figure 7.5 depicts the clustering results of the evolving graph G1 and G2 using EEPT.
EEPT correctly partitioned the graph G2.
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7.3.3 Clustering Re-initialization Policies
Considering the dramatic fall in clustering accuracy caused by accumulated approximation
errors or a sudden and dramatic shift of cluster boundary, it is necessary to re-initialize the
clustering for all the approximation techniques.
We measure the shifting level of cluster boundaries by using the maximum canonical
angle θ between invariant subspaces spanned by k-eigenvectors Xt and Xt+1 over successive
time points. In EEPT, we approximate θ with θ̃ between estimated X̃t and ˜Xt+1. We use θ̃
to measure both the accumulated approximation errors and large perturbation.
We listed the re-initialization policies for our proposed approximation technique and
SC-FOA [203] as follows.
1. EEPT: re-initialize under the conditions: (i) the maximum canonical angle between
the subspaces χ(X̃t) and χ(X̃t+1) is more than a given threshold σ; (ii) L̃1 has non-real
eigenvalues.
2. GEPT: re-initialize under the conditions: (i) after an arbitrary number of time points
nlimit.
3. FOA: re-initialize under the conditions: (i) after an arbitrary number of time points
nlimit; (ii) (Ã′ − λI) is singular.
4. SC-FOA: re-initialize under the conditions: (i) after an arbitrary number of similarity
change operations nlimit; (ii) KNij is singular.
7.3.4 Time Complexity Analysis
The standard eigenvalue solver takes O(N3) operations [237], where N is the number of
graph nodes. When A′ and its resulting eigen-system are very sparse, Lanczos method [96]
reduces the time complexity to O(N 32 ). Ning’s method [203] has a approximately linear
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time complexity O(N) when N is large enough and A′ is very sparse. However, our exper-
imental study shows that with increasing number of similarity changes in a single matrix
perturbation, it performs even worse than the general approach using Lanczos algorithm.
Before we show the time complexities of our three spectrum approximation algorithms,
we have the following assumptions: A′ are large sparse matrices with the non-zero entries
linearly to N . ∆A′ are sparse matrices with the number of non-zero entries m : m ≪ N ;
x are vectors with the number of non-zeros entries p; X and Y are sparse matrices with
the number of non-zero entries kq and p. Such assumptions are usually the case in our
application scenarios.
• FOA: O(m) on ∆λ; for ∆x, O(N) on ((xT∆A′x)I −∆A′)x, O(N2.376) on the inverse
of (Ã′ − λI) [61], O(N2) on ((xT∆A′x)I −∆A′)x and (Ã′ − λI).
• GEPT: O(m) on ∆λ; with the naive sparse matrix multiplication algorithm [109],
O(min(p,N) ·m ·min(p,N − 1)) on x̃ and O(q ·min(m · p,N)) on Ỹ .
• EEPT: The key calculations exist in sparse matrix multiplication and the solver of
Sylvester’s equation in Equation 7.17. With [109], it takesO(k2·m) on E11, O((min(N−
k, p))2 ·m) on E22, O(k ·min(N − k, p) ·m) on E12. We assume that P , a (N − k)× k
sparse matrix, has f non-zero entries. It takes O(k · f) on Ỹ , O(k · p) on X̂, O(k3 · p)
on X̃, O(k2 ·min(N − k, p) ·m) on L̃1, and O((min(N − k, p + kf))2 ·m) on L̃2. We
treat L2 + E22 and L1 + E11 as diagonal matrices. it takes O(k · min(N − k, p) · m)
to solve Equation 7.17 based on Hessenberg system [97]. The total time complexity of
EEPT is the largest scale of those key calculations.
The time complexities of GEPT and EEPT depend on the values of p and f in matrix
multiplication. Parallel algorithms on matrix multiplication is a well-studied problem [107].
Hence, a further computational improvement of our algorithms will be achieved by the
parallelization of matrix multiplication in distributed computing environment.
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7.4 Experimental Study
We performed all the experiments on a desktop machine with an Intel core i7 2.66 GHz CPU
and 6 GB memory. We implemented our three methods in Matlab. We implemented Ning’s
Method [203] SC-FOA in Matlab.
We compared our three methods: FOA, GEPT and EEPT with the Lanczos algorithm
[96] denoted as STANDARD, and Ning’s SC-FOA approach. Our experimental study is
based on three data sets: one synthetic graph stream, one Facebook social network stream,
and one Autonomous System graph stream. We evaluated these methods from two aspects:
i) eigenvalue/vector approximation error; ii) clustering performance.
7.4.1 Data Sets
Synthetic Data. We followed the work in [49] to create an evolving graph stream with
N nodes and T time points. We evenly divided N nodes into 4 groups. The edges inside
each group were randomly selected with the probability Zin and the edges between groups
were randomly chosen with the probability Zout. We selected the values of Zin and Zout to
let the expected degree of nodes be Dall and the expected number of between-group edges
connected to each node be Dout. Between two successive time points, we randomly selected
r% nodes and changed their memberships randomly.
Real Facebook Data. We used the Facebook social network data that was originally
collected and investigated in [252]. We created a data set with 531 users and analyzed their
interactions from 03/21/2008 to 01/22/2009. We built the undirected Facebook friendship
network Gs between these 531 users from the friendship links. We separated The wall-posts
weekly to totally 44 time snapshots and built the undirected user activity network Gtp from
their weekly wall posts. The nodes are users and the edges indicate that there are at least
one post between users in a week. Considering the significant lower node degrees in Gtp than
Gs [252], we analyzed a new type of snapshot graph called the constrained user activity
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network Gtcp with A(G
t
cp) = A(Gs) + A(G
t
p).
Real Autonomous Systems Data. Border Gateway Protocol (BGP) is an exterior
gateway protocol that performs routing between routers of different organizations on Internet
that are called Autonomous Systems (ASs) and maintains the routing tables among ASs.
An undirected graph is constructed from the BGP routing logs with nodes being ASs and
edges indicating the existence of routings between ASs. We used the evolving Autonomous
Systems graph data set created by University of Oregon Route Views Project [172].
This Autonomous System graph data contains 733 undirected BGP graphs constructed
daily from November 8, 1997 to January 2, 2000. We selected the first 150 graphs from
11/08/1997 to 04/08/1998 and retrieved all edges each occurring in all these graphs. We
collected all 2009 nodes pertaining to the shared edges as our vertex set V and analyzed the
induced subgraphs over V among these 150 graphs.
7.4.2 Evaluation
Eigenvalue/vector Approximation Errors. We calculated the estimated eigenvalue λ̃
error as Errλ = maxλ∈Λk | λ̃ − λ |. Λk are the selected k eigenvalues. Given the true k
eigenvectors X, we measure the error ErrX of updated eigenvector X̃ with the maximum
canonical angle θ1 between the subspace χ(X) and the subspace χ(X̃) respectively spanned
by X and X̃. The nonzero singular values of Y T X̃ are sines of nonzero canonical angles
between χ(X) and χ(X̃). Y T is the orthonormal basis of the orthogonal complement of
χ(X).
Clustering Performance. We evaluated the clustering performance with two measures:
clustering accuracy and Rand Index [219]. The clustering accuracy ACC = N ′/N . With
the best match of the target and clustering classes, N ′ is the number of correctly clustered
data, and N is the number of data to be clustered. The Rand index RI = TP+TN
TP+FP+TN+FN
.
TP is the number of pairs of data with the same classes assigned into the same clusters. TN
is the number of pairs of data with different classes assigned into different clusters. FP and
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Figure 7.6: The computational scalability analysis. (a) The scalability analysis over the
graph size N (Dall = 16, Dout = 4, r = 1%); (b) Scalability analysis over Dout (N =
2000, Dall = 16, r = 1%); (c) Scalability analysis over Dall with (N = 2000, Dout = 4, r =
1%); (d) Scalability analysis over r (N = 2000, Dall = 16, Dout = 4).
FN are computed similarly.
7.4.3 Results
7.4.3.1 Scalability Analysis
We first used the synthetic data to investigate the computational scalability of five methods.
We ran all the experiment 10 times independently and calculated the average time.
We created synthetic evolving graphs by varying numbers of nodes N from 200 to 4000
with other parameters in the configuration fixed (Dall = 16, Dout = 4, and r = 1%). The
scalability experimental results over the graph size N are shown in Figure 7.6a. We found
that the SC-FOA approach does not scales well over the graph size N . The computational
cost of SC-FOA is proportional to the number of similarity changes nsc and nsc ≈ 2N · r ·
(Dall − Dout). For example, nsc ≈ 48 with N = 200 and nsc ≈ 960 with N = 4000. In
all cases, the SC-FOA method performs the worst. With the increasing graph sizes N , our
methods keep improving the folds of their computational gain over the standard approach.
By fixing N = 2000, Dall = 16, r = 1% and varying Dout from 1 to 5, we created synthetic
data to analyze the scalability over Dout. We showed the results in Figure 7.6b. We found
that EEPT, GEPT, and FOA are insensitive to the parameter Dout. The computational
performance of SC-FOA improves with increasing Dout. Similar trends were found in the
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Figure 7.7: The initial adjacency matrix A of a synthetic evolving graph stream with 2400
nodes and 150 time points (Dall = 16, Dout = 4), r=1%.
Table 7.1: The comparison of STANDARD, EEPT, GEPT, FOA, SC-FOA on an evolving synthetic
network data
tavg(s) accavg(%) RIavg(%) Errλ avg ErrX avg (0
o − 90o) ninit
STANDARD 25.93 98.49 98.91 0 0o 0
EEPT 12.76 99.16 99.17 0.0392 6.43o 2
GEPT 16.59 82.13 84.93 0.2418 39.57o 3
FOA 3.22 53.90 75.40 0.2204 62.17o 3
SC-FOA 89.23 81.62 84.59 0.2135 42.41o 3
tavg is the average computational cost for eigenpair calculation over 150 time points
. accavg is the average clustering accuracy. RIavg is the average Rand Index score.
ninit is the total number of re-initialization.
analysis over Dall and r showed in Figure 7.6c and 7.6d. We changed Dall from 12 to 16 with
the configuration ( N = 2000, Dout = 4, r = 1% ) and changed r within the range 1%− 5%
with the parameters (N = 2000, Dall = 16, Dout = 4), we found that EEPT, GEPT, and
FOA are flat over Dall and SC-FOA takes more time to process graphs with larger Dall and
r values.
7.4.3.2 Results on a Synthetic Evolving Graph
We created a synthetic evolving graph stream with the configuration N = 2400, T = 150,
Dall = 16, Dout = 4, and r = 1%. We showed the adjacency matrix of the initial graph G0
in Figure 7.7. The piecewise partitioned groups are easily identified from the block diagonal
matrix. We evaluated all five methods on the data. The experimental results on spectrum
approximation error and clustering performance are shown in Table 7.1. All of our methods
run faster than the standard approach while SC-FOA takes more time than STANDARD.
We ranked five methods with respect to their computational efficiency in the descending
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order as: FOA, EEPT, GEPT, STANDARD, SC-FOA. Compared with STANDARD, FOA
has as high as more than 8 fold speed-up, EEPT gets more than 2 folds, GEPT gets 1.56
folds, and SC-FOA only has 0.29.
In Table 7.1, we found that larger eigen-pair approximation errors cause worse clustering
performance. Such finding indicates that the maximum canonical angle between invariant
subspaces may be a useful metric to measure accumulated error. We ranked five meth-
ods according to their clustering performance in the descending order as follows: EEPT,
STANDARD, GEPT, SC-FOA, FOA. EEPT. EEPT even shows better clustering perfor-
mance than STANDARD but only uses less than half of its computational time. The reason
may be that by incrementally updating the eigenpairs, EEPT incorporates the temporal
smoothness into the clustering procedure that adapts well to the evolutionary scenario of
our synthetic data. In Ning’s work [203], SC-FOA re-initialized after an arbitrary number
of similarity changes. In our experiment, for the purpose of having a good picture of the
performance of various incremental spectrum approximation techniques over time, we only
initialized SC-FOA under the conditions as the follows: (i) | λ̃t−λt |≥ 1; (ii) Condition ii in
Section 7.3.3. For a fair comparison, we re-initialized our methods GEPT and FOA when-
ever we restarted SC-FOA. For EEPT, we generally follow the policy described in subsection
7.3.3. In this experiment, EEPT only re-initialized twice at time 72 and 140 while GEPT,
FOA and SC-FOA re-initialized 3 times at time 43, 84, and 137.
7.4.3.3 Results on Real Facebook Data
The Facebook friendship network Gs with 531 users consists of 3 communities with 27, 235
and 269 users. We showed the adjacency matrices A(Gs) and A(G
1
cp) in Figure 7.8. We
followed the heuristic showed in [253] to decide the k values. We used k = 3 from t = 1 to
t = 30 and k = 4 from t = 31 to t = 44.
With the increasing σ values, the frequency of re-initialization of EEPT decreased, the
computational performance improved, and the clustering accuracy dropped. Hence, the
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Figure 7.8: The adjacency matrices of Facebook social network and constrained activity
network between 03/21/2008-03/28/2008
Table 7.2: The comparison of STANDARD, EEPT (σ = 20), GEPT, FOA, SC-FOA on real
Facebook wallposting data
tavg (s) accavg(%) RIavg(%) ninit
STANDARD 0.3135 100 100 0
EEPT (σ = 20) 0.2182 96.25 94.91 8
GEPT (nlimit = 3) 0.2517 85.49 84.77 3
FOA (nlimit = 3) 0.0869 64.06 64.26 3
SC-FOA (nlimit = 240) 1.3488 66.47 66.65 3
selection of σ is based on the trade-off between computational time and accuracy.
We selected EEPT (σ = 20) to compare with GEPT, FOA, and SC-FOA. The Facebook
constrained activity networks evolve smoothly most of time. There are only three large θ
value jump (θ > 20) at time 31, 37, and 39. The average number of similarity changes
between two consecutive matrices is 183. Hence, we set the parameter nlimit for GEPT,
FOA, and SC-FOA respectively as 14, 14 and 2400.
The results in Table 7.2 are consistent to our finding on the synthetic data. Among four
incremental approaches, EEPT has the best clustering accuracy and FOA is the most com-
putationally efficient approach. SC-FOA is the most computationally expensive approach.
7.4.3.4 Results on Real ASs Data
Compared with the well-partitioned synthetic graphs and smoothly evolving Facebook data,
the Autonomous Systems networks are more noisy. The clustering boundary may shift
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Table 7.3: The comparison of STANDARD, EEPT (σ = 25), GEPT, FOA, SC-FOA on real ASs
network data
tavg (s) accavg(%) RIavg(%) ninit
STANDARD 17.34 100 100 0
EEPT (σ = 25) 13.34 94.73 92.21 43
GEPT (nlimit = 3) 18.12 93.33 90.03 37
FOA (nlimit = 3) 6.52 92.44 88.89 37
SC-FOA (nlimit = 240) 17.02 93.76 90.67 31
1 1000 2009
2009
1,000
1
N
(a) 11/11/1997
1 1000 2,009
2009
1,000
1
N
(b) 11/12/1997
Figure 7.9: The adjacency matrices of three successive ASs network snapshots collected at
time 11/11/1997 and 11/12/1997.
dramatically over time with routing pathes disappearing or emerging swiftly inter-days. In
Figure 7.9, we showed an example of dramatic change in the clustering outputs of two
successive ASs graph snapshots, where the clusters are the diagonal blocks in matrices.
We chose k = 5 through all of the 150 graphs and used EEPT with the configuration
σ = 25 to predict θ. The θ, θ̃ and σ values are the angle degrees between 0◦ − 90◦. When
θ̃ is not a real value, we set it as 90◦. We decided the θ and θ̃ binary levels by using the
threshold σ = 25. We found that in 78% of times θ̃ correctly predicts the levels of θ.
Same as the Facebook data, we treated the clustering output of STANDARD as the
benchmark. We selected EEPT (σ = 25) to compare with GEPT, FOA, and SC-FOA. We
set the parameter nlimit for GEPT, FOA, and SC-FOA according to the characteristic of
the data. The average time interval between two successive large θ value jump (σ > 25)
is 3.75 and the average number of similarity changes between two consecutive matrices is
73. Hence, we chose GEPT (nlimit = 4), FOA (nlimit = 4), and SC-FOA (nlimit = 280).
We showed the results both on computational time and clustering performance in Table 7.3.
The results further demonstrated the same finding both in synthetic and real Facebook data.
Although the numbers of similarity changes are very small, only 73 between time points, the
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computational gain obtained by SC-FOA over STANDARD is still very limited. Hence, it
showed that the incremental spectral approach purely based on similarity change insertion
or deletion may not work well in many real applications.
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
In my dissertation, I presented a new online spectral clustering approach on social network
streams and our previous work on approximate graph mining with evolutionary process
from protein structure database, non-stationary Bayesian Network structure learning from
non-stationary microarray gene expression time series data, and Bayesian Network structure
learning with text priors imposed by non-parametric hierarchical topic modeling.
In community detection problem of Online Social Networks (OSNs), such as Facebook,
Twitter, and Linkedin, spectral clustering techniques have been demonstrated to be very
efficient models to identify communities with dense communications inside networks. To
address great computational challenges posed by the gigantic number (millions) of users
and their interactions in large network streams, we proposed an online spectral clustering
method ISSUER with three novel spectrum approximation algorithms: FOA (First Order
Approximation), GEPT (General Eigen Perturbation Theory) and EEPT (Enhanced Eigen
Perturbation Theory).
In protein motif detection problem, we encoded a protein structure as a geometric graph
where a node represents an amino acid residue and an edge represents a physical or a chem-
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ical interaction between a pair of residues and encoded structural motifs as subgraphs of a
geometric graph. We identified conserved structure fingerprints by searching for frequently
occurring approximately subgraphs in a group of graph represented proteins. We devised a
frequent subgraph mining algorithm that are capable of identifying salient patterns in large
graph database that are otherwise overlooked by using exact matching due to the presence
of noises and distortions in the graph databases.
In the non-stationary Bayesian Network learning problem, the microarray gene expres-
sion data is characterized by small sample sizes and limited expressed levels. non-stationary
Dynamic Bayesian Network (non-stationary DBN) methods are widely used to model the
time-varying regulatory networks from non-stationary multivariate microarray time series
data. Change-point modeling is a very promising way of dealing with the non-stationarity
property. We proposed two new non-stationary algorithms with different change-point de-
tection techniques, Reversible Jump Markov Chain Monte Carlo (RJMCMC) and Perfect
Simulation model, to capture the structural dynamics of networks in various biological sys-
tems. In addition, we used non-parametric models to encode the unstructured text data to
enforce the prior domain knowledge in bayesian network structure learning procedure.
8.2 Future Work
Our future work has several directions. The first direction is parallel algorithm on online
spectral clustering methods. In our dissertation, we only show a serial algorithm that consists
of key operations that are well studied parallel computing problems. The MapReduce is a
parallel programming paradigm proposed by Google [68]. Recently it has been demonstrated
to be a very useful technique to improve the computational performance of machine learning
and data mining in various parallel platforms, such as clusters [68], GPGPU [114], multi-core
[221, 276], and FPGA [235]. Hence, to parallelize our method ISSUER to the MapReduce
framework will be further beneficial to massive data processing.
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The second direction is bayesian network structure learning on large scale networks infer-
ence. The bayesian network structure learning problem is NP-hard [279]. However, most of
the existing work could only address networks of small sizes. Recently parallel algorithms on
bayesian network learning have started to attract interests of researchers, for example, the
parallel dynamic programming algorithm [246] and parallel shortest-path algorithm [180].
Hence, to design an efficient parallel non-stationary bayesian network learning algorithm
with bounded error and anytime properties [180] is beneficial in many applications.
The third direction is to use unstructured text information to bias bayesian network
structure inference. In many applications, the ground truthes may not be available and may
need to be provided by experts based on their latest domain knowledge, such as, biology [227,
102] and education [144]. And experts’ domain knowledge evolves over time. Documents, as
natural way to encode domain knowledge, could contain rich structured information [26, 25].
Utilizing the text data knowledge with the-state-of-art knowledge provided by experts to
bias the structure learning procedure will be beneficial to many applications. Our future
work in this field are to build quantitative criteria to judge the quality of the text encoded
knowledge.
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