Abstract-Network coding provides elegant solutions to many data transmission problems. The usage of coding for distributed data storage has also been explored. In this work, we study a joint storage and transmission problem, where a source transmits a file to storage nodes whenever the file is updated, and clients read the file by retrieving data from the storage nodes. The cost includes the transmission cost for file update and file read, as well as the storage cost. We show that such a problem can be transformed into a pure flow problem and is solvable in polynomial time using linear programming. Coding is often necessary for obtaining the optimal solution with the minimum cost. However, we prove that for networks of generalized tree structures, where adjacent nodes can have asymmetric links between them, file splitting -instead of coding -is sufficient for achieving optimality. In particular, if there is no constraint on the numbers of bits that can be stored in storage nodes, there exists an optimal solution that always transmits and stores the file as a whole. The proof is accompanied by an algorithm that optimally assigns file segments to storage nodes.
I. INTRODUCTION
Coding provides elegant solutions to both data transmission and data storage in networks. Its power comes from the improved flexibility that codeword symbols have in expressing a file, which can help us obtain the maximum amount of information from a set of data flows or stored data symbols.
The usage of coding for data transmission, commonly known as network coding, has been studied extensively. In particular, multicast using network coding achieves the network capacity, and the result extends the well known max-flow mincut theorem [2] . Linear coding and random linear coding [4] for network coding attract lots of interest due to their simplicity and optimal performance, both of great importance for applications. Network coding can lower the complexity of data flow problems and lead to solutions that are decentralized or of improved performance in various aspects [9] . Both multicast and non-multicast [10] , block codes and convolutional codes, linear coding and non-linear coding have been studied for network coding, and the complexity classification of those problems have been gaining attention [12] .
Coding for data storage in distributed networks has also been studied. In [11] , the following problem is studied: how to store a file distributedly such that every node can reconstruct the file by accessing the data stored on itself and its direct neighbors. The objective is to minimize the total number of bits stored in the network. In [5] , [6] , interleaving techniques are presented for placing codeword symbols on network nodes for optimized distributed file retrieval performance. In [1] , random linear coding is used for storage, and the scheme is shown to have high success rate for data retrieval.
In this paper, we study a joint storage and transmission problem. It follows a commonly used storage-retrieval model in many network applications. In this model, the network consists of three types of nodes: a source node, storage nodes and client nodes. For generality, every node can be a storage node and a client node. The data of a file are stored in the storage nodes, each having an upper bound on its memory size. Every time the file is updated, the source node re-sends the data to the storage nodes. Each client node reads the filewith a certain frequency -by accessing the storage nodes. (A client can be thought of as a node running programs that need to read the latest file version, or a network access node that forwards consumers' file retrieval requests.) The total cost, which we seek to minimize, includes the transmission cost associated with file update/read and the storage cost. As the first result in the paper, we shall show that the joint storage and transmission problem can, in fact, be transformed to a pure network flow problem, and can be solved in polynomial time by linear programming.
In many cases, coding is necessary for minimizing cost. The problem under study here includes multicast as a special case, where coding is in general beneficial. However, the necessity of coding heavily depends on the network structure. As the main result of this paper, we prove that when the network has a generalized tree structure -a tree where between every pair of adjacent nodes, there are two opposite-direction links with asymmetric attributes, -file splitting, instead of coding, is sufficient for achieving optimality. (The network in Fig. 1  (a) is an example of generalized trees.) In particular, if there is no constraint on the memory sizes of storage nodes, then there exists an optimal solution where the file is stored and transmitted as a whole.
The main result here improves the current knowledge on the performance gap between approaches respectively using and not using coding [3] , [8] . The findings can potentially lead to solutions with substantially lower complexity and simpler forms, both of which are important for network applications.
The rest of the paper is organized as follows. In Section II, we formally define the problem, and present its transformation into a pure flow problem. In Section III, we present an interleaving algorithm for the transmission and storage of file segments in a generalized tree network, which achieves the information-theoretic bound for the file retrieval performance. Fig. 1. (a) 
In Section IV, we prove that file splitting is sufficient for achieving optimality in generalized tree networks. In Section V, we conclude the paper.
II. JOINT STORAGE AND TRANSMISSION PROBLEM

A. Definition of The Problem
We model the network as a directed graph G = (V, E). An edge e ∈ E from vertex u to vertex v is also denoted by (u, v) . Each edge e = (u, v) ∈ E has a length l e = l u,v ≥ 0, which is the cost of transmitting one bit from u to v via the edge. Each vertex v ∈ V has an associated value m v ≥ 0, which is the cost of storing one bit on v per unit time, and a second associated value, M v , which is the maximum number of bits that can be stored on v (that is, its memory size). There is one particular source vertex v root ∈ V , which generates an updated version of a file on average f update times per unit time. The file is always of L file bits. Every vertex v ∈ V reads the file on average f read (v) times per unit time.
The storage and retrieval process is as follows. Every time the file is updated, v root sends encoded data of the file to other vertices. Every vertex v may store some encoded data, which cannot exceed v's memory size M v . The data that a vertex sends to its neighbor or stores on itself can be any encoding of the data that it receives. Every time a vertex v needs to read the file, it retrieves data from the network and recovers the file via decoding. The objective is to minimize the total cost, which includes the transmission cost for file update and read, as well as the storage cost. More specifically, if p e (resp., q v,e ) bits are transmitted through the edge e when the file is updated (resp., when vertex v reads the file), and each vertex v stores x v bits, then the objective is to obtain a storage-transmission solution that minimizes:
We assume that the file update and read operations are asynchronous. So coding schemes can be used for each individual file update or read session, but not jointly for multiple sessions. We assume that the network uses standard lock/unlock mechanisms to prevent concurrent read and write (update) operations. We also assume that the entire scheme -how data are encoded, transmitted and stored -are determined beforehand, and the cost for vertices to remember it is negligible compared to the cost for constantly transmitting and storing the file data. Note that undirected networks can also be incorporated into this problem by replacing an undirected edge with two directed edges of opposite directions.
B. Transformation and Complexity
We shall show that the joint storage and transmission problem for G = (V, E) can be transformed into a pure flow problem for a new graph H = (V H , E H ). An example of the transformation is shown in Fig. 1 . The vertices of H are placed in three layers:
• The vertices and edges in the first layer are an exact copy of the graph G. We denote the vertices in The multicast flow problem can be formulated as a linear programming problem [9] , which can be solved in polynomial time. For simplicity, we skip the details of the LP formulation. Interested readers may refer to [9] for details.
III. OPTIMAL DATA ASSIGNMENT WITH FILE SPLITTING
We proceed to study the joint storage and transmission problem for networks of generalized tree structures.
A generalized tree is a tree with two directed edges of opposite directions between every pair of adjacent vertices, where the two directed edges can have different lengths. An example of a generalized tree with four vertices is shown in Fig. 1 (a) . We let the source v root be the root of tree G. The concepts of leaf, parent, child, ancestor and descendant are defined for the vertices in the same way as in classic graph theory. We call each edge from a parent to a child a down link, and call each edge from a child to a parent an up link. We call the transmission of data from v root to other vertices when the file is updated the file update operation, and call the transmission of data from certain vertices to a vertex v ∈ V that is retrieving the file the file read operation by v.
We shall prove that file splitting is sufficient for achieving optimality. That is, by just transmitting and storing truthful pieces of the file, the same minimum cost can be obtained as by any optimal solution that uses coding. In particular, if there is an optimal solution based on coding that transmits C update (u, v) bits over each down link (u, v) in the file update operation and stores D store (v) bits in each vertex v, there exists a solution based only on file splitting that transmits at most (actually, equal to) C update (u, v) bits over each down link (u, v) in the file update operation, stores D store (v) bits in each vertex v, and incurs no more (actually, the same) cost for each file read operation than the optimal solution based on coding does. (Clearly, an optimal solution does not use up links in the file update operation, because a vertex cannot get any new information from its descendants during the operation.) In the following, we present such a file splitting scheme.
A. Notations and Basic Properties
We assume that the file is split into K equally long file segments, and that a file segment is the minimum unit for all transmission and storage operations. Note that a file segment can be made as short as just one bit, so no generality is lost. However, it is prevailing practice in network applications to operate at the file segment level instead of the bit level. We denote the file segments by ρ 1 , ρ 2 , · · · , ρ K . With a small modification of terms, we require that at most C update (u, v) file segments (in stead of bits) are transmitted over each down link (u, v) in the file update operation, and that each vertex v stores D store (v) file segments (in stead of bits). We look for the optimal solution given those two constraints.
We define a term, D update (v), as follows: if v ∈ V has a parent u, then D update (v) = C update (u, v); otherwise, v is the root v root , and we let D update (v) = K. For each vertex v ∈ V , T v denotes the subtree of G rooted at v. We denote the least common ancestor of vertices u and v by LCA (u, v) .
The distance from u ∈ V to v ∈ V is the length of the path from u to v and is denoted by δ(u → v).
Since every vertex v is to store D store (v) file segments, we think of v as having D store (v) memory-slots, one for each file segment. We define as = v∈V D store (v) , that is, the total number of memory-slots in the tree G. We use host(s) to denote the vertex that a memory slot s belongs to. We label all the memory-slots in G as s 1 , s 2 , · · · , s following this rule:
For a memory slot s i and a vertex v, we define the generic distance from 
There is again no need to assign concrete values to the generic distance that is defined above.
For i memory slots that belong to a subtree T v , if i > D update (v), then we say that those i memory slots are dependent, because the data stored in them must be redundant, even if coding is used for both data transmission and storage. (Note that all the information stored in the i memory slots came from vertex v, which receives only D update (v) segments from the source.) More generally, we call a set of memory slots dependent if it contains a subset that is dependent; otherwise, the set is independent.
Given a set of memory slots A, we define its dimension to be the maximum number of independent memory slots that exist in A. It indicates the maximum amount of information we can possibly get by reading the data stored in A when coding is used. (Note that coding-based schemes include file splitting as a special case). Similar to vectors in linear space, the maximum set of independent memory slots in A can be found in a greedy way. Also, similar to vectors, we have the following observation. is the number of bits in a file segment.) In particular, if only file splitting is used, then there are at most i different file segments stored in those memory slots.
We define B v (i) to be the set of i memory slots generically closest to vertex v. That is, |B v (i)| = i and for any s j ∈ B v (i) and
B. Algorithm for Assigning File Segments
We shall present an algorithm that stores D store (v) file segments in each vertex v and has the property that ∀ u ∈ V , the number of distinct file segments stored in the memory slots in T u is at most D update (u). With such an assignment of file segments, at most D update (u) file segments need to reach u ∈ V in the file update operation, so file splitting is sufficient for its implementation.
The algorithm assigns file segments to memory slots one by one. To decide which file segment is to be assigned to memory slot s i , the algorithm checks if there is a subtree T v containing s i that has already been assigned D update (v) distinct file segments. If so, only those file segments serve as candidates, and the algorithm chooses the generically furthest one for s i ; otherwise, the algorithm chooses the generically furthest file segment among all the K file segments. It will be proved that such an assignment has the nice property that any v ∈ V can find K distinct file segments in the K closest independent memory slots, which is the best possible. 
Algorithm 1. [Data Assignment for Tree
G = (V, E)] 1. ∀ v ∈ V , let A v denotev | = D update (v), assign to s i the file segment τ ∈ A v such that d(τ → host(s i )) = max ∈Av d( → host(s i )). If no such v is found, assign to s i the file segment τ such that d(τ → host(s i )) = max 1≤j≤K d(ρ j → host(s i )).
For every vertex v in the path from host(s
The above algorithm has time complexity O(|V
C. Optimality of Algorithm 1
In this subsection, we shall prove this following theorem, which shows that Algorithm 1 minimizes the file read cost for all vertices simultaneously, even when compared to optimal solutions based on coding.
Theorem 3.2.
With the file segment assignment output by Algorithm 1, for every vertex v ∈ V , the K generically closest independent memory slots are assigned K different file segments.
We first present two lemmas.
Lemma 3.3.
If s i ∈ B v (j), then any memory slot in {s t |t < i} ∩ B v (j) is generically closer to host(s i ) than any memory slot in {s t |t < i} − B v (j) is. Proof: Let s r ∈ {s t |t < i} be a memory slot in the subtree rooted at LCA (v, host( 
. Let s q be any memory slot in {s t |t < i} − B v (j). Then we know that s q is not in the subtree rooted at LCA (v, host(s i )) .
Let s p be any memory slot in
We now assume that s p is not in the subtree rooted at
. Both v and s i are in the subtree rooted at LCA(v, host(s i )), and both s p and s q are out of that subtree, so it is simple to see that again,
Lemma 3.4. With the file segment assignment output by Algorithm 1, for any v ∈ V and any i, j, the number of different file segments assigned to the memory slots in {s t |t ≤ i} ∩ B v (j) equals the dimension of {s t |t ≤ i} ∩ B v (j).
Proof: We prove this lemma by induction on i for i = 1, 2, · · · , . When i = 1, the lemma clearly holds. That serves as the base case. Now assume that the lemma holds for any i < I. (1 < I ≤ .) We shall prove that it also holds when i = I.
, by the induction assumption and Lemma 3.1, the number of different file segments assigned to {s t |t ≤ i}∩B v (j) must equal the dimension of {s t |t ≤ i − 1} ∩ B v (j), so the lemma holds. In the rest of the proof, we assume that the dimension of {s t |t ≤ i}∩B v (j) is one more than the dimension of {s t |t ≤ i − 1}∩B v (j). The assumption immediately implies that s i ∈ B v (j), and that the dimension of
Let's recall Algorithm 1. Consider the moment when Algorithm 1 is to assign a file segment to s i . The algorithm checks the vertices in the path from host(s i ) to v root in order, starting with host(s i ). There are two cases.
• ) . By our assumption, the file segment assigned to s x is also assigned to memory slots in Y . B v (j) ∩ {s t |t ≤ i − 1} has less than K different file segments, so w must have an ancestor w ∈ F , and while s x was assigned its file segment, it was assigned the generically furthest one among those D update (w ) file segments that had already been assigned to T wand all those D update (w ) segments are also assigned to B v (j)∩{s t |t ≤ i−1}. Now replace w with w and repeat the above argument, and a contradiction will appear. u ∈ F . So there is a file segment in Q u that has not been assigned to {s t |t ≤ i − 1}∩B v (j). Such a file segment is generically further from host(s i ) than any file segment assigned to B v (j) ∩ {s t |t ≤ i − 1}. So the algorithm will assign to s i a file segment different from all those assigned to B v (j) ∩ {s t |t ≤ i − 1}. So the lemma holds.
Proof of Theorem 3.2: By using Lemma 3.4 where we let i = , we see that the number of different file segments assigned to B v (j) equals its dimension. Increase j from 1 to and we see that the number of different file segments in B v (j) becomes K as soon as B v (j) has included the K-th generically closest independent memory slot. 2
IV. OPTIMAL SOLUTION WITH FILE SPLITTING
The cost of an optimal solution based on coding to the joint storage and transmission problem is no more than the cost of a solution based on file splitting. However, given an optimal solution based on coding, we can use Algorithm 1 to find a solution based on file splitting that has the same amount of flow on each link in the file update process, stores the same number of bits in each vertex, and enables each vertex to retrieve exactly L file bits of data from the closest set of independent memory slots for file read. Such a solution is clearly also optimal. Thus we have: Theorem 4.1. For the joint storage and transmission problem for generalized tree networks, file splitting is sufficient for achieving optimality.
In a solution based on file splitting, the total cost is the summation of the individual cost of updating, storing and retrieving each single bit in the file. If vertices do not have constraints on their memory sizes, we can apply the same solution for the bit associated with the minimum cost to all the bits without increasing the total cost. Therefore, Theorem 4.2. For the joint storage and transmission problem for generalized tree networks, if vertices do not have constraints on their memory sizes, there exists an optimal solution that always transmits and stores the file as a whole piece.
The knowledge on the optimality of file splitting can help us reduce the complexity of finding a solution. Especially, when the file is transmitted and stored as a whole, the problem reduces to the traditional file assignment problem and can be solved in low degree polynomial time [7] . Also, file splitting removes the complexity of encoding and decoding.
V. CONCLUSIONS
We have studied a joint storage and transmission problem, and shown that it can be transformed into an LP multicast problem. We have constructively proved that for generalized tree networks, file splitting is sufficient for optimality. The results deepen the current understanding on the performance between coding and no coding. As future work, we are interested in finding efficient and decentralized algorithms for general networks and study the robustness of the solutions.
