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a b s t r a c t
Recently, Hager and Zhang (2005) [11] proposed a new conjugate gradient method which
generates sufficient descent direction gTk dk ≤ −7/8‖gk‖2, this property is independent of
the line search used. In this paper, we take a modification of this method, such that the
sufficient descent direction satisfies gTk dk = −‖gk‖2, this property is also independent of
the line search used. Under appropriate conditions, we prove that the proposed method is
globally convergent. Moreover, we give a sufficient condition for the global convergence
of the proposed general method. The numerical results show that the proposed method is
efficient.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the following unconstrained optimization problem:
min f (x), x ∈ Rn (1.1)
where f : Rn → R is a continuously differentiable function whose gradient is denoted by g . Conjugate gradient methods are
efficient methods for solving (1.1), especially when the dimension n is large. The iterates of the conjugate gradient method
for solving (1.1) are given by
xk+1 = xk + αkdk, (1.2)
where stepsize αk is positive and is computed by a certain line search, and dk is the search direction defined by
dk =
−g0, if k = 0,
−gk + βkdk−1, if k ≥ 1, (1.3)
where gk = g(xk), and βk is a scalar.
Well-known formulas for βk are the Hestenes–Stiefel (HS) [1], Polak–Ribière–Polyak (PRP) [2,3], Liu–Storey (LS) [4],
Dai–Yuan (DY) [5], Fletcher–Reeves (FR) [6], and conjugate descent (CD) [7] formulas. They are specified by
βHSk =
gTk yk−1
dTk−1yk−1
, βPRPk =
gTk yk−1
‖gk−1‖2 , β
LS
k =
gTk yk−1
−dTk−1gk−1
,
βDYk =
‖gk‖2
dTk−1yk−1
, βFRk =
‖gk‖2
‖gk−1‖2 , β
CD
k =
‖gk‖2
−dTk−1gk−1
,
respectively, where yk−1 = gk − gk−1, ‖.‖ stands for the Euclidean norm of vectors, and sk−1 = xk − xk−1.
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In the convergence analysis and implementations of conjugate gradient methods, one often requires the line search to
be the inexact line search such as the strong Wolfe conditions or the Wolfe conditions. The strong Wolfe line search is to
find αk such that
f (xk + αkdk) ≤ f (xk)+ ραkgTk dk (1.4)
|g(xk + αkdk)Tdk| ≤ σ |gTk dk|. (1.5)
The Wolfe line search is to compute αk satisfying (1.4) and
g(xk + αkdk)Tdk ≥ σgTk dk (1.6)
where 0 < ρ < σ < 1 are constants.
Al-Baali [8] first analyzed the global convergence of the FR method with the strong Wolfe line search if the parameter
σ < 12 . Liu et al. [9] extended Al-Baali’s result to the case where σ = 12 . Gilbert and Nocedal [10] proposed the so-called
PRP+ method in which βPRPk is restricted to be non-negative. The PRP+ method retains global convergence if the standard
Wolfe conditions are satisfied and the search direction satisfies the sufficient descent condition gTk dk ≤ −c‖gk‖2. Similarly
to the PRP+method, if βk = βHS+k ≡ max{βHSk , 0}, then Gilbert and Nocedal [10] proved that the HS+method is also globally
convergent.
In the past few years, to generate sufficient descent directions, somemodified conjugate gradient methods are proposed
and these are classified as two classes.
The first approach is tomodify the parameterβk. Hager and Zhang [11] proposed a new conjugate gradientmethodwhich
was obtained by modifying the HS method and called CG-DESCENT method. The parameter βk in the CG-DESCENT method
is given by
βNk =
gTk yk−1
dTkyk−1
− 2‖yk−1‖
2gTk dk−1
(dTkyk−1)2
(1.7)
βN+k = max{βNk , ηk}, ηk =
−1
‖dk‖min{‖gk‖, η}
where η > 0 is a constant. A nice property of the CG-DESCENT method is that it generates sufficient descent
direction. Especially, at each iteration, the generated direction satisfies gTk dk ≤ −7/8‖gk‖2, which is independent of
the line search used. Hager and Zhang [11] proved that the CG-DESCENT method with Wolfe line search is globally
convergent.
The second approach is to modify search direction such that the generated direction satisfies gTk dk = −‖gk‖2. Cheng [12]
proposed a two-term modified PRP conjugate gradient method, in which the direction dk is given by
dk =

−g0, if k = 0,
−gk + βPRPk

I − gkg
T
k
‖gk‖2

dk−1, if k ≥ 1. (1.8)
Cheng [12] proved that it is globally convergent with the following Armijio-type line search
f (xk + αkdk) ≤ f (xk)− δα2k‖dk‖2. (1.9)
The presented numerical results show some potential advantage of the proposed method.
Zhang et al. [13] proposed a modified Fletcher–Reeves conjugate gradient method, in which the direction dk is given by
dk = −θkgk + βFRk dk−1, θk =
dTk−1yk−1
‖gk−1‖2 .
We can easily obtain gTk dk = −‖gk‖2. By this, we can rewrite the above direction dk, that is,
dk = −

dTk−1gk + ‖gk−1‖2
‖gk−1‖2

gk + βFRk dk−1 = −

1+ βFRk
dTk−1gk
‖gk‖2

gk + βFRk dk−1. (1.10)
Then it is obvious that
gTk dk = −‖gk‖2. (1.11)
The property is independent of the line search used. If we choose other βk, the property is still satisfied. Moreover, it reduces
to the standard conjugate gradient method if exact line search is used.
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In this paper, we are concerned with the method (1.10) with the parameter βk = βNk . The search direction dk has the
following form:
dk =

−g0, if k = 0,
−

1+ βk d
T
k−1gk
‖gk‖2

gk + βkdk−1, if k ≥ 1, (1.12)
It can be seen as the Hager and Zhang [11] method’s modification. From (1.12), we can easily obtain (1.11). For
convenience, we call the method (1.12) with βk = βNk as MN method.
In the next section, we prove the global convergence of the MN method for strongly convex functions with the Wolfe
line search (1.4) and (1.6). In Section 3, we prove the global convergence of the MN method for nonconvex functions with
the strong Wolfe line search (1.4) and (1.5). In Section 4, we report some numerical results to test the proposed method.
2. Global convergence analysis for strongly convex functions
In this paper, we give the following basic assumption on the objective function.
Assumption A.
(i) The level set
Ω = {x ∈ Rn | f (x) ≤ f (x0)} (2.1)
is bounded.
(ii) The function f : Rn → R is continuously differentiable with Lipschitz continuous gradient on an open ballD containing
Ω , i.e., there is a constant L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖, ∀x, y ∈ D. (2.2)
From Assumption A, we can easily get: there are positive constants B and γ > 0, such that
‖x− y‖ ≤ B, ∀x, y ∈ D (2.3)
and
‖g(x)‖ ≤ γ , ∀x ∈ D. (2.4)
Algorithm 1.
Step 0: Choose an initial point x0 ∈ Rn. Let k := 0.
Step 1: Compute dk by Eq. (1.12), where βk is computed by (1.7).
Step 2: Determine a step-length αk by the Wolfe line search (1.4), (1.6).
Step 3: Let the next iterate be xk+1 = xk + αkdk.
Step 4: Let k := k+ 1 and go to Step 1.
The following lemma, called the Zoutendijk condition, is often used to prove global convergence of conjugate gradient
methods. It was originally given in [14,15].
Lemma 2.1. Suppose that x0 is a starting point for which Assumption A holds. Consider anymethod in the form (1.2), (1.3), where
dk is a descent direction and αk satisfies the Wolfe conditions (1.4), (1.6), or strong Wolfe line search (1.4), (1.5), Then we have
∞−
k=0
(dTkgk)
2
‖dk‖2 <∞. (2.5)
It is easy to get from (1.11) that the Zoutendijk condition (2.5) is equivalent to the following inequality
∞−
k=0
‖gk‖4
‖dk‖2 <∞. (2.6)
We now establish the global convergence theorem of the MN method for strongly convex functions.
Theorem 2.1. Suppose that f is strongly convex and the conditions in Assumption A hold, {xk} is generated by Algorithm 1. Then
we have that {xk} converges to the unique solution of problem (1.1).
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Proof. Firstly, we prove the conclusion: either gk = 0 for some k or limk→∞ ‖gk‖ = 0.
Suppose gk ≠ 0 for all k, otherwise a stationary point is found. By the strong convexity assumption, we have
dTk−1yk−1 = dTk−1(gk − gk−1) ≥ µαk‖dk−1‖2. (2.7)
Since gk−1 ≠ 0 and with (1.11), it follows that dk−1 ≠ 0. From (1.7) and (2.2), we have
|βNk | ≤
‖gk‖ ‖yk−1‖
|dTk−1yk−1|
+ 2 ‖yk−1‖
2
(dTk−1yk−1)2
‖gk‖ ‖dk−1‖
≤ Lαk‖dk−1‖ ‖gk‖
µαk‖dk−1‖2 + 2
L2α2k‖dk−1‖2
µ2α2k‖dk−1‖4
‖gk‖ ‖dk−1‖
≤

L
µ
+ 2 L
2
µ2
 ‖gk‖
‖dk−1‖ .
Therefore, by (1.12), we obtain
‖dk‖ ≤ ‖gk‖ + |βNk |
‖gk‖ ‖dk−1‖
‖gk‖2 ‖gk‖ + |β
N
k | ‖dk−1‖
≤ ‖gk‖ +

L
µ
+ 2 L
2
µ2

‖gk‖ +

L
µ
+ 2 L
2
µ2

‖gk‖
=

1+ 2 L
µ
+ 4 L
2
µ2

‖gk‖.
Let
√
A = 1+ 2 L
µ
+ 4 L2
µ2
, then ‖dk‖2 ≤ A‖gk‖2. Now, inserting the upper bound for dk in (2.6) yields
∞−
k=0
‖gk‖2 ≤ A
∞−
k=0
‖gk‖4
‖dk‖2 <∞. (2.8)
So we have limk→∞ ‖gk‖ = 0. Since the objective function is strongly convex and f (xk) is decreasing, we can easily obtain
that {xk} converges to the unique solution of problem (1.1). 
3. Global convergence analysis for general nonlinear functions
In order to establish the global convergence of theMNmethod for general nonlinear functions,weneed to restrictβNk ≥ 0.
Therefore, the parameter βk in (1.12) is chosen as follows
βMNk =
gTk yk−1
dTk−1yk−1
−min

gTk yk−1
dTk−1yk−1
, 2
‖yk−1‖2gTk dk−1
(dTk−1yk−1)2

. (3.1)
Algorithm 2.
Step 0: Choose an initial point x0 ∈ Rn. Let k := 0.
Step 1: Compute dk by Eq. (1.12), where βk is computed by (3.1).
Step 2: Determine a step-length αk by the strong Wolfe line search (1.4), (1.5).
Step 3: Let the next iterate be xk+1 = xk + αkdk.
Step 4: Let k := k+ 1 and go to Step 1.
Now, we give a useful lemma about βMNk (3.1) which plays an important role in the global convergence analysis of the
MN method.
Lemma 3.1. Suppose that Assumption A holds. {xk} is generated by Algorithm 2, αk is obtained by strong Wolfe line search (1.4)
and (1.5). If there exists a constant ε > 0 such that for all k > 0
‖gk‖ > ε (3.2)
then there exist positive constants C and M such that
|βMNk | ≤ C‖sk−1‖ (3.3)
and
|βMNk |
|gTk dk−1|
‖gk‖2 ≤ M‖sk−1‖. (3.4)
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Proof. With the strong Wolfe condition (1.5), and gTk−1dk−1 = −‖gk−1‖2, we have
|dTk−1yk−1| = |dTk−1gk − dTk−1gk−1| ≥ |dTk−1gk−1| − |dTk−1gk|
≥ |dTk−1gk−1| − σ |gTk−1dk−1| = (1− σ)‖gk−1‖2.
The above inequality together with (2.2), (2.3), (2.4), (3.1), (3.2) implies
|βMNk | ≤
‖gk‖ ‖yk−1‖
|dTk−1yk−1|
+ 2 ‖yk−1‖
2
(dTk−1yk−1)2
σ |gTk−1dk−1|
≤ γ L‖sk−1‖
(1− σ)‖gk−1‖2 + 2
L2‖sk−1‖2
(1− σ)2‖gk−1‖4 σ‖gk−1‖
2
≤

Lγ
(1− σ)ε2 + 2
L2σ‖sk−1‖
(1− σ)2ε2

‖sk−1‖
≤

Lγ
(1− σ)ε2 + 2
L2σB
(1− σ)2ε2

‖sk−1‖.
Defining
C = Lγ
(1− σ)ε2 + 2
L2σB
(1− σ)2ε2 ,
(3.3) is satisfied. From (1.5), (1.11) and (3.3), we have
|βMNk |
|gTk dk−1|
‖gk‖2 ≤ C‖sk−1‖
σ |gTk−1dk−1|
‖gk‖2 = C‖sk−1‖
σ‖gk−1‖2
‖gk‖2 ≤ C
σγ 2
ε2
‖sk−1‖.
LettingM = C σγ 2
ε2
, (3.4) is satisfied. 
Lemma 3.2. Suppose that Assumption A holds. {xk} is generated by Algorithm 2, αk is obtained by strong Wolfe line search (1.4)
and (1.5). If there is a constant ϵ > 0 such that the inequality ‖gk‖ ≥ ϵ holds for all k, then we have
∞−
k=0
‖uk − uk−1‖2 <∞ (3.5)
where uk = dk‖dk‖
Proof. Note that dk ≠ 0, for otherwise (1.11) would imply gk = 0. So uk is well defined. We rewrite (1.12) as follows:
dk = −

1+ βMNk
dTk−1gk
‖gk‖2

gk + βMNk dk−1 = νk + βMNk dk−1. (3.6)
Now we define
rk = νk‖dk‖ , δk =
βMNk ‖dk−1‖
‖dk‖ .
From the definition of βMNk (3.1), it is obvious that β
MN
k ≥ 0, hence δk ≥ 0. Then with (3.6), we have for all k ≥ 1
uk = rk + δkuk−1. (3.7)
Since ‖uk‖ = ‖uk−1‖ = 1 and with (3.7), we can obtain
‖rk‖ = ‖uk − δkuk−1‖ = ‖uk−1 − δkuk‖. (3.8)
Using the condition δk ≥ 0, the triangle inequality, and (3.8), we have
‖uk − uk−1‖ ≤ ‖(1+ δk)(uk − uk−1)‖ ≤ ‖uk − δkuk−1‖ + ‖δkuk − uk−1‖ = 2‖rk‖. (3.9)
From (3.4), (3.6) and (2.3), there exists a constantM1 > 0 such that
‖νk‖ ≤ ‖gk‖ +M‖sk−1‖ ‖gk‖ ≤ M1. (3.10)
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It follows from the definition of rk, Lemma 3.1 and (3.10) that
∞−
k=0
‖rk‖2 =
∞−
k=0
‖νk‖2
‖dk‖2 ≤
∞−
k=0
M21
‖dk‖2 =
∞−
k=0
M21
‖gk‖4
‖gk‖4
‖dk‖2 ≤
M21
ϵ4
∞−
k=0
‖gk‖4
‖dk‖2 <∞
which together with (3.9) completes our proof. 
The next theorem establishes the global convergence of theMNmethodwith the strongWolfe conditions (1.4) and (1.5).
The proof of the next theorem is similar to Theorem 4.3 in [10].
Theorem 3.1. Suppose that Assumption A holds. {xk} is generated by Algorithm 2, αk is obtained by strongWolfe line search (1.4)
and (1.5). Then we have
lim inf
k→∞ ‖gk‖ = 0. (3.11)
Proof. Assume that the conclusion (3.11) is not true. Then there exists a constant ε > 0 such that for all k, ‖gk‖ > ε. The
proof is divided into the following two steps.
Step I: A bound on the steps sk. We first estimate an upper bound of the steps sk in a way similar to Theorem 4.3 in [10].
Observe that for any l ≥ k,
xl − xk =
l−1
j=k
(xj+1 − xj) =
l−1
j=k
‖sj‖uj =
l−1
j=k
‖sj‖uk +
l−1
j=k
‖sj‖(uj − uk). (3.12)
Taking norms and by the triangle inequality to the last equality, we get from (2.3) that
l−1
j=k
‖sj‖ ≤ ‖xl − xk‖ +
l−1
j=k
‖sj‖ ‖uj − uk‖ ≤ B+
l−1
j=k
‖sj‖ ‖uj − uk‖. (3.13)
Let∆ be a positive integer, chosen large enough that
∆ ≥ 4BC (3.14)
where B and C appear in (2.3) and (3.3). By Lemma 3.2, we can chose k0 large enough that−
i≥k0
‖ui+1 − ui‖2 ≤ 14∆ . (3.15)
For any l > k ≥ k0 with l− k ≤ ∆, by (3.15) and the Cauchy–Schwarz inequality, we have
‖uj − uk‖ ≤
j−1
i=k
‖ui+1 − ui‖
≤ j− k j−1
i=k
‖ui+1 − ui‖2
1/2
≤ √∆

1
4∆
1/2
= 1
2
.
Combining this with (3.13) yields
l−1
j=k
‖sj‖ < 2B. (3.16)
Step II: A bound on the directions dk determined by (1.12). We get from (3.3), (3.6) and (3.10) that
‖dl‖2 ≤ (‖νl‖ + |βMNl | ‖dl−1‖)2
≤ (M1 + |βMNl | ‖dl−1‖)2
≤ 2M21 + 2(βMNl )2‖dl−1‖2
≤ 2M21 + 2C2‖sl−1‖2‖dl−1‖2.
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Defining Si = 2C2‖si‖2, we conclude that for l > k0,
‖dl‖2 ≤ 2M21

l−
i=k0+1
l−1∏
j=i
Sj

+ ‖dk0‖2
l−1∏
j=k0
Sj. (3.17)
Let us consider as follows a product of∆ consecutive Sj, where k ≥ k0. By (3.14), (3.16) and the Cauchy–Schwarz inequality,
we have
k+∆−1∏
j=k
Sj =
k+∆−1∏
j=k
2C2‖sj‖2 =

k+∆−1∏
j=k
√
2C‖sj‖
2
≤

k+∆−1∑
j=k
√
2C‖sj‖
∆

2∆
≤

2
√
2CB
∆
2∆
≤ 1
2∆
.
The product of∆ consecutive Sj is bounded by 12∆ , and as a result we have from (3.17) that
‖dl‖2 ≤ c1l+ c2, (3.18)
for a certain positive constant c1 independent of l. Hence we have from (3.18) that
∞−
k=0
‖gk‖4
‖dk‖2 ≥
∞−
k=0
ε2
c1k+ c2 = ∞, (3.19)
which contradicts (2.6). Hence lim infk→∞ ‖gk‖ = 0. 
Remark 1. From above proof, we can see that Lemma 3.1 plays an important role in establishing the global convergence
property of the two-term conjugate gradient method (1.12). In fact, we can generalize this proof for any parameter βk ≥ 0
satisfying (3.3) and (3.4). For instance, we obtain the following convergence results as a corollary of Theorem 3.1.
Corollary 3.1. Suppose that Assumption A holds. {xk} is generated by (1.12). If the parameter βk ≥ 0 satisfies (3.3) and (3.4), αk
is computed by strong Wolfe line search (1.4) and (1.5), then we have lim infk→∞ ‖gk‖ = 0. Especially,
(i) The method with βPRP+k ≡ max{βPRPk , 0} converges in the sense that lim infk→∞ ‖gk‖ = 0.
(ii) The method with βHS+k ≡ max{βHSk , 0} converges in the sense that lim infk→∞ ‖gk‖ = 0.
(iii) The method with βDL+k = max

gTk yk−1
dTk−1yk−1
− t gTk sk−1
dTk−1yk−1
, 0

, t > 0 [16] converges in the sense that lim infk→∞ ‖gk‖ = 0.
Proof. From the proofs of Lemma 3.2 and Theorem 3.1, we can easily obtain that the method (1.12) with any parameter
βk ≥ 0 satisfying (3.3) and (3.4) will be global convergent, that is, lim infk→∞ ‖gk‖ = 0.
Hence, according to the special cases (i), (ii) and (iii), we only need to prove that if there exists a constant ε > 0 such
that for all k > 0
‖gk‖ > ε, (3.20)
then the parameter βk satisfies (3.3) and (3.4).
(i) From (2.2), (2.4) and (3.20), we have
|βPRP+k | ≤
|gTk yk−1|
‖gk−1‖2 ≤
‖gk‖ ‖yk−1‖
‖gk−1‖2 ≤
γ L‖sk−1‖
‖gk−1‖2 ≤
Lγ
ε2
‖sk−1‖.
Letting C = Lγ
ε2
, (3.3) is satisfied. It follows from (1.5), (1.11), (3.3) and (3.20) that
|βPRP+k |
|gTk dk−1|
‖gk‖2 ≤ C‖sk−1‖
σ |gTk−1dk−1|
‖gk‖2 = C‖sk−1‖
σ‖gk−1‖2
‖gk‖2 ≤ C
σγ 2
ε2
‖sk−1‖.
DefiningM = C σγ 2
ε2
, we can obtain (3.4).
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(ii) With the strong Wolfe condition (1.5), and gTk−1dk−1 = −‖gk−1‖2, we have
|dTk−1yk−1| = |dTk−1gk − dTk−1gk−1| ≥ |dTk−1gk−1| − |dTk−1gk|
≥ |dTk−1gk−1| − σ |gTk−1dk−1| = (1− σ)‖gk−1‖2. (3.21)
The above inequality together with (2.2), (2.4), (3.20) implies
|βHS+k | ≤
‖gk‖ ‖yk−1‖
|dTk−1yk−1|
≤ γ L‖sk−1‖
(1− σ)‖gk−1‖2 ≤
Lγ
(1− σ)ε2 ‖sk−1‖.
Defining C = Lγ
(1−σ)ε2 , we have (3.3). From (1.5), (1.11), (3.3) and (3.20), we have
|βHS+k |
|gTk dk−1|
‖gk‖2 ≤ C‖sk−1‖
σ |gTk−1dk−1|
‖gk‖2 = C‖sk−1‖
σ‖gk−1‖2
‖gk‖2 ≤ C
σγ 2
ε2
‖sk−1‖. (3.22)
LettingM = C σγ 2
ε2
, (3.4) is satisfied.
(iii) From (2.2), (2.4), (3.20) and (3.21), we can obtain
|βDL+k | ≤
‖gk‖ ‖yk−1‖
|dTk−1yk−1|
+ t ‖gk‖ ‖sk−1‖|dTk−1yk−1|
≤ γ (L+ t)‖sk−1‖
(1− σ)‖gk−1‖2 ≤
γ (L+ t)γ
(1− σ)ε2 ‖sk−1‖.
By the use of the same argument of case (ii), we have that the parameter βDL+k satisfies (3.3) and (3.4). 
4. Numerical experiments
This section reports some numerical experiments. Our experiments are performed on a set of 73 nonlinear unconstrained
problems. For each test problem, the dimension n is set to 10000. These test problems with the given initial points can be
found at:
www.ici.ro/camo/neculai/SCALCG/evalfg.for
which were collected by Neculai Andrei. 26 out of these problems are from the CUTE collection established in [17].
We test theMNmethod and compare the performance of theMNmethodwith the CG-DESCENTmethod [11], three-term
PRP method [18], two-term PRP method [12]. The CG-DESCENT code can be obtained from Hager’s web page at
http://www.math.ufl.edu/hager/papers/CG
which is coauthored by Hager and Zhang.
We stop the iteration if the inequality ‖gk‖∞ ≤ 10−6 is satisfied. All codes are written in Fortran and run on a PC with
2.10 GHz CPU processor, 2.0 GB RAMmemory, and Windows VISTA operating system.
Table 1 lists the test results of the MN method and the CG-DESCENT method which gives the total number of iterations
(Iter), the total number of function evaluations (Fn), the total number of gradient evaluations (Gn), the CPU time (Time) in
seconds, the total number of the steepest descent direction used in the MN method (-gn), respectively.
In Fig. 1, we adopt the performance profiles in [19] to compare the performance based on the CPU time among the MN
method, the CG-DESCENT method, the three-term PRP method and the two-term PRP method. That is, for each method, we
plot the fraction P of problems for which the method is within a factor τ of the best time. The left side of the figure gives the
percentage of the test problems for which a method is the fastest; the right side gives the percentage of the test problems
that are successfully solved by each of the methods. The top curve is the method that solved the most problems in a time
that is within a factor τ of the best time.
All methods have the following meanings:
• ‘‘CG-DESCENT’’ stands for the CG-DESCENT method with the approximate Wolfe line search proposed in [11]. Here we
utilize the source code Fortran 77Version 1.4 (November 14, 2005) onHager’swebpage andparameters are set as default;
• ‘‘MN’’ stands for the MNmethod (3.1) with the same line search as ‘‘CG-DESCENT’’. Here the MNmethod also utilizes the
original Hager–Zhang code, but with different parameter βk and search direction form;• ‘‘TTPRP’’ stands for the three-termPRPmethod in [18]with Armijio-type line search (1.9) and adopt the initial step-length
strategy in [18];
• ‘‘TMPRP’’ stands for the two-term PRP (1.8) in [12] with Armijio-type line search (1.9) and adopt the initial step-length
strategy in [18].
From the definition of βMNk (3.1), if the inequality
gTk yk−1
dTkyk−1
≤ 2‖yk−1‖
2gTk dk−1
(dTkyk−1)2
(4.1)
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Table 1
Test results of the MN method and the CG-DESCENT method.
Problem n MN CG-DESCENT
Iter/Fn/Gn/-gn/Time Iter/Fn/Gn/Time
1 10000 11/26/18/1/1.56001E−02 14/31/23/1.5600E−02
2 10000 71/148/78/2/6.8640E−01 84/169/85/7.1760E−01
3 10000 30/84/63/3/3.1200E−02 27/89/69/3.1200E−02
4 10000 28/85/64/2/3.1200E−02 28/78/54/3.1200E−02
5 10000 13/27/14/4/1.5600E−02 14/29/16/1.5600E−02
6 10000 38/75/41/1/4.6800E−02 39/77/42/4.6800E−02
7 10000 556/1113/557/0/4.9920E−01 556/1113/557/4.9920E−01
8 10000 652/910/1048/2/2.0592E+00 697/969/1124/2.2152E+00
9 10000 5/14/9/0/1.56001E−02 4/9/5/1.5600E−02
10 10000 864/1090/1504/1/4.0560E−01 894/1127/1557/4.1808E−01
11 10000 507/986/641/3/2.5272E+00 524/1009/654/2.5896E+00
12 10000 737/952/1261/0/5.35204E+00 752/958/1300/5.4912E+00
13 10000 81/132/128/2/4.51601E+00 84/135/131/4.8360E+00
14 10000 22/38/30/1/3.1200E−02 22/39/29/3.1200E−02
15 10000 21/43/23/1/1.5600E−02 13/28/17/1.5600E−02
16 10000 6/15/9/2/5.36006E−02 7/16/9/6.2400E−02
17 10000 45/88/49/1/6.2400E−02 45/88/49/6.2400E−02
18 10000 3/7/5/1/0.00000E+00 3/7/5/0.00000E+00
19 10000 2/6/4/0/3.1200E−02 2/6/4/3.1200E−02
20 10000 9/24/17/2/1.5600E−02 8/21/14/1.5600E−02
21 10000 616/1113/1228/2/3.6816E+00 509/888/1080/2.9484E+00
22 10000 10/21/11/1/4.6800E−01 12/26/15/6.2400E−01
23 10000 54/108/62/2/2.6520E−01 52/106/58/4.6800E−01
24 10000 15/42/37/4/0.62400E−01 17/48/41/9.3601E−02
25 10000 49/165/135/4/0.62400E−01 38/122/97/4.6800E−01
26 10000 29/76/49/1/1.5200E−01 35/76/44/1.5600E−01
27 10000 300/601/363/1/0.31200E+00 306/613/376/3.2760E+00
28 10000 205/459/269/2/0.20280E+00 273/584/333/2.6520E−01
29 10000 56/208/170/2/6.24004E−02 59/186/144/6.2400E−02
30 10000 558/1117/559/4/4.3680E−01 558/1117/559/4.3680E−01
31 10000 16/36/21/1/1.5600E−02 14/31/21/1.5600E−02
32 10000 37/111/85/3/2.58802E−01 33/111/86/2.8080E−01
33 10000 1138/2053/1375/0/6.64161E−01 1090/2004/1277/8.7361E−01
34 10000 3/7/5/0/1.56001E−02 3/7/5/1.5600E−02
35 10000 30/53/47/3/3.1200E−02 33/61/52/3.1200E−02
36 10000 5661/11 139/13 107/4/1.1747E+01 4407/9215/10 247/9.2821E+00
37 10000 1115/2231/1116/0/1.0296E+00 1115/2231/1116/1.0296E+00
38 10000 8/17/10/2/1.5600E−02 10/23/16/1.5600E−02
39 10000 9/21/13/3/1.5600E−02 11/32/26/1.5600E−02
40 10000 6397/12 863/6763/1/2.9328E+00 10 020/20 080/10 527/1.1684E+01
41 10000 7/15/8/1/0.00000E+00 7/15/8/0.00000E+00
42 10000 239/539/363/2/1.0296E+00 61/188/178/4.2120E+01
43 10000 7/15/8/2/1.56001E−02 9/19/10/1.5600E−02
44 10000 5/16/12/2/3.1200E−02 7/20/14/3.1200E−02
45 10000 7/21/15/2/1.5600E−02 8/23/16/3.1200E−02
46 10000 378/757/379/1/9.0481E−01 375/751/376/9.0481E−01
47 10000 19/39/22/2/1.0717E+01 19/39/22/1.0717E+01
48 10000 40/81/41/1/3.1200E−02 33/67/34/3.1200E−02
49 10000 558/1117/559/0/4.3680E+00 558/1117/559/4.3680E+00
50 10000 526/1053/527/0/5.54806E−01 526/1053/527/5.6160E−01
51 10000 23/40/31/1/1.5600E−02 25/41/38/3.1200E−02
52 10000 46/93/47/0/7.8001E−02 46/93/47/7.8001E−02
53 10000 19 923/39 847/19 925/0/1.68E+01 19 653/39 307/19 654/1.66E+01
54 10000 21/47/29/3/1.5600E−02 22/50/35/3.1200E−02
55 10000 4/9/5/0/1.5600E−02 4/9/5/1.5600E−02
56 10000 10 000/20 001/10 002/0/8.08E+00 10 000/20 001/10 002/8.08E+00
57 10000 471/1170/845/2/1.2480E+00 437/930/551/1.1856E+00
58 10000 370/756/386/4/0.9516E+00 495/1006/513/1.2480E+00
59 10000 429/1163/938/1/1.6692E+00 565/1406/972/1.9032E+00
60 10000 390/781/391/1/9.5161E−01 338/777/389/9.5161E−01
61 10000 345/769/494/5/0.9984E+00 535/1336/931/1.7940E+00
62 10000 460/965/524/2/1.2032E+00 435/901/485/1.1700E+00
63 10000 1857/5720/3863/0/1.18785E+01 2169/8668/6499/1.7706E+01
64 10000 23/42/32/1/3.1200E−02 24/65/35/3.1200E−02
65 10000 19 405/39 084/19 680/2.23E+02 19 605/40 426/20 822/2.31E+02
66 10000 16/38/17/2/0.26520E+00 18/46/19/42/0.3601E+00
67 10000 7/15/8/2/1.5600E−02 7/15/8/1.5600E−02
68 10000 20/50/42/3/1.5600E−02 11/34/26/1.5600E−02
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Table 1 (continued)
Problem n MN CG-DESCENT
Iter/Fn/Gn/-gn/Time Iter/Fn/Gn/Time
69 10000 1180/2662/1652/0/6.3018E+00 1119/2605/1632/6.2712E+00
70 10000 5000/10 001/5001/0/4.0248E+00 5000/10 001/5001/4.0248E+00
71 10000 74/151/75/2/7.1560E−01 84/169/85/7.1760E−01
72 10000 1227/3078/1754/3/1.3521E+00 1238/3374/2136/1.3728E+00
73 10000 165/331/166/3/1.2480E−01 165/331/166/1.2480E−01
Total 81 390/166 680/99 130/282 86 060/178 430/103 680/350
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Fig. 1. Performance based on CPU time.
is satisfied for all k sufficiently large, then βMNk = 0 and the direction then reduces to the steepest descent direction. The
results in Table 1 show that the steepest descent direction was seldom used for the MN method. From our numerical
experiments, we can see that the MN method performs better than the CG-DESCENT, which implies that the proposed
method is computationally efficient. At the same time, we also can see that the two-term PRP method performs better than
the three-term PRP method.
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