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開発された統計モデルが 1990年代末から徐々に言語データに適用されはじめ，特に Gray and
Atkinson（2003）が印欧祖語の年代推定にベイズ系統モデルを適用したことが大きな話題となっ
た．これがきっかけとなり，系統モデルやその他の生物学由来の統計モデルを言語研究に導入
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チュートリアル（Nichols and Warnow, 2008）が公表されている．しかし，このチュートリアルは
ベイズ系統モデルの中身についてはほとんど触れていない．一方，モデルの中身については，ベ








































いま，言語（種）について，それが持つ諸特徴を取り出し，便宜的に 10110 · · · のように並べた
列を状態とする．ここでは，簡単のために，ひとまず 2値特徴を考えている．このとき，特徴




























































研究所群からは，後述のWALS（Haspelmath et al., 2005）とAPiCS（Michaelis et al., 2013）のほ
か，Glottolog（Hammarstro¨m et al., 2016）などの有用な言語データが公開されている．データ
公開による共有には副作用もある．参入障壁の引き下げは，その性質を深く理解しないままデー
タを扱う研究を生み出す危険がある．実際，類型論のデータベース（Haspelmath et al., 2005）の
公開後，言語の特徴と人間や環境の特徴との相関を探す怪しげな研究が数多く発表されている





































は 1940年代末から 50年代を中心に行われており，生物学における分子時計（molecular clock）
仮説（Zuckerkandl and Pauling, 1965）に先行する．
言語年代学では，準備として基礎語彙を設定する．基礎語彙とは，どんな言語でもそれを表
す言葉があるような基本的な概念（100から 200項目）である．例えば，WATER, BIG, EYE な





言語年代学における目標は，言語対 A,Bについて，それらの祖語 P の年代 tを推定すること
である．ここでの仮定は，P が持っていた基礎語彙が時間とともに一定割合で失われるという
ものである．A,Bの基礎語彙共有率を cとすると，基礎語彙の残存率 rが与えられたとき，祖





と求まる（分母の 2は，P から A，P から Bの 2本の枝に対応）．残存率 rは文献が豊富な言語
群を用いて推定しておく．例えば，r = 0.81（200項目基礎語彙で単位は千年）とすると，共有率















易なこと，様々な事前知識を柔軟に組み込めること，Markov chain Monte Carlo（MCMC）とい
う理論的裏付けのある推論手法が存在することが挙げられる．
なお，ベイズ系統モデルの言語データへの応用事例として（Gray and Atkinson, 2003）が有名











程（Kingman, 1993）が知られている．Nt を時間幅 [0, t] で起きた独立な変化の数とすると，こ






















logP (時間つき変化過程 |μ) + logP (μ;α) + C





































両ノードの値のみに着目する．すなわち，ある親言語のある特徴の値が x′ = i ∈ {0, 1}のとき，
時間 t後の言語の特徴 xの値が j である確率 P (x = j|x′ = i, t) を設計したい．これは iから始







列で表される．ここで，α ≥ 0は 0 → 1の変化の起こりやすさ，β ≥ 0は 1 → 0の変化の起こ
りやすさを表す．遷移率行列 Qを用いると，親から子へのある特徴の変化の確率は






j = 0の確率を実線，j = 1の確率を破線で示している．t = 0では初期値のままの j = 0である


































らである．簡単な例では，サイコロを振って 3, 4, 5, 3, . . .とサイコロの目を得たとき，それらは
多項分布（いわゆる categorical distributionで，ベルヌーイ分布の多項版）からのサンプルであ









































































に強引に系統モデルを適用した報告（Lee and Hasegawa, 2011）もあるが，その結果得られた不
可解な系統樹は，少なくとも部分的には接触の影響によって説明できると見られる（Murawaki,
2015b）．方言の語彙的特徴については，むしろ拡散を扱う非統計的モデルが提案されてきた


































1995; Dunn et al., 2005; Longobardi and Guardiano, 2009），語彙に基づく手法とくらべて少
ない．系統推定の手がかりとしての類型論的特徴の有効性についても，肯定的な報告（Dunn et





た（角田, 1991）が，現在は組織的なデータ収集の成果としてWorld Atlas of Language Structures








































り，歴史的変化にも応用できる．すなわち，言語 C およびその祖語 P はもちろん，途中状態
M1,M2, . . . に対しても，f が高い確率を返すはずである．また，進化はある程度漸進的であり，
MtはMt−1の近傍に位置するはずである．この 2つの条件を考慮することで，言語変化の経路
がかなりの程度絞り込めるのではないかと見込んでいる．






















θ = (θL, θS, θR) を導入する．この混合比にしたがって 3種類のいずれかの特徴を確率的に選ん
だ結果，各クレオールが形成されたと仮定する．この混合比をデータから推定することで，上
記の仮説を検証する．つまり，集団遺伝学における Admixture解析（Pritchard et al., 2000）や，
言語処理におけるトピックモデル LDA（Latent Dirichlet Allocation）（Blei et al., 2003）に似た混
合モデルによってクレオール形成が分析できる．
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Statistical Approaches to Language Change and Linguistic Phylogenies
Yugo Murawaki
Graduate School of Informatics, Kyoto University
Since around the turn of the twenty-ﬁrst century, there has been a growing trend to
employ computer-intensive statistical methods to answer historical linguistic questions,
such as language change and phylogenies of extant and documented languages. Although
these questions have traditionally been addressed manually by linguists, manual analysis
has limitations. Because human inference is based on logic, humans are unable to estimate
continuous values (e.g., dating the common ancestor of extant languages). They are also
bad at inherent uncertainty because it leads to a combinatorial explosion. Computational
statistics provides powerful ways to solve these problems.
The current trend can be characterized by the fact that key results have been achieved
with statistical methods originally developed in the ﬁeld of molecular biology. Although
historical linguistics itself has a record of adopting statistical models, the new statistical
techniques have been developed largely independently of historical linguistics. Therefore
their scientiﬁc foundations have yet to be fully understood by linguistic communities. We
also observe that since most recent statistical studies on linguistic questions depend on
ready-to-use software packages that are designed to address biological questions, linguistic
phenomena that lack exact counterparts in biology tend to be left untouched.
In light of this, we ﬁrst overview the new statistical models while relating them to
the research history of historical linguistics. After reviewing the concept of evolution, the
comparative method that exploits regular sound changes, and ill-fated glottochronology,
we explain the essence of recently developed Bayesian phylogenetic models.
Since most phylogenetic models use lexical traits, they can be applied only if the
group of languages in question has a suﬃcient number of shared lexical traits. Unfortu-
nately, this is not the case in Japanese, and we have no choice but to seek for diﬀerent
kinds of traits. Later in this paper, we describe novel approaches based on typological
traits, which we believe have the potential to trace the origin of the Japanese language.
Key words: Linguistic phylogeny, historical linguistics, linguistic typology, Bayesian statistics.
