The emerging big dimensionality in digital domains causes the need of powerful non-linear dimensionality reduction techniques for a rapid and intuitive visual data access. While a couple of powerful non-linear dimensionality reduction tools have been proposed in the last years, their applicability is limited in practice: since a non-linear projection is no longer characterised by semantically meaningful data dimensions, the visual display provides only very limited interpretability which goes beyond mere neighbourhood relationships and, hence, interactive data analysis and further expert insight are hindered. In this contribution, we propose to enhance non-linear dimensionality reduction techniques by a metric learning framework. This allows us to quantify the relevance of single data dimensions and their correlation with respect to the given visual display; on the one side, this explains its most relevant factors; on the other side, it opens the way towards an interactive data analysis by changing the data representation based on the learned metric from the visual display.
INTRODUCTION
Digitally available data sets are ever getting bigger as concerns its size, complexity, and dimensionality. Big data has been proclaimed as one of today's major challenges in the digital society (Khalil, 2012 ; Committee on the Analysis of Massive Data et al., 2013) , and computational intelligence and machine learning techniques offer a fundamental approach how to tackle a few of the involved problems (Zhai et al., 2014; Jin and Hammer, 2014; Hammer et al., 2014) . In almost all settings, however, data analysis is not fully automated, but the human has to decide on the suitability of the used techniques, often in an interactive way. Hence it is vital to establish an intuitive access to digital data and the possible outcomes of algorithmic steps for the practitioner. Since decades, visual data inspection offers one premier interface in this setting, since it relies on one of human's most powerful senses and his astonishing cognitive capabilities of instantaneous visual grouping and feature detection (Simoff et al., 2008; Ward et al., 2010) .
In this contribution, we deal with a popular setting, the availability of a large number of vectorial data points which characterise some entities (such as measurement vectors, customer characteristics, patients, etc.). Scatter plots offer one of the most prominent technique to visually inspect such data: here, data are displayed such that their neighbourhood relationship can directly be observed, and phenomena such as clusters, complex grouping, or outliers can easily be observed. Scatter plots are directly available for two or three dimensional data; for higher dimensionality, scatter matrices or tour methods have been proposed (Simoff et al., 2008) . However, their applicability is limited for higher data dimensionality, since not all information available in the different dimensions and their correlation can easily be integrated based on these simple methods.
In this context, dimensionality reduction plays a major role, referring to the task to map high dimensional vectors to low dimensional counterparts such that as much information as possible is preserved. One very common classical dimensionality reduction method is offered by principal component analysis (PCA), which constitutes the by far most popular data visualisation technique in diverse application domains (Biehl et al., 2011) . However, being a linear technique, it is severely restricted as concerns its capability to capture non-linear structures and clustering effects. In recent years, a huge variety of nonlinear dimensionality reduction techniques has been proposed, see e.g. the overviews (Bunte et al., 2012a; Lee and Verleysen, 2007; van der Maaten and Hinton, 2008; Venna et al., 2010; . Many techniques can be accompanied by guarantees that they are capable of extracting the true, possibly non-linear underlying data manifold (Roweis and Saul, 2000; Tenenbaum et al., 2000; ; however, these techniques are not well suited to visualise data provided the underlying manifold structure cannot be preserved in only two dimensions due to a higher intrinsic data dimensionality (van der Maaten et al., 2009) . A few powerful alternatives rely on the notion of neighbourhood structures, with the neighbourhood retrieval visualiser (NeRV), for example, explicitly realising an information retrieval perspective, and allowing a suitable compromise of the amount of information which is preserved in the visualization (van der Maaten and Hinton, 2008; Venna et al., 2010) . These techniques provide excellent results in application scenarios, and they mirror what is currently accepted as state of the art as a suitable cost function of non-parametric dimensionality reduction techniques (Lee and Verleysen, 2010; Venna et al., 2010) . In this contribution, we will mostly be concerned with NeRV as theoretically well-founded method and one of the most powerful non-linear data visualisation techniques available today. Quite a few extensions of NeRV, or the very similar, earlier technique t-SNE proposed in (van der Maaten and Hinton, 2008) exist to cope with the problems of efficient implementation, integration of prior knowledge, an extension of the non-parametric technique to an explicit mapping prescription, or extensions to alternative cost measures (Yang et al., 2013; Hammer et al., 2013; Lee et al., 2013) .
One severe problem of techniques such as t-SNE and NeRV lies in the fact that they are non-parametric non-linear techniques for which the obtained visual data display, unlike linear counterparts such as PCA, cannot easily be linked to semantically meaningful information: the two-dimensional projection coordinates have no direct meaning and they are not linked to feature dimensions of the data, unlike linear projections such as PCA, where the projection axes can be linked to the original data dimensions. For nonparametric projections the relative location of data points is the only relevant information preserved in the mapping. As a consequence, it is not easy to judge which data dimensions are particularly important for the visual display, and which correlations of the data dimensions contribute to the mapping. Since data visualisation is an unsupervised and inherently ill-posed task, this fact leads to a severe risk of interpreting the visual display in a wrong way, if its interpretation is possible at all (Vellido et al., 2012; Rüping, 2006) . Further, an interactive manipulation of the data by means of the visual display is not easily possible.
Recently, a few approaches have been proposed which try to overcome this gap and which accompany visualisation techniques with methods to more easily interpret the display and manipulate the data representation based thereon (Brown et al., 2012; Endert et al., 2012; Peltonen et al., 2013) . These techniques propose to change the data metrics based on a given visual display, whereby different techniques are involved, ranging from heuristic model updates up to Bayesian learning of the data metric. In this contribution, we will follow these first steps which change the metric of the data based on a given visual display; by incorporating recent insights from the fields of metric learning in supervised machine learning, we will arrive at a very simple and intuitive metric adaptation scheme which offers insight into the visual display as well as ways to manipulate the data representation accordingly.
Metric learning constitutes a very powerful scheme well-known in machine learning, and a variety of techniques has been proposed in the context of supervised learning, see e.g. (Bellet et al., 2013; Bunte et al., 2012b; Goldberger et al., 2004; Mokbel et al., 2014) . Mostly, a global or local Mahalanobis distance is adapted in these settings such that the underlying goal (usually classification) is improved as much as possible. Besides an improved model accuracy, these techniques provide auxiliary insight into the task by providing a relevance weighting of the data dimensions indicating the contribution of the data dimensions to the task at hand, and, by means of the linear transformation underlying the quadratic form, a new data representation which can even directly be used to inspect the data in some cases.
Here, we will transfer a particularly elegant metric learning scheme to the field of unsupervised dimensionality reduction (Biehl et al., 2009) . This scheme will allow us to learn a global quadratic form which mirrors the neighbourhood relationships as provided by the visual display. The metric allows a direct interpretation of the relevance of the feature dimensions for the given mapping; further, since it can be linked to a linear data transformation, it enables a change of the data representation based on the visual display, hence it allows us to impose external information on the data in a very simple form. We will demonstrate this latter principle by referring to discriminative dimensionality reduction settings. First steps along this line have been presented in the recent publication . Unlike this work, we will deal with a general quadratic form instead of a simple diagonal scaling only. Further, we focus on a parametric metric adaptation based on a differentiable cost function rather than referring to feature selection techniques based on suitable evaluation schemes for dimensionality reduction. This focus has the advantage that the relevance and correlations of the given feature dimensions can be judged simultaneously, and that the resulting transformation provides an alternative, linear data transformation which approximates the observed display. Now we will explain the neighbourhood retrieval visualiser and its relation to a quantitative evaluation of dimensionality reduction techniques. Afterwards, we introduce a simple and powerful metric learning scheme based on NeRV, which enables the efficient learning of relevance matrices by a superposition of a cost optimisation and suitable regularisation. Thereby, the scheme can be used independently of the technique which is underlying the visual display. We demonstrate the suitability and efficiency of the approach in three benchmarks: an artificial scenario with known ground truth, and two real life medical data set, where we investigate the suitability of the induced transformation of the given data.
NEIGHBORHOOD RETRIEVAL OPTIMIZER
Given a data set X = [x 1 , ..., x N ], non-parametric dimensionality reduction maps data points x i ∈ R n to projections y i ∈ R 2 with Y = [y 1 , ..., y N ] such that as much structure as possible is preserved. Techniques differ in the way how this is formalised, see e.g. (Bunte et al., 2012a ) for a unifying presentation of popular dimensionality reduction schemes. Linear methods such as PCA offer an explicit mapping y i = w t x i while many non-linear dimensionality reduction schemes are non-parametric. We will exemplarily consider NeRV (Venna et al., 2010) which, as an objective, can be linked to neighbourhood preservation in an information theoretic sense. Assume d refers to the distance in the data space X. We define
as the probability of two points being neighbour in the data space, and
as the probability of two projections being neighbour in the projection space. Thereby, the standard deviation σ x i in the data space is chosen such that a fixed effective number of neighbours k (with default k = 10) is reached and then the standard deviation σ y i is set to the same value. NeRV optimises the costs
corresponding to the deviation of the two probability distributions. γ ∈ [0, 1] weights the relevance of obtaining a good recall, corresponding to the first summand, and a good precision, corresponding to the second summand; per default, a compromise γ = 0.5 is chosen. Optimisation is commonly done by a stochastic or conjugate gradient descent. There exist very similar alternative methods such as t-NeRV, which uses the student-t distribution instead of Gaussians for the low dimensional embedding, to better prevent the so-called crowding problem, or (t-)SNE, which optimises only one summand of these costs (van der Maaten et al., 2009 ). Interestingly, the NeRV costs can be interpreted as a smoothed version of the crisp costs which evaluate the degree of neighbourhood preservation for a given DR display, as formalised in the frame of the co-ranking framework as proposed in (Lee and Verleysen, 2009 ), see also (Venna et al., 2010) . Assume a fixed neighbourhood range k, the average overlap of neighbourhoods of size k in the projection space and the original data space are counted, leading to the quality
where N k (x i ) (resp. N k (y i )) are the indices of the k closest points of x i in the data space (resp. projection space). Interestingly, the quality summarises various popular alternative evaluation measures (Lee and Verleysen, 2009 ). The neighbourhood degree k is crisp, while the NeRV costs consider a smooth version induced by the Gaussian, but still emphasising a certain neighbourhood range by means of a fixed choice of the bandwidth. Any reasonable dissimilarity measure d can be used within this framework. As an example, in discriminative dimensionality reduction, instead of the standard euclidean metric, the so-called Fisher metric is considered, which only takes into account data changes as they affect a given labelling scheme, see e.g. . This combination is referred to as Fisher-t-SNE.
Since NeRV is a non-parametric approach, we obtain projection co-ordinates of the given data only. The axes of the projection are widely arbitrary, and no semantic meaning is attached to the visual display. By incorporating metric learning, we aim at complementing the visual display by a link to the original data dimensions, such that the display can be accompanied by a semantic meaning in terms of the original (usually interpretable) data dimensions. 
METRIC LEARNING
Assume a fixed data projection X → Y is given. For metric learning, the idea is to change the metric of the data representation in X such that the chosen metric best resembles the information which is inherent in this given non-parametric mapping.
We consider a global quadratic form for X
with a positive semidefinite matrix
The goal is to learn Λ (or equivalently Ω) such that it best resembles the given visual display. Provided this metric change captures the relevant information of the visual display, it enables two things:
• It is possible to judge the relevance of the data dimensions for the given display by inspecting the relevance terms
and hence gives a semantic interpretation of the display by linking it to the most relevant data dimensions (the ones with largest Λ ii ).
• It is possible to transform the data
to obtain data representations which more closely resemble the projections of the data in two dimensions; this opens the possibility to imprint information on the data based on the visual interface.
How can we obtain a suitable matrix Λ? Mimicking the successful approach of relevance learning which has been established in supervised machine learning (Biehl et al., 2009 ), we optimise Λ such that the objective as imposed by NeRV is optimised by an adjustment of Λ, together with a suitable regularisation:
where δ > 0 constitutes a small positive value which enforces solutions with a small norm for regularisation. Since the projection points y i are fixed, we set σ in both spaces such that the fixed neighbourhood size k is reached. While optimisation with a gradient technique is possible, we use an adaptive step size similar to well-known algorithms from neural network optimisation (Riedmiller and Braun, 1993) . Note that the derivatives of the costs E(Ω) can be computed based on the derivative of NeRV itself (Venna et al., 2010) using the following equality and symmetry of NeRV with respect to data points and projections
The transformation matrix Ω is not unique since the costs are invariant with respect to orthonormal transformations of the matrix. This does not affect its trace (and hence the relevance terms which will be interpreted), however. Further, the result is not necessarily unique due to possible local optima of the costs which are inherent in NeRV; in practice, we did not observe problems.
EXPERIMENTS
We investigate the possibility to substantiate a given visual display of data by metric learning, leading to relevance factors which allow a meaningful insight into the relevance of the data dimensionalities for the display, and leading to a more suitable representation of the data which imprints the information as provided by the visual display. While we can evaluate the former with a reference to the gained semantic insight, we evaluate the latter by the coranking framework which compares the neighbourhood structure induced by the data representation and the visual display, respectively (Lee et al., 2013) . We consider the following three data sets: Multimodal: data refers to an artificially generated data set with known ground truth. Data are three dimensional, belonging to 3 classes, whereby one class is multimodal, see Fig. 1 (left). Dimension 1 is irrelevant for the cluster formation, dimension 2 discriminates the classes, dimension 3 discriminates the two modes in class 1.
Diabetes: data refers to a data set describing 442 patients by 10 features (age, sex, BMI, blood pressure, 6 measurements taken from blood serum) with a labelling according to diabetes progression after one year. The data set has been used in (Efron et al., 2004) , where a modern feature selection technique has marked three of the criteria as particularly relevant for the prediction task.
Adrenal: data refers to a data set of 147 patients characterised by 32 features (various steroid markers), where labelling is given by two different types of adrenal cancer, see (Biehl et al., 2012) .
Artificial Multimodal Data
We project the given data to two dimensions in two different ways: on the one hand, a linear discriminant analysis (LDA) is used, which projects the data linearly to the plane, preserving classes as indicated by the labels as much as possible. Since it relies on a unimodal Gaussian for every class, LDA is not capable of preserving the multi modality of class one, resulting in an overlap of classes one and two. In com- parison, we use the non-linear projection technique t-SNE which is applied to the data as characterised by the Fisher information metric to take the label information into account (see ). The Fisher information metric curves the space locally such that the information most relevant to the given labelling is emphasised. On top of this curvature, t-SNE emphasises the cluster structure and finds a corresponding two dimensional projection, displaying all four modes present in the data set (see Fig. 1 ).
We learn a global quadratic form using the technique as described above, whereby we report the obtained result for different degrees of neighbourhood k for the costs E(k). The relevance terms Λ ii for i ∈ {1, 2, 3} and the two different projections are depicted in Fig. 2 . The relevance terms clearly confirm the expectations if one interprets these two projections: LDA ignores the separation induced by the third dimension, treating the remaining two dimensions as equally important; this results in the failure to separate classes one and two. Fisher-t-SNE, in contrast, neglects the first dimension, which does not contain structure, but emphasises the other two, such that all data modes are preserved. The relevance terms mirror this interpretation for all but extremal choices of the neighbourhood degree k.
This example also elucidates the fact that matrix learning for a given visual display is different from feature selection: rather than emphasising factors relevant for a given labelling, the proposed framework identifies factors which best explain the given visual display. These factors can coincide with the factors identified by feature selection provided the visual display emphasises the given class labelling, but in general, this is not the case.
Diabetes Data
We project the given data using t-SNE to two dimensions. One can observe a correlation of the output and one projection axes, which is overlaid by a two cluster structure orthogonal to the output label (see Fig. 3 (left) ). The t-SNE projection displays a reasonable quality as evaluated by the co-ranking framework (see Fig. 3 (middle/right) ). In comparison, we transform the data according to the learned quadratic form for a neighbourhood 10 and 50, respectively. As can be seen via the coranking framework, the transformed data, albeit relying on a linear transform only, much better resembles the information shown in the visual display. This confirms the possibility of imprinting information from the visual display to the given data representation for this medical data set. Figure 4: Projection of the adrenal data using t-SNE (top) and Fisher t-SNE (middle). The latter can be used to learn the relevant factors for this discriminative visual display (bottom).
Adrenal Data
For the adrenal data, we consider a projection of the original data by Fisher t-SNE, compared to a projec- tion of the data by standard t-SNE (see Fig. 4 ). Interestingly, the 1-nearest neighbour classification error of the original data set is 10.9%, as also mirrored in the t-SNE projection which displays quite some overlap of the data, while the error drops down to only 0.7% for the Fisher t-SNE projection. We can imprint the information available in this discriminative projection to the data by means of relevance learning, as before. We learn a quadratic form with neighbourhood range k = 10 of the costs, resulting in relevance factors which strongly resemble the findings as described in the publication (Biehl et al., 2012) . This profile is very consistent for different choices of neighbourhood range k (we tested values k ∈ {10, 20, 40} which lead to qualitatively the same result). As before, we can imprint this information onto the original data by means of an according data transformation. The t-SNE projection of the linearly transformed data is depicted in Fig. 5 , the 1-nearest neighbour error reduces to 3.4% (as compared to trice as much for the original data). Note that, unlike the Fisher information metric, the data are subject to a simple linear data transform only as regards its representation, followed by the non-parametric t-SNE mapping. Interestingly, the obtained linear data transformation even suggests a linear data display with almost the same quality: Fig. 5 also displays the linear projection to the first two eigenvalues of the learned data transformation. The 1-nearest neighbour error is 2.7% only, enabling a very efficient representation of the data which mirrors the underlying label information. For both cases, one point is clearly indicated as an outlier (possibly corresponding to a mislabeling of the data point, as also discussed in the publication (Biehl et al., 2012) ). Due to its possibility to follow strong nonlinearities caused by its non-parametric nature, the Fisher information metric itself tends to overfit in this region, such that this outlier is much less pronounced in the Fisher t-SNE mapping (Fig. 4) .
Resumee
We have investigated three data sets as concerns the possibility to link its visual display to explicit relevance terms which link the displayed points to a semantic meaning, and which open an interface towards imposing this information to the data representation by means of a linear transform. The tasks at hand being unsupervised, the evaluation of these possibilities it not straightforward. In our experiments, we demonstrated the claims in the following way:
• We evaluated the matrix learning framework for an artificial data set with known relevances for the given visual displays. The found relevances confirm the expectation in these settings.
• We evaluated the possibility to imprint the information shown in the visual display to the data by means of a linear data transformation by using the co-ranking framework for data visualisation for one real life data set.
• We evaluated the possibility to imprint the information as shown in the visual display by a reference to the nearest neighbour error in the case of an initial supervised dimensionality reduction. Here, the transformed data clearly allow to achieve a better nearest neighbour error, i.e. a data transformation as learned from the initial discriminative visual display of the data enables us to obtain an alternative data representation which better resembles this important aspect. Thereby, due to the linearity of the transformation, a semantic interpretation of the axes is still possible.
So far, by restricting to a global quadratic form, the induced data transformation is linear. Note that, similar to proposals in supervised metric learning, a generalisation of the approach to locally quadratic forms (and hence a globally non-linear data projection) would be possible (Bellet et al., 2013) .
CONCLUSIONS
We have introduced relevance learning into dimensionality reduction as an efficient concept to accompany a given visual display by the possibility to judge the relevance of data dimensions for the given mapping. Besides a better interpretability of the mapping, we have shown how this framework can be used as an interface to change data representations by means of visual displays, e.g. by incorporating label information into the pipeline. This opens the way for future work in particular in two aspects: on the one hand, we are working on local matrix variants, which allow a richer representation of globally non-linear dependencies, and its corresponding visual display. On the other hand, we are investigating how the proposed framework can efficiently be integrated into an interactive pipeline, where online adaptation of the display according to a new metric is a central demand.
