Abstract. Knowledge about users sentiments can be used for a variety of adaptation purposes. In the case of teaching, knowledge about students sentiments can be used to address problems like confusion and boredom which affect students engagement. For this purpose, we looked at several methods that could be used for learning sentiment from students feedback. Thus, Naive Bayes, Complement Naive Bayes (CNB), Maximum Entropy and Support Vector Machine (SVM) were trained using real students' feedback. Two classifiers stand out as better at learning sentiment, with SVM resulting in the highest accuracy at 94%, followed by CNB at 84%. We also experimented with the use of the neutral class and the results indicated that, generally, classifiers perform better when the neutral class is excluded.
Introduction
Students feedback can help the lecturers understand their students learning behaviour [5] and improve teaching [19] . Taking feedback can highlight different issues that the student may have with the lecture. One example of this is when the student does not understand part of the lecture or a specific example. Another example is when the lecturers' teaching pace is too fast or too slow. Feedback is usually collected at the end of the unit, but it is more beneficial taken in real-time.
Collecting feedback in real-time has numerous benefits for the lecturer and their students, such as improvement in teaching [19] and understanding students' learning behaviour [5] . Moreover, students' feedback improves communication between the lecturer and the students [5] , allowing the lecturer to have an overall summary of the students opinion.
One way of collecting feedback in real-time is using Student Response Systems (SRS) which is a term used for devices that collect real-time data from students. Clickers, mobile phones and social media are types of SRS that have been used in the past to collect feedback in real time. Despite their usefulness in collecting real-time feedback, SRS systems can not be used to their full advantage without support for the analysis of the collected data. For example, in a study using Twitter to collect feedback, the lecturer had to read through all the students' tweets sequentially [16] ; therefore, the lecturer had to read from the beginning to understand the tweets, causing time loss. Furthermore, other research showed concern that using this tool will put such an additional workload onto the lecturers that they would require additional training to effectively use the tweets as feedback [26] .
To address this problem we propose the creation of a system that will automatically analyse students' feedback in real-time and present them to the lecturer. The system will be trained offline, to insure there will be no delay in presenting the results to the lecturer. The system will visualise the students' feedback in a meaningful way giving the lecturer the most important information from the feedback. To analyse the students' feedback we propose the use of sentiment analysis.
Sentiment analysis, an application of natural language processing, computational linguistics and text analytics, identifies and retrieves information from the text. Sentiment analysis can be applied to general data, although it is more effective when applied to specific domains [23] because word meanings and sentiment may differ across domains. An example for this is the word 'early' which may reflect negative subjectivity in education as in the instance "The lecture is too early!". Then again, when describing a parcel service such as "The parcel arrived early", this is most likely a positive sentiment.
One scenario that shows the benefits of the system is described in the following. Rob, a lecturer, has just finished presenting an example, and he wanted to know whether to move on to the next part of the lecture. He looks at the visualisation provided by our system, illustrating different proportions of positive, negative and neutral sentiment. He cans also see frequent words with their polarity. He found words such as 'example', 'confused','complicated' and 'lost' show on the screen with the negative polarity. He then looks at the percentage of negative feedback, which is 60 percent of the class, the neutral is 30 percent and the positive is 10 percent. He then decided to explain the example in a different way.
To insure that the system delivers optimal results, there is need of studying and designing sentiment analysis models that are trained with real students feedback. In this paper we focus on assessing the ability of several machine learning techniques to learn sentiment from students' textual feedback. Consequently we trained four models, i.e. Naive Bayes, Complement Naive Bayes, Maximum Entropy and Support Vector Machine, and compared their performance.
The rest of the paper is organised as follows. Related research is presented in section 2. The data corpus used for this study is presented in Section 3. The sentiment analysis models are presented in Section 4, followed by results and discussion in Section 5. To finish, conclusions and future work are outlined in Section 6.
Related Work
Sentiment analysis looks at the polarity of sentiment. In most cases, researchers are interested in the positive and negative sentiments, although some researchers advocate the use of a neutral category as well.
Agarwal et al. [1] investigated the contribution of the neutral class to the performance of classifiers by comparing 2-class (Positive/Negative) models with 3-class (Positive/Negative/Neutral) models. They found that the 2-class models have higher accuracy; however, other researchers obtained a good performance for the 3-class models [3] .
We believe that a neutral class is needed in a real life applications for education, while acknowledging that enough training data labelled as neutral is necessary to get good results. For this paper, we used the method proposed by Agarwal et al. [1] , comparing the model with and without the neutral class, to investigate the effect of the neutral class on the performance of classifiers in the educational domain.
There have been some studies about sentiment analysis for education, however they have been focused mainly on e-learning [17, 24] , with some exceptions looking at classroom learning. For example, in Munezero [15] , sentiment analysis was applied in-class to detect students' emotions from students' learning diaries. This work, however, did no look at real-time interventions based on the analysed feedback.
Machine learning sentiment analysis approaches have four main steps: collecting the data, preprocessing it, selecting the features and applying the machine learning techniques. These are reviewed in the following subsections.
Preprocessing
Preprocessing is the process of cleaning the data from noise such as removing special characters. It increases the accuracy of the results by reducing errors in the data [2] . There are different types of preprocessing used according to where the data is collected from; for example, data collected from Twitter needs extra preprocessing such as removing hashtags, retweets and links. Some of the most common general preprocessing techniques [20] that will be used in our experiments are:
-Remove stop words: Removal of the stop words will help reduce index space, improve response time, and improve effectiveness. There is not one set of stop words that can be removed. Stop words can be words such as 'a', 'the' and 'there'. More examples can be found in [20] ; -Remove punctuation: Removal of punctuation, such as question and exclamation marks, has been applied by Prasad [20] . However, exclamation marks can indicate the presence of emotion such as in the sentence 'I passed!!!'; here the exclamation may mean strong positive sentiment or strong joy emotion. Moreover, the question mark may represent confusion. Most of the researchers removed numbers and punctuation, therefore for this paper we decided to eliminate it; however, it will be investigated in the future;
-Remove numbers: Numbers in chat language can represent words; for example, 'to' or 'too' can be written as '2', 'for' can be written as '4' and the word 'great' can be written in chat language as 'gr8'. However, most of the time numbers do not have meaning by themselves and are irrelevant in sentiment analysis. In most sentiment analysis research numbers are removed; therefore, we also remove them for our experiments; -Convert text to lower or upper case: converting the letters into upper or lower case is used to match occurrences in the training data. Words in capitals sometimes suggests strong emotion [20] . However, this will not be investigated in the experiments presented in this paper; -Spelling check/Removing repeated letters: Spelling can be corrected by removing extra letters such as in Prasad [20] and Ortigosa et al. [17] . Go et al. [9] replaced the letters with two letters. However, Agarwal et al. [1] replaced the letters with three letters. In our research, we replaced repeated letters with two letters, as most words in English have a maximum of two repeated letters. However, this affects words which should be single letters, such as 'looooove', which will become 'loove' and, therefore, it will not be matched to other occurrences of 'love'. On the other hand, it covers most common situations, rather than exceptions.
Features
Feature selection allows a more accurate analysis of the sentiments and detailed summarization of the results. One of the most common feature is n-grams [1, 9] . An n-gram is a sequence of n items from a text. It can be letters, syllables, or words. The most common n-gram is unigram which is selecting single words, as found in many research works [1, 8, 27] . Consequently, for the purpose of this paper, unigrams alone will be experimented with.
Machine Learning Techniques
In the educational domain, Tan et al. [23] and Troussas et al. [25] found Naive Bayes to be the best technique, while Song et al. [22] used Support Vector Machines. This research indicates that different machine learning techniques give different results even for the same domain, prompting a need for testing several techniques. The techniques used in our experiments are Naive Bayes (NB), Complement Naive Bayes (CNB), Maximum Entropy (ME), and Support Vector Machines (SVM), due to their popularity and high results in previous research.
Data Corpus
We used two methods for data collection: real-time collection of feedback in lectures and end of unit feedback. The first method we used is real-time feedback from computing lectures at the University of Portsmouth. The lectures included postgraduate and undergraduate level students. Due to the difficult circumstances in collecting real-time students' feedback, we collected end of unit student feedback from various institutes. The total amount of data is 1036 instances, as shown in Table 1 . The data was labelled by three experts, one with background in data mining (including sentiment analysis) and two with background in linguistics. The labels were assigned using a majority rule. When there was no majority, the neutral label was assigned. To verify the reliability of the labels provided by the three experts, we looked at inter-rater reliability. The percent agreement was 80.6%, the Fleiss kappa [7] was 0.625 and Krippendorff's alpha [12] was 0.626. The percent agreement is considered over-optimistic, while the other two measures are known to be more conservative [14] . 
Learning sentiment from students' feedback
Using the 1036 labelled instances, we investigated the learning performance of different machine learning techniques: Naive Bayes (NB), Complement Naive Bayes (CNB), Maximum Entropy (ME) and Support Vector Machines (SVM). These methods are briefly described in the following subsections.
Naive Bayes and Complement Naive Bayes
Naive Bayes is a classifier that uses a probabilistic model; its origin is from Bayes theorem, which assumes independence between features. It has been found to perform well for sentiment analysis, e.g., [18, 20] . Some advantages of Naive Bayes are that it only needs a small amount of training data to estimate parameters, it is fast and incremental, and can deal with discrete and continuous attributes. Naive Bayes does not work well with uneven class sets. Complement Naive Bayes addresses this problem and has been proven to give higher results than Naive Bayes when the classes are uneven [10] . Complement Naive Bayes estimates the probability of a class using parameters of all the classes excluding the class itself. The NB algorithm was implemented in R 1 , while for CNB Weka [29] was used.
Maximum Entropy
The Maximum Entropy classifier is similar to the Naive Bayes classifier, except that instead of the features acting independently, the model finds weights for the features that maximize the likelihood of the training data using searchbased optimization. One advantage of maximum entropy is that it does not make assumptions about the relationships between features; consequently, in contrast to Naive Bayes and SVM, it could potentially perform better when conditional independence assumptions are not met.
One drawback is that it is not very realistic in many practical problems, as real datasets contain random errors or noise which create a less clean dataset [11] . For our experiments with Maximum Entropy, we use the R maxent package [4] .
Support Vector Machines (SVM)
A Support Vector Machine (SVM) is a non-probabilistic binary linear classifier. It finds hyperplanes that separate the classes. SVM is highly effective at traditional text categorization and generally outperforms Naive Bayes. SVM is effective in high dimensional spaces and when the number of dimensions is greater than the number of samples. Moreover, it is memory efficient.
The effectiveness of the SVM can be affected by the kernel [6] . There are different types of kernels, of which the most common kernel methods are linear, polynomial, and radial basis functions. The linear kernel results in a simple classifier. It can work best with larger amounts of data and is graphed as a straight line. Non-linear kernels are more flexible and often give better performance [6] . From non-linear kernels, most common are polynomial kernel (SVM Poly) and radial basis kernel (SVM RB). The polynomial kernel works well with natural language processing [6] and is usually presented as a curved line. The radial basis kernel is popular [6] and flexible, and is graphed as a curved path. LibSVM in Weka [29] was used for our experiments.
Results and Discussion
To test the learning performance of the four models, 10-fold cross-validation was used. The results are displayed in Table 3 , which includes the performance of the models without the neutral class, i.e., positive and negative, and with the use of the neutral class, i.e., positive, negative and neutral.
From the results we observe the following:
1. Two methods have a very good performance in terms of accuracy, precision and recall: Support Vector Machine with radial basis kernel and Complement Naive Bayes models; 2. Precision and recall are high in both Support Vector Machine and Complement Naive Bayes models, but low in Naive Bayes and Maximum Entropy models. 3. Naive Bayes has a relatively poor performance despite being considered a good learning method for sentiment analysis; 4. When the neutral class is considered, performance decreases for most metrics and classifiers.
Our results show that SVM gave the highest accuracy, as opposed to the research of Ortigosa et al. [17] in the educational domain, and more specifically, e-learning. This could be due to the use of unigrams as opposed to Ortigosa et al. [17] who used pos (part of speech)-tagging as a feature.
Although our data is relatively clean, the Naive Bayes classifier had the lowest performance. This may be due to the uneven class sets, which could explain why the Complement Naive Bayes classifier had a high performance.
The recall values show that SVM RB is the most sensitive of the four models, i.e., it correctly identifies instances of all classes, while the Maximum Entropy is the least sensitive. Precision is highest for SVM RB and lowest for Naive Bayes with the neutral class. The best balance between precision and recall is achieved by SVM RB, making it the best classifier. This balance is also present for CNB as well, which is the second best performing method.
To investigate if the classifiers results are significantly different when the neutral class is not used compared with when the neutral class is used, we used two statistical tests: the paired t-test and the binomial test. The t-test is widely used for testing statistical differences on data mining methods [29] ; however, some authors argue that it is not the best test for comparing the performance of different algorithms on the same data set and propose the use of the binomial test [21] . Consequently, we report the results for both of these tests, which are displayed in Table 4 , where the t-test is represented as A and the binomial test as B. The significant values are marked in bold.
The significance tests show that the classifiers perform significantly better in terms of accuracy when the neutral class is not used for CNB and SVM with polynomial and radial basis kernels. Precision is significantly better when the neutral class is excluded for NB, CNB (just for the t-test; the binomial test indicated that the difference in not significant) and SVM with polynomial kernel. Recall is significantly better without the neutral class for NB, CNB and all versions of SVM; however, for SVM with linear kernel the t-test results indicate that the difference is significant, while the binomial test indicates that it is not. Finally, the F-scores are significantly better when the neutral class is excluded for NB, CNB (t-test only), SVM Poly and SVM RB. The ME classifier performs significantly better when the neutral class is used in terms of accuracy, but with no significant difference in terms of precision, recall and F-score. The NB classifier has a significantly better accuracy when the neutral class is used, but significantly lower precision, recall and F-score.
Consequently, for most classifiers the evaluation metrics, i.e. accuracy, precision, recall and F-score, improve when the neutral class is not used. This may be due to the low number of training instances for the neutral class, i.e. 103 out of 1036, an aspect that has been pointed out in previous research, e.g., [27] .
Given the results of our classifiers, arguments can be found for both using and disregarding the neutral class. On one hand, ignoring the neutral class seems to be consistent with people's tendency to give their opinions when they feel stronger about them, i.e., positive or negative, rather than when they do not have a particular view on the subject, i.e., neutral; consequently opinion mining often does not consider the neutral class as it is viewed as absence of opinion, e.g., [28] .
Using the neutral class, on the other hand, may prevent problems such as overfitting [13] . It also provides a more complete picture of the data, where lack of sentiment is still important to be considered [13] as much as the positive and negative classes are.
Consequently, for our purposes, we will continue to investigate the use of neutral class for the educational domain, not just in terms of performance of classifiers, but also from the point of view of the users, i.e. lecturers, with regard to the usefulness of knowing how many students have a neutral view with regards to their teaching.
When looking at the t-test and the binomial test results, there is a disagreement between these tests only in 3 instances out of 48, with the t-test indicating a significant difference, while for the binomial test the difference in not significant.
Conclusions and Future work
In this paper we investigated the learning capabilities of four machine learning methods for learning sentiment from students' textual feedback: Naive Bayes, Complement Naive Bayes, Maximum Entropy and Support Vector Machines (with three types of kernel).
A dataset of 1036 instances of teaching-related feedback was used, which was labelled by 3 experts. We experimented with the use of unigrams as features and a range of standard preprocessing techniques. Our experiments indicate that two methods in particular, i.e. SVM with radial basis kernel and CNB, give very good results; therefore, they could be used for real-time feedback analysis.
We also explored the use of the neutral class in the models and found that, in most cases, performance is better when the neutral class in not used. There are, however, arguments for using a neutral class from practical point of view, as it provides a more complete picture of a situation. Moreover, for the best performing method, i.e. SVM with radial basis kernel, the difference between using the neutral class and not using it, is 0.01 for accuracy, precision and recall. Consequently, one can argue that such a small loss is acceptable for having a more complete picture.
Future work includes an analysis of more preprocessing techniques and their impact on model performance, as well as experimentation with other features, such as bigrams, trigrams and pos(part of speech)-tagging. In addition, we will test the models using more real-time collected data.
