Abstract. This is the last of a series of three papers in which we give a new, shorter proof of a slightly improved version of Almgren's partial regularity of area minimizing currents in Riemannian manifolds. Here we perform a blow-up analysis deducing the regularity of area minimizing currents from that of Dir-minimizing multiple valued functions.
Introduction
In this paper we complete the proof of a slightly improved version of the celebrated Almgren's partial regularity result for area minimizing currents in a Riemannian manifold (see [1] ), namely Theorem 0.3 below.
Assumption 0.1. Let ε 0 > 0, m,n ∈ N \ {0} and l ∈ N. We denote by (M) Σ ⊂ R m+n = R m+n+l an embedded m +n-dimensional submanifold of class C 3,ε 0 ; (C) T an integral current of dimension m with spt(T ) ⊂ Σ, area minimizing in Σ. The partial regularity result proven first by Almgren [1] under the more restrictive hypothesis Σ ∈ C 5 gives an estimate on the Hausdorff dimension dim H (Sing(T )) of Sing(T ).
Theorem 0.3. dim H (Sing(T )) ≤ m − 2 for any m,n, l, T and Σ as in Assumption 0.1.
In this note we complete the proof of Theorem 0.3, based on our previous works [3, 4, 5] , thus providing a new, and much shorter, account of the most fundamental regularity result in geometric measure theory; we refer to [4] for a more extended general introduction. The proof is carried by contradiction: in the sequel we will always assume the following.
Assumption 0.4 (Contradiction). There exist m ≥ 2,n, l, Σ and T as in Assumption 0.1 such that H m−2+α (Sing(T )) > 0 for some α > 0.
The hypothesis m ≥ 2 in Assumption 0.4 is justified by the well-known fact that Sing(T ) = ∅ when m = 1 (in this case spt(T ) \ spt(∂T ) is the union of finitely many non-intersecting geodesic segments). Starting from Assumption 0.4, we make a careful blow-up analysis, split in the following steps. 0.1. Flat tangent planes. We first reduce to flat blow-ups around a given point, which in the sequel is assumed to be the origin. These blow-ups will also be chosen so that the size of the singular set satisfies a uniform estimate from below (cp. Section 1). 0.2. Intervals of flattening. For appropriate rescalings of the current around the origin we take advantage of the center manifold constructed in [5] , which gives a good approximation of the average of the sheets of the current at some given scale. However, since it might fail to do so at different scales, in Section 2 we introduce a stopping condition for the center manifolds and define appropriate intervals of flattening I j = [s j , t j ]. For each j we construct a different center manifold M j and approximate the (rescaled) current with a suitable multi-valued map on the normal bundle of M j . 0.3. Finite order of contact. A major difficulty in the analysis is to prove that the minimizing current has finite order of contact with the center manifold. To this aim, in analogy with the case of harmonic multiple valued functions (cp. [2, Section 3.4]), we introduce a variant of the frequency function and prove its almost monotonicity and boundedness. This analysis, carried in Sections 3, 4 and 5, relies on the variational formulas for images of multiple valued maps as computed in [3] and on the careful estimates of [5] . Our frequency function differs from that of Almgren and allows for simpler estimates.
0.4.
Convergence to Dir-minimizer and contradiction. Based on the previous steps, we can blow-up the Lipschitz approximations from the center manifold M j in order to get a limiting Dir-minimizing function on a flat m-dimensional domain. We then show that the singularities of the rescaled currents converge to singularities of that limiting Dir-minimizer, contradicting the partial regularity of [2, Section 3.6] and, hence, proving Theorem 0.3.
Fix α > 0. By Almgren's stratification theorem (see [9, Theorem 35.3] ), for H m−2+α -a.e. x ∈ spt(T ) \ spt(∂T ), there exists a subsequence of radii r k ↓ 0 such that T x,r k converge to an integer multiplicity flat plane. Similarly, for measure-theoretic reasons, if T is as in Assumption 0.4, then for H m−2+α -a.e. x ∈ spt(T ) \ spt(∂T ) there is a subsequence s k ↓ 0 such that lim inf k H m−2+α ∞ (D Q (T x,s k ) ∩ B 1 ) > 0 (see again [9] ). Obviously there would then be Q ∈ N and x ∈ Sing Q (T ) where both subsequences exist. The two subsequences might, however, differ: in the next proposition we show the existence of one point and a single subsequence along which both conclusions hold. Concerning the relevant notation (for instance regarding the excess E) we refer to [4, 5] . 
3)
The proof is based on the following lemma.
Lemma 1.4. Let S be an m-dimensional area minimizing integral cone in R m+n such that ∂S = 0, Q = Θ(S, 0) ∈ N, H m D Q (S)) > 0 and H m−1 (Sing Q (S)) = 0. Then, S is an m-dimensional plane with multiplicity Q.
Proof. For each x ∈ Reg Q (S), let r x be such that S B 2rx (x) = Q Γ for some regular submanifold Γ and set
Obviously, Reg Q (S) ⊂ U; hence, by assumption, it is not empty. Fix x ∈ spt(S) ∩ ∂U.
We necessarily have that r x k → 0: otherwise we would have x ∈ B 2rx k (x k ) for some k, which would imply x ∈ Reg Q (S) ⊂ U, i.e. a contradiction. Therefore, x k → x and, by [9, Theorem 35 .1],
This implies x ∈ D Q (S). Since x ∈ ∂U, we must then have x ∈ Sing Q (S). Thus, we conclude that H m−1 (spt(S) ∩ ∂U) = 0. It follows from the standard theory of rectifiable currents (cp. Lemma A.2) that S ′ := S U has 0 boundary in R m+n . Moreover, since S is an area minimizing cone, the same clearly holds for S ′ . By definition of U we have Θ(S ′ , x) = Q for S ′ -a.e. x and, by semicontinuity,
We apply Allard's theorem and deduce that S ′ is regular, i.e. S ′ is an m-plane with multiplicity Q. Finally, from Θ(S ′ , 0) = Θ(S, 0), we infer M(S B 1 ) = M(S ′ B 1 ) and then S ′ = S.
Proof of Proposition 1.3. Let m > 1 be the smallest integer for which Theorem 0.3 fails. By Almgren's stratification theorem (cp. Theorem A.3), there must be an integer rectifiable area minimizing current R of dimension m and a positive integer Q such that the Hausdorff dimension of Sing Q (R) is larger than m − 2. We fix the smallest Q for which such a current R exists. Recall that, by the upper semicontinuity of the density and a straightforward application of Allard's regularity theorem (see Theorem A.1), Sing 1 (R) = ∅, i.e. Q > 1. Let α ∈]0, 1] be such that H m−2+α (Sing Q (R)) > 0. By [9, Theorem 3.6] there exists a point x ∈ Sing Q (R) such that Sing Q (R) has positive H m−2+α ∞ -upper density: i.e., assuming without loss of generality x = 0 and ∂R B 1 = 0, there exists r k ↓ 0 such that
Up to a subsequence (not relabelled) we can assume that R 0,r k → S, with S a tangent cone. If S is a multiplicity Q flat plane, then we set T := R and we are done: indeed, (1.3) is satisfied by Theorem A.1, because 0 ∈ Sing(R) and R ≥ H m spt(R). Assume therefore that S is not an m-dimensional plane with multiplicity Q. Taking into account the convergence of the total variations for minimizing currents [9, Theorem 34.5] and the upper semicontinuity of H m−2+α ∞ under the Hausdorff convergence of compact sets, we get H
Indeed, if all points of D Q (S) are singular, then this follows from (1.4) directly. Otherwise, Reg Q (S) is not empty and, hence, H m (D Q (S) ∩ B 1 ) > 0. In this case we can apply Lemma 1.4 and infer that, since S is not regular, then H m−1 (Sing Q (S)) > 0 and (1.5) holds.
We can, hence, find x ∈ Sing Q (S) \ {0} and r k ↓ 0 such that
Up to a subsequence (not relabelled), we can assume that S x,r k converges to S 1 . Since S 1 is a tangent cone to the cone S at x = 0, S 1 splits off a line, i.e. S 1 = S 2 × × Rv , for some area minimizing cone S 2 in R m−1+n and some v ∈ R m+n (cp. the arguments in [9, Lemma 35.5]). Since m is, by assumption, the smallest integer for which Theorem 0.3 fails, H m−3+α (Sing(S 2 )) = 0 and, hence, H m−2+α (Sing Q (S 1 )) = 0. On the other hand, arguing as for (1.4), we have
Thus Reg Q (S 1 ) = ∅ and, hence, H m (D Q (S 1 )) > 0. We can apply Lemma 1.4 again and conclude that S 1 is an m-dimensional plane with multiplicity Q. Therefore, the proposition follows taking T := τ ♯ S, with τ the translation map y → y − x, and Σ the tangent plane at 0 to the original Riemannian manifold.
Intervals of flattening
For the sequel we fix the constant c s := 1 16 √ m and notice that 2 −N 0 −1 < c s , where N 0 is the parameter introduced in [5, Assumption 1.5]. It is always understood that the parameters β 2 , δ 2 , γ 2 , ε 2 , κ, C 2 , C h , M 0 , N 0 in [5] are chosen in such a way that all the theorems and propositions therein are applicable, cf. [5, Remark 1.6]. We recall also the notation introduced in [5 
⊥ is the function parametrizing Σ and m 0 = max c(Σ) 2 , E T, B 6 √ m . By Proposition 1.3 and simple rescaling arguments, we assume in the sequel the following. 
for all r ∈ (0, 1),
where ε 3 is a positive constant to be specified later, smaller than the ε 2 of [5].
2.1. Defining procedure. We set
Observe that, if {s k } ⊂ R and s k ↑ s, then s ∈ R. We cover R with a collection F = {I j } j of intervals I j =]s j , t j ] defined according as follows. t 0 := max R and, for given t j , consider [5, Theorem 1.12 ] is indeed applicable); the manifold M j is then the graph of a map ϕ j : In case (Go) holds, we set s j := 0, i.e. and the family F is either countable and t j ↓ 0, or finite and I j =]0, t j ] for the largest j; (ii) the union of the intervals of F cover R, and for k large enough the radii r k in Assumption 2.1 belong to R;
Proof. We start noticing that
follows from the choice of c s because all cubes in the Whitney decomposition have side-length at most 2 −N 0 . In particular, this implies that the iterative procedure either never stops, leading to t j ↓ 0, or it stops because s j = 0 and ]0, t j ] ⊂ R, thus proving (i). The first part of (ii) follows straightforwardly from the choice of t j+1 , and the last assertion holds from E(T, B 6 √ mr k ) → 0. Regarding (iii), consider H ∈ W e as in [5, Corollary 3.2] and choose k ∈ N\{0} such that ℓ(H) = 2 k ℓ(J). Observe that ϕ j C 3,κ ≤ Cε 3 by [5, Theorem 1.12], where the constant C is independent of ε 3 . If ε 3 is sufficiently small, we can assume
Let x ∈ J and y ∈ H be two points maximizing |x − y|. Then, by [5 
Therefore, the conclusion is trivial if r ≥ and note that H intersects B 2r+2 √ m ℓ(H) . Let ρ := 2r + 2 √ mℓ(H). Observe that 2r < ρ < 1.
Since for such ρ (Stop) cannot hold, we have that
Therefore, we conclude that ℓ(H) ≤ 8 c s r and dist(H, B) ≤ 16 √ m c s r < r.
We now turn to (iv). If r ≥ 2 −N 0 , then obviously 
Finally, (v) follows from [5, Corollary 2.2 (ii)], because by (Go), for every r ∈] 
If H N (r) > 0, we define the frequency function as
.
To simplify further the notation, N might be sometimes omitted as subscript. The following is the main analytical estimate of the paper, which allows us to exclude infinite order of contact among the different sheets of a minimizing current. 
The proof exploits four identities collected in Proposition 3.5, which will be proved in the next sections. Definition 3.3. We let ∂r denote the derivative along geodesics starting at Φ(0). We set
Remark 3.4. Observe that all these functions of r are absolutely continuous and, therefore, classically differentiable at almost every r. Moreover, the following rough estimate easily follows from [5, Theorem 2.4] and the condition (Stop):
Proposition 3.5 (First variations estimates). There exist dimensional constants C, γ 3 > 0 such that, if the hypotheses of Theorem 3.2 hold and I ≥ 1, then
We assume for the moment the proposition and prove the theorem.
Proof of Theorem 3.2. Set Ω(r) := log max{I(r), 1} . To prove (3.1) it is enough to show
, and compute
By Proposition 3.5 (applicable because I > 1), if ε 3 is sufficiently small, then
By Cauchy-Schwartz, we have
Thus, by (3.4), (3.10), (3.12) and (3.13), we conclude
Integrating (3.14) we conclude:
The rest of the section is devoted to the proof of Proposition 3.5.
3.1.
Estimates on H ′ : proof of (3.5). Set q := Φ(0). Let exp : B 3 ⊂ T q M → M be the exponential map and J exp its Jacobian. Note that d M (exp(y), q) = |y| for every y ∈ B 3 . By the area formula, setting y = rz, we can write H in the following way:
where the integration is always intended with respect to H m . Therefore, differentiating under the integral sign, we easily get (3.5):
where we used that
, because M is a C 3,κ submanifold and hence exp is a C 2,κ map (see Proposition A.4).
Σ and Σ
′ : proof of (3.8). We show the following more precise estimates.
Lemma 3.6. There exists a dimensional constant C > 0 such that
In particular, if I ≥ 1, then (3.8) holds and
is a Lipschitz function with compact support in B r (q). We therefore use the Poincaré inequality: Σ(r) = M ψ ≤ Cr M |Dψ|. The constant C depends on the smoothness of M and, therefore, not on the interval of flattening. We compute
which gives the first part of (3.15). The remaining inequality is straightforward:
Since
[ and
, 1[, we easily deduce
On the other hand, since φ = 1 on [0, 1 2 ], (3.16) and (3.17) readily follow. Therefore, in the hypothesis I ≥ 1, i.e. H ≤ rD, we conclude (3.8) from (3.15).
First variations.
To prove the remaining estimates in Proposition 3.5 we exploit the first variation of T along some vector fields X. The variations are denoted by δT (X). We fix a neighborhood U of M and the normal projection p :
2,κ and [3, Assumption 3.1] holds. We will consider two types of variations:
• the outer variations, where
Note that X i is the infinitesimal generator of a one parameter family of diffeomorphisms
, where Ψ ε is the one-parameter family of biLipschitz homeomorphisms of M generated by Y . Consider now the map F (p) := i p + N i (p) and the current T F associated to its image (cf. [3] for the notation). Observe that X i and X o are supported in p −1 (B r (q)) but none of them is compactly supported. However, recalling Proposition 2.2 (v) and the minimizing property of T in Σ, we deduce that δT (X) = δT (X T ) + δT (X ⊥ ) = δT (X ⊥ ), where X = X T + X ⊥ is the decomposition of X in the tangent and normal components to T Σ. Then, we have
. We wish to apply [3, Theorem 4.2] to conclude 
Straightforward computations (again appealing to Proposition A.4) lead to
Plugging (3.29) and (3.30) into (3.25) and using (3.19) we then conclude
(3.31) Proposition 3.5 is then proved by the estimates of the errors terms done in the next section.
Error estimates
We start with some preliminary considerations. Definition 4.1 (Family of cubes). We first define a family T of cubes in the Whitney decomposition W as follows:
We proceed to select a countable family T of pairwise disjoint balls {B L }. We let S := sup L∈T s(L) and start selecting a maximal subcollection T 1 of pairwise disjoint balls with radii larger than S/2. Clearly, T 1 is finite. In general, at the stage k, we select a maximal subcollection T k of pairwise disjoint balls which do not intersect any of the previously selected balls in T 1 ∪ . . . ∪ T k−1 and which have radii r ∈]2 −k S, 2 1−k S]. Finally, we set T := k T k . Next, we partition the cubes of W which intersect B into disjoint families W (L) labelled by (L, B(L)) ∈ Z in the following way. Let H ∈ W have nonempty intersection with B. Then, either H is in T , or is in the domain of influence of some J ∈ T . By Proposition 2.2, the distance between J and H is at most 2 √ mℓ(J) and, hence,
√ mℓ(L). This implies that
For later reference, we collect the main properties of the above constructions in the following lemma.
Lemma 4.4. The following holds.
4.2. Basic estimates in the subregions. For notational convenience, we order the family Z = {(J i , B(J i ))} i∈N , and set
Observe that the distance between B i and ∂B r (q) is larger than that between B(L i ) and ∂B = p π (∂B r (q)). Thus, by Lemma 4.
where ℓ i := ℓ(J i ). From this and Lemma 4.4 (iii), we also obtain 
To prove these estimates, observe first that
, because all H ∈ W (J i ) are disjoint and contained in a ball of radius comparable to ℓ i . This in turn implies that Moreover, for every t > 0 there exists C(t) > 0 and γ(t) > 0 such that
Proof. Recall that, from [5, Propositions 3.1 and 3.3], we have
Therefore, by Lemma 3.6, (4.2), (4.12) and (4.13), it follows easily that, for suitably chosen
Next, (4.9) follows similarly because the B i are disjoint and 8 β 2 < γ 2 :
Finally, arguing as above we conclude that
4.3.
Proof of Proposition 3.5: (3.6) and (3.7). We can now pass to estimate the errors terms in (3.6) and (3.7) in order to conclude the proof of Proposition 3.5.
Errors of type 1. By [5, Theorem 1.12], the map ϕ defining the center manifold satisfies
0 (recall that H M denotes the mean curvature of M). Therefore, by (4.3), (4.4), (4.9) and (4.11), we get
and analogously .
Errors of type 2. From
We estimate separately the three terms (recall that γ 2 > 4δ 2 ):
For what concerns the inner variations, we have
The last integrand corresponds to I 3 , while the remaining part can be estimated as follows:
Errors of type 4. We compute explicitly
It follows readily from (3.19), (4.6) and (4.8) that 
Errors of type 5. Integrating by part Err 5 , we get
Since |X| ≤ C, I 1 can be easily estimated as Err 4 :
For what concerns I 2 , we argue differently for the outer and the inner variations. For Err
On the other hand, we also have
Therefore, we can estimate
For the inner variations, denote by ν 1 , . . . , ν l an orthonormal frame for with v 1 , . . . , v m orthonormal). For the sake of simplicity, we write
By the C 2 regularity of ν j , we deduce that
On the other hand, X i (p(p)) = Y (p(p)) is tangent to M in p(p) and hence orthogonal to h p(p) . Thus
where we used elementary calculus to infer that 
Boundedness of the frequency
In this section we prove that the frequency function I N j remains bounded along the different center manifolds corresponding to the intervals of flattening. To simplify the notation, we set p j := Φ j (0) and write simply B ρ in place of B ρ (p j ) . If the intervals of flattening are infinitely many, then there is a number j 0 ∈ N such that In the second case, we partition the extrema t j of the intervals of flattening into two different classes:
If t j belongs to (A), set r :=
. Let L ∈ W j−1 be a cube of the Whitney decomposition such that c s r ≤ ℓ(L) and L ∩ B r (0, π j−1 ) = ∅. We are in the position to apply [5, Proposition 3.6] for the comparison of two center manifolds: there exists a constantc s > 0 such that
which obviously gives H N j (3) ≥ cm j 0 . By (3.4), we conclude that I N j (3) is smaller than a given constant, independent of j. Arguing as above, we also conclude that, for j large enough, H N j is positive on the entire interval ] In the case t j belongs to the class (B), then, by construction
. In fact, assuming the bound would not hold, we could assume, by the monotonicity formula, that T j converges to a cone T , from which we would actually conclude that E(T j , B 12
for sufficiently large j, violating the very definition of t j . With the same argument we conclude that ε 
Proof. Note that, if r j → 0, then necessarily E(T j , B r j ) → 0 by Proposition2.2 (iv). Therefore, up to a subsequence, we can assume the existence of c > 0 such that
After the extraction of a further subsequence, we can assume the existence of r such that Let J j ∈ W j be such that U j ∩ J j = ∅ and d j = ℓ(J j ). If the stopping condition for J j is either (HT) or (EX), recalling that ℓ(J j ) ≤ c s r, we choose ball B j ⊂ U j of radius
and at distance at most √ md j from J j . If the stopping condition for J j is (NN), J j is in the domain of influence of K j ∈ W e . By Proposition 2.2 we can then choose a ball B j ⊂ U j of radius 
If the stopping condition is either (NN) or (EX), by [5, Proposition 3.3] we have
In both cases we conclude that
is contained in a d j -tubular neighborhood of M j , which we denote byÛ j . Moreover, again assuming that ε 3 is sufficiently small, we can assume B t \ B s ∩ M j ⊂ Φ j (U j ) for some appropriate choice of s < t, independent of j. Finally, by [5, Theorem 1.12] we can assume that (up to subsequences) M j converges to M in C 3 . We thus conclude that S B t \ B s is supported in M ∩ B t \ B s and, hence, by the constancy theorem, S B t \ B s = Q 0 M ∩ B t \ B s for some integer Q 0 . Observe also that, if p j :Û j → M j is the orthogonal projection onto M j , by [5, Theorem 2.4] we also have (p j ) ♯ (T j B t \ B s ) = Q M j ∩ B t \ B s . We therefore conclude that Q 0 = Q. Since S is a cone without boundary, ∂(S B t ) = Q M ∩ ∂B t , i.e. S = Q 0 × × M ∩ ∂B t . By Allard's regularity theorem, S is regular in a neighborhood of 0 and, therefore, it is an m-plane with multiplicity Q, which gives the desired contradiction.
A corollary of Theorem 5.1 is the following. r, 3r[ such that
Proof. By Theorem 5.1, there exists C > 0 depending on the current T such that
Therefore, there must be s ∈ [
r, 3r] such that
On the other hand, using the fundamental theorem of calculus, for every δ > 0 sufficiently small, we get
Suitably choosing δ in (5.8), we easily conclude (5.6) from (5.7).
Final blow-up sequence and capacitary argument
Let T be a current as in the Assumption 2.1. By Proposition 2.2 we can assume that for each radius r k there is an interval of flattening I j(k) containing r k . In order to simplify the notation, with a slight abuse, we denote I j(k) as I k =]s k , t k ] (so that, in particular, two distinct radii r k and r k ′ might belong to the same interval of flattening).
We define the sequence of blow-up maps which will lead to the proof of Almgren's partial regularity result Theorem 0.3. To this aim, for every r k ∈ I k , we consider the corresponding radiuss k ∈ . We then rescale and translate the currents and maps accordingly:
Since by assumption T 0Σk = R m+n ×{0}, the ambient manifoldsΣ k converge to R m+n ×{0} locally in C 3,ε 0 . Moreover, since
By the standard regularity theory of area minimizing currents and Assumption 2.1, this implies thatT k locally converge (and in the Hausdorff sense for what concerns the supports) to a minimizing tangent cone which is an m-plane with multiplicity Q contained in R m+n × {0}. Without loss of generality, we can assume that T k locally converge to Q π 0 . Moreover, from Proposition 1.3 it follows that
We can, therefore, apply [5, Proposition 3.4] and infer that
In the next lemma, we show that the rescaled center manifoldsM k converge locally to the flat m-plane π 0 , thus leading to the following natural definition for the blow-up maps
where
) and e k : B 3 ⊂ R m ≃ T 0Mk →M k denotes the exponential map.
Lemma 6.1 (Vanishing lemma). Under the Assumption 2.1, the following hold:
) and the maps e k converge in C 2,κ/2 to the identity map id : B 3 → B 3 ; (iii) there exists a constant C > 0 such that, for every k,
√ mr Step 1. We cover Υ by balls {B σ i (x i )} in such a way that i ω m−2+α
, where η is the constant in (6.1). By the compactness of Υ, such a covering can be chosen finite. Let σ > 0 be a radius whose specific choice will be given only at the very end, and such that 0 < 40σ ≤ min σ i . Denote by Λ k the set of Q points ofT k far away from the singular set Υ:
. By the Hölder continuity of Dir-minimizing functions (cf. [2, Theorem 0.9]), there is a positive constant ϑ = ϑ(min σ i ) > 0 (independent of σ) such that
with dist(x, Υ) ≥ 3 min σ i .
Therefore, by Theorem 6.2, one can deduce that
Step 2. Next we claim that, for every p ∈ Λ k , there is a radius ̺ p ≤ 2σ such that, for k large enough and a suitably chosen geometric constant c 0 > 0 (in particular, independent of σ), it holds c 0 ϑ
In order to show this, considerl k in (6.2). By [5, Proposition 3 . Therefore, there exists a constants < 1 such that, for
that is, rescaling toM k , there exists t x ≤l k such that
By (6.2) we can assume that, provided k is large enough, then t x = ℓ(L) r k ≤l k ≤ σ for every x ∈ Γ k . Moreover, from Proposition 2.2 (v) and Lemma 6.1, for k large enough, we get
(6.9)
In case x belongs to the contact set Φ(Γ), then p = x and N k (x) = Q 0 . Therefore
and we choose t x < σ such that
We show that we can choose ̺ p ∈]s t x , 2σ[ such that (6.6) holds. To this aim, for each x ∈ Γ k , we can distinguish two cases. Either
and (6.6) follows with ̺ p = t pM k (p) . Or (6.11) does not hold, and we argue as follows. We use first (6.8) (in case x ∈ Φ(Γ)) or (6.10) (when x ∈ Φ(Γ)) to get
Then, we show by contradiction that there exists a radius ̺ y ∈ [st x , 2σ] such that (6.6) holds. Indeed, if this were not the case, setting for simplicity f := G(N k , Q η •N k ) and letting j be the smallest integer such that 2 −j σ ≤st x , we can estimate as follows
In the second line we have used the simple Morrey inequality
The constant C depends only upon the regularity of the underlying manifoldM k , and, hence, can assumed independent of k. Since C(α) depends only on α, m and Q, for c 0 chosen sufficiently small the latter inequality would contradict (6.5) . Note that (6.7) follows by a simple triangular inequality.
Step 3. Finally, we show that (6.6) and (6.7) lead to a contradiction. Consider a covering of Λ k with balls B i := B 20̺p i (p i ) with the property that the corresponding balls B 4̺p i (p i ) are disjoint. We then can estimate
where C(m) > 0 is a dimensional constant. In the last line we have used that, thanks to (6.7), the balls B ̺p i (pM k (p i )) are pairwise disjoint and that, provided σ is smaller than 1 32
and k large enough, they are all contained in B3
2
. Since ϑ and c 0 are independent of σ, the above inequality reaches the desired contradiction as soon as σ is fixed sufficiently small.
Harmonicity of the limit
In this section we prove Theorem 6.2 and conclude our argument.
and, to simplify the notation, set p k := pM k . The following estimates are easy consequences of the rescaling and the previous analysis: there exists a suitable exponent γ > 0 such that
Indeed, using the domain decomposition of Section 4.1 (note that
and arguing in an analogous way we infer that
where this time, for the latter inequality we have used [5, Theorem 2.4 (2.4)] with a =r k . On the other hand, by (3.17) and Corollary 5.3, we see that
from which (7.1)-(7.3) follow by a simple rescaling.
given by
Taking into account that Dν
) and consider for each s ∈ t, 3 2 the slices TF k −T k , ϕ k , s . By (7.2) we have
Thus we can find for each k a radius σ k ∈ t, 3 2 on which M( TF
By the isoperimetric inequality (see [4, Remark 4.3] ) there is a current S k such that
Our competitor current is, then, given by
Note that Z k is supported inΣ k and has the same boundary asT k . On the other hand, by (7.2) and the bound on M(S k ), we have
Denote by A k and by H k respectively the second fundamental forms and mean curvatures of the manifoldsM k . Using the Taylor expansion of [3, Theorem 3.2], we achieve
where in the last inequality we have taken into account Lemma 6.1. Clearly, (7.10) and (7.9) contradict the minimizing property ofT k for k large enough and concludes the proof.
Appendix A. Some technical Lemmas
The following is a special case of Allard's ε-regularity theory (see [9, Chapter 5] ).
Proof. By simple considerations on the density, the tangent cones at x must necessarily be all m-dimensional planes with multiplicity Q. This allows to apply Allard's theorem and conclude that, in neighborhood of x, spt(T ) is necessarily the graph of a C 1,κ 0 function for some κ 0 > 0. Let u : R m → Rn +l be the corresponding function and Ψ : R m+n → R l a C 3,ε 0 function whose graph describes Σ. Letū consist of the firstn coordinates functions of u. We then have thatū minimizes an elliptic functional of the form Φ(x,ū(x), Dū(x)) dx where (x, v, p) → Φ(x, v, p) and (x, v, p) → D p Φ(x, v, p) are of class C 2,ε 0 . We can then apply the classical regularity theory to conclude thatū ∈ C 3,ε 0 (see, for instance, [8, Theorem 9.2]), thereby concluding that x belongs to Reg(T ) according to Definition 0.2. Fix next any x ∈ D 1 (T ). By the upper semicontinuity of the density Θ (cp. [9] ), Θ ≤ Proof. We first observe that the metric on M and the Christoffel symbols Γ are, respectively, C 2,κ and C 1,κ , in any C 3,κ chart. The Riemann curvature tensor is also C 1,κ , because one can use the Gauss equation and compute the sectional curvatures from the second fundamental form, which is C 1,κ . Let next Φ(v, t) := exp(vt). Fix a C 3,κ coordinate patch on Σ where 0 is the origin and observe that t → γ(t) = Φ(v, t) satisfies the system of ordinary differential equation
with the initial conditions γ(0) = 0 and γ ′ (0) = v (here Γ ik j denote the Christoffel symbols in the system of coordinates). It follows thus that the maps Φ and ∂ t Φ are C 1,κ . Fix now a tangent vector e at 0, a point p = exp(v) ∈ M and make a radial parallel transport of e along the geodesic segment [0, 1] ∋ t → exp(tv) to define e(p). We claim that the corresponding vector field is C 1,κ . Indeed, fix any orthonormal tangent frame f 1 , . . . f m which is C 2,κ . Set e(exp(tv)) = i α v,i (t)f i (Φ(t, v)) and observe observe that the parallel transport is equivalent to solving the ODE α where, for q ∈ Σ and w ∈ T q Σ, j F ij (q, w)f j = ∇ w f i (q). It turns out that (t, v) → F ij (Φ(t, v), ∂ t Φ(t, v)) is then a C 1,κ map and hence the claimed regularity of (v, t) → α v,i (t) follows from the standard theory of ODEs.
We conclude that there exists a (not necessarily orthonormal) frame e 1 , . . . , e m of class C 1,κ which is parallel along geodesic rays emanating from the origin. Next, consider the map (w, v, t) → ∂ w Φ(t, v) where w varies in R m . Fix w and v and consider again the curve γ(t) above and the vector η v,w (t) = ∂ w Φ(t, v). Observe that the vector η satisfies the Jacobi equation along the geodesic γ, with initial data η v,w (0) = 0 and η ′ v,w (0) = w. If we write the vector field in the frame e i as η(t) = i η i (t)e i (γ(t)), the Jacobi equation is η ′′ v,w,i (t) = j R γ(t) (e j (γ(t)), γ ′ (t), γ ′ (t), e i (γ(t)))η v,w,j (t),
where R depends on the Riemann tensor and the matrix e i , e j . Taking into account that γ(t) = Φ(v, t) and γ ′ (t) = ∂ t Φ(v, t) we conclude that η v,w,i satisfies an ODE of the type η ′′ v,w,i (t) = Λ(v, t, η v,w,i (t)) where the function Λ is C 1,κ in all its entries. We thus conclude that the map (v, w, t) → η v,w (t) = ∂ w Φ(v, t) is a C 1,κ map. Since d exp(v)(w) = ∂ w Φ(v, 1), this implies that the exponential map is C 2,κ . As for the last conclusion, for ϕ C 3,κ vanishing we conclude from the discussion above that p π • exp is C 2 close to the identity, which implies the desired statement.
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