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テーマ  「ロボットに心はもてるか」 






























































































































































































































































































































































































































































チェスの Deep Blue のような能力です。あれはチェスだけの世界です。その世界で起きる
出来事というのは，基本的にはチェスを指しての可能性で，それもまたすごい数ですが，
その中でだけ生ずることであって，それ以外の部分は無視していいのです。しかし本来，
我々がチェスを指しているときに起きるような普通の出来事，つまり，猫がその上を走っ
て駒が乱れたとか，やっている最中に「もういいかげんに寝なさい」とお母さんに怒られ
たとか，全くチェスと関係ない，しかしチェスが具体的な世界の中にはめ込まれているが
ゆえに生じるさまざまな事実というのがあるのです。Deep Blue のようなプログラムは，
それを全部無視してかまわないのです。無視して，チェスの世界だけに自分を特化する。 
 したがって，古典的なＡＩは実は「一能型コンピュータ」だというのが一番いいのです。
それに対して，我々が「通常常識的な知性」とよぶのは，本当の意味での万能型の知性で
す。この一能型の知性では，フレーム問題は解決できない。フレーム問題ではあらゆる規
則が，規則の例外を生じさせ，その例外がさらに例外を，しかも世界のほかのあらゆる要
素との関連で，それを生じさせるという状況になっているのです。 
 つまり，一能型コンピュータが扱っているような世界で起きる出来事は，規則によって
完全に仕切られて，かすかすの世界です。だから何が可能的な出来事として起き，何が起
きないのかということは原理的にいえば全部わかってしまうのです。でも，現実の世界で
は実際にチェスを行っているその場面というのは，ほかのさまざまな事情の中に埋め込ま
れているのです。隣のテレビではそれこそ雪印か何かの問題を放映している。そして今自
分は夕食の前であって，だれかが夕食を作ってくれるが，もしかすると突然，電話がかか
ってきて親戚のだれだれちゃんが大学に受かったので今からお祝いに行くことになるかも
しれない。そういうものに関しての柔軟な対応をするのは，この一能型ではできないとい
うふうになるわけです。 
 これはある意味では本質的です。というのは，記号と明示的な規則で全部やると，どう
しても典型例とそれの例外を同じしかたで扱わざるをえないのです。同じしかたで扱うと
いうことは，分量がどんどん増えます。したがってこれをなんとか突破していくためには，
別なやり方を考えた方がいいということになります。 
 仮に今の古典的な人工知能の原理だけを使ってロボットを作ろうとすると，フレーム問
題を解決することはほぼ不可能だといっていいです。古典的な計算主義を強力にバックア
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ップしているジェリー・フォーダーという認知科学の哲学者がいますが，彼も基本的には
この問題を今のところどうやって突破していいかわからない。だれか天才が出てきて，新
しい計算の仕組み，メカニズムを示してくれるまではどうしようもないと言っています。 
 しかし全くお手上げというわけではありません。そのジェリー・フォーダーは古典的な
計算主義の方ですが，それと対立するもう一つの人工知能の考え方があります。その考え
方やメカニズム，それがもっている能力を見ると，いかにもフレーム問題をやすやすと乗
り越えています。そういう人工知能の作動原理があります。 
 もう一つは，我々自身がこういうフレーム問題を本当に解決しているのかと考えると，
実は人間も解決できそうもないのです。完全なかたちでフレーム問題を解決するというの
は奇妙な話で，あらゆる逸脱状況にきわめて適切に対応するのは，我々もやれていない。
かなり突発的な事柄に関してはどんくさくて，しょっちゅう不適切な反応をします。ただ，
我々は先程のロボットほどにはどんくさくなく，スムーズに物事に対処できるという程度
です。どういうことかというと，我々の知的な能力というものの成り立ちを考えると，贅
沢品としてできたという部分もあとになってあるかもしれませんが，基本的にはこの世界
で自然淘汰を生き抜くための道具として，発展してきた。つまり，知性があるということ
は，生きるうえで，生き抜くうえで有利である。そう考えると，それが持っている力とい
うものが，進化の状況の中でかなり有効なしかたで働くだろうと思われるのです。 
 その状況をもう一度考えてみると，ある時間内で正確な情報を処理する。つまり，進化
の圧力がかかってくる。生き延びなくてはいけないというときに，知性が果たすべき二つ
の任務は相反する任務であって，一つは時間であり，いかに速く情報を処理するかです。
もう一つは情報処理の正確さです。つまり，目の前にぼやっと見えているものが本当にト
ラであるのか，それともただ草むらが風に揺れているだけなのかについての，正確な情報
がその生物体の生き死にを決めるのです。また，それを計算するのにぐずぐずしていては
だめなので，ぱっと判断して，トラだと思ったらぱっと逃げるようなことができなければ
いけません。本当にトラかどうかわからないけれど，もう少しデータを集めてみましょう
とやっていると，食べられることになります。 
 そうするとこの時間と正確さというのは，トレードオフの関係で，どちらを優先させる
かがそのつどせめぎ合うことになります。最終的には，ではどちらをやるのかと考えると，
やはり適切な時間内に行動を起こす。この時間のプレッシャーを跳ね返す方です。これが
知性の根本的な存在状況で，それがクリアできなければ知性は知性としての力を発揮でき
ないと思われます。そういうことを考えると，我々の場合にフレーム問題をなんとかやわ
らげてくれる，あるいはそこそこ解決してくれているというのは，ある意味で合理的なの
ですが，実際には細かい計算ではない，つまり計算ということをやっていない，そういう
情報処理というものだろうと思われます。それでは，合理的でまともなのだが，計算をや
っていないという情報処理が実際にあるかというと，一つだけ可能性があって，それが実
は感情です。 
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17．新たなＡＩと感情の力 
 感情は実は非合理的なものなので（笑），むしろ感情に引きずられるからこそ，我々はま
ともな判断を狂わせられるのではないかと言われるかもしれません。しかし，実は感情と
いうようなものは，もしかすると認知のモジュールといわれる機能があって，それが相互
にぶつかり合うときに働く。例えば時間を気にするところの要素と正確さを気にかける要
素の二つがぶつかり合ったときに相互調整する，感情がそういう機能として働いてきたと
いう可能性は十分にあります。つまり我々がぐずぐずといつまでも計算をしているわけで
はない。ある時間内で決断しなくてはいけない。しかしその決断が全く場当たり的なもの
であったとすれば，進化の過程で淘汰されてしまうので，そこそこに合理的でないとだめ
です。野生の合理性をもっているが，計算をちまちまやっているのではないというタイプ
の情報処理として，感情というものを考えることができます。 
 すると一つの可能性としては，人間の場合に感情というメカニズムをフレーム問題を突
破する，やわらげるのにうまく使っているとすれば，これをなんとかロボットに組み入れ
たい。もっとも，それこそが問題で（笑），ロボットに感情をもたせるということがまさし
く問題となるだろうと思うのですが，それはそれなりのしかたでやれるだろうといいます
か，今後のＡＩの興味のあるところです。 
 コネクショニズムという新しいタイプの計算のやり方は，古典的なやり方と真っ向から
対立しています。基本的には我々のニューロン（神経細胞）の相互のつながり方をモデル
にして作ったのが，コネクショニスト・モデルの計算機です。その計算機は非常に単純な
計算しか行いません。プログラムがないのです。古典的な人工知能での記号にあたるもの
がありません。規則にあたるプログラムもありません。要するに実物を入れて，どんどん
訓練すると，学習してしまうのです。それが気味が悪いというか，奇怪だというか，その
原理がわからないのです。とにかくコネクショニスト・モデルというのは，かたちだけ書
くとこうなって，ここでいくつかの計算を行うのです。こうつながっていて，入力をする
とカシャカシャと非常に単純な計算をしてここに出力する。こういうものだけなのです。
こういう計算機で例えば，ここに人間の顔写真を置いて，非常にたくさんの段階の訓練が
必要ですが，その刺激とその人の顔と名前を記号化してうまく認識させるようにすると，
コネクショニスト・ネットワークは，その人の写真を見せると，それがだれの写真である
かをちゃんと出力するようになります。これが非常に不可思議なところです。 
 仮にコネクショニスト・モデルのこういうやり方で，我々の認知機能の重要な部分が行
われているとすると，それを人工知能の中に組み込んでやります。このコネクショニスト・
モデルというのは，明示的な規則や記号を使わないという点で，ほぼフレーム問題で障害
になってきたような事柄を，うまく自然に解決してしまっているように見えます。ここに
入れる情報が多少ずれていると，出力の方も多少ずれて出します。つまり，例外が現れる
と，それなりに対応してしまうのです。それから一般的な傾向やデータ，日本人なら日本
人のデータをたくさん入れてやると，日本人の顔の識別が非常にうまいネットワークが出
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来上がる。それは規則をまず与えて，規則によって記号を操作するというやり方ではなく，
むしろ刺激と，刺激に対する反応のしかた，刺激の処理のしかたを訓練することによって，
やわらかな対応ができるようになるのです。 
 今日の私の使命は，ロボットは心をもてないだろうという難点を，とにかくイーブンに
までもっていくことでしたが，感情についてのメカニズムと，その種のコネクショニスト・
モデルふうの新しい計算装置を組み込むことによって，フレーム問題をなんとか乗り越え
ることに関しては希望がもてるということです。 
 
 
質疑応答 
 
（Ｑ） 人間がロボット以下になりつつあると，話を聞きながら思いました。時間をかけ
て正確な判断ができないと。何か人間がコンピュータ，ロボットを使うことによってロボ
ット以下になっていくのではないかなという気がしたという感想です。 
 
（Ｑ） 最近，利根川先生が書かれた脳科学の新書が出ていますが，必ず脳を解明できる
と言いきっています。そうすると，そういったものと科学の分野で，もし解明するとすれ
ば，それはロボットの中に組み込む感情の中に入りますか。 
 
（柴田） それは入ると思います。ただし，今のところ脳科学の人たちと我々は，感情は
化学物質なのだと見ています。我々の情報処理を非常にウェットで，体液循環でやる部分
があって，それに非常にうまく乗ったものの一部として感情がある。そうすると，感情が
果たす機能というのは，かなり突き止められると思うのです。怒り，喜び，それらがどん
な機能を果たしているかがわかる。だけど，それを実現しようとすると，人間の場合はこ
ういう素材なので，脳のアドレナリンというもので神経伝達の相互調整をこのようにやり
ましょうというかたちになると思うのです。ところが今我々がつくろうとしている工学型
ロボットの方はウェットな素材を使って情報処理をしていません。つまり今のところ，化
学物質が入り込む余地がないのです。素材が違う，つくりが違う。ですから，感情のそこ
のところは素材の論理というか，脳や，我々人間の素材に依存する部分です。そのメカニ
ズムをすぐロボットの方に応用するのはかなり難しいと思うのです。ただ，感情がどんな
機能を果たしているかというのは，こちら（ロボット）に移してやることができます。例
えば悲しいという感情が果たしている機能が実はあって，それをロボットにももたせるこ
とはなんとかできるが，実現するためのメカニズムは人間と相当違うことになっている。
こういうことではないかと思います。 
 ある認知科学者によれば，感情は，環境に対する適応についての生理学的な解決，つま
り環境に対する適応を計算して解決するのではなくて，生理学的に解決するという役割を
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果たしています。私はそれはかなり正しいと思います。機能だけをこちら（ロボット）に
もってくると，ハードの部分がかなり違うので，どういう実現のメカニズムになるかは，
それこそ将来的なロボット工学の課題かなと思います。 
 
（Ｑ） 哲学者たちというのは心は無形というか，そういうものをどうとらえておられる
のでしょうか。コンセンサスみたいなものがあるのですか。 
 
（柴田） ないです。ないですが，基本的には常識的な理解が出発点です。心は我々の能
力から分ければ，例えば論理的，感覚的，感情的というものに分けていけると思います。
ただ，出発点は常識的な「心」と我々が通常理解しているものです。「心って何ですか」と
言われると答えに困って，「あなたが心という言葉で理解しているものを，私も理解してい
るのですよ」と言うしかないです。要するにそういう常識的なものです。あとは認知科学
とか，心の哲学とかでくくると，心のある部分をもう少しモデル化して，残りの部分を話
の場面に応じて実は「もっている」「もっているけど，もっていない」などと辻褄を合わせ
て，それなりに整合的なかたちをつけていくことはできます。しかし哲学や科学には，そ
のそれぞれのパッチワーク以上の芸がない（笑）。コンセンサスに至ってはなおさらです。 
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