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Abstract
In this paper we consider sets of factors of a given .nite word over a .nite alphabet which
permit us to reconstruct the entire word. This analysis is based on the notion of special factor.
A factor u of a .nite word w is called right (resp. left) special if there exist two distinct letters
x and y such that ux, uy (resp. xu, yu) are factors of w. A factor is bispecial if it is right and
left special. A proper box of w is any factor of w of the kind asb, with a; b letters and s a
bispecial factor of w. The initial (resp. terminal) box of w is the shortest pre.x (resp. su1x)
of w which is an unrepeated factor. A box is called maximal if it is not a proper factor of
another box. The main result of the paper is the following theorem (maximal box theorem):
Any /nite word w is uniquely determined by the initial box; the terminal box and the set of
maximal boxes. A consequence is that a .nite word w is uniquely determined by the knowledge
of its factors up to the length n = max{Rw; Kw}+1, where Kw is the length of the terminal box
and Rw is the minimal natural number for which there is no right special factor of length Rw.
Some structural properties of boxes are studied. Another important combinatorial notion is that
of superbox. A superbox is any factor of w of the kind asb, with a; b letters and such that s is
a repeated factor, whereas as and sb are unrepeated factors. A theorem for superboxes similar
to the maximal box theorem is proved. Some algorithms allowing us to construct boxes and
superboxes and, conversely, to reconstruct the word are given. In this combinatorial frame we
give an upper and a lower bound to the number of states of a minimal deterministic automaton
recognizing the set of the factors of w. These bounds are sharper than the known bounds.
c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Special factors; Bispecial factors; Boxes; Superboxes
∗ Corresponding author.
E-mail addresses: arturo@arturo.cib.na.cnr.it (A. Carpi), deluca@mat.uniroma1.it (A. de Luca).
0304-3975/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(99)00334 -5
146 A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182
1. Introduction
Words are .nite or in.nite sequences of symbols over a .nite set, or alphabet. In
the combinatorial analysis of the words there is a great interest in the ‘repetitions’ in
a given word of its subwords. In fact, the study of the repetitions is very important
both from the theoretical and the applicative point of view.
As regards the applications, we recall [14] that the usual algorithms of ‘compression’
of a text are based on repetitions.
From a theoretical point of view the repetitions are often associated with the ‘pe-
riodicities’ of the word or of some of its subwords. Periodicity is a notion of great
interest and some basic theorems on periodicities of .nite words like the Fine and
Wilf theorem, or the ‘critical point’ theorem, have been proved (cf. [15]). However,
the study of periodicities in very large and non-abstract words such as DNA sequences
is not fruitful since in general the minimal period of the word is very large with respect
to the length of the word.
Repetitions in /nite words can be analyzed in a new combinatorial frame [5, 9]
which is based on the so-called special factors and the shortest unrepeated initial and
terminal factors. A factor u of a given word w on the alphabet A is called right (resp.
left) special if there exist at least two distinct letters x; y∈A such that ux; uy (resp.
xu; yu) are still factors of w. Hence, any special factor is a repeated factor of w.
A factor is called bispecial if it is right and left special. Special and bispecial factors
have been considered by several authors mainly in the case of in.nite words, or in.nite
languages [1, 4, 10–13].
For any .nite word w one can consider the su1x (resp. pre.x) kw (resp. hw) of
miminal length which is an unrepeated factor. It is clear that any proper su1x of kw,
as well as any proper pre.x of hw, is a repeated factor.
As shown in [9] two basic parameters in the combinatorics of a .nite word w are
the integers Kw = |kw| and Rw de.ned as the minimal natural number for which there
are no right special factors of w of length Rw. For instance, for a non-empty word w,
one can prove (cf. Proposition 4) that the maximal length of a repeated factor is given
by
max{Rw; Kw} − 1:
In this paper we show that the special factors, the shortest unrepeated initial and
terminal factors and some related concepts are of fundamental importance in determin-
ing the ‘structure’ of the word itself. In fact, the set of the factors of a .nite word is
submitted to strong structural constraints, so that it can be completely reconstructed by
knowing its elements up to a certain length. The main aim of this paper is to give a
description of the factors of a word which permit the reconstruction of the entire word.
In this frame a very important notion is that of box of a given word w. The words
hw and kw are boxes called initial and terminal box, respectively. A proper box is any
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factor of w of the kind asb with a; b∈A and s bispecial factor of w. A box is called
maximal if it is not a proper factor of another box.
In Section 4 we prove the surprising result, called the maximal box theorem (cf.
Theorem 1), that any word is completely determined by its (maximal) boxes and the
initial and terminal boxes. A simple procedure to construct the word from the boxes
is also given. A remarkable consequence is that if f is a word and g is another word
having the same set of factors of f up to the length n=max{Rf; Kf}+1, then f= g.
The value of n is optimal since one can prove that there exists a word g′ having the
same set of factors of f up to the length n− 1, and, moreover, all the factors of f of
length n are factors of g′ and all the factors of g′ of length n with the exception of
one, are factors of f.
In Section 5 we study some interesting structural properties of boxes. In particular,
it is shown that any maximal box is an unrepeated factor. Moreover, one can prove
that the set of the maximal boxes in Theorem 1, is ‘nearly’ optimal as for any given
word w one can construct another word v with the property that all boxes of w are
factors of v, whereas there exist at most two maximal boxes of v which are not factors
of w.
In Section 6 we show how, from the knowledge of the initial, terminal and maxi-
mal boxes of a word w one can construct the factor-tree of the word w and a .nite
deterministic automaton recognizing the set of all factors of w.
In Section 7 we introduce the so-called reduced sets. These sets are constructed in
a suitable way from the set of maximal boxes of w. They are such as to determine
uniquely the word. Indeed, an analog of the maximal box theorem can be proved.
However, the reduced sets can be convenient since they provide a simpler representation
of the word.
In Section 8 the important notion of superbox is introduced. A factor asb, with
a; b∈A and s∈A∗, of a word w is called superbox if s is a repeated factor of w while
as and sb are unrepeated factors. Any maximal box  such that  = hw and  = kw
is a factor of a superbox. We prove a theorem showing that hw, kw and the set of
superboxes determine uniquely the word w. Moreover, we give two simple algorithms:
the .rst allows us for any word w to determine the set of all superboxes and the second
permits us to reconstruct the word starting from the set of all superboxes.
In Section 9 we consider Nerode’s equivalence Nw of the language F(w) of the
factors of a given word w. Some general theorems relating Nerode’s equivalence with
special factors of w, hw and kw are proved. From these theorems an upper and a lower
bound for the index of Nw are obtained. These bounds are sharper than the known
bounds on the number of states of a minimal deterministic automaton recognizing
F(w). Moreover, in a large class of cases we obtain the exact number of states of the
minimal automaton for F(w).
A short version of this paper, containing the main results, without proofs, as well
as some extensions of them to language theory was presented at 42nd SIeminaire
Lotharingien de Combinatoire [3].
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2. Preliminaries
Let A be a .nite set or alphabet and A∗ the free monoid generated by A. The
elements of A are usually called letters and those of A∗ words. The identity element
of A∗ is called empty word and denoted by . We set A+ =A∗\{}.
A word w∈A+ can be written uniquely as a sequence of letters as w=w1w2 · · ·wn,
with wi ∈A; 16i6n; n¿0. The integer n is called the length of w and denoted |w|.
The length of  is 0. For any n¿0, we denote by An the set of all the words of A∗
of length n and set A[n] =
⋃n
i=0 A
n.
Let w∈A∗. The word u∈A∗ is a factor (or subword) of w if there exist p; q∈A∗
such that w=puq. A factor u of w is called proper if u =w.
If w= uq, for some q∈A∗ (resp. w=pu, for some p∈A∗), then u is called a pre/x
(resp. a su<x) of w.
For any w∈A∗, we denote, respectively, by F(w), Pref (w) and SuJ(w) the sets of
its factors, pre.xes and su1xes.
We shall denote F(w)∩A by alph(w). This set represents the subset of the letters
of A occurring in the word w.
For any X ⊆A∗, we set
F(X )=
⋃
u∈X
F(u):
An element of F(X ) will be also called a factor of X .
If w=w1w2 · · ·wn, with wh ∈A, 16h6n, then we denote by w[i; j], 16i6j6n, the
factor wiwi+1 · · ·wj.
Let u∈F(w). Any pair (; )∈A∗×A∗ such that w= u is called an occurrence of
u in w. If =  (resp. = ), then the occurrence of u is called initial (resp. terminal).
An occurrence is called internal if it is neither initial nor terminal. An occurrence
(; ) of u in w is called leftmost (resp. rightmost) if the length of  (resp. ) is
minimal. A factor u of w is called internal if there exists an internal occurrence of u
in w.
Let w=w1w2 · · ·wn (wi ∈A; 16i6n) be a word on the alphabet A. A set C⊆F(w)
is a covering of w if, for any k =1; : : : ; n, there exist i; j, 16i6k6j6n, such that
w[i; j] ∈ C.
A factor u of w is called repeated if there are at least two occurrences of u in w.
In the opposite case, the factor u is called unrepeated.
A factor u of w is extendable on the right (resp. left) in w if there exists a letter
x∈A such that ux∈F(w) (resp. xu∈F(w)). The factor ux (resp. xu) of w is called a
right (resp. left) extension of u in w.
If u is a factor of w, then the right (resp. left) valence of u is the integer Card({x∈A |
ux∈F(w)}) (resp. Card({x∈A | xu∈F(w)})). The right (resp. left) valence of u is
then the number, possibly 0, of all the distinct right (resp. left) extensions of u in w.
With each word w∈A∗ one can associate a word kw de.ned as the shortest su1x
of w which is an unrepeated factor of w. This is also equivalent to say that kw is
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the shortest factor of w which cannot be extended on the right in w, i.e., it has right
valence equal to 0. The set of the factors of w which are not extendable on the right
is given by A∗kw ∩SuJ(w). In a symmetric way, one can de.ne hw as the shortest
pre.x of w which cannot be extended on the left in w.
In the following, we shall set Kw = |kw| and Hw = |hw|. If w = , then one has
16Kw6|w| and 16Hw6|w|. If w= , then K=H=0.
One can remark that all the proper pre.xes of hw and all the proper su1xes of kw
are repeated factors, while hw and kw are unrepeated.
In the following, if w = , we shall denote by h′w (resp. k ′w) the pre.x (resp. su1x)
of w of length Hw − 1 (resp. Kw − 1).
Let us note that the shortest unrepeated factor kw of a given word w and its length
Kw are closely related to the ‘automaticity function’ considered in [16] in the frame
of in.nite words. Moreover, similar notions appear also in algorithms for building
‘su1x-trees’, ‘factor automata’, etc. (cf. for instance [8]).
Denition 1. A word s is called a right (resp. left) special factor of w if there exist
two letters x; y∈A, x =y, such that sx; sy∈F(w) (resp. xs; ys∈F(w)).
A right (resp. left) special factor of w is then a repeated factor having at least two
distinct extensions on the right (resp. left) in w, i.e., it has a right (resp. left) valence
¿2. This implies that a right (resp. left) special factor of w has at least an internal
occurrence in w.
We remark that the set of right (resp. left) special factors is closed by su1xes (resp.
pre.xes).
A factor of w which is right and left special is called bispecial.
Let us remark that the empty word  is always a bispecial factor of w, except when
w is a power of a single letter. In such a case, w= kw = hw.
We denote by Rw (resp. Lw) the minimal non-negative integer such that there are
no right (resp. left) special factors of length Rw (resp. Lw). One has 06Rw6|w| − 1.
Since the set of right special factors is closed by su1xes, there are no right special
factors of length larger than Rw. Symmetrically, there are no left special factors of
length larger than Lw.
More generally, let X be a subset of A∗. A word s of A∗ is called a right (resp.
left) special factor of X if there exist x; y∈A, x =y, such that sx; sy∈F(X ) (resp.
xs; ys∈F(X )). A word of A∗ which is a right and left special factor of X is called a
bispecial factor of X .
3. Structure of special factors
A right special factor is maximal (with respect to the su1x order) if it is not a
proper su1x of another right special factor.
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Proposition 1. If s is a maximal right special factor of a word w; then either s is
bispecial or s= h′w and the right valence of s is 2.
Proof. Let s be a maximal right special factor of w. There exist letters x; y∈A such
that x =y and sx; sy∈F(w). We have to consider two cases.
Case 1: There exist z1; z2 ∈A such that z1sx; z2sy∈F(w). Since s is maximal, z1 = z2,
that implies that s is bispecial.
Case 2: sx is a pre.x of w and there exist z2 ∈A such that z2sy∈F(w). Since s
is repeated, |s|6|h′w|, i.e., |sx|6|hw|. If |sx|¡|hw|, then there exists a letter z1 such
that z1sx∈F(w). This implies, in view of Case 1, that s is bispecial. One has then
|sx|= |hw|, that is s= h′w. If the right valence of s is greater than 2, there would be a
further occurrence of s in w, and then a letter x′ ∈A, x′ = x, x′ =y and a letter z3 ∈A
such that z3sx′ ∈F(w). In such a case, in view of Case 1, we have again that s is
bispecial.
Proposition 2. Let w∈A+. One of the following two conditions is satis/ed.
(i) h′w (resp. k
′
w) is a right (resp. left) special factor;
(ii) h′w = k
′
w.
Proof. Let us .rst consider the case that h′w is an internal factor of w. Then, there are
two distinct occurrences of h′w, both non-terminal, i.e., there exist x; y∈A such that
h′wx= hw and h
′
wy∈F(w). The letters x and y are distinct, since hw is an unrepeated
factor. This implies that h′w is a right special factor.
Let us now suppose that h′w is not an internal factor of w. Then h
′
w has to be a
su1x of w. Since h′w is a repeated factor, then it is a su1x of k
′
w. Let us suppose that
h′w is a proper su1x of k
′
w. Since k
′
w is a repeated factor, then h
′
w will occur internally
in w, which is a contradiction. Thus, the only remaining possibility is that h′w = k
′
w.
In a symmetric way, one proves that either k ′w is a left special factor of w or h
′
w = k
′
w.
Denition 2. A repeated factor of a word w is called maximal (with respect to the
factorial order) if it is not a proper factor of another repeated factor of w.
Proposition 3. If a repeated factor u of a word w is maximal; then one of the fol-
lowing conditions is satis/ed:
(i) u is a bispecial factor;
(ii) u= h′w;
(iii) u= k ′w.
Proof. Let us .rst suppose that u is a pre.x of w. Since u is a repeated factor, then
u has to be a pre.x of h′w. From the maximality, it follows that u= h
′
w.
In a symmetric way, one proves that if u is a su1x of w, then u= k ′w.
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Let us then suppose that u is neither a pre.x nor a su1x of w. Then, since u is re-
peated, there will exist two internal occurrences of u in w, and then letters x; x′; y; y′ ∈A
such that xuy; x′uy′ are two diJerent occurrences of factors of w. Since u is a maximal
repeated factor, it follows x = x′ and y =y′. Hence, u is a bispecial factor of w.
Let w∈A∗ be a non-empty word. We denote by Gw the maximal length of a repeated
factor of w. The following proposition holds [9]. We report the proof for the sake of
completeness.
Proposition 4. Let w∈A+. One has
Gw = max{Rw; Kw} − 1= max{Lw; Hw} − 1:
Proof. Let u be a repeated factor in w of maximal length, i.e., |u|=Gw. If u is a
su1x of w; since u is a repeated factor, then Gw6Kw − 1. If u is not a su1x of w;
there exist two distinct occurrences of u which can be extended in two factors ux; uy
of w with x; y∈A. If x=y; then one contradicts the maximality of the length of the
repetition. Let us then suppose x =y. Thus u is a right special factor of w. This implies
Gw6Rw − 1. Hence, in any case, Gw6max{Rw; Kw} − 1.
The converse inequality follows simply by the fact that the su1x k ′w of w of length
Kw − 1 is a repeated factor and, when Rw¿0; there exists a special factor of w of
length Rw − 1; which is a repeated factor of w. Thus Gw¿max{Rw; Kw} − 1.
By a symmetrical argument, one proves that Gw = max{Lw; Hw} − 1.
Denition 3. Let w∈A∗ be a word. A factor f of w is called a proper box of w if
f= asb with a; b∈A and s a bispecial factor. The factor hw (resp. kw) is called the
initial (resp. terminal) box of w.
By box, without speci.cation, we mean indiJerently the initial, the terminal or a
proper box.
A box is called maximal (with respect to the factorial order) if it is not a proper
factor of another box.
The set of maximal boxes of w will be denoted by Bw. We note that, for any
word, the initial, the terminal and the maximal boxes can be constructed by a simple
algorithm, whose description is omitted.
Lemma 1. Let  be a box of w. Then any internal factor of  is repeated in w.
Proof. Let us .rst suppose that = kw and f is an internal factor of . One has that
f is a factor of k ′w; so that it is repeated in w. In a symmetrical way, one reaches the
same result if f is an internal factor of = hw. Let us now suppose that = asb is a
proper box of w. An internal factor f of  is a factor of s; which is a bispecial factor
of w. Since s is a repeated factor of w; so will be f.
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If X is a subset of A∗; then one can de.ne as proper box of X a factor of X which
can be written as asb; with a; b∈A and s is a bispecial factor of X .
Example 1. Let w be the word w= abccbabcab. One has hw = abcc; kw = cab. The
proper boxes of w are ab; ba; bc; ca; cb; cc; abc; bca; bcc; cba; ccb. The maximal
boxes are
abcc; bca; cab; cba; ccb:
Let w= abaababaaba. In this case hw = abaabab; kw = babaaba and these are the
only maximal boxes of w.
4. Maximal box theorem
In this section we prove a theorem, called the maximal box theorem, which is the
main result of the paper. This theorem shows that any word is completely determined
by the initial box, the terminal box and the set of maximal boxes. A simple procedure in
order to reconstruct the word from the boxes is also given. A remarkable consequence
of this theorem is that if two words f and g have the same set of factors up to the
length n= max{Rf; Kf}+1; then g=f. We prove also that this value of n is optimal.
For all n¿0; we introduce the binary relation 4n in A∗ de.ned as: for f; g∈A∗;
f4n g if and only if F(f)∩A[n]⊆F(g)∩A[n]:
One easily veri.es that the relation 4n is a well-founded quasi-order and, for all
f; u; v∈A∗; n¿0; one has f4n ufv.
We note that the intersection of the 4n for all n¿0 is the factorial order, that we
denote by 4.
For all n¿0; let us consider the equivalence relation ∼n =4n ∩4−1n . Thus
f∼n g if and only if F(f)∩A[n] =F(g)∩A[n]:
For all n¿0; the index ind(∼n ) of ∼n is .nite. More precisely, ind(∼n )62M ; where
M =Card(A[n]).
For all n¿0; let us consider the relation ≡n de.ned in A∗ as: for f; g∈A∗;
f≡n g if and only if F(f)∩An=F(g)∩An:
One easily veri.es that if n6max{|f|; |g|}; then f≡n g⇒f≡n−1 g. From this it fol-
lows that if n6max{|f|; |g|}; then f≡n g⇒f∼n g.
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Theorem 1 (Maximal box theorem). Let f; g∈A∗ be two words such that
(i) hf = hg; kf = kg;
(ii) Bf ⊆F(g);
(iii) Bg⊆F(f).
Then f= g.
Proof. We prove, by induction, that for all n¿1; f∼n g.
Let us prove .rst the base of the induction, i.e., f∼1 g. If Card(alph(f))61; then
f= kf = kg. Thus, f∈F(g). Let us then suppose Card(alph(f))¿1. In such a case, 
is a bispecial factor and any w∈A2 ∩F(f) is a box. Since w is included in a maximal
box, one has w∈F(g). Thus we have f41 g. In a symmetrical way, one proves that
g41 f.
Now, let us prove the induction step. We suppose that n¿1; f∼n g and prove that
f∼n+1 g.
Let w be a factor of f of length n+ 1. If w is a box of f; then w is a factor of a
maximal box and, therefore, by condition (ii), w is a factor of g.
Let us then suppose that w is not a box. We factorize w as w= atb; with a; b∈A;
t ∈A∗; and t is not a bispecial factor of f. Since |at|= |tb|= n; by the inductive
hypothesis, one has that at; tb∈F(g).
Let us .rst suppose that t is not a right special factor of f. Since at is extendable
on the right in f; kg= kf cannot be a su1x of at. This implies that at can be extended
on the right in g. Thus there exists a letter c such that atc∈F(g). By the inductive
hypothesis, tc∈F(f). Since t is not right special in f; one obtains b= c and then
atb∈F(g). With a symmetrical argument, if t is not a left special factor of f; one
proves again that atb∈F(g). Thus we have obtained that f4n+1 g. In a symmetrical
way, one derives that g4n+1 f.
Remark 1. We remark that in the preceding theorem one cannot replace condition (i)
with the weaker condition hf; kf ∈F(g) and hg; kg ∈F(f). For example, if f= aba;
g= bab; one has hf = kg; kf = hg and ab; ba are the maximal boxes for both f and g.
Remark 2. The maximal box theorem ensures that conditions (i)–(iii) of the statement
are in fact equivalent to the following condition:
hf = hg; kf = kg and Bf =Bg:
However, such equivalence can be directly proved by using for instance Lemma 2.
Lemma 2. The set of the proper boxes of w is equal to the set of the proper boxes
of Bw.
Proof. Let asb; with a; b∈A; be a proper box of w. Since s is a bispecial factor
of w; we can .nd letters c; d∈A; such that c = a; d = b and cs; sd∈F(w). Let us .rst
suppose that cs is extendable on the right in w; i.e., there exists a letter e∈A such that
154 A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182
cse∈F(w). One has that cse is a box of w and then it is a factor of Bw. Since asb is
also a factor of Bw; one has that s is a left special factor of Bw. Let us now suppose
that cs is not right extendable in w. This implies that cs= kw and thus it is a factor
of Bw. Also in this case, s is a left special factor of Bw. By a symmetric argument,
one derives that s is a right special factor of Bw. Hence s is a bispecial factor of Bw.
From this it follows that asb is a proper box of Bw.
Conversely, any proper box of Bw is trivially a proper box of w; which concludes
the proof.
The following rather technical proposition is very important in order to give a pro-
cedure allowing us to reconstruct a word w starting from the initial, the terminal and
the maximal boxes of w.
Proposition 5. Let w be a word. If v is a factor of w; then there exists u∈SuJ(v)
such that for any a∈A
va∈F(w) if and only if (ua∈F(Bw) and va ∈A+hw): (1)
Proof. If v is not right extendable in w, then the statement is trivially veri.ed by u= v.
If Card(alph(w))= 1; then the statement is veri.ed by u= ; since in this case hw =w.
If v= ; then trivially u=  satis.es the condition.
Let us then suppose that v is right extendable in w and Card(alph(w))¿1. Let us
write
v= bs; b∈A; ∈A∗;
where s is the longest proper su1x of v which is a bispecial factor of w. We set
u= bs.
Let a be a letter of A and suppose va∈F(w). This trivially implies that va ∈A+hw.
Moreover, ua= bsa is a box so that ua∈F(Bw).
Conversely, let ua∈F(Bw); va ∈A+hw and suppose, by contradiction, that va ∈F(w).
Let t be the longest su1x of v such that ta∈F(w). Since t = v; one can write
v= ct; with c∈A; ∈A∗ and cta ∈F(w):
Since va ∈A+hw; it follows that ta = hw. Thus, since t is left extendable in w; one
derives that ta is left extendable in w; so that there exists a letter x∈A such that
xta∈F(w). Moreover, since v is right extendable in w; there exists a letter y∈A such
that cty∈F(w). One has x = c and y = a; since cta ∈F(w). Hence, t is bispecial. This
contradicts the fact that |t|¿|u|¿|s|.
Remark 3. The previous proposition shows that if v is a right extendable factor of w;
then in order to .nd a right extension of v in w it is su1cient to determine the longest
su1x u of v such that there is at least one letter a∈A satisfying the right hand side
condition of Eq. (1). For such a letter a one has va∈F(w).
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Let us moreover remark that the statement of Proposition 5 holds true if one replaces
the set F(Bw) by any subset of F(w) containing all proper boxes and
alph(w).
Let us now give a simple procedure, based on Proposition 5, which allows us to
construct the word w knowing the initial box hw; the terminal box kw and the set Bw
of maximal boxes.
Let us write hw = h′wz; with z ∈A.
Initially, we set p= hw. Now suppose that we have already constructed a pre.x p
of w of length |p|¿Hw.
If p∈A∗kw; then the procedure ends and w=p. Otherwise, the right valence of p
is 1. In order to extend p in w; we have to distinguish the following cases:
(i) p ∈A∗h′w.
In this case, we search for the shortest su1x u of p which can be extended on the
right in F(Bw) by a unique letter x and replace p by px.
Indeed, by Proposition 5, there exists a su1x of p which can be extended on the
right in F(Bw) by a unique letter which is exactly the letter extending p on the right
in w.
(ii) p∈A∗h′w.
In this case, we search for the shortest su1x u of p which can be extended on the
right in F(Bw) by a unique letter x∈A\{z} and replace p by px.
Indeed, by Proposition 5, there exists a su1x of p which can be extended on the
right in F(Bw) by a unique letter in the set A\{z} which is exactly the letter extending
p on the right in w.
Proposition 6. Let f∈A∗ and n=Rf + 1. If g∈A∗ is such that g∼n f and kf = kg;
then f= g.
Proof. Let us .rst prove that Rf =Rg. By the hypothesis, f and g have the same set
of factors up to the length n=Rf + 1; so that all right special factors of f are also
right special factors of g. Thus Rf6Rg.
Let us suppose that Rf¡Rg. Since the right special factors are closed by su1xes,
there exists a right special factor of g of length Rf. This is also a right special factor
of f; since f∼Rf+1 g; and this is a contradiction. Thus Rf =Rg=R.
Remark that the length of any proper box of f or of g is at most n. Indeed, any
proper box of f (resp. of g) can be written as asb with a; b∈A and s a bispecial
factor of f (resp. of g). This implies that |asb|6R+ 1.
Hence, by the hypothesis that g∼n f; one derives that any proper maximal box of
f is a factor of g and, conversely, any proper maximal box of g is a factor of f.
Since kf = kg; in view of Theorem 1, in order to prove f= g; it is su1cient to show
that hf = hg.
Let us .rst suppose that |hf|6R. Then hf is a factor of g which cannot be extended
on the left in g because f∼n g. Thus hg has to be a pre.x of hf. This implies |hg|6R;
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so that, by using the same argument, it follows that hf has to be a pre.x of hg; and
then hf = hg.
By a symmetrical argument, one arrives to the same conclusion if one supposes that
|hg|6R.
Hence, we may suppose that |hf|; |hg|¿R. This implies that h′f (resp. h′g) is not a
right special factor of f (resp. g). By Proposition 2, one has h′f = k
′
f = k
′
g= h
′
g= u.
Let hf = ux and hg= uy; x; y∈A. Let v be the su1x of u of length R. Since f∼n g;
vx and vy are factors of both f and g. Since v is not special, it follows x=y and
hf = hg.
By a symmetric argument, the following proposition can be proved.
Proposition 7. Let f∈A∗ and n=Lf +1. If g∈A∗ is such that g∼n f; and hf = hg;
then f= g.
Theorem 2. Let f∈A∗ and n= max{Rf; Kf} + 1. For any g∈A∗; if g∼n f; then
g=f.
Proof. Let g∼n f. By Proposition 6, it is su1cient to prove that kf = kg.
Since f∼n g; then the factor kf of f cannot be extended on the right in g; since
otherwise kf could be also extended on the right in f. Hence, kg is a su1x of kf.
If kg is a proper su1x of kf; then kg would be extendable on the right in f and, by
hypothesis, also in g; which is a contradiction. Thus, kf = kg.
Let us observe that one can prove a symmetrical statement in which Rf and Kf are,
respectively, replaced by Lf and Hf. However, this statement is not relevant since, by
Proposition 1, max{Rf; Kf}= max{Lf; Hf}.
We observe moreover that if Card(alph(f))¿1; then max{Rf; Kf}¡|f|; so that
∼n=≡n. In such a case one derives that for any g∈A∗ if g≡n f; then g=f.
Proposition 8. Let f∈A∗ and n= max{Rf; Kf}. There exists g∈A∗ such that g =f
and g∼n f. Moreover; f4n+1 g and all the factors of g of length n + 1; with the
exception of one; are factors of f.
Proof. If f= ; then n=0 and the statement is trivially satis.ed by g= a; a∈A. Let
us then suppose f = . By Proposition 4 the word f has a repetition of length n− 1;
i.e., we can write
f=prq=p′rq′
with |r|= n− 1 and |p|¡|p′|.
Set g=p′rq. Let us prove that f4n+1 g. Since |p′|¿|p|; one has p′=p) with
)∈A+ and then f=p)rq′. As |)r|¿n; then a factor u of f of length n+ 1 is either
a factor of p)r=p′r or a factor of )rq′= rq; so that u is a factor of g.
A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182 157
Conversely, a factor of g of length n is either a factor of p′r or of rq; and therefore
it is a factor of f. This proves that f∼n g.
All factors of length n+ 1 of g which occur in p′r or in rq are also factors of f.
The only exception is given by xry; where x is the last letter of p′ and y is the .rst
letter of q.
Example 2. Let A= {a; b; c} and f= abacbcbacba. The factor bacb is a right special
factor of maximal length and kf = acba. In this case, Rf =5; Kf =4 and Gf =4. We
can write f=prq=p′rq′; where r= bacb; p= a; q= cbacba; p′= abacbc and q′= a.
Let us then consider the word g=p′rq= abacbcbacbcbacba. One easily veri.es that
g∼5 f; f46 g and that cbacbc is the only factor of g of length 6 which is not a factor
of f.
5. Properties of boxes
In this section we prove some structural properties of boxes. In particular, it is shown
that any maximal box is an unrepeated factor. Moreover, one can prove that the set
of the maximal boxes in the maximal box theorem is ‘nearly’ optimal in the sense
that for any given word w one can construct another word v with the property that all
boxes of w are factors of v; whereas there exist at most two boxes of v which are not
factors of w.
Proposition 9. Let  be a maximal box of w. Then  is an unrepeated factor of w.
Proof. Suppose, by contradiction, that the maximal box  is a repeated factor of w.
The box  will be a factor of a maximal repeated factor u of w. By Proposition 3,
there are three possibilities:
1. u= h′w. In such a case it follows that  is a proper factor of the initial box hw;
which contradicts the maximality of  as a box.
2. u= k ′w. In such a case it follows that  is a proper factor of the terminal box kw;
which contradicts the maximality of  as a box.
3. u is a bispecial factor of w. Since u has always an internal occurrence in w; it
can be extended in a box. The same will occur for ; which contradicts again the
maximality of .
Proposition 10. Let w= asb; where asb = kw (resp. asb = hw) is a proper maximal
box of w with a; b∈A; s∈A∗. If csb (resp. asc) is a box of w with c∈A and c = a
(resp. c = b) having the leftmost (resp. rightmost) occurrence in w given by (′; ′);
then kw = csb′ and ′ ∈Pref () (resp. hw = ′asc and ′ ∈SuJ()).
Proof. We can write the word w as
w= asb= ′csb′: (2)
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First, we show that one of the words  and ′ is a pre.x of the other one. Indeed,
if it is not the case, we can write
= ux*; ′= uy*′
with x; y∈A; x =y; u; *; *′ ∈A∗. Hence asbux; csbuy∈F(w). This implies that sbu is
a bispecial factor, so that asbux is a box properly containing asb. This contradicts the
maximality of asb.
Now, let us suppose that  is a pre.x of ′. By Eq. (2), one has that asb is a
su1x of w and sb is repeated in w. This implies that |asb|6Kw. Since asb = kw; it
follows that asb is a proper factor of kw; which contradicts the maximality of asb as
a box.
Thus ′ is a pre.x of . By Eq. (2), one has that csb′ is a su1x of w and sb′
is repeated in w. Consequently, csb′ is a su1x of kw. If csb′ is a proper su1x of
kw, then it will be repeated and this contradicts the fact that (′; ′) is the leftmost
occurrence of csb in w. We conclude that kw = csb′.
The remaining part of the proof is obtained by a symmetrical argument.
Remark 4. Let us observe that, by Proposition 10, if asb is a maximal box of w such
that as ∈SuJ(h′w) and sb ∈Pref (k ′w), then for any letters x; y∈A; x = a; y = b, one
has that xsb and asy cannot be factors of w. Indeed, suppose that xsb∈F(w). Then
in view of Proposition 10, xsb should be a pre.x of kw and sb∈Pref (k ′w), which has
been excluded. Symmetrically, asy cannot be a factor of w, since as ∈SuJ(h′w).
Proposition 11. Let w be a word and = asb be a proper maximal box of w. If
 = kw; (resp.  = hw); then for any u∈A∗ such that asbu∈F(w) (resp. uasb∈F(w));
either sbu (resp. uas) is not a right (resp. left) special factor or sbu= h′w (resp.
uas= k ′w) and the right (resp. left) valence of h
′
w (resp. k
′
w) is 2.
Proof. Let us suppose that sbu is a right special factor of w.
The word asbu cannot be a su1x of w. Otherwise, indeed, since sbu is a repeated
factor, then |sbu|¡Kw, so that |asbu|6Kw. Hence asbu is a su1x of kw and asb = kw,
which contradicts the hypothesis that asb is a maximal box.
Thus, there is a letter x such that asbux∈F(w). Since sbu is right special, there
exists y∈A such that x =y and sbuy∈F(w). The word sbuy can occur in w only as
an initial factor. Otherwise, indeed, there would be a letter z ∈A such that zsbuy∈F(w).
If z= a, then asb would be a repeated factor of w, contradicting Proposition 9. If, on
the contrary, z = a, then sbu would be a bispecial factor, and therefore asbux would
be a box of w, in contradiction with the maximality of the box asb.
Since sbuy is a pre.x of w, and it is an unrepeated factor, while sbu is a repeated
factor of w, we conclude that sbuy= hw and sbu= h′w.
We have shown that sbux and hw = sbuy are the only possible right extensions of
sbu in w by one letter, so that the right valence of sbu is 2.
The case uasb∈F(w) is symmetrically dealt with.
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Proposition 12. Let w= asb= ′csd′; where asb and csd are two di>erent boxes
of the word w; with a; b; c; d∈A and s∈A∗. Let us suppose that asb is a proper
maximal box and that csb; asd ∈F(w). Let us de/ne the word v by
v=
{
′csb if |′|¿||;
asd′ if |′|¡||:
The word v is such that
(i) Bw ⊆F(v);
(ii) Bv\{1; 2}⊆F(w); where 1 and 2 are two distinct maximal boxes of v.
Proof. We can write the word w as
w= asb= ′csd′: (3)
We suppose that |′|¿|| (the case |′|¡|| is symmetrically dealt with) and consider
the word
v= ′csb:
Let us prove that Bw ⊆F(v).
Let f∈Bw. Since asb is a maximal box of w, asb cannot be a proper factor of f.
Thus, f has to be a factor of asb, and then of ′cs, or a factor of sb. This implies
that f is a factor of v.
Let us now consider a maximal box f of v. If f is a factor of ′cs or a factor of
sb, then it is a factor of w. Let us now suppose that csb is a factor of f.
We can write f as f=pcsbq, with p; q∈A∗. Let us .rst suppose that p; q∈A+.
This implies that csb is an internal factor of f and then, by Lemma 1, it is a repeated
factor in v. Thus, csb will be a factor either of ′cs or of sb and then of w, which
is a contradiction. Thus, there can exist at most two maximal boxes 1 and 2 in v
which are not factors of w, having the .rst csb as pre.x and the second csb as su1x.
Now, we want to prove that 1 and 2 exist and are distinct. From Eq. (3), we have
′cs= a); sb= )d′; )∈A+;
v= ′csb= a)b= ′c)d′:
This latter equation shows that a)b and c)d are boxes of v, the .rst ending by csb
and the second beginning with csb. If we suppose that there exists a maximal box
containing both a)b and c)d, then it should contain either two occurrences of csb or
an internal unique occurrence of csb. In both cases, csb would occur twice in v and
therefore it would occur in w, yielding a contradiction. Thus, the previous two boxes
will be contained in two distinct maximal boxes, namely 2 and 1.
Proposition 13. Let w= asb= ′csb′; with a; b; c; d∈A; s∈A∗ and c = a. Let us
suppose that asb = kw is a proper maximal box of w and that (′; ′) is the leftmost
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occurrence of csb in w. Let us de/ne the word v by
v= ′csb:
Then one has
(i) w∈F(v);
(ii) 16Card(Bv\F(w))62.
Symmetrically; let w= asb= ′asd′; with d = b. If asb = hw is a proper maximal
box of w and (′; ′) is the rightmost occurrence of asd in w; then the word v= asd′
satis/es conditions (i) and (ii).
Proof. Let us observe that, by Proposition 10, csb′= kw and ′ is a pre.x of .
Since w= asb= ′csb′ with c = a; ′ is a proper pre.x of , so that we can
write = ′d′′, with d∈A; ′′ ∈A∗. It follows that
w= asb′d′′= ak ′wd
′′= ′ck ′w
and
v= ′csb= ′csb′d′′= ′ck ′wd
′′=wd′′:
This latter equation shows that w∈F(v). Let us observe that the word ck ′wd= kwd is
not a factor of w, since kw is not extendable on the right in w.
Let us now consider a maximal box f of v. If f is a factor of ′ck ′w or a factor of
k ′wd
′′, then it is a factor of w. Thus suppose that ck ′wd is a factor of f. We can write
f as f=pck ′wdq, with p; q∈A∗. Let us .rst suppose that p; q∈A+. Then by Lemma
1, ck ′wd will be a repeated factor of v and then it will be a factor of w, which is a
contradiction. Thus, either p or q must be equal to the empty word. Therefore, there
can exist at most two possible maximal boxes in v which are not factor of w, having
the .rst ck ′wd as pre.x and the second ck
′
wd as su1x.
Let us prove that ck ′wd is a factor of kv. Indeed, we can write v= 
′ck ′wd
′′
= ak ′wd
′′d′′. This shows that k ′wd
′′ is a repeated factor of v; since ck ′wd
′′ is
a su1x of v, then |ck ′wd′′|6Kv. Hence, ck ′wd is a factor of the box kv. Thus, ck ′wd is
a factor of at least one maximal box of v which cannot be a factor of w.
The remaining part of the proof is symmetrically dealt with.
Proposition 14. Let w= asb= ′cs; with a; b; c∈A; s∈A∗ and csb ∈F(w). Let us
suppose that asb is a proper maximal box. Let us de/ne the word v by
v= ′csb:
The word v is such that
(i) w∈F(v);
(ii) 16Card(Bv\F(w))62.
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Proof. One has v= ′csb=wb, so that w∈F(v). Since csb is not a factor of w,
with an argument similar to that of Proposition 12, one derives that there can exist at
most two maximal boxes of v which are not factors of w.
We can write v= ′csb= asbb. This shows that sb is a repeated factor; since
sb is a su1x of v, then |csb|6Kv. Hence, csb is a factor of the box kv. This shows
that there exists, at least, one maximal box of v which is not a factor of w.
The previous results can be synthesized in the following.
Theorem 3. Let w= asb; where asb is a proper maximal box of w. Then, there
exists a further occurrence of s in w; i.e., w= )s+; such that the word v de/ned by
v=
{
as+ if |a|¿|)|;
)sb if |a|¡|)|; (4)
satis/es the following conditions:
(i) Bw ⊆F(v);
(ii) 16Card(Bv\F(w))62.
Proof. Let w= asb, where asb is a proper maximal box of w. We have to consider
some cases.
Case 1: There exists a letter c∈A such that csb∈F(w) with c = a.
Let us write w= ′csb′, where (′; ′) is the leftmost occurrence of csb in w. As
shown in the proof of Proposition 13, one has |′|¿||. Setting )= ′c and += b′,
by Proposition 13, the word v de.ned by Eq. (4) satis.es conditions (i) and (ii).
Case 2: There exists a letter d∈A such that asd∈F(w) with d = b.
By a symmetric argument, by Proposition 13, the result follows.
Case 3: There exist letters c; d∈A such that csd∈F(w) and csb; asd ∈F(w).
Then we have w= ′csd′. Setting )= ′c and +=d′, by Proposition 12, the word
v de.ned by Eq. (4) satis.es conditions (i) and (ii).
Case 4: There exists a letter c∈A such that cs∈SuJ(w) and csb ∈F(w).
Then we have w= ′cs. Setting )= ′c and += , by Proposition 14, the word v
de.ned by Eq. (4) satis.es conditions (i) and (ii).
Let us now prove that at least one of the preceding cases has to occur.
Indeed, since s is bispecial, then it is repeated. If it has a further internal occurrence,
then there exist letters x; y∈A such that xsy∈F(w). If x= a or y= b, then we are in
the Cases 2 or 1, respectively. If x = a, y = b and we are not in one of Cases 1 or 2,
then we fall in Case 3.
Now, let us suppose that s has no further internal occurrences. Since s is left special,
there is a letter c = a such that cs∈F(w). The word cs is necessarily a su1x of w.
Moreover csb is not a factor of w, otherwise one contradicts the assumption that s has
no further internal occurrence. Thus we are in Case 4.
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Example 3. Let w be the word w= abccbabcab considered in Example 1. One has
hw = abcc, kw = cab and the maximal boxes are
abcc; bca; cab; cba; ccb:
If we underline in w the occurrences of the two maximal boxes ccb and bca,
w= abccbabcab= abccbabcab;
then, since cca; bcb ∈F(w), according to Proposition 12, we construct the word
v= abccbabcbabcab:
One easily veri.es that the maximal boxes of v are hv= abcc; kv= cab; ccbabcb and
bcbabca. Moreover, Bw ⊆F(v) and ccbabcb and bcbabca are the only two maximal
boxes of v which are not factors of v.
Let us now consider the occurrences in w of the maximal box bca and of the box
bcc:
w= abccbabcab= abccbabcab:
According to Proposition 13, we construct the word
v= abccbabccbabcab:
The maximal boxes of v are hv= abccbabcc; kv= cab and bca. Then hv is the only
maximal box of v which is not a factor of w. Also in this case, one has Bw ⊆F(v).
Let us now underline the occurrences of the maximal box cba and of the factor ab:
w= abccbabcab= abccbabcab:
One has that aba ∈F(w). According to Proposition 14, we construct the word
v= abccbabcababcab:
The maximal boxes of v are hv= abcc, kv= ababcab, cba, ccb and caba. In this case,
we have two maximal boxes of v which are not factors of w, namely, ababcab and
caba.
6. Factor tree
Let us suppose Card(A)=d and consider in A∗ the pre.x ordering of the words.
It is well known that the graph associated with this order is a d-ary tree Td, whose
nodes represent the words of A∗ and the root represents the empty word.
With each .nite word w, one can associate a .nite subtree Tw of Td obtained by
taking all the nodes which represent factors of the word w. We call Tw the factor tree
of w, since any factor of w will be represented by a node n of Tw or, equivalently, by
a unique path going from the root to the node n.
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We note that the degree of a node (that is the number of sons) is the right valence
of the represented factor and that the height of a node is equal to the length of the
represented factor.
The leaves of Tw represent all the factors of w which cannot be extended on the
right in w, i.e., the elements of the set A∗kw ∩SuJ(w).
We recall that the factor tree is essentially equivalent to the ‘su1x trie’, which is a
very well known and studied object in Computer Science (see for instance [8]).
We observe that any node n of the tree Tw can be labeled by the subword of w
that it represents. A diJerent representation is obtained by labeling the root by the
empty word and each node diJerent from the root by a single letter. In the latter case
the subword represented by the node n is obtained by the concatenation of the labels
of all nodes in the unique path in Tw going from the root to the node itself. One
can also label, instead of the nodes, each arc by a single letter. In such a case, the
word represented by any node n is the concatenation of the labels read on the arcs
of the unique path going from the root to n. This labeled tree can be regarded as
the state transition graph of a deterministic uncompleted .nite automaton whose states
are the nodes. If the root is the initial state and all the nodes are .nal states, then
Tw is a .nite automaton recognizing the language F(w). The complete version of the
automaton requires also an additional non-.nal sink state. If the .nal states are only
the leaves, then this automaton will recognize only the su1xes of w which are not
right extendable in w.
The tree in Fig. 1 represents the factor tree of the word w= babacbcabaccbb. The
nodes are labeled by a single letter and the leaves by a letter followed by a square.
Let w be a word, Tw its factor tree and
Mw = max{Rw; Kw}:
By Theorem 2, we know that if w∼Mw+1 w′, then w=w′. This result is equivalent to
the statement that the word w is uniquely determined by knowing the subtree T ′w of
the nodes of Tw, up to the height Mw + 1.
We give now an eJective procedure to construct (uniquely) the word w by knowing
the subtree T ′w. In fact, this will be a diJerent and constructive proof of Theorem 2.
Let us .rst remark that each node in Tw of height ¿Mw has at most one son, since
either it is a leaf or it represents a right extendable factor of w which is not right
special.
Let us de.ne a partial map * :F(w) ∩ AMw →A such that dom(*)= (F(w) ∩ AMw)\
A∗kw and if u∈ dom(*), then *(u) is the unique letter extending u on the right in w,
i.e., u*(u) is the unique son of u in the subtree T ′w.
We introduce the partial map - :F(w)∩A∗AMw →F(w), inductively de.ned as fol-
lows : if u∈ dom(*), then
-(u)= u*(u)
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Fig. 1.
if u= av∈F(w); a∈A; v∈ dom(-), then av∈ dom(-) and we set
-(av)= a-(v);
while -(u) is unde.ned if v ∈ dom(-).
Then, the map -, associates with any factor u of length ¿Mw of w the unique son
of u in the tree Tw, if u is right extendable in w, and it is not de.ned otherwise. We
explicitly observe that the map - can be eJectively constructed starting from * and
then from the subtree T ′w. By -, one can trivially construct the factor tree Tw and then
the word w.
Example 4. Let us refer to the word w= babacbcabaccbb, whose factor tree is reported
in Fig. 1. One has
hw = bab; kw = bb; Rw =5; Mw =5:
In the factor tree of w the nodes of height 6 represent the words
abacbc; abaccb; acbcab; babacb; bacbca; baccbb; bcabac; cabacc; cbcaba:
The function * is de.ned on the pre.xes of length 5 of the above words and its value
is given by the sixth letter. For instance, *(abacb)= c, *(abacc)= b.
A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182 165
If one wish to extend the factor abacbc in w, then one has
-(abacbc)= a-(bacbc)= abacbc*(bacbc)= abacbca;
-(abacbca)= a-(bacbca)= ab-(acbca)= abacbcab
and so on.
An incomplete deterministic .nite automaton recognizing F(w) can be constructed
by the subtree T ′w in the following way.
One considers the subtree T ′w with the labels on the arcs. From any node u at the
height Mw there is, at most, one exiting arc, labeled by *(u). This arc is replaced by
an arc with the same label going from u= av, a∈A to the node v*(u). If the root
is the initial states and all the nodes are .nal states, then it is easily seen that this
automaton recognizes F(w). Obviously, the word w is the longest word recognized by
this automaton, so that it can be obtained by considering the successful path in it of
maximal length.
We give now a procedure to construct the factor tree of w, starting from the set
of its proper boxes, the initial box hw and the terminal box kw. Note that, in view of
Lemma 2, the set of all proper boxes of w can be eJectively obtained from Bw. The
factor tree Tw can be, of course, produced by constructing .rst the word w as shown
in Section 4 and then by taking all the factors of w. We shall now give a diJerent
inductive procedure, based on the following proposition.
Proposition 15. Let w be a word. Suppose that as; sb∈F(w) with a; b∈A; s∈A∗;
as = kw and sb = hw. Then one has
asb∈F(w)
if and only if one of the following conditions is satis/ed:
(i) as is not a proper pre/x of a proper box of w;
(ii) asb is a pre/x of a proper box of w.
Proof. We suppose that asb∈F(w) and prove that either (i) or (ii) is satis.ed. Indeed,
if as is a proper pre.x of a proper box , then one has = as)= atc, with c∈A, )∈A+
and t a bispecial factor of w. If )∈ bA∗, then asb∈Pref (). If ) ∈ bA∗, then s is right
special. Moreover, s is left special, because it is a pre.x of t. Thus s is bispecial, and
asb is a proper box. In both cases, condition (ii) is satis.ed.
Now we suppose that condition (i) is satis.ed, and show that asb∈F(w). Since
as = kw and sb = hw, there exist x; y∈A such that asx; ysb∈F(w). One cannot have
x = b and y = a, otherwise s would be bispecial and asx would be a proper box,
contradicting (i). Thus, one has either x= b or y= a, and, in both cases, asb∈F(w).
If condition (ii) is satis.ed, then, trivially, asb∈F(w). This concludes the proof.
The tree Tw can be constructed as the last element of a sequence T1; T2; : : : ; Tn; : : : of
subtrees of Tw, inductively de.ned as follows. The nodes of the subtree T1 represent
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the letters occurring in w and the pre.xes of all proper boxes. The tree Tn+1, n¿1,
is obtained from Tn as: for any leaf u of Tn, with |u|= n and u = kw, we write u as
u= as, a∈A, s∈A∗ and add to Tn as sons of u, all the nodes asb, such that b∈A and
sb is a node of Tn and sb = hw.
Proposition 16. For any w; the factor tree Tw is equal to T|w|.
Proof. Let us prove .rst, by induction on n, that, for all n, Tn is a subtree of Tw. The
base of the induction is trivial. Suppose that Tn is a subtree of Tw and show that also
Tn+1 is a subtree of Tw. Indeed, let asb be a node of Tn+1 which is not a node of Tn.
By construction of Tn+1, as and sb are nodes of Tn, with as = kw and sb = hw, and as is
a leaf of Tn, so that as is not a proper pre.x of a proper box of w. By Proposition 15,
asb∈F(w), i.e., asb is a node of Tw.
Let us now prove that Tw is a subtree of T|w|. We prove that any node u of Tw is a
node of T|u|, by making induction on the length of u. If |u|=1, then the assertion is
trivially true. Let us then suppose |u|¿1. Then we can write u as u= asb, with a; b∈A
and s∈A∗. By the induction hypothesis, one has that as and sb are nodes of T|u|−1.
If as is a leaf of T|u|−1, then by the construction of T|u|, one has that asb is a node
of T|u| (note that since asb is a factor of w, then as = kw and sb = hw). Let us now
suppose that as is an internal node and then a proper pre.x of a proper box of w. By
Proposition 15 it follows that u is a pre.x of a proper box of w and hence a node of
T1.
7. Reduced sets
We introduce now, starting from the set of maximal boxes of a given word w, the
so-called reduced sets. They are such to determine uniquely the word. Indeed, we
shall prove an analog of the maximal box theorem. However, the reduced sets can be
convenient since they provide a simpler representation of the word. We shall also give
an algorithm of construction of a word, starting from the initial and terminal boxes
and a reduced set.
Let f be a word and Bf be the set of its maximal boxes. Starting from Bf we
construct a new set Df as follows:
For any bispecial factor s of f, we consider the set
.s= {asb∈Bf | a; b∈A; as ∈ SuJ(h′f); sb ∈ Pref (k ′f)}:
For any s such that .s is not empty, we take arbitrarily one maximal box = asb∈.s
and replace it in Bf by all boxes which are proper factors of it. All the other boxes
of Bf remain unchanged.
In the obtained set, we delete all the elements which are not maximal, with respect
to the factor order.
In the following, we shall call Df also a reduced set of f.
A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182 167
We observe that, in the construction of Df, it is su1cient to replace the maximal
box ∈.s by the longest box which is a proper pre.x of  and the longest box which
is a proper su1x of . Indeed, it is easily seen that any other box in  will not appear
in a reduced set.
We remark also that, by the construction, any box of f which is not maximal, is a
factor of an element of Df.
Example 5. Let w be the word w= babacbcabaccbb. One has hw = bab, kw = bb. The
bispecial factors are
; a; b; c; cb; abac:
The set of maximal boxes of w is
Bw = {bca; acbc; ccbb; babacb; cabacc}:
We can construct a reduced set Dw in the following way. We make the following
replacements:
bca→ bc; ca;
acbc→ acb; cbc;
babacb→ bab; acb:
By deleting all non-maximal elements, we obtain the reduced set
Dw = {bab; acb; cbc; ccbb; cabacc}:
Another reduced set is obtained by doing the following replacements:
bca→ bc; ca;
acbc→ acb; cbc;
cabacc→ cab; acc:
By deleting all non-maximal elements, we obtain the reduced set
D′w = {cab; acc; cbc; ccbb; babacb}:
Theorem 4. Let f; g∈A∗ be two words and Df; Dg be reduced sets of f and g;
respectively. Suppose that
(i) hf = hg; kf = kg;
(ii) Df ⊆F(g);
(iii) Dg⊆F(f).
Then f= g.
Proof. The proof follows the lines of that of the maximal box theorem.
We prove by induction on the integer n, that for all n¿1, f∼n g.
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Let us prove the base of the induction. Let a be a letter occurring in f. If a is
the .rst (resp. the last) letter of f, then a∈Pref (hf) (resp. a∈SuJ(kf)), so that, by
condition (i), a∈F(g). If, on the contrary, a is diJerent from the .rst and the last letter
of f, then we can write f= ucabv with u; v∈A∗ and c; b∈A. Since Card(alph(f))¿1,
 is a bispecial factor of f and, therefore, any w∈A2 ∩F(f) is a box. Let us .rst
suppose that ca and ab are maximal boxes. One has that ca = ab, since a maximal
box is unrepeated by Proposition 9. Thus, by the construction of the reduced set Df,
at least one of the two boxes ca and ab belongs to Df and this implies a∈F(g). If
at least one of the boxes ca or ab is not maximal, then it is a factor of an element
of Df, that implies again a∈F(g). Thus, we proved f41 g. In a symmetric way, one
proves that g41 f.
Let us now prove the inductive step. We suppose that f∼n g and prove that f∼n+1 g.
Let w be a factor of f of length n + 1. If w is not a box, then one can show that
w∈F(g), by using the same argument as in the maximal box theorem. If w= hf or
w= kf, then w∈F(g) by (i). Let us then suppose that w is a proper box.
If w is not maximal, then it is a factor of an element of Df and then, by the made
hypothesis, w∈F(g). Let us then suppose that w is a maximal box. If w∈Df, then
w∈F(g). Thus we can suppose that w∈Bf\Df. We can write w= asb, with a; b∈A
and s is a bispecial factor of f. By the inductive hypothesis, one has as; sb∈F(g).
By condition (i), one has that there exist letters c; d∈A such that asc; dsb∈F(g). If
c= b or d= a, then w∈F(g). Let us then suppose that c = b and d = a. Thus asc and
dsb are boxes of g. We prove now that at least one of these two boxes is a factor
of f. Indeed, if one of them is not maximal, then it is a factor of an element of Dg
and therefore it is a factor of f. If, on the contrary, both are maximal, then from the
construction of the reduced set Dg, at least one of the two belongs to Dg and therefore
it is a factor of f.
Suppose for instance that asc is a factor of f. By Proposition 10, it follows that
asc∈SuJ(hf), i.e., as∈SuJ(h′f) which contradicts the assumption that asb∈Bf\Df.
In a symmetric way, if dsb∈F(f) one reaches a contradiction. Thus f4n+1 g. Sym-
metrically, one proves that g 4n+1 f.
Proposition 17. Let w be a word. Suppose that as; sb∈F(w) with a; b∈A; s∈A∗; as
= kw and sb = hw. Then one has
asb∈F(w)
if and only if one of the following conditions is satis/ed:
(i) s is not a bispecial factor of w;
(ii) asb∈F(Dw);
(iii) asA∩F(Dw)= ∅ and Asb∩F(Dw)= ∅.
Proof. We suppose that asb∈F(w) and prove that one of (i)–(iii) is satis.ed. If s is
not a bispecial factor of w or asb∈F(Dw), then we are done. Let us then suppose that
s is bispecial and asb ∈ F(Dw). This implies that asb is a box which does not belong to
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F(Dw). By the construction of Dw, one has that asb is a maximal box, as ∈ SuJ(h′w)
and sb ∈ Pref (k ′w). By Remark 4, w has neither a box asx with x = b nor a box ysb
with y = a, so that condition (iii) holds.
Conversely, suppose that one of conditions (i)–(iii) is satis.ed. By the hypothesis
that as = kw and sb = hw, there exist letters x; y∈A such that asx; ysb∈F(w). If y= a
or x= b, then one has asb∈F(w). If, on the contrary, y = a and x = b, then s is
bispecial; hence, asx and ysb are two boxes of w so that at least one of them belongs
to F(Dw). We derive that neither (i) nor (iii) is satis.ed and, consequently, (ii) holds
true, so that asb∈F(w).
The previous proposition provides a way to reconstruct the factor tree Tw of a word
w, given a reduced set Dw, the initial box hw and the terminal box kw.
The tree Tw can be obtained as the last element of the sequence of subtrees Tn, each
one containing the nodes representing the factors of w of length6n.
The construction of T1 is trivial. Indeed, as shown in the proof of Theorem 4, any
letter occurring in w will also occur in a word of Dw.
Now suppose we have constructed the tree Tn, with n¿1, whose nodes represent the
words of the set F(w)∩A[n]. To obtain Tn+1, we proceed as follows.
For any leaf u of Tn with |u|= n and u = kw, we write u= as, a∈A, s∈A∗ and search
for all the nodes of Tn of the kind sb with b∈A and sb = hw. For any such node, we
check, by means of Proposition 17, whether or not asb∈F(w). In the a1rmative case,
we add the son asb to u.
Since any factor of w of length n+1 can be written w= asb, with a; b∈A, s∈An−1,
as; sb∈F(w), as = kw and sb = hw, in this way all the factors of length n + 1 are
obtained.
Note that Proposition 17 can be eJectively applied since, to check whether or not
asb satis.es condition (i), it is su1cient to know the factors of w of length n, i.e., the
tree Tn.
8. Superboxes
In this section we introduce the important notion of superbox which is strongly
related to that of maximal box. An analog of the maximal box theorem is proved
in the case of superboxes. Two simple algorithms are given, the .rst allows us to
determine the superboxes of any word w, the second permits to reconstruct the word
starting from hw, kw and the set of all superboxes.
Proposition 18. Let f= asb be a box of the word w with a; b∈A; s∈A∗ such that
as and sb are unrepeated. Then f is a maximal box.
Proof. Suppose that asb is not maximal. Then, there exists a box  such that = asb,
where ; ∈A∗ and  = . It follows that either as or sb is an internal factor of 
and then, by Lemma 1, a repeated factor of w, which is a contradiction.
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We shall set
Mw = {asb∈F(w) | a; b∈A; s repeated and as; sb unrepeated}:
The elements of Mw will be called superboxes. The reason for this name is due to the
fact that, as we shall prove by Proposition 22, any element of Bw\{hw; kw} is a factor
of an element of Mw.
Let us recall (cf. [2]) that a subset X of A∗ is called a factor code if no word of
X is a proper factor of another word of X .
Proposition 19. Let w be a word. The setMw is a factor code. Moreover; no element
of Mw can be a factor of hw or of kw.
Proof. Suppose by contradiction that asb; ctd∈Mw, with a; b; c; d∈A; s; t ∈A∗, and
that asb is a proper factor of ctd. This implies that either as or sb is a factor of t,
which is absurd since t is a repeated factor of w.
Suppose now that asb is a factor of hw (resp. kw). Then as (resp. sb) is a factor of
h′w (resp. k
′
w) and then it is a repeated factor, which is a contradiction.
Proposition 20. Let f= asb∈Mw with a; b∈A and s∈A∗. If s = k ′w and s = h′w; then
f is a proper maximal box.
Proof. Since s is a repeated factor of w, there will be at least another occurrence of
s in w. Let us prove that we can always reduce ourselves to consider only the case
when this occurrence is internal.
Let us suppose that s is a su1x of w. Then there exists a letter c such that cs
is a su1x of w, and c = a, since as is unrepeated. If |cs|¡Kw, then cs is repeated
and therefore s has a further internal occurrence in w. If |cs|¿Kw, then |s|¿Kw. This
implies that s is unrepeated, which is a contradiction. Finally, if |cs|=Kw one has
s= k ′w, which contradicts the hypothesis made. The case when s is a pre.x is dealt
with a symmetric argument.
Let us consider then the case that the further occurrence of s is internal. In such a
case, there exist two letters c; d∈A, for which csd∈F(w). One has c = a and d = b,
because as and sb are unrepeated. This implies that s is a bispecial factor and that
f= asb is a proper box. By Proposition 18, the result follows.
Proposition 21. Let asb be a proper maximal box of the word w; with a; b∈A and
s∈A∗. If sb (resp. as) is neither a pre/x (resp. su<x) of k ′w nor of h′w; then sb (resp.
as) is unrepeated.
Proof. Suppose that sb is a repeated factor of w. If sb is a pre.x of w, then sb has to
be a pre.x of h′w, which has been excluded. Thus there is a letter c such that csb is
a factor of w and c = a, since asb is unrepeated by Proposition 9. By Proposition 10,
one derives that csb is a pre.x of kw and then sb is a pre.x of k ′w, which has been
excluded. Thus, sb is unrepeated.
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The remaining part of the proof is carried out in a symmetrical way.
Proposition 22. Any maximal box  of a word w; such that  = hw and  = kw is a
factor of a superbox.
Proof. Let = asb be a proper maximal box of w such that  = hw and  = kw. We
consider the set of all factors of w of the kind f= xry, where x; y∈A, r is a repeated
factor of w and  is a factor of f.
Let us take in this set a maximal element, with respect to factor ordering, say
/= ctd, with c; d∈A, t ∈A∗. Let us prove that /∈Mw. Let us .rst suppose that td is
repeated. If / is right extendable, then one contradicts the maximality of /. If / is not
right extendable, since td is repeated, then 4 /= kw. Since  = kw, one contradicts
the maximality of  as a box. This proves that td is unrepeated. In a symmetric way,
one shows that ct is unrepeated.
Proposition 23. The maximal boxes ∈Bw\{hw; kw} are either superboxes or pre/xes
or su<xes of elements of Mw ∩A{h′w; k ′w}A.
Proof. Let ∈Bw\{hw; kw}. By Proposition 22, one has that  is a factor of a superbox
/. Hence either = / or  is a proper factor of /. In this latter case, / is not a maximal
box. By Proposition 20, it follows that /∈A{h′w; k ′w}A. Since  is a maximal box, 
cannot be a factor of h′w or of k
′
w and then, necessarily, it is a pre.x or a su1x of /.
Proposition 24. Let f; g∈A∗ be two words such that
(i) hf ∈Pref (g); kf ∈SuJ(g); hg ∈Pref (f); kg ∈SuJ(f);
(ii) Mf ⊆F(g);
(iii) Mg⊆F(f).
Then f= g.
Proof. By Proposition 22, any element of Bf is a factor of an element ofMf ∪{hf; kf}
and any element of Bg is a factor of an element of Mg ∪{hg; kg}. Hence, Bf ⊆F(g)
and Bg⊆F(f). Thus, by the maximal box theorem, it is su1cient to prove that hf = hg
and kf = kg.
Let us prove that hf = hg. By (i), we can write f as f= hf)= hg)′ and g= hg=
hf′. Let us suppose that |hf|¡|hg|. This implies that hf is repeated in g.
We consider a further occurrence of hf in g and a repeated factor  of g of maximal
length containing as a factor such an occurrence of hf. We can write g as g= * with
*; ∈A∗. If * and  are non-empty, then there exist letters x and y such that xy is a
factor of g and x, y are unrepeated. Thus, xy∈Mg and then xy is a factor of f.
One derives that in f there is a repeated occurrence of hf, which is a contradiction.
Now, suppose *= . Since  is repeated,  is a proper pre.x of hg and, therefore, hf
has two occurrences in hg. Since hg ∈F(f), this is a contradiction. Finally, if = ,
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then  is a su1x of k ′g which, by (i), is a proper su1x of f. Thus  has a non-initial
occurrence in f. Consequently hf is repeated, which is a contradiction.
Thus, |hf|¿|hg|. Symmetrically, one can prove that |hg|¿|hf| and then hf = hg.
In a symmetric way, one proves that kf = kg, which concludes the proof.
Let ; /∈A∗. We denote by ∧ / the maximal overlap of  with /, i.e., the su1x of
maximal length of  which is a pre.x of /. Then ; / can be written as = (∧ /),
/=(∧ /), ; ∈A∗. We shall denote by ∨ / the word
∨ /= (∧ /)= = /:
Lemma 3. Let u and v be two factors of a word w∈A∗. If t is an unrepeated factor
of w such that t ∈SuJ(u)∩Pref (v); then t= u∧ v and u∨ v∈F(w).
Proof. One has u= )t and v= t+, where ); +∈A∗. Since |t|6|u∧ v|, t is both a pre.x
and a su1x of u∧ v. But t is unrepeated and, therefore, necessarily t= u∧ v. Moreover,
the only occurrence of t in w has to be preceded by ) and followed by +, so that
u∨ v= )t+∈F(w).
Remark 5. If t, u, v∈F(w) and both SuJ(t)∩Pref (u) and SuJ(u)∩Pref (v) contain
elements which are unrepeated factors of w, then one has (t ∨ u)∨ v= t ∨ (u∨ v). In-
deed, by an iterated application of Lemma 3, one has that (t ∨ u)∨ v and t ∨ (u∨ v)
are both factors of w beginning by t and ending by v. They must coincide, since t and
v are unrepeated in w.
More generally, if 0; 1; : : : ; n ∈F(w) and, for any i=0; 1; : : : ; n − 1, SuJ(i)∩
Pref (i+1) contains an elements which is an unrepeated factor of w, then one can
consider the word 0 ∨ 1 ∨ · · · ∨ n, in which the parentheses are omitted since its
value is independent from the order with which the operations are performed.
Let us now introduce a sequence 0w =(0; 1; : : : ; n) of elements of Mw ∪{hw; kw}
giving a covering of w. We shall call 0w also the covering sequence of w.
In the .rst step, we set 0 = hw.
Now suppose that we have determined the element i ∈Mw ∪{hw} (i¿0). Let u be
the shortest su1x of i which is unrepeated in w and write u= at with a∈A and t
repeated in w. One can uniquely write w= at, with ; ∈A∗.
If t is a repeated factor of w, then, since at is unrepeated in w, one has at= kw.
In this case, we set i+1 = kw and this is the last element of the sequence. Otherwise,
we set i+1 = ar, where r is the shortest pre.x of t which is unrepeated in w. In
this latter case, one has r= sb, with b∈A and s is a repeated factor of w, while as is
unrepeated in w, since it contains the pre.x u= at. Thus, i+1 ∈Mw.
In other words, each element of the sequence 0w, except the .rst one, is obtained by
taking the shortest su1x of the previous one which is unrepeated in w and extending
it in w until one .nds either a superbox or kw.
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The above procedure to construct 0w, that we call Covering, is reported in more
details below.
Procedure Covering (w);
begin
0←NIL;
i← 1;
j← min{p¿0 |w[1; p] unrepeated in w};
repeat
append w[i; j] to 0;
i← max{p6j |w[p; j] unrepeated in w};
j← min{p¿i |p¿n or w[i + 1; p] unrepeated in w}
until j¿|w|;
append w[i; j − 1] to 0
end
Proposition 25. Let w be a word and 0w =(0; 1; : : : ; n) be the covering sequence
of w. Then one has
w= 0 ∨ 1 ∨ · · · ∨ n (5)
and
Mw = {1; 2; : : : ; n−1}: (6)
Proof. By the de.nition of 0w, for any i=0; 1; : : : ; n− 1, there is an unrepeated factor
t of w such that t ∈SuJ(i)∩Pref (i+1). Thus, by an iterated application of Lemma 3,
one gets that the right hand side of Eq. (5) is a factor of w. Since it contains both hw
and kw it must be necessarily equal to the entire w, so that Eq. (5) is proved.
Consequently, any factor of w either is a factor of an element of 0w or contains a
word i ∧ i+1 as an internal factor, for some i=0; 1; : : : ; n−1. Since the words i ∧ i+1
are unrepeated, they cannot occur as internal factors of a superbox and, therefore, any
superbox is necessarily a factor of an element of 0w. In view of Proposition 19, one
easily derives Eq. (6).
In the sequel, we shall denote Mw ∪{hw; kw} by M′w. Proposition 25 ensures that
the elements of M′w are exactly the elements of 0w and therefore M
′
w is a covering
of w. Let us observe that, in general, the set of maximal boxes Bw of the word
w is not a covering. For instance, in the case of the word w= abcdebcd, one has
Bw = {ab; de; ebcd} which is not a covering of w.
Example 6. Let w be the word abbcbabbbccaab. The procedure Covering generates
the sequence
abbc; abbcb; cba; babbb; bbbcc; cca; caa; aab:
One has hw = abbc and kw = aab.
174 A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182
The set of maximal boxes of w is
{bab; caa; aab; cba; cca; abbb; abbcb; bbbcc}:
Remark 6. The knowledge of Mw and of hw and kw allows us to easily construct
the set Bw. Indeed, set M0w =Mw ∩A{h′w; k ′w}A. By Proposition 20, any element of
Mw\M0w is a proper maximal box. By Proposition 23, any other maximal box is equal
to hw or to kw or it is a pre.x or a su1x of an element of M0w. To any element
/∈M0w, one associates the maximal pre.x and the maximal su1x which are boxes
(by Lemma 2 and Proposition 22, one easily derives that a proper box of w is a proper
box of Mw ∪{hw; kw}). To obtain Bw, one has to add these elements, as well as hw
and kw to Mw\M0w and then to cancel those which are not maximal for the factor
order.
In the case of the example above, h′w = abb, k
′
w = ab and M
0
w = {babbb}. The max-
imal pre.x and su1x of babbb which are boxes of w are bab and abbb, respectively.
The procedure above gives exactly the set of the maximal boxes of w.
Next, proposition shows that, once we know the initial box hw of a word w and the
set M′w, we can eJectively order the elements of M
′
w to obtain 0w.
Proposition 26. Let w be a word and 0w =(0; 1; : : : ; n) be the covering sequence of
w. Set *i = |i ∧ i+1|; 06i6n− 1. Then i+1 is the only element /∈M′w\{i} such
that |i ∧ /|¿*i.
Proof. Suppose /∈M′w\{i} and |i ∧ /|¿*i. Let u be the shortest su1x of i un-
repeated in w. By the de.nition of 0w, u is a pre.x of i+1, so that, by Lemma 3,
|u|= |i ∧ i+1|= *i6|i ∧ /|. One derives that u occurs in /. But, by the way the pro-
cedure Covering is carried out, the only elements of 0w in which u occurs are i and
i+1, so that /= i+1.
To reconstruct a word w, knowing hw and M′w, .rst one has to arrange the elements
of M′w to obtain 0w and then use Eq. (5). The .rst operation is realized by observing
that the .rst element of 0w is hw and that each non-terminal element i of 0w is
followed by the element /∈M′w\{i} such that the overlap of i with / has maximal
length. A more detailed description of the algorithm is reported below.
Procedure Reconstruct (hw;M′w);
begin
w← hw;
M←M′w\{hw};
while M = ∅ do
begin
*← 0;
for all /∈M do
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if |w∧ /|¿* then
begin
← /;
*←|w∧ /|
end;
w←w∨ ;
M←M\{}
end
end
Denition 4. An unrepeated factor of w is called minimal if any of its proper factors
is repeated.
Let us denote by Uw the set of the minimal unrepeated factors of w.
Proposition 27. Let w be a word and 0w =(0; 1; : : : ; n) be the covering sequence
of w. Then one has
Uw = {0 ∧ 1; 1 ∧ 2; : : : ; n−1 ∧ n}:
Proof. By construction, the maximal overlap of an element i with the consecutive
i+1, 06i6n− 1 is a minimal unrepeated factor of w.
Conversely, let u∈Uw. We can write uniquely w= u, with ; ∈A∗. Since u is
minimal unrepeated, one has u= rb, with b∈A and r is a repeated factor of w. Thus
w= rb. If r is repeated, since rb is unrepeated, then rb= hw. Otherwise, consider
the shortest unrepeated su1x of r; we can write it as as, with a∈A and s is a repeated
factor. Thus, in this case, since sb is unrepeated, asb∈Mw. Hence, in any case, u can
be extended on the left in w in an element of 0w, say i, with 06i6n− 1. Moreover,
u is the shortest su1x of i unrepeated in w, so that it is also a pre.x of i+1. By
Lemma 3, one has u= i ∧ i+1.
Proposition 28. Let w∈A∗. Then w is the unique word of minimal length which
begins by hw; ends by kw and contains the elements of Mw as factors.
Proof. Let v be a word beginning by hw, ending by kw and such that Mw ⊆F(v). We
can represent v as
v= iii; i=0; : : : ; n
with 0 = hw, n= kw, 0 = n=  and 0w =(0; 1; : : : ; n).
Let (i0; i1; : : : ; in) be a permutation of (0; 1; : : : ; n) such that |i0 |6|i1 |6 · · ·6|in |.
From |in |¿|n|, one derives that in is a factor of n= kw and, therefore, in= n by
Proposition 19.
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Let *i = |i ∧ i+1|, 06i6n− 1. In view of Proposition 26, one has
|ipip | − |ip+1 |6*ip ; 06p6n− 1:
Indeed, the left-hand side of the previous equation is either a negative number or the
length of the overlap of ip with ip+1 in v. Moreover, the ‘=’ sign can hold only if
ip+1 = ip+1. We derive
|v|= |inin |¿ |in−1in−1in | − *in−1
¿ |in−2in−2in−1in | − *in−1 − *in−2
¿
...
¿ |01 · · · n| −
n−1∑
i=0
*i¿|w|:
The ‘=’ sign can hold only if i0 ; i1 ; : : : ; in are ordinately equal to 0; 1; : : : ; n and
the length of the overlap in v of each two consecutive elements i and i+1 reaches the
maximal value *i. In other terms, the equal sign holds only if v= 0 ∨ 1 ∨ · · · ∨ n=w.
9. Minimal automaton
In this section we shall analyze some relationships between the Nerode equivalence
of the language of the factors of a word and the theory which has been developed in
the previous sections. As we shall see, an upper and a lower bound to the index of
the Nerode equivalence will be obtained.
Let w be a word and F(w) be the set of its factors. We consider the Nerode
equivalence NF(w), that we simply denote by Nw, de.ned as: for any u; v∈A∗,
uNwv if and only if ∀3∈A∗(u3∈F(w)⇔ v3∈F(w)):
Proposition 29. Let u; v∈F(w) and denote respectively by (; ) and (′; ′) the left-
most occurrences of u and v in w. If uNwv; then = ′ and consequently
A∗u∩A∗v = ∅:
Proof. One has w= u= ′v′. Let us assume ||6|′|. Since uNwv and v′ ∈F(w),
then u′ ∈F(w). Since (; ) is the leftmost occurrence of u, then necessarily ′= .
Proposition 30. Let s be a factor of w which is not a pre/x of w. If s is not left
special; then one has
sNw as;
where a is the unique letter such that as∈F(w).
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Proof. It is su1cient to prove that, for any )∈A∗; s)∈F(w)⇒ as)∈F(w).
If s)∈F(w), since s) is not a pre.x of w and s is not left special, then s) is left
extendable in w only by the letter a which extends s on the left in w.
Lemma 4. The Nw-classes included in F(w) are intervals of the su<x order.
Proof. Let C ⊆F(w) be a Nw-class and u; v∈C be its shortest and longest element,
respectively. By Proposition 29, for any t ∈C one has
u6s t6s v;
where 6s denotes the su1x order. Conversely, let t satisfy the above inequality. Since
uNwv, then for any )∈A∗ one has
t)∈F(w)⇒ u)∈F(w)⇒ v)∈F(w)⇒ t)∈F(w):
This implies tNwu, i.e., t ∈C.
A factor u of w is called reduced if it has the minimal length in its Nerode’s class
Nw(u). By Proposition 29 in any Nerode’s class there is a unique reduced element.
We shall denote by Rw the set of reduced factors of w. Since Nw is right invariant,
the set Rw is pre.x-closed.
Let us denote by Ew the set including the empty string and any factor of w which
can be written as u= at, with a∈A and t is either a pre.x of h′w or a left special
factor of w.
Proposition 31. Any reduced factor of w belongs to the set Ew.
Proof. Let u be a non-empty reduced factor of w. We can write u= at with a∈A and
t ∈F(w). Since u is reduced, u is not in the Nerode’s class of t. By Proposition 30,
one has that t is either a pre.x of w or a left special factor of w. In the .rst case,
since t is left extendable by the letter a in w, then t has to be a pre.x of h′w. Thus,
in both cases, u∈Ew.
Proposition 32. Let u∈Ew. If u is not reduced; then the left valence of k ′w is 2 and
u is a pre/x of the unique factor of w of the form xk ′w = kw; x∈A.
Proof. Let u∈Ew be a non-reduced factor of w. Let us write u as u= at, with a∈A.
From Lemma 4, one has that uNwt. One has that t =∈Pref (h′w). Indeed, otherwise one
would have w= t, with ∈A∗, and then derive u= aw∈F(w), which is absurd.
Thus, t is a left special factor of w, so that there exists at least one letter b = a such
that bt ∈F(w). Let us denote by ) the longest word such that
at); bt)∈F(w): (7)
If bt) is right extendable in w, then one has that there exists a letter c such that
bt)c∈F(w). Since atNw t, from t)c∈F(w) it follows at)c∈F(w), contradicting the
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maximality of ). Thus, as t) is a repeated factor of w, one has bt)= kw, t)= k ′w and
u= at ∈Pref (ak ′w). This shows that the only letter b = a such that bt ∈F(w) is the .rst
letter of kw, so that the left valence of t is 2. Since t is a pre.x of k ′w, in view of
Eq. (7) it follows that the left valence of k ′w is exactly 2. This implies that there is a
unique factor of w of the form ak ′w = kw with a∈A.
Remark 7. Suppose that the left valence of k ′w is 2 and that k
′
w is not a pre.x of w.
If x is the letter such that xk ′w is a factor of w and xk
′
w = kw, then xk ′w is not reduced.
Indeed, let us show that, for any ∈A∗ such that k ′w∈F(w), one has xk ′w∈F(w).
This is trivial if = . Let us then suppose  = . Since k ′w is not a pre.x of w, there
is a letter y∈A such that yk ′w∈F(w). Thus yk ′w = kw. Since the left valence of k ′w is
2, it follows y= x. This proves that xk ′wNwk
′
w.
A word u is called a strong box of the word w if there are letters a; b; c; d∈A and
s∈A∗ such that the following condition is satis.ed:
u= asb∈F(w); csd∈F(w); asd =∈F(w):
It is clear that a strong box u= asb of w is a proper box of w, since s has to be a
bispecial factor of w, whereas, in general, the converse is not true as shown by the
following:
Example 7. Let w= abaababaaba be the word considered in Example 1. The proper
boxes relative to the bispecial factor a are aab, baa, bab. One has that the box aab
of w is a strong box, since baa∈F(w) whereas aaa =∈F(w). On the contrary, as one
easily veri.es, the proper boxes bab and baa are not strong.
Proposition 33. A factor u of w is reduced if and only if one of the following con-
ditions is satis/ed.
(i) u∈Pref (Ah′w ∩F(w));
(ii) u∈Pref (kw);
(iii) u is a proper pre/x of a strong box of w.
Proof. Let u be a non-empty reduced factor of w. We can write u as u= at, with
a∈A and t ∈A∗. Since u is reduced, u is not in the Nerode class of t. Thus, there
exists a word + of minimal length such that t+∈F(w) and u+ ∈F(w). Since + is not
empty, we can write + as += )d, with d∈A and )∈A∗. One has then, in view of the
minimality of +,
t)d∈F(w); at)∈F(w); at)d ∈F(w):
If at) is not right extendable in w, then at)= kw, since t) is right extendable. It follows
that u= at ∈Pref (kw). Similarly, if t)d is not left extendable in w, then, as t) is left
extendable in w, one has t)d= hw, so that u= at ∈Pref (Ah′w). Let us then suppose that
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at) is right extendable and t)d is left extendable in w. Then there exist letters b and
c such that at)b; ct)d∈F(w). This implies that at)b is a strong box of w and u is a
proper pre.x of it.
Conversely, let u be a word of the set Pref (Ah′w ∩F(w)). We can write u= at, with
a∈A and t ∈Pref (h′w). Thus one has w= t) for a suitable )∈A∗ and aw= u) ∈F(w).
This proves that u is not equivalent to t (modNw) which implies, by Lemma 4, that
u is irreducible.
Let us now observe that kw is reduced. Indeed, otherwise, by Lemma 4 one would
have kw Nw k ′w, which is a contradiction, since k
′
w is right extendable. Since the set
of reduced factors of w is pre.x-closed, then the elements of Pref (kw) are reduced
factors.
Let us now consider a strong box asb. We shall prove that as is reduced. Indeed,
otherwise, by Lemma 4 one would have as Nw s. Since asb is a strong box, there are
letters c; d∈A such that csd∈F(w) and asd ∈F(w). One has that asd Nw sd. Since
sd∈F(w) and asd ∈F(w), we reach a contradiction. Since the set of reduced factors
of w is pre.x-closed, then any proper pre.x of asb is reduced.
The notion of strong box is closely related to the notion of minimal forbidden word
[1]. Let us recall that a minimal forbidden word of w is a word u ∈F(w) such that
any proper factor of u is a factor of w.
Lemma 5. If u= asb is a strong box of w; with a; b∈A; s∈A∗; then there exists a
letter d∈A such that asd is a minimal forbidden word of w.
Conversely; if v= asd is a minimal forbidden word of w; with a; d∈A; s∈A∗; then
either sd= hw; or as= kw or there exists a letter b∈A such that asb is a strong box
of w.
Proof. If u= asb is a strong box of w, then there exist letters c; d∈A such that
csd∈F(w) and asd ∈F(w). This implies that asd is a minimal forbidden word of w.
Conversely, suppose that v= asd is a minimal forbidden word of w. If as is not
right extendable in w, then as= kw, for s is right extendable in w. In a similar way,
if sd is not left extendable in w, then sd= hw. Let us then suppose that as is right
extendable in w and sd is left extendable in w. Then there exist letters b; c∈A such
that asb; csd∈F(w). Hence, asb is a strong box of w.
From the preceding lemma, one easily derives that conditions (i)–(iii) of Proposi-
tion 33 are equivalent to the condition that u is a proper pre.x of a minimal forbidden
word of w. Thus Proposition 33 can be restated as: a factor u of a word w is reduced
if and only if u is a proper pre/x of a minimal forbidden word of w. This latter state-
ment is implicitly contained in a recent result of Crochemore et al. [7, Theorem 14].
However, Proposition 33 was discovered independently.
Let us set d=Card(A) and denote by SL(w) the number of left special factors of w.
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If w∈A∗ is a word, we denote by qw the pre.x of w of minimal length which is
not left special. One has, trivially, that 06|qw|6|hw|=Hw. We shall set Qw = |qw|.
Notice that Qw =0 if and only if Card(alph(w))= 1.
Lemma 6. Let w be a word. One has
Card(Ew)= |w|+ SL(w) + 1− Qw: (8)
Proof. Let us denote by SL(j; n) the number of left special factors of w of length n
and left valence j. Let us .rst compute the number Z of the factors of w of the kind
as with a∈A and s left special. This number is given by
Z =
|w|∑
n=0
d∑
j=2
jSL(j; n)=
|w|∑
n=0
d∑
j=2
(j − 1)SL(j; n) +
|w|∑
n=0
d∑
j=2
SL(j; n): (9)
The second sum on the right-hand side of the above equation is equal to SL(w); as
proved in [5], the .rst sum is equal to |w| − Hw. Hence, one has
Z = |w| − Hw + SL(w): (10)
One easily veri.es that the number of the words of the kind as with a∈A and s a
pre.x of h′w which is not left special is equal to Hw − Qw. Thus, from the de.nition
of the set Ew, one has
Card(Ew)= 1 + Z + Hw − Qw:
From Eq. (10), the result follows.
Proposition 34. Let w be a word. The index ind(Nw) of the Nerode equivalence of
F(w) satis/es the following inequality:
|w|+ SL(w) + 2− Qw − Kw6 ind(Nw)6|w|+ SL(w) + 2− Qw: (11)
If the left valence of k ′w is di>erent from 2; then
ind(Nw)= |w|+ SL(w) + 2− Qw: (12)
Proof. By Propositions 31 and 32, it follows that Card(Ew)−Kw6Card(Rw)6
Card(Ew). Moreover, ind(Nw)=Card(Rw)+1. By Lemma 6, one easily derives
Eq. (11). If the left valence of k ′w is diJerent from 2, then by Propositions 31 and 32,
Ew=Rw and, therefore, by Eq. (8) one obtains Eq. (12).
Remark 8. By using a symmetric argument, an equation similar to Eq. (11) holds, in
which Nw is replaced by the left Nerode equivalence of F(w); SL(w) is replaced by
the number SR(w) of right special factors and Qw by the length of the shortest su1x
of w which is not right special.
A. Carpi, A. de Luca / Theoretical Computer Science 259 (2001) 145–182 181
Corollary 1. For any word w; one has
|w|+ SL(w) + 2− Hw − Kw6ind(Nw)6|w|+ SL(w) + 2: (13)
Proof. Trivial, by the fact that 06Qw6Hw.
Corollary 2. Let w be a word. The index ind(Nw) of the Nerode equivalence of F(w)
satis/es the following inequality:
ind(Nw)62|w|+ 2− Hw: (14)
Proof. Since Z=
∑|w|
n=0
∑d
j=2 jSL(j; n)¿2
∑|w|
n=0
∑d
j=2 SL(j; n)=2SL(w), from Eq. (10)
it follows that
SL(w)6|w| − Hw:
Thus, from Eq. (13) the result follows.
As is well known, ind(Nw) represents the number of states of a deterministic
(and complete) minimal automaton recognizing F(w). In [6] it is proved that |w| +
26ind(Nw)62|w|−1. Hence, the upper bound given by Eq. (14) and, a fortiori, those
of Eqs. (11) and (13), are sharper at least when Hw¿3. The lower bound given by
(13), as well as that of Eq. (11), is sharper at least when SL(w)¿Hw + Kw.
Example 8. Let w= babacbcabaccbb be the word of Fig. 1. In this case, Hw =3;
Kw =2 and Qw =2 (see Example 4). The left valence of the word k ′w = b is 3. More-
over, the left special factors of w are
; a; b; c; ab; cb; aba; abac;
so that SL(w)= 8. Since |w|=14, from Eq. (12) one has ind(Nw)= 22. In this case,
the upper bound 2|w| − 1 is equal to 27 and the lower bound |w|+ 2 is equal to 16.
Let w be the word acbcabcbc. One has that hw = ac; kw = bcbc; k ′w = cbc; qw = a
and the left valence of k ′w is 2. In this case, by Eq. (11) one has 126ind(Nw)616. As
one can verify, the number of states of a minimal deterministic and complete automaton
recognizing F(w) is 14.
As an application of the previous results, we shall show how Eq. (12) can be used
to compute ind(Nw), for an important class of .nite Sturmian words.
Let us denote by PER the set of all words w having two periods p and q such that
gcd(p; q)= 1 and |w|=p+ q− 2 [10].
Proposition 35. Let w∈PER. One has
ind(Nw)= |w|+ 2:
Proof. The result is trivial if Card(alph(w))= 1. Indeed, in this case, SL(w)= 0; Qw =0
and the left valence of k ′w is 1, so that the result follows immediately from Eq. (12).
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Let us then suppose that Card(alph(w))¿1 and w has the two periods p and q such
that p¡q; gcd(p; q)= 1 and |w|=p+ q− 2. Since w is a factor of a Sturmian word,
for each n6|w| there exists at most one left special factor of w of length n. As proved
in [9] the pre.x of w of length p − 2 is the unique left (and right) special factor of
w of maximal length and Kw = q − 1. It follows that SL(w)=p − 1; Qw =p − 1 and
the left valence of k ′w is 1. Hence, by Eq. (12), the result follows.
Example 9. Let w= abaababaaba be the word considered in Example 1. One has
w∈PER since it has the periods 5 and 8 and |w|=11. Thus ind(Nw)= 13.
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