We derive a quantity-based structural gravity equation system in which both trade flows and error terms are cross-sectionally correlated. This system can be estimated using techniques borrowed from the spatial econometrics literature. To illustrate our methodology, we apply it to a well-known Canada-US trade dataset. We find that border effects between the USA and Canada are smaller than suggested by previous studies: about 7.5 for Canadian provinces and about 1.3 for US states. Hence controlling directly for cross-sectional interdependence among both trade flows and error terms reduces measured border effects by capturing 'multilateral resistance'.
INTRODUCTION
The gravity equation provides a remarkable empirical framework for analyzing bilateral trade flows. Having been derived from various trade models under a wide range of modeling assumptions (e.g., Anderson, 1979; Eaton and Kortum, 2002; Anderson and van Wincoop, 2003; Feenstra, 2004; Helpman et al., 2008; Chaney, 2008; Melitz and Ottaviano, 2008; Behrens et al., 2009) , it is nowadays firmly rooted in mainstream economic theory and has, as such, become an essential part of every applied trade theorist's toolbox. Despite its wide applicability and excellent fit, the gravity equation suffers from several well-known and from several less well-known shortcomings. The former category comprises mainly empirical issues, such as the treatment of zero trade flows, the construction of own absorption, the measurement of internal distances, and concerns about the plausibility of various parameter estimates. These problems have been extensively discussed elsewhere in the literature (see Anderson and van Wincoop, 2004, pp. 729-733 , for a recent overview). This paper focuses instead on the less well-known problem of how to take into account the interdependence between trade flows when estimating what is inherently a general equilibrium system. Anderson and van Wincoop (2003) have argued that dealing with the regional interaction structure is important when estimating gravity equation systems. They show that the inclusion of multilateral resistance terms, i.e., terms which capture the fact that bilateral trade flows do not only depend on bilateral trade barriers but also on trade barriers across all trading partners, is crucial for the results one obtains. In other words, bilateral predictions do not readily extend to a multilateral world because of complex interactions linking all the trading partners. Although such a finding is hardly surprising in a general equilibrium setting, it has been largely neglected until now in applied work. Interdependence has, however, to be somehow controlled for in the gravity equation define an economic distance based on transport costs, whereas Conley and Topa (2002) define a socio-economic distance based on social networks.
In this paper, we pursue this latter approach which aims at extending the methodology to deal with any kind of interactions between observations in any network structure on the basis of a similarity measure. To this end, we adopt a much broader definition of the spatial weight matrix that captures those complex interaction structures, and propose to call it the interaction matrix. We use techniques borrowed from the spatial econometrics literature to estimate our theory-based gravity equation system characterized by cross-sectional correlation of trade flows. The interaction coefficients we obtain, by analogy to the spatial autocorrelation coefficients, capture the strength of cross-sectional correlation resulting from the interaction structure imbedded in the interaction matrix. Furthermore, in contrast to the spatial econometrics literature, the interaction structure arises from our theoretical model and is not chosen in an ad hoc way. We believe that this is an important step forward since in the absence of a theoretical model the lack of a natural ordering in cross-sections implies that many different interaction matrices may be used to study the same issue. It is then difficult to identify the most 'relevant' one, thereby requiring extensive sensitivity analysis and leaving the door open to arbitrariness.
On top of controlling directly for cross-sectional interdependence, our approach has several additional advantages. First, it does not enforce a strict pattern of interdependence as, for example, the model by Anderson and van Wincoop (2003) does. Our approach is therefore more robust to potential misspecification concerning the form of the interdependence. Second, it reveals that all coefficients, including the interaction coefficients for both trade flows and the error terms, are generally region specific. Hence the proper estimation of the model requires the use of local techniques that can deal with parameter heterogeneity across observations. Last, we model more carefully the error structure, thereby also controlling for cross-sectional correlations that may arise in the error terms.
To illustrate the usefulness of our approach, we apply it to the well-known Canada-US dataset used by, among others, Anderson and van Wincoop (2003) and Feenstra (2004) to assess the magnitude of Canada-US border effects. We first estimate a model where all coefficients are constrained to be identical across regions ('homogeneous coefficient case'). Doing so simplifies the econometric implementation and yields results that are comparable to those in the literature. We then provide estimates for a model with region-specific coefficients, except for the interaction coefficients which are country specific ('heterogeneous coefficient case'). Our key results may be summarized as follows. First, we show that there remains cross-sectional correlation in the ordinary least squares (OLS) residuals of the gravity equation, given our theoretical interaction structure, even when including origin-and destination-specific fixed effects. Put differently, OLS estimates are at best inefficient and at worst inefficient and biased, because the fixed effects fail to capture the cross-sectional interdependence among trade flows. This finding vindicates the use of techniques borrowed from spatial econometrics, as well as a more careful modeling of the error structure. Second, we estimate the homogeneous coefficient specification of the model and show that, as predicted by theory, there is significant negative cross-sectional correlation between trade flows. Controlling for this correlation reduces measured border effects between the USA and Canada, which drop to about 7.5 for Canadian provinces and 1.3 for US states. Last, we provide results for the heterogeneous coefficient specification of the model under the restriction of country-specific interaction parameters. Our estimates reveal significant variations in both distance elasticities and border effects across provinces and states. While border effects for almost all US states are small and statistically insignificant, those for Canadian provinces are generally larger and almost all statistically significant.
The remainder of the paper is organized as follows. Section 2 presents the model and derives our gravity equation system. Section 3 derives the estimating equation from the theoretical model. Section 4 presents the data, summarizes briefly previous estimation methods, and discusses our empirical results for both the homogeneous and the heterogeneous coefficient cases. Section 5 concludes. All technical developments are relegated to a web appendix available online as supporting information.
A 'DUAL' GRAVITY MODEL
We begin by presenting a novel way of deriving a system of gravity equations that does not depend on unobservable price indices, yet encapsulates the general equilibrium interdependencies of the full trading system. Contrary to Anderson and van Wincoop (2003) , who derive gravity equations from a CES expenditure system with goods that are differentiated by region of origin and the supply of which is fixed, we rely on a CES monopolistic competition model with free entry. Using the inverse demand functions and exploiting the fact that price indices depend on trade flows, we derive an implicit equation system that depends on observables only and that can be estimated using techniques borrowed from the spatial econometrics literature. In a nutshell, whereas previous research either derives a gravity equation system with nonlinear constraints in unobservable price indices (Anderson and van Wincoop, 2003) or uses a linearization with respect to prices (Baier and Bergstrand, 2009) , we derive an 'unconstrained' linearized gravity equation with correlated trade flows.
Preferences
Consider an economy with n regions. Each region i is endowed with L i workers/consumers, who each supply inelastically one unit of labor. Labor is the only production factor, so that L i stands for both the size of, and the aggregate labor supply in, region i. All consumers have identical CES preferences over a continuum of horizontally differentiated product varieties. A representative consumer in region j solves the following problem:
where > 1 denotes the constant elasticity of substitution between any two varieties; y j stands for individual income in region j; p ij v and q ij v denote the consumer (i.e., the delivered) price and the per capita consumption of variety v produced in region i and sold in region j; and where i denotes the set of varieties produced in region i. Varieties produced in the same region are assumed to be symmetric, which allows us to alleviate notation by dropping the variety index v. Let m k stand for the measure of k (i.e., the mass of varieties produced in region k). It is readily verified that the aggregate inverse demand functions for each variety are then given by
units of output requires cq C F units of labor, where c is the marginal and F is the fixed input requirement.
3 Shipping varieties both within and across regions is costly. More precisely, shipping one unit of any variety between regions j and k requires dispatching jk > 1 units from the region of origin, while the rest 'melts away' in transportation (the so-called 'iceberg' assumption). It is worth pointing out that we need not make a priori any assumption on either the value of trade costs ii within regions, nor on the symmetry of trade costs ij across regions.
A firm located in region j maximizes its profit, given by j D k p jk cw j jk Q jk Fw j with respect to the quantities Q jk and subject to the inverse demand schedule (1). Because price and quantity competition are equivalent when there is a continuum of firms, the profit-maximizing prices display a constant markup over marginal cost: p jk D jk p j , where p j Á cw j / 1 stands for the producer (i.e., the mill) price in region j. Free entry and exit drive profits to zero, which implies that each firm must produce the break-even quantity
irrespective of the region j it is located in. 
Equilibrium
To derive the gravity equation system requires determination of the value of trade flows from i to j. The latter is given by X ij Á m i p ij Q ij which, using (1), can be expressed as follows:
Aggregate income constraints, the equilibrium prices, and the zero profit condition (2) then imply that Y i D k m i p ik Q ik D m i p i Q. Solving for m i D Y i / p i Q and substituting the result into (3) allows us to eliminate the unobservable mass of firms to obtain
By definition of the trade flows X ij and the mass of firms m i , it must be that
3 All firms are identical in our model. For gravity equations with heterogeneous firms see Chaney (2008) , Helpman et al. (2008) , Melitz and Ottaviano (2008) and Behrens et al. (2009) . 4 Strictly speaking, this condition only holds when all regions have at least some firms (interior equilibrium). In what follows, we focus exclusively on such interior equilibria as they are the empirically relevant ones for our subsequent analysis.
Plugging (5) into (4) and simplifying then yields
where we have used the equilibrium relationship p i /p k D w i /w k and the aggregate income constraint w i D Y i /L i . Expression (6) can be rewritten as follows:
which is a system of equations capturing the interdependence of all trade flows towards region j.
To close the general equilibrium system, we impose the aggregate income constraints
As can be seen from expressions (7) and (8), all trade flows X ij (including own absorption X ii ) are linked in equilibrium, both directly (since varieties are substitutes) and indirectly (via the aggregate income constraints). Formally, we can think about such a system as being a directed graph, where the X ij are the flows between regions (the 'nodes') along trading routes (the 'edges'), and where the Y i play the role of flow conservation constraints.
ECONOMETRIC SPECIFICATION
We now propose an econometric method for estimating the gravity equation system (7). This method builds on the foregoing observation that trade flows are interdependent and that this interdependence needs to be somehow taken into account. Our approach draws quite naturally on spatial econometric techniques, which are precisely designed to deal with cross-sectional interdependence in both variables and error terms. When compared to other estimation methods, we believe that ours offers four advantages:
1. It directly deals with cross-sectional interdependence among trade flows, as implied by our theoretical model. 2. It uses a more careful modeling of the error structure, thereby controlling for possible crosssectional correlations in the error terms. 3. It reveals that all coefficients, including the distance elasticities and border effects, are generally region-specific (see Anderson and Smith, 1999; Helpman et al., 2008) and allows for statistical inference on estimated border effects and distance elasticities. 4. it allows us to sidestep the thorny issue of how to choose by working with a linearized version of the equilibrium system. As is known in the literature, estimation results for depend both on the level of aggregation and the estimation method and vary widely from about 1.3 to over 22 (Hummels, 2001; Broda and Weinstein, 2006) .
We now linearize the model of Section 2, derive an econometric specification and discuss in more detail the error structure.
Linearization and Matrix Form
Taking the logarithm of (7), we readily obtain:
Clearly, there is interdependence across trade flows as X ij depends negatively on the nominal sales of the other regions in market j. To obtain a specification that is amenable to estimation with spatial econometric techniques, we linearize f around D 1. As shown in supporting information Appendix A, doing so yields the following equation:
10 where Z ij Á X ij / Y i Y j is a GDP-standardized trade flow (but which we will refer to as trade flow for short); and where L Á k L k denotes the total population. Expression (10) reveals the essence of interdependence in the gravity equation system: the trade flow X ij from region i to region j also depends on all the trade flows from the other regions k to region j. Several comments are in order. First, trade flows from i to j are affected by relative trade barriers, as measured by the deviation of bilateral trade barriers ij from the population weighted average (second term). Put differently, relative accessibility matters. Second, trade flows from i to j are negatively affected by wages w i in the origin region (third term). Higher wages raise production costs and make region i's firms less competitive in market j, thereby reducing trade flows. Last, trade flows from i to j decrease with trade flows Z kj from any third region k into the destination market, because varieties are substitutes. This effect is stronger the closer substitutes the varieties are (i.e., the larger the value of ).
5 In our estimations, interdependence will be captured by an autoregressive interaction coefficient, and this coefficient can be seen as a measure of 'spatial competition' encapsulating both aspects related to market power and consumer preference for diversity (via the parameter ).
To make notation more compact, we recast (10) into matrix form as follows:
In expression (11), we have defined Z Á ln X ij / Y i Y j as the n 2 ð 1 vector of the logarithms of trade flows; 1I as the n 2 ð 1 vector whose components are all equal to 1; I as the n 2 ð n 2 identity matrix; W as the n 2 ð n 2 matrix whose contents will be made precise below; t Á ln ij as the n 2 ð 1 vector of the logarithms of trade costs, whose contents will also be made precise below; and w Á ln w i as the n 2 ð 1 vector of the logarithms of origin wages. Some simple algebraic manipulations show that W D [S diag L ] I n , where S is the n ð n matrix whose elements are all equal to 1; denotes the Kronecker (tensor) product; diag(L) is defined as the n ð n diagonal matrix of the L k /L terms; and I n is the n ð n identity matrix.
Turning to the functional form of trade costs, we follow standard practice by assuming that ij is a log-linear function of distance and border effects that can be expressed as follows:
where d ij denotes the distance between regions i and j; and where b ij is a dummy variable taking the value 1 if the flow X ij crosses an international border (the Canada-US border in our application below), and 0 otherwise. Taking logarithms of (12), we can rewrite the trade cost specification in matrix form as follows:
where d Á ln d ij is the n 2 ð 1 vector of the logarithms of distance; and where b is the n 2 ð 1 vector of dummy variables indicating cross-border flows. We then have
where variables superscripted with a tilde are measured as deviations from their population weighted averages. We stick to this notation in the remainder of the paper to ease the exposition.
Substituting (14) into (11) then yields the following estimating equation:
whereˇ0 Á ln L < 0 is the constant term;ˇ1 Á 1 < 0 is the distance coefficient of deviations from population weighted average distances (which, because of the implicit structure of the model, differs from the true distance elasticity); and whereˇ2 Á < 0 is the coefficient for the wage in the origin region. Turning to the impacts of crossing an international border, i.e., the border effects, their coefficient is given by Â Á 1 < 0. How to precisely compute and decompose the border effects into intra-and international components is explained in more detail in Section 5. Finally, the autoregressive interaction coefficient Á 1 < 0, which captures the interdependence across trade flows, is smaller the closer substitutes the varieties are. Hence provides an intuitive measure of 'spatial competition'.
Econometric Specification and Error Structure
To obtain a specification that can be estimated by techniques borrowed from the spatial econometrics literature requires rewriting the implicit equation (15) in explicit form, i.e., to move all the ln X ij terms to the left-hand side which then only depends on the other flows. Furthermore, we have to introduce the error structure into the model.
Let W diag Á diag L I n denote the matrix containing only the diagonal elements of W, each repeated n times by block. Equation (15) can then be rewritten as follows:
for all i, we can pre-multiply it by its inverse to obtain the following expression:
where W d D W W diag is our theory-based interaction matrix. It is worth pointing out that W d is not row-normalized (i.e., the rows do not sum to one). Note also that W d does not contain any form of geographic connectivity, in contrast to the traditional practice in the spatial econometrics literature. The similarity measure that flows from our theoretical model is based on the relative size of regions as reflected by population shares.
The n elements between positions n i 1 C 1 and ni for i D 1, . . . , n of I W diag 1 ,
, depend on the origin index i only, which is fixed and identical for all destinations. Observe that in expression (16) the components of the transformed (overlined) matrices of coefficients are given by
We have a specification with a distinct set of parameters for each region. The full model therefore has a 'club' structure since all parameters (including the autoregressive ones) should ideally be estimated separately ('locally') for each region. Quite naturally, we refer to the model (16) as the heterogeneous coefficients model. Since it is econometrically complex to handle, we first estimate a simpler benchmark in which we constrain all coefficients to be identical across regions, which we refer to as the homogeneous coefficients model. Formally, constraining the coefficients to be identical amounts to assuming that the diagonal of W is equal to zero in equation (15), i.e., that W D W d . In that case, the model simplifies substantially and can be written as
where the different coefficients are now identical across regions. To estimate equation (16) or (18), we need to spell out the error structure underlying the model. Though fundamental to the analysis, this modeling aspect has received only little attention. This is quite surprising because when the error terms are introduced into the econometric specification via the trade costs ij or the trade flows Z ij , as usually done in the literature, one must take into account the fact that 'the multilateral resistance variables also depend on these error terms' (Anderson and van Wincoop, 2004, p. 713) . The same holds true for the border effects, since these effects in any region depend in a complex way on a spatially weighted average of the effects in all the other regions. Consequently, the error terms will exhibit some form of cross-sectional correlation that has to be dealt with. To the best of our knowledge, this point has largely gone unnoticed until now in the gravity literature. Although 'errors can enter the model in many [. . .] ways of course, about which the theory has little to say' (Anderson and van Wincoop, 2003, p. 180) , it is likely that the exact way the error terms are introduced into the model is crucial to the estimates one obtains.
There are several ways to introduce the error terms into the model. First, we could assume that they arise from the imperfect measurement of trade costs, i. 
where the coefficient must be estimated from the model. Hence the error terms u ij are autocorrelated under the form of a first-order moving average across interacting regions. Our econometric specification corresponds therefore to the so-called SARMA model in the spatial econometric literature (Huang, 1984) . Although moving averages are quite common in structural 4. EMPIRICAL IMPLEMENTATION We apply our methodology to the well-known Canada-US dataset used, among others, by Anderson and van Wincoop (2003) and Feenstra (2004) . We begin by briefly reviewing the data, previous estimation methods and results. We then estimate the OLS benchmark, both with and without importer-exporter fixed effects and show that the OLS residuals remain autocorrelated. This finding vindicates the use of techniques similar to those used in spatial econometrics for estimating such equations because OLS estimators are at best inefficient and at worst inefficient and biased. Second, we estimate, using maximum likelihood, our preferred theorybased specification, namely the SARMA model, under the assumption of homogeneous coefficients (given by equations (18) and (19)). We also run a series of robustness checks by estimating the model using alternative error structures which are commonly used in spatial econometrics. As will become clear, the empirical results clearly back the theoretical specification. Last, we estimate, again using maximum likelihood, the SARMA model in its more general form with heterogeneous coefficients (given by equations (16) and (19)). Since estimating the fully heterogeneous model requires estimating as many autoregressive interaction coefficients for the endogenous variable and the error terms as there are regions, we restrict ourselves to the case where we estimate only country-specific autoregressive interaction coefficients, whereas all other coefficients are allowed to vary across regions. 
Data and Controls
A description of the dataset and the data sources is provided in supporting information Appendix B. Our dataset features aggregate manufacturing exports X ij between regions, regional GDPs Y i , internal absorption X ii (all measured in million US dollars for the year 1993), and great circle distances d ij (measured in kilometers) between regional and provincial capitals for 30 US states and 10 Canadian provinces. The full list of regions is provided in Table IV. Estimating the model raises three different sets of issues. First, unlike other gravity models, which disregard own absorption X ii in the estimation, we require a measure of internal trade costs because we have to take into account the full interdependence structure. Following Redding and Venables (2004) , we measure internal trade costs as ii Á Ä p surface i / , where surface i denotes the region's surface (measured in square kilometers). As estimation results are known to be somewhat sensitive to the measure of internal distance (see, for example, Head and Mayer, 2002) we use both values of 1/3 and 2/3 for Ä as robustness checks.
Second, we require data on regional wages w i , which we measure using average hourly manufacturing wages, and regional populations L i . These two regressors may be potentially endogenous. For example, some unobserved shock to production in a region i may lead to an increase in trade flows from region i to region j, triggering at the same time an inflow of population and wage increases as labor demand rises. To control for the potential endogeneity of wages and populations, we use 5-year lagged values for these two variables.
Last, since our estimation method requires all bilateral trade flows across all pairs of regions, to account for their interdependence, we further have to deal with the well-known problem of zero trade flows. Indeed, there are 49 zero observations out of 1600 in our dataset, which requires an appropriate treatment. Since there is no generally agreed upon method for doing so (see, for example, Anderson and van Wincoop, 2004; Disdier and Head, 2008) , we proceed as follows. First, we augment the trade flows by adding 1, such that that their log is equal to zero. Second, we control for this adjustment by including a zero-flow dummy variable in the regression, which takes value 1 if the log-flow is zero and which takes value 0 otherwise. Although this is a crude way of controlling for zero trade flows, truncating the sample would not perform better or be theoretically more sound. There are two justifications for our procedure. First, there are only few zeros in the sample (about 3%, against more than 50% for studies using international trade data). Hence the data are not dominated by the occurence of zero values and the need for a corrective procedures is thus less stringent. Second, our zeros are unlikely to be 'true zeros' as this would entail no aggregate manufacturing trade between several US states. While the occurrence of zero flows is indeed more likely for regions that are further away from each other or for which the partner GDP is smaller, it seems highly unlikely that there is no aggregate trade between, for example, Ohio and Maine or Arizona and Texas, as reported in our data. 8 We may thus consider that some flows are just not reported, and the zero-flow dummy controls for these outliers.
Previous Estimation Methods
We now briefly review previous estimation methods. The first one is based upon the strong assumption that trade flows are independent: estimating the determinants of X ij can then be done without taking into account any information provided by X kl . McCallum (1995), among others, makes this assumption to estimate by OLS the following empirical gravity equation for Canada-US interregional trade:
Doing so yields paradoxically large values for the border coefficient˛5, ranging from 3.07 to 3.30 (McCallum, 1995) . Consequently, Canadian provinces seem to trade 21.5 to 27 times more with themselves than with US states of equal size and distance, an unrealistically large value for two well-integrated and culturally similar countries.
In columns 1-3 of Table I , we replicate McCallum-type OLS regressions of the form (20) as our benchmark. To stay as close as possible to the original analysis, we define the border effects as in Anderson and van Wincoop (2003) . Hence we introduce two sets of dummy variables, bordCA ij and bordUS ij , for Canada-US and US-Canada flows, respectively. The implied border effects can be retrieved as the exponential of minus the coefficient of bordCA ij and bordUS ij . As can be seen from Table I , all coefficients have the correct sign, reasonable magnitudes, and are precisely estimated. Results for the distance elasticity are somewhat sensitive to the definition of internal distance. As can be further seen from Table I , the magnitude of the border effects for Canadian provinces ranges from about 14.5 to 15.4, depending on the definition of internal distance. These estimates are in line with the McCallum-type regressions of Anderson and van Wincoop (2003, Note: The first three columns correspond to the estimation of equation (20), whereas the last three columns correspond to the estimation of equation (23 However, as can also be seen from the last line of Table I , not a single OLS specificationà la McCallum passes Moran's I test for the absence of cross-sectional correlation of the residuals given our theory-based interaction structure (Cliff and Ord, 1981) . Stated differently, there remains a significant amount of cross-sectional correlation in the OLS residuals, which leads at best to inefficient and at worst to both inefficient and biased estimates (with omitted variable bias because of the missing spatially lagged variable). The presence of cross-sectional correlation suggests that the use of appropriate econometric techniques dealing with this problem is required.
To deal with interdependence and with McCallum's 'border effect puzzle', Anderson and van Wincoop (2003) build on the 'price version' of the CES model presented in Section 2. Assuming equal wages and symmetric trade costs that are a log-linear function of bilateral distance and the existence of an international border between i and j, they derive the following instance of a gravity equation system:
where Z ij are the GDP-standardized trade flows; k is a constant; and Equations (21) and (22) reveal that the determinants of Z ij cannot be consistently estimated without taking into account the conditions prevailing in the origin and destination markets i and j, as captured here by a simple transformation of the CES price indices. These price indices themselves depend on the inverse demands and therefore on the different trade flows. Hence the independence assumption underlying the McCallum-type estimates is not valid, which is likely to bias the estimation results. Anderson and van Wincoop (2003) estimate equation (21) using nonlinear least squares, where the multilateral resistance terms are solved for in a first step using (22). While this procedure accounts for interdependence, it has at least three drawbacks. First, it makes strong structural assumptions on the form of the cross-sectional interdependence between the multilateral resistance terms that stem directly from the CES specification. Our approach does not impose a priori such a structure and is therefore more robust to misspecification. Second, Anderson and van Wincoop's method does not allow for parameter heterogeneity across regions, whereas ours does. As will be shown later, parameter estimates widely vary across regions, and imposing common coefficients may thus be unwarranted. Last, as the multilateral resistance terms are solved for numerically, their statistical significance is usually not tested (though this could be done). We will provide such tests and show that US border effects are mostly insignificant, whereas Canadian border effects are not.
A third estimation method has been suggested by Anderson and van Wincoop (2003) and Feenstra (2004) . This method replaces the multilateral resistance terms with region-specific importer-exporter fixed effects. In this case, (21) can be written as
where υ i 1 denotes an indicator variable that equals one if region i is the exporter, and zero otherwise; and where υ j 2 denotes an indicator variable that equals one if region j is the importer, and zero otherwise. The coefficientsˇi 1 D 1 ln i andˇj 2 D 1 ln j then provide estimates of the multilateral resistance terms.
Although the fixed-effects procedure yields theoretically consistent estimates of the average border effect in a CES modelà la Anderson and van Wincoop with uncorrelated error terms (see Feenstra, 2004) , it disregards some part of the interdependence across trade flows. Hence, while the fixed effects method has the advantage of being simple to implement, as OLS can be used under the traditional assumptions on the error terms, its main drawback is that it does not capture all the interactions of the model. Columns 4-6 of Table I show results for OLS fixed effects regression. As can be seen from the last line in Table I , even after controlling for multilateral resistance by using region-specific importer-exporter fixed effects, there remains a significant amount of cross-sectional correlation in the OLS residuals. This finding suffices to show that fixed effects capture heterogeneity but do not capture interdependence. In other words, although fixed effects allow one to partly control for interdependence, they are by no means sufficient from both a theoretical and an econometric point of view. Note: All six columns correspond to the estimation of the model given by equations (18) and (19). Standard errors are given in parentheses (with a D 0.01, b D 0.05, c D 0.1); those for border effect coefficients are computed using the Delta method. See supporting information Appendix C.1 for an explanation of how to compute the border effects. Following Feenstra (2004) , average border effects are computed as the geometric mean of the individual border effects. The number of observations is 1600. The interaction matrix is W d in all specifications, it is normalized by its spectral radius (see, for example, Kelejian and Prucha, 2009 ) so that the normalized autoregressive and moving average coefficients are both in the interval ( 1,1). AIC and BIC stand for the Akaike and the Schwarz information criteria, respectively.
Econometric Estimation: Homogeneous Coefficients
We now estimate the gravity equation system using techniques similar to those used in spatial econometrics. First, we impose homogeneous coefficients to estimate the theory-based SARMA specification (18) and (19). Columns 1-3 in Table II summarize our results. As can be seen, all coefficients, including the autoregressive ones, have the correct signs, plausible magnitudes, and are precisely estimated. The distance coefficient for d ij , measured as a deviation from the population weighted average, increases slightly in absolute value when compared to the OLS specification but remains overall fairly stable. Turning to the wage term, it is worth noting that it is negative and highly significant. Put differently, higher-origin wages reduce trade flows because of increased production costs. Although one might a priori suspect that interregional wage differentials should not significantly affect interregional trade flows in an integrated economic environment like North America, where interregional wages differentials are relatively small, our results show that this is not the case: interregional wage differentials are significant enough across North American regions to affect trade flows. One of the key empirical results in the SARMA specification is that there is a significant amount of negative cross-sectional correlation among trade flows ( < 0), as predicted by our model. There is also significant positive cross-sectional correlation among error terms ( > 0), which suggests that controlling for that correlation is important. As can further be seen from Table II , capturing the interdependence of the equilibrium system in the SARMA model reduces the border effects with respect to the OLS estimates, but also with respect to Anderson and van Wincoop (2003) . Supporting information Appendix C.1 provides a detailed explanation of how to compute and to decompose the border effects. In our theory-based specification, the border effects for Canadian provinces range from about 7.3 to 7.6, whereas those for US states cluster around 1.3. These values must be compared with Anderson and van Wincoop's measured border effects of 10.5 for Canada and 2.6 for the USA. Balistreri and Hillberry (2007) argue that the construction of the state-state trade flows by Anderson and van Wincoop (2003) , using shipping data from the Commodity Flow Survey (CFS), relies on a scalar numerical scaling to make the data 'comparable' to the Canada-US trade data. However, it is likely that Anderson and van Wincoop's pre-treatment of the data has overcorrected the CFS shipping data and therefore understates US state-state trade flows. Consequently, measured Canadian border effects would appear artificially lower since the intraCanadian trade intensity seems significantly larger when compared to the US one. As a robustness check with respect to the magnitude of US flows, columns 4-6 of Table II replicate our estimates when all US state-state trade flows are inflated by a factor of 1.3 (i.e., instead of adjusting the CFS data by a factor of 0.53, we adjust it by a factor of only 0.69). As one can see, measured Canadian border effects indeed increase to reflect the larger US trade flows, which is consistent with the findings by Balistreri and Hillberry (2007) .
As stated in the foregoing, there are many ways of modeling the error structure about which theory has little to say. To see how sensitive the results are to the precise type of error structure, we now run two robustness checks. First, we approximate the moving average by a more general autoregressive error structure, which leads to a model similar to the so-called general spatial model (Anselin, 1988) or SARAR model (Kelejian and Prucha, 2009) . Consider a vector of error terms u that is cross-sectionally correlated according to the autoregressive structure:
where ε is i.i.d. and normally distributed with zero mean and variance 2 I. Provided that j j < 1/Á, where Á is the spectral radius of W d (see for example, Kelejian and Prucha, 2009) , we can write:
When the successive powers in the sum converge to 0 sufficiently quickly, the autoregressive structure approximates appropriately the first-order moving average, i.e., u ³ ε C W d ε as in (19) . Observe that this approximation is reasonably accurate provided that is small enough and that the elements of the successive powers of W d converge to zero sufficiently quickly.
We estimate the SARAR specification with homogeneous coefficients (given by equations (18) and (24)). The results are summarized in columns 1-3 of Table III. Observe that, as in the SARMA model, the autoregressive interaction coefficient is negative and highly significant in all estimations, which is in accord with the underlying theory stipulating that trade flows towards the same market are substitutes. The magnitude of is slightly larger but reasonably close to the one obtained in the SARMA model. All remaining coefficients are precisely estimated and the signs are identical to those obtained under the SARMA specification. The distance coefficients Note: The first three columns correspond to the estimation of the model given by equations (18) and (24), whereas the last three columns correspond to the estimation of the model given by equation (25) . Standard errors are given in parentheses (with a D 0.01, b D 0.05, c D 0.1); those for border effect coefficients are computed using the Delta method. See supporting information Appendix C.1 for an explanation of how to compute the border effects. Following Feenstra (2004) , average border effects are computed as the geometric mean of the individual border effects. The number of observations is 1600. The interaction matrix is W d in all specifications; it is normalized by its spectral radius (see, for example, Kelejian and Prucha, 2009 ) so that the normalized autoregressive coefficients are in the interval ( 1,1). AIC and BIC stand for the Akaike and the Schwarz information criteria, respectively. and border effects remain fairly similar, and the wage coefficient is again negative and highly significant. As a second robustness check, we re-estimate the model by introducing the error terms in an ad hoc way. The easiest way of doing so is to rewrite (18) as follows:
which simply amounts to adding the i.i.d. normal error term ε to the estimating equation. The resulting specification (25) is similar to a standard spatial autoregressive model (SAR model) (Lee, 2004) . Columns 4-6 in Table III summarize estimation results for the SAR model with homogeneous coefficients. Observe that, although the other coefficients remain fairly stable, the autoregressive interaction coefficient is not significantly different from zero (with even positive point estimates). This result runs plainly against the underlying theory which predicts a negative cross-sectional correlation across trade flows. Hence the ad hoc introduction of the error term is not backed by the data in the sense that it is incompatible with the qualitative predictions of the (16) and (19), where we impose countryspecific autoregressive parameters. Significance is displayed as a D 0.01, b D 0.05, and c D 0.1. The interaction matrix is W d in all specifications; it is normalized by its spectral radius (see, for example, Kelejian and Prucha, 2009 ) so that the normalized autoregressive and moving average coefficients are both in the interval ( 1,1). See supporting information Appendix C.2 for an explanation of how to compute the border effects. Distance elasticities ε d ij are computed from the explicit form of the model. See supporting information Appendix D for details on the maximum likelihood estimation of the heterogeneous SARMA model. larger, so that borders affect only a much smaller part of sales from US firms than from Canadian firms.
Last, as can be seen from effects for the US states are uniformly smaller, ranging from insignificant to a high of about 5. To sum up, border effects are generally small for US exports to Canada, whereas they do exist for Canadian exports to the USA. Their magnitude, however, seems smaller than previously thought once 'multilateral resistance' is captured via the cross-sectional interdependence of trade flows. Last, as shown by expression (17), the model predicts the existence of a positive and concave relationship between a region's relative size L i /L and its distance coefficientˇ1 i . Figure 3 , which summarizes our estimation results from Table IV, reveals the existence of this pattern relating regional sizes to distance elasticities: larger regions face lower distance elasticities than smaller regions do. One possible explanation for this finding is that smaller markets are less competitive, so that less productive firms are selected into those markets (Melitz, 2003; Melitz and Ottaviano, 2008) . Provided there is a positive correlation between a firm's productivity and its shipping costs, these firms then have a greater handicap in serving foreign markets, thus facing higher distance elasticities than more productive firms in larger and more competitive markets.
CONCLUSIONS
Building on a 'dual' version of the gravity equation, we have shown how techniques adapted from the spatial econometrics literature can be used to control for cross-sectional interdependence among trade flows. Handling such interdependence is a major issue for consistent estimation but has been rather elusive until now. Our results suggest that, as in Anderson and van Wincoop (2003) , theory-based estimation of the gravity equation leads to smaller border effects than those obtained with ad hoc specifications or fixed-effects methods. Put differently, there seems to be less of a 'border puzzle' once the cross-sectional correlations in the data have been controlled for.
Besides reducing the magnitudes of the border effects, our methodology offers a number of additional advantages when compared to previous approaches: (i) it accounts for cross-sectional interdependence among trade flows, as implied by our model, and thus directly controls for multilateral resistance; (ii) it uses a more careful modeling of the error structure, thereby controlling for possible cross-sectional interdependence in the error terms; (iii) it does not impose a rigid pattern on the interaction structure and is therefore more robust to potential misspecification;
