After validation with experimental data, large-eddy simulation (LES) is used to study in detail the open-channel flow through a curved flume. Based on the LES results, the present paper addresses four issues. Firstly, features of the complex bicellular pattern of the secondary flow, occurring in curved open-channel flows, and its origin are investigated. Secondly, the turbulence characteristics of the flow are studied in detail, incorporating the anisotropy of the turbulence stresses, as well as the distribution of the kinetic energy and the turbulent kinetic energy. Moreover, the implications of the pattern of the production of turbulent kinetic energy is discussed within this context. Thirdly, the distribution of the wall shear stresses at the bottom and sidewalls is computed. Fourthly, the effects of changes in the subgrid-scale model and the boundary conditions are investigated. It turns out that the counter-rotating secondary flow cell near the outer bank is a result of the complex interaction between the spatial distribution of turbulence stresses and centrifugal effects. Moreover, it is found that this outer bank cell forms a region of a local increase of turbulent kinetic energy and of its production. Furthermore, it is shown that the bed shear stresses are amplified in the bend. The distribution of the wall shear stresses is deformed throughout the bend due to curvature. Finally, it is shown that changes in the subgrid-scale model, as well as changes in the boundary conditions, have no strong effect on the results.
1. Introduction 1.1. Background In open-channel bends, the curvature of the flow gives rise to secondary flow, resulting in the classical helical motion. This helical motion is of large importance in river bends (see, for instance, Einstein & Harder 1954 and Tanner 1963) , where it plays a key role in the formation of erosion and sedimentation patterns in the river bed.
To enable the prediction of the morphological changes in river bends, the flow and turbulence properties have to be known first, since the topography and the planimetry of a river bed strongly depend on the spatial distribution of the velocities and the boundary shear stresses, which directly follow from the Reynolds shear stress distribution. Moreover, the proper understanding of the flow and turbulence characteristics in curved open-channel flows is of importance for the prediction of the spreading of pollutants and thus for the water quality of natural river systems.
However, due to the occurring high Reynolds number, the complexity of the river bed and the shallowness of the flow, it is difficult to predict the flow structure in river bends with sufficient detail. In order to understand its features, river flow is often downscaled to a laboratory scale either as a single-bend flow (see, for instance, Rozovskii 1957; Hicks, Jin & Steffler 1990; Booij 2003) or as a periodic meandering flow (see, for instance, Shiono & Muto 1998) . Field measurements of natural river bend flow are performed by Bathurst, Thorne & Hey (1977) and Thorne et al. (1985) .
One of the key features of curved open-channel flow is the existence of secondary flow cells perpendicular to the main flow direction. In general, two types of secondary flow are distinguished, namely secondary flow of Prandtl's first kind and Prandtl's second kind (Bradshaw 1987; Nezu & Nakagawa 1993) . The first type is associated with vorticity induced by skewing of the mean shear, for instance by centripetal forces. The second type is associated with vorticity generated by anisotropy and inhomogeneity of the Reynolds stress tensor and is commonly referred to as turbulence-driven secondary flow.
In turbulent straight open-channel flow, these turbulence-driven secondary currents have received a lot of attention in the past century, starting with the ideas of Prandtl in the mid twenties. The discussion on these secondary currents seems to be settled in an article by Demuren & Rodi (1984) , who have summarized and criticised the experimental findings of Brundett & Baines (1964) , Gessner & Jones (1965) , Perkins (1970) and Gessner (1973) , and have shown, on the basis of the balance equation for streamwise vorticity, that the terms associated with turbulence stresses are dominant, confirming the turbulence stress distribution to be the cause of the secondary flow.
In turbulent curved open-channel flow, secondary flow of Prandtl's first kind comes into existence due to the balance between pressure forces and centripetal forces. Addition of this secondary flow to the primary flow leads to the classical helical motion, which is always observed, for instance, in river bends. Besides the skewinduced secondary flow cell, a second, counter-rotating secondary flow cell often exists near the outer bank of the channel. Figure 1 illustrates this secondary flow pattern schematically. This outer bank cell has been observed in natural river systems by Bathurst et al. (1977) and Thorne et al. (1985) . In spite of several attempts to investigate the characteristic features of this outer bank cell, for instance by Booij (2003) and Blanckaert & de Vriend (2004) , it is not yet clear what causes the existence of this outer bank cell.
Secondary flow in open-channel flow has implications for its numerical modelling. For instance, Demuren & Rodi (1984) have already pointed out that secondary flow of Prandtl's second kind in straight open-channel flow could not be reproduced by Reynolds Averaged Navier-Stokes (RANS) models with an isotropic eddy viscosity model, as it is the anisotropy of the turbulence stresses that make the secondary flow come into existence (cf. Speziale 1987) . Moreover, Blanckaert & de Vriend (2004) have shown that such models are inherently unable to reproduce the cross-sectional flow pattern of turbulent kinetic energy fluxes as observed by them, because isotropic eddy viscosity models are absolutely dissipative. Thus, the two-way transfer of turbulent kinetic energy between mean motion and turbulent motion cannot be maintained. This is confirmed by the simulations of Kimura et al. (2008) and Zeng et al. (2008) .
Methodology and objectives
In the present study, large-eddy simulation (LES) is used for the simulation of the flow through a curved laboratory flume, which can be regarded as a schematisation of the flow through a natural river bend. Since in an LES the flow and turbulence are for the larger part resolved, it enables a thorough study of the large-scale turbulence characteristics of curved open-channel flow, which can largely benefit the understanding of the physical phenomena occurring in natural river bend flow.
LES has become quite a common tool for the study of open-channel flows. Within the context of straight open-channel flow, the work of, among others, Shi, Thomas & Williams (2000) and Broglia, Pascarelli & Piomelli (2003) Nonetheless, on single-bend open-channel flow only RANS studies have been published in the literature. Some of them are reported by, among others, Ye & McCorquodale (1998) and Zeng et al. (2008) . But since the single-bend open-channel flow is a very basic flow type and the most straightforward way to schematise a river bend flow, its flow and turbulence properties have to be known well. For that purpose, RANS studies are not sufficient and a clear need exists for more fundamental numerical studies.
Experimental studies on single-bend open-channel flow are amply found in the literature, starting with Rozovskii (1957) up to the work of Tominaga, Nagao & Nezu (1999) , Blanckaert & Graf (2001) , Booij (2003) and Blanckaert & de Vriend (2004) . However, these studies do not always reveal the turbulence structure of the flow in sufficient detail and/or are restricted to only one cross-section. Moreover, it is very difficult to accurately measure the distribution of the occurring wall shear stresses.
In order to fulfil the need for detailed information and profound knowledge, the main focus of the present LES study is on the flow characteristics and turbulence structure of a single-bend open-channel flow. In this respect, special emphasis is put on the complex features and origin of the secondary flow currents, the structure of the turbulence and the magnitude and distribution of the wall shear stresses.
The outline of this paper is as follows. In § 2, the used computational technique, as well as the turbulence modelling tools, is described. In § 3, the results of the LES are summarized. After validation with experimental data ( § 3.1), the features and origin of the secondary flow currents are highlighted first ( § 3.2). Thereafter, in § § 3.3-3.5, attention is paid to the anisotropy of the occurring turbulence stresses ( § 3.3), the distribution of the kinetic energy and turbulent kinetic energy ( § 3.4) and the production of turbulent kinetic energy and its consequences for the numerical modelling of curved open-channel flows ( § 3.5). In § 3.6, the distribution of the wall shear stresses is discussed, whereafter in § 3.7 the influences of changes in the subgridscale model and the wall model are investigated. The main results and conclusions are summarized in § 4.
Model description
2.1. Flow equations Within a cylindrical coordinate system with r, θ and z being the transverse, streamwise and vertical direction (see figure 2a) with associated velocity components u, v and w respectively, the equations of motion read 1 r ∂ru ∂r
where ∇ 2 is defined as
Because the density ρ is taken constant, it is absorbed in the pressure p. The equations for the straight parts of the single-bend configuration are obtained from (2.1)-(2.4) by letting 1/R → 0. The coordinates r, θ and z then change into x, y and z (see figure 2b ). Notice that in that case r∂θ → ∂y.
The equations are solved on a staggered mesh using the finite-volume method, with typical grid cells as shown in figure 3 , using a pressure-correction algorithm. These equations are numerically integrated in space using the midpoint rule. As a matter of fact, this procedure results in the spatial discretization of the domain following the second-order central scheme. The equations are integrated in time using the explicit second-order Adams-Bashforth scheme. More details on the numerics can be found in Pourquié (1994) .
Turbulence modelling
In the LES model, (2.1)-(2.4) are spatially filtered by a top-hat filter defined by the grid spacing. The subgrid-scale viscosity ν sgs , needed for the modelling of the subgrid-scale stress tensor arising from the filtering operation, is modelled using Smagorinsky's model:
where C s is Smagorinsky's constant and is the filterlength, defined as = (r r θ z) 1/3 , and S ij is the rate of strain tensor based on the filtered velocities. In this paper, the value for Smagorinsky's constant is taken C s = 0.1. A standard Van Driest damping function is used in order to let ν sgs → 0 at solid walls.
An alternative to this standard Smagorinsky model is the dynamic Smagorinsky model, as proposed by Germano et al. (1991) in the modified version of Lilly (1992) . This subgrid-scale model replaces the constant C 2 s in (2.6) by C d , so that
The model constant C d is calculated via where L ij and M ij are defined as
In these equations, the hat · denotes spatial filtering over the testfilter, which is defined as the spatial average of the values at a certain cell and its 3 3 − 1 neighbours. In order to avoid instabilities due to a negative viscosity, it is required that ν + ν sgs > 0. In this paper, either the standard Smagorinsky model or the dynamic Smagorinsky model is used.
Reynolds decomposition of the resolved field is denoted as u i = U i + u i . In the following, the tilde· will be omitted.
Boundary conditions
In our simulations of curved open-channel flow, the free surface is treated as a horizontal rigid lid where free-slip conditions are applied. The assumption of a freestress rigid lid is justified as the longitudinal and transverse water-level slopes are negligibly small. The rigid lid assumption is often used for the representation of the free surface of an open-channel flow (see, for instance, Pan & Banerjee 1995 and Broglia et al. 2003) . A convective boundary condition is used at the outflow.
Hydraulically smooth solid walls are represented by the two-layer model as proposed by Balaras, Benocci & Piomelli (1996) . This model solves u i on an embedded second grid which is located between the solid wall and the most near-wall velocity point of the computational staggered grid (see figure 4), following and n the direction normal to the wall and i, j the directions parallel to the wall. The basic rationale behind this method is to solve a simplified one-dimensional boundarylayer equation between the solid wall and the velocity point closest to the solid wall rather than to refine the whole computational grid towards the wall and to resolve the whole boundary layer which is obviously computationally more expensive.
For the eddy viscosity ν t on this so-called embedded grid, a Prandtl mixing length model is adopted, which includes Van Driest damping (cf. Tessicini et al. 2002) : where right-hand side involves the divergence of the predicted velocity field. For homogeneous meshes, fast direct solvers based on Fast Fourier Transformations (FFT) are readily available (www.netlib.org). For the single-bend case studied in this paper, the FFT can be used only in the vertical direction z, since the radial term in (2.13) cannot be directly transformed into Fourier space and the tangential grid size r θ is not homogeneous anymore. If the FFT is used in the z -direction with N z grid points, then the resulting N z decoupled Helmholtz equations cannot be solved using a fast direct solver. Therefore, the iterative method BiCGSTAB of van der Vorst (1992) in combination with the modified ILU preconditioner of Gustafsson (1978) is adopted. A serious disadvantage of this method is that it is much slower than a direct solver using an FFT in two directions.
However, we can show that for our particular single-bend geometry, an important simplification can be made, which enables the use of an FFT in two directions and a double-sweep algorithm in the remaining third direction. Therefore, we consider the non-conservative equivalent of (2.13):
(2.14)
We now focus on the discretized version of the two terms with derivatives in the r-direction, which is given by
(2.16)
In our simulations, we take r constant. It is seen that the off-diagonal terms (i.e. the p i+1 term and the p i−1 term) consist of two parts, namely a part arising from the discretization of the second derivative and a part arising from the discretization of the first derivative. The ratio of their contributions to the discretized system is , it is seen that the ratio of the two contributions to the off-diagonal coefficients is 2755, which indicates that the contribution of the second derivative in (2.14) is by far dominant. Hence, we neglect the term 1/r · ∂p/∂r in our applications. Neglecting this term has the advantage that it enables the use of an FFT in both the r-direction and the z-direction.
Since this assumption substantially accelerates the pressure solver, the FFT-based method is chosen for our particular purpose rather than the BiCGSTAB-based method. In Appendix A it is shown that this choice is justified for our particular problem. However, for very sharp bends in which case the term 1/r · ∂p/∂r is not negligible anymore, the BiCGSTAB-based method must be used. But this is not the case for the geometry that is studied in this paper.
Flow geometry
The physical domain is the U-shaped flume as used by Booij (2003) (shown in figure 5 ). This experimental flume consists of a straight inflow part of 11 metres, a curved part of 180
• , and a straight outflow part of 6.7 metres. The solid sidewalls and the solid bottom are hydraulically smooth. The hydraulic conditions for the simulations are given in table 1. With a radius-to-depth ratio of R/H = 79 and a radius-to-width ratio of R/B = 8, the curvature of the flume can be qualified as relatively mild. In the experiments by Booij (2003) , it was observed that tangential velocity gradients are negligible beyond approximately 90
• in the bend. Hence, the flow in the far field of the bend can be considered as axisymmetric.
Five simulations are performed of the present flow case (see table 2 ). These five simulations can be divided into two types of simulations. The first type (Run 1) is the simulation of the spatially developing flow through the entire flume as given in figure 5 . The second type (Runs 2-5) is the simulation of the axisymmetric part of the bend flow, as it is observed in the far field of the single bend. Run 1 is a simulation of the flow through the entire flume. The lengths of both the straight inflow part and the straight outflow part were shortened to 1.27 m in the computational model. The mesh used for Run 1 consists of 168 × 3600 × 24 grid cells in transverse, streamwise and vertical direction, respectively (14.5 million grid cells in total). The standard Smagorinsky model is used for the subgrid-scale stresses.
For the boundary conditions, the value F i = 0 is used in (2.11). The inflow conditions are provided by a previously performed simulation of a straight open-channel flow at the corresponding Reynolds number. The distance between the wall and the first computational point is typically of the order of 10-15 wall units. The simulation was given 240 seconds simulated time to reach a statistically steady state, which was found to be amply long enough. The results were time averaged over a period of 900 seconds physical time.
Runs 2-5 are simulations of the axisymmetric flow in the far field of the bend. Since for this purpose periodic boundary conditions can be used in streamwise direction, Runs 2-5 can be performed at much lower computational costs compared to Run 1. The mesh used for Runs 2-5 consists of 168 × 300 × 24 grid cells in transverse, streamwise and vertical direction, respectively (1.2 million grid cells in total). The mutual differences between Runs 2, 3, 4 and 5 are the choices for the subgrid-scale model and the wall model. In this way, we can investigate to what extent the choices for the subgrid-scale model and the wall model affect the solution of the simulation. Because of the low computational costs, it is preferable to use the axisymmetric flow case for this investigation rather than the spatially developing flow case. The standard Smagorinsky model is used for Runs 2 and 3, while the dynamic Smagorinsky model is used for Runs 4 and 5. For the boundary conditions, the value F i = 0 is used in (2.10) for the Runs 2 and 4, whereas the pressure gradient ∂p/∂x i is incorporated in (2.11) for the Runs 3 and 5. These simulations were given 200 seconds simulated time to reach a statistically steady state. The results were time averaged over a period of 600 seconds physical time.
Nonetheless, the main focus of the present paper is Run 1, as it most completely reveals the physics of the studied curved open-channel flow, which is the main aim of this paper. The results for the spatially developing flow case (Run 1) are given in § § 3.1-3.6. The results for the axisymmetric flow case (Runs 2-5) are presented in § 3.7.
In Appendix B, it is shown on the basis of Run 2 that the solution of the simulations is independent of the chosen mesh.
Results and discussion
It was seen in the output of the simulation that there is a region of spatial development of the flow (from 0
• to about 70 • ) and a region where the flow can be considered as axisymmetric (beyond about 90
• ). Moreover, it was concluded that the curvature of the flow is so mild that no pronounced flow structures, other than the two secondary flow cells, relevant for our particular purpose are observed that could have evolved due to curvature. In view of our aims it suffices to restrict our analysis for the major part to a cross-section in the near field and in the far field of the flow. Therefore, we consider the 29
• cross-section and the 135
• cross-section. The results at the 135
• cross-section are compared with the experimental data of Booij (2003) and those at the 29
• cross-section with experimental data obtained by Blokland (1985) .
Model validation
In figures 6 and 7, some vertical profiles of the time-averaged streamwise, transverse and vertical velocities (V , U and W respectively), as well as the Reynolds stress components, are shown for the 29
• and 135
• cross-sections. At the 29
• cross-section, the vertical profiles are obtained at 11 locations, which are equidistantly placed across the width. At the 135
• cross-section, nine locations were used in the experiment, also equidistantly distributed across the width. The data are non-dimensionalized using the bulk velocity V av = 0.2 m s −1 . From figures 6 and 7, it can be seen that the agreement of the numerical data with the experimental data is good. It is seen that the velocities of the secondary flow in the core region of the cross-section are generally about 10 % of the bulk velocity. The negative values of the transverse velocities near the outer bank at both cross-sections indicate that the counter-rotating secondary flow cell near the outer bank is present with transverse velocities of the same order of magnitude as of the primary helical motion. The disagreement of the transverse velocities at the outer bank seems to indicate that the size of the outer bank cell at the 29
• cross-section is slightly smaller in the simulation compared to the experiment. The disagreement in the vertical velocities near the outer bank can be explained as suggested by Booij (2003) : "The LDV beam configuration used for measuring through the bottom yields the largest error in the already small measured value of the vertical velocity component W . Hence the reliability of the obtained W is relatively poor."
Also the Reynolds stresses agree well with the experimental data. The good agreement of the Reynolds stresses is of large importance, for they give the proper wall shear stresses and appear in the balance equation for the streamwise vorticity, which describes the characteristics of the secondary flow currents. It is seen that the v w stresses are deformed compared to the pattern that would be expected for straight flow, for which the v w profile linearly varies over the depth from zero at the free surface to the friction velocity squared at the bottom. Especially for the 135
• cross-section, it is seen that the profile of the v w stresses is only approximately linear in the lower half of the water column.
Secondary flow
In figure 8 , the bicellular pattern of the secondary flow at the 135
• cross-section, as seen in the experiment, is visualized by time-averaged velocity vectors. Notice 0.4 0.7 1.0 0.7 1.00.7 1.00.7 1.00.7 1.00.7 1.00.7 1.00.7 1.00.7 1.00.7 1.00. that only the outer 20 % of the width is shown. On the left, a part of the primary circulation cell is seen, whereas at the outer bank a counter-rotating circulation cell is seen. From this figure, the sizes of this outer bank cell can be roughly estimated as 1.2H × 0.5H . Information on the dimensions of the outer bank cell at the 29
• cross-section is not directly available from the experiment. In figure 9 , the computed streamwise vorticity, defined by
and the computed pseudo-streamfunction ψ, related to the streamwise vorticity by ∇ 2 ψ = ω θ , are shown for the outer bank area of both the 29
• cross-section. The vorticity is non-dimensionalized following ω θ H/V av and the streamfunction according to ψ/H RV av . Notice that only the part of the cross-section near the outer bank is shown. In the background of each picture, the velocity vectors are shown. Figure 9 clearly shows the bicellular pattern of the secondary flow.
A comparison of figure 9(d ) with figure 8 shows that the dimensions of the outer bank cell at the 135
• cross-section, as seen in the numerical results, agree quite well with those as observed in the experiment, since the sizes of the outer bank cell can be roughly estimated as 1.2H × 0.5H both in the LES results and the experimental results. It was found that there is not much variation in the sizes of the outer bank cell along the flume. The strength of the outer bank cell, expressed in terms of 10 3 × ψ/H RV av , develops from −3 at the inlet of the bend, via a maximum of −8 at the 25
• cross-section, to an equilibrium value of −6 in the far field of the bend. The centre region cell gains strength throughout the flume with values of about 25 in the near field up to 30 in the far field.
We try to gain insight into the origin of the outer bank cell from the equation for streamwise vorticity in cylindrical coordinates. In this equation, we neglect gradients in the tangential direction θ, for it was found that these gradients are small and that they hardly influence the results of the analysis. The equation for the streamwise vorticity ω θ , defined by (3.1), reads
where the terms on the right-hand side represent 3d) and DI F F the diffusion term, which is left out of consideration. The overlining denotes that averaged quantities are concerned. Furthermore, we define a term T URB as the sum of I SO and H OM, accounting for the contribution of gradients of all the turbulence stresses. In (3.2), ADV represents advection of streamwise vorticity, CF G represents effects that can be associated with centripetal forces, T URB accounts for effects that can be directly related to turbulence stresses, incorporating anisotropy (the I SO-term) and inhomogeneity (the H OM-term) of the Reynolds stress tensor. Contour plots of the quantities ADV , CF G and T URB are given in figure 10 for the 29
• cross-section. Recall that the rigid lid assumption is used for the free surface. Despite the fact that pressure cannot generate vorticity, the pattern of the vorticity may be affected indirectly by a slightly changed velocity field due to the deformation of the free surface. Currently, we assume that this influence is negligibly small and leave this issue for further investigation.
From figure 10(c, d ) , it becomes clear that the centrifugal term CF G plays a crucial role in the existence of the outer bank cell, as a clear correlation is seen between vorticity and streamfunction on the one hand, and the CF G-term on the other hand. The fact that the sign of the CF G-term corresponds with the sign of the streamwise vorticity ω θ indicates that there is a positive interaction between these two terms. Apparently, the centrifugal effects favour the rotational sense of the secondary flow.
Comparing the results for the two cross-sections (figure 10), it can be seen that the maximum value of the CF G-term in the outer bank cell region is higher at the 
135
• cross-section compared to the 29 • cross-section. Hence, it can be concluded that farther downstream in the bend, the streamwise velocity profile in the outer bank region is more deformed, since the CF G-term is directly related to gradients of the streamwise velocity.
In figure 10 , it is seen that the ADV -term and the T URB-term are of opposite sign for the larger part of the outer bank region and thus seem to be opposed to each other. The two terms have in common that a change of sign occurs at locations at the outer bank and the free surface, where the streamfunction ψ changes sign as well and, moreover, that there is a tendency to symmetry along the bisector at the corners of the cross-section. These similarities indicate that advection processes and turbulence processes are important with respect to the formation of the final shape of the outer bank cell, since large variation is seen in favouring and opposing (i.e. the sign of the source term agrees/disagrees with the sign of the vorticity) of the rotational sense of the cross-sectional flow in this area.
The features of the outer bank cell can be explained as follows. Due to anisotropy of the turbulence stresses, the profile of the streamwise velocities is deformed in the corners (cf. Demuren & Rodi 1984; Nezu & Nakagawa 1993) . As a result, the CF Gterm starts to play an important role in the outer bank region due to this deformation of the streamwise velocity field. Recall that the CF G-term just represents the vertical gradients in the streamwise velocity profile. The results in the steady state (figure 10) show that in the end the CF G-term favours the stable rotational sense that is observed in the flow field. The pattern of the T URB-term, generally non-zero in corners of the flow, is opposed by advection of streamwise vorticity (the ADV -term). In this way, the CF G-term gets the opportunity to impose its rotational sense to the flow field and to make the streamlines get aligned with this rational sense as much as possible.
In the paper by Blanckaert & de Vriend (2004) , experimental findings are reported that point in the same direction. However, their experimental findings do not show the clear correlation of the CF G-term with the vorticity pattern on the one hand, and the distinctive influence of the ADV -term and the T URB-term on the other hand, as pronounced as the present LES results. This might be due to the fact that, in the present simulation, the cross-sectional geometry is very simple and that the flume is only mildly curved (R/H = 79), whereas in the experiment of Blanckaert & de Vriend (2004) the bed was quite complex and the flume was more sharply curved (R/H = 18).
Turbulence structure
Within the context of the origin of the outer bank cell, only derivatives of the Reynolds shear stresses are of importance, for it is the derivatives that explicitly appear in the balance equation for ω θ . The Reynolds shear stresses themselves are not important in this respect. However, these are interesting for understanding of the force field in each cross-section and the forces that are exerted on the solid walls. In this section, we focus on the principal stresses σ 1 and σ 2 , which are in fact the true indicators for anisotropy, in view of Mohr's circle, be it in the two-dimensional cross-sectional plane. These principal stresses can be calculated from the original Reynolds stresses as follows:
Results for the difference between the principal stresses, σ 1 − σ 2 , and the original shear stresses u w are given in figure 11 for the 29 • cross-section and the 135 • cross-section. Figure 11 clearly shows that the transverse and vertical velocity fluctuations are constrained by the geometry. At the free surface, vertical velocity fluctuations tend to zero, which causes the transverse velocity fluctuations to be dominant. At the outer bank, it is the other way around. As a result, the anisotropy is the most pronounced at the boundaries.
The pattern of the turbulent shear stresses u w at the 29 • cross-section (figure 11) shows a clear correlation with the observed circulation pattern. It can be seen in this figure that the outer bank circulation cell fully coincides with an area of negative u w (cf. Blanckaert & Graf 2001) . Apparently, the centre of the secondary flow cells coincides with a local extremum of the u w shear stresses. However, generally this does not need to be strictly the case, as at the 135
• cross-section a different behaviour is observed ( figure 11c, d ). At the 135
• cross-section, two local extrema, both of comparable magnitude, are observed within the region where the outer bank cell is present.
According to Schwarz & Bradshaw (1994) , the efficiency of turbulent eddies in producing turbulent shear stresses can be roughly indicated by a structure parameter a 1 , defined as the ratio of the magnitude of the turbulent shear stresses and twice the amount of present turbulent kinetic energy, w w . It can be shown for the case of straight open-channel flow, as done by Blanckaert & de Vriend (2005) , that this non-dimensional parameter a 1 is zero at the free surface, has a maximum of 0.14 almost halfway the water depth and a value of 0.10 at the bottom. The structure parameter a 1 , resulting from the present LES results, is shown in figure 11(e, f ) .
The values for a 1 , given in figure 11 , show that the deviations of the present curved open-channel flow from a straight open-channel flow are very small, since the theoretical values of 0.00 (at the free surface), 0.14 (halfway the water depth) and 0.10 at the bottom are also observed in the present results. The only difference is that the location of the maximum value 0.14 is found lower in the water column compared to the straight open-channel case. A remarkable observation from figure 11 is the clear footprint of the outer bank cell in the pattern of the structure parameter a 1 . In this outer bank region, a local increase of a 1 is found, reaching maximum values of about 0.06. The anisotropy of the Reynolds stresses can be studied by the invariants of the normalized anisotropy tensor b ij defined as
In fact, the structure parameter a 1 (3.5) is a variant of a specific element of this anistropy tensor b ij and can, therefore, be put in perspective by investigating the properties of b ij . Because the trace of this tensor b ij is zero, it has only two independent invariants, denoted by ξ and η. These two invariants are related to two eigenvalues, λ 1 and λ 2 , by (see Pope 2000)
These invariants, ξ and η, can be graphically shown in an anisotropy invariant map (see Lumley 1978) , often referred to as the Lumley triangle. A detailed interpretation of the Lumley triangle is given by Simonsen & Krogstad (2005) . The values for ξ and η for the 29
• and 135 • cross-sections are shown in figure 12 within the context of the Lumley triangle. For the 29
• cross-section, it is seen that the greater part of the values is found near the right straight side of the triangle, where the state of the turbulence can be characterized as axisymmetric with one dominant eigenvalue. Axisymmetric turbulence means that two of the principal stresses σ i are equal. Generally, the ξ, η values found in the log-law region of a turbulent boundarylayer flow are at this side of the triangle (see Liu & Pletcher 2008) . For axisymmetric turbulence with one large eigenvalue, the shape of the stress tensor is a prolate spheroid. For the 29
• cross-section, the values near the right straight side of the triangle are found in the lower half of the water column, up to z/H ≈ 0.7, and near the sidewalls of the cross-section. In the middle of the 29
• cross-section near the free surface, the ξ, η values are found near the left straight side of the triangle. At this side, the state of the turbulence can be characterized as axisymmetric with one small eigenvalue. For this type of turbulence, the shape of the stress tensor is an oblate spheroid. Moving from the inner bank to the outer bank, the ξ, η values move from the right side of the triangle to the left, and move towards the curved top side of the triangle, when approaching the free surface. This curved side of the triangle is associated with two-component turbulence.
The ξ, η values for the 135 • cross-section show more or less the same behaviour as for the 29
• cross-section. However, the ξ, η values for the 135 • cross-section are more uniformly distributed over the triangle. It is remarkable that the ξ, η values tend to approach the origin of the triangle, which is associated with isotropic turbulence. These values are found in the outer half of the cross-section around z/H ≈ 0.75.
Considering the Lumley triangle for the 29
• cross-sections, it can be concluded that in the core region of the flow (i.e. far from the walls), the turbulence is axisymmetric with one small eigenvalue of the anisotropy tensor b ij . This turbulence state is favoured far downstream of the inlet of the bend, with a weak tendency to isotropy in the outer half of the cross-section. Figure 13 shows the distribution of the main kinetic energy, defined as 1 2 U i U i , and the turbulent kinetic energy (TKE), defined as 1 2 u i u i , for the 29
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• cross-sections. The plots of the main kinetic energy reflect the outward shift of high momentum fluid due to differential advection, since it can be seen that the location of the peak value of the total kinetic energy has shifted towards the outer bank at the 135
• cross-section compared to the 29
• cross-section. The graph of the turbulent kinetic energy shows a strong increase towards the solid walls for both the 29
• cross-sections, which is also apparent in straight open-channel flows (cf. Nezu & Nakagawa 1993) . Remarkably enough, Blanckaert & Graf (2001) found a different picture of the TKE. Besides the increase of TKE towards the solid walls, they also found an even stronger increase of TKE towards the free surface in the core region of the flow, which is not explicitly explained in their paper and absent in the present LES results. The profile of the TKE in the core region of the flow, as it results from the present LES, much resembles its straight flow equivalent (cf. Nezu & Nakagawa 1993) . Furthermore, it is remarkable that there is a local increase of TKE visible in the region covered by the outer bank circulation cell. Apparently, the outer bank cell region is a region of increased turbulence activity.
3.5. Production of turbulent kinetic energy The simulation of real river systems, especially when sediment transport and morphodynamics are considered, requires the use of RANS simulations instead of large-eddy simulations in view of the computational costs. Many RANS solvers used in practice make use of an isotropic eddy viscosity model such as the standard k − turbulence closure model. The basis of these isotropic eddy viscosity models is the assumption of a linear dependency of the Reynolds stresses on the rate-of-strain tensor, with a certain scalar eddy viscosity as a factor of proportionality.
However, Booij (2003) has shown that these models are unable to reproduce the u v stresses of the correct sign in single-bend flows. Booij (2003) has mentioned that this would require a negative eddy viscosity and has also simulated an open-channel bend with an RANS model with a linear k − turbulence closure model.
Moreover, these models have been proved not to be able to reproduce secondary flow of Prandtl's second kind (cf. Demuren & Rodi 1984 and Speziale 1987) , as it is the anisotropy of the turbulence stresses that makes the secondary flow to come into existence. Blanckaert & de Vriend (2004) contribute to the discussion that it is possible to reproduce non-zero turbulence anisostropy (i.e. u 2 − w 2 = 0) with an isotropic eddy viscosity model, and that it is not possible to represent fluxes of turbulent kinetic energy from the turbulent motion to the main motion. Blanckaert & de Vriend (2004) argue that some perturbations of the flow, representing a secondary flow cell of Prandtl's second kind, would dampen out because isotropic eddy viscosity models are absolutely dissipative.
The present LES results enable the analysis of the occurring fluxes of turbulent kinetic energy, by the calculation of the production term P , arising with opposite signs in the balance equation for mean and turbulent kinetic energy. This term P reads 
In this context, the overbar indicates that time-averaged quantities are concerned. Two types of fluxes are considered now: the total TKE flux (with i, j = r, θ, z) and the cross-sectional TKE flux (with i, j = r, z). The total TKE flux and the cross-sectional TKE flux are shown in figure 14 for the 29
• cross-section. In figure 14 , it can be seen that the total production of TKE is calculated to be positive everywhere in the outer bank region. Hence, there is only one-way transfer of TKE from mean motion to the turbulent motion. Moreover, it is observed that the total production of TKE increases towards the solid wall. It is remarkable that in the area where the outer bank cell is present, the total production of TKE also increases, be it up to about three times higher values at the 29
• cross-section compared to the 135
• cross-section. In figure 14 , it is also seen that the cross-sectional fluxes of TKE are generally one order of magnitude smaller than the total TKE fluxes. Within the region covered by the primary circulation cell, the maximum values are found in the lower part of the water column, whereas minimum values are found at the free surface and the bottom. Negative values of the cross-sectional fluxes of TKE are found at the bottom and sidewall in the outer bank region (see figure 14) and at the lower part of the inner bank (not shown here). These negative values are associated with a flux of TKE from the turbulent motion to the main motion. Figure 14 also shows a sort of transition area between the primary circulation cell and the counter-rotating outer bank cell (x ≈ 8.4H , z ≈ H ), where relatively high values are found for the cross-sectional TKE flux. The values, found in this area, are of the same order of magnitude as the values in the core of the cross-section, and indicate that relatively much TKE is transported from the main flow towards the turbulent motion.
It is the occurrence of negative values of the cross-sectional flux of TKE that explains why the outer bank cell cannot be reproduced by RANS models with an isotropic eddy viscosity turbulence closure model (cf. Booij 2003) . As mentioned before, the distribution of the turbulence stresses on the one hand and centrifugal effects on the other cause the existence of the outer bank cell. Although isotropic eddy viscosity models, in principle, are able to reproduce anisotropy of turbulent stresses, i.e. u 2 − w 2 = 0, these models are not able to reproduce fluxes of TKE from the turbulent motion to the main motion, which are obviously present in the outer bank cell region. With just dissipation of TKE, the counter-rotating outer bank cell would therefore damp out. These findings are consistent with the experimental findings of Blanckaert & de Vriend (2004) , as well as with the results of the simulations of Kimura et al. (2008) , who simulated curved open-channel flow using a nonlinear k − model.
3.6. Wall shear stresses Wall shear stresses are of particular interest, for instance in the context of engineering or geomorphology, since these are the measure for the forces that are exerted on the wall. In river engineering, the wall shear stresses can be directly related to sedimentation and erosion processes.
The total wall shear stresses, τ w , are non-dimensionalized by the bulk velocity squared, V 2 av , thus defining the skin-friction coefficient c f . The distributions of the bank shear stresses, expressed in terms of c f , are shown in figure 15 for four different cross-sections along the flume. The distribution of the bed shear stresses is shown in figure 16 for the same four cross-sections. From the pressure difference between the inlet and the outlet of the domain, a flume-averaged c f value can be calculated. This value was found to be c f = 3.8 × 10 −3 and can be used as a reference value. In figure 15 , it is seen that at the straight inflow section (1 m upstream of the start of the bend) the distribution and magnitude of the bank shear stresses are quite the same for the inner bank and outer bank. Downstream in the bend, the bank shear stresses gradually decrease/increase along the inner/outer bank, thus reflecting the influences of differential advection. In the far field, the outer bank shear stresses reach values of about 2.5 times higher than the inner bank shear stresses.
The distribution of the bed shear stresses (figure 16) at the straight inflow section is comparable with distributions that are commonly observed for straight open-channel flows (see, for instance, Yang 2005) . However, moving downstream the bed shear stresses strongly increase in the outer bank region up to 50 % higher values compared to the straight inflow cross-section. In the inner bank region, the bed shear stresses increase in the near field of the bend, but decrease in the far field of the bend. Figure 16 clearly shows how the distribution of the bed shear stresses is deformed due to curvature influences. In the far field of the bend, the distribution of the bed shear stresses is approximately linearly varying across the width. But it is also seen that over the whole bend, the bed shear stresses significantly increase compared to the straight inflow section upstream. This entire increase of the bed shear stresses is a result of secondary currents and the redistribution of momentum due to curvature.
The observation that curvature makes the wall shear stresses increase is very relevant from a flood protection point of view, because increased resistance to the flow due to higher energy losses leads to a reduced conveyance capacity in real river systems.
3.7. Sensitivity to changes in the subgrid-scale model and the wall model In this section, the results are shown for Runs 2-5. Recall that in these simulations axisymmetric flow is considered, which can be physically associated with the flow in the far field of the experimental flume (see figure 5) . The mutual differences between Runs 2-5 are the choices for the subgrid-scale model and the wall model (see table 2 ).
Compared to the spatially developing flow case (Run 1), the axisymmetric flow case (Runs 2-5) is much more suitable for an investigation of the influence of changes in the subgrid-scale model and the wall model. This is because of its low computational costs due to the possibility to use periodic boundary conditions in streamwise direction.
A snapshot of the instantaneous transverse turbulent velocities is given in figure 17 for Run 2. In this figure, the bicellular pattern of the secondary flow can be readily seen at the free surface. In figure 17 , it can also be seen that the transverse velocities at the free surface at the two secondary flow cells are of the same order of magnitude.
From figure 18 , to be compared with figure 9(d ), it can be seen that the incorporation of the local pressure gradient hardly influences the results of the simulation. The differences that can be observed in figure 18 can mainly be attributed to the choice of the subgrid-scale model. The dynamic Smagorinsky model tends to favour the centre region cell of secondary flow, as Runs 4 and 5 show higher values of the streamfunction, compared to Runs 2 and 3. Nonetheless, the mutual differences between Runs 2, 3, 4 and 5 are small enough to justify the use of only the simple turbulence modelling tools for the subgrid-scale stresses and the near-wall region for the present single-bend flow.
It is observed from figure 18 that, as soon as the primary secondary flow cell (solid lines) is overestimated, the outer bank cell (dash-dotted lines) is underestimated. This is particularly visible for Run 4 and Run 5, where the outer bank cell gets smaller, whereas the primary circulation cell gets stronger. The interrelation between the primary secondary flow cell and the counter-rotating outer bank cell can be explained by two mutually opposing differential advection mechanisms: on the one hand, we have the large primary flow cell that advects high momentum fluid outwards and, on the other hand, we have the small outer bank cell that advects low momentum fluid inwards.
In figure 19 , the distribution of the subgrid-scale viscosity ν sgs is shown for the outer bank region for each run. The molecular viscosity ν mol is equal to 1.0 × 10 −6 m 2 s −1 . For Run 2 and Run 3, the subgrid-scale viscosity ν sgs is of the same order of magnitude as the molecular viscosity ν mol . The values of ν sgs are high near the wall, but vanish at the wall due to the Van Driest damping.
In the outer bank region of the cross-section, the values of the subgrid-scale viscosity are of the same order of magnitude for each run. However, in the region of the primary circulation cell, Run 4 and Run 5 show a negative subgrid-scale viscosity ν sgs . This negative eddy viscosity is associated with backscatter of turbulent kinetic energy from the sub-grid scale to the supra-grid scale, not to be confused with backscatter of turbulent kinetic energy from the turbulent motion to the mean motion.
The observation that the standard and dynamic Smagorinsky models do not give much different results is of large importance for the possible use of large-eddy simulation for real river systems in the future. For those cases, the use of the standard Smagorinsky model can be beneficial since it is computationally cheaper than the dynamic Smagorinsky model.
Summary and conclusions
This paper reports a detailed numerical information on the physics of the flow through a curved laboratory flume which has been obtained by means of large-eddy simulation. The focus of the paper is mainly on the features and origin of the secondary flow patterns and the turbulence structure of the flow. A good agreement with published experimental results is achieved. Secondly, aspects of turbulence anisotropy are studied by means of the principal stresses in the cross-sectional plane and by means of the turbulence anisotropy tensor in the three dimensions. In the far field a tendency to isotropic turbulence is observed in the outer half of the cross-section. With respect to the energy of the turbulent motion, it was found that its content as well as its production is locally increased in the region covered by the outer bank cell.
Thirdly, the paper reflects on the use of RANS models with an isotropic eddy viscosity for the simulation of curved open-channel flows. These models are quite commonly used in the river engineering practice. The results stress the need of a negative eddy viscosity in order to properly reproduce turbulence stresses of the correct sign and underline that the observed transfer of turbulent kinetic energy is incompatible with the isotropic character of linear turbulence closure relations.
Fourthly, the results for the wall shear stresses show how the distribution of the wall shear stresses is deformed compared to straight open-channel flow. The bed shear stresses deform from a symmetric profile to a linearly varying profile in the far field, yielding up to 50 % higher values in the outer bank region. A similar increase is observed for the bank shear stresses at the outer bank. Moreover, the results show that due to curvature the distribution of the bed shear stresses as a whole is amplified compared with straight open-channel flow. These results, presented for the wall shear stresses, also contribute to the current state of knowledge since these are difficult to measure experimentally.
Since only simple turbulence modelling techniques are used (e.g. the standard Smagorinsky model), the sensitivity of the results to changes in the subgrid-scale model and the wall model is investigated by means of a separate simulation of the axisymmetric part of the flow in the far field of the bend using periodic boundaries. It turned out that differences are present, but they are small enough not to change the conclusions of this paper. This work is supported by the Dutch Technology Foundation, applied science division of NWO and the Technology Programme of the Ministry of Economic Affairs. Robert Jan Labeur is acknowledged for some help with the implementation of the ILU-BiCGSTAB method.
Appendix A. Poisson solver
In § 2.4, we claim that the term 1/r · ∂p/∂r in (2.14) is negligible for our particular computation. In order to support this claim, two additional simulations are defined. The first simulation makes use of the FFT-based method for the pressure Poisson equation under the assumption that the term 1/r · ∂p/∂r is negligible. The second simulation makes use of the BiCGSTAB-based method for the pressure Poisson equation without any assumption.
The new computational domain is again based on the geometry shown in figure 5 . However, the length of the straight inflow section is taken 0.5 m and the length of the curved section is also taken 0.5 m (along the channel centreline). In this case, there is no straight outflow section. This small computational domain is chosen in order to keep the computational costs low. The mesh contains 168 × 336 × 24 grid cells in transverse, streamwise and vertical direction, respectively (1.4 million grid points in total). The hydraulic parameters are shown in table 1.
The methodology is the same as for the previous simulations described in the paper: after the velocity field has reached its statistically steady state, the velocity field is averaged over a certain time to obtain smooth flow statistics. At this point, we focus only on the output for the pressure p. Recall that the constant density ρ is absorbed in the pressure.
For the comparison of the results, we apply depth averaging on the time-averaged results for the pressure p. The values for the depth-averaged pressure along the inner bank, centreline and outer bank of the geometry are shown in figure 20. In this figure, it can be seen that the results from both the FFT-based simulation and the BiCGSTAB-based simulation are approximately identical. The mass-loss, associated with leaving out the term 1/r · ∂p/∂r, can be calculated in terms of the discharge as Q in − Q out ≈ 10 −8 · Q in , which is certainly negligible. For this computational set-up, the whole flow solver was accelerated with a factor of about 7.
Appendix B. Mesh independency
In order to prove that the solutions of the presented simulations are independent of the mesh, Run 2 from the paper is chosen to be simulated on two other meshes: a coarser mesh and a finer mesh. Recall that Run 2 is the simulation of the axisymmetric flow in the far field of the flow set-up (see figure 5) . The big advantage of axisymmetric flow is that periodic boundary conditions can be applied in streamwise direction, thus saving much computational time. An instantaneous result of Run 2, shown in figure 17, also shows the dimensions of the computational domain.
The simulations are run on different meshes: a coarse mesh (112 × 200 × 16), a medium mesh (168 × 300 × 24) and a fine mesh (252 × 460 × 36). The results for the streamfunction ψ and the Reynolds stresses u w of the three simulations are shown in figure 21 for the outer bank region.
In the background of the pictures in figure 21 the velocity vectors are shown. For this purpose, the velocity fields of the medium and the fine mesh are interpolated to the grid of the coarse mesh to make the comparison comprehensible. It is clearly seen in figure 21 that the differences between the results of the three simulations are quite minimal.
