NOMINAL ANALYSIS 3 Nominal Analysis of "Variance"
A nominal response is a verbal label. Asking for a nominal response is often the natural way to elicit an opinion. The mechanic making a diagnosis, the potential purchaser choosing a brand, and the possibly prejudiced person expressing a preference are likely to be thinking of a label as they consider their response. Actions that people intend or report having executed are also expressed nominally. In survey research, nominal responses arise frequently.
Experimentalists, on the other hand, generally try to avoid tasks that generate nominal data. In the laboratory, a familiar task may be altered so that numerical data can be provided. For example, suppose an investigator wishes to study how physicians evaluate hypothetical patients whose symptoms are varied systematically. So that the judgments can be expressed numerically, the physician might be asked to predict how many months the patient can be expected to survive, or the probability that the patient will survive until a particular point in time. Although the latter judgments are medically pertinent, they are more complex than merely identifying the disease and perhaps recommending a regimen, tasks that arise routinely in medical practice.
To be sure, experimenters have been trained to gather numerical data for good reasons. Numerical data provide more information and more analytic power than nominal data. Quantitative theories are more interesting than qualitative ones, and it seems obvious that numerical data are needed to test a quantitative theory. Simply reporting nominal responses may pose a challenge; how are they to be aggregated? Can nominal data supply more information than can be summarized by a table of frequencies?
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Perhaps no single writer has had more influence on the data-gathering proclivities of behavioral researchers than S. S. Stevens (1946 Stevens ( , 1951 . His discussions of the constraints placed on statistical operations by the scale properties of the responses, although vigorously challenged (e.g., Anderson, 1961; Lord, 1953) , still lead experimentalists largely to restrict nominal data to the demographics section of their reports. Even if a researcher were willing to ignore Stevens's proscription, nominal data do not seem suitable for sophisticated experimental work. The elegant factorial designs to which experimenters apply analysis of variance require numerical data. Yet there are many tasks for which nominal responses are the most appropriate, and requiring participants to use other modes smacks of the carpenter who pounds in screws because the only available tool is a hammer.
In this paper, I present a method for analyzing nominal responses collected using factorial designs. The goal is to allow the analytic power afforded by factorial designs to be extended to studies in which nominal responses are the natural way to express a person's actions or judgments. That is, I echo Keppel's (1991) assertion that the intimate connection between design and analysis is conducive to the conceptualization of incisive studies.
Of course, nominal responses do not exhibit variance in the usual sense, since there is no metric that that can support measures of distance. One cannot say by how much two nominal responses differ. Still, it is possible to invoke the concept of disparity between responses, in that two responses either match or do not match. The proposed analysis features an orthogonal partitioning of the potential pairwise matches generated NOMINAL ANALYSIS 5 by the experimental design. This partitioning corresponds to the orthogonal partitioning of sums of squares characteristic of analysis of variance.
Nominal analysis
The fundamental statistic in the proposed nominal analysis of variance (Nanova) is the proportion of non-matches, which compares obtained and potential matches associated with a source. The algebraic expression for the proportion is (PotentialObtained)/Potential. The number of potential matches associated with each of the sources is inherent in the design structure, while the number of obtained matches is an empirical outcome. Every potential match is assigned to a unique source; this is the sense in which the partitioning is orthogonal.
The rationale for placing non-matches (the complement of obtained matches) in the numerator of the proportion is that when responses to the various levels of a factor are the same (the nominal version of the usual null hypothesis), that factor does not affect the response. Accordingly, the obtained proportion of non-matches ought to be small if that null hypothesis is true. Proportions of non-matches range between 0 and 1, and are analogous to effect sizes.
Significance questions are addressed in the Nanova table. The proportions of nonmatches play the role of mean squares in analysis of variance, in that they are combined in a ratio format to yield the test statistic, the N-ratio. The N-ratio compares the proportion of non-matches for a substantive source to the proportion of non-matches for the error term associated with that source. The selection of the error term for a source follows the traditional rules of analysis of variance. It should be noted that, although proportions of non-matches play a key role, Nanova is not a factorial analysis of NOMINAL ANALYSIS 6 proportions as presented by Dyke and Patterson (1952) . The data they analyze are proportions, whereas the data for Nanova are individual responses.
The expected value of an N-ratio under the usual null hypothesis of no differences is 1, just as for an F-ratio. Because there are no underlying distributional assumptions, significance tests on N-ratios are carried out using a resampling procedure (Edgington & Onghena, 2007) . The observed scores are randomly permuted without replacement (Rodgers, 2000) a "large" number of times; I use 100,000 as the default large number.
After each permutation, N-ratios for each substantive source are calculated. The proportion of times the N-ratio derived from permuted data exceeds the N-ratio from the original data is an estimate of the probability of obtaining an N-ratio at least that large given the null hypothesis is true, thereby corresponding to a p value in analysis of variance. The logic is that the resampled data were not truly generated by the factors, so any patterns emerging in the proportions of non-matches are fortuitous.
Antecedents
A definition of variance for nominal data was first proposed by Gini (1939) , who suggested examining all n 2 pairs of ordered responses in a set. A pair that matches generates a difference of 0, and a pair that does not match generates a difference of 1.
Gini defined the sum of squares for the set of n responses to be the sum over all pairs of the squared differences divided by 1/2n. Gini's definition is related to Nanova's proportion of non-matches. Because Gini cleverly chose 0 and 1 as the seemingly arbitrary constants for describing matches and non-matches (0 2 = 0 and 1 2 = 1), Gini's sum of squares increases as the proportion of non-matches increases. Nanova's key quantities, the proportions of non-matches, are members of the same family as Gini's sum of squares, but do not yield F-ratios. The Light and Margolin (1971) and Onukogu (1985) procedures are presented for designs with only one substantive factor. Nanova is more general, allowing for multifactor designs and providing estimates of main effects and interactions.
Multiway contingency analyses (Goodman, 1971; Shaffer, 1973 ) also apply factorial decomposition to nominal responses and may be seen as competitors to Nanova.
Other competitors include loglinear analysis (Agresti, 1990) and multinomial logit analysis (Grizzle, 1971; Haberman, 1982; McFadden, 1974) . In these multifactor generalizations of traditional chi-square tests of independence, all of the classifications have equivalent status. On the other hand, Nanova distinguishes between its dependent variable and its independent variable(s). From the expermentalist's standpoint, this distinction is meaningful, which is why analysis of variance continues to thrive despite Cohen's (1968) demonstration that equivalent insights can be extracted from multiple regression.
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A multinomial model is a plausible choice for nominal data (Bock, 1975) . A response is viewed as a random variable that assumes an integer value j with probability However, the Nanova analysis is not restricted to categorization tasks. The computations are the same whether responses were emitted freely or elicited with multiple-choice items. While the usual multinomial assumption of a fixed set of probabilities is appropriate for a categorization task, it seems less applicable to free responding. Removing the constraints threatens to yield data matrices featuring unique responses or empty cells, both of which pose problems of estimability for generalized linear models (Fienberg, 2000) . Instead, following Smith (1989) , I follow a more general course by viewing the multinomial population as being sampled from an unknown distribution.
Specific multinomial models, such as the multinomial logit, propose specific error distributions for the response. In developing Nanova, I preferred to avoid specifying an error distribution because any such proposal might be incorrect. Use of the randomization test for assessing significance obviates the need to elaborate the sampling distribution of the new N-ratio statistic. Because the distributional assumptions are bypassed, the use of Nanova does not require consideration of asymptotic properties. Accordingly, large samples are not required, although large samples might be expected to convey the usual benefits of stability and power.
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In these examples, I use fictional experiments and artificial data to illustrate the kinds of studies for which Nanova might be suitable and how the matches are assigned to sources. In the illustrations, I use single letters as the responses to simplify the presentation; but the responses could as well be words spoken or written by respondents, or they might be verbal descriptions of actions. I first show a one-way, independent groups design and compare the analysis with a conventional contingency table analysis using a chi-square test. Then I show two repeated measures analyses using the same design, with data constructed to show first a stimulus effect and then a subject effect.
These results serve as a check on the validity of Nanova, in that the analysis captures the different effects I built into the data. The third example, a two-factor independent groups design, illustrates how Nanova handles interaction. Additional examples, including one featuring a mixed design with a nested subjects factor, are posted at http://www.davidjweiss.com/NANOVA.htm.
Although one can count matches manually, the process becomes mind-boggling as the designs get larger and/or more complex. I recommend use of the NANOVA Example 1: Independent groups design
In the experiment reported in Table 1 , 16 buyers saw one of four web pages and then purchased either product a, b, c, d, e, or nothing (after Fasolo, McClelland, & Lange, 2005) . This is a one-way, independent groups design with four scores per cell. The null hypothesis is that what was purchased does not depend upon which page the buyer saw; the alternative hypothesis is that the page does influence the purchase. Of course, with nominal data, hypotheses are never directional. The hypothesis is tested by asking whether the proportion of non-matches between columns is equal to the proportion of non-matches within columns. Table 1 here - Table 2 here
In the resampling analysis, the proportion of times the N-ratio from permuted data exceeded the N-ratio obtained from the original data (1.18) was .055, corresponding to a p value of .055 in analysis of variance. According to standard null hypothesis testing logic, these results are consistent with the null hypothesis at the .05 level of significance; the page does not affect the purchase.
The usual way in which data suitable for a one-way, independent groups Nanova are analyzed is with a chi-square test of independence. In Table 3 , the data from Table 1 are displayed in a contingency table, wherein the entries are the number of people who bought a particular product after seeing a particular page. The null hypothesis for the chisquare test of independence is logically equivalent to that of one-way Nanova. Table 3 appears rather sparse, because this mode of presentation is poorly suited to the structure of the data set in that some products were never chosen in response to particular pages.
Consequently, the data may be inappropriate for a standard chi-square test of independence (a topic debated intensely 60 years ago, e.g., Lewis & Burke, 1949) .
Ignoring that concern, I calculated the chi-square observed as 18.0. With 15 df, the corresponding p value is .26, illustrating a power advantage for Nanova in this case.
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Insert Table 3 here
------------------------Example 2: Repeated measures design
In Tables 4 and 6 , the data are clinical diagnoses made by medical students. The responses are unconstrained, in that no set of possible diseases from which to choose was provided. The students named the disease (here, signified by the letters a, b, c, or d) they attributed to a patient who had the designated set of symptoms. This is a 4 (Symptom sets)
x 5 (Medical students) repeated-measures design. Whereas in typical studies that examine diagnosis, the outcome measure is likely to be accuracy, here we explore the process question of how variation in the symptoms induces variation in the diagnoses. The data in Table 4 were constructed to show a "symptom" effect. That is, the medical students generally agreed on the diseases suggested by the symptom sets.
------------------------
Insert Table 4 here
There are 190 ( 20 C 2 ) potential matches generated by the 4x5 design; 41 occurred.
There are 30 (5• 4 C 2 ) potential matches across rows, of which 1 occurred. Within columns, there are 40 (4• 5 C 2 ) potential matches; 15 occurred. The "error term", the usual subject x treatment interaction in repeated-measures analysis of variance, looks at non-matches not associated with either rows or columns. There are 120 (190 -30 -40) potential matches contributing to that interaction; 25 occurred. As shown in Table 5 , the N-ratio of 1.22
captures the symptom effect that I built into the data.
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Insert Table 5 here
------------------------
In contrast, the data in Table 6 were constructed to show a "subject" effect. Each medical student tends to give an idiosyncratic diagnosis without much regard for the symptoms.
-
-----------------------
Insert Table 6 here
This time, the N-ratio for Symptoms is small, considerably less than the expected value of 1 (perhaps I went overboard in constructing data with no symptom effect). The p-value of 1 may have arisen because the program rounds proportions greater than .99995 up to 1.
------------------------
Insert Table 7 here
Thus, the NANOVA analyses in both Tables 5 and 7 are detecting what was built into the data. In Table 5 , where subjects interpret the differential symptom information in much the same way, the N-ratio for symptoms is "large". In Table 7 , subjects tend to respond the same way regardless of the symptoms, and correspondingly the N-ratio for symptoms is "small". This difference is perhaps the strongest evidence for the promise of the proposed technique, in that the N-ratio is responsive to effects in the data.
Example 3: Two-factor independent groups design NOMINAL ANALYSIS 14 Table 8 illustrates how matches are counted for a two-factor (3 Programs x 2 Grades), independent groups design with 4 scores per cell. In this study, sixth-grade children who had earned either "A" or "C" grades in science last year were assigned to write a synopsis of a specific television program they were asked to watch. The programs, all featuring scientists of a sort, were shown at 10 PM and not normally seen by these young viewers. One week later, all of the students were asked to list three careers they were considering. The children's first responses were examined to see whether the program assignment differentially influenced career consideration, and whether this effect depended on the child's previous success in science. In this case, the responses are careers.
Insert Table 8 here
For the within-cells proportion that serves as the error term, we count the matches within each of the 6 cells. There are 4 C 2 = 6 potential matches within each cell, resulting from the pairing of each response with every other response in the cell, yielding 36 potential matches.
For the substantive sources, we count matches between responses for specified pairs of cells. For the P main effect, we count matches among cells across rows. Each response in cell P 1 G 1 is compared to each response in cell P 2 G 1 (no matches). Similar comparisons are made for cell P 1 G 1 with cell P 3 G 1 (3 matches), cell P 2 G 1 with cell P 3 G 1 (3 matches), cell P 1 G 2 with cell P 2 G 2 (4 matches), cell P 1 G 2 with cell P 3 G 2 (2 matches), and cell P 2 G 2 with cell P 3 G 2 (no matches).
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The G main effect results from counting matches among cells down columns.
Responses in cell P 1 G 1 are compared with those in cell P 1 G 2 (2 matches), cell P 2 G 1 with cell P 2 G 2 (6 matches), and cell P 3 G 1 with cell P 3 G 2 (3 matches).
The null hypothesis for Nanova interaction is that the response distribution across the levels of one factor does not differ over the various levels of the other factor. The test of interaction checks for matches among cells that are not in the same row or column. To examine the PG interaction in the data presented in Table 8 , we compare the four responses in cell P 1 G 1 with those in cell P 2 G 2 (no matches). We continue by comparing cell P 1 G 1 with cell P 3 G 2 (10 matches), cell P 2 G 1 with cell P 1 G 2 (4 matches), cell P 2 G 1 with cell P 3 G 2 (no matches), cell P 3 G 1 with cell P 1 G 2 (7 matches), and cell P 3 G 1 with cell
Each of the 276 ( 24 C 2 ) potential matches generated by the design is associated with exactly one of the sources. Results are shown in Table 9 . Programs and Grades both affected career choice, but the significant interaction tells us that these factors did not operate independently. Table 9 here
Preprocessing the data
Carrying out Nanova requires decisions about whether each pair of responses matches. The simplistic interpretation of matching is that the responses must be identical.
When constrained response options are offered, that determination is easy to accomplish and can be left to a computer. However, when free responding is permitted, then the NOMINAL ANALYSIS 16 researcher may have to judge whether a pair of non-identical responses ought to be counted as a match.
Declaring linguistic equivalents as matches seems innocuous. If two different words are true synonyms, the analyst may enter one of them both times. The use of different languages by respondents also justifies substitution. A more delicate judgment is required when one response is effectively a subset of another. For example, during a study examining the effectiveness of automobile advertising, the participant may be asked to name the kind of car she wants to buy. If the response is "Camry", is that a match with "Toyota"? "Camry" is certainly closer to "Toyota" than it is to "Ford." The researcher will have to make a decision. Such fuzzy matches were explored by Oden (1977) , who asked people to judge, for example, the extent to which a bat is a bird. It may be feasible to devise a generalization of Nanova that incorporates degree of closeness, where 0 means no match, 1 means identical, and intermediate values capture the extent to which non-identical responses overlap in meaning.
Power considerations
It seems obvious that nominal data afford less power than numerical data, but how much less? Power will be affected by the variety of responses the participant chooses. If only a few alternatives are exercised, there will be many matches. Matches associated with the error term increase power, while matches associated with substantive sources decrease power. In some circumstances, the number of alternatives used will depend upon the participant's verbal habits or base rates for particular response options.
Because there is no assumption made about the underlying distribution of responses, customary power computations are not available. To gain a foothold, I tried NOMINAL ANALYSIS 17 two exercises to examine how power in the Nanova context compares to power in analysis of variance.
When the data are homogeneous, one would expect power to increase with the size of the data set. To test this prediction, I increased the size of the data set in Table 1 by duplicating the responses repeatedly. With one duplication (df = 3, 28; potential matches = 384, 112), the N-ratio increased to 1.37. With two duplications (df = 3, 44;
potential matches = 864, 264), N was 1.44. With three duplications (df = 3, 60; potential matches = 1536, 480) , N was 1.47. The latter three N-ratios all yielded a p-value of <.001.
In this exercise, the power gain from replication was achieved entirely from increases in the proportion of non-matches in the within term, because with perfectly replicated responses the proportion of non-matches associated with pages remains constant.
The other slant on power compared numerical responses to nominal responses.
One would expect numerical data to afford more power. I computed an ordinary F-ratio after replacing the letters in Table 1 with their ordinal positions in the alphabet, and the "none" responses with zeros. If the study had been a real one, the numbers might represent time spent looking at the page or amount of money spent after viewing it. The comparison is via the p-values. To my surprise, the p-value was much higher (.564), suggesting less power for the numerical data. The resolution is that the advantage of numerical responses is that while they are inherently more sensitive to fine distinctions respondents may make, my substitution was linked to distinctions that had already been made using nominal responses. So notwithstanding the inappropriateness of this mode of comparison, the result does suggest that Nanova is not an inherently weak test.
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An intriguing methodological possibility offered by the Nanova procedure is parallel assessment, by which I mean studies that collect numerical and behavioral responses to the same stimuli. This is really an old idea, going back at least to a classic study in which LaPiere (1934) Nominal data are inherently less informative than quantitative data. Nominal data cannot be averaged, cannot be graphed, and do not convey information about the magnitude of differences. Because averaging is a meaningless operation, it is not clear how to deal with missing data or inequality of cell sizes. However, nominal responses are the natural mode for capturing actions, and a science of behavior ought to be able to make use of them. Despite Stevens's negative view, likely based on his pro-physics, antipsychology biases (Matheson, 2006) 2. Admittedly, the complexity, as well as the beauty, of an analysis is in the eye of the beholder.
3. The "a" in the first column matches the "a" in the second column and each of the four "a"s in the fourth column (running total of 5 matches). The "a" in the second column also matches the four "a"s in the fourth column (running total of 9 matches). The "b" in the second column matches the "b" in the second column and each of the two "b"s in the third column (running total of 12 matches). The "b" in the second column also matches the two "b"s in the third column (running total of 14 matches). There is one "none" match (first and third column, running total of 15 matches) and one "d" match (first and third column, final total of 16 matches).
4. The first and second columns have no matches. The "b"s in the third column match (running total of 1 match). In the fourth column, the first "a" matches the second, third and fourth "a"s (running total 4 matches), the second "a" matches the third and fourth "a"s (running total 6 matches), and the third "a" matches the fourth "a" (final total of 7 matches). Table 1 Product purchased (artificial data)
Page 1 Table 3 Product purchased x Page (same artificial data as in Table 1 NOMINAL ANALYSIS 29 Table 6 Diagnoses (artificial data constructed to show Subject effect) 
