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Abstract
The sleep-wake cycle has been a subject of study for many applied scientists and mathe-
maticians for more than thirty years. Nevertheless, there are still a lot of unanswered
questions in this field. Understanding mechanisms and dynamics of the sleep-wake cycle
is very important because its alterations can produce significant consequences on human
health.
In this work we introduce a biologically-based mathematical model of the human
sleep-wake cycle. The main novelty, compared to previous models, is the introduction
of an accurate neuronal model, namely the Hodgkin-Huxley model, which allows us to
describe the system by using more realistic synaptic connections.
We strongly believe that this topic merits a deep investigation, not only because
of its physical and mathematical content, but also because of its potential impact on
improving human health research.
Sommario
Il ciclo sonno-veglia è oggetto di studio per molti scienziati e matematici da più di
trent’anni ma nonostante ciò molti quesiti non trovano ancora una risposta. Capire i
meccanismi e le dinamiche del ciclo sonno-veglia è un problema molto importante perché
le sue alterazioni possono avere conseguenze significative sulla salute umana.
In questo lavoro viene presentato un modello matematico, con basi biologiche, del
ciclo sonno-veglia. La principale novità rispetto ai modelli precedenti è l’utilizzo di un
accurato modello neuronale, il modello di Hodgkin-Huxley, che permette di descrivere il
sistema usando connessioni sinaptiche realistiche.
Crediamo fermamente che questo argomento meriti una investigazione dettagliata,
non solo per il contenuto fisico e matematico, ma anche per il suo potenziale impatto
sulla ricerca nel campo della sanità.
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Capitolo 1
Introduction
The mechanisms underpinning the sleep-wake cycle, such as the relation between the time
spent awake and the timing of sleep or the biological interactions among the different
cerebral areas, are still poorly understood, despite a century-old work. In order to cover
this lack of knowledge, many experimental [22] and theoretical [11] studies have been
performed. For example the main cerebral areas related to wake and sleep are known
[21], however there are many unanswered questions, such as their precise role and the
detailed functions performed by each area.
Understanding mechanisms and dynamics of the sleep-wake cycle is very important
because its alterations can produce a significant impact on human health. Recent studies
have shown a close relation between sleep disorders and other diseases [23, 25, 33].
Previous studies have also covered many aspects in investigating sleep processes, from
chemical, to biological, to physiological and beyond [24, 26].
There are many physiological ingredients affecting the sleep-wake cycle, such as ther-
moregulation, hormonal dynamics and the eventual action of drugs, along with the effects
of sleep deprivation. This renders very complicated building up a mathematical model
which would take into account all possible variables.
Mathematical models able to capture several features of the sleep-wake cycle have
been developed since middle-seventies, starting with the pioneering work by McCarley
and Hobson [18], but the most important work in this field is probably the two-process
model introduced by Borbély in the early eighties [4], which has been used as a reference
for sequent mathematical models [5]: in his article the existence of two interacting oscil-
lators is postulated, namely the homeostatic process (S) and the circadian process (C). S
is related to the time spent awake while C is related the activity of the suprachiasmatic
nucleus (SCN) which plays the role of pacemaker.
Another important step for this kind of models is represented by the paper by Phil-
lips and Robinson [19], in which the interaction between the ventrolateral preoptic area
(VLPO) and the monoaminergic nuclei (AMIN) is considered, in a mean field appro-
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ximation. Under these assumptions they have built a biologically-based mathematical
model able to reproduce several features of the sleep-wake cycle.
Subsequently, Rempe et al. [1] develop a mathematical model using a Morris-Lecar-
like neuron model (where the Morris-Lecar system [10] is a bi-dimensional reduction of
the Hodgkin-Huxley neuron model [3]) in order to represent the different cerebral areas,
while in previous studies [[]] the mean field approximation were performed through ad-hoc
equations using physiology parameters.
Our work is based on this latter model. The main contribution consists in replacing
of the Morris-Lecar-like neurons with Hodgkin-Huxley neurons, which is more complete
and accurate neuronal model. Since previous approaches are mostly based on heuristic
simplified models, which result in being quite distant from the description of the un-
derlying physiology, our aim is to show that it is possible to develop a mathematical
model able to capture several features of the human sleep-wake cycle using an accurate
neuronal model to represent cerebral areas.
There are, of course, many limitations in this model, for example some cerebral
regions, which may play an important role in the cycle, have been neglected, in order to
study reduced model. In addiction, the assumption to reach the mean field approximation
using a single neuron is a strong simplification, in fact the nervous system is extremely
complex and it is composed by billions of interacting neurons. Anyway this kind of model
is considerably different from the already existing ones and it could open a new line of
research in this field.
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Capitolo 2
Structure of nervous system
The nervous system is composed of a huge number of cells, called neurons, in tight
connection with each other through links called synapses.
In this chapter a brief description of neurons and synapses, from a biological point of
view, is presented1. Their description in terms of mathematical models will be provided
in the next chapters.
2.1 Neurons
The nervous system is composed of more than 100 billions of neurons. Neurons are cells
whose function is to receive and transmit information through electric signals.
Its structure is represented in figure (2.1): a cell body or soma, which contains the
cellular nucleus and other organelles; the dendrites, which are branched fibre extensions
that propagate the electrochemical stimulation received from neighbouring cells to the
soma; the axon, which is a long and slender projection of the neuron, whose function
is to conduct information as electric impulses or action potentials to other neurons,
muscles or glands.
The dendrites in a neuron can be hundreds or even thousands and may be branched
themselves to receive signals from other thousands of cells, so that the neural network
composing the nervous system is deeply connected and extremely complex. The axon is
surrounded by a myelin sheath, a fatty tissue, which acts as an insulator and allows
faster transmission of electric impulses until the axon ends, called terminal buttons.
The nervous system works via electrochemical processes. Electrical charged chemicals
move across the neuron itself and transmit information between neighbouring neurons.
The electric signal is received by the dendrites, transmitted to the soma and, if a threshold
is exceeded, passes on to the axon until the terminal buttons which emit chemicals, called
neurotransmitters, to other neurons through the synapses.
1A more complete description can be found in virtually any neuroscience book, for example [20]
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Figura 2.1: Structure of a typical neuron [27].
Every cell has an electric potential difference between its inside and outside, called
membrane potential. Typical values float around -70 mV . In stationary conditions
the potential is called resting potential, which can be calculated using the Nernst
equation and the Goldman-Hodgkin-Katz equation2.
As we said before, if the signal is strong enough, namely if the electric current exceeds
a threshold, the neuron start firing. This means the membrane potential varies with time
through one or more spikes, the action potentials, and the signal is transmitted to the
other cells. A single spike of action potential typically lasts 1 or 2 ms and the difference
of potential between its maximum and minimum values is about 100 mV . After this, if
the current comes back under the threshold, the cell returns to its resting potential. Note
that the action potential operates in such a way that either the neuron fires completely
or it does not fire at all.
As a conclusion of this paragraph, we state that the transmission of the action po-
tentials across the axon, even though there are several complications [8], is described by
the Cable equation:
C
∂V
∂t
=
a
2r
∂2V
∂x2
− I(x, t), (2.1)
where a is the radius of the cylindrical cable, r is its resistance, V is the membrane
potential, I is the current and C is the membrane capacitance. Such a kind of equa-
tions, called partial differential equations (PDEs), can be studied using the techniques
of dynamical systems and bifurcation theory, which will be developed in next chapter.
However, we will focus only on ordinary differential equations (ODEs) but the discussion
can be generalized to PDEs.
2See for example [8] for further details.
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2.2 Synapses
The junctions areas between the terminal buttons at the end of the axon of a neuron
and the dendrites of another neuron are called synapses. Through these regions the
transmission of information occurs, thus neighbouring neurons can communicate. Mainly
there exist two kind of synapses: chemical and electical. We begin by describing the
former.
In a chemical synapse the communication between two neurons is conveyed by the
release of chemicals, the neurotransmitters, from the presynaptic neuron to the postsy-
naptic neuron. This situation happens when the action potential reaches the end of the
axon and the neurotransmitters are released through vesicles. The vesicles containing the
neurotransmitter leave the terminal buttons and are collected by the relative receptors
in the dendrites of the next neuron.
Figura 2.2: A chemical synapse between two neighbouring neurons [27].
The neurotransmitters, depending on their nature, may be excitatory or inhibitory.
If the entering current reaches the threshold, another action potential is generated by
the cell and the process can continue.
Not every neuron accepts every neurotransmitter, in fact each receptor allows en-
trance of a particular kind of chemical. Those which do not enter through the receptors
are removed out of the synapse by particular enzymes and reabsorbed into the terminal
buttons.
Substances similar to the neurotransmitters, called agonists, may be collected by
the receptors instead of the original neurotransmitters and perturb the transmission
mechanisms. An example is represented by cocaine which is an agonist of dopamine,
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a neurotransmitter that produces feelings of pleasure when released by neurons, thus
cocaine creates similar effect when ingested.
On the other hand, there is another class of chemicals, the antagonists, which
inhibits the effects of a neurotransmitter. Their action is to bind to the receptor sites of
dendrites and block absorption. As an example, consider the poison curare which is an
antagonist for the neurotransmitter acetylcholine. When this poison enters the neurons,
it stops the connections among them and may cause death.
These kind of perturbations may affect many mechanisms of communication in the
nervous system and their behaviour under normal conditions, including the sleep-wake
cycle.
In contrast to chemical synapses, electrical synapses allows a direct flux of electric
charges between neurons through particular narrow channels, the gap-junctions. Due
to the fact that this kind of synapse does not require vesicles, the transmission of impulses
is much faster than in chemical synapses. For this reason, electrical synapses can be
found in cerebral areas where a rapid response is needed, for example in those related
to defensive reflexes. Also note the transmission can be inwards and outwards, while in
chemical synapses it is one way.
2.3 Ionic channels
In section (2.1) we mentioned the membrane potential, here we explain in deeper detail
its nature.
As we already said, the membrane potential is defined by the difference of potential
between inside and outside of the cell:
VM = Vin − Vout, (2.2)
and, at resting potential, this value is about -70 mV . Changes in VM are due to incoming
and outcoming electric currents via the ionic channels, which are narrow gates that
allow electric charges to move across the cell membrane. The main electric charges are
Na+, K+ and Cl− ions: their concentrations inside and outside the cell determine the
membrane potential.
Ionic channels are divided into two classes: gated and non-gated. Each ion has
its related gated ionic channel, which allows the passage of only that particular ion ,
while non-gated channel are always open and ions flow across the membrane by passive
diffusion. Gated channels are voltage-dependent, which means the probability of a gate
to be open depends mainly on the membrane potential. Typically non-gated channels are
responsible for resting potential and opening and closure of gated channels are associated
with action potentials. If the concentration of ions is the same both inside and outside
the cell, then the system is in equilibrium and the resting potential can be computed
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Figura 2.3: A schemata of K+ gated ionic channel. (a) If the concentration of potassium is
greater inside than outside the cell then K+ ions more probably will flow outwards. (b) If the
concentration is the same in both sides there is no net flux of ions [8].
using the Nernst equation or its generalization, the Goldman-Hodgkin-Katz equation:
VM =
RT
F
∑
j Pj[j]out∑
j Pj[j]in
, (2.3)
where R is the ideal gas constant, T the temperature, F the Faraday’s constant, Pj the
permeability of j-th ion and [j] the concentration [8].
We conclude this chapter stating that, due to the fact that the cell activity is con-
nected to its electric properties, the cell membrane is modelled as an electric circuit. For
example the Hodgkin-Huxley model is based on the circuit in figure (2.4).
Figura 2.4: Equivalent circuit underlying the Hodgkin-Huxley model [8].
The next chapter is dedicated to outline the main concepts of dynamical systems and
bifurcation theory, in order to finally introduce neurons from a mathematical point of
view.
11
Capitolo 3
Dynamical systems and bifurcation
theory
This chapter deals with a short introduction to bifurcation theory in dynamical systems.
After that a definition of dynamical systems is given, the analysis of linear stability of
fixed points in 1-dimensional and 2-dimensional systems is discussed, then a classification
of the main bifurcations is presented. The main advantage in studying low-dimensional
systems is the possibility to have a direct geometric intuition, as we will see. In high-
dimensional systems the bifurcations introduced in the next paragraphs are still valid
and new ones can occur, but we will limit our discussion to 1 and 2 dimensions.
3.1 Introductory definitions
3.1.1 Dynamical systems
A very informal definition of a dynamical system is the following: it is a mathematical
formalization of the concept of a deterministic process. A state in the future or in the
past of many physical, chemical, biological, etc systems may be inferred by knowing the
present state and the laws governing the evolution. If these laws do not change in time,
then the behaviour of the system is completely determined by its initial conditions. In
conclusion, a dynamical system is defined by a set of possible states and the law which
settles the evolution of the states in time [28].
More precisely, a dynamical system is defined by a triple {T,X, ϕt}, where T is a
number set, X is a state space and ϕt is an evolution operator. Typically t ∈ T is
identified as the time: in discrete-time dynamical systems T ∈ Z, in continuous-time
dynamical systems T ∈ R. The possible states in state space are identified by the points
in a set X. Finally, the evolution operator ϕt is defined for every t ∈ T as:
ϕt : X → X, (3.1)
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and transforms an initial state x0 ∈ X in a state xt ∈ X at time t as:
xt = ϕ
tx0. (3.2)
In addiction, the evolution operator has to satisfy the two following properties:
x0 = ϕ
0x0, (3.3)
which means that ϕ0 is the identity operator and:
xt+s = ϕ
t+sx0 = ϕ
t(ϕsx0), (3.4)
which means that the final state xt+s is the same if the system evolves for a time t + s
or if it evolves for a time s and then for a time t.
For our purposes we limit our discussion to continuous-time dynamical systems, thus
T ∈ R, in a state space X ∈ Rn and the evolution operator is defined by ordinary
differential equations. From now on we use the terms dynamical system and ordinary
differential equation as synonyms.
3.1.2 Bifurcations
If a dynamical system depends on one or more parameters, it can happen that varying
these parameters, the qualitative behaviour of the system can change, for example fixed
points can be created or destroyed, their stability can change, even periodic solutions
arise. These kind of changes are called bifurcations.
In the following we will refer to well-behaved real-valued functions, in the sense they
are sufficiently smooth and allows all the derivatives we will need.
3.2 Fixed points and stability in 1 dimension
We begin our discussion on fixed points by considering the ODE:
ẋ = f(x), (3.5)
where D is a subset of R, f : D → R is a smooth function and x ∈ D, then a fixed
point x∗ is defined by:
f(x∗) = 0, (3.6)
namely it is an equilibrium solution of (3.5):
x(t) = x∗. (3.7)
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Note that (3.5) has an exact general solution obtained by separation of variables:
t = t0 +
∫ x
x0
dx′
f(x′)
. (3.8)
We now focus our attention on the stability of equation (3.7), roughly speaking we
are asking ourselves: ”what happens to equilibrium solutions after a perturbation?”.
In order to answer this question we apply a procedure called linearization, thus we
define a small deviation η(t) = x(t)− x∗  1 and check its behaviour:
η̇ = ẋ = f(x∗ + η) ' f(x∗) + f ′(x∗)η = f ′(x∗)η, (3.9)
where we neglected the quadratic term in η and supposed f ′(x∗) 6= 0. If this is the case1
then (3.9) has the solution:
η(t) = η(0)ef
′(x∗)t, (3.10)
which means η(t) decays if f ′(x∗) < 0 (x∗ is stable) or grows if f ′(x∗) > 0 (x∗ is
unstable).
3.3 Fixed points and stability in 2 dimensions
Consider the system of coupled ODEs:
~̇X = ~F ( ~X), (3.11)
where U is a subset of R2, ~F : U → R2 is a smooth vector field defined as ~F ( ~X) =
(f( ~X), g( ~X))T , ~X = (x, y) ∈ U . Supposing (x∗, y∗) is a fixed point:
f(x∗, y∗) = g(x∗, y∗) = 0, (3.12)
then:
u = x− x∗  1, (3.13)
v = y − y∗  1, (3.14)
define a small deviation from the fixed point and its dynamics is given by:
u̇ = ẋ = f(x∗ + u, y∗ + v) '
f(x∗, y∗) + u∂xf(x
∗, y∗) + v∂yf(x
∗, y∗) =
= u∂xf(x
∗, y∗) + v∂yf(x
∗, y∗), (3.15)
1If f ′(x∗) = 0 nothing can be said about stability and the problem has to be studied case by case.
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and similarly:
v̇ = u∂xg(x
∗, y∗) + v∂yg(x
∗, y∗), (3.16)
in which quadratic terms in u and v are neglected. In this case the deviation evolves
according to the linearized system (until quadratic terms are negligible) which can be
solved exactly:
(u̇, v̇)T = J(x∗, y∗)(u, v)T , (3.17)
where J(x∗, y∗) is the Jacobian matrix at the fixed point.
Since we are interested in studying the stability we only care about the behaviour of
the system close to fixed points, thus linearization is a good approximation2. Due to the
fact J(x∗, y∗) is a symmetric matrix, it can always be rewritten in terms of eigenvalues
and eigenvectors. The general solution of a generic 2-dimensional linear system of ODEs:
~̇x = A~x, (3.18)
is given by:
~x(t) = c1e
λ1t ~w1 + c2e
λ2t ~w2, (3.19)
where λi is the eigenvalue associated to the eigenvector ~wi, i = 1, 2 of matrix A.
In order to check the stability of the fixed point (x∗, y∗), it is sufficient to look at the
sign of the real part of the eigenvalues: if at least one of them is positive, then (3.19)
grows exponentially and the fixed point is unstable. On the other hand, if the real parts
are all negative then the fixed point is stable. Imaginary parts do not affect the global
stability, even though have impact on the trajectories: for example a stable fixed point
is a node if Im(λ1,2) = 0, but it is a spiral if Im(λ1,2) 6= 0.
An additional tool, which allows us to find fixed points graphically, is represented by
the study of nullclines. A nullcline is defined as the curve on which the time derivative
of a variable in the dynamical system is equal to zero, namely, for equation (3.11), the
nullclines are the curves defined by f(x, y) = 0 and g(x, y) = 0, which can be plotted on
phase plane. By definition, the points at which these curves cross are fixed points.
The definitions we introduced in order to study stability or instability of fixed points
are pretty general and valid even for higher-dimensional systems.
3.4 Limit cycles
The dynamics in 1 dimension is pretty poor, in fact a trajectory in phase space can only
approach, be repelled or stand on a fixed point. In 2 dimensions oscillations and periodic
orbit can arise, in addiction to the already-known behaviour seen in 1 dimension.
2Actually particular cases in which this approximation is not enough exist but we do not investigate
further.
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Figura 3.1: The three kinds of limit cycles [7].
A limit cycle is an isolated closed trajectory, which means that neighboring trajec-
tories are not closed: they approach the limit cycle (if the limit cycle is stable) or move
away from it (if the limit cycle is unstable). There also exist half-stable limit cycles:
trajectories are attracted on one side and repelled on the other.
Note that limit cycles occur only in nonlinear systems. In linear systems of course
closed orbits are possible but they are not isolated: if ~x(t) is a closed orbit, because of
linearity also c~x(t) does, which means ~x(t) is surrounded by a one-parameter family of
closed orbits.
3.5 Bifurcations in 1 dimension
In this section the main bifurcations in 1 dimension, which occur also in higher dimen-
sional systems, are outlined and a few examples are provided.
3.5.1 Saddle-node bifurcation
The saddle-node bifurcation is the mechanism that manages the creation and destruction
of fixed points. As control parameter is varied, two fixed points can move closer to each
other, collide and mutually annihilate at bifurcation point.
Figura 3.2: Saddle-node bifurcation [7].
The normal form of this kind of bifurcation is given by:
ẋ = r + x2, (3.20)
where r is the control parameter.
As shown in figure (3.2), the two fixed points x∗ = ±
√
−r, one stable and the other
unstable, exist if r < 0 and approach or move away each other as r varies. If r < 0 is
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increased the fixed points come closer and in r = 0 they collide and disappear. On the
other hand if r > 0 is decreased two fixed points emerge in r = 0 and then move away.
In r = 0 the system changes its qualitative behaviour so this is the bifurcation point.
In order to represent this situation we can plot the bifurcation diagram which
shows the dependence of fixed points as a function of r, as shown in figure (3.3).
Figura 3.3: Saddle-node bifurcation diagram [7].
3.5.2 Transcritical bifurcation
The transcritical bifurcation manages the exchange of stabilities between two fixed point
after they collided. This kind of bifurcation typically occurs when a fixed point always
exists and cannot be destroyed.
The normal form of this kind of bifurcation is given by:
ẋ = rx− x2. (3.21)
In this case the fixed points are x∗ = 0 and x∗ = r.
Figura 3.4: Transcritical bifurcation [7].
As shown in figure (3.4), x∗ = 0 is a fixed point for all values of r and, if r < 0, it is
stable and x∗ = r is unstable. On the other hand if r > 0 then x∗ = 0 becomes unstable
and x∗ = r becomes stable. This means the two fixed points at bifurcation point r = 0
exchange their stability, as also shown in the bifurcation diagram in figure (3.5).
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Figura 3.5: Transcritical bifurcation diagram [7].
3.5.3 Pitchfork bifurcation
The pitchfork bifurcation occurs in systems presenting some kind of symmetry and so
fixed points tend to appear and disappear is symmetrical pairs. There exist two kind of
pitchfork bifurcation: supercritical and subcritical.
Figura 3.6: Supercritical pitchfork bifurcation [7].
The normal form of the supercritical pitchfork bifurcation is given by:
ẋ = rx− x3, (3.22)
whose fixed points are x∗ = 0 and, if r > 0, x∗ = ±
√
r.
Figura 3.7: Supercritical pitchfork bifurcation diagram [7].
18
As shown in figure (3.6), x∗ = 0 is the only existing fixed point if r ≤ 0 and it is
stable. If r > 0 then it becomes unstable and the two symmetrical stable fixed points
x∗ = ±
√
r appear, so r = 0 is the bifurcation point, as also shown in the bifurcation
diagram in figure (3.7). The reasons of the name ”pitchfork” now should be clear!
The normal form of the subcritical pitchfork bifurcation is:
ẋ = rx+ x3. (3.23)
As in the previous case, x∗ = 0 always exists but now is stable if r < 0 and x∗ = ±
√
−r
are unstable. Conversely, if r ≥ 0 then x∗ = 0 is the only fixed point and it is unstable,
as shown in figure (3.8).
Figura 3.8: Subcritical pitchfork bifurcation diagram [7].
3.6 Bifurcations in 2 dimensions
The dynamics in 2 dimensions is richer than in 1 dimension. In addiction to the bifur-
cations seen in the previous sections, in fact, new kinds of bifurcations involving limit
cycles may arise.
3.6.1 Hopf bifurcation
Given a fixed point, as said in section 3.3, its stability is regulated by the real part of
the eigenvalues λ1, λ2 of the Jacobian matrix. Since they satisfy a quadratic equation,
if the fixed point is stable, they must be real and negative or complex conjugates with
negative real part (see figure (3.9)).
In order to destabilize the fixed point, at least one of the two eigenvalues has to
cross the imaginary axis, as the control parameter µ varies. If both complex conjugates
eigenvalues do, the system undergoes an Hopf bifurcation.
A supercritical Hopf bifurcation occurs when a stable fixed point becomes unstable
and is surrounded by a small limit cycle.
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Figura 3.9: Jacobian eigenvalues of a stable fixed point in complex plane. (a) Both real. (b)
Complex conjugates [7].
The normal form in polar coordinates is given by:
ṙ = µr − r3,
θ̇ = ω. (3.24)
After a computation, the eigenvalues of the Jacobian are found to be λ = µ± iω, so the
bifurcation point is µc = 0. As shown in figure (3.10) the origin r = 0 is stable if µ ≤ 0.
If µ > 0 it becomes unstable and a stable circular limit cycle of radius r =
√
µ appears.
Figura 3.10: Phase plane in supercritical Hopf bifurcation [7].
It can be shown that, in general in supercritical Hopf bifurcation, the size of the limit
cycle grows continuously from zero of a factor proportional to
√
µ− µc and the period
of the limit cycle is T = 2π/Im(λ) +O(µ− µc), for µ− µc close to zero.
In subcritical Hopf bifurcation the trajectories jump to a distant attractor (a fixed
point, a limit cycle, infinity). This means there is not a continuous growth of a limit
cycle as in the supercritical case.
The normal form is given by:
ṙ = µr + r3 − r5, (3.25)
θ̇ = ω.
Note that r3 is now the destabilizing term.
If µ < 0, there is a stable fixed point in the origin surrounded by an unstable limit
cycle and an external stable limit cycle. As µ increases, the unstable limit cycle shrinks
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Figura 3.11: Phase plane in subcritical Hopf bifurcation [7].
to zero amplitude and makes the origin become unstable at the bifurcation point µ = 0.
This means that there is a trajectory rapidly emerging from the origin which approaches
the stable limit cycle after the bifurcation.
3.6.2 Saddle-node bifurcation of cycles
Consider once again equation (3.25): we have seen in previous section if µ = 0 a
subcritical Hopf bifurcation occurs, anyway another kind of bifurcation may occur too.
Figura 3.12: Radial plot and phase plane in saddle-node bifurcation of cycles [7].
As shown in figure (3.12), if µc = −1/4, an half-stable limit cycle appears and, as
µ is increased, it splits into two limit cycles, in a sort of saddle-node bifurcation. This
kind of bifurcation is called saddle-node bifurcation of cycles.
3.6.3 Saddle-node on a limit cycle (SNLC) bifurcation
The SNLC bifurcation occurs when two fixed points emerge on a limit cycle in a saddle-
node bifurcation.
21
Figura 3.13: Phase plane in SNLC bifurcation [7].
As an example we consider3:
ṙ = r − r3,
θ̇ = µ− sin(θ). (3.26)
As shown in figure (3.13), if µ > 1, the trajectories approach the stable limit cycle
r = 1 surrounding the origin which is always unstable. As µ decreases, a bottleneck
appears at θ = π/2 and finally, at bifurcation point µc = 1, a fixed point emerges on
the limit cycle and the period becomes infinite (it can be shown the period is T =
O(1/
√
µ− µc) near the bifurcation). If µ < 1 the fixed point splits into a saddle and
node in a saddle-node bifurcation.
3.6.4 Saddle-homoclinic bifurcation
A saddle-homoclinic bifurcation occurs when a limit cycle and a saddle move closer
until they touch at bifurcation point, thus making the orbit homoclinic.
As an example consider:
ẋ = y, (3.27)
ẏ = µy + x− x2 + xy.
In figure (3.14) the phase plane is plotted for different values of µ: if µ < µc '
−0.8645, a stable limit cycle surrounds the unstable fixed point on the right and there
is a saddle at the origin. As µ increases, the limit cycle moves closer to the saddle until
µ = µc, where they touch, and the orbit becomes homoclinic. Finally, if µ > µc, the
limit cycle is destroyed.
We conclude this paragraph noting that also in this case the period becomes infinite
but the asymptotic behaviour is different than in SNLC bifurcation: T = O(ln( 1
µ−µc ))
near the bifurcation point.
3θ̇ equation is known as Adler’s equation.
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Figura 3.14: Phase plane in saddle-homoclinic bifurcation for different values of µ [7].
In the next chapters the Morris-Lecar model and the Hodgkin-Huxley model are
studied. These neuronal models could be seen as two additional examples of bifurcations
in dynamical system and then they could be presented together in this chapter. However,
due to their relevance, we prefer to discuss them in separate chapters.
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Capitolo 4
Morris-Lecar model
Morris-Lecar model [10] is a neuronal model described by two coupled nonlinear ODEs
and several kinds of bifurcations may occur. Its importance is due to the fact that,
despite its simplicity, it presents the typical feature of neurons, namely it fires if an
external current is applied.
The model is defined by the following coupled equations:
CM V̇ = Iapp − gL(V − EL)− gKn(V − EK)− gCam∞(V )(V − ECa),
ṅ =
Φ(n∞(V )− n)
τn(V )
, (4.1)
where:
m∞(V ) =
1 + tanh(V−V1
V2
)
2
, (4.2)
n∞(V ) =
1 + tanh(V−V3
V4
)
2
, (4.3)
τn(V ) = 1/ cosh
(
V − V3
2V4
)
, (4.4)
and Iapp is the control parameter.
Depending on the choice of the parameters a particular bifurcation occurs. Three
different sets of parameters are recorded in table (4.1) and are studied in next sections.
4.1 Hopf bifurcation
Here the parameters are chosen as in the Hopf column in table (4.1). In figure (4.1) there
is a plot of the bifurcation diagram. A unique fixed point is present for each value of Iapp,
represented by the central curve. The other two branches represent the maximum and
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Parameter Hopf SNLC Homoclinic
Φ 0.04 0.067 0.23
gCa 4.4 4 4
V3 2 12 12
V4 30 17.4 17.4
ECa 120 120 120
EK -84 -84 -84
EL -60 -60 -60
gK 8 8 8
gL 2 2 2
V1 -1.2 -1.2 -1.2
V2 18 18 18
CM 20 20 20
Tabella 4.1: Morris-Lecar parameters. V1, V2, V3, V4, ECa, EK , EL are expressed in mV ,
gCa, gK , gL in mS/cm
2, CM in µF/cm
2, Iapp in µA/cm
2 and φ is adimensional.
minimum amplitude of the limit cycle. Blue parts represent stable behaviours while red
parts mean instability. The existence of just one fixed point can be understood looking
at figures (4.4(a)) and (4.4(b)): the nullclines intersect only once.
In Iapp = 94 and Iapp = 212 the fixed point changes its stability and a subcritical Hopf
bifurcation occurs, as also suggested by the finite frequency of the orbit at bifurcations,
as shown in figure (4.3). Note also there are two tiny overlaps in 88.3 < Iapp < 94 and
212 < Iapp < 217, where the system is bistable: the fixed point is stable and the stable
limit cycle also exists. In these two intervals the fixed point is surrounded by an unstable
limit cycle (not shown in the figures) which emerges in Iapp = 88.3 and Iapp = 217: here
a saddle-node bifurcation of cycles occurs.
Several numerical solutions, as examples, and a plot of the eigenvalues at the fixed
point as the applied current varies, are shown below. This latter kind of plots is very
useful in order to determine the nature of fixed points.
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Figura 4.1: Bifurcation diagram in Hopf bifurcation parameters choice: voltage as a function
of applied current. Blue branches are stable and red branches are unstable.
Figura 4.2: Eigenvalues of the jacobian matrix at the fixed point as functions of current. Thick
and dashed lines correspond to the real parts, fine and continuous lines correspond to the
imaginary parts. Note that real parts are positive in the range 94 < Iapp < 212, hence the fixed
point is unstable, otherwise it is stable.
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Figura 4.3: Frequency (Hz) as a function of current for stable limit cycles. The sudden ap-
pearing and disappearing of finite-frequency limit cycles suggest a saddle-node bifurcation of
cycles.
((a)) Iapp = 60 and the orbit approaches
the stable fixed point.
((b)) Iapp = 100, the fixed point is unsta-
ble and the orbit approaches the stable
limit cycle.
Figura 4.4: Orbits in phase plane with nullclines. Blue curves are the orbits, yellow curves are
N-nullclines and red curves are V-nullclines.
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4.2 SNLC bifurcation
Choosing the parameters as in SNLC column in table (4.1) a SNLC bifurcation occurs.
Looking at figure (4.5), the bifurcation diagram, we can see there is only a stable fixed
point if Iapp < −10, then in the range −10 < Iapp < 40 the system becomes three-stable:
a saddle-node bifurcation occurs at Iapp = −10, where a saddle and an unstable node
emerge, and at Iapp = 40 a SNLC bifurcation occurs, where the stable node and the
saddle collide on the emerging stable limit cycle.
This behaviour can be understood looking at figure (4.9): the nullclines create a
narrow channel on the left of the figure and, lowering the current, the fixed points will
emerge on the limit cycle. For this reason, at bifurcation, we expect its period will
diverge, as confirmed by figure (4.6), the frequency of the limit cycle as a function of the
applied current, which is zero at bifurcation point.
In addiction, at Iapp = 97.6, a subcritical Hopf bifurcation occurs and at Iapp = 116
the stable and unstable limit cycles collide and disappear in a saddle-node bifurcation
of cycles.
Figura 4.5: Bifurcation diagram in SNLC parameters choice: voltage as a function of applied
current. Blue branches are stable and red branches are unstable. The blue branches above and
below the fixed points curve correspond to the maximum and minimum voltages along periodic
orbits. The blue and red curve in the middle is the fixed points curve.
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Figura 4.6: Frequency (Hz) as a function of current for stable limit cycles. The zero-frequency
limit cycle in Iapp = 40 confirms the SNLC bifurcation and the sudden disappearing of a
finite-frequency limit cycle in Iapp = 116 suggests a saddle-node bifurcation of cycles.
Figura 4.7: Orbit in phase space with nullclines. Here Iapp = 30 and the fixed point is stable.
The blue curve is the orbit, the yellow curve is N-nullcline and the red curve is V-nullcline.
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Figura 4.8: V as a function of time. Here Iapp = 30 and the potential approaches a constant
value. The delay to spiking can be arbitrary but the spike shape is approximately the same.
For the different plots, we start with different initial conditions.
Figura 4.9: Orbit in phase space with nullclines. Here Iapp = 70, the fixed point is unstable
and the orbit approaches the stable limit cycle. The blue curve is the orbit, the yellow curve
is N-nullcline and the red curve is V-nullcline.
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4.3 Saddle-homoclinic bifurcation
This last bifurcation occurs by increasing the parameter Φ and leave all other parameters
as in SNLC case, as shown in the Homoclinic column in table (4.1). Since Φ do not
affect the nullclines, the number of fixed points is the same as the previous case but their
stabilities are different.
The bifurcation diagram in figure (4.10) is similar to the SNLC case, the main dif-
ference is that now the saddle collides with the stable limit cycle at bifurcation point
Iapp ' 35 in a saddle-homoclinic bifurcation. This can be seen by looking at figure (4.14):
the orbit is rejected by the unstable node on the right and approaches the stable limit
cycle, which is very close to the saddle in the middle.
Note also that the system has three stable attractors in 36.3 < Iapp < 40.4: two
nodes and a limit cycle. In this range, depending on the initial conditions, the orbits
may approach one of them, as shown in figures (4.11), (4.12) and (4.13). Iapp is a
subcritical Hopf bifurcation point, Iapp = 40.4 is a saddle-node bifurcation of cycles
point, Iapp = −10 and Iapp = 40 are saddle-node bifurcation points, as in the previous
case.
Figura 4.10: Bifurcation diagram in saddle-homoclinic parameters choice: voltage as a function
of applied current. Blue branches are stable and red branches are unstable. The blue branches
above and below the fixed points curve correspond to the maximum and minimum voltages
along periodic orbits. The blue and red curve in the middle is the fixed points curve.
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Figura 4.11: Orbit in phase space with nullclines. Here Iapp = 39 and the fixed point on the
right is stable, in fact small perturbations are damped and the orbit falls in the fixed point.
The blue curve is the orbit, the yellow curve is N-nullcline and the red curve is V-nullcline.
Figura 4.12: Orbit in phase space with nullclines. Here Iapp = 39 and the fixed point on the
left is stable but initial conditions are outside the basin of attraction of the stable limit cycle,
in fact large the orbit moves away from the limit cycle and falls in the stable fixed point. The
blue curve is the orbit, the yellow curve is N-nullcline and the red curve is V-nullcline.
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Figura 4.13: Orbit in phase space with nullclines. Here Iapp = 39 and the fixed point is
stable but it is surrounded by a small unstable limit cycle and a larger stable limit cycle which
attracts the orbit. The blue curve is the orbit, the yellow curve is N-nullcline and the red curve
is V-nullcline.
Figura 4.14: Orbit in phase space with nullclines. Here Iapp = 35, which is near to the saddle-
homoclinic bifurcation point, where the saddle and the stable limit cycle meet. The blue curve
is the orbit, the yellow curve is N-nullcline and the red curve is V-nullcline.
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Capitolo 5
Hodgkin-Huxley model
The Hodgkin-Huxley (HH) model has been primarily developed in order to reproduce
the behaviour of the membrane potential and of the ionic currents in the squid giant
axon. Due to its accuracy, it has yielded a Nobel Prize in Physiology or Medicine in
1963 and it is still exploited as a base for neuronal models.
5.1 The equations of the model
The HH model is defined by four coupled ODEs describing the membrane potential, the
sodium and potassium channels and a leakage current. This last current includes all
ionic channels that are not explicitly taken into account in the model equations. The
model is based on the equivalent electric circuit shown in figure (5.1), which we have
already encountered in section 2.3 but we report it once again for convenience, and on
the exploitation of the Ohm’s law:
ix = gx(V, t)(V − Ex), (5.1)
where ix is the density of current in µA/cm
2, gx is the density of conductance in mS/cm
2,
Ex the resting potential in mV and x = L, K, Na.
After their experiments and analysis, Hodgkin and Huxley proposed the following
expressions for the conductances:
gNa = gNam
3(V, t)h(V, t),
gK = gKn
4(V, t),
gL = gL, (5.2)
where the gx-s are constants and m,h, n are the gating variables which model the opening
of the ionic channels. These three functions are associated to the probability for a gate
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Figura 5.1: Equivalent circuit underlying the Hodgkin-Huxley model [8].
to be open or closed, in fact they satisfy ODEs of this kind:
ẋ = αx(V )(1− x)− βx(V )x =
x∞(V )− x
τx(V )
, (5.3)
where:
x∞(V ) =
αx(V )
αx(V ) + βx(V )
,
τx =
1
αx(V ) + βx(V )
. (5.4)
αx(V ) and βx(V ) are the voltage-dependent rate constants at which a gate goes from the
closed to the open and from the open to the closed state, respectively. τx(V ) represents
the time decay constant and x∞(V ) is the stationary solution when V is fixed. Finally,
the complete model is defined by:
CM V̇ = Iapp − gNam3h(V − ENa)− gKn4(V − EK)− gL(V − EL),
ṅ = αn(V )(1− n)− βn(V )n,
ṁ = αm(V )(1−m)− βm(V )m,
ḣ = αh(V )(1− h)− βh(V )h, (5.5)
where:
αn = 0.032(V + 52)/(1− exp(−(V + 52)/5)),
βn = 0.5 exp(−(V + 57)/40),
αm = 0.32(V + 54)/(1− exp((V + 54)/4)),
βm = 0.28(V + 27)/(exp((V + 27)/5)− 1),
αh = 0.128 exp(−(V + 50)/18),
βh = 4/(1 + exp(−(V + 27)/5)). (5.6)
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CM is the conductance density of the membrane expressed in µF/cm
2 and Iapp is the
density of applied current in µA/cm2. The parameters values are listed in table (5.1).
Parameter Value
gNa 120
gK 36
gL 0.3
ENa 115
EK -12
EL 10.6
CM 1
Tabella 5.1: Hodgkn-Huxley parameters. ENa, EK , EL are expressed in mV , gNa, gK , gL in
mS/cm2, CM in µF/cm
2.
5.2 Bifurcation analysis of the model
In figures (5.2) and (5.3) the bifurcation diagram for a HH neuron is shown. A unique
fixed point exists for all value of Iapp, which looses its stability at Iapp = 9.78 in a
subcritical Hopf bifurcation and becomes stable again at Iapp = 154.5 in a supercritical
Hopf bifurcation. Note that there is a tiny overlap in 6.27 < Iapp < 9.78 between the
stable fixed point and the stable periodic orbits, as better shown in figure (5.3). In
particular, near Iapp = 7.88, there are four limit cycles, which three are unstable and one
is stable, which projections in (V, n)-phase plane are shown in figure (5.4).
In the next chapter a mathematical model of the sleep-wake cycle is introduced [1].
The model exploits a Morris-Lecar-like neural network, so this is the reason why we
dedicated chapter 4 to the Morris-Lecar model.
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Figura 5.2: Bifurcation diagram: voltage as a function of applied current. Blue branches are
stable and red branches are unstable. The blue and red curve in the middle is the fixed-point
curve. The blue branches above and below the fixed-point curve correspond to the maximum
and minimum voltages along periodic orbits.
Figura 5.3: Expanded view of (5.2). Full dots are stable orbits, blank dots are unstable orbits
[8].
Figura 5.4: (V,n)-phase plane projection of the four limit cycles at Iapp = 7.88 [8].
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Figura 5.5: Frequency (Hz) as a function of current for stable limit cycles.
n
Figura 5.6: Orbit in (N,V)-phase plane projection. Here Iapp = 10, the fixed point is unstable
and the orbit approaches the stable limit cycle.
Figura 5.7: V as a function of time. Here Iapp = 10 and the potential is periodic in time.
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Capitolo 6
Rempe et al. model
In this chapter we present a biologically-based model of the sleep-wake cycle [1] and
its results1. This model takes into account some cell groups which play a crucial role
in the sleep-wake cycle and is able to reproduce several features of the human sleep-
wake cycle. These include timing of sleep and wakefulness (under normal and sleep-
deprived conditions), ultradian rhythms, REM and NREM episodes and as well as the
narcolepsy due to orexin removal. In this model each cerebral area is described, in a mean
field approximation, by a Morris-Lecar-like neuron, with the objectives of providing a
mathematical description of the mutual interaction between a circadian pacemaker (C)
and a wake-time-dependent homeostatic process (S).
6.1 Description of the model
The model assumes that the regulation of sleep and wake times depends on the interaction
between C and S. In particular, process S builds up during wake hours and, when it
reaches an upper threshold, the system falls asleep and S decays. On the other hand,
when S reaches a lower threshold, the system wakes up and then S increases. These two
thresholds varies with time and are regulated by process C. The increase and decrease
of S are modelled as exponential functions with different time constants.
The model is based on the sleep-wake switch proposed by Saper et al. [29], in which
wake-promoting monoaminergic group (AMIN) and sleep-promoting ventro lateral pre-
optic nucleus (VLPO) mutually inhibit, and on the hypothesis that orexinergic cells of
the hypothalamus reinforce AMIN to avoid narcolepsy [30]. In addiction, there is also
a REM-NREM switch based on the work by Lu et al. [31]: part of the VLPO group,
namely its extended portion (eVLPO), inhibits the NREM-promoting cells, while AMIN
1Some differences between the equations defined in the paper and the ones that have been defined in
the Rempe’s code exist and the results are slightly different. In this chapter the equations in Rempe’s
code are presented and the misprints are outlined.
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inhibits the REM-promoting ones. Finally both groups inhibit each other. A scheme of
the model circuit is given in figure (6.1).
Figura 6.1: A schemata of the model.
6.2 Materials and methods
The presentation of the model is split into two steps. First the sleep-wake flip-flop
switch is introduced and then the REM-NREM switch is described. Every term in
the equations of the model has explicit functional dependence, otherwise the term is a
constant. Parameters values are listed in tables (6.1) and (6.2).
6.2.1 The sleep-wake flip-flop model
The sleep-wake cycle is regulated by the wake-promoting monoaminergic cell groups
(AMIN) and by the ventro lateral preoptic region of the hypothalamus (VLPO). These
two regions are modelled by:
δAẋA = f(xA, yA)− IV LPO(xV ) + IORX(xV , t) + IA0 − IHOM(t) + IAn (t),
ẏA = g(xA, yA), (6.1)
and:
δV ẋV = f(xV , yV )− IAMIN(xA)− ISCN(t) + IV0 + IHOM(t) + IVn (t),
ẏV = g(xV , yV ), (6.2)
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Parameter Value
εA 3
εV 3
γA 5.7
γV 3.77
τ1A 1 h
τ2A 2 h
τ1V 1 h
τ2V 2 h
δA 0.01
δV 0.01
gvlpo 5
gamin 2
gscn 1
IA0 3.3
IV0 0.45
ghom 5.5
αh 18.2 1/h
βh 4.2 1/h
hmax 1
gnoise 5
an 20
wn 0.01
Tabella 6.1: AMIN-VLPO parameters.
where xA and xV are proportional to the the potentials of AMIN and VLPO and represent
the respectively overall population activity, and δA and δV are constants. The variables
yA and yV are recovery variables. The nonlinear functions f and g are of the form:
f(x, y) = 3x− x3 + 2− y,
g(x, y) = ε(γH∞(x)− y)/τ(x), (6.3)
where2 H∞(x) = 1/(1 + exp(−100x)) is a smooth approximation of the Heaviside step
function and τ(x) = τ1 + (τ2 − τ1)H∞(x) has also the shape of a step function. This
neuronal model is pretty similar to the Morris-Lecar model, even though is simpler, and
will be analysed in the next section.
2In the paper H∞(x) is defined as H∞(x) =
1
2 tanh(x) instead of (for example) H∞(x) =
1
2 (tanh(x)+
1).
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The input currents are defined by:
IV LPO = gvlpoH∞(xV ),
IAMIN = gaminH∞(xA),
ISCN = gscnC(t),
IORX = ISCN(1−H∞(xV )),
IHOM = ghomh(t), (6.4)
where C(t) is the circadian pacemaker3 defined as in [12]:
C(t) = 2.1 + 0.97sin(ωt) + 0.22sin(2ωt) +
+0.07sin(3ωt) + 0.03sin(4ωt) + 0.001sin(5ωt), (6.5)
ω = 2π/24,
which regulates the current coming from SCN, which inhibits the activity of VLPO, and
h(t) is defined by the following ODE4:
ḣ(t) = α−1h (hmax − h), if xA > 0,
ḣ(t) = −β−1h h, if xA < 0, (6.6)
which means S increases during waking hours and decays during sleep. In the model
the orexin current IORX affects only the activity of AMIN but it is inhibited by VLPO.
AMIN and VLPO groups inhibit each other via the currents IAMIN and IV LPO. I
A
n and
IVn are noisy currents to test the robustness of the model and will be defined in the last
section. Finally, IA0 and I
V
0 represent the background cortical drives.
6.2.2 The REM-NREM flip-flop model
The REM-NREM flip-flop switch regulates REM and NREM sleep stages and it is mo-
delled in a similar way indicated in previous section5. The equations for the REM-on
cells are:
δRẋR = σ
(
f(xR, yR)− IRAMIN(xA, t)− INREM(xN) + IR0 + IRn (t)
)
,
ẏR = σ(g(xR, yR)), (6.7)
3In the paper the constant value 2.1 in the definition of C(t) is missing.
4In the paper α−1h and β
−1
h are replaced by αh and βh.
5In the code f(x, y) in the equations for REM-on and REM-off is defined in a slightly different
manner than in the paper. The two definitions coincide if the static currents IR0 and I
N
0 in table (??)
are redefined as IR0 + 1 and I
N
0 + 1.
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Parameter Value
εR 0.3
εN 0.3
γR 6.2
γN 6
τ1R 1 h
τ2R 2 h
τ1N 0.5 h
τ2N 1.7 h
δR 0.5
δN 0.5
σ 11
gamin (AMIN to REM) 2.5
gREM 0.4
gNREM 5
ae 2
be 1
ce 1.82
cv -0.3
gevlpo 6.2
IR0 1.1
IN0 1.9
Tabella 6.2: REM-NREM parameters.
where6:
IRAMIN = g
R
aminS(xA, t), (6.8)
Ṡ =
aS(1− S)
1 + exp(−10xA)
− bSS(1−
1
1 + exp(−10xA)
), (6.9)
while the ones for REM-off cells are:
δN ẋN = σ
(
f(xN , yN)− IeV LPO(xe)− IREM(xR) + IN0 + INn (t)
)
,
ẏN = σ(g(xN , yN)), (6.10)
where7:
6In the paper the equation for S(t) is missing and IRAMIN is defined as I
R
AMIN = g
R
aminH∞(xA).
7In the paper these two definitions are missing.
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INREM = gnremH∞(xN),
IREM = gremH∞(xR),
IR0 and I
N
0 are the background drives, I
R
n and I
N
n are noisy currents and the eVLPO
activity is described by8:
ẋe = −xe + ce − aehe(xV + cV , kxv)− behe(xA, kxa)),
he(x, k) = 1/(1 + exp(−x/k)), (6.11)
in such away that IeV LPO = gevlpoxe.The functional forms of (6.11) and (??) and the
corresponding parameters have been chosen in order to reproduce the desired behaviour
but are not based on any physiological evidence.
Noise
Noisy currents in each cell group are introduced as:
I in = gnoiseni, (6.12)
ṅi = wn(−ni + anN), (6.13)
where N is a standard normally distributed random variable, an and wn are constants.
At each time step a new value of N is chosen from the normal distribution. Results show
the robustness of the model to the noise.
6.3 Results
6.3.1 Normal conditions
A numerical simulation of the system under normal conditions is shown in figure (6.2).
The system is awake for approximately 16 hours and asleep for the remaining 8 hours,
with rapid transitions (order of 1-2 minutes) between the two states.
In figure (6.3) the activities of REM and NREM nuclei during sleep are shown. The
sleep phase begins with a NREM episode and several transitions occur thereafter between
REM and NREM phases. In particular, NREM episodes in the early stage of sleep are
shorter than the ones in later stages of sleep. These features are in agreement with
experimental data [32].
8In the paper he(x, k) is defined as he(x, k) =
1
2 tanh(x/k) instead of (for example) he(x, k) =
1
2 (tanh(x/k) + 1).
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Figura 6.2: Sleeping and waking under normal conditions. Time is measured in hours.
Figura 6.3: REM/NREM cycling during one sleep episode under normal conditions. Time is
measured in hours.
6.3.2 Orexin removal
This model is also able to identify the narcolepsy disease by removing the orexin current
IORX from AMIN. We note, looking at figure (6.4), that AMIN shuts down many times
while VLPO remains silent. This can be interpreted as wake episodes being interrupted
by very short sleep episodes. This is a typical behaviour that occurs in narcolepsy, which
is consistent with the hypothesis that orexin stabilizes the sleep-wake cycle.
In addition, looking at figure (6.5), we observe that REM sleep episodes are more
frequent than NREMs, due to the loss of orexin [33]. This explains also the occurrence
of REM episodes during wake times [34], as shown in figure (6.5).
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Figura 6.4: Sleeping and waking when orexin is removed. In this case there are several transition
into and out of sleep during the day and the night. Time is measured in hours.
Figura 6.5: REM/NREM cycling when orexin is removed. There are more REM episodes than
NREM episodes, including several REM episodes during waking. Time is measured in hours.
6.4 Analysis of single neurons
In this section we analyze the bifurcation diagram of single neurons. Since the functional
form is exactly the same for every neuron (equation (6.3)) but parameters depend on
the particular kind of population they model (AMIN, VLPO, REM and NREM), the
bifurcation diagrams exhibit similarities to each other. In particular, AMIN, REM and
NREM, which are shown respectively in figures (6.6), (6.8) and (6.9), present the same
identical scheme, so we discuss in detail only AMIN and then VLPO. Here we assume
the current Iapp as the bifurcation parameter, unlike in equation (6.3) where Iapp is
time-dependent. This means that the dynamical system we analyze is:
ẋ = f(x, y) + Iapp,
ẏ = g(x, y). (6.14)
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AMIN bifurcation diagram presents, initially, for Iapp < −1.9, a unique stable fixed
point, and then a saddle-node bifurcation occurs so that an unstable node and a saddle
emerge. If the applied current is further increased, the system undergoes SNLC bifur-
cation at Iapp = 0, where a stable node and a saddle collide so that a stable limit cycle
emerges surrounding the unstable node. If Iapp is further increased up to Iapp = 1.7,
then another SNLC bifurcation occurs with a stable node and a saddle emerging con-
tinuously from the periodic orbit. After this, at Iapp = 3.6, the new saddle and the
already-existing unstable node collide in a saddle-node bifurcation, thus leaving only one
stable node. are destroyed in a saddle-node bifurcation, then the stable node remains
the only fixed point of the system. The only difference between AMIN, REM and NREM
bifurcation diagrams is in the values of current at which bifurcations occur.
VLPO bifurcation diagram is even simpler, since only saddle-node bifurcations occur.
If Iapp < −1.9, the only fixed point of the system is a stable node, then the first bifurcation
occurs and an unstable node and a saddle emerge. Successively, an additional bifurcation
occurs at Iapp = −0.27 so that a stable node and a saddle are generated. We note that in
the range −0.27 < Iapp < 0 the system has 5 fixed points: 2 saddles, 2 stable nodes and 1
unstable node. At Iapp = 0 a saddle and a stable node collide, and finally, at Iapp = 1.63,
unstable node and remaining saddle annihilate, thus leaving a stable node alone.
Figura 6.6: Bifurcation diagram for AMIN. AMIN activity as a function of current. Blue
branches are stable and red branches are unstable. The blue branches above and below the
fixed points curve correspond to the maximum and minimum voltages along periodic orbits.
The blue and red curve in the middle is the fixed points curve. I1 = −1.9 is a saddle-node
bifurcation point, I2 = 0 and I3 = 1.7 are SNLC bifurcation points, I4 = 3.6 is a saddle-node
bifurcation point.
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Figura 6.7: Bifurcation diagram for VLPO. VLPO activity as a function of current. Blue
branches are stable and red branches are unstable. The blue branches above and below the
fixed points curve correspond to the maximum and minimum voltages along periodic orbits.
The blue and red curve in the middle is the fixed points curve. I1 = −1.9, I2 = −0.27, I3 = 0
and I4 = 1.63 are all saddle-node bifurcation points.
Figura 6.8: Bifurcation diagram for REM. REM activity as a function of current. Blue branches
are stable and red branches are unstable. The blue branches above and below the fixed points
curve correspond to the maximum and minimum voltages along periodic orbits. The blue and
red curve in the middle is the fixed points curve. I1 = −1.9 is a saddle-node bifurcation point,
I2 = 0 and I3 = 2 are SNLC bifurcation points, I4 = 3.9 is a saddle-node bifurcation point.
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Figura 6.9: Bifurcation diagram for NREM. NREM activity as a function of current. Blue
branches are stable and red branches are unstable. The blue branches above and below the
fixed points curve correspond to the maximum and minimum voltages along periodic orbits.
The blue and red curve in the middle is the fixed points curve. I1 = −1.9 is a saddle-node
bifurcation point, I2 = 0 and I3 = 2 are SNLC bifurcation points, I4 = 3.9 is a saddle-node
bifurcation point.
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Capitolo 7
DSD model
In this chapter we develop a mathematical model of the human sleep-wake cycle, the DSD
(D’Agnese, Sarnari and Di Garbo) model, whose grounds are in Rempe et al. model [1].
Our model, still in the mean field approximation, improves on this by taking into account
the details of physiology. This improvement is obtained by replacing Morris-Lecar-like
neurons with Hodgkin-Huxley ones. In this way a more realistic model is developed,
since HH neurons contain a more accurate description of the ionic channels dynamics
along with permitting higher accuracy in modelling more realistic synaptic connections.
Despite its basic formulation, the DSD model is able to reproduce the timing of sleep
and wakefulness under normal conditions and some features of REM and NREM sleep.
Our objective is to demonstrate that it is possible to capture the main features of such
a complex system by using a limited number of actors, namely the neurons.
7.1 Description of the model
The model’s network is a simplified version than Rempe’s one; in fact some cerebral
regions are removed, as shown in figure (7.1). In particular, we assume that the main
activities of cerebral areas are regulated by the circadian process C by itself, and therefore
we remove the homeostatic process S from the network. In addition, in the first simpler
model, we did not consider the contribution of orexin to the network. These choices have
been made in order to produce an initial simplified version of the model. We outline the
model by first introducing the sleep-wake flip-flop switch and then by describing the
REM-NREM switch.
7.1.1 The sleep-wake flip-flop model
We follow the observations by Saper et al. [29], and assume that wakefulness is gover-
ned by the activity of monoaminergic group AMIN, while sleep phases are principally
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Figura 7.1: A schemata of DSD model.
controlled by the activity of ventro lateral preoptic nucleus VLPO. In agreement with
Rempe et al., we assume AMIN to perform both excitatory and inhibitory actions, while
VLPO plays only an inhibitory role. As a consequence, AMIN is described by two neu-
rons, a pyramidal and an interneuron, the former excitatory while the latter inhibitory.
It follows that AMIN and VLPO interneurons are connected by an inhibitory synapse.
The additional excitatory synapse between AMIN pyramidal and VLPO takes into ac-
count the removal of the homeostatic process: as shown in figure (6.1), in Rempe et al.
model, AMIN excites HOM, which, in turn, excites VLPO. In our model we assume a
direct excitatory synapse.
In addition, there is a periodic action of the suprachiasmatic nucleus SCN, which, in
spite of the functional form proposed by Achermann and Borbély [12], is described, for
the sake of simplicity, as a perfect sinusoidal current. It is not clear yet as SCN has a
direct interaction with AMIN interneuron and, for the moment, we assume that SCN is
linked only to VLPO interneuron and AMIN pyramidal neuron.
In agreement with the notation adopted in chapter 5, AMIN and VLPO interneurons
admit a mathematical description as classical HH neurons [15, 13]:
CV̇ Ix = I
I
x − gNamIx
3
hIx(V
I
x − ENa)− gKnIx
4
(V Ix − EK)− gL(V Ix − EL),
ṅIx = αn(V
I
x )(1− nIx)− βn(V Ix )nIx,
ṁIx = αm(V
I
x )(1−mIx)− βm(V Ix )mIx,
ḣIx = αh(V
I
x )(1− hIx)− βh(V Ix )hIx, (7.1)
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and:
αn = 0.032(V + 52)/(1− exp(−(V + 52)/5)),
βn = 0.5 exp(−(V + 57)/40),
αm = 0.32(V + 54)/(1− exp((V + 54)/4)),
βm = 0.28(V + 27)/(exp((V + 27)/5)− 1),
αh = 0.128 exp(−(V + 50)/18),
βh = 4/(1 + exp(−(V + 27)/5)), (7.2)
where IIx is the applied current to interneuron x = AMIN, VLPO.
AMIN pyramidal neuron is modelled as an HH with an additional ionic channel
[15, 13]:
C ˙V Px = I
P
x − gNam3xhx(V Px − ENa)− gKn4x(V Px − EK)− gL(V Px − EL)− gMwx(Vx − VM),
ṅPx = αn(V
P
x )(1− nPx )− βn(V Px )nPx ,
ṁPx = αm(V
P
x )(1−mPx )− βm(V Px )mPx ,
ḣPx = αh(V
P
x )(1− hPx )− βh(V Px )hPx ,
ẇx =
w∞,x − wx
τw
, (7.3)
and:
αn = 0.032(V + 52)/(1− exp(−(V + 52)/5)),
βn = 0.5 exp(−(V + 57)/40),
αm = 0.32(V + 54)/(1− exp((V + 54)/4)),
βm = 0.28(V + 27)/(exp((V + 27)/5)− 1),
αh = 0.128 exp(−(V + 50)/18),
βh = 4/(1 + exp(−(V + 27)/5)),
τw = 400/(3.3 exp((V + 35)/20) + exp(−(V + 35)/20)),
w∞,x = 1/(1 + exp(−(V + 35)/10)), (7.4)
where IPx is the applied current to pyramidal neuron x = AMIN.
Finally, the applied currents are defined by:
IIAMIN = J
I
V LPO + I
0
AMIN ,
IIV LPO = ISCN(t) + J
P
AMIN + J
I
AMIN + I
0
V LPO,
IPAMIN = ISCN(t) + I
0
AMIN , (7.5)
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where:
ISCN = I
0
SCN sin(2π/T ),
J IAMIN = −gISAMIN(VV LPO − VFF ),
J IV LPO = −gISV LPO(VAMIN − VFF ),
JPAMIN = −gPFSAMIN(VV LPO − VPF ). (7.6)
T is the period and I0x are constants, x = AMIN, VLPO, SCN. The dynamics of the
chemical synapses is given by:
ṠV LPO = 2
(
1 + tanh(
VV LPO
4
)
)
(1− SV LPO)−
SV LPO
τ2
,
ṠPAMIN = 5
(
1 + tanh(
V PAMIN
4
)
)
(1− SPAMIN)−
SPAMIN
τ1
,
ṠIAMIN = 2
(
1 + tanh(
V IAMIN
4
)
)
(1− SIAMIN)−
SIAMIN
τ2
. (7.7)
All parameter values are listed in table (7.1). We observe that replacing the Morris-
Lecar-like neuron equations with the HH ones causes, even at single neuron level, a big
increase in the complexity of the problem. In fact, the HH system can exhibit a huge
variety of dynamical behaviours, including spatio-temporal chaos, due to violation of the
Poincaré-Bendixson theorem.
7.1.2 The REM-NREM flip-flop switch
REM and NREM groups exhibit mutual inhibition and are also inhibited by AMIN and
VLPO interneurons, respectively. As a consequence, also REM and NREM are both
described as interneurons. As mentioned before, the dynamics of REM and NREM
is influenced by AMIN and VLPO but it is not true the other way around, namely
that REM and NREM produce alterations in the dynamics of AMIN and VLPO. It
follows that the first logical step to study REM-NREM switch consists in determining
the optimal parameters for AMIN-VLPO switch. As shown in figure (7.1), the extended
nuclei of VLPO (eVLPO) are removed from the model and VLPO itself directly affects
the dynamics of NREM group. Therefore, the model equations are:
CV̇ Ix = I
I
x − gNamIx
3
hIx(V
I
x − ENa)− gKnIx
4
(V Ix − EK)− gL(V Ix − EL),
ṅIx = αn(V
I
x )(1− nIx)− βn(V Ix )nIx,
ṁIx = αm(V
I
x )(1−mIx)− βm(V Ix )mIx,
ḣIx = αh(V
I
x )(1− hIx)− βh(V Ix )hIx, (7.8)
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Parameter Value
gNa 100
gK 80
gL 0.15
ENa 50
EK -100
EL -72
C 1
gI 0.25
gPF 0.3
gM 1
VM -100
VFF 0
VPF -80
τ1 2
τ2 10
Tabella 7.1: DSD parameters. ENa, EK , EL, VM , VFF , VPF are expressed in mV , gx-s in
mS/cm2, C in µF/cm2, τ1, τ2 in ms.
and:
αn = 0.032(V + 52)/(1− exp(−(V + 52)/5)),
βn = 0.5 exp(−(V + 57)/40),
αm = 0.32(V + 54)/(1− exp((V + 54)/4)),
βm = 0.28(V + 27)/(exp((V + 27)/5)− 1),
αh = 0.128 exp(−(V + 50)/18),
βh = 4/(1 + exp(−(V + 27)/5)), (7.9)
where x = REM, NREM and the applied currents are defined by:
IIREM = I
0
REM + J
I
NREM + J
I
AMIN ,
IINREM = I
0
NREM + J
I
REM + J
I
V LPO, (7.10)
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and:
J IAMIN = −
1
2
gIS
I
AMIN(V
I
REM − VFF ),
J INREM = −
1
2
gIS
I
NREM(V
I
REM − VFF ),
J IREM = −
1
2
gIS
I
REM(V
I
NREM − VFF ),
J IV LPO = −
1
2
gIS
I
V LPO(V
I
NREM − VFF ), (7.11)
while the dynamics of REM-NREM synapses are given by:
ṠINREM = 2
(
1 + tanh(
V INREM
4
)
)
(1− SINREM)−
SINREM
τ2
,
ṠIREM = 2
(
1 + tanh(
V IREM
4
)
)
(1− SIREM)−
SIREM
τ2
. (7.12)
7.2 Results
In this section we show the results of numerical simulations. In particular, we note that
it would be impossible to understand completely the dynamics of the system by simply
looking at a V vs. t plot, for large values of t, namely of the order of one or more
days. This is due to the fact that the action potentials of HH occur on a much faster
time scale, typically of the order of a few milliseconds. We overcome this problem by
analyzing raster plots of the system. A raster plot is a typical way to detect action
potentials spikes, where each spike is represented by a dot in a plane, as time varies.
This is an easy way to see whether a neuron is firing or not.
An additional problem is given by the fact that, in order to have a good resolution,
the time step must be chosen very small. This means that, since the simulation must
last, in principle, at least 24 hours, a huge computational time is required. This can be
avoided noting that the system has two time scales, the neuronal oscillations and the
period of the circadian pacemaker. Since the orbits in a HH approach a stable fixed
point or limit cycle in a time much smaller than the one in which the current due to
SCN varies appreciably, we assume that, if the period of the circadian pacemaker T is
much longer than the transient time tT in which the orbit stabilizes, we can define a new
period and interpret it as a rescaling of the original 24-hours period.
An estimate for tT is obtained by removing the circadian pacemaker from the system
and look at the time required for the system stabilize. Looking at figure (7.2), we see
that spikes become regular after a transient time tT ≈ 200ms, thus, to ensure tT  T ,
we assume T = 3000ms. Finally, the parameters of the model are chosen in such a way
that VLPO is active 1/3 of the period while AMIN is silent. By contrast, AMIN is active
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2/3 of the period, while VLPO is silent. A sample raster plot of sleep-wake cycle under
normal conditions is shown in figure (7.3).
Figura 7.2: Here the system has no circadian pacemaker input due to the suprachiasmatic
nucleus (ISCN = 0) and the pattern of the spikes becomes regular after a transient of the order
of 200 ms. Note that when AMIN-P spikes also VLPO does and VLPO inhibits AMIN-I for a
fraction of second.
Figura 7.3: In this sample the amplitude of the sinusoidal current system due to the suprachia-
smatic nucleus is ISCN = 10 nA. VLPO is active 1/3 of the period and AMIN is active 2/3 of
the period with no overlapping.
7.2.1 (I0SCN , I
0
AMIN , I
0
V LPO) parameters-space
The desired behaviour of the system can be obtained by different combinations of para-
meters I0SCN , I
0
AMIN and I
0
V LPO. This set define a solid in R
3, which is represented in
figures (7.4) by keeping fixed a value for ISCN and projecting on (I
0
AMIN , I
0
V LPO)-plane.
If a point contained in that solid is chosen, then the system behaves as in figure (7.3).
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((a)) I0SCN = 4 ((b)) I
0
SCN = 5
((a)) I0SCN = 6 ((b)) I
0
SCN = 7
((a)) I0SCN = 8 ((b)) I
0
SCN = 9
57
((a)) I0SCN = 10 ((b)) I
0
SCN = 11
((a)) I0SCN = 13 ((b)) I
0
SCN = 15
Figura 7.4: The internal area in parameters-space represents the combinations such that AMIN
is active 2/3 of the period and VLPO is active 1/3 of the period.
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7.2.2 I0REM and I
0
NREM parameters choice
In order to complete the study of the model under normal conditions, we have to find a
suitable combination for I0REM and I
0
NREM . Since REM-NREM-nuclei are influenced by
but do not influence AMIN/VLPO-nuclei (i.e. there is no feedback), I0REM and I
0
NREM
can be chosen after we have fixed I0AMIN and I
0
V LPO.
Since the dynamics underlying the interactions between SCN, AMIN and VLPO is
poorly understood, there are no particular reasons for choosing a special combination
for the values of I0SCN , I
0
AMIN and I
0
V LPO.
Choosing, for example, the triplet (I0SCN = 10, I
0
AMIN = 1.4 and I
0
V LPO = −3.4),
the system behaves as shown in figure (7.5). The most relevant feature is that REM
group is active during all sleeping phase, while NREM group is silent. On the other
hand, NREM group is active during wakefulness, while REM is silent. This behaviour
is not in agreement with experiments: REM and NREM groups should be always silent
during wakefulness and active during sleep. Since this behaviour is spread all over the
allowed values of I0SCN , I
0
AMIN and I
0
V LPO, namely the ones defined by figure (7.4), then
the model, as it is currently, is not able to reproduce accurately the whole REM-NREM
dynamics. In order to avoid this, it has been tried to modify the conductances’ values in
the VLPO-NREM and AMIN-REM synaptic connections, but the qualitative behaviour
did not change.
Figura 7.5: A sample raster plot of the complete DSD model.
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Capitolo 8
Conclusions and further
developments
In this work we developed a biologically-based mathematical model able to reproduce
some features of the human sleep-wake cycle. These features include the timing of sleep
and wakefulness under normal conditions and part of the occurrence of REM episodes
during the sleep.
We began from the observation by Saper et al. [29], who proposed a sleep-wake
flip-flop switch, in which wake-promoting monoaminergic group AMIN is linked to sleep-
promoting ventro lateral preoptic group VLPO via inhibitory connection, and from the
further work by Lu et al. [31], in which the initial model is extended to include REM
and NREM dynamics.
These particular features are collected by Phillips and Robinson in their model [19],
which is as able to reproduce some behaviours occurring in the sleep-wake cycle, such as
the timing of sleep and wakefulness and the activities of REM and NREM nuclei, but
the description is weak from a physiological point of view. This is due to the fact that
the equations that model the dynamics are phenomenological.
Subsequently, Rempe et al. develop a more realistic mathematical model [1] which
is able to reproduce several features of the human sleep-wake cycle, by describing ce-
rebral areas as Morris-Lecar-like neurons, in a mean field approximation. The model
takes into account many ingredients that play an important role in the sleep-wake cycle,
such as the stabilizing effect of orexin on the sleep-wake mechanism and the interaction
between the circadian pacemaker and the homeostatic process, following the hypothesis
by Achermann and Borbély [4]. However, there are still some assumptions which do not
have solid grounds in physiology, for example the parameters choice is made in order to
reach the desired behaviours but it is not based on physiological variables. In addiction,
the type of neuronal model chosen and the synaptic connections are not realistic, because
they do not describe accurately the underlying dynamics.
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In our work, the neural network circuit is much simpler than the one adopted by
Rempe, in fact some cerebral areas and the homeostatic process are removed but, on
the other hand, the neuronal model is very accurate and realistic, namely the Hodgkin-
Huxley model [3], and also the synaptic connections are biologically-based [15, 13]. De-
spite its simplicity, the model is able to reproduce the main features of sleep-wake cycle
under normal conditions, such as the timing of sleep and wakefulness and part of the
REM-NREM activity.
This particular approach is hopefully promising. It demonstrates that is possible
to describe some features of a huge and complex network only using a few number of
neurons. This means that a mean field approximation of cerebral areas is obtainable
even by using a single neuron, thus this can reduce the complexity of the network.
In addition, there is a much more detailed description of ionic channels and synaptic
connections, thus it would be possible to describe perturbations of any kind, such as the
effect of drugs, which may affect ionic channels or synapses, and of diseases which are
related to dysfunctions of sleep-wake cycle, such as epilepsy [23, 25].
This particular model we developed is extremely simple and, since there is a lack in
reproducing REM and NREM dynamics, a deeper investigation is required. Subsequen-
tly, the next improvement could be extend the model in order to include the processes
that are not taken into account, mainly the homeostatic process and the orexin dyna-
mics. After this, the mean field approximation can be further improved by describing
the already-present cerebral using more neurons and additional synaptic connections.
However, these further developments requires a much more detailed knowledge, which is
still missing, of the structure of the brain network, namely the kind of cells which com-
pose the cerebral areas and the precise connections among them. We hope, therefore,
that our work would open a new series of experiments addressed to deepen our interest
about the underlying dynamics of the sleep-wake cycle, which is still poorly understood.
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Appendice A
Numerical methods
Numerical methods are an essential tool for the study of nonlinear dynamical systems,
because analytical solutions are extremely rare. In this section the main techniques
which has been used for our work are presented.
A.1 Newton’s method
Newton’s Method in n dimensions allows us to find the roots of an n-dimensional nonli-
near system of equations. If we are looking for the fixed points of a system of nonlinear
ODEs, this method works as well. Anyway in some particular cases it is possible to use
Newton’s Method in n − m dimensions, which is much less expensive computationally
than the n-dimensional version, and a brief proof is soon provided.
A.1.1 Newton’s method in one dimension
Let us suppose we have to find a root x∗ of the equation:
f(x∗) = 0. (A.1)
It can be shown the recurrence equation:
xn+1 = xn −
f(xn)
f ′(xn)
, (A.2)
converges to x∗ if a suitable initial condition x0 is set and f
′(x∗) 6= 0. This algorithm
can be generalized for n dimensions.
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A.1.2 Dimensions reduction
Let us suppose we are looking for the fixed points of a 2-dimensional nonlinear system
of the form:
ẋ = f(x, y),
ẏ = g(x, y), (A.3)
and setting ẋ = ẏ = 0 let us suppose g can be simplified as:
g(x∗, y∗) = 0 =⇒ y∗ = ḡ(x∗), (A.4)
hence substituting in f we get:
f(x∗, y∗) = f(x∗, ḡ(x∗)) ≡ F (x∗) = 0. (A.5)
This means (A.5) can be solved using Newton’s Method in one dimension and substitu-
ting in (A.4) allows to find the fixed points (x∗, y∗). In general a n-dimensional system,
when is possible to express m variables as a function of the other variables, can be solved
by using a (n−m)-dimensional finding-roots algorithm.
A.2 Numerical solution of ODEs
Since the ODEs we are dealing with are nonlinear, often an analytic solution is not avai-
lable so a numerical solution is necessary. The general idea is to perform a discretization
of ODEs and solve the associated recurrence equations. In this section two of the most
common algorithms to solve ODEs numerically are presented.
A.2.1 Euler’s method
Euler’s method is the simplest algorithm to solve ODEs. It is based on 1st order Taylor’s
expansion.
Given a dynamical system of the form:
~̇x = ~Φ(~x, t), (A.6)
and expanding it in Taylor’s series we get:
~x(t+ ∆t) = ~x(t) + ∆t~Φ(~x, t) + ~en. (A.7)
The method consists in neglecting the remainder ~e:
~xn+1 = ~xn + ∆t~Φ( ~xn, tn). (A.8)
In this case is pretty obvious that the local error committed by the algorithm at time
step tn is given by:
||~en|| = ||~x(tn)− ~xn|| = O(∆t2). (A.9)
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A.2.2 Runge-Kutta 4th order method
Runge-Kutta 4th order method is one the most used algorithm, because of its accuracy
and relative simplicity.
Given a non-autonomous dynamical system of the form:
~̇x = ~Φ(~x, t), (A.10)
Runge-Kutta 4th order method consists in the recurrence equation:
~xn+1 = ~xn +
∆t
6
(
~K1 + 2 ~K2 + 2 ~K3 + ~K4
)
, (A.11)
where:
~K1 = ~Φ( ~xn, tn),
~K2 = ~Φ( ~xn +
∆t
2
~K1, tn +
∆t
2
),
~K3 = ~Φ( ~xn +
∆t
2
~K2, tn +
∆t
2
),
~K4 = ~Φ( ~xn + ∆t ~K3, tn + ∆t). (A.12)
In general the local error committed by a mth order algorithm in a single step at time
tn is expressed by:
en = ||~x(tn)− ~xn|| = O(∆tm+1), (A.13)
and in this case it can be shown we have en = O(∆t
5).
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