We consider the anomalous dimensions of restricted Schur polynomials constructed using n ∼ O(N ) complex adjoint scalars Z and m complex adjoint scalars Y . We fix m n so that our operators are almost half BPS. At leading order in m n this system corresponds to a dilute gas of m free magnons. Adding the first correction of order m n to the anomalous dimension, which arises at two loops, we find non-zero magnon interactions. The form of this new operator mixing is studied in detail for a system of two giant gravitons with four strings attached.
Introduction
The original instance of the AdS / CFT correspondence [1] provides a definition for a class of quantum type IIB string theories: those that are embedded in spacetimes which are asymptotically AdS 5 × S 5 with background five form flux. The definition for this class of string theories is in terms of the highly symmetric superconformal four dimensional N = 4 super Yang-Mills theory with gauge group U (N ). The correspondence claims a one-toone and onto mapping between states of the quantum gravity and quantum operators of the gauge theory. Consequently, the mapping will identify all the objects known to string theory, perturbative and non-perturbative, with operators in N = 4 super Yang-Mills theory. Apart from the perturbative spectrum of closed strings, there are D-branes and their open string excitations, as well as other spacetime geometries, living in the gauge theory.
An interesting class of D-branes are the giant graviton branes [2, 3, 4] . We now have a good idea of how to describe the operators that correspond to certain examples of these branes. The examples we have in mind are almost 1 2 -BPS giant gravitons. The dual operators are built from two complex scalar fields Z and Y of the N = 4 super Yang-Mills theory. We need to use order N fields, so that these operators have a large dimension in the large N limit. For operators with such a large classical dimension the usual large N techniques, i.e. an expansion organized by genus of contributing ribbon graphs, is not possible [5] . New techniques to study the large N limit have been developed. For the free theory bases of operators that diagonalize the two point function to all orders in 1/N have been identified [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . Techniques to study the anomalous dimension of these operatotrs have also been developed, first for descriptions in which the giant graviton plus open string system is treated using words in the gauge theory to represent the open string [17, 18, 19, 20, 21, 22, 23] and secondly for descriptions which treat all fields in the operator democratically [24, 25, 26, 27] . Our operators are built using n ∼ O(N ) Zs and m Y s with n m, which implies that we are close to the 1 2 -BPS giant graviton and that we have a new small parameter m n in the game. The condition that n m is crucuial for our approximations which is not too surprising: a systematically small deformation of a BPS operator will be simpler than the generic operator. Part of the motivation for this paper is to consider the first order correction in a systematic m n expansion.
In both the open string description and in the more democratic description, there is a close connection [28] between the dynamics of the Y fields, and the LLM plane [29] description of giant magnon dynamics in the dual string theory [30, 31, 32] . In this study we are interested in the anomalous dimensions of gauge theory operators corresponding to restricted Schur polynomials that treat the fields democratically. This corresponds to a dilute gas of magnons. The spectrum of anomalous dimensions has been computed to all loops at large N and to leading order in the small parameter m n [33, 28] . This all loop answer is possible thanks to supersymmetry [34] . The result agrees with explicit one loop computations in [25, 27] , two loop computations in [35] and even three loop computations performed in [36] using a collective coordinate [37, 38, 39, 40] approach. The result has an interesting structure which is worth understanding to appreciate the results we report here. The operator we interested in is defined by The labels R n + m, r n, s m label irreducible representations of S n+m , S n and S m respectively. (r, s) labels a representation of the subgroup S n × S m . The above polynomial is only non-zero if (r, s) arises from R after restricting to the S n × S m subgroup. Since it may arise more than once, we need multiplicity labels (denoted α and β above) to keep track of the copy we are considering. One way to ensure that (r, s) arises after restricting to the subgroup, is to realize r by removing m boxes from Young diagram R. These removed boxes are then reassembled to give s. Use m i to count the number of boxes that must be removed from row i of R to get r. Assemble the m i to produce the vector m. The vector m is conserved to leading order in m n .
In this article we will study the first subleading corrections in m n to the anomalous dimension. This explores the first contributions which induce magnon interactions for the dilute magnon gas. If we are ever to understand the non-perturbative sectors of string theory using the gauge theory / gravity correspondence, it seems that we must move beyond small deformations of 1 2 -BPS operators. One way to do this is to construct a good understanding of this system, beyond the leading order in m n . This is a key motivation for this paper.
There are already corrections of order m n to the one loop anomalous dimension. These corrections do not lead to new operator mixing -they only correct the anomalous dimension. The first non-trivial corrections appear at two loops. Consequently, in section 2 we review the structure of the two loop dilatation operator. It is useful to rewrite the action of the two loop dilatation operator in a basis, the Gauss graph basis, that diagonalizes the leading order. In this way it will become apparent that the subleading correction induces new operator mixing. In the process of transforming to the Gauss graph basis we encounter new types of traces that have not been computed before. In the Appendix B we develop techniques powerful enough to evaluate the most general trace we could encounter, which is much more general than the traces that appear at two loops. These results will be useful in further studies of the dynamics of Gauss graph operators. To illustrate our results, in section 3 we consider a state of two giant gravitons with four strings attached. Our results show a number of interesting features. Operators labeled by different Gauss graphs start to mix implying that we do indeed have an interacting system of magnons. As a consequence of these interactions, the vector m is no longer conserved and operators with different m labels mix. Finally, at the leading order in m n and at large N , the all loop dilatation operator factorizes into an action on the Y s times an action on the Zs. Although this factorization was only exhibited at one loop in [25] and at two loops in [35] , the arguments of [33] as well as the form of the all loop anomalous dimension [34] implies that this factorization holds to all loops; see [28] for further discussion. The subleading term that we have evaluated does not factorize into an action on the Y s times an action on the Zs. This proves that the action of the dilatation operator only factorizes into an action on the Y s times an action on the Zs at the leading order in a systematic m n expansion. In section 4 we discuss these results and suggest a number of interesting directions in which the present study can be extended.
The Two Loop Dilatation Operator
The complete two loop dilatation operator in the su(2) sector is given by [41] 
The sum over a in D
4 is easily performed with the help of the identity
which follows from the completeness of the T a ∈ u(N ). The size of these three terms is easily estimated as follows:
has two derivatives with respect to Z which act on n Z fields and one with respect to Y which acts on m Y fields. The size of this term is thus ∼ n 2 m. Similarly, we estimate that D (2) ∼ nm 2 and D (3) ∼ N nm ∼ n 2 m. Thus, the leading order comes from D 4 . In the process we will introduce the basis of operators, the Gauss graph operators, that diagonalizes the action of the leading dilatation operator. Following this, we study the action of D (2) 4 in section 2.2. To transform this action to the Gauss graph basis requires that we develop new techniques to evaluate certain traces that appear. These techniques are developed in Appendix B and the action of D (2) 4 in the Gauss graph basis is discussed in section 2.2.
Leading Contribution
Acting on a restricted Schur polynomial, the action of D
where
and
In the above expression the traces run over the direct sum of the carrier spaces R ⊕ T . The Young diagrams R and T both label irreducible representations of S n+m . Primes denote Young diagrams obtained by dropping boxes, with one box dropped for each prime. Thus, for example, T is an irreducible representation of S n+m−2 , obtained by dropping two boxes from T . The factors I T R and I T R are intertwining maps mapping from the carrier space T to R and from T to R respectively. c RR is the factor of the box that must be dropped from R to get R . We use a little letter to denote dimensions of irreducible representations of the symmetric group so that, for example, d R is the dimension of the symmetric group representation labeled by Young diagram R. Finally, P R,(r,s)αβ denotes the intertwining maps which correctly restrict the trace in R to the subspace relevant for the restricted character, that is χ R,(r,s)αβ (σ) = Tr(P R,(r,s)αβ Γ (R) (σ)).
The above result is exact in the sense that all orders in 1/N are included. The traces appearing in the above expression run over the direct sum of carrier spaces R ⊕ T . To exploit the simplifications of the large N limit, we now employ the distant corners approximation. In this approximation, the traces over R ⊕ T are reduced to a trace over the tensor product of the direct sum of the carrier spaces r ⊕ t and V ⊗m p where R has a total of p rows and V p is a p dimensional vector space. The trace over r ⊕ t is rather straight forward. The bulk of the work then entails tracing over V ⊗m p
. From now on we will work with normalized restricted Schur polynomials O R,(r,s)αβ which are scaled version of the χ R,(r,s)αβ
To denote the length of a given row of a Young diagram, we will indicate the Young diagram label with a subscript which identifies the row. Thus r 1 is the length of the first row of r and T 2 is the length of the second row in T . After tracing over r ⊕ t, we have
and of course n = r 1 + r 2 . The delta functions which appear are 1 if the Young diagram labels have the same shape and 0 otherwise. In the above formula, the matrices E (A) ij which appear are a basis for the representation of u(p) on V ⊗m p . Concretely, E ij is a matrix with every entry equal to zero except for the entry in the ith row and jth column, which is equal to 1. In terms of E ij we can write
where E ij appears in the Ath factor of the tensor product and 1 is the p dimensional unit matrix. To obtain the result (2.9) we have used
and we have only kept the leading order. The action of D (1) 4 is a product of two factors: an action on Young diagrams R, r and an independent action on Young diagram s. To evaluate this second action explicitely, we need to trace over V ⊗m p . This is most easily achieved by moving to the basis of Gauss graph operators. Each Gauss graph operator is labeled by an element of the double coset H \ S m /H where
The relation between the Gauss graph operator (O R,r (σ)) and the normalized restricted Schur polynomial is
This transformation can be understood as a Fourier transform applied to the double coset. The branching coefficients B
give a resolution of the projector from the irreducible representation s of S m to the trivial representation of H
In terms of the Gauss graph operator, we find
The numbers n ij (σ) can be read off of the element of the double coset element σ. For more details see Appendix A After using (2.4), the action of D reduces to the action of the one loop dilatation operator. Consequently, we will not dicsuss this term further.
Subleading Contribution
There are a number of different sources for the subleading contribution. Firstly, the leading two loop terms computed above recieve corrections -see equation (2.2). These corrections do not lead to additional mixing. They only imply a correction to the anomalous dimension. Similarly, even the one loop anomalous dimension recieves an m n correction (also from using the approximation given in (2.2)), without any additional operator mixing. The first correction that implies new operator mixing comes from the leading contribution to D (2) 4 and it will be the focus of this subsection. This term has not been considered before.
Acting on a normalized restricted Schur polynomial, we find
The traces appearing above again run over the direct sum of carrier spaces R ⊕ T and the action given above is again correct to all orders in 1/N . To take advantage of the simplifications of the large N limit, we again employ the distant corners approximation, which again leads to an expression that has a single trace over
To compute the remaining trace over V ⊗m p we will again move to the Gauss graph basis. This requires computing traces that have not been considered in previous works. Schematically, these traces are of the form Tr(Ap sµν Bp uγδ ) (2.17) where A and B can be any product of the E (A) ab s. The details of how to compute these traces in general are given in Appendix B. To summarize the key ideas, consider an intertwining map p sµν built on the state |v 1 , m 1 with symmetry group H 1 and the map p tγδ built on the state |v 2 , m 2 with symmetry group H 2 . The transformation to Gauss graph basis is given by
The final sum over ψ 1 and ψ 2 then gives
The indices a, b, c, d are read from A and B as explained in Appendix B and
is defined using A and B. This is also explained in Appendix B. Using these results, we find
where T,t;R,r depend on the length of the rows of the Young diagrams R and T that participate. Since these lengths determine the angular momentum of the giants, they determine the radius to which the giants will expand. This is the first dependence of the anomalous dimensions on the geometry of the giant graviton.
To illustrate the form of operator mixing captured in the above formulas, it is helpful to consider a specific example. This is the content of the next section.
Example: A 2 Giant Graviton Boundstate with 4 Strings Attached
In this section we will consider the simplest nontrivial system that exhibits the general structure of the subleading operator mixing problem. This problem is a system of two giant gravitons with four strings attached. As we have explained, there are m n corrections to the anomalous dimension from the one loop contribution as well as from D 
so that the states that are BPS at the leading order do not receive a subleading correction. This is not peculiar to the example we consider and is to be expected generally, since for the BPS states we have n ab (σ 2 ) = 0 for a = b.
The state |4 also does not mix with other states. However, for this state we have a nontrivial correction to the eigenvalue since
The remaining states, |i with i = 1, 2, 3 mix under the action of D where the coefficients A, B and C are quoted in Appendix B.6. The coefficients A, B and C are operators that have a nontrivial action of the R, r labels of the Gauss graph operators. It is straightforward to check that the matrix coefficients of these operators do not commute and hence they are not simulataneously diagonalizable. This implies that the action of the dilatation operator no longer factorizes into commuting actions on the Z and Y fields. It is this failure of factorization that we were referring to when we talked about the general structure of the mixing problem.
Conclusions
Our results have a number of interesting features that deserve comment. In the m n = 0 limit, the action of the dilatation operator factorizes into an action on the Z fields and an action on the Y fields. The subleading correction has spoiled this factorization of the dilatation operator. This is rather natural: in the limit m n = 0 we consider a giant graviton built with an infinite number (n = ∞) of Z fields, so that the backreaction of the magnons on the giant graviton can be neglected. Without backreaction, we expect the dyamics of the giant is completely decoupled from the dynamics of the magnons and this is the root of the factorized action of the dilatation operator. By adding the first correction, we are saying that n is large but not infinite. In this situation, although back reaction is small, it is not zero. The magnons will now provide a small perturbation to the dyamics of the giant, the action of the dilatation operator will no longer factorize into an action on the giant (i.e. on the Zs) times an action on the magnons (i.e. on the Y s).
The subleading correction spoiled the factorization of the dilatation operator by introducing further operator mixing. Another interesting results of our analysis, is that the subleading corrections did not induce extra mixing for the BPS operators. Indeed, after accounting for the complete m n correction to two loops, we found our BPS operators remain uncorrected and continue to have a vanishing anomalous dimension. Although our computation is performed in a specific example, we argued that we expect this conclusion to be general since for the BPS operators we have n ab (σ) = 0 for a = b. Looking at the result (2.21), it is clear that vanishing n ab (σ) implies a vanishing action of D (2) 4 . The form of the action of the dilatation operator implies that when the correction to the anomalous dimension is non-zero it will depend on the length of the rows of the Young diagrams labeling the operator. Since these lengths determine the angular momentum of the giants, they determine the radius to which the giants will expand. This implies that the anomalous dimensions start to depend on the geometry of the giant graviton.
The dynamics of open strings on the worldvolume of a giant graviton is expected to give rise to a Yang-Mills theory at low energy. The lightest mode of the open strings attached to the giant becomes the gauge boson of the theory. This suggests that within N = 4 super Yang-Mills theory, we should see classes of operators whose dynamics is captured by a new emergent gauge theory. The acronym emergent is particularly apt in this case because this new Yang-Mills theory will be local on a space that is distinct from the space of the original spacetime of the N = 4 super Yang-Mills theory. The gauge symmetry which determines the interactions of the theory is a local symmetry with the respect to this new space and the time of the original spacetime. The space of the emergent Yang-Mills theory is the worldvolume of the giant graviton, which itself is built from the Zs. So this space and an associated local gauge invariance is to emerge from the dynamics of the Z matrices in the large N limit. For the operators dual to giant gravitons studied in this article, it is natural to think that the magnons themselves will become the gauge bosons. Indeed, the allowed state space of the magnons is parametrized by a double coset. The structure of this double coset is determined by the expected Gauss Law of the emergent gauge theory. To really understand the mechanism behind this emergence it is important that we get a good handle on how the magnons interact. It is by studying these interactions that we may hope to recognize the Yang-Mills theory that must emerge. In this article we have computed the first of these interactions and we have developed tools that allow us to study these interactions in general. 
A Double Coset Background
The double coset ansatz was formulated in [27] , by diaganolizing the one loop dilatation operator. In this section we will review those aspects of [27] that are crucial for our study.
At the most basic level, the double coset ansatz follows from the fact that there are two ways to decompose V ⊗m p . To start, refine V ⊗m p by the U (1) p charges measured by E ii , as follows
The vector space V i is a one-dimensional space. It is spanned by the eigenstate of E ii with eigenvalue one. Consequently if v i ∈ V i we have
In the restricted Schur polynomial construction of [25] for long rows, a state in V i corresponds to a Y -box in the i'th row. The U (1) charges of a restricted Schur polynomial can be collected into the vector m, which corresponds to a vector with m 1 copies of v 1 , m 2 copies of v 2 etc.
|v, m ≡ |v
A general state with these charges is given by acting with a permutation
This description enjoys a symmetry under
and as a consequence, not all σ give independent vectors
The restricted Schur polynomials are organized by reduction multiplicities of U (p) to U (1) p , which are counted by the Kotska numbers and resolved by the Gelfand-Tsetlin patterns. It is possible to prove the equality of Kotska numbers and the branching multiplicity of S m → H. This is a very direct indication that there are two possible ways to organize the local operators of the theory.
We can develop the steps above at the level of a basis for V ⊗m p . In terms of the branching coefficients, defined by
The µ index is a multiplicity for the reduction of S m into H. We also have Finally, the group-theoretic coefficients
provide an orthogonal transformation between double coset elements labeled by σ and the restricted Schur polynomials labeled by an irreducible representation s m and a pair of multiplicities µ 1 , µ 2 .
B How to compute traces
In this Appendix we will compute the traces needed to evaluate the action of D with A and B any arbitrary product of the E (A) ij s. If we are able to compute this trace, we are able to evaluate the action of any differential operator that does not change the number of Z or Y fields, on the Gauss graph operator in the displaced corners approximation. This therefore provides a general method to exploit the simplifications of the large N limit, for this class of operators.
The Fourier transform we want to consider maps between functions labeled by an irreducible representation s and a pair of multiplicity labels and functions that take values on the double coset H \ S m /H. We can choose a permutation σ to represent each class of the coset σ . The transform is theñ
For further details the reader is referred to [27] .
B.1 Projector transformed
In this section we will Fourier transform the intertwining map used to define the restricted Schur polynomial. The projector that participates in the trace (B.1) can be expressed as
We will make use of the relations 
We will use the notation |v σ = σ|v . It is then simple to show that
This last equation implies that the permutation applied to the ket and the permutation applied to the bra are related by multiplication by a permutation representing the double coset element.
B.2 Summing over H
We consider an intertwining map p sµν built on the state |v 1 , m 1 with symmetry group H 1 and intertwining map p tγδ built on the state |v 2 , m 2 with symmetry group H 2 . We make no assumptions about H 1 and H 2 . In general they will be different groups and hence we Fourier transform p sµν and p tγδ to different double cosets. Using the result obtained above, the Fourier transform of
To get to the last line, we used the fact that the matrix element v 1 |γ 1 σ
1 Bψ 2 |v 2 is a real number and the permutations are represented by matrices with real elements. To make the discussion concrete, it is useful make a specific choice for A and B. This will allow us to illustrate the argument in a very concrete setting. In the end we will state the general result. Choose, for example
Using the facts that
we readily find
where on the last line we have written the general result. Our next task is to compute the sums over ψ 1 and ψ 2 .
B.3 Summing over S m
In this subsection we consider two increasing difficult examples before we state the general result. The first example is closely related to the trace needed to obtain the one loop dilatation operator. Since we know the result of this trace, this example is a nice test of our ideas. The second example is a simple but non-trivial example which will illustrate how the general case works. In the following section we will quote the resut for the general case.
B.3.1 First Evaluation
Choose A = E
ab and B = E
ba to get
We must turn a b vector in |v 1 into an a vector (and possibly permute) to get |v 2 . Since the ordering of the slots in |v 1 and |v 2 is arbitrary, we can remove this possible permutation by declaring
Thus (in the computation below we denote by S 1 a (S 2 a ) the set of all slots in |v 1 (|v 2 ) that are filled with an a vector)
Now consider the final sum over ψ 2 . ψ 2 (1) is the start point of an oriented edge in Gauss graph σ 2 and σ 2 ψ 2 (1) is the end point of the same edge. The delta functions on the last line ensure that both endpoints of this string are attached to node a in the Gauss graph. This is swapped with the edge labeled 1 (i.e. the edge in the first slot) and compared to σ 1 . According to (B.15), the edge in the first slot of |v 1 is attached to node b. Thus the above sum is ensuring that when a closed loop on node a of σ 2 is removed and reattached to node b of σ 2 we get σ 1 . The above sum is non-zero only when σ 1 and σ 2 are related in this way. The deltas only fix ψ(1), so summing over S m the remaining "unfixed" piece of ψ 2 gives (m − 1)!. The first delta will, as usual, give the norm of Gauss graph σ 1 and we will get a non-zero contribution whenever ψ 2 (1) is one of the values in S 2 a . There are n aa (σ 2 ) possible values. Thus, when T is non-zero it takes the value
where we have assumed that both σ 1 and σ 2 have a total of p nodes and we denote the number of oriented line segments stretching from node k to node l of σ by n kl (σ). We have denoted the "norm" of the Gauss graph operator by |O(σ 1 )| 2 . This is the value of the two point function of the Gauss operator
The value of the trace (B.17) is in perfect agreement with the known result [42] .
B.3.2 Second evaluation
For the second example we consider, we choose where σ is any element in S m . Choosing σ = (12) and using the representation (12) = E
ab E
ba where a and b are summed from 1 to p, as well as the product rule
we find
This implies that we can rather consider
ii and B = E
ll E
jk without changing the value of the trace. In this case we have (argue as we did above and use |v 2 = E (1)
Notice that when E ψ(2) ii acts on |v 2 , it does not change the identity of any of the vectors appearing in |v 2 . On the other hand, E ψ 2 (1) jk will turn an e k into an e j . Thus, again up to an arbitrary permutation which we can always remove, we must have
The trace now takes the value
whenever it is non-zero.
B.4 General Result
Recall that both T and R have p long rows or columns. For the general result we consider
where A and B are each products of a collection of the E (α) ab s with 1 ≤ a, b ≤ p and 1 ≤ α ≤ m. We say that E (α) ab occupies slot α. The sum over ψ 2 sums over the possible choices for the slots into which we place the factors of E (α) ab in A and B. Thus, the specific slots chosen for the factors in A and B are arbitrary -we must simply respect the relative ordering of factors in A and B, i.e. factors sharing the same slot in one labeling share the same slot in all labelings. The sum over ψ 1 ensures that the relative labeling of the vectors appearing in |v 1 and |v 2 is arbitrary. Thus, the specific labeling of the directed edges in the Gauss graph is arbitrary which ensures that the above sum is indeed defined on the relevant double cosets to which σ 1 and σ 2 belong. There are two pieces of information that we need to read from σ 1 , σ 2 , A and B:
1 When is the sum nonzero?
2 What is the value of the sum?
It is simplest to begin with the second question first. Towards this end, consider the expressions for A and B. After using the algebra for the E Thanks to the lessons we have learned from the examples treated above, when the sum is non-zero it is given by
If any particular n ij (σ 2 ) appears more than once, each new factor in the product is to be reduced by 1. For example, n 12 (σ 2 ) 3 would be replaced by n 12 (σ 2 )(n 12 (σ 2 ) − 1)(n 12 (σ 2 ) − 2). By taking the transpose of (B.30), the value of the sum is not changed because it is a real number. However, the roles of σ 1 and σ 2 , as well as of A and B are reversed on the LHS of (B.30). Consequently, we must also have
The equality of (B.30) and (B.31) defines our delta function. We find that
and it is zero otherwise.
We will sketch how the general result is proved. First, even if A and B straddle q < m slots, by using (B.29) we can always introduce further E (α) s so that all m slots are straddled. Thus, without loss of generality we can now focus on the q = m case. In this case, it is easy to prove that if 
B.5 Illustration of the General Result
To illustrate the formula derived in the previous section consider computing the trace for the case that A = E to represent the second Gauss graph, then we can choose the first factor to permute 2 and 5 and the last factor to permute 1, 3, 4 and 6.
From the row indices of A given by the ordered set {3, 1, 3, 1, 3, 3}, and the column indices of B given by the ordered set {3, 3, 1, 3, 1, 3}, we read off q α=1 n i c α j r α (σ 2 ) = n 33 (σ 2 )n 31 (σ 2 )n 13 (σ 2 )n 31 (σ 2 )n 13 (σ 2 )n 33 (σ 2 ) → n 33 (σ 2 )(n 33 (σ 2 ) − 1)n 31 (σ 2 )(n 31 (σ 2 ) − 1)n 13 (σ 2 )(n 13 (σ 2 ) − 1) = |O(σ 2 )| 2 = 8 (B. 38) which indicates that the sum may indeed be non-zero. From the column indices of A given by the ordered set {1, 1, 2, 2, 2, 3}, and the row indices of B given by the ordered set {2, 2, 1, 1, 3, 2}, we read off B.6 Results for the 2-brane 4-string system
In this section we collect the operator valued coefficients that are relevant for the example described in section 3. The coefficients are:
− 2δ RT δ r 1 t 1 δ R 1 T 1 (N + R 1 − 1) − 2δ RT δ r 2 t 2 δ R 2 T 2 (N + R 2 − 2) 
