Abstract. In this work, we use the spectral Galerkin method to prove the existence of a pathwise unique mild solution of a fractional stochastic partial differential equation of Burgers type in a Hölder space. We get the temporal regularity and using a combination of Galerkin and exponential-Euler methods, we obtain a fully discretization scheme of the solution. Moreover, we calculate the rates of convergence for both approximations (Galerkin and fully discretization) with respect to time and to space.
Introduction
Recently, the field of numerical approximations for stochastic differential equations, in finite and infinite dimensions, attracts more and more attension due, not only to its importance to solve problems but also due to the strange phenomena particullarly emerging in this case. For example in [31] , Hairer et al. constructed a stochastic differential equation for which, nevertheless, the rate 1 is well known for the Euler approximation for the deterministic version, the Euler approximation for the stochastic version converges to the solution in the strong and in the numerically weak sense without any arbitrarily small polynomial rate. In [33] , the authors showed that different finite-difference schemes to stochastic Burgers equation driven by space-time white noise converge to different limiting processes. Divergence of schemes can also occur if the stochastic noise is rougher than the space-time white noise. One of the explanation for such strange behaviours is the loss of regularity of the solutions of the stochastic differential equations, which arises due to the roughness of the random noise. This loss of regularity even yields for some cases to the illposedness of the equations, see [30, 31, 32, 33] . Our present work makes part of this direction of study and for us the loss of regularity is more complicated as it arises not only from the randomness but also from the structure of the equations themselves. In fact, we consider a class of the fractional version of the nonlinear stochastic Burgers-type equations studied in [30, 32, 33] .
Before describing our class of equations, let us show some of the delicate properties of the fractional stochastic partial differential equations, such as the wellposedness and the kind of roughness of the solutions caused by the fractional operators. In [16] , the authors proved that the fractional stochastic heat-type equation admits a unique mild solution if the dissipation index α > 1 (see Eq. (1.1) and Notation below). For α ∈ (0, 1), we can not get a function but only a distribution solution. Moreover, for α ∈ (1, 3), the trajectories live in the space-time Hölder continuous functions C , where [α] is the integer part of α and m is the highest order of the entier derivative (α < m).
The classical heat equation corresponds to α = 2 and m = 0. These results show that the solutions of the fractional stochastic partial differential equations suffer of more roughness than their counterpart in the classical case. Another, specific diffuclty for the numerical approximation of the fractional stochastic partial differential equations is due to the fact that the fractional operator is nonlocal. Hence, to the contrarly to the second order differential operators, to apply the finite-difference method we need more than tree points and all the points of the grid have to be used in every step. This fact yields to the slow convergence or to the divergence of the schemes. Moreover, it is not easy to find a concrete form to the discretized fractional operator, see for more discussion and results [17] .
For the nonlinear fractional stochastic partial differential equations, such as Burgers equation, the fractional dissipation is not even strong enough to controle the steepening of the nonlinear term. For example, the blow up of solutions of the superctical regimes (α < 1) of Burgers and nonlocal velocity transport equations has been proved in [39] respectively in [9] , in [2] the authors proved the non uniqueness of the weak solution of the supercritical fractional Burgers equation, the Hölder regularity of the solution of the critical (α = 1) 2D-quasi-geostrophic equation has been obtained by Caffarelli and Vasseur [7] but this problem is still open for the superctical regime.
In the present work, we are interested in the class of fractional stochastic Burgers-type equations (FSBTE) given by the evolution form ( 
1.1) du(t) = [−A α/2 u(t) + F (u(t))]dt + dW (t), t ∈ [0, T ],
where A α/2 is the fractional power of the Laplacian A = −∆ with Dirichlet boundary conditions, F is a nonlinear operator given by F (u(t, x)) := ∂ x f (u(t, x)), x ∈ (0, 1) see e.g. [8, 19, 24, 28] and [30, 32, 33] for the no gradient case, W is a Wiener process and u 0 is a L 2 −value random variable. These equations represent typical examples for locally Lipschitz nonlinear growth nonlinear equations. The fractional respectively the classical stochastic Burgers-type equations are recupared if f (u) := u 2 respectively if α = 2. To the contrary to the fractional and Burgers-type equations, the classical stochastic Burgers equation has been analytically and numerically extensively studied, see for short list, [1, 3, 10, 11, 35, 44, 45] and the references therein. Fractional Burgers equation has been introduced as a relevant model for anomalous diffusions such as; diffusion in complex phenomena, relaxations in viscoelastic meduims, propagation of acoustic waves in gaz-filled tube, see e.g. [42, 47, 48] . The analytic study for the deterministic fractional Burgers equation has been ivestigated e.g. in [2, 7, 39] . The wellposedness of the L 2 −solution and the ergodic properties of the fractional stochastic Burgers equation have been obtained in [5, 6] , with the fractional dissipation index: α > 3 2 , see also [55] . The numerical study for the fractional deterministic equation is still a modest field due to the difficulties mentioned above (e.g. difficulties to approximate the fractional operator and to control the nonlinearity). In [49] the authors partially circuvent the first difficulty, by using the Monte Carlo method to approximate numerically the solution of some deterministic fractional partial differential equations, among them the Burgers equations. In [23] , the authors considered one dimensional stochastic hyperdissipation Burgers equation, with −A α/2 being replaced by (−1) p+1 ν ∂ 2p ∂x 2p , p ≥ 2, ν > 0 and W being a colored noise. Basing on the discretazation of the random noise, the authors constructed an approximation for the solution of the equation and proved that it converges to the solution in
To the best knowldge of the authors, Göyngy was the first to introduce stochastic Burgerstype equation [24] than several works followed, see e.g. [8, 28, 57] . Other kind of generalization has been investigated by the second author in [12] . In this work, the author introduced a new class of multi-dimensional stochastic active scalar equations covering among others the multidimensional quasi-geostrophic, 2D-Navier-Stokes and the fractional stochastic Burgers equation on the torus with α ∈ (1, 2] . The author established thresholds guaranting, according to the kind of solutions; strong, weak, martingale and to the Sobolev and the integrability regularities requered, the wellposedness of these equations. A generalization of this class of equations on D ⊆ R d and their wellposedness have also been studied in [13] .
The global picture of the numeical study for stochastic partial differential equations, is to elaborate schemes providing approximations with respect to time, to space or to both simultanoeusly, to prove convergence of these schemes and to establish the rate of convergence. The classical results state that space or time discretization schemes convergence in expectation in the case the coefficients are globaly Lipschitz and/or have linear growth property. In the cases the coefficients are only locally Lipschitz or have nolinear growth, then only weak convergence has been proved, see e.g. [29, 45, 25, 26, 27, 41] for time discretization and see e.g. [25, 26, 27, 29, 41] for space and fully discretizations. One of the first results about the pathwise convergence for the stochastic Burgers equation known to the authors is the work [1] . In this work the authors used the finite difference method and proved that the discretized trajectories converge almost surely to the solution in C t L 2 −topology with rate γ < 1/2.
Recently, a new tendency for the numerical study of stochastic differential equations has been developed based on the idea to elaborate numerical approximations for an abstract stochastic differential equation with coefficients satisfying some conditions and than to show that this study covers some specific equations. For example, in [35] , the authors developed a perturbation theory for finite and infinite stochastic differential equations where the main idea is estimate the error between the solution of the stochastic differential equation and an Ito stochastic process. This last process is considered as a perturbation of the solution. As Galerkin approximation can be regarded as such perturbation, the authors applied this method on classical stochastic Burgers equation with colored noise. In particular, they established the rate of the time uniform convergence with respect to the L m (Ω; L 2 (0, 1))−norm with a given m ∈ R. In [3] , the authors used Galerkin approximation to prove the wellposedness of an abstract evolution stochastic differential equation and calculated the rate of convergence to the solution in abstract spaces. The authors applied this abstract theory on; the multi dimentional heat equation, reaction diffusion equation and on classical Burgers equation deriven by additive space-time white noise. In particular, they proved that the rate of the pathwise convergence of the Galerkin approximation is of order γ < 1/2 in the C t C x −topology. This result gives an improvement to Alabert-Gyöngy's estimates cited above, see [1] .
Our aim in this work is to prove the wellposedness of space-time Hölder solutions of fractional stochastic Burgers-type equations; Eq.(1.1) and to establish the rate of convergence of the Galerkin approximation and of the fully discretization schemes with respect to space and to time. To the best knowledge of the authors, the current work is the first proving these results not only for the fractional stochastic Burgers-type equations but also for the fractional and classical stochastic Burgers equations. In [3] the wellposedness and the Galerkin approximation have been obtained for the stochastic classical Burgers-type equations in the space of continuous functions C 0 . The exponential Euler scheme method has been applied here for the first time for the fractional stochastic equations. Recall that this method has been introduced in [38] and used in the approximation of the stochastic heat and reaction diffusion equations, see [37, 38] . To elaborate the fully disretization scheme, we combined the spectral Galerkin method and a version of the exponential Euler scheme. Furthermore, we have established conditions to prove the existence of the Galerkin approximation and estimates for the products in specific Sobolev and Hölder spaces. In fact, as it is discussed in [12, 13, 14] , the Sobolev spaces used in the study of fractional stochastic partial differential equations are large, e.g. of index α/2, 1 − α/2 < 1, for α < 2. Thus, these fractional Sobolev spaces are not algebras with respect to the product even for dimension 1 and the solutions are not smooth.
We present our results in the following plane. In Section 2, we introduce the ingredients of our main problem and we study some of their properties and assumptions. Our main results are given in Section 3. Section 4 is devoted to the study of the Ornstein-Uhlenbeck stochastic process defined via the fractional semi group. We study the wellposedenss and the properties of the solutions of pathwise deterministic fractional equations of Burgers type in Section 5. The proofs of our results are given in Section 6. In Appendix A, we define the functional spaces and we present the results we are using in our proofs. Regarding the importance of the results in [3] , we end this section by recalling below [3, Theorem 3. Assume that the following assumptions are fulfilled:
where α ∈ [0, 1) and γ ∈ (0, ∞) are given constants.
• Assumption 2. Let F : V → U be a maping which satisfies
• Assumption 3. Let O : [0, T ] × Ω → V be a stochastic process with continuous simple paths and
where γ ∈ (0, ∞) are given in Assumption 1.
processes with continuous simple paths and with
for every ω ∈ Ω, t ∈ [0, T ] and every N ∈ N.
Then there exists a unique stochastic process X : [0, T ] × Ω → V, with continuous simple paths such that
holds for every N ∈ N and every ω ∈ Ω, where γ is given in Assumption 1.
Notations. Let N 0 := N − {0}. For 1 < p < ∞, we say that q is the conjugate of p if
. By a domain D we mean a non empty open set. Here, we briefly give the notations of the functional spaces defined on D used in this paper, the complete definitions and some of the properties will be presented in Appendix A. 2. Formulation of the problem 2.1. Definition and properties of the linear drift term. As mentioned above, we denote −∆ with Dirichlet conditions boundary by A. We denote the part of A on L q (0, 1) by A q , but exceptionally for q = 2 and later on, we will write only A and we will omit the subscript q. We start by recalling the following classical results:
The operator A q is densely defined, has bounded inverse (0 is in the resolvent) and the corresponding semi group (e −Aqt ) t≥0 is analytic on L q (0, 1), q ≥ 2.
Consequently, as A q is the infinitesimal generator of analytic semigroup, then we can define the fractional power of A β q , β ∈ R, see e.g. [43, Definition 6.7] and [58, Chap. IX] Definition 2.2. For all β > 0, we define A β q , the fractional power of the operator A q , as the inverse of
where the Dunford integral in RHS of (2.1) converges in the uniform operator topology.
Furthermore, we recall, see e.g. [12] and [50, ps. 283, 303] Lemma 2.3. The operator A is positive, self adjoint on L 2 (0, 1) and densely defined. Using the spectral decomposition, we construct positive and negative fractional powers A β 2 , β ∈ R. In particular, as the spectrum of A is reduced to the discrete one, we get an elegant representation for (A β 2 , D(A β 2 )). In fact, let β ≥ 0, then, see e.g. [21] ,
The operator A α 2 q is the infinitesimal generator of an analytic semi group (e −A α 2 q t ) t≥0 on L q (0, 1). Moreover, we have for β ≥ 0,
We add also to the list of the properties of the semigroup the following no classical results:
Lemma 2.4. Let 0 < T < ∞ and 1 < α ≤ 2 be fixed and let δ ∈ [0, 1) and β ∈ R, such that
In particular, for β > 
Proof. Let δ ∈ [0, 1) and β ∈ R, satisfying δ − β < α − 1 2 and let v ∈ H β . Then it is easy to see that
Using lemmas A.9 and A.10 and Hölder inequality, we get
. A sufficient condition for η to be in [0, 1) is that δ − β < α − Corollary 2.5. Let 0 < T < ∞ and 1 < α ≤ 2 be fixed and let δ ∈ [0,
2 , we conclude that Est.(2.9) is fulfilled Lemma 2.6. Let 0 < T < ∞ and 1 < α ≤ 2 be fixed and let β, γ ∈ R s.t.
In particular, for β > γ, we have
Proof. Let β, γ ∈ R s.t. 0 < γ − β < α and let v ∈ H β 2 . A simple calculus yields to
Using Lemma A.10, we get for a given η > 0,
If β > γ, we get Est. (2.44) by following the same steps of the proof above and using of the estimate e −2λ α 2 k t < 1 in stead of Lemma A.10. Lemma 2.7. Let 0 < T < ∞ and 1 < α ≤ 2 be fixed. Then there exists a positive constant
Using the boundness of the semi group e −A α/2 t on L 2 (0, 1) and Lemma 2.4 (with β = δ = 0), we can easily deduce that
Lemma 2.8. Let 0 < T < ∞ and 1 < α ≤ 2 be fixed and let δ ∈ [0,
, 1) and all η ∈ (0, γ − (
2 (0, 1). Using the semigroup property, lemmas A.9, A.10 and A.11, we infer, for γ, η ∈ (0, 1), that
Now, we apply Hölder inequality, we get
Corollary 2.9. Assume that the conditions of Lemma 2.8 are satisfied, then there exists a positive function − ǫ.
2.2.
Definition and properties of the nonlinear drift term. The general form of the nonlinear part of the drift term is given by a function F satisfying Assumption 2., with V := C δ (0, 1), for a relevant δ ∈ (0, 1) and
Specially, the case when f is a polynomial; f (x) := a 0 + a 1 x + a 2 x 2 + ...a n x n , with a 0 , a 1 , ..., a n = 0 ∈ R, n ∈ N. It is easily seen that for n = 2 (i.e. a 2 = 0) and a 1 = 0, we recuperate the fractional stochastic Burgers equation. This fact justifies the name of Burgers type. For n = 1, the drift is then linear and the equation is nothing than the fractional stochastic heat equation with globally Lipschitz coefficients. This study covers, with slight modifications, the case when the coefficients (a j (·)) n j=0 are differentiable real functions with bounded derivatives. Moreover, the proofs can be easily extended to the case of no autonomuous function f (t, x, u), under switable conditions. Lemma 2.10. Let 1 < α ≤ 2, δ ∈ (1 − α 2 , 1) and let F be given by (2.20) , with f being a polynomial of order n, then the following mapping
is well defined. Moreover, for all R > 0, there exists a positive constant C R such that for every u, v ∈ C δ (0, 1) with |u| C δ , |v| C δ ≤ R, the following inequality holds
Proof. Let u, v ∈ C δ (0, 1) such that |u| C δ , |v| C δ ≤ R for a given R > 0, thanks to the Imbedding (A.5) in Lemma A.2, we get
First, we consider the case n = 1. Then
In this case F is globaly Lipschitz. Now For n ≥ 2, we use the definition of f and the fact that C δ is a multiplication algebra, see Lemma A.2, we get
2 (0, 1) and V = C δ (0, 1), then thanks to Lemma 2.10, Assumption 2. is fulfilled. Corollary 2.12. For α ∈ ( Corollary 2.13. For R > 0, there exists a positive constant C R such that for every u ∈ C δ (0, 1) with |u| C δ ≤ R,
Proof. It is suffisant to take v = 0, in the Est.(2.22).
In [3] , the authors assumed the existence of a family (X N ) N satisfying suitabel conditions, see Assumption 4, Cond.(1.6) & Cond. (1.7) ). In our work, we give sufficient conditions for the existence of such family. We assume that:
• There exists a function g :
2.3. Definition of the stochastic term. We fix a stochastic basis (Ω, F, P, F, W ), where (Ω, F, P) is a complete probability space, F := (F t ) t≥0 is a filtration satisfying the usual conditions, i.e. (F t ) t≥0 is an increasing right continuous filtration. The Wiener process
is a mean zero Gaussian process defined (on the filtered probability space (Ω, F, P, F), such that the covariance function is given by:
where I is the identity. Formally, we rewrite W as the sum of an infinite series;
where (β k ) k≥1 is a family of independent standard Brownian motions and (e k (.) = √ 2 sin(kπ.)) is an orthonormal basis in the space L 2 (0, 1). We introduce the following Ornstein-Uhlenbeck stochastic process (OU)
It is easy to see that W is well defined for all α > 1, see e.g. [16] .
2.4. Definition of the Galerkin approximation. We fix N ≥ 1. We denote by P N , the Galerkin projection on the finite space H N generated by the N first eigenvectors
Lemma 2.14.
• P N and e −tA α/2 commute.
• Let α ∈ (1, 2] and δ ∈ [0,
• Let β ∈ R, then there exists C β > 0, s.t.
Proof. We omit the proofs of the first and last statements as they are easy. Now, we prove the second one. Let v ∈ C δ (0, 1), thanks to Identity (2.31) and Lemma A.9, it is easy to see that
Using Hölder inequality and the condition η > δ + 1 2 , we deduce that
For the third estimate, we consider v ∈ H γ 2 , then
For the fourth estimate, we assume that v ∈ H α/2 2 and we prove that there exists C α,δ > 0, such that (2.39) sup
In fact, by application of Lemma 2.14, Est.(2.6) and Est.(2.33), we infer the existence of C α,δ > 0, such that
• Let β ∈ R, such that δ − β < α − , 1), there exists a positive constant C α,δ,β,η > 0 s.t. for all t ∈ (0, T ],
and for β > (2.42)
• Let β ≤ γ ∈ R. Then for all η ′ ∈ ( γ−β α , 1), there exists a positive constant C α,β,γ > 0 s.t. for all t ∈ (0, T ],
Proof. Combinning Lemma 2.4 and Lemma 2.14, we conclude the first statement and Similarly, combinning Lemma 2.6 and Lemma 2.14 we get the second one.
We introduce the following discretized version of Eq.(1.1), using the spectral Galerking method: 
In the end of this section we give our assumption of the initial condition: Assumption A. For δ ∈ [0, 1) and β > δ + 
Definitions and results.
In this section we present the main defintions and results. We define the mild solution in a general framework as in [56] , Definition 3.1. Let X be an UMD-Banach space of type 2 and H be a Hilbert space. Assume that u 0 : Ω → X is strongly F 0 −measurable. A strongly measurable F t −adapted X-valued stochastic process, (u(t), t ∈ [0, T ]), is called a mild solution of Eq.(1.1) if
a.s. in the γ−Radonifying space; R(H, X), • (iii) ∀t ∈ [0, T ], the following equality holds in X, P − a.s.
Definition 3.2. We say that a pathwise uniqueness holds for Eq.(1.1) if for any two solutions (u 1 (t), t ∈ [0, T ]) and (u 2 (t), t ∈ [0, T ]) starting from the same initial data u 0 , we have
First of all, we give the following auxilliary result,
2 ) and let u 0 satisfies Assumption
)− and satisfies Est.(1.6), with V := C δ (0, 1), i.e. for all most all ω ∈ Ω,
Our main results are obtained under the conditions 0 < T < ∞, α ∈ (
2 ) and that u 0 satisfies Assumption A. We have sup
where u is the unique solution of Eq.(1.1) with initial condition u 0 and u N is the Galerkin approximation solution of Eq.(2.45).
Theorem 3.6. There exists a F/B([0, ∞))-measurable mapping C : Ω → R * + , such that almost surely,
for every N, M ≥ 1.
Some Estimates for the stochastic terms
This section is mainly devoted to study the rate, the different kinds of convergence, in particular the pathwise convergence, and the regularities of the Galerkin approximation of the stochastic terms; W N given by (2.46) and
where W is the Ornstein-Uhlenbeck stochastic process given by (2.30) and W is the Wiener process given by (2.29). The Ornstein-Uhlenbeck stochastic process W has been studied, for example, in [6, 15, 16] , where the authors proved that for α ∈ (1, 2] and G = I, the Ortein Uhlenbeck process (2.30) is well defined as an L 2 −valued stochastic process with
x −Hölder continuous trajectories. In [12] , the author proved that for α ∈ (1, 2], W ∈ L p (Ω; C t × H 
−(β+
Proof. To prove Lemma 4.1, it is sufficient to prove the result for the second term in the LHS of (4.2). The remaining estimates can be easily obtained by following a similar, but simple culculus without considering any power of N . The proof is given in two steps. In the first one, we prove, that for α ∈ (1, 2], 0 < β < 
In the second step, we show that Est.(4.3) is true for all p ≥ 1 and for a universal ξ.
Step1. Recall that
Using the factorization method, see e.g. [6 , ?], we represent (1 − P N )W as,
with ν ∈ (0, 1). Thanks to Est.(2.3) and by application of Hölder inequality and the fact that we can choose
Moreover, using the stochastic isometry, the estimate |e k | L q ≤ 1 and Lemma A.10, with 1 α < γ < 1 − 2ν and ν < 
Remark that γ exists thanks to the condition ν < 
Now to combine (4.7) and (4.9), we have to assume that 
According to the values of the parameters ξ, γ and ν, we deduce that 
−(δ+
Proof. Using Lemma 4.1 and Lemma A.13, we deduce for a given p 0 > 2α α−1−2β , that almost surely, (4.14) sup 4.15) sup
Proof. Thanks to Lemma A.9, we have
It is well known that the process C(t, ω) is well defined provided that 
C(t, ω)
exists, is positive and finite and we have, Proof. Our main tool here is Kolomogorov-Centsov Theorem. First, we prove that for large p ∈ [1, ∞) and for t 1 , t 2 ∈ (0, T ], there exist positive constants C δ and τ ′ ∈ (0, 1) s.t.
Thanks to the fact that the elements of the sequence (β k ) k are independent and to Lemma A.15, we get for every τ ′ ∈ (0, 1),
Using the properties of the trigonometric function sin(kπx), a simple calculus yields to
Furthermore, using Lemma A.15 and the properties of the trigonometric functions, we get
Thus, using Theorem A.14, we infer that 
−.
Proof. First, we find τ ′ such that Est. (4.20) holds with a constant in the RHS which is independent of N , i.e. we prove that for large p ∈ [1, ∞) and for t 1 , t 2 ∈ (0, T ], there exist positive constants C α,δ,p and τ ′ ∈ (0, 1) s.t.
To this aim, it is suffisant to follow the same calculus as in the proof of Lemma 4.5 and to choose τ ′ such that
We consider p large and ǫ small such
So it is suffisant to take 0 < τ ′ < α−1−2δ α . Now, we take p 0 > 2(α+1) α−1−2δ and we use Corollary 4.2, and Est. (4.28), we infer the existence of C δ,p > 0 s.t for all N ∈ N,
The result is easily deduced making N → ∞ and applying Kolomogorov-Centsov Theorem.
Some auxilliary results
In this section we provide no classical results to estimate the nonlinear term. We mainly focus on nonlinear term of Burgers Equation, i.e. for F given by f (x) = x 2 . Let v N : (0, T ) → L 2 (0, 1) be a sequence of continuous functions. We define
, 2) and that the sequence
Proof. Using Lemma 2.7, Lemma 2.14 and [6, Lemma 2.11](see e.g. Lemma A.8), we get
Finally, using Assumption (5.2), we end up with
Proof. Using Lemma 2.4, in particular Est.(2.5) and Lemma 2.14, we infer that
2 ) and that (v N )N satisfyies Cond. (5.2) . Then
2 ). We introduce the following initial value problems
where v 0 ∈ L 2 (0, 1) and ξ N : (0, T ) → C δ (0, 1) is continuous with
Assume that F is given by f satisfying Cond. 
2 (0, 1)) and
In particular, this result is true for Burgers equation.
Proof. To prove the existence of the local solution it is sufficient to prove that there exists 1) ) is welldefined and it is a contraction, where ϕ N is given by
In fact, let u, v ∈ C(0, T ; C δ (0, 1)) such that |u| C δ , |v| C δ < R. Using Corollary 2.5, the embedding C δ (0, 1) ֒→ H 
This last condition is sufficient to guaranty the global existence of the solution. In fact, we multiply the two sides of the first equation in IVP(5.10) by v N and we use [52] and we integrate, we get
We use Cond.(2.27), Young inequality with ǫ 1 , ǫ 2 > 0 and Lemma 2.14, we obtain
We choose ǫ 1 , ǫ 2 > 0 such that mǫ 1 + ǫ 2 < 2 and we use Cond. we end up with
In particular, as the first term in the LHS of Est.(5.19) is bounded by the RHS of Est. (5.19) and and by application of Gronwall lemma, we deduce that |v N (t)| 2 L 2 ≤ C 1 e C 2 T and consequently that sup N To more clarify that our study covers the fractional stochastic Burgers equation, we independently develop bellow this later case. In fact, using the fact that for all y, we have ∂ x y 2 , y = 0, [6, Lemma 11] , the embedding C δ (0, 1) ֒→ H 
Using the following interpolation |v N (s)|
, Young inequality, Lemma 2.14 and Cond.(5.11), we deduce that
)ds
the choice of ǫ 1 and ǫ 2 such that ǫ 2 1 + 4cǫ 2 ≤ 2 gives us
Now, arguing as above and we apply Gronwall lemma, we infer that
T . 6. Proof of Theorems 6.1. Proof of Theorem 3.3. Existence. We understand Equation (2.45) in the integral form as Uniform boundedness of (u N ) N . Now, we assume that
2 ) and we prove that the solutions (u N ) N satisfy Est. (3.3) . In fact, uisng Identity (6.1), it is obvious that (6.2) |u
Let us remark that the second term respectively the third one in Est. 2), we use Lemma 2.4, Lemma 2.14 and Assumption A, we get
The proof is then achieved.
Hölder Regularity of u N . We prove that each term of Identity (6.1) is Hölder continuous of index
. In fact, the regularity of W N follows from Lemma 4.5. To get the regularity of the first term, we use Corollary 2.9, Lemma 2.14, the embedding H 2 (0, 1) and the Assumption A. Then, for τ < t ∈ (0, T ), we have
For the second term, we have,
Using Lemma 2.8 and Lemma 2.14, we infer that, for ǫ 1 , ǫ 2 ∈ (0,
),
Let us now, remark that thanks to the uniform boundedness of (u N ) N with respect to t and N , we can choose R(ω) = sup N sup t∈[0,T ] |u N (t, ω)| C δ , for a.s.ω ∈ Ω and by Application of Corollary 2.13, we infer the existence of a random variable C F,α,δ (ω), such that
Now, it is easy to get the Hölder index, by taking ǫ 1 → 0 and ǫ 2 → α−1−2δ 2α
.
Uniqueness. Assume that there exist two solution u 1 N and u 2 N two solutions of Eq.(6.1) starting from the same initial condition u 0 and satisfying the boundedness, the regularity peroperties above, then using Corollary 2.5, the boundedness property of u 1 N and u 2 N and Lemma 2.10, we obtain P − a.s., for all t ∈ (0, T )
By application of Gronwall lemma we get, P − a.s., ∀t ∈ (0, T ), |u 1 N (t, ω) − u 2 N (t, ω)| C δ = 0. Thus the uniqueness is proved. , 1),
Now, we introduce the auxaliary parameter β ∈ (
). Thanks to Lemma 2.4 and Lemma 2.14, we infer that for all η ′′ ∈ ( 1+2δ+2β 2α , 1), there exists C δ,β,η ′′ > 0, s.t.
We consider β = (α − δ − ), then we get the estimate
Consequently Assumption 1 is satisfied. Assumption 2. This assumption is satisfied, for the fractional stochastic Burgers type equations, thanks to Corollary 2.11, provided that 1 < α ≤ 2 and δ > 1 − α 2 . Consequently, assumptions 1 & 2 are simultaneously satisfied for 3/2 < α ≤ 2 and
2 ), see also Corollary 2.12. Assumption 3. Corollary 4.6 shows the continuity of the process W. Moreover, it is easy to see tha Est.(6.4) is still valid without P N . Thus, the process e −A α/2 t u 0 : Ω → C δ (0, 1) and consequently the process O(t) := e −tA α/2 u 0 + W(t) : Ω → C δ (0, 1) are continuous. In addition, thanks to Lemma 2.14, the fact that α < 2+δ, Assumption A and the embeddings H 
Now, Corollary 4.3 and Est.(6.13) together show that O(t) satisfies P − a.s.
Thus Assumption3 is fulfilled. 
. We introduce the following equation: 
In the aim to estimate the term |u N (t m ) − u m N,M | C δ , we rewrite u m N,M as:
To estimate J 1 , we use Corollary 2.5, Lemma 2.14, in particular, Est.(2.35) and Est.(6.24), we get
Thanks to the regularity of the Galerkin solution, see Theorem 3.3, we infer that
As (s − t k ) ≤ ∆t for all s ∈ [t k , t k+1 ] and 1 2α (α + 2δ + 1) < 1, we get 
by taking γ = 1 − ǫ and η = (
) − ǫ we deduce
Now, arguing as for the estimation of J 1 , using Corollary 2.5, Lemma 2.14, in particular, Est. We define function spaces on bounded domain D ⊂ R and on R. Recall that by a domain we mean an open set. The definitions and results above are still valid for domains D ⊂ R n . We denote by S respectively S ′ the Schwartz respectively distribution spaces and by F respectively F −1 the Fourier respectively the inverse Fourier transforms. Let Lemma A.2. We have:
• The identities, see e.g. [46, P.14] and [53] .
-For 0 < s = integer, C s = B s ∞ ∞ = C s . -For 0 < s = integer and 1 ≤ p < ∞, B s pp = W s p . 
