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Abstract
We show that in the semi-classical limit the eigenfunctions of quantized
ergodic symplectic toral automorphisms can not concentrate in measure on
a finite number of closed orbits of the dynamics. More generally, we show
that, if the pure point component of the limit measure has support on a finite
number of such orbits, then the mass of this component must be smaller than
two thirds of the total mass. The proofs use only the algebraic (i.e. not the
number theoretic) properties of the toral automorphisms together with the
exponential instability of the dynamics and therefore work in all dimensions.
1 Introduction
The Schnirelman theorem states that if a quantum system has an ergodic classical
limit, then “most” of its eigenfunctions equidistribute (on the energy surface) in
phase space in the semi-classical limit. This result has been proven in many different
contexts: for the Laplace-Beltrami operator on compact Riemannian manifolds with
an ergodic geodesic flow in [Sc] [Z1] [CdV], for ergodic billiards in [GL] [ZZ], for non-
relativistic quantum mechanics in the classical limit in [HMR], for quantum maps in
[BDB] [Z2]. A precise statement in the latter context will be given below (Theorem
1.3).
The theorem raises obvious questions: do there exist exceptional sequences of
eigenfunctions allowing no semi-classical limiting measure or a limit different from
Liouville measure? It is well known that the limit must in that case be an invariant
probability measure of the dynamics. Clearly, one would like to better characterize
the class of invariant measures that are obtained as limit measures from sequences
of eigenfunctions. Particularly simple candidates are delta measures concentrated
on the periodic orbits of the dynamics and (finite) convex combinations thereof.
Numerical and theoretical investigations for ergodic billiards and for quantum maps
[Bog] [He] suggest the possibility that there exist sequences of eigenfunctions con-
centrating to some degree on (unstable) periodic orbits. This imperfectly defined
enhancement phenomenon is loosely referred to as “scarring”. It is not clear from
the available evidence whether some sequences of eigenfunctions may concentrate
sufficiently strongly on one or more periodic orbits to lead to a limiting Dirac mea-
sure on those orbits: no such example is known to date and many researchers in the
field seem to think this should not be possible. In [CdV], for example, it is conjec-
tured that such sequences should not exist on constant negative curvature surfaces.
Partial results in this direction have been obtained using number theoretic methods
for certain arithmetic hyperbolic surfaces [RS] [LS] [S3] (see [S1], [S2] for a review).
In this paper we analyze the above problem for a simpler class of models that
has attracted much attention, namely the quantized ergodic automorphisms of the
2d-torus. We prove here that for these models such sequences do not exist (Theorem
1.1). We also obtain a stronger result that controls the pure point component of
the limiting measures and thereby limits the class of limit measures (Theorem 1.2).
Our proofs are based on an intuitively clear argument that combines the use of the
exponential instability common to all ergodic toral automorphisms (whether they
are Anosov or not) with the algebraic properties of those maps and some basic semi-
classical analysis. They have a distinct dynamical flavour and work in all dimensions.
To put our result in perspective, we will review the previously known results for the
case d = 1 below. In that case the ergodic automorphisms are all Anosov and are
often referred to as “cat maps”.
We now describe our results in detail. Unfamiliar concepts and notations are
explained in Section 2. Let T2d = R2d/Z2d be the d-dimensional torus, viewed as
a symplectic manifold with the canonical two-form inherited from R2d. Let A be a
symplectic and ergodic toral automorphism, i.e. A is a symplectic 2d × 2d-matrix
with integer entries none of whose eigenvalues are roots of unity. It is known that
in that case at least one of its eigenvalues lies outside the unit cercle so that each
rational point on the torus is an unstable periodic point for A. Given such a periodic
orbit τ = {x1, x2, . . . , xTτ }, we define the delta measure
µτ =
1
Tτ
Tτ∑
i=1
δxi,
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which is of course an A-invariant measure on T2d. Given a finite family C = ∪Ki=1τi
of periodic orbits, we will also consider the measures
µC,α =
K∑
j=1
αjµτj ,
K∑
j=1
αj = 1, 0 ≤ αj ≤ 1, (1.1)
which are finite convex combinations of the previous ones. These are all A-invariant
pure point measures with discrete (i.e.) finite support. All invariant Radon measures
are obtained by taking the weak closure of those [Ma]. Let M(A) be the unitary
quantization of A, acting on the Nd-dimensional Hilbert space H~(κ), as defined in
Section 2 (We suppress the N and κ dependence of M(A) in the notations). Our
main results are the following.
Theorem 1.1. Let A be an ergodic symplectic toral automorphism and let ψN ∈
H~(κ), N ∈ N be a family of normalized eigenfunctions of M(A). If the Wigner
functions WN of the ψN converge weakly to some measure µ on T
d, then µ 6= µC,α,
for any choice of C and α. In other words, the WN can not converge to a pure point
measure with discrete support. The same is true for the Husimi functions hN of the
ψN .
This result can be paraphrased by saying that the eigenfunctions can not con-
centrate semi-classically on a finite number of periodic orbits. It is a particular case
of the following more general result.
Theorem 1.2. Let A be an ergodic symplectic toral automorphism and let ψN ∈
H~(κ), N ∈ N be a family of normalized eigenfunctions of M(A). Suppose ν is a
continuous, A-invariant probability measure on T2d such that for some 0 ≤ β ≤ 1
and for all f ∈ C∞(T2d)
lim
N→∞
〈ψN |OpW f ψN 〉H~(κ) = βµC,α(f) + (1− β)ν(f) ≡ µ(f) (1.2)
for some C and α. Then 0 ≤ β ≤ (1−β)1/2 or, equivalently, β ≤ (√5−1)/2 ∼ 0, 62.
Here OpWf stands for the Weyl quantization of f . Since (1.2) is equivalent to
the same statement with Weyl quantization replaced by anti-Wick quantization (see
Section 2) it is easy to see that (1.2) is equivalent to saying that the absolutely
continuous measures µN = hN(x)dx converge weakly to µ. Here hN is the Husimi
function of ψN (See Section 2 for a precise definition). The result can therefore
loosely be rephrased as follows.
If the pure point component of the limiting measure µ is concentrated on
a finite number of periodic orbits, then its mass is less than two thirds
of the total mass.
In [RS], a sequence ψN is defined to “scar strongly on C” if (1.2) holds with ν
given by Lebesgue measure. Theorem 1.2 does not rule out the possibility of strong
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scarring, but limits the size of the scar. In fact, strong scarring does occur in the
systems considered. Indeed, it is proven in [DBFN] that, for d = 1, there exists
a sequence Nk → ∞, so that for each choice of C and α as above, there exists a
sequence of eigenfunctions ψNk so that
lim
k→∞
〈ψNk |OpW f ψNk〉H~(κ) =
1
2
µC,α(f) +
1
2
∫
T2
f(x)dx. (1.3)
This also shows that, whereas the upper bound on β in the theorem is probably not
optimal, one can not do better than β ≤ 1/2.
Theorems 1.1–1.2 can be seen as partial results on the characterization of the
measures obtained in the semi-classical limit from the eigenfunctions of quantized er-
godic symplectic automorphisms of T2d. Such measures are sometimes called “quan-
tum limits”. As such these results are to be compared with previous ones for the
two-torus available in the literature. Let us first recall the precise statement of the
Schnirelman theorem for ergodic symplectic toral automorphisms [BDB].
Theorem 1.3. Let A, M(A) be as above. Let, for each N , {ψ1, ψ2, . . . ψNd} be
a basis of eigenfunctions of M(A). Then, for each N ∈ N, there exists a subset
E(N) ⊂ {1, . . . , Nd} such that:
(i) lim
N→∞
♯E(N)
Nd
= 1;
(ii) For any f ∈ C∞(T2d), for any sequence (jN ∈ E(N))N∈N, one has
lim
N→∞
〈ψ(N)jN |OpW f ψ
(N)
jN
〉H~(κ) =
∫
T2d
f(x)dx. (1.4)
The strongest possible statement improving on this that one may a priori have
hoped to prove is this:
Let, for each N ∈ N, ψN ∈ H~(κ) be a normalized eigenfunction of M(A). Then,
for each f ∈ C∞(T2d), one has
lim
N→∞
〈ψN |OpWκ (f)ψN 〉H~(κ) =
∫
T2d
f(x)dx. (1.5)
This is sometimes referred to (in what we feel is a somewhat unfortunate ter-
minology) as “quantum unique ergodicity” and – as already pointed out – has not
been proven in any chaotic system. Of course, in view of (1.3) it is obviously not
true in the present context of ergodic toral automorphisms. One nevertheless ex-
pects the sequences that satisfy (1.3) to be rather exceptional: there do indeed exist
two results in the direction of (1.5), valid for a particular but rather large class of
hyperbolic toral automorphisms in d = 1. The first one is this.
Theorem 1.4. [KR1] If A ∈ SL(2,Z) is hyperbolic and A ≡ I2 mod 4, then there
exists for each N a basis {ψ1, ψ2, . . . ψN} of eigenfunctions of M(A) so that (1.4)
holds with E(N) = {1, . . . , N}.
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This obviously constitutes a strengthening of the Schnirelman theorem for the
particular class of A considered. The basis for which the result holds is explicitly
described in [KR1]. Note the difference between Theorem 1.4 and (1.5). Indeed,
the eigenvalues of M(A) may be degenerate so that it is possible that exceptional
sequences of eigenfunctions not belonging to the above basis have a different semi-
classical limit. This is all the more true since there exists a sequence Nk for which the
eigenspaces have a Nk/ lnNk fold degeneracy [BonDB]. It is precisely this sequence
of N that is used to construct the sequence of eigenfunctions in (1.3). Another result
in the direction of (1.5) is the following.
Theorem 1.5. [KR2] If A ∈ SL(2,Z) is hyperbolic and a11a12 ≡ 0 ≡ a21a22 mod 2,
then there exists a density one sequence of integers (Nℓ)ℓ∈N along which (1.5) holds.
Theorem 1.5 states that “quantum unique ergodicity” holds along a subsequence
of values of N . It is furthermore shown in [KR2] that, along this sequence, the
degeneracies of the eigenspaces grow sufficiently slowly so that it is disjoint from the
sequence Nk mentioned above, as it should be in order not to contradict (1.3). It is
therefore seen in both theorems that the obstacle to the validity of (1.5) for all N
is the existence of growing degeneracies of the eigenspaces of M(A) for large N , as
expected.
Our result in Theorem 1.2 is of a somewhat different nature than Theorems 1.4
and 1.5. For any A, d or N it restricts the candidate limit measures to those that
have a “not too large” pure point component. In particular, it completely rules out
the most “obvious” candidates, namely pure point measures with discrete support.
Our result therefore shows in particular that even the very high degeneracies of
the sequence Nk can not be exploited to construct eigenfunctions that concentrate
completely on unstable periodic orbits.
Quantum mechanics on the torus is usually studied only in the case d = 1. Dif-
ferent people have different reasons for imposing this restriction. First, when doing
numerics, higher dimensions quickly poses practical problems of storage size and
computation speed since the dimension of the Hilbert spaces grows as ~−d. Next,
on the theoretical side, the Schnirelman theorem is obviously true in all dimensions
d since it is proven with dimension-independent arguments exploiting only the er-
godicity of the dynamics, so there is nothing to be gained from introducing the
notational complications associated with the higher d problems. To prove sharper
results, however, one needs to exploit finer properties of the classical maps. The
proofs of Theorems 1.4 and 1.5 in [KR1] [KR2] do this by exploiting detailed num-
ber theoretic properties of a particular class of hyperbolic automorphisms of the
two-torus and do therefore not carry over in any obvious way to higher dimensions
or to general ergodic symplectic toral automorphisms. In order to stress that the
sharpening of the Schnirelman theorem proven in this paper (Theorems 1.1-1.2) ex-
ploits only the exponential instability shared by all ergodic automorphisms of the
2d-torus (even if they are not hyperbolic), as well as their algebraic structure, we
have chosen to consider in the following the general case throughout.
The paper is organized as follows. In section 2 we describe quantum mechanics
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on the 2d-torus, and the quantization of symplectic toral automorphisms, following
[BDB]. We will be as brief as possible, referring to [BDB] [BonDB] [DB] and ref-
erences therein for further information and motivation. In section 3 we recall some
basic facts on ergodic symplectic automorphisms of the 2d-torus. Section 4 is de-
voted to the proof of Theorem 1.2. In section 5, finally, we give an alternative proof
of Theorem 1.1 valid only for the case d = 1 and for a subclass of ergodic automor-
phisms when d > 1. It is based on a result on the propagation of initially localized
states (Theorem 5.1) that generalizes a result of [BonDB]. We feel this result is of
interest on its own and in addition it clearly brings out the central dynamical idea
underlying all the results of this paper.
2 Quantum mechanics on the 2d-torus
In this section we will recall standard facts about quantum mechanics on the 2d–
torus T2d = R2d/Z2d as well as the quantization of the symplectic toral automor-
phisms which was first performed in [HB]. Further background and references, as
well as proofs, which are omitted here, can be found in [BonDB, BDB].
We shall write indifferently x = (q, p) ∈ R2d or x = (q, p) ∈ T2d, where in the
latter case q, p ∈ [0, 1[d. Let a · b = ∑i aibi, for a, b ∈ Rd and let 〈(q, p), (q′, p′)〉 =
q · p′ − q′ · p be the symplectic form on R2d. Let U(a) = exp− i
2~
〈a,X〉, for a ∈ R2d
and X = (Q,P ), be the usual representation of the Heisenberg group on L2(Rd),
where
(Qjψ)(y) = yjψ(y), (Pjψ)(y) =
~
i
∂ψ
∂yj
(y).
Let n = (n1, n2) ∈ Zd × Zd and κ = (κ2, κ1) ∈ R2d/2πZ2d and let us define
H~(κ) =
{
ψ ∈ S ′(Rd) | U(n)ψ = exp i
2~
n1 · n2 exp i〈κ, n〉ψ
}
.
Lemma 2.1. We have H~(κ) 6= {∅} iff ∃N ∈ N∗ such that (2π~)N = 1, in which
case dimH~(κ) = Nd. Moreover, in that case, U(n/N)H~(κ) = H~(κ) for all n ∈ Z2d
and there is a unique Hilbert space structure such that U(n/N) is unitary for each
n ∈ Z2d.
We shall not introduce a different notation for the restriction of U(n/N) toH~(κ)
and in particular not indicate its κ−dependence. If φ, ψ ∈ H~(κ), we shall write
〈φ|ψ〉H~(κ) or simply 〈φ|ψ〉 for their inner product.
We then define Weyl quantization of a C∞ function f(x) =
∑
n∈Z2d fne
−i2π〈n,x〉
as
OpWκ (f) =
∑
n∈Z2d
fnU(
n
N
) .
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Recall that the map
S(κ) = (
∑
m
exp−iκ2 ·m U(0, m))(
∑
n
exp iκ1 · n U(n, 0))
defines a surjection of the space of Schwartz functions S(Rd) onto H~(κ) ⊂ S ′(Rd).
Let ηx ∈ L2(Rd) denote the usual gaussian Weyl–Heisenberg coherent state cen-
tered on x ∈ R2d:
η0(y) =
1
(π~)
d
4
e
− 1
2~
y2
, ηx(y) = (U(x)η0) (y).
We then define coherent states on the torus as
ηx,κ ≡ S(κ)ηx ∈ H~(κ). (2.6)
We will find it convenient to use the physicists’ “bra-ket” notation and to write:
|x〉 ≡ ηx ∈ L2(Rd) and |x, κ〉 ≡ ηx,κ ∈ H~(κ).
In particular, we use the notation |x, κ〉〈x, κ| to designate the rank one operator
associated to |x, κ〉. Coherent states on the torus satisfy the following resolution of
the identity
IdH~(κ) =
∫
T2d
|x, κ〉〈x, κ| dx
(2π~)d
(2.7)
and permit us to define the anti-Wick quantization OpAWκ (f) of f ∈ L∞(T2d) as the
operator on H~(κ) defined by
OpAWκ (f) =
∫
T2d
f(x) |x, κ〉〈x, κ| dx
(2π~)d
. (2.8)
For each ψ ∈ H~(κ) we define its Wigner function as the distribution Wψ(x) such
that
〈ψ|OpWκ (f)ψ〉 =
∫
T2d
f(x)Wψ(x)dx ∀f ∈ C∞(T2d)
and its Husimi function
hψ(x) = N |〈ψ|x, κ〉|2 (2.9)
which satisfies
〈ψ|OpAWκ (f)ψ〉 =
∫
T2d
f(x)hψ(x)dx ∀f ∈ L∞(T2d) .
Anti-Wick and Weyl quantization satisfy for each f ∈ C∞(T2d) the following esti-
mate: ∥∥OpAWκ (f)−OpWκ (f)∥∥ ≤ CfN , (2.10)
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for some positive constant Cf ≥ 0. Moreover
U(
n
N
)|x, κ〉 = eiπ〈n,x〉|x+ n
N
, κ〉 . (2.11)
Finally let us come to the quantization of an ergodic symplectic toral automor-
phism defined by a matrix A ∈ Sp(d,Z). The metaplectic representation of Sp(d,R)
defines for each A ∈ Sp(d,R) a unitary propagator M(A) in L2(Rd) (see [F]); up to
a phase it is the unique operator which satisfies
M(A)−1U(a)M(A) = U(A−1a) ∀a ∈ R2d . (2.12)
The quantization of A ∈ Sp(d,Z) on the torus is then straightforward:
Lemma 2.2. For each ergodic A ∈ Sp(d,Z) and each N ∈ N∗ there exists at least
one κ ∈ R2d/Z2d such that
M(A)H~(κ) = H~(κ) .
Proof. By applying (2.12) one can see that there exists κA ∈ R2d/(2πZ)2d such
that, for each n ∈ Z2d and ψ ∈ H~(κ),
U(n)M(A)ψ = eiπNA
−1n1·A−1n2ei〈Aκ,n〉M(A)ψ = eiπNn1·n2ei〈κA,n〉M(A)ψ .
As a result M(A)H~(κ) = H~(κA). Indeed let us write A−1 = (αij)ij=1,2 with αij
d×d matrices. Since A−1 is symplectic we have α∗11α22−α∗21α12 = 1, α∗11α21 = α∗21α11
and α∗12α22 = α
∗
22α12. Consequently a simple computation shows that
A−1n1 · A−1n2 − n1 · n2 = 〈ωA, n〉 mod 2
where
ωA =
(
diag(α∗12α22)
diag(α∗11α21)
)
and
κA = Aκ+ πNωA mod 2π . (2.13)
Since A is ergodic, 1 is not an eigenvalue of A and equation (2.13) admits at least
one fixed point κA = κ.
In the following, we shall always assume that κ has been chosen as in the Lemma,
but we shall not explicitly indicate the N or A dependence of κ. Similarly, we shall
use the symbol M(A) to indicate the restriction of M(A) to HN (κ) for a suitable κ
as above, without indicating its N or κ dependence.
From this construction it follows easily that, for each f ∈ C∞(T2d),
M(A)−1OpWκ fM(A) = Op
W
κ (f ◦ A), ∀f ∈ C∞(T2d). (2.14)
In other words “quantization and evolution commute”.
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3 Ergodic automorphisms of the torus
We collect here some rather basic facts about ergodic automorphisms of the torus.
Let A ∈ SL(2d,Z), then A defines an ergodic toral automorphism if and only if
none of the eigenvalues of A are roots of unity [M]. Ergodic toral automorphisms
are automatically mixing as well [M]. In addition, their eigenvalues can not all lie
on the unit circle: at least one of them has to have a modulus strictly bigger than
1. This is an immediate consequence of the Kronecker theorem ([N], Theorem 2.1),
applied to the characteristic polynomial of A. As a result, in the decomposition of
R
2d into A-invariant subspaces [KH] [Li] given by
R
2d = E− ⊕ E0 ⊕E+,
where E+ (respectively E0, E−) is the root space of A corresponding to eigenvalues of
modulus strictly bigger than (respectively equal to, strictly smaller than) 1, we are
sure that E−, E+ are non-trivial. A matrix A is said to be hyperbolic iff E0 = {0}.
The corresponding dynamical system on T2d is then Anosov. If E0 6= {0}, A is called
quasi-hyperbolic in [Li]. Clearly, when d = 1, all ergodic toral automorphisms are
Anosov, but this is no longer true in higher dimension.
We will need the following result:
Lemma 3.1. Let n ∈ Z2d. Then n 6∈ E0⊕E−. Moreover, there exist γ > 0, C± > 0
and 0 ≤ k ≤ 2d− 2 so that, for all t ∈ N large enough
C−t
keγt ≤‖ Atn ‖≤ C+tkeγt.
Proof: The first statement, namely that E0 ⊕ E− ∩ Z2d = {0}, can be found in
[Ka][Li]. The estimate is then a simple application of the Jordan normal form.
It should be noted that γ > 0, C± > 0 and 0 ≤ k ≤ 2d − 2 depend on n in
the above estimate. The lower bound above is an expression of the exponential
instability common to all ergodic toral automorphisms and is the only information
about them we shall need to prove Theorems 1.1 and 1.2.
To prove Theorem 5.1 however, we will need the following result from [Ka], which
is the generalization to higher dimensions of the obvious diophantine inequality
satisfied in the case d = 1 by the slopes of the stable and unstable directions of A.
Lemma 3.2. Let R2d = V1 ⊕ V2, with Vi invariant spaces for A such that
i) A|V1 and A|V2 don’t have common eigenvalues;
ii) V1 ∩ Z2d = {0}.
Then there exists C > 0 such that for each n ∈ Z2d∗ we have (m = dimV1)
dR2d(n, V1) ≥
C
‖n‖m .
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4 Proof of Theorem 1.2
We will need the following simple technical lemma.
Lemma 4.1. Let B be a Borel subset of T2d. Then, under the hypotheses of Theo-
rem 1.2, one has
µ(int B) ≤ lim inf
N→+∞
〈ψN |OpAWκ (χB)ψN〉 ≤ lim sup
N→+∞
〈ψN |OpAWκ (χB)ψN 〉 ≤ µ(B¯).
(4.15)
where χB is the characteristic function of B.
Proof: This is a standard result in measure theory, we include the proof for com-
pleteness. Let us introduce, for all ǫ > 0,
Bǫ− = {x ∈ B|dT2d(x, ∂B) > ǫ} ⊂ B ⊂ Bǫ+ = {x ∈ T2d|dT2d(x,B) < ǫ},
where dT2d designates the Euclidean distance on the torus. Then we have ∪ǫ>0Bǫ− =
int B and ∩ǫ>0 Bǫ+ = B¯, so that
lim
ǫ→0
µ(Bǫ−) = µ(int B) lim
ǫ→0
µ(Bǫ+) = µ(B¯). (4.16)
Now let η ∈ C∞0 (R2d) be a spherically symmetric positive function, with support in
the ball of radius 1, equal to 1 on the ball of radius 1/2 and such that
∫
η(x)dx = 1.
We set ηǫ(x) =
1
ǫ2d
η(x
ǫ
), and define χǫ±(y) =
∫
Bǫ
±
ηǫ(y − x)dx. Clearly
χǫ+(y) = 1 if y ∈ B χǫ+(y) = 0 if y ∈ T2d \B2ǫ+
χǫ−(y) = 1 if y ∈ B2ǫ− χǫ−(y) = 0 if y ∈ T2d \B.
This implies in particular that χǫ− ≤ χB ≤ χǫ+, so that the positivity of anti-Wick
quantization implies that OpAWκ (χ
ǫ
−) ≤ OpAWκ (χB) ≤ OpAWκ (χǫ+). Using (1.2) and
(2.10) we then find
µ(B2ǫ− ) ≤ µ(χǫ−) ≤ lim inf
N→+∞
〈ψN |OpAWκ (χB)ψN 〉
≤ lim sup
N→+∞
〈ψN |OpAWκ (χB)ψN 〉 ≤ µ(χǫ+) ≤ µ(B2ǫ+ )
so that the result follows by taking ǫ→ 0 and using (4.16).
Define, for any finite set of points C (not necessarily a set of periodic points of
the dynamics) and for each a > 0
Ba = {x ∈ T2d | dT2d(x, C) < a}. (4.17)
We also introduce
δC = min{dT2d(x, y)|x, y ∈ C, x 6= y}, (4.18)
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provided C contains more than one point. Otherwise we define δC = 1/
√
2.
Proof of Theorem 1.2: Since ν is a continuous measure, the Wiener theorem says
that
lim
K→+∞
1
(2K + 1)d
∑
‖n‖≤K
|νˆ(n)|2 = 0.
Here, νˆ is the Fourier transform of ν. This implies immediately that there exists a
density one subset G of Z2d so that
lim
n→∞,n∈G
νˆ(n) = 0. (4.19)
On the other hand, C is a finite collection of rational points on T2d and we call S the
least common multiple of the denominators of those points. Then, for each n ∈ SZ2d
and for all x ∈ C, clearly χn(x) ≡ exp 2πi〈n, x〉 = 1 and consequently
µC,α(χn) = 1.
Hence, for such n,
lim
N→∞
〈ψN |U( n
N
)ψN 〉 = β + (1− β)νˆ(n). (4.20)
Since SZ2d is a positive density subset of Z2d, it follows that SZ2d ∩ G is positive
density as well. As a result, given ǫ > 0, there exists n ∈ SZ2d ∩G, depending on ǫ,
so that
|νˆ(n)| ≤ ǫ. (4.21)
We then have, using respectively (2.14), (2.7) and (2.11)
| 〈ψN |U( n
N
)ψN 〉 | = | 〈ψN |M(A)−tU( n
N
)M(A)tψN〉 |
= | 〈ψN | U(A
tn
N
)ψN 〉 |
= |
∫
T2d
〈ψN | x, κ〉〈x, κ | U(A
tn
N
)ψN〉 dx
(2π~)d
|
≤
∫
T2d
| 〈ψN | x, κ〉 | | 〈x− A
tn
N
, κ | ψN 〉 | dx
(2π~)d
≤
∫
Ba
| 〈ψN | x, κ〉 | | 〈x− A
tn
N
, κ | ψN〉 | dx
(2π~)d
+
(∫
T2d\Ba
| 〈ψN | x, κ〉 |2 dx
(2π~)d
)1/2
, (4.22)
where Ba is defined in (4.17). Note that this inequality holds for each choice of
t, N, a. Now choose M > 3 and such that
1
γ
(ln
M
C+
− ln 3
C−
) > 1 +
k
γ
, (4.23)
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where C±, k and γ are defined in Lemma 3.1. We recall they depend on n. We will
show below that then, for all a > 0, the following is true:
∀N > Na = C−e
γ
3
1
a
, ∃tN ∈ N so that 3a ≤‖ A
tNn
N
‖≤Ma < δC/3. (4.24)
Introducing
A(a,M) = {x ∈ T2d | 2a ≤ dT2d(x, C) ≤ (M + 1)a}, (4.25)
it is then clear that
x ∈ Ba ⇒ x− A
tNn
N
∈ A(a,M).
The important point here is that A(a,M) does not depend on N . Inequality (4.22)
now yields, upon using a Schwartz inequality in the first term
|〈ψN | U( n
N
)ψN〉 | ≤ 〈ψN | OpAWκ (χBa)ψN 〉1/2〈ψN | OpAWκ (χA(a,M))ψN〉1/2
+〈ψN | OpAWκ (χT2d\Ba)ψN〉1/2
≤ 〈ψN | OpAWκ (χA(a,M))ψN 〉1/2
+〈ψN | OpAWκ (χT2d\Ba)ψN〉1/2. (4.26)
Note that, given ǫ > 0, this inequality holds for n satisfying (4.21), for all a small
enough (depending on n), and for all N . We now take the limsup for N to +∞,
and apply Lemma 4.1 in the right-hand side and (4.20)-(4.21) in the left-hand side
to obtain:
β − (1− β)ǫ ≤ (1− β)1/2ν(A(a,M))1/2 + (1− β)1/2ν(T2d \Ba)1/2. (4.27)
Finally, taking, for ǫ and M fixed, a to 0 in this inequality, the continuity of the
measure ν yields
β − (1− β)ǫ ≤ (1− β)1/2.
Since this holds for all ǫ, this is the desired result.
It remains to prove (4.24). From Lemma 3.1 we see that (4.24) will be proven
provided we show there exists, for each N ∈ N, N ≥ Na a tN ∈ N so that
3aN ≤ C−tkNeγtN , C+tkNeγtN ≤ NMa,
or, equivalently
D− ≡ 1
γ
[lnN + ln a+ ln
3
C−
] ≤ tN + k
γ
ln tN ≤ 1
γ
[lnN + ln a + ln
M
C+
] ≡ D+.
Introducing for t ∈ N∗, g(t) = t+ kγ ln t, one sees that for all t ∈ N∗ g(t+1)− g(t) ≤
1 + k
γ
. Hence, to obtain (4.24) it is sufficient that
D+ −D− = 1
γ
(ln
M
C+
− ln 3
C−
) > 1 +
k
γ
,
and that D− ≥ g(1), but this is guaranteed by condition (4.23) and the definition
of Na in (4.24).
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5 Propagating localized states
In this section we present a generalization of the main result of [BonDB]. When
d > 1, it only holds under some mild additional hypotheses on A specified below.
Under these conditions, it provides an alternative proof of Theorem 1.1. We feel
this result is of interest on its own, and in addition it clearly brings out the basic
“dynamical” intuition underlying the proofs of the previous section.
We will impose, in addition to ergodicity, two more conditions on A. First, we
ask that A ∈Sp(d,Z) does not leave any non-trivial sublattice of Z2d ⊂ R2d invariant.
This excludes, for example, in the case d = 2, matrices of the form(
A1 0
0 A2
)
where each bloc A1, A2 is a hyperbolic matrix in SL(2,Z). In addition, we impose
the following condition. Let eγ+ be the maximal modulus of the eigenvalues of A
and let Eγ+ be the corresponding root space (i.e. Eγ+ = ⊕|λ|=eγ+Eλ); we demand
that the restriction of A to Eγ+ is diagonalizable. This will obviously be the case
if all roots of the characteristic polynomial of A are distinct, for example. We need
some more notations. Let mγ+ = dim Eγ+ and m+ = dim(E+ ⊕ E0); of course
1 ≤ mγ+ ≤ m+ ≤ d.
We remark that in d = 1 any ergodic matrix A ∈ SL(2,Z) satisfies these require-
ments.
Theorem 5.1. Let A be as above and let µ be a pure point probability measure on
T
2d, with finite support C. Let ψN ∈ H~(κ), ||ψN || = 1 be a sequence of normalized
vectors in H~(κ) such that, for all f ∈ C∞(T2d)
lim
N→∞
〈ψN | OpWκ (f)ψN 〉 = µ(f). (5.28)
Let aN be a sequence of positive numbers tending to 0 with the property that∫
BaN
hN(x)dx→ 1, (5.29)
where BaN is defined in (4.17) and hN ≡ hψN in (2.9). Then, there exist t± ≥ 0
so that, for any sufficiently slowly growing sequence of integers θN ( i.e. θN <
(1−ǫ)(1+m+)
m+γ+(2d+1−mγ+ )
ln 1
aN
for some ǫ > 0), one has, for each f ∈ C∞(T2d),
lim
N→∞
〈ψN |M(A)−tOpWκ (f)M(A)tψN〉 =
∫
T2d
f(x)dx (5.30)
uniformly for all t in the region
1
γ+
lnNaN + t− + (2d−mγ+)θN ≤ t ≤
1
γ+
ln
N
a
1/m+
N
− t+ − θN (5.31)
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Note that here the ψN are of course not assumed to be eigenvectors of the
dynamics. Remark furthermore that the hypothesis (5.28) immediately implies the
existence of a sequence aN . It is finally clear from the definition of the Husimi
functions in Section 2 that aN
√
N is bounded away from 0.
As an example, suppose C = {x1, x2, . . . xp} is a set of p points on the torus and
take
ψN =
1√
p
p∑
i=1
|xi, κ〉.
In that case aN = N
− 1
2
+ǫ for any ǫ. It is also easy to check that the ψN are
normalized up to an exponentially small factor. The case p = 1 and d = 1 was
treated in [BonDB] but with a worse upper bound on the times in (5.31). As
explained already in [BonDB], the upper bound in Theorem 5.1 is the optimal one
for this case; it is obtained here using an argument borrowed from [DBFN].
Alternative proof of Theorem 1.1 for A as above: The proof goes by con-
tradiction. Suppose a sequence of eigenfunctions exists, so that (5.28) holds with
µ = µC,α (see (1.1)). Since the ψN are eigenfunctions, one trivially finds, for all
t ∈ N:
〈ψN |M(A)−tOpWκ (f)M(A)tψN 〉 = 〈ψN | OpWκ (f)ψN 〉,
so that (5.30) implies that
lim
N→∞
〈ψN | OpWκ (f)ψN 〉 =
∫
T2d
f(x)dx,
which is in obvious contradiction to the hypothesis (5.28). In other words, we have
just proven that, if a sequence of eigenfunctions concentrates semi-classically on a
finite family of periodic orbits, then it equidistributes. We conclude that such a
sequence does not exist.
Proof of Theorem 5.1: Writing
f =
∑
‖n‖≤MN
fnχn +
∑
‖n‖≥MN
fnχn,
the fast decrease of the fn implies that for all K ∈ N, there exists Cf , Cf,K > 0 so
that
|〈ψN | M(A)−tOpWκ (f)M(A)tψN〉 −
∫
T2d
f(x)dx| ≤
Cf sup
0<‖n‖≤MN
| 〈ψN |M(A)−tU( n
N
)M(A)tψN〉+ Cf,KM−KN . (5.32)
Hence it will be enough to show that there exist a sequence MN ∈ N (depending on
θN ) with MN → +∞ so that
sup
0<‖n‖≤MN
| 〈ψN | M(A)−tU( n
N
)M(A)tψN 〉 |→ 0
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for t in the range given in (5.31). For that purpose, first note that for each n ∈
Z
2d \ {0}, t ∈ Z, a > 0, we have (as in (4.22))
| 〈ψN | M(A)−tU( n
N
)M(A)tψN 〉 | = |
∫
T2d
〈ψN | x, κ〉〈x, κ | U(A
tn
N
)ψN〉 dx
(2π~)d
|
≤
∫
Ba
| 〈ψN | x, κ〉 | | 〈x+ A
tn
N
, κ | ψN 〉 | dx
(2π~)d
+σN (a) (5.33)
where
σN (a) =
(∫
T2d\Ba
hψN (x)dx
)1/2
.
The hypothesis (5.29) implies that σN(aN )→ 0.
Below, we shall prove that, for each N , there exists MN ∈ N so that
x ∈ BaN , n ∈ Z2d, 0 <‖ n ‖≤MN ⇒ x+
Atn
N
6∈ BaN , (5.34)
for all t in the region (5.31). It then follows from (5.33) and the Schwartz inequality
that, for each ‖ n ‖≤MN and for those t
| 〈ψN | M(A)−tU( n
N
)M(A)tψN 〉 |≤ σN (aN) + σN (aN ).
Hence
|〈ψN |M(A)−tOpWκ (f)M(A)tψN 〉 −
∫
T2d
f(x)dx| ≤ 2CfσN (aN) + Cf,KM−KN .
(5.35)
We now prove (5.34). For simplicity of notation, let us first consider the case
where C = {0} so that BaN is the ball of radius aN around 0 ∈ T2d. We define
B˜aN = {y ∈ R2d|dR2d(y,Z2d) < aN}.
Then BaN is the image of B˜aN under the natural projection of R
2d to T2d so that
(5.34) is equivalent to
x ∈ B˜aN , n ∈ Z2d, 0 <‖ n ‖≤MN ⇒ dR2d(x+
Atn
N
,Z2d) ≥ aN .
But this is guaranteed if for all t in (5.31)
n ∈ Z2d, 0 <‖ n ‖≤MN ⇒ dR2d(A
tn
N
,Z2d) ≥ 2aN . (5.36)
This is what we now prove. First, let
e−γ− = max{|λ| < 1 | λ is an eigenvalue of A}.
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In other words, e−γ− is the modulus of the largest eigenvalue of A strictly inside the
unit disc. Since A does not leave any non-trivial sublattice invariant, it is clear that
the component along Eγ+ of any n ∈ Z2d∗ is different from zero and Lemma 3.2 can
therefore be used with V2 = Eγ+ ; since A is diagonalizable on Eγ+ , we conclude that
there exist C± > 0 so that for all n ∈ Z2d∗ and for all t one has
C−
‖n‖2d−mγ+ e
γ+t ≤‖ Atn ‖≤ C+eγ+t‖n‖. (5.37)
By using (5.37), if
C−
NM
2d−mγ+
N
eγ+t ≥ 2aN ,
it is clear that for each n ∈ Z2d∗ such that ‖n‖ ≤MN we have
‖ A
tn
N
‖≥ 2aN .
So, if we choose MN = e
γ+θN , t− =
1
γ+
ln 2
C−
, this latter inequality is satisfied for all
t in (5.31). We note for later reference that, since 2d−mγ+ ≥ m+,
MN ≤
(
1
aN
) 1+m+
m+(2d+1−mγ+) ≤ CN1/2 (5.38)
for some C > 0, in view of the constraint on θN and the fact that aN
√
N is bounded
away from 0. Now, for each n ∈ Z2d, 0 <‖ n ‖≤MN there exists nt,N ∈ Z2d so that
dR2d(
Atn
N
,Z2d) =‖ A
tn
N
− nt,N ‖ .
Consequently, if nt,N = 0 then dR2d(
Atn
N
,Z2d) ≥ 2aN for all t in the region (5.31).
Suppose therefore that nt,N 6= 0 so that ‖ AtnN ‖≥ 1/2. Let n = n+ + n0 + n− ∈
E+ ⊕ E0 ⊕ E−. Then we have
dR2d(
Atn
N
,Z2d) =
∥∥∥∥AtnN − nt,N
∥∥∥∥ ≥
∥∥∥∥At(n+ + n0)N − nt,N
∥∥∥∥−
∥∥∥∥Atn−N
∥∥∥∥
≥ dR2d(nt,N , E+ ⊕ E0)−
∥∥∥∥Atn−N
∥∥∥∥ ≥ Co‖nt,N‖m+ −
∥∥∥∥Atn−N
∥∥∥∥
≥ Co
(
√
d/2 + ‖Atn/N‖)m+ −
∥∥∥∥Atn−N
∥∥∥∥ ≥ C1‖Atn/N‖m+ −
∥∥∥∥Atn−N
∥∥∥∥
≥ C2
(
N
MN
e−γ+t
)m+
− C3MN
N
t(d−1)e−γ−t
= C2
(
N
MN
e−γ+t
)m+ [
1− C3
C2
e(m+γ+−γ−)t
(
MN
N
)m++1
t(d−1)
]
≥ 2aN ,
where we used in the second line Lemma 3.2 applied to V1 = E+ ⊕E0, in the third
line the fact that ‖Atn/N‖ ≥ 1/2, in the fourth line the upper bound in (5.37)
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and a standard estimate on ‖Atn−‖. To obtain the last line one defines t+ via
e−γ+t+m+ = C2/4, one uses MN = exp γ+θN and (5.31) to obtain
e(m+γ+−γ−)t
(
MN
N
)m++1
t(d−1) ≤ e
−m+γ+t+
aN
MN
N
e−γ−tt(d−1) ≤ d1e−γ−tt(d−1) < 1/2.
It is then clear that (5.36) holds for all t in the region (5.31).
The general case, where C is a finite set of points is easily treated by noting that
there exists S ∈ N∗ so that SC ⊂ Z2d so that
dR2d(y, C + Z2d) = S−1dR2d(Sy, SC + SZ2d) ≥ S−1dR2d(Sy,Z2d).
Acknowledgments: SDB whishes to thank S. Nonnenmacher for helpful con-
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