The installed capacity of non-synchronous devices (NSD), including renewable energy generation 1 and other converter-interfaced equipment such as energy storage, bi-directional transfer links, electric vehicles, 2 etc., is expected to increase and contribute a large proportion of total generation capacity in future power 3 systems. Concerns have been expressed relating to operability and stability of systems with high penetrations 4
Introduction 20
The installed capacity of non-synchronous devices (NSD) in power networks including renewable 21 energy sources and other converter-interfaced devices such as high voltage direct current (HVDC) links, 22 energy storage, electric vehicles, etc., is expected to increase significantly in the near future. According to [1, 23 2] under the 'Gone Green' scenario, the percentage of electrical power produced using renewable energy 24 sources in Great Britain (GB) may increase to a total proportion of 33% in 2020/21, 48% in 2030/31, and is 25 expected to increase further in the following years. Over the time period from 2020 to 2030, the installed 26 capacity of interconnectors (to other countries in Europe) is predicted to increase by approximately 6 GW in 27 the 'Gone Green' scenario [1] . 28
In conventional dq-axis current injection (DQCI) converters for wind turbines and voltage source 29 converter (VSC) based HVDC links, active and reactive power setpoints are translated to dq-axis current ( ) 30 references in the rotating reference frame. The DQCI control algorithm is a well-established method described 31 in many publications (e.g. [3] ). High-bandwidth inner current control loops are used to control the modulated 32 voltage waveforms at the switching bridges or multi-level modules to ensure that the actual injected currents 33 closely match the references. Such converters, therefore, aim to present high impedances from the 34 perspective of unbalance, harmonics and inter-harmonics. The currents output by converter-interfaced sources 35 aim to be close to balanced positive-sequence sinusoids, as required by the present GB and European Grid 36
Codes [4] [5] [6] , even in the presence of voltage unbalance or harmonics. DQCI controllers are normally designed 37 for connection to strong alternating current (AC) systems, e.g. when short-circuit ratios are higher than 3.0 38 [7] , and operate under the assumption that an infinite bus or a large positive-sequence balanced voltage source, 39 such as a large aggregated capacity of synchronous machines (SM), is present in the network. However, in 40 future power networks, such assumptions may no longer hold. As the proportion of DQCI converter capacity 41 rises, the effective grid impedance between the SM voltage sources and the converters increases. Eventually, 42 a point will be reached where the aggregated transient reactance ( ) is so large that, when added to the grid 43 impedance, it causes the DQCI converters to become unstable. This effect has been discussed in [8, 9] . The 44 instability is caused by the high bandwidth voltage disturbances at the connection point (CP), due to the high 45 currents from the aggregated converters, and the large grid impedance. The frequency at which instability 46 occurs could lie anywhere within a wide frequency region, depending on the exact controller parameters, 47 impedances, ratings/capacities, and set-points. 48
In recent years, the issues raised by high penetrations of NSD have been widely discussed in both 49 industry and in the literature. For example [9, 10] discuss interactions of the inner vector current controller 50 with low-frequency resonances, and negative effects of the phase-locked loop (PLL) dynamics applied in the 51 inner current control. Other effects of high penetration of NSD on power network performance, include 52 network frequency stability [11, 12] , rotor angle stability [13, 14] , voltage stability [13, 15] , and small signal 53 stability [16] . Studies have also been conducted relating to NSD penetration level limits. For example, [11] 54 shows a maximum limitation of the ratio of the total amount of energy derived from NSD to the overall system 55 rotational energy to be 0.17 in order to maintain system security in terms of rate of change of frequency 56 (RoCoF) criteria.
[17] investigates system performance when there is up to a 30% penetration level of 57 distributed generation resources (DGR), and investigates the effects of changes in location and type of DGR 58 connected. Studies in [18] have shown that the maximum instantaneous penetration level (IPL) for NSD, in 59 terms of angular stability, is in the region of 65% of dispatched generation or 75% in terms of connected 60 generation capacity for the GB power system. Work in [18] is based on a power system model using phasor 61 simulation (i.e. not transient analysis). However, to date there have been limited studies conducted with the 62 objective of establishing IPL limits of NSD, i.e. the "tipping points", based on a set of realistic criteria from 63 the network operator perspective, (including locking signal in the PLL of the DQCI converter control 64 algorithm, frequency, RoCoF and voltage magnitude), using high-fidelity time-domain dynamic power system 65 models. In the following sections, it will be shown that there are IPL limits for NSD with conventional DQCI 66 control, beyond which the system state becomes unacceptable (termed as "unviable" in the paper). A set of 67 criteria to determine system viability will be introduced and the IPL limits based on such criteria will be 68 assessed. 69
The IPL limits can be affected by many factors, such as system configuration, overall loading levels, 70 types of generation, converter controller settings, etc. It is important to understand the effects of these factors 71 on IPL limits, so that device types, algorithms and configurations can be chosen to facilitate the required high 72 penetrations of converters in the network. The number of parameters affecting the IPL limit is large, and so 73
finding an "optimum" parameter set and mix of generation/converter types is practically impossible, since it 74 would involve exploration of a multi-dimensional search space with a high number of parameters. However, 75 in this paper, certain key parameters such as frequency and voltage droop slopes and filter time-constant are 76 chosen, and explored in isolation. Then, by selecting the most promising values from each "slice" of the search 77 space, a configuration for DQCI converter settings which appears to offer the highest possible IPL will be 78 selected. It should be noted that the paper does not aim to establish global parameter optimisation, but provides 79 more of an experimental (simulation based) approach. Additionally, a visualisation method for investigating 80 individual generator response to an enforced change in network frequency, termed "network frequency 81 perturbation (NFP)" will also be introduced in this paper. The NFP method is not a classical stability 82 assessment technique such as the state-space analysis used in control system design, but offers a useful way 83 of investigating and visualising generator behaviour in response to network disturbances. It offers an 84 additional insight into potential interactions (e.g. unstable oscillatory modes) between different generating 85 technologies. 86
The paper is organised as follows. The definitions and the analysis methods are introduced in section 2. 87
Dynamic modelling of the power system and a set of complex criteria to determine system viability are 88 presented in section 3, along with analyses of case studies related to IPL limits. In section 4 the NFP method 89 is introduced, and the frequency responses of SG and DQCI are presented to gain better understanding of the 90 contributions of individual NSDs. The conclusions of the paper and recommendations for further research are 91 presented in section 4. 92 2 Definitions and methodology 93
Instantaneous Penetration Level (IPL) definition and optimisation of controller parameters

94
In this paper, IPL is defined as the ratio of instantaneous power output of the NSD to the total system 95 demand in a power network, as shown in (1) . Although various definitions of IPL have been used in technical 96 literature [18, 19] , the authors of this paper believe that definition (1) presents the best intuitive indication of 97 the percentage of overall generation being supplied from the NSD for a given demand. 98 (1) It is important to understand the effects introduced by various parameters and controller settings on the 99 IPL limits, which can support the optimisation of the existing methods as well as the development of new 100 techniques to maximise the NSD penetration in a network. There are many factors that can affect the IPL limit, 101 including controller gains, filter time constants, gains in ramp rate limiters, system impedance (including 102 generation reactance and transmission line impedance), the types and magnitudes of load, etc. The assessment 103 of all possible influencing factors is very complex and goes beyond the limits of a single journal paper. The 104 investigation presented in this paper concentrates on the detailed evaluation of four parameters, namely 105 voltage and frequency controller droop slopes and low-pass filter (LPF) time constants. In order to maximise 106 the IPL limit, a simulation based method is introduced which applies to any two groups of settings. A group 107 of settings in this context is defined as a small set (e.g. two) of parameters/factors for which the optimal 108 (maximum) IPL limit can be found. The basic concept is to select the highest IPL limit that can be achieved 109 independently by each group of settings, and then determine the resulting IPL limit by combining the two 110 individually optimised groups. As the presumption cannot be made that the system is linear, the combined 111 effect of the two optimised groups may not always produce the highest achievable IPL limit and further 112 iterations may be needed to achieve the global IPL maximum. 113
Network Frequency Perturbation (NFP) visualisation method
114
In a meshed AC electrical network with many generators and loads, frequency changes continuously. In 15 order to gain an understanding of how individual devices contribute to frequency stability and active power 16 balance management, it is useful to examine how a device responds to a change in network frequency. The 17 NFP method allows a clear distinction to be made between devices that provide frequency support through 18 droop-slope type response, and inertial-type response. The method is not a classical stability assessment 19 technique. However, the results (Bode type plots) give a useful graphical insight into the device behaviour 20 during network disturbances, and may offer indication of potential instability under certain NSD penetration 21
levels. 22
The NFP method introduced in this paper places the device within a hypothetical or 'test' power system, 23 in which frequency is forced and modulated in a sinusoidal fashion at frequency , with a small 24 amplitude (assumed to be 1% in this paper) about the nominal frequency . This can be expressed as: 25
The value of changes from 10 -3 Hz to 20Hz. The device responds to this changing frequency 26 with a modulated active power output: 27
The amplitude of the frequency modulation is kept small so that no unnatural saturation of device 128 control loops occur. The response parameters P, where P  is in per-unit (pu), and together form a 129 response R, when normalised to (4). 30
P and can be found either by classical analysis of the device transfer functions, or by time-domain 131 simulation of the entire device and its controllers followed by Fourier Analysis of the output power . In 32 both cases, the amplitude of the voltage is assumed to remain constant at 1 pu, so that the analysis is purely 33 an examination of the interaction between active power and frequency. The NFP charts for amplitude and are operating correctly, then the device response must approach this asymptote, as the frequency of the 144 perturbation tends to zero, which is illustrated as response RDroop. The amplitude of RDroop is expected to stay 145 at 25% of P (due to the assumed 4% frequency droop slop), and on the phase diagram at 180 , due to the 146 inverse relationship between active power and frequency in the drooped relationship. Secondly, if the 147 generator has a true inertial response, this creates a second key asymptote RH as depicted in Fig. 1 (drawn for 148 the idealistic synchronous machine without damping), and is expressed by equation (5). The response must 149 intercept this asymptote (in both amplitude and the 90 phase advance relative to the droop asymptote) 150 typically for frequencies between around 0.04 Hz and 2 Hz, shown as response RH. The third key feature is 151 that for any device which intercepts the inertia asymptote RH, there must be a resonant peak that occurs, 152 typically in the region of 1-3 Hz, but this is dependent on inertia (real or synthetic), impedance Xd' and 153 (4) damping (real or synthetic), shown as response RHD. Both responses RH and RHD are presented with the 154 assumption that there is no governor controller attached to the generator (i.e. the machine operates like a 155 synchronous compensator or a flywheel). NFP response plots of SG and DQCI converter will be introduced 156 and analysed in section 3.4. 157
3 Simulation model and case studies 158 SimPowerSystems as shown in Fig. 2(a) system for the synchronous generator (SG). The DQCI converter is modelled as the inverter side of a VSC-176 based HVDC transmission system, which is connected to a DC bus with an assumption of a constant and 177 effectively-controlled DC link voltage, as shown in Fig. 2(b) . Conventional active and reactive power control 178 of VSC-HVDC transmission system are implemented for the DQCI converter. Additionally, a frequency droop 179 control is implemented to control the active power setpoint and a voltage droop control is implemented to 180 control the reactive power setpoint, both of which will be required to manage frequency and voltage if these 181 (5) converters are used at high penetrations. First-order LPFs are applied at the droop controller outputs separately, 182 i.e. on the sum of power setpoint and power adjustment from the droop controller, to filter out the high-183 frequency components and limit the converter power ramp-rate. The dq-axis current references are also rate-184 limited to 10 pu/s [6, 21] , which helps to manage converter start-up and HVDC link management. Capacity 85 factors of the SG and DQCI converter are set to 60% and 30% respectively. AC transmission lines are 86 modelled as series RL circuits. A small 1% resistive load step (with respect to the main load) is applied for 87 testing system steady-state stability. 88
In these simulations with high penetrations of converter-connected generation, initialising the model 89 components proved particularly difficult, i.e. machines, governors, automatic voltage regulators (AVRs), and 90 all converter components including PLLs and dq-axis control loops. The simulation must not contain an 91 infinite bus since frequency, voltage and power-quality must be allowed to deviate from nominal as this is a 92 crucial part of the simulation. The simulation therefore begins with a carefully orchestrated initialisation 93 process, which lasts 8 seconds, during which the generators and converters are all synchronised, set-points 94 and power flows established at equilibrium, and finally the infinite bus is removed. 95
Criteria for power system viability
96
A small disturbance, 1% resistive load step is then applied to test the system stability. This test event 97 occurs at 15 s, with the simulation running for a further 10 s. If any of the following conditions occur during 98 the simulation the system is considered to be either unstable or have unacceptable performance and is defined 99
as "unviable" in this paper: 00 -A locking signal from the PLL in the DQCI converter is unlocked for a period longer than 1.5 s, any 01 time after t=16.5 s, i.e. 1.5 s after the disturbance (fundamentally, the converter is no longer 02 controlled if the PLL within the converter is unlocked, and the gate switching signals will be turned 03 off to avoid damage to the converter); 04 -The frequency at the DQCI converter terminal is higher than 52 Hz or lower than 47 Hz for a period 05 longer than 500 ms, with reference to [6, 22] , at any time from t=10 s onwards (this is because in 06 some cases, the instability occurs after the infinite bus is removed and the model cannot converge 07 and survive until the load step event); 08 -The RoCoF at the DQCI converter terminal is higher than 1 Hz/s, at any time after t=15.5 s [22] ; 09 -The voltage at the DQCI converter terminal exceeds ±10% of the nominal voltage level, at any time 10 after t=16.5 s [4, 6]. 11
Effects of frequency and voltage droop controllers on the IPL limits 12
Four of the many parameters selected, which have the potential to affect the IPL limit of DQCI convertor 13 are, the droop slopes (Df and Dv) and time constants ( LPF_Df and LPF_Dv) in the LPFs of both the frequency 14 and voltage droop controllers. Their effects on the IPL limits are shown in Fig. 3 (a) As seen in Fig. 3 (a) and (b) , the IPL limits can be affected significantly when changing the selected 25 settings in both controllers, especially for settings in the voltage droop controller. It can be seen that with high 26 droop slopes, i.e. from 70% to 300% and beyond, the IPL limits are almost not affected by changing the time 27 constant in the LPFs, since the frequency or voltage response is quite small. The IPL limits in terms of voltage 28 droop controller settings are generally lower than that of the frequency droop controller settings, with highest 29 IPL limits at 92.7% and 86.1% respectively in this specific power system model. This indicates that the IPL 30 limits appear to be more sensitive to changes in the voltage control and dynamics when compared with the 31 frequency control and dynamics. 32
The results also suggest that, the aggressive droop slopes (in both frequency and voltage droop 33 controllers) can have a positive effect on the IPL limits when the adjustment signal is properly filtered. For 34 voltage droop controller, inadequate filtering on the droop adjustment can directly destabilise the system 35 resulting in lower IPL limits. For the frequency droop controller, the highest IPL limits are achieved with a 36 filter time constant LPF_Df of around 0.2 s. It can be seen that allowing unfiltered frequency droop or excessive 37 time delays/phase shifts (introduced by an inadequately tuned filter) potentially destabilises the system and 38 thus lowers the IPL limit. 39
It should be noted that the IPL limits discussed in this paper are based on this simplified power system 40 model and do not include the effects of the harmonics, inter-harmonics, unbalance, reactive load steps, and 41 potentially more complex interactions between potentially millions of specific converters from different 42 manufacturers with individual peculiarities. It is therefore, likely that the results are optimistic i.e. higher than 43 those observed in a more detailed model or actual power system. Additionally, the viability of a particular 44 configuration is highly dependent on the choice of many parameters (even in this aggregated model) including 245 governors' time constants, droop slopes, network impedances and measurement time-windows. Changing just 46 one parameter can sometimes radically alter the performance, and thus, the IPL limits. More detailed future 47 studies could examine the effects of many more different factors, such as grid impedance and topology, load 48 non-linearity, and their impact on the system stability limits. 49
Through the above investigations the IPL limit was maximised by selecting the optimised frequency and 50 voltage droop controllers settings, i.e. droop slopes and time constants in the LPFs are selected using the 51 optimised values of Df = 60 %, LPF_Df = 0.04 s, Dv = 60 % and LPF_Df = 0.04~0.4 s. The resulting IPL limits 52 with the combined optimised settings are shown in Table 1 , along with the original results. It can be seen that 53 the IPL limit is improved with the combined settings. When the filter time constant is properly chosen for the 54 voltage droop controller (in this case longer than 0.3 s), a maximum IPL limit of 94.6% is achieved. 55
Therefore, in this case study, by combining the best droop controller options from the two independent 56 investigations (i.e. frequency and voltage droop) the overall system stability limit has been enhanced. Such 57 method can also be applied to other settings (or parameters) that have the potential to affect the IPL limit. 58 Table 1 Fig. 4 (a) and (b) for amplitude and phase respectively, marked as RSG and RDQCI, along with the three 275 key features RDroop, RH and RHD,which were discussed earlier. Note that turbine and governor control has been 76 modelled for the SG and their affect can be observed on the on the graph (see RSG), while trend lines RH and 77 RHD show the contributions from the inertia and Xd' to RSG. For a real synchronous machine attached to a 78 prime mover, there is usually a band of modulation frequencies between these two initial regions for 79 which the RSG response amplitude becomes quite small. 80
. Optimisation of IPL limits based on settings in both frequency and voltage droop controllers in the DQCI
Note: Frequency droop slope is set to 4% and voltage droop controller is disabled for both SG and DQCI 81 in this case shown. 82
The results indicate that the modulation frequency requires actions which are faster than the prime mover 83 and governor are physically capable of, but that the modulation frequency is too slow to initiate a large inertial 84 contribution. For a modulation frequency range of approximately 0. In comparison, the response RDQCI is quite different. In the region to Hz it follows the droop 294 asymptote according to the 4% frequency droop applied in the DQCI converter. It starts to drop off in 295 amplitude for modulation frequencies above 0.2 Hz, which does not follow the inertia trendline as expected. 296
Similarly, the phase of RDQCI begins to drop from around 0.02 Hz and experiences an even deeper slope after 297
4 Hz. Note that the 'spike' seen in the phase chart of RDQCI is the wrapped phase which is displayed in the 298 range of 0 to 360 degree. This reduction in phase response of the DQCI converter can become anti-phase with 299 the SG rotor oscillation. A significant phase difference up to 130 between RSG and RDQCI can be introduced 300 when the SG is following the inertia trendline and even larger differences can be introduced at high modulation 301 frequency regions beyond 4 Hz, which can be easily affected by any settings in the DQCI control system and 302 would be difficult to predict in any actual power system. Additionally, oscillations found in the power system 303 model when approaching marginally unviable cases have a frequency in the range from 4 Hz to 8 Hz, which 04 is consistent with the NFP charts where massive phase differences are evident. Therefore, the steep phase 05 slopes shown in the NFP charts can indicate a tendency for instability at high penetrations. From the above case studies, the NFP method is capable of analysing generation response to a change 319 in network frequency and assisting in predicting system stability when various devices are interconnected and 320 interact with each other. Further studies will be undertaken to fully analyse the information contained in the 321 NFP charts. In particular, the NFP method can be utilised to analyse and help verify whether the device 322 provides frequency support as expected, as has been investigated by the authors. 323
Conclusions and future work 324
With increased penetration of NSD, future power systems will be required to operate satisfactorily with 325 much higher penetrations of converters. This paper has demonstrated and quantified the IPL limits (with 326 respect to small disturbances) of the DQCI converters in a power system based on a set of assumed viability 327 criteria. These limits are affected by frequency and voltage droop controllers applied in the DQCI control 328 systems. It has also been demonstrated that there are various factors (in both power system simulations and in 329 actual power systems) that could potentially affect the IPL limits, and it has been shown that the IPL limits 330 can be maximised by combining the globally optimised controller settings. A method to analyse the responses 331 of generation (both SG and NSD) to network frequency perturbations, i.e. the NFP method, has been 332 introduced in this paper, which can be used to make a clear distinction between the devices of their frequency 333 responses and provide visualisation analysis relating to the interaction of the devices when they are connected 334 in the same network. The responses of SG and DQCI converters have been analysed using the NFP method in 335 this paper and it has been shown that significant phase differences between the SG and the DQCI converters 336 at certain frequency regions can potentially contribute to instability of the network at high penetration of 337 converters. 338
It should be highlighted that the IPL limits demonstrated in this paper are based on a specific power 339 system model and do not yet include the effects of harmonics, inter-harmonics, unbalance, or other phenomena 340 that would be present in an actual network. Furthermore, the IPL limits will also clearly be influenced by the 341 response of the system to other transients, such as fault eventsand the limits influenced dictated by fault 342 responses are expected to be lower than those specified using the NFP method. It is also likely that the IPL 343 limits stated in this paper are higher than those that would be evident in either a more comprehensive power 344 system model or in an actual power system. As the "viability" of a particular configuration in the model is 345 highly dependent on the choice of many parameters and changing one parameter can sometimes radically alter 346 the performance and IPL limits, the key value of the presented results lies in the observed trends of IPL limits 347 and the analysis methodology rather than in their absolute values. 348
Future work should investigate effects of other system parameters that could potentially affect the IPL 349 limits, such as DQCI controller gains, rate limitation on the converter power output, system impedance, etc. 350
The IPL limit studies should be re-executed using a more comprehensive power system model and/or the 351 converter hardware-in-loop (CHIL) environment to more realistically establish impact of those various factors 52 on the IPL limits. Various types of converter controllers should also be tested in the future with the NFP 53 method to ascertain their responses to network frequency perturbation, e.g. DQCI converters with different 54 control settings, DQCI converters equipped with RoCoF frequency response provision, and other types of 55 converter control algorithms such as virtual synchronous machine algorithms discussed in [23] . Finally, 56 network voltage perturbation (NVP) method, which can be used as a companion of the NFP method, is 57 presently under investigation by the authors to enable a study of the coupling between the frequency and 58 voltage responses of power system, to further improve insight and understanding of the potential for instability 59 in power systems with high penetrations of converters. 60
