the pathology underlying glioma and give insight for future research of glioma.
identifying modules or sub-networks of the intricate network can avoid this kind of difficulty [10, 11] . So far, several methods have been created to integrate microarray profiles with protein-protein interaction (PPI) maps or pathway databases, with the goal of extracting significant module markers for predicting biological or clinical outcomes [12] [13] [14] . Of note, these methods are greatly heuristic, and the definition of output sub-networks or modules is indeterminate without formal topological characteristics. Fortunately, a method called EgoNet [15] can identify significant modules that are functionally related to diseases, and the type of modules selected using EgoNet are defined as ego-network modules which are well defined in the social networks study [16] .
To classify glioma samples, we identified differential ego-network modules by integrating the gene expression profiles and the human PPI network through a modulebased method of EgoNet. First, a dataset obtained from the Gene Expression Omnibus (GEO) database (GSE15824) was downloaded for subsequent analysis. Afterwards, a differential co-expression network (DCN) was constructed, followed by the selection of ego genes. Starting with these ego genes, all ego-network modules were collected based on the increased classification accuracy via snowball sampling procedure. Subsequently, random permutation testing was used to evaluate the significance of the identified modules. Finally, pathway enrichment analysis for differential modules was implemented to illuminate the biological processes. These identified modules and pathways might provide novel avenues for more advanced investigation into the pathological mechanism of glioma. Improving the understanding of the pathogenic processes of glioma may provide evidence that aids in the development of early diagnosis and treatment strategies for glioma patients.
Materials and methods

Data resources and pre-processing
The microarray profile of glioma, with accession number GSE15824, was downloaded from the GEO database (https://www.ncbi.nlm.nih.gov/geo/), which was deposited in the GPL570 platform of Affymetrix Human Genome U133 Plus 2.0 Array. A total of 45 samples were available for subsequent analysis, including 40 glioma samples and 5 normal tissue samples. The annotation data of all probes were supplied by Affymetrix where the raw data file was downloaded [17] .
The raw probe data in CEL files were transformed into the recognizable expression measures [18] , in which the probe expressions were standardized using robust multi-array average function. Then, the probes were converted into the corresponding gene symbols via the R/Bioconductor annotation package as well as the Affymetrix Human Gene 2.0 ST Array. Significantly, probes without gene symbols were dismissed. For each sample, the expression values of all probes for a given gene were reduced to a single value by taking the average expression value [19] . After mapping the probes to the gene annotations, we obtained 17351 genes in total.
PPI network construction
The PPI analysis is a research tool utilized to uncover the functions of proteins which can help to elucidate cellular activities such as growth, development, differentiation, metabolism, and apoptosis at the molecular level. Moreover, many function-associated genes can co-express and the gene expression levels are varied in different cell type and state. Therefore, an original PPI network involved in 787896 interactions and 16730 genes was obtained from the database of Search Tool for the Retrieval of Interacting Genes (STRING) (http://string-db.org/) [20] . Then, taking the intersection of the interactions of the original PPI network with the microarray data, we obtained a new PPI network, which included 46460 interactions (7561 genes).
Construction of DCN
The DCN was constructed in the following procedure. First of all, we picked out the edges from then new PPI network to construct a binary co-expression network according to the absolute value of Pearson correlation coefficient (PCC) of interactions of the new PPI network. In our study, only edges whose PCC values were higher than the cutoff criteria δ (δ = 0.8) were selected. Then, one-side t-test was employed to identify differential gene expression, and the edges of the binary co-expression network were assigned the weight values based on the P values of differential expression between glioma and control groups.
Assumption of the novel method of EgoNet
An ego-network module is a part of a network that refers to a particular node we are focusing on, which we call an ego gene. In addition to the ego gene, the network also involves a neighborhood containing all nodes to which the ego is connected to at a certain path length. The onestep neighborhood includes nodes that the ego gene is directly connected to (referred to as the alters of ego).
The assumption of this method is that if most neighbors of a central disease gene are disease genes, then other neighboring genes may participate in the disease pathway (see Figure 1A) . Alternatively, if the majority of neighbors of the ego gene are related to a disease, the ego gene itself is regarded highly likely to exert a function in this disease, as shown in Figure 1B . The goal of this method is to uncover the hidden genes which exhibit no significance by themselves, yet are clustered in a module. This algorithm took the PPI network and gene expression profile as input, then EgoNet repeatedly scanned through all genes with two or more neighbors in the network. Taking every ego gene as each initial node, the score of the level-one ego-network was calculated based on how well the genes as a collection predicted the classification accuracy. Subsequently, it spread outward from the ego gene progressively to include more genes in the predictive model. The process discontinued when the classification accuracy decreased. The procedure of growing egonetwork modules was defined as snowball sampling. After obtaining the score of a module, the significance was assessed by permutation testing to evaluate the significance of the modules. This algorithm mainly included three steps: ego genes identification, snowball sampling utilized to extract ego-network modules, and refinement of ego-network modules.
Ego genes identification
In this step, genes in the DCN were sorted based on the topological characteristics of the genes in the DCN. In short, we constructed a function h:V→R to evaluate the importance of node i in the DCN.
In this function, h(i) stood for the importance of node i; N k (i) was the set of neighbors of gene i in the DCN; A´i jk stood for the degree normalized weighted adjacency matrix and D was diagonal matrix.
For each gene, after acquiring its ranks in DCN, marked as h = [h (1) ,. . ., h (M) ], a z-score was computed for each rank h (l) . Subsequently, the rank was obtained for that gene in the DCN via averaging the z-scores. The top 5% genes in the DCN were selected and defined as ego genes.
Ego-network module search based on classification accuracy using snowball sampling
Starting with the ego genes obtained above, the egonetwork module search procedure exhaustively included genes whose addition caused the maximum increase in the classification accuracy until there was no additional increase. This process of spreading ego-network modules is known as snowball sampling [21] . For a given ego gene u∈U, we determined an egonetwork module C={u}. Afterwards, the gene v which was the neighbor of gene u was successively added into the module C and a new module C' was obtained. Then, we calculated the change of classification accuracy ΔS, that was to say, ΔS (C', C) = S(C) -S(C'). When ΔS (C', C) was greater than 0, this indicated that the addition of gene v increased the classification accuracy of the ego-network module C. Thus, gene v would be added to module C. If there were more than one node contained at each stage, we randomly selected one. Similarly, all the neighbors with ΔS > 0 were added into the module C when the classification accuracy dropped.
Refinement of ego-network modules
In this stage, we abandoned several ego-network modules whose size was smaller than 10. Moreover, modules with classification accuracy less than 0.90 were also eliminated.
Calculation of the statistical significance of candidate modules
The statistical significance of ego-network modules was calculated based on the null score distribution of classification accuracy generated by random permutation test. To derive the scores for the null distribution, we implemented random permutation test 1000 times on the same module. Based on the null distribution, the P value of an ego-network module was calculated as the probability of the candidate ego-network module having the smaller accuracy value using the following formula: P value = sum (S(HR) > S(HC)) / N(HR) In this formula, N(H R ) stood for the count of random permutation test, S(H R ) was the accuracy value of egonetwork modules generated by the random permutation test. S(H C ) represented the classification accuracy of candidate ego-networks.
Then, P values were adjusted for multiple testing via the Benjamini & Hochberg method [22] . In our study, a false discovery rate (FDR) of 0.01 was employed as the significance threshold.
Pathway enrichment analysis
For preliminary investigation into the functional differences of genes in differential ego-network modules in the glioma and control group, we performed the pathway enrichment analysis for the genes of differential modules. Briefly, all human reference pathways were downloaded from Reactome database (http://www.reactome.org). Pathways with too few genes might not have enough biological information, and pathways with too many genes might be too generic [23] . Thus, the intersection of the genes of each reference pathway with the genes in the new PPI network was extracted. After excluding the pathways with less than 5 genes or more than 100 genes, a set of informative pathways was obtained for subsequent analysis. Next, genes in differential ego-network modules were mapped to each reference pathway so that we derived the pathways enriched by each differential ego-network module. Then, Fisher ' s exact test was utilized to assess the enrichment effects. After that, the Benjamini & Hochberg method [22] was employed to compute FDR to further correct the P values. In the current study, pathways with FDR < 0.05 were regarded as the pathways enriched by a given ego-network module. Significantly, the pathways enriched by each module were sorted in ascending order based on FDR values, and the pathway with the smallest FDR was extracted as the significant pathway of a given ego-network module.
Statistical analysis
The Feature Extraction software 10.7 was used to analyze the statistical significance of the microarray results. Quantile Algorithm (Agilent Technologies) was applied to normalize the raw data. The FDR was calculated to correct the raw P-values. The cut-off criteria employed to designate differential modules was a FDR < 0.01, as well as the threshold for significant pathways was a FDR < 0.01. P < 0.05 was considered to indicate a statistically-significant difference. Fisher ' s exact test was used to select the significant pathways. In the current study, SPSS version 18.0 (SPSS Inc., Chicago, IL, USA) was used for statistical analysis.
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Results
Ego-network modules identification
A DCN including 6325 edges among 2184 nodes was constructed. Based on the distribution of z-scores of genes in DCN, a total of 109 genes were identified as ego genes. The top 20 ego genes are depicted in Table 1 . Subsequently, starting with every ego gene, we progressively grew the ego-networks by levels. From every ego-network, this process ceased if the classification accuracy values dropped along with the growth. Finally, a total of 109 ego-network modules were identified and the mean size of nodes in an ego-network was 6. By setting the classification accuracy threshold at 0.90 and the count of nodes in an ego-network module at 10, we screened out 8 candidate ego-network modules, including module 59 (accuracy = 1.00 and count = 10), module 72 (accuracy = 0.90 and count = 12), module 78 (accuracy = 1.00 and count = 11), module 4 (accuracy = 0.92 and count = 12), module 62 (accuracy = 0.92 and count = 10), module 79 (accuracy = 0.90 and count = 10), module 86 (accuracy = 1.00 and count = 12), and module 90 (accuracy = 0.96 and count = 14).
Significance of candidate ego-network modules
To evaluate the statistical significance of candidate egonetwork modules, we carried out random permutation test 1000 times to obtain the null distribution of classification accuracy. After random permutation test with 1000 times, we found that a total of 5 modules including module 59, 72, 78, 86, and 90 were significant with FDR < 0.01 in permutation tests ( Table 2 ). The composition of these differential ego-network modules was exhibited in Figure 2. 
Pathway annotation analysis
When the pathways with less than 5 genes or more than 100 genes were removed, 1135 pathways were reserved for subsequent enrichment analysis. After multiple tests, we obtained the pathways enriched by the genes of differential ego-network modules, as listed in Table 3 . From this table, we found that the genes in module 90 were involved in the pathway of resolution of sister chromatid cohesion (FDR = 5.58E-09), the genes in module 86 participated in the pathway of mitotic prometaphase (FDR = 8.64E-08), the genes of module 59 were enriched in the pathway of G alpha (s) signaling events (FDR = 6.11E-06), the genes in module 72 participated in the pathway of SOS-mediated signaling (FDR = 3.65E-04), and the genes of module 78 were involved in the pathway of VEGFA-VEGFR2 pathway (FDR = 1.09E-04).
Discussion
Glioma is the most common type of primary brain cancer. In the ongoing effort to characterize this disease, more and more studies have indicated correlations between the pathogenesis of glioma and specific genetic alterations. Of note, these studies have shown considerable variability in the genetic factors related with glioma. This diversity underscores the demand for more valuable and accurate signatures, and putative targets for developing novel Table 2 . The 5 differential ego-network modules with false discovery rate (FDR) < 0.01, and the ego genes, as well as classification accuracy in these modules. [24, 25] . Thus, in the present study, we constructed a DCN including 6325 edges among 2184 nodes for glioma, and based on this DCN, a total of 109 genes were selected as ego genes. Identification of ego-network modules was expanded on the ego genes according to the increased classification accuracy using the EgoNet algorithm. After evaluating by random permutation testing, we obtained 5 differential egonetwork modules with FDR < 0.01 between glioma and control conditions. Significantly, the genes of module 90 and 86 were enriched in the pathway of resolution of sister chromatid cohesion and mitotic prometaphase, respectively. Cohesin, well conserved across organisms, is a multisubunit complex which is related with chromatin following mitosis and is crucial for holding sister chromatids together after DNA replication [26] . A former study has indicated that RNAi-mediated down-regulation of SMC1A (known as a cohesion subunit) leads to chromatid cohesion defects in human cells [27] . Importantly, another study has reported that chromosome cohesion defects might contribute to aneuploidy in human cancer cells, the most common characteristic of human solid tumors [28] . Frequent alterations in genes involved in sister chromatid cohesion have been observed in bladder cancer [29] . Moreover, a sister chromatid cohesion protein (Pds5A) has been demonstrated to be up-regulated in high grade gliomas [30] . More importantly, in the process of mitosis, mitotic spindle checkpoint ensures the fidelity of sister chromatid segregation through delaying the onset of anaphase until the kinetochores of all the chromosomes have attached to the spindle microtubules [31] . Abnormal function of a kinetochore results in the gains or losses of large portions of chromosomes [32] . In addition, chromosomal instability is a definitive characteristic in tumor progression. In this study, the genes of module 90 and 86 were enriched in the pathway of resolution of sister chromatid cohesion and mitotic prometaphase, respectively. Thus, we infer that module 90 and 86, and their respective pathway of resolution of sister chromatid cohesion and mitotic prometaphase might play important role in the development of glioma. As reported, HMMR is associated with/demonstrates tumorigenicity in glioblastoma stem cells [33] . Moreover, Ying and colleagues have indicated that HMMR is overexpressed in glioblastoma samples of human [34] . These suggest that HMMR might be an oncogene. Another study has demonstrated that up-regulation of CCNB1 is correlated with poor outcomes in glioma patients [35] . Significantly, BIRC5 exhibited the positive expression in glioblastoma samples [36] . Interestingly, HMMR was the ego gene in the module 90 in our study. Of note, the other genes CCNB1, BIRC5 and ego gene HMMR were clustered in one ego-network module 90. This finding was in line with the local property of disease networks, that is to say, proteins related with the same disease had a tendency to interact with each other [37] . It was noteworthy that BIRC5 was the ego gene in the module 72 in our study. Thus, we infer that BIRC5 might be a pivotal factor in glioma development. However, follow-up experiments are needed to verify specific links between these findings and glioma.
Modules Ego gene Classification accuracy FDR
In conclusion, These results showed that the core methodology introduced in this paper, including EgoNet algorithm and the accompanying random permutation test for assessing statistical significance, was capable of identifying ego-network modules of coordinately expressed genes which pointed to key regulators in disease networks and thus provided a more systematic understanding of complex disease progression. The above discussed modules may be regarded as potential disease modules whose activity dictates glioma progression. The mechanisms might imply that ego genes including HMMR and BIRC5 are key factors to distinguish glioma patients. However, our study was conducted using existing data based on bioinformatics methods, yet the findings lacked experimental validations. Therefore, further investigations are needed to discover the alterations of these modules in the understanding of the molecular mechanisms underlying glioma based on the experiments using animal or patient tissues.
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