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a b s t r a c t
Multivariate extreme value distribution functions (EVDs) with standard reverse expo-
nential margins and the pertaining multivariate generalized Pareto distribution functions
(GPDs) can be parametrized in terms of their Pickands dependence function Dwith D = 1
representing tail independence. Otherwise, one has to deal with tail dependence. Besides
GPDs we include in our statistical model certain distribution functions (dfs) which deviate
from the GPDs whereby EVDs serve as special cases.
Our aim is to test tail dependence against rates of tail independence based on the radial
component. For that purpose we study expansions and introduce a second order condition
for the density (called Pickands density) of the joint distribution of the angular and
radial component with the Pickands densities under GPDs as leading terms. A uniformly
most powerful test procedure is established based on asymptotic distributions of radial
components. It is argued that there is no loss of information if the angular component is
omitted in the testing problem.
© 2008 Elsevier Inc. All rights reserved.
0. Introduction
Our initial family of multivariate distribution functions (dfs) consists of d-variate generalized Pareto dfs (GPDs) which
may be deduced from d-variate extreme value dfs (EVDs) with Pickands dependence function D and standard reverse
exponential marginal dfs exp(x), x ≤ 0. In the statistical model we also include dfs which deviate from these GPDs whereby
the deviations are parametrized by an additional one-dimensional parameter ρ > 0. In conjunction with tail independence,
which is related to D = 1, the parameter ρ will be decisive for our statistical model building and the testing problem.
We first recall some basic facts about EVDs and, afterwards, introduce the pertaining GPDs. EVDs occur as limiting dfs of
componentwise takenmaxima of d-variate random vectors. The EVDswith standard reverse exponential univariatemargins
have the Pickands representation
GD(x) = exp
(∑
i≤d
xi
)
D
 x1∑
i≤d
xi
, . . . ,
xd−1∑
i≤d
xi

 (1)
for x = (x1, . . . , xd) ∈ (−∞, 0]d, x 6= 0, where
D : R→ [0, 1]
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is the Pickands dependence function, see, e.g., [5], pages 120–121. The domain R of D is given by
R :=
{
(t1, . . . , td−1) ∈ [0, 1]d−1 :
∑
i≤d−1
ti ≤ 1
}
.
It is well known that D is a continuous, convex function with D(ei) = D(0) = 1, i = 1, . . . , d− 1, where ei denotes the
i-th unit vector in Rd−1, and
1
d
≤ max
(
z1, . . . , zd−1, 1−
∑
i≤d−1
zi
)
≤ D(z) ≤ 1.
Apparently, we have independence if D(z) attains the upper bound, that is, D(z) = 1, and total dependence if D(z) attains
the lower bound, that is, D(z) = max (z1, . . . , zd−1, 1−∑i≤d−1 zi). Notice that R = [0, 1] and D : [0, 1] → [1/2, 1] if
d = 2.
For later purposes we mention a relationship between the d-variate and the pairwise Pickands dependence functions.
Let X = (X1, . . . , Xd) be a d-variate random vector whose df belongs to the max-domain of attraction of a d-variate EVD GD
with Pickands dependence function D. Then the bivariate marginal df of the random vector (Xr , Xs) with r, s ∈ {1, . . . , d},
r 6= s, belongs to the max-domain of attraction of the bivariate EVD GDrs with Pickands dependence function
Drs(z) := D(zer + (1− z)es), z ∈ [0, 1], (2)
where er and es are the r-th and s-th unit vectors in Rd−1 and ed := 0 ∈ Rd−1.
Before dealing with GPDs we introduce the so-called generalized Pareto (GP) function, pertaining to GD, which is defined
by
WD(x) := 1+ logGD(x)
= 1+
(∑
i≤d
xi
)
D
 x1∑
i≤d
xi
, . . . ,
xd−1∑
i≤d
xi
 , (3)
if x = (x1, . . . , xd) ∈ (−∞, 0]d, x 6= 0, and logGD(x) ≥ −1. In the bivariate case, the GP function is a df. This is not
necessarily the case for d ≥ 3. In arbitrary dimensions d ≥ 2, a df is called aGPD–denoted again byWD – if the representation
(3) holds in a neighborhood of 0 (cf. [5], pages 132–136). In [5], Lemma 5.1.3, cf. also Rootzén and Tajvidi [18], it is shown that
GPDs occur as limiting dfs of exceedances over appropriate thresholds of EVD randomvectors. As in the univariate case, GPDs
serve as statistical models for multivariate exceedances. It is noteworthy that GPDs satisfy certain pot-stability properties,
cf. [5], pages 139–140, and the univariate margins are [−1, 0]-uniform dfs in the bivariate case. A related property for the
margins also holds in higher dimensions.
Within the present context we understand tail independence as a property of the upper tail of amultivariate distribution,
which entails that the componentwise taken maxima are asymptotically independent (cf. [16], page 74). Consequently, the
df belongs to the max-domain of attraction of an EVD with Pickands dependence function D = 1.
From the Pickands representations (1) and (3) of EVDs and GPDs one recognizes that the angular component
T1(x) =
 x1∑
i≤d
xi
, . . . ,
xd−1∑
i≤d
xi

and the radial component
T2(x) =
∑
i≤d
xi
are of decisive importance for the present set-up. In short, the map
T (x) = (T1(x), T2(x)) (4)
is called the Pickands transform of x. Notice that vectors x = (x1, . . . , xd) ∈ (−∞, 0]d \ {0} are transformed onto
z := T1(x) ∈ R and c := T2(x) ∈ (−∞, 0). This mapping is one-to-one having the inverse function
T−1(z, c) = c
(
z1, . . . , zd−1, 1−
∑
i≤d−1
zi
)
,
cf. [5], page 150.
In Section 1 we introduce the Pickands densities as densities of the Pickands transform T (X). The Pickands density is
denoted as ϕD if X is a GP random vector with Pickands dependence function D. The densities ϕD provide the leading term
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in the expansion (8) which forms our basic condition. An additional parameter ρ > 0 measures the deviation of certain
dfs from a GPD. Several relationships between the d-variate and pairwise Pickands dependence functions D and Drs are
established which are of interest in their own right. The equivalence
∫
R ϕD(z) dz = 0, if and only if, Drs = 1 for at least one
pair r, s is of particular interest for our testing problem.
Section 2 provides several examples of multivariate dfs which possess the above mentioned expansion. We also give a
detailed outline of related results in Frick et al. [7] in the bivariate case using a different methodology. It is verified in which
manner the examples in [7] can be made applicable within the present framework.
In Section 3 we prove a limit theorem for the radial component. Within the statistical model of limiting distributions
one gets a uniformly most powerful test procedure for testing the null hypothesis
∫
R ϕD(z) dz > 0 against the composite
alternative that
∫
R ϕD(z) dz = 0 for varying parameters ρ > 0. Simulations for the testing procedure under trivariate normal
dfs are added.
Section 4 includes a discussion about the L-sufficiency and, respectively, sufficiency of the angular component T1(X) for
the models of multivariate EVDs GD and GPDs WD. The results entail that the radial component T2(X) can be neglected in
these statistical models. This seems to be in contradiction to the above mentioned results concerning tests based on the
radial component. A clarification of this question is achieved by pointing out that the radial component is decisive within
the composite alternative of dfs which deviate from GPDs.
1. Expansions of finite length of Pickands densities
Consider an arbitrary random vector X = (X1, . . . , Xd) which takes values in (−∞, 0]d. Suppose that X possesses a
density h on a neighborhood of 0. As a consequence of the transformation theorem for densities, see, e.g., [12], Theorem
3.4.1, one gets that the Pickands transform
T (X) = (T1(X), T2(X)) =: (Z, C)
of X has the density (called Pickands density)
f (z, c) = |c|d−1h(T−1(z, c)) (5)
on R× (c0, 0) for some c0 < 0, cf. Falk and Reiss [3], Lemma 5.1.
The Pickands density of a GPD vector is of a particular form, as noted in the subsequent lemma, cf. also [3], Lemma 5.2.
Lemma 1.1. Let WD = 1+ log(GD) be a GPD with densitywD, and let U = (U1, . . . ,Ud) be a random vector with df WD. Then,
the Pickands transform T (U) = (Z, C) has a density fD(z, c) on R× (c0, 0) for some c0 < 0 near 0 independent of c, namely,
f (z, c) = |c|d−1wD(T−1(z, c))
= ϕD(z), z ∈ R, c ∈ (c0, 0). (6)
To distinguish ϕD from other Pickands densities onemay call it the GPD-Pickands density, cf. Michel [11], Definition 2.2.6.
Falk and Reiss [4] formulate a condition
f (z, c) = ϕD(z)+ O
(|c|δ) for some δ > 0 (7)
uniformly for z ∈ R which expresses the deviation of the Pickands density f (z, c) from a GPD-Pickands density ϕD(z) and
prove a result concerning the asymptotic independence of the angular and radial component.
This condition may be regarded as an extension of the concept of a δ-neighborhood of a GPD from the univariate case to
higher dimensions. One says that the df of a randomvectorX, whose Pickands transformhas a density fulfilling condition (7),
is in the Pickands δ-neighborhood or, respectively, in the differentiable δ-neighborhood of the GPD WD with dependence
function D, see [4], p. 445, and [5], p. 153, respectively. This first order condition will now be refined to a higher order
condition by using an expansion of f (z, c) again with a GPD-Pickands density ϕD(z) as a leading term. We remark that the
primary justification of condition (8) comes from the fact that it is satisfied for many dfs, see Section 2.
Assume that
f (z, c) = ϕD(z)+
k∑
j=1
Bj(c)Aj(z)+ o(Bk(c)), c ↑ 0, (8)
uniformly for z ∈ R for some positive integer k, where ϕD is a GPD-Pickands density and the Aj : R → R are integrable
functions. In addition, assume that the functions Bj : (−∞, 0)→ (0,∞), j = 1, . . . , k, satisfy
lim
c↑0 Bj(c) = 0 (9)
and
lim
c↑0
Bj(ct)
Bj(c)
= tρj , t > 0, ρj > 0. (10)
Without loss of generality, let ρ1 < ρ2 < · · · < ρk. We say that f (z, c) satisfies an expansion of length k+1 if the conditions
(8)–(10) hold.
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Recall that a function fulfilling condition (10) is regularly varying in 0 with ρj being the exponent of variation. It is always
possible to write a ρ-varying function as |c|ρL(c), where L is slowly varying in 0, meaning that L has an exponent of variation
equal to zero, cf. [17], page 13. According to Seneta [19], page 18, such a function L has the following properties: For any
 > 0
|c|−L(c)→∞ and |c|L(c)→ 0, as c ↑ 0.
This leads to
lim
c↑0
∣∣∣∣Br(c)Bs(c)
∣∣∣∣ = 0 (11)
for r, s ∈ {1, . . . , k}, r 6= s, with ρr > ρs. Therefore, the density f (z, c) in (8) also satisfies
f (z, c) = ϕD(z)+
κ∑
j=1
Bj(c)Aj(z)+ o(Bκ(c)), c ↑ 0, (12)
for any 1 ≤ κ ≤ k. Notice that, e.g., the functions Bj(c) = |c|ρj , j = 1, . . . , k, with 0 < ρ1 < ρ2 < · · · < ρk satisfy the above
conditions.
Because of (11) one gets
f (z, c) = ϕD(z)+ o
(|c|δ) , as c ↑ 0, (13)
for 0 < δ < ρ1 if the functions Aj in (8) are bounded. This entails that the df of X is in the Pickands δ-neighborhood of the
GPDWD with Pickands density ϕD.
There is another condition imposed on the functions Aj which will be of importance in (15), (16) and for our testing
problem in Section 3, namely the existence of a positive integer
κ := min
{
j ∈ {1, . . . , k} :
∫
R
Aj(z) dz 6= 0
}
. (14)
Integratingwith respect to z one gets an expansion of themarginal density in c. If the Pickands density f (z, c) of a random
vector X satisfies the expansion of length k+ 1 in (8), then the radial component C = T2(X) has the density f (c) satisfying
f (c) =
∫
R
ϕD(z) dz+
k∑
j=1
Bj(c)
∫
R
Aj(z) dz+ o(Bk(c))
=
∫
R
ϕD(z) dz+ Bκ(c)
∫
R
Aκ(z) dz+ o(Bκ(c)), c ↑ 0, (15)
on (c0, 0)with κ as in (14). The first expansion is immediate by integrating f (z, c)with respect to the variable z.
In Section 3 we are testing the null hypothesis determined by the condition
∫
R ϕD(z) dz > 0 against the alternative
determined by
∫
R ϕD(z) dz = 0. This yields that the density of the radial component satisfies the condition
f (c) = Bκ(c)
∫
R
Aκ(z) dz+ o(Bκ(c)), c ↑ 0, c ∈ (c0, 0), (16)
on the alternative. Subsequently, we discuss in detail the relationship between the condition
∫
R ϕD(z) dz = 0 and the form
of the Pickands dependence function D.
In the bivariate case, if D is twice differentiable, we have
ϕD(z) = D′′(z)z(1− z) (17)
for all (z, c)with−1/D(z) < c < 0, cf. Falk and Reiss [4], Section 1. Because D : [0, 1] → [1/2, 1] one gets the equation∫ 1
0
ϕD(z) dz = 2
(
1−
∫ 1
0
D(z) dz
)
, (18)
which implies the equivalence∫ 1
0
ϕD(z) dz = 0 ⇔ D = 1. (19)
In the multivariate case such an equivalence does not hold true in general. We have
(a)
∫
R ϕD(z) dz = 0⇔ Drs = 1 for at least one pair r, s, cf. Lemma 1.2;
(b) D = 1⇔ Drs = 1 for every pair r, s, cf. Lemma 1.3,
and, consequently,
(c) D = 1⇒ ∫R ϕD(z) dz = 0.
The converse implication in (c) does not hold true in general, cf. Example 1.
1172 M. Frick, R.-D. Reiss / Journal of Multivariate Analysis 100 (2009) 1168–1181
Lemma 1.2. Let ϕD be the Pickands density of a d-variate GPD WD with Pickands dependence function D. Then,∫
R
ϕD(z) dz = 0
if, and only if, Drs = 1 for at least one pair r, s ∈ {1, . . . , d} with r 6= s.
Proof. ‘‘⇒’’: Notice that ∫R ϕD(z) dz = 0 implies ϕD(z) = 0 because ϕD is a density. With Eq. (6) we get
∂d
∂x1 · · · ∂xdWD(x) = wD(x) = 0,
which implies
wDrs(x) =
∂2
∂xr∂xs
WD(x) = 0
for at least one pair r, s ∈ {1, . . . , d}, r 6= s. Eq. (6) now leads to ϕDrs = 0. Because of (19) we get Drs = 1 which means that
we have tail independence in the respective bivariate marginal distribution.
‘‘⇐’’: From the representation (3) ofWD it follows that
1−WD(x) = n(1−WD(x/n)). (20)
Let (X1, . . . , Xd) be a random vector with dfWD. Then we have
n(1−WD(x/n)) = n
∑
i≤d
P{Xi > xi/n} − n
∑
1≤i1<i2≤d
P{Xi1 > xi1/n, Xi2 > xi2/n}
+ · · · (−1)d+1nP{X1 > x1/n, . . . , Xd > xd/n}, (21)
cf. [17], page 297. Now, without loss of generality, assume that D12 = 1. This impliesW (x1, x2, 0, . . . , 0) = 1+ x1+ x2 and,
thus,
−x1 − x2 = 1−W (x1, x2, 0, . . . , 0) = n(1−W (x1/n, x2/n, 0, . . . , 0))
= n (1− P{X1 ≤ x1/n, X2 ≤ x2/n})
= n (P{X1 > x1/n} + P{X2 > x2/n} − P{X1 > x1/n, X2 > x2/n})
= −x1 − x2 − nP{X1 > x1/n, X2 > x2/n},
which again leads to nP{X1 > x1/n, X2 > x2/n} = 0. Therefore, expression (21) becomes
n(1−WD(x/n)) = n
∑
i≤d
P{Xi > xi/n} − n
∑
1≤i1<i2≤d;(i1,i2)6=(1,2)
P{Xi1 > xi1/n, Xi2 > xi2/n}
+ · · · (−1)dn(P{X1 > x1/n, X3 > x3/n, . . . , Xd > xd/n} + P{X2 > x2/n, . . . , Xd > xd/n})
=: g1(x1, x3, . . . , xd)+ g2(x2, . . . , xd).
Because of (20), 1−WD(x) = g1(x1, x3, . . . , xd)+ g2(x2, . . . , xd), which implies ∂2/(∂x1∂x2)W (x) = 0 so that the density
wD ofWD is given bywD = 0. By applying Lemma 1.1 one gets ϕD = 0, which yields the assertion. 
Recall that tail independence in the d-variate context may be characterized by bivariate considerations, cf. [8], page 301,
[17], Proposition 5.27, or [15], Theorem 7.2.5. This corresponds to the following relationship between the d-variate and the
pairwise Pickands dependence functions.
Lemma 1.3. A Pickands dependence function D : R→ [0,∞) satisfies D(z) = 1, z ∈ R, if, and only if, Drs(z) = 1, z ∈ [0, 1],
for all r, s ∈ {1, . . . , d}, r 6= s.
Proof. The assertion can be deduced from the above mentioned equivalence of multivariate and pairwise bivariate tail
independence by using the Pickands representation (1) for the EVDs GD and GDrs . A detailed proof may be found in Frick [6],
Section 3.5. 
2. Examples of expansions of Pickands densities
We present examples of multivariate dfs whose Pickands densities satisfy expansions of finite (or infinite) length.
We start with an example of a trivariate EVD which illustrates that the equivalence (19) does not generally hold in the
multivariate case.
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Example 1. Consider the bivariate Gumbel type II df
Gλ(x1, x2) = exp
(
− ((−x1)λ + (−x2)λ)1/λ)
with parameter λ ≥ 1 (cf. [16], Section 12.2) and the reverse exponential df G(x) = exp(x), x < 0. Define
Hλ(x1, x2, x3) = Gλ(x1, x2)G(x3)
= exp
(
− ((−x1)λ + (−x2)λ)1/λ + x3)
which is an EVD with reverse exponential margins. The pertaining Pickands dependence function is given by
Dλ(z1, z2) =
(
zλ1 + zλ2
)1/λ + (1− z1 − z2).
In the sequel, we deal with the case λ > 1 which implies Dλ 6= 1, reflecting multivariate tail dependence. Particularly, we
have tail dependence in the bivariate marginal distributions of the first two components.
The GPD belonging to the df Hλ is given by
Wλ(x1, x2, x3) = 1−
(
(−x1)λ + (−x2)λ
)1/λ + x3.
Wehave ∂2/(∂x1∂x3)Wλ(x) = 0which implies ∂3/(∂x1∂x2∂x3)Wλ(x) = 0. It follows fromLemma1.1 that theGPD-Pickands
density satisfies ϕDλ(z) = 0.
This can also be verified by computing the Pickands density belonging to the df Hλ. The density of Hλ is given by
hλ(x1, x2, x3) = (−x1)λ−1(−x2)λ−1
(
(−x1)λ + (−x2)λ
)1/λ−2 (
λ− 1+ ((−x1)λ + (−x2)λ)1/λ)
× exp
(
− ((−x1)λ + (−x2)λ)1/λ + x3)
so that the pertaining Pickands density
f (z, c) = |c|zλ−11 zλ−12
(
zλ1 + zλ2
)1/λ−2 (
λ− 1+ |c| (zλ1 + zλ2 )1/λ) exp (cDλ(z))
= |c|(λ− 1)zλ−11 zλ−12
(
zλ1 + zλ2
)1/λ−2 + o(|c|), c ↑ 0,
onR×(c0, 0) for c0 near 0, satisfies an expansion of finite lengthwithB1(c) = |c| andA1(z) = (λ−1)zλ−11 zλ−12
(
zλ1 + zλ2
)1/λ−2.
Because of A1(z) ≥ 0, z ∈ R, and A1(z) > 0 for z ∈
{
(t1, t2) ∈ (0, 1)2 : t1 + t2 < 1
}
we have
∫
R A1(z) dz > 0. Thus, κ = 1
in (14).
As we have Dλ 6= 1 and ϕDλ(z) = 0, the equivalence (19) does not hold for the GPD Wλ. Nevertheless a pairwise
consideration shows, e.g., the identity
D13,λ(z) = Dλ(z, 0) = 1,
where D13 is the Pickands dependence function belonging to the first and the third component.
The next example concerns EVDs GD in arbitrary dimensions d ≥ 2 for which the Pickands dependence function D has
continuous partial derivatives of order d. The Pickands density of GD satisfies f (z, c) = ϕD(z)+ O(|c|), c ↑ 0.
Example 2. The preceding formula will be refined to an expansion of infinite length by showing that
f (z, c) = ϕD(z)+
∞∑
j=1
|c|jAj(z)
uniformly for z ∈ R, where c ∈ (c0, 0)with c0 < 0 close to 0.
This result can be proved in a similar manner as Lemma 5.2 in [3]. First one has to show by induction that
∂m
∂x1 . . . ∂xm
GD(x) = GD(x)
(
∂m
∂x1 . . . ∂xm
WD(x)+ rm(x)
)
with
rm(x) :=
m−1∑
j=1
1
|x1 + · · · + xd|j−1ψm,j(T1(x))
and ψm,j : R→ [0,∞), j ≤ 1 ≤ m− 1, for 1 ≤ m ≤ d. Details of the proof can be found in [6], Lemma 3.7.3.
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Particularly, form = d one has
∂d
∂x1 . . . ∂xd
GD(x) = GD(x)
(
∂d
∂x1 . . . ∂xd
WD(x)+ rd(x)
)
=
(
1+
∞∑
k=1
1
k! (x1 + · · · + xd)
kDk(T1(x))
)
×
(
1
|x1 + · · · + xd|d−1 ϕd(T1(x))+
d−1∑
j=1
1
|x1 + · · · + xd|j−1ψd,j(T1(x))
)
.
By applying the transformation theorem for densities we obtain that the Pickands transform (Z, C) = T (X) has a density of
the form
f (z, c) = |c|d−1
(
∂d
∂x1 . . . ∂xd
GD
)
(T−1(z, c))
=: ϕD(z)+
∞∑
j=1
|c|jAj(z)
on R × (c0, 0). Because the functions Bj(c) := |c|j, j ∈ N, fulfill the conditions (9) and (10), f (z, c) satisfies an expansion of
infinite length.
For D = 1 one gets
f (z, c) = |c|d−1
(
∂d
∂x1 . . . ∂xd
exp(x1 + · · · + xd)
)
(T−1(z, c))
= |c|d−1 exp(c)
= |c|d−1 + o(|c|d−1), c ↑ 0.
Therefore the parameter κ in (14) is equal to d− 1. Moreover, ρκ = d− 1.
Nextwe verify that themultivariate standard normal distribution satisfies an expansion of length 2 containing a genuine,
regularly varying function B1.
Example 3. Recall that the d-variate standard normal distributionN (0,Σ)with positive definite correlation matrix
Σ := (%∗ij)i,j=1,...,d
has the density
ϕΣ (y) = 1
(2pi)d/2(detΣ)1/2
exp
(
−1
2
yTΣ−1y
)
.
Assume that %∗ij ∈ [0, 1) for all i, j ∈ {1, . . . , d}, i 6= j.
After a transformation to exponential margins one gets the density
hΣ (x) = exp
(∑
i≤d
xi
)
1
(detΣ)1/2
exp
(
1
2
F(x)T(Id −Σ−1)F(x)
)
,
where Id is the d–dimensional unit matrix and
F(x) := (Φ−1(exp(x1)), . . . ,Φ−1(exp(xd))) .
The pertaining Pickands density on R× (c0, 0) for c0 < 0 near 0 is given by
fΣ (z, c) = exp(c)|c|d−1(detΣ)−1/2 exp
(
1
2
F(cz)T(Id −Σ−1)F(cz)
)
where
cz :=
(
cz1, . . . , czd−1, c
(
1−
∑
i≤d−1
zi
))
.
One may verify that
fΣ (z, c) = B1(c)A1(z)+ o(B1(c)), c ↑ 0,
M. Frick, R.-D. Reiss / Journal of Multivariate Analysis 100 (2009) 1168–1181 1175
with
B1(c) = |c|
d∑
i,j=1
σij−1
L1(c);
L1(c) = (− log |c|)
d∑
i,j=1
σij/2−d/2;
A1(z) = (detΣ)−1/2(4pi)
d∑
i,j=1
σij/2−d/2 d∏
i,j=1
(zizj)(σij−δij)/2,
where Id = (δij)i,j=1,...,d and Σ−1 := (σij)i,j=1,...,d. The function L1 is slowly varying in 0. Therefore, the function B1 is
regularly varying with exponent of variation
∑d
i,j=1 σij − 1 > 0. By similar arguments as in Example 1 we may deduce
that
∫
R A1(z) dz > 0. Thus, κ = 1 in (14), and we have ρκ =
∑d
i,j=1 σij − 1.
In the bivariate case one receives further examples from those presented in Frick et al. [7], Section 3. For this purpose,
we mention the spectral approach utilized in Frick et al. [7], Section 2.
Any df H with support (−∞, 0]2 may be written in the form H(c(z, 1− z)). Putting
Hz(c) = H(c(z, 1− z)), z ∈ [0, 1], c ≤ 0,
one gets the spectral decomposition of H by means of the univariate dfs Hz , cf. [5], page 137. We assume that the partial
derivative
hz(c) := ∂
∂c
Hz(c)
exists for c next to 0 and z ∈ [0, 1], and hz(c) is continuous in c.
Extending a condition in [7], we assume that
hz(c) = D(z)+
k∑
j=1
Bj(c)A˜j(z)+ o(Bk(c)), c ↑ 0, (22)
for some positive integer k, where D is a Pickands dependence function, and the functions Bj fulfill again conditions (9) and
(10) with ρ1 < ρ2 < · · · < ρk. We say that H satisfies a differentiable spectral expansion of length k+ 1. In analogy to (12)
one can shorten the expansion (22) to an expansion of length κ + 1 for any 1 ≤ κ ≤ k.
It is well known that H is then in the max-domain of attraction of a bivariate EVD GD with Pickands dependence function
D, cf. [5], Theorem 5.3.2.
The subsequent technical lemma shows that an expansion of finite length of a Pickands density can be deduced from a
spectral expansion.
Lemma 2.1. Let H be the df of a bivariate random vector X = (X1, X2)with values in (−∞, 0]2 satisfying the spectral expansion
(22) uniformly for z ∈ [0, 1], where the Pickands dependence function D and the A˜j, j = 1, . . . , k, are twice continuously
differentiable.
(i) Putting
Aj(z) = −ρjA˜j(z)− ρj1+ ρj A˜
′
j(z)(1− 2z)+
1
1+ ρj A˜
′′
j (z)z(1− z), (23)
where ρj is the exponent of variation of the function Bj, one gets∫ 1
0
Aj(z) dz = −(2+ ρj)
∫ 1
0
A˜j(z) dz + A˜j(0)+ A˜j(1)
for j = 1, . . . , k.
(ii) If the remainder term
R(z, c) := hz(c)− D(z)−
k∑
j=1
Bj(c)A˜j(z)
is positive and differentiable in c, then the density of the Pickands transform (Z, C) = T (X) satisfies the expansion
f (z, c) = D′′(z)z(1− z)+
k∑
j=1
Bj(c)Aj(z)+ o(Bk(c)), c ↑ 0, (24)
uniformly for z ∈ [0, 1] with Aj as in (23). The regularly varying functions Bj are the same as in the expansion (22).
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(iii) The parameter κ in (14) satisfies
κ = min
{
j ∈ {1, . . . , k} : (2+ ρj)
∫ 1
0
A˜j(z) dz − A˜j(1)− A˜j(0) 6= 0
}
.
Thus, if κ exists, condition (10) in [7] is fulfilled for A˜κ .
Proof. Ad (i): The equality can easily be deduced by using partial integration.
Ad (ii): By inspecting the proof of Theorem 1 in [7] and with the help of asymptotic considerations concerning the
remainder term R(z, c) one gets that the radial component C = X1 + X2 has the density
f (c) = 2
(
1−
∫ 1
0
D(z) dz
)
+
k∑
j=1
Bj(c)
∫ 1
0
Aj(z) dz + o(Bk(c))
=
∫ 1
0
(
ϕD(z)+
k∑
j=1
Bj(c)Aj(z)+ o(Bk(c))
)
dz,
where ϕD satisfies Eqs. (17) and (18) and the Aj, j = 1, . . . , k, are the functions in (23). Thus, the pertaining Pickands density
satisfies the expansion (24) with the same regularly varying functions as in the spectral expansion.
Ad (iii): The assertion follows directly from part (i). 
The preceding bivariate results can be generalized to higher dimensions. Yet, the calculations are not as straightforward
as in the bivariate case and additional conditions have to be imposed on the remainder term of expansion (8).
Frick et al. present several bivariate dfs which satisfy spectral expansions in [7], Section 2. Particularly, they compute
expansions for the bivariate Morgenstern df, for a mixture of a bivariate GPD and Joe’s df, for the lower tail of the Crowder
distribution, and, finally, for the bivariate standard normal distribution. According to Lemma 2.1 it is now possible to deduce
expansions of length 2 for the Pickands density in each of the mentioned examples. Because condition (10) of Frick et al. is
always satisfied for these dfs, we get some κ ≥ 1 in (14) for the pertaining Pickands densities.
We review a special bivariate df which is studied in [7], Example 2 and Section 8.1, and apply the preceding results to this
example. The expansion of length 3 in the spectral expansion approach reduces to an expansion of length 2 in the present
framework.
Example 4. Let WD be a bivariate GPD and let W2,α(x) = 1 − (−x)−α , −1 ≤ x ≤ 0, be a univariate beta df with shape
parameter α < −1. Define a mixture df H with weights p and 1− p, where p ∈ (0, 1) also serves as a scale parameter. We
have
H(x1, x2) := pWD
(
x1
p
,
x2
p
)
+ (1− p)W2,α
(
x1
p
)
W2,α
(
x2
p
)
. (25)
The dfH satisfies an expansion of the form (22) with B1(c) = |c|−α−1, i.e. ρ1 = −α−1, B2(c) = |c|−2α−1, i.e. ρ2 = −2α−1,
and A˜1(z) = −α(1− p)pα(z−α + (1− z)−α), A˜2(z) = 2α(1− p)p2α(z(1− z))−α . Obviously, we have A˜1(z) 6= 0, but
(2+ ρ)
∫ 1
0
A˜1(z) dz = (1− α)
∫ 1
0
A˜1(z) dz = A˜1(0)+ A˜1(1).
For A˜2, the inequality
(2+ ρ)
∫ 1
0
A˜2(z) dz 6= A˜2(0)+ A˜2(1) (26)
is valid. The functions A1 and A2 may be computed according to Lemma 2.1 getting A1(z) = 0 and A2(z) = −α2(1 −
p)p2α(z(1− z))−α−1. The Pickands density is then given by
f (z, c) = D′′(z)z(1− z)− |c|−2α−1α2(1− p)p2α(z(1− z))−α−1.
Because of (26) one obtains κ = 2 and ρκ = −2α − 1.
We remark that it is possible to extend Example 4 to the trivariate case. Example 3 for d = 2 may as well be deduced
from the corresponding example in [7].
3. Limiting distributions of radial components and testing the tail dependence
For a bivariate random vector (X, Y ) it was proved in [7], Theorem 1, that – under certain conditions – the conditional
limiting df of (X + Y )/c , given X + Y > c , is F(t) = t or F(t) = t1+ρ if D 6= 1 or, respectively, D = 1. In the bivariate
context these conditions are equivalent to
∫ 1
0 ϕD(z) dz > 0 and
∫ 1
0 ϕD(z) dz = 0, respectively. This result will be generalized
to higher dimensions.
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We again prove limiting dfs of the radial component in a conditional set-up, namely, conditioned on
∑
i≤d Xi exceeding a
threshold c. The special case of EVDs in higher dimensions was already studied in [5], pages 199–202. For an interpretation
of the subsequent conditional distributions in terms of truncated dfs we refer to Section 4.
Theorem 3.1. Assume that the random vector X = (X1, . . . , Xd) has a Pickands density which satisfies the conditions (8)–(10),
where ϕD is the GPD-Pickands density with Pickands dependence function D.
(i) (Tail Dependence) If
∫
R ϕD(z) dz > 0, then
P
(∑
i≤d
Xi > ct
∣∣∣∣∣∑
i≤d
Xi > c
)
→ t, c ↑ 0,
uniformly for t ∈ [0, 1].
(ii) (Marginal Tail Independence) If
∫
R ϕD(z) dz = 0 and (10) holds with 0 < ρ1 < ρ2 < · · · < ρk, then
P
(∑
i≤d
Xi > ct
∣∣∣∣∣∑
i≤d
Xi > c
)
→ t1+ρκ , c ↑ 0,
uniformly for t ∈ [0, 1], with κ as in (14), that is
κ = min
{
j ∈ {1, . . . , k} :
∫
R
Aj(z) dz 6= 0
}
.
Proof. Using the density f (u) of the radial component one gets the representation
P
(∑
i≤d
Xi > ct
∣∣∣∣∣∑
i≤d
Xi > c
)
=
∫ 0
ct f (u) du∫ 0
c f (u) du
for c in a neighborhood of 0. Next, plug in the right-hand side of (15) in place of f (u).
From Karamata’s theorem about regularly varying functions one gets
lim
c↑0
cBj(c)∫ 0
c Bj(u) du
= −ρj − 1,
so that∫ 0
c
Bj(u) du ≈ − 11+ ρj Bj(c)c, as c ↑ 0,
for j = 1, . . . , k. Therefore,
P
(∑
i≤d
Xi > ct
∣∣∣∣∣∑
i≤d
Xi > c
)
=
−ctm−
k∑
j=1
1
1+ρj ctBj(ct)
∫
R Aj(z) dz+ o(ctBκ(ct))
−cm−
k∑
j=1
1
1+ρj cBj(c)
∫
R Aj(z) dz+ o(cBκ(c))
(27)
with
m :=
∫
R
ϕD(z) dz.
If we havem > 0, expression (27) becomes
P
(∑
i≤d
Xi > ct
∣∣∣∣∣∑
i≤d
Xi > c
)
= t m+ O(B1(ct))
m+ O(B1(c))
by using (12) with κ = 1. In the casem = 0 one obtains
P
(∑
i≤d
Xi > ct
∣∣∣∣∣∑
i≤d
Xi > c
)
= t Bκ(ct)
Bκ(c)
∫
R Aκ(z) dz+ o(1)∫
R Aκ(z) dz+ o(1)
by using (12) with κ as in (ii). Finally, applying conditions (9) and (10) the proof can be concluded. 
Theparameterρκ maybe regarded as ameasure of tail dependence andof the degree of tail independence. Ifρκ → 0, then
Fρκ (t) = t1+ρκ converges to the df F0(t) = t which represents tail dependence. In the bivariate case, there is a relationship
of ρκ to the coefficient of tail dependence, cf. [10,2], as pointed out in [7].
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The preceding limit theorem will now be utilized for the testing on tail dependence. We want to detect – in other
words, we want to prove – that there is a certain degree of tail independence in bivariate marginal dfs of a random vector
X = (X1, . . . , Xd). Therefore, tail dependence is tested against tail independence. If the testing is based on the radial
component, then the original composite null hypothesis can be replaced by the simple null hypothesis F0(t) = t . This
corresponds to the fact that the radial component does not contain any information about the Pickands dependence function
D, cf. Section 4. In addition, the alternative is represented by Fρ(t) = t1+ρ . Thus, we have to deal with the testing problem
H0 : F0(t) = t against H1 : Fρ(t) = t1+ρ, ρ > 0. (28)
The structure of the test is similar to that in [7], Section 5. It is possible to deduce a uniformly most powerful test. In fact,
the Neyman–Pearson test at the level α is given by
Cm,α =
{
m∑
i=1
log Yi > H−1m (1− α)
}
,
where Y1, . . . , Ym are iid random variables with common df F0 and
Hm(t) = exp(t)
m−1∑
i=0
(−t)i
i! , t ≤ 0,
is the gamma df on the negative half-line with parameterm.
The pertaining power function
βm,α(ρ) = 1− Hm
(
(1+ ρ)H−1m (1− α)
)
, ρ ≥ 0,
can be approximated by
βm,α(ρ) ≈ 1− Φ((1+ ρ)Φ−1(1− α)− ρm1/2), ρ ≥ 0,
withΦ denoting the standard normal df. The p-value of the optimal test is given by
p(y) = 1− exp
(
m∑
i=1
log yi
)
m−1∑
j=0
(
−
m∑
i=1
log yi
)j
j!
≈ Φ
−
m∑
i=1
log yi +m
m1/2
 .
Now, suppose that the null hypothesis of the testing problem (28) is rejected. Consequently, there is significance for tail
independence in at least one bivariate marginal distribution of the random vector (X1, . . . , Xd). The question raises whether
this applies to each of the marginal distributions. This question can be answered by using an intersection-union test. Tests
of this type are treated by Casella and Berger [1], page 357, and have been used, e.g., as goodness of fit tests, cf. Villaseñor
et al. [21], Section 3. In the present context, one can construct an intersection-union test by testing each bivariate marginal
distribution on tail dependence by means of Neyman–Pearson tests.
By simulating p-values under the null hypothesis of the presented test it is shown in [7] that correct type I errors are
achieved and that the performance of the test does not heavily depend on the choice of the threshold c if the tail dependence
is sufficiently strong. In the sequel we simulate p-values under the alternative to analyze the type II error rate.
Up to now the higher dimensional testing problem was studied within a theoretical copula framework where the
univariate margins are uniform or exponential dfs or related dfs. This already indicates that the results do not depend too
heavily on the univariate margins. Generally, a data transformation is required in advance by using, e.g., the empirical df,
see [10,2,7]. Anyway, because our considerations are of asymptotical nature, one must justify the approach in the practical
work by means of simulations. Our simulation procedure corresponds to that in [5], pp. 192–195, and [7], Section 5.
• The simulations are carried out under trivariate normal distributions with identical pairwise correlation coefficient %∗,
cf. Example 3. Notice that the parameter ρκ can be expressed by
ρκ = 2 (1− %
∗)3
1+ 2(%∗)3 − 3(%∗)2 . (29)
• The test is based on radial components above the threshold c. We vary the threshold c and the correlation coefficient %∗.
The chosen values of %∗ are listed in Table 1 together with the pertaining values of ρκ according to (29).
• The simulations are used to compare the impact of two different kinds of transformation to exponential margins in the
testing procedure. We apply the known marginal dfsΦ as well as the empirical marginal dfs.
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Table 1
Correlation coefficients %∗ and parameters ρκ .
%∗ ρκ
0.5 0.5
0.65 0.3043
0.8 0.1538
0.85 0.1111
0.9 0.0714
0.95 0.0345
Fig. 1. Quantile plots of p-values with %∗ = 0.5 (above left), %∗ = 0.65 (above middle), %∗ = 0.8 (above right), %∗ = 0.85 (below left), %∗ = 0.9 (below
middle) und %∗ = 0.95 (below right) and c = −0.3 under transformation with known marginal dfs (black) and with empirical marginal dfs (grey).
Fig. 2. Quantile plots of p-values with %∗ = 0.9 and c = −1 (above left), c = −0.5 (above middle), c = −0.3 (above right), c = −0.2 (below left),
c = −0.1 (below middle) and c = −0.05 (below right) under transformation with known marginal dfs (black) and with empirical marginal dfs (grey).
Figs. 1 and 2 show the results in form of quantile plots. For every plot we executed 100 independent simulation runs in
each of which we generated two realizations of the p-value, based on 25 exceedances over the particular threshold — one
for each of the mentioned transformations. Thus we got two groups of p-values. The p-values are ordered according to their
size, i.e. p1:100 ≤ · · · ≤ p100:100, and plotted by (i/101, pi:100), 1 ≤ i ≤ 100. By comparing the quantile plots pertaining to
the two different kinds of transformation one can evaluate the impact of the data transformation on the performance of the
test.
Fig. 1 visualizes the difference of the size of the type II error rate for the threshold c = −0.3 and various values of %∗
as listed in Table 1. One can realize that the type II error rate under the transformation with the empirical marginal dfs is
similarly small as under the transformation with the known marginal dfs. With growing %∗, i.e., when one approaches the
case of tail dependence, the difference between the two groups of p-values becomes larger and the performance of the test
deteriorates if the empirical dfs are applied to the margins.
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An improvement of the performance of the test can be achieved by increasing the threshold c. This is illustrated in Fig. 2.
The value %∗ = 0.9 served as correlation coefficient. Obviously, the differences between the two groups of p-values diminish
with increasing threshold c , and the type II error rate under the transformation with the empirical marginal dfs can be
reduced.
From these simulationswe conclude that the performance of the test is not heavily influenced by the data transformation.
An application of our results to a real data set in the bivariate case is contained in [7], Section 7, where the test is
applied to a bivariate hydrological data set in order to test the extremal dependence of the components surge and wave
heights.
4. Sufficiency of the angular component for EV and GP models
The angular component is of central importance for the statistical inference within the models of EVDs GD and,
respectively, GPDs WD. This can be expressed in terms of sufficiency and approximate Blackwell-sufficiency. It is shown
by Subramanyam and Greeta [20] that the angular component T1 is L-sufficient for the Pickands dependence function D
within the model of bivariate EVDs GD. We remark that the notion of L-sufficiency was introduced by Rémon [14] within
the framework of partial sufficiency. The article [20] also includes estimators of D and tests of independence based on the
angular component.
Our primary interest concerns exceedances, and, therefore, the GPDs play a central role. From [3], Section 5, we know
that the GPDWD with Pickands dependence function D has the density
wD(x) = 1|T2(x)|d−1 ϕD(T1(x)) (30)
on
E0 = {x ∈ (−∞, 0]d : T2(x) > c0}
for c0 < 0 close to zero, where ϕD : R → [0,∞) depends on D. Notice that the restriction of T to E0 is a one-to-one map
onto R× (c0, 0).
LetWD,c0 be the truncation ofWD outside of E0. BecauseWD(E0) = |c0|
∫
R ϕD(y) dywe know thatWD,c0 has the density
wD,c0(x) = g(T2(x))fD(T1(x)) (31)
with g(c) = |c0|−1|c|−(d−1)1(c0,0)(c) and
fD(z) = ϕD(z)/
∫
R
ϕD(y) dy, z ∈ R.
According to the Neyman factorization theorem, cf., e.g., [13], Theorem 1.2.10, the angular component T1 is sufficient for the
family of truncated GPDs {WD,c0 : D 6= 1}.
This result will be reformulated in terms of distributions of the Pickands transform T = (T1, T2) under the truncated
distributionsWD,c0 . The transformation theorem for densities yields that the distribution of T underWD,c0 has the density
fD,c0(z, c) = fD(z)fc0(c)
with fD as in the preceding lines and fc0 = |c0|−11(c0,0)(c). This yields that the angular and radial components T1 and T2 are
independent under WD,c0 , T1 has the density fD, and T2 is (c0, 0)-uniformly distributed with density fc0 . Denote by QD and
Qc0 the distributions pertaining to the densities fD and fc0 . One recognizes that the first coordinate function (z, c) → z is
sufficient for the family of distribution of T underWD,c0 with D 6= 1. We remark that the independence result for T1 and T2
is just a reformulation of the result about the conditional independence of the angular and radial components.
The sufficiency result can be reformulated in terms of Blackwell-sufficiency. Recall that the concepts of sufficiency and
Blackwell-sufficiency are equivalent under mild regularity conditions which are always satisfied in our context, see, [9],
Theorem 22.12. First of all, the distribution QD×Qc0 of T can be regained from the distribution QD of T1 by using the Markov
kernel
K(· |z) = εz × Qc0 , (32)
where εz is the Dirac measure at z. Notice that K is independent of D. In a second step, the initial distributionWD,c0 can be
regained by employing the inverse of T restricted to R× (c0, 0).
Likewise one may investigate the asymptotic sufficiency of the angular component for Pickands densities which
asymptotically coincide with a GPD-Pickands density ϕD(z) as c ↑ 0 under a condition as in (7). For that purpose one
must extend the preceding approach from the Blackwell- to the approximate Blackwell-sufficiency, see [15], Section 10.1.
In the context of dfs deviating from GPDs with
∫
R ϕD(z) dz = 0, the expansion of f (z, c) in (8) can also be written in a
reduced form
f (z, c) = Bκ(c)Aκ(z)+ o(Bκ(c)), c ↑ 0, (33)
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almost everywhere. This follows from the fact that ϕD(z) = 0 implies Aj(z) ≥ 0, whence
∫
R Aj(z) dz = 0 implies Aj(z) = 0
almost everywhere. In analogy to (13) one gets
f (z, c) = o (|c|δ) , as c ↑ 0,
for 0 < δ < ρκ .
The factorization of f (z, c) in Bκ(c) and Aκ(z), cf. (33), indicates that the radial component contains all the information
about the additional parameter ρ = ρκ > 0 within the submodel where
∫
R ϕD(z) dz = 0. Yet, we do not make an attempt
to formulate a rigorous result about the approximate Blackwell-sufficiency of the radial component.
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