Abstract. Data retrieved from global weather forecast systems are typically biased with respect to measurements at local 6 weather stations. This paper presents three copula-based methods for bias correction of daily air temperature data derived from 7 the European Centre for Medium-range Weather Forecasts (ECMWF). The aim of these methods The aim is to predict 8 conditional copula quantiles at different unvisited locations, accounting for the temporal variability of copula's parameter and 9 assuming spatial stationarity of the underlying random field. The three new methods are: bivariate copula quantile mapping 10 (types BCQM-I and BCQM-II), and a quantile search (QS). In the BCQM methods, quantile mapping is performed between 11 two bivariate copulas. The difference between BCQM-I and BCQM-II is the choice for a particular covariate. The QS method 12 allows one to generate a random variable and to re-estimate the bivariate copula minimizing the error between the true marginal 13 quantile and the marginal quantile estimated by the BCQM methods. These are compared with commonly applied methods, 14 using eleven years data from an agricultural area in the Qazvin Plain in Iran. This area contains containing five eight weather 15 stations. Cross-validation is carried out to assess the performance of the new methods. The study shows that the new 16 methodsthese are able to predict the conditional quantiles at unvisited locations, improve the higher order moments of marginal 17 distributions, and take the spatial variabilities of the bias-corrected variable into account. The studyIt further illustrates how a 18 choice of the bias correction method affects the bias-corrected variable and highlights both theoretical and practical issues of 19 the methods like how they affect the bias corrected variable. We conclude that the three new methods improve local refinement
Introduction 22
Weather stations are often sparse and usually located at irregular positions. If their data are used for crop growth simulations, 23
then their results at unvisited locations are likely to be uncertain. A solution to this problem is to use weather data from a 24 weather forecast system at each those locations. A modern and reliable weather forecast system is commonly composed of 25 dynamical models, data assimilation methods and a product delivery system (Persson 2013). The coarse resolution of models, 26 mutual dependence of weather parameters, and variability of these parameters in space and time are major sources of 27 uncertainties in a weather forecasts, however, result in system uncertainties of the obtained weather data (Dee et al. 2011 ; 28 matching, quantile-quantile mapping. Here, we call this method as marginal quantile mapping (MQM) to specify the type of 23 cumulative distribution function in the mapping and compare it to the copula-based bias correction methods. In QM the 24 marginal quantile mapping, a single value ̂1as a realization of the random variable ̂1 is obtained as: 25
26 where 1 and 2 are marginal distribution function of the measurements from weather stations and weather forecasts, 27 respectively. The marginal distribution functions are spatially stationary during each moment t in time. The idea of MQM is 28 that there is a perfect dependence between variables 1 and 2 . This underlying assumption, however, is hard to be fulfilled, 29 due to the complexity of the dependence structure between measurements and forecasted data. 30
Expectation predictor 1
The conditional expectation is the optimal predictor, in the sense that it minimize the Bayes risk (Cressie 1993 Wherewhere ̂1 ( ) is the mean value of the variable ̂1 , [|] is conditional expectation operator, 1 and 2 are 6 measurements and forecasted variables, respectively, 1 and 2 are marginal quantiles of the variables 1 and 2 , 1 is 7 marginal distribution function of the measurements from weather stations, and is the conditional copula density function. 8
The marginal distribution functions and copulas are spatially stationary during each moment t in time. In the case of 9 constructing bivariate copulas, it can be shown that (see Appendix 1): 10 .
(8) 11
The expectation predictor (EP) is mostly used for copulas to predict the value at an unvisited location in space (Bárdossy and 12 Li 2008) or to predict the value at an unvisited location in space and time (Gräler and Pebesma 2011) using a large number of 13 observations. In copula-based bias correction methods, however, spatial variability around unvisited locations faces the 14 smoothing effect of EP. Another drawback concerns the empirical marginal quantiles of the bias-corrected variable ̂1. The 15 conditional expectation is either an increasing or a decreasing function of the conditioning variable if the dependence is positive 16 or negative, respectively. Therefore, after applying EP, the empirical marginal quantiles of the bias-corrected variable ̂1 17 equals the empirical marginal quantiles of the forecasted variable 2 or 1 − 2 (see Appendix 2). 18
Marginal transformation based on a single quantile 19
The conditional quantile 1 | 2 1 in the Eq. (4) specifies that the conditioned variable 1 takes a value for a given 20 conditioning variable 2 . To apply the marginal transformation based on a single quantile method, first, the same quantile 21 1 for all locations is used to derive the marginal quantile ̂1, by applying the inverse transformation of the copula ( ) −1 : 22 ̂1 = ( ) −1 ( 1 | 2 1 | 2 = 2 ).,
23 where ̂1 is the predicted marginal quantiles for the bias-corrected variable ̂1 , is the conditional copula which is spatially 24 stationary during each moment t in time, and 2 is marginal quantile of the variable 2 . Then the realization of the biased-25 corrected random variable ̂1 is obtained by applying the inverse transformation of its marginal distribution 
where ̂1 is a single value of the variable ̂1 , and 1 is marginal distribution function of the measurements from weather 29 stations. As the full conditional distribution of variable of interest is derived, any quantiles 1 | 2 1 can be used for instance, 30 the median value of ̂1 can be obtained when the quantile 1 | 2 1 is 0.5 for all locations. In this method, the question can be 1 posed which quantile 1 | 2 1 best suits for the corrected variable at unvisited locations. 2
Simulation of conditional quantile 3
Copula-based bias correction methods are used to obtain the conditional quantiles in order to predict the bias-corrected values 4 at unvisited locations. Simulation of conditional quantiles is one procedure to obtain conditional quantiles. In the simulation 5 of conditional quantiles, realizations of the random variable ̂1 are obtained by generating independent variates 2 and 6 These samples are transformed to obtain realizations of the random variable ̂1 by applying the inverse transformation of the 8 marginal distribution in Eq. (10) . The number of samples in the simulations, however, influences the simulation of conditional 9 quantiles. HereIn the simulation procedure, to obtain a single value for air temperature, a choice for either the mean, or the 10 median or the mode of a simulation provides a single value ̂1 as a realizations of the random variable ̂1 . In the literature, the 11 mean value of the simulations is considered as a single realization (Laux et al. 2011; Vogl et al. 2012 ). The number of samples 12 in the simulations, however, influences the simulation of conditional quantiles. When choosing large number of the samples 13 in the simulation and one chooses The either the mean and or the median of the simulations as a single value, the mean or 14 median are equal to the mean and the medianvalue as derived from the conditional copulas using expectation predictor methods 15 explained in Sect. 2.3.2 and or the median value as derived using median predictor explained in Sect. 2.3.3 when choosing 16 large number of the samples in the simulation (Mao et al. 2015) . 17
Bivariate copula quantile mapping 18
This section introduces new bias correction methods (BCQM-I and BCQM-II) including a covariate to consider the spatial 19 structure of the air temperature at unvisited locations. The bivariate copula quantile mapping (BCQM) is a two dimensional 20 quantile mapping method and relies on two bivariate copulas incorporating the dependence of the covariate and the air 21 temperature variables of interest (Verhoest et al. 2015) . This method is shown in Figure 1 which can be extended to multi-22 dimensional quantile mapping using more than one covariate for the air temperature. The difference between BCQM-I and 23 BCQM-II is the choice for a particular covariate. 24
BCQM-type I-25
In BCQM-I, one bivariate copula describes dependence structure between forecasted variable and elevation, and other bivariate 26 copula describes dependence structure between observed variable and elevation. The variables andmarginal quantiles of 27 elevations are defined as: 28
(11) 29
.,
Where where and are the coordinates (in meters) in the universal transverse Mercator (UTM) coordinate system and 1 is the elevation (in meter) of the unvisited locations. The variable is treated as a random variable due to uncertainty in 2 positioning and elevation. It indicates effects of land cover and elevation on the air temperature over the study area. The idea 3 of this mapping is to use elevation and the air temperature to estimate copulas. Then, the conditional quantile 4 ( 2 ≤ 2 | = re) at an unvisited location is used to estimate the conditional quantile ( 1 ≤ 1 | = ) at the same 5 location. For this quantile mapping, two conditional copulas ( 1 ) and ( 2 ) are constructed as: 6 ( 1 ) and ( 2 ) are conditional copulas describing dependence 10 between measurements and elevation, and between forecasted air temperature and elevation, respectively. Substituting the 11
into Eq. (1312) yields the realization of the random variable ̂1 as it is explained in Eq. (9) 12 and (10). 13
BCQM-type II 14
In BCQM-II, one bivariate copula describes dependence structure between forecasted air temperature and its nearest 15 neighbour, and another copula describes dependence structure between measurements and its nearest neighbour. The idea of 16 the BCQM-type II method is to use nearest observed neighbour to an unvisited location to estimate copulas. To select the 17 nearest neighbour to an unvisited location, the distance between two locations is calculated using three dimensional 18 coordinates. Then, the conditional quantile 2.3.5, respectively. The conditional quantile is estimated using either EP or BCQM methods at an unvisited location. As can 7 be seen in Figure 2 , the conditional quantile is used to estimate the marginal quantile ̂1 using Eq. (9). The quantile search 8 (QS) method generates variable 1 allows the combination of different criteria in estimating and the bivariate copula is re-9 estimated minimizing the error between the estimated marginal quantile ̂1 and true marginal quantile 1 . the marginal 10 quantiles 1 at unvisited locations.In this way, quantile search steps are as follows: 11
1) The conditional quantiles 1 | are calculated using either EP or BCQM methods for all locations. 12
2) An initial variable ̂1 is generated by the search algorithm and the bivariate conditional copula is re-estimated. Then, 13 the conditional quantiles 1 | and re-estimated copula are used to estimate the marginal quantile ̂1 using 14
Eq. (9); 15
3) The mean relative error (MRE) for weather stations is calculated as: 16 
23
Here ̂1and ̂1 are conditional and marginal quantiles estimated by the quantile search, * is arbitrary weight set equal to 25 0.33 in this study, * is the mean relative error, n is number of weather stations, and 10 and ̂1 ℎ (̂1) as explained in the Sect. 2.3.5.2. The ensures that the prediction's errors are minimized at the weather 1 stations. The * allows us to ensure that dependence structure of the observed and forecasted variables as well as the observed 2 variable and covariates are considered in the finding the marginal quantile. Values of the fitness function (̂1) are calculated 3 using initial random values for ̂1 and the search algorithm improve the quantile ̂1 in an iterative process. Therefore, the 4 fitness values should well represent the estimation errors and the dependence structures at unvisited locations. 5
A realization of the random variable ̂1 , is obtained using a marginal transformation in Eq. (10) based on the estimated 6 quantiles at unvisited locations in Eq. (9). In this study, a linear combination of MREs are used which are calculated based on 7 three bivariate copulas 2 ( 1 ), methods that lead to the minimization of the error (Burke and Kendall, 2014) . HereIn this study, we applied a genetic algorithm 9 for doing the search. Details on this algorithm can be found in the literature (Sastry et al., 2013) and are beyond the scope of 10 this paper. The sample code to implement in R, however, is given in the appendix 3. , is removed from the dataset and the bias-corrected value ̂1 , is calculated for this point using the reminder of 17 the stations. This method is repeated for all stations. For each observation assigned to the one location s and time t, that is not 18 included in the bias correction process, the absolute error (AE) is determined, using: 19
The spatial mean absolute error (SMAE) is calculated at each weather station as: 21 good model of the copula, a good fit of the marginal distributions as well as the number of the observations. 28
In addition, the correlation coefficient r (CC) between observed and bias-corrected values is calculated at each weather station 29 as: 30
31
Where where 1 is the measurement from weather stations observation values and, ̂1 is the biased-corrected values obtained 1 by cross-validation, and T is the number of time steps in time series.. To compare the five bias correction methods based on r, 2 an correlation score (CS) is calculated based on the CC for each method at each weather station. A minimum value of the 3 correlation score The smallest CS indicates for the minimum smallest CCr. 4
For investigating the performance of each method to reproduce the high moments of the marginal distribution; mean, standard 5 deviation (as well as coefficient of variation), skewness and kurtosis, the relative error is calculated as: 6 The moment mean relative error (MMRE) is calculated at each weather station as: 12
where T is the number of time steps in time series. To compare the five bias correction methods based on the MMRE, an error 14 score (ES) is calculated based on the MMRE for each method and for each moment. A minimum value of the error score The 15 smallest ES indicates for the minimum smallest MMRE. 16
The study was performed in the statistical computing environment and language R using the packages gstat Table 3 . Part of this area has been the pilot for a project aiming at development of a planning and monitoring 24 system to support irrigation management of the Qazvin irrigation network (Sharifi 2013). One of the objectives of this project 25 is to produce daily air temperature map from point measurements and apply it toto be used in crop growth simulations for 26 assessing near-real time crop and irrigation water requirement. 27
Considering the importance of June in the crop calendar of the study area which is the end of winter crops and beginning of 28 summer crops especially maize, we applied the proposed methods to available dataset of this month. Five Eight weather 29 stations (Table 2) were selected because they had a long range of air temperature measurements available and were well spread 30 over the study area. Minimum and maximum distances between stations are 13 and 78 km, respectively ( Figure 3 ). For all 31 weather stations, the daily minimum and maximum air temperatures are available for the periods 1-31 March and 1-30 June 1 20142004 to 2014, except for the second station on 20 March and 23 June and for the first station on 30 June. The quality of 2 measurements and number of missing values differ at each stations (Table 2) . Daily air temperature is determined by averaging 3 the minimum and maximum temperatures at each weather stations for each day. 4 We used the operational forecast weather data provided by the European Centre for Medium-Range Weather Forecasts 5 (ECMWF). All ECMWF data are available at 3-hourly and 6-hourly intervals from the ERA-Interim data assimilation system 6 and can be retrieved for a 0.125º lat/lon grid points, corresponding to approximately 13.5 km in the meridional direction 7 To analyse the temporal variability of dependence structure which is modelled by copula's parameter, the proposed bias 10 correction methods are applied separately at each day in June 2014. Due to lack of availability of daily air temperature 11 measurements in 2014 over the study area, copulas and marginal distributions are fitted to the eleven years series of the daily 12 air temperature data. Due to the coarse spatial resolution of ECMWF data, there is an apparent mismatch between 13 measurements obtained from weather stations and weather forecast data. To evaluate the proposed methods using cross-14 validation, To correct for bias in weather forecast data, either an observed value or the average of several observed values 15 corresponds to a single grid point if distance between the station and the grid point is negligible. As shown in the Figure 3 , we 16 selected six grid points and corresponding weather stations. For cross-validation, stations number four and seven correspond 17 to grid point four and stations number one and six correspond to grid point twenty four. In the study area, however, many grid 18 points do not contain an observation due to the relatively low number of weather stations. In order to obtain unbiased values, 19 a bias correction method should be applied for these grid points before using the weather forecast data. 
Outlier and biasBias and moments of marginal distribution 26
The graphical comparison of the observed and the forecasted time series of temperature as shown in Figure 2 identifies both 27 bias and outliers. Abrupt changes in the trend correspond to the outliers (Aggarwal 2013). As can be seen, when there is a drop 28 of the observed air temperature, the forecast system produces outliers. is both spatial and temporal variability in the bias, we were not able to correct for bias at one day and an unvisited location 8 using the average value of bias. 9
Figure 3 Figure 5 shows the scatterplot between the observed and the forecasted values at each weather station. As can be 10 seen, the observed air temperature series at stations seven and eight are less correlated with forecasted air temperature series 11 than the other stations and it is expected to affect the cross-validation. Sensors and quality of measurements at these two 12 stations differ from the rest (Table 2 ). 13 
each day. In BCQM-I, the bivariate copulas describing dependence between air temperature and elevation were fitted to the 3 eleven years series of the air temperature data and one year elevation data at each day. 4 Following Section. 2.2, five copula families were selected to analyse the dependence structures. These families and their 5 indices are listed in Table 2 . In addition, five families were estimated at for each day to assess the temporal variability of 6 copula's parameter and the most suitable family according to AIC was selected according to AIC. Table 4 shows the best 7 families indices and Kendall's  at each day in March and June. As can be seen, Except for the dependence between the 8 forecasted variable and the elevation, suitable families of the dependence between the observed and forecasted variables were 9 non-Gaussian at for most of days in March June and Gaussian at most of days in June and these families covered the range 10 from negative to positive dependences. The dependence between the observed and forecasted variables is described by Gumbel 11 copula for most of days. The negative Gaussian dependences between the forecasted variable and the elevation at all days are 12 related to assumptions in statistical and physical models in the ECMWF forecasts. The selection of families, however, depends 13 upon the number of observations and further research is needed to develop strategies to select them. In addition, as all five 14 families were symmetric, alternative families can be investigated to better describe the dependencies. It must be mentioned 15 that although Although many different families exist allowing for different dependence structures, the computational 16 limitations may be introduced by the calculating the inverse of the conditional copula distribution. 17
The p-values for the best copula family at each day are listed in Table 4 . For all methods, the p-values are higher than 0.3 for 18 most of copulas. For all Student's t copulas, p-values obtained using White statistic were approximately one. 19
Cross-validation results and the bias-corrected values ̂ 20
Applying the described methods to the same data allowed us to compare the different underlying definitions. Table 5 (ES) has shownshows that QS performed best, followed by BCQM-II, QM ,EP, MQM and BCQM-type I., BCQM-type II, in 28
March and June. 29 Table 6 shows the cross-validation results in terms of the correlation coefficient r (CC) between the observations and the bias-30 corrected values at each weather stations for five bias correction methods and their scores during June 2014. r values for the 31 new methods denote that the time series of the air temperature were successfully reproduced, although the bias correction 32 methods are separately applied at each day. A comparison between the newly developed methods BCQM-type I, BCQM-type 33 II, QS, available copula-based method EP and classical bias correction method MQM among the five bias correction methods 1 based upon the correlation score (CS) has shown shows that QS performed best, followed by EP, BCQM-type II, MQM, EP 2 BCQM-II and BCQM-type I, in March and June. 3
The first station has the largest temperature values in both March and June, the second and the fifth stations have the smallest 4 temperature values in March, the third and the fifth stations have the smallest temperature values in June, among the five 5 stations, at most of days. Since for all methods, the empirical marginal distributions were the same, the copulas were unable 6 to capture the extreme values. In addition, the SMAE represents the uncertainties associated to horizontal distances, height 7 differences, differences in land cover and vegetation coverage between the stations and the grid points. 8 Table 7 shows the moment mean relative error (MMRE) between the observations and the bias-corrected values at each 9 weather stations for five bias correction methods and their scores. Since we considered empirical marginal distributions for 10 the observed variable, sample moments were obtained using values from all stations at each day of June 2014. A comparison 11 between the newly developed methods BCQM-type I, BCQM-type II, QS, available copula-based method EP and classical 12 bias correction method MQM among the five bias correction methods based upon the error score (ES) shows has shown that 13
QS new methods performed best,better than followed by EP, BCQM-type II, and MQM, and BCQM-type I, in March and 14
June. 15 Figure 6 shows that the observed variable has a higher coefficient of variation than the forecasted variable for instance at days of the forecasted values. QS performed better to obtain the spatial variation.at the weather stations due to the fitness function 22 in Sect. 2.3.7. How to analyse the spatial variability of the bias-corrected air temperature at unvisited locations is still a 23 challenging question due to low number of observations. 24
Discussion 25
The dependence structure between the daily air temperature observed by the weather stations and forecasted by ECMWF was 26 studied for bias correction. We utilized the concept of bivariate conditional copula to develop three new methods in the bias 27 correction methods, as bivariate copulas are well understood and easy to estimate. We picked up the idea of the quantile 28 mapping and adapted it to the bivariate conditional copula to develop the new methods BCQM-type I and BCQM-type II that 29 allow estimating different conditional quantiles at different unvisited locations. The flexibility in the determining of the 30 conditional quantiles makes the newly developed methods appealing for spatial variabilities at unvisited locations when low 31 number of observations are available. The estimation of marginal distributions and copulas, however, are affected by the low 32 number of observations. In addition, the The new methods quantile search QS was were proposed to find the marginal quantiles 1 that might benefit from a fitness function that does not only take into account the prediction errors, but also the spatial 2 variabilities at the unvisited locations. Furthermore, our proposed methods utilized the flexibility of selecting different families 3 and allowed for temporal variability of dependencies. 4 We treated the available observations from five eight weather stations as a reference during the identification of bias and during 5 the validation of the results. The horizontal distances, height differences and difference in land cover between the location of 6 a station and the ECMWF grid point is associated with uncertainties. In addition, in the copula-based methods, where we used 7 the AIC to select the suitable family for constructing the dependence between the forecasted and the observed variables, 8 additional uncertainties present because the suitability of family depends on the availability of data and the probabilistic nature 9 of the bias. Furthermore, based on the cross-validation results, the average of the mean absolute errors in all stations and all 10 days appeared to be slightly more than 1°C for all proposed methods. As mentioned in Sect. 3, the bias-corrected air 11 temperature can be used for crop growth simulation as well as determination of crop water requirement. The impact of air 12 temperature variability on crop production is dependent on growing-season temperature and the optimum temperature for 13 photosynthesis and biomass accumulation. Asseng et al. 2011 showed that, depending on the time and temperature, the 14 variation in the average growing-season temperature could cause a significant reduction in wheat grain production. Further 15 studies are necessary to quantify the impact of temperature variability on crop production in the study area. sensitive to the choice of the bias correction method, which needs to be investigated more in further studies. In addition, in the 21 proposed methods, the empirical marginal distribution described the statistical properties of daily air temperature without the 22 knowledge of theoretical form of the family's distribution function. Furthermore, fitting a polynomial spline to the empirical 23 marginal quantiles was beneficial to obtain the bias-corrected values at unvisited locations that were not limited to the domain 24 defined by the extreme values in the observations. With respect to the newly described methods, although we applied the 25 methods for correcting the bias, we highlight the potential and the use of the methods for the copula-based downscaling 26 problems, as well. Moreover, the proposed methods have the potential to use the spatio-temporal information of the variable 27 of interest in the bias correction process. The further comparison of the proposed methods and other bias correction methods 28 e.g. triple collocation analysis (Stoffelen 1998) might help to assess the performance of the newly developed methods. 29
Lack of spatial variability in the available copula-based bias correction methods motivated the research to develop new 30 methods with the aim of estimating different conditional quantiles at different locations. The spatial variability of the air 31 temperature, however, needs additional analysis, as the number of observations is small. Based on the available literature, 32 estimating the confidence intervals is a common task to address the uncertainties in the copula-based methods. The 33 applicability of confidence intervals, however, always depends on the availability of data and the nature of the real world 34 problem. In addition, for the BCQM-type I and BCQM-type II methods, it is assumed that the associations dependence 1 structure between the pair of the bias-corrected variable and a the covariate should obey the associations dependence structure 2 between the pair of the biased variable and that covariate. For QS method it is assumed that the fitness functionerrors fitted 3 tocalculated by the observations is an acceptable representation of fitness functionerrors at unvisited locations. In the case the 4 underlying assumptions of these methods are hard to be fulfilled, alternatives are needed. 5
Conclusions 6
In this paper, we developed three copula-based bias correction methods with the aim of predicting different conditional 7 quantiles at unvisited locations and compared them to available methods. They were applied to correct bias in the daily air 8 temperature forecasts of ECMWF. To evaluate their performance, cross-validation was carried out with the observations from 9 five eight weather stations. 10
From this study, based on the error measures in Table 5 and 7 and the correlation coefficients in Table 6 , we conclude the 11 following: 12  The new methods are beneficial for the local refinement of weather data if a low number of observations is available 13 and one is interested in predicting the spatial variabilities of the weather parameter. 14  The new methods are advantageous if the bias-corrected variable has to be predicted separately at each time step of 15 the time series. 16  Further research should focus on investigating the optimal number of observations for bias correction and on 17 developing validation criteria. In both issues, the spatial variability and the error of the predictions in case of a low 18 number of observations should be included. 19
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The conditional density distribution is derivative of cumulative distribution to its variable: 25
In addition, the joint density distribution is derivative of cumulative distribution to its variables: 27
. 28 
Genetic algorithm in R 11
Ga(type = c("real-valued"), fitness = Fitness function,…,min = min_u, max = max_u, popSize =100 ,maxiter = 100, seed=500, 12 parallel = T), where "type" is the type of genetic algorithm to be run depending on the nature of decision variables, the fitness 13 function is any allowable R function which takes as input a vector of length equal to marginal quantiles at unvisited 14 locations representing a potential solution, and returns a numerical value describing its "fitness", min_u and max_u are vector 15 of length equal to the marginal quantiles providing the minimum and maximum of the search space and "popSize" and 16 "maxiter" are the population size and maximum iteration which are selected arbitrary. 17 Table 1 : Five families of copulas are selected to describe the dependence structure between the conditioned and the conditioning 1 variables in this study. A bivariate copula is fitted on to the marginal values quantiles and the most suitable family is selected 2 according to the Akaike Information Criteria (AIC) for each day. 
4
For experimentation in this study, a sample subset of 3 × 8 grid points of ECMWF dataset is selected at 0.125º lat/lon distances.
