Heckman 's (1976, 1979) sample selection model has been employed in three decades of applications of linear regression studies. This paper builds on this framework to obtain a sample selection correction for the stochastic frontier model. We first show a surprisingly simple way to estimate the familiar normal-half normal stochastic frontier model using maximum simulated likelihood. We then extend the technique to a stochastic frontier model with sample selection. In an application that seems superficially obvious, the method is used to revisit the World Health Organization data [WHO (2000), Tandon et al. (2000)] where the sample partitioning is based on OECD membership. The original study pooled all 191 countries. The OECD members appear to be discretely different from the rest of the sample. We examine the difference in a sample selection framework.
Introduction
sample selection model has been employed in three decades of applications of linear regression studies. Numerous applications have extended Heckman's approach to nonlinear settings such as the binary probit and Poisson regression models. The first is Wynand and van Praag's (1981) The familiar approach in which a sample selection correction term is simply added to the model of interest (see (7) and (8)) is not appropriate for nonlinear models such as the stochastic frontier. In this study, we build on the maximum likelihood estimator of Heckman's sample selection corrected linear model and the extension to nonlinear models by Terza (1996 Terza ( , 2009 ) to obtain a counterpart for the stochastic frontier model.
We first show a surprisingly simple way to estimate the familiar normal-half normal stochastic frontier model using maximum simulated likelihood. The next step is to extend the technique to a stochastic frontier model in the presence of sample selection.
The method is used to revisit the World Health Organization (2000) data [see also Tandon et al. (2000) ] where the sample partitioning is based on OECD membership. The original study pooled all 191 countries (in a panel, albeit one with negligible within groups variation). The OECD members appear to be discretely different from the rest of the sample. We examine the difference in a sample selection framework.
A Selection Corrected Stochastic Frontier Model
The stochastic frontier model of Aigner, Lovell and Schmidt (1977) 
A vast literature has explored variations in the specification to accommodate, e.g., heteroscedasticity, panel data formulations, etc.
1 It will suffice for present purposes to 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 A Stochastic Frontier Model with Correction for Sample Selection 3 work with the simplest form. Extensions will be considered later. The model can be estimated by modifications of ordinary least squares [e.g., Greene (2008a) ], the generalized method of moments [Kopp and Mullahy (1990) ] or, as is conventional in the recent literature, by maximum likelihood (ALS). [A spate of Bayesian applications has also appeared in the recent literature, e.g., Koop and Steel (2001) .] In this study, we will suggest, a fourth estimator, maximum simulated likelihood (MSL). The simulation based estimator merely replicates the conventional estimator for the base case, in which the closed form is already available. The log likelihood function for the sample selection model does not exist in closed form, so some approximation method, such as MSL is necessary.
Maximum Likelihood Estimation of the Stochastic Frontier Model
The log likelihood for the normal-half normal model for a sample of N observations is logL(β β β β,σ,λ) = ( ) 
2 Details on maximum likelihood estimation of the model can be found in ALS and elsewhere, e.g., Greene (2008b, Ch. 16 ).
The unconditional log likelihood for the model is obtained by integrating the unobserved random variable, |U i |, out of the conditional density. Thus,
where φ is the standard normal density and Φ is the standard normal cdf . The closed form of the integral appears in (2).
3 Consider using simulation to approximate the integrals;
where U ir is R random draws from the standard normal population. (There is no closed form for the extension of the model that appears below.) The simulated log likelihood is
The maximum simulated likelihood estimators of the model parameters are obtained by maximizing this function with respect to the unknown parameters. 
Sample Selection in the Linear Model
Heckman's (1979) sample selection model for the linear regression case is specified as
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In the first step, α α α α in the probit equation is estimated by unconstrained single equation maximum likelihood and the inverse Mills ratio (IMR), ˆˆ(
is computed for each observation. The second step in Heckman's procedure involves linear regression of y i on the augmented regressor vector, x i * = (x i ,λ i ), using the observed subsample, with a correction of the OLS standard errors to account for the fact that an estimate of α α α α is used in the constructed regressor.
The full information maximum likelihood estimator for the model is developed in Heckman (1976) and Maddala (1983) . The log likelihood function for the sample selection model is
This has become a conventional, if relatively less frequently used estimator that is built into most contemporary software.
Estimating a Stochastic Frontier Model with Sample Selection.
The received literature contains many studies in which authors, have extended
Heckman's selectivity model to nonlinear settings, such as count data (e.g., Poisson regression - Greene (1994) ), nonlinear regression, and binary choice models. The first application of the sample selection treatment in a nonlinear setting was Wynand and van Praag's (1981) Terza (1994 Terza ( , 1996 Terza ( , 1998 who develops the result in detail for nonlinear regressions such as the exponential conditional mean case.
Indeed, in some cases, such as the probit and count data models, the ε i for which the expectation given d i = 1 is taken does not even appear in the original model; it is unclear as such what the correction is correcting.
The distribution of the observed random variable conditioned on the selection will
generally not be what it was without the selection (with or without the addition of the inverse Mills ratio, λ i to the index function). Thus, the addition of λ i to the original likelihood function generally does not produce the appropriate log likelihood in the presence of the sample selection. This can be seen even for the linear case in (9). The least squares estimator of β β β β (with λ i added to the equation) is not the MLE in (9); it is merely a feasible consistent estimator. Two well worked out specific cases do appear in the literature. Maddala (1983) and Boyes, Hoffman and Lowe (1989) Terza (1996 Terza ( ,1998 .
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The combination of efficiency estimation and sample selection appears in several studies. Bradford, et al. (2001) studied patient specific costs for cardiac revascularization in a large hospital. They state "... the patients in this sample were not randomly assigned to each treatment group. Statistically, this implies that the data are subject to sample selection bias. Therefore, we utilize a standard Heckman two-stage sample-selection The IMR is added to the deterministic (production function) part of the frontier function.
Other authors have acknowledged the sample selection issue in stochastic frontier studies. Kaparakis, Miller and Noulas (1994) in an analysis of commercial banks and Collins and Harris (2005) in their study of UK chemical plants both suggested that "sample selection" was a potential issue in their analysis. Neither of these formally modified their stochastic frontier models to accommodate the result, however.
If, to motivate the sample selection treatment, we specify that the unobservables in the selection model are correlated with the noise in the stochastic frontier model, then the stochastic frontier model with sample selection can be cast as an extension of Heckman's specification for the linear regression model. The combination of the models in (1) and (7) is
The conditional density for an observation in this specification is 6 The authors opt for a GMM estimator based on Kopp and Mullahy's (1990) (KM) relaxation of the distributional assumptions in the standard frontier model. It is suggested, that KM "find that the traditional maximum likelihood estimators tend to overestimate the average inefficiency." (Page 304.) KM did not, in fact, make the latter argument, and we can find no evidence to support it in the since received literature. KM's support for the GMM estimator is based on its more general, distribution free specification. We do note Newhouse (1994) , whom Bradford et al cite, has stridently argued against the stochastic frontier model as well, but not based on the properties of the MLE. 7 See Battese and Coelli (1995) . 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 A Stochastic Frontier Model with Correction for Sample Selection
Save for the appearance of the unobserved inefficiency term, σ u |U i |, (11) is the same as (9). Terza (1996 Terza ( , 2009 to a wage equation, the w i in the selection mechanism is correlated (through a copula function) with ε i , not specifically with v i or u i . In both of these cases, the log likelihood is substantially more complicated than the one used here. More importantly, the difference in the assumption of the impact of the selection effect is substantive.
The log likelihood for the model in (10) is formed by integrating out the unobserved |U i | then maximizing with respect to the unknown parameters. Thus, as in (4) and (5),
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To simplify the estimation, we will use a two step approach. The single equation MLE of α α α α in the probit equation in (7) is consistent, albeit inefficient. For purposes of estimation of the parameters of the stochastic frontier model, however, α α α α need not be reestimated. We take the estimates of α α α α as given in the simulated log likelihood in (13) 
where a i = ˆ′z i α α α α . With this simplification, the nonselected observations (those with d i = 0)
do not contribute information about the parameters to the simulated log likelihood. Thus, the function we maximize becomes
The parameters of the model are estimated using a conventional gradient based approach, the BFGS method. We use the BHHH estimator to estimate the asymptotic standard errors for the parameter estimators. When ρ equals zero, the maximand reduces to that of 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 This provides us with a method of testing the specification of the selectivity model against the simpler model using a (simulated) likelihood ratio test.
Estimating Observation Specific Inefficiency
The end objective of the estimation process is to characterize the inefficiency in the sample, u i or the efficiency, exp(-u i ). Aggregate summary measures, such as the sample mean and variance are often provided (e.g., Bradford, et al. (2001) for hospital costs). Researchers also compute individual specific estimates of the conditional means based on the Jondrow et al. (1982) 
The standard approach computes this function after estimation based on the maximum likelihood estimates. In principle, we could repeat this computation with the maximum simulated likelihood estimates. An alternative approach takes advantage of the simulation of the values of u i during estimation. Using Bayes theorem, we can write
Recall
The desired expectation is, then
These are the terms that enter the simulated log likelihood for each observation. The simulated denominator would be These are computed for each observation using the estimated parameters, the raw data and the same pool of random draws as were used to do the estimation. As shown below, this gives a strikingly similar answer to the JLMS plug in result suggested at the outset.
The immediate advantage of this alternative approach is only that the whole set of computations is done at once, during the estimation of the parameters. However, as noted below, the estimators in (15) and (21) can be employed with other distributions for which the JLMS result in (16) is not available. The simulation estimator suggested here can, in principle, be used with any inefficiency distribution that can be simulated.
Panel Data and Other Extensions
Replication of the Pitt and Lee (1981) 
Further refinements, such as a counterpart to Battese and Coelli (1992, 1995 ) and Stevenson's (1980) truncation model may be possible as well. This remains to be investigated.
Applications
In 2000 countries. The frontier analysis attracted a surprising amount of attention in the popular press (given its small page length, minor role in the report and highly technical nature), notably for its assignment of a rank of 37 to the United States' health care system.
[Seven years after its publication, the report still commanded attention, e.g., New York Times (2007) .] The authors provided their data and methodology to numerous researchers who have subsequently analyzed, criticized, and extended the WHO study.
[E.g., Gravelle et al. (2002a,b) , Hollingsworth and Wildman (2002) and Greene (2004) .]
TMLE based their analysis on COMP, a new measure of health care attainment that they created. (The standard measure at the time was disability adjusted life expectancy, DALE.) "In order to assess overall efficiency, the first step was to combine the individual attainments on all five goals of the health system into a single number, which we call the composite index. The composite index is a weighted average of the five component goals specified above. First, country attainment on all five indicators (i.e., health, health inequality, responsiveness-level, responsiveness-distribution, and fairfinancing) were rescaled restricting them to the [0,1] interval. Then the following weights were used to construct the overall composite measure: 25% for health (DALE), 25% for health inequality, 12.5% for the level of responsiveness, 12.5% for the distribution of responsiveness, and 25% for fairness in financing. These weights are based on a survey carried out by WHO to elicit stated preferences of individuals in their relative valuations of the goals of the health system." (TMLE, page 4.) (It is intriguing that in the public outcry over the results, it was never reported that the WHO study did not, in fact, rank countries by health care attainment, COMP, but rather by the efficiency with which countries attained their COMP. That is, countries were ranked by the difference between their COMP and a constructed country specific optimal COMP*.) In terms of COMP, itself, the U.S. ranked 15 th in the study, not 37 th , and France did not rank first as widely reported, Japan did. The full set of results needed to reach these conclusions are contained in TMLE (2000). Table 1 . This suggests (but, of course, does not establish) that OECD membership may be a substantive selection mechanism. OECD membership is based on more than simply per capita GDP.
The selectivity issue is whether other factors related to OECD membership are correlated with the stochastic element in the production function. 4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 A Stochastic Frontier Model with Correction for Sample Selection 14 efficiency in the outcome. The question for present purposes is whether the selection based on the observed GDP value is a complete explanation of the difference, or whether there are latent factors related to OECD membership that also impact the placement of the frontier function. We will use the sample selection model developed earlier to examine the issue. We note, it is not our intent here to replace the results of the WHO study. Rather, this provides a setting for demonstrating the selection model. Since we will be using a stochastic frontier model while they used a fixed effects linear regression, it will be difficult to make a direct comparison of the results. [The issue is examined in detail in Greene (2004) .] TMLE also used an elaborate normalization based on a turn of the last century benchmark to anchor their efficiency estimates to a "minimal" level of health care. And, of course, they used a panel data (fixed effects) estimator whereas we have used a cross section. As such, it seems unlikely that the specific estimates of inefficiency would be very similar. We can, however, see whether general conclusions do hold up in the two settings. For example, if both approaches are addressing the same broad concept of efficiency relative to the production function in (23), then the rankings of countries might well be broadly similar. It is interesting to compare the rankings of countries produced by the two methodologies, though we will do so without naming names.
We have estimated the stochastic frontier models for the logCOMP measure using TMLE's truncated specification of the translog model. Since the time invariant data are only observed for 1997, we have used the country means of the logs of the variables COMP, HExp and Educ in our estimation. Table 2 By using Halton draws rather than pseudorandom numbers, we can achieve replicability of the estimates. To test the specification of the selection model, we have fit the sample selection model while constraining ρ to equal zero. The log likelihood functions can then be compared using the usual chi squared statistic. The results provide two statistics for the test, then, the Wald statistic (t ratio) associated with the estimate of ρ and the likelihood ratio statistic. Both Wald statistics fail to reject the null hypothesis of no 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 Finally, Figure 4 shows a plot of the country ranks based on the stochastic frontier model versus the country ranks implicit in the WHO estimates for the non-OECD countries. The Spearman rank correlation of the two series is 0.66, which seems higher than the figure would suggest. The (visually) quite weak correlation in the two sets of results conflicts with our earlier suggestion. In sum, there are a long list of substantive differences between the approach taken here and the one in TMLE. There are at least three sources of difference. First, TMLE used a fixed effects linear regression whereas we have used a stochastic frontier model. Second, we have used the time invariant variables in Table 1 to control for cross country heterogeneity whereas ETML did not make use of these. Third, we have accounted for the nonrandom sample selection in the OECD and NonOECD subsamples. None of these, alone or together should necessarily produce a change in the rankings of observations. The impacts of each source of variation might be the subject of some fruitful further analysis. The TMLE study was ultimately 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 it is reasonable to assume that the heterogeneity and the inefficiency in the production model should be assumed to be uncorrelated. Some progress has been made in this regard, e.g., in Smith (2003) , and, by implication, Lai et al. (2009) , but the analysis is tangential to the model considered here.
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