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Abstract
Motivated by key advances in manufacturing techniques, the tailoring of materials with specific
macroscopic properties has been the focus of active research in mechanical engineering and mate-
rials science over the past decade. The key challenge in this line of work is how to optimize the
material microstructure to achieve a desired macroscopic constitutive response. The overwhelming
majority of this type of inverse design work relies on topology optimization based, primarily, on
linear theory.
In this work, we develop and implement a method to design particulate composites at the
mesoscale using a shape optimization scheme to minimize or maximize a nonlinear cost function
at the macroscale while satisfying a set of constraints associated, for example, with the volume
fraction of inclusions or with the manufacturing technique. The optimization method relies on
three key ‘modules’: multiscale modeling, sensitivity analysis, and optimization.
The multiscale modeling is based on a nonlinear finite element solver, which combines a classi-
cal homogenization scheme with a NURBS-based Interface-enriched Generalized Finite Element
Method (NIGFEM) used to capture accurately and e ciently the displacement field in a heteroge-
neous material with a finite element discretization that does not conform to the material interfaces.
Damage evolution is captured using a three-parameter isotropic damage model able to simulate a
wide range of failure responses.
The proposed gradient-based shape optimization scheme relies on the stationary nature of the
non-conforming meshes used to discretize the periodic unit cell, thereby avoiding mesh distortion
issues that plague conventional finite-element-based shape optimization studies. In the current
approach, the finite element approximation space used in the NIGFEM is augmented with NURBS
to allow for the accurate capture of the weak discontinuity present along complex, curvilinear
material interfaces. NURBS are also used to parameterize the design geometry precisely and
compactly by a small number of design variables.
To compute the derivatives of the cost and constraint functions with respect to the design vari-
ables, we also formulate an analytic nonlinear sensitivity, which is simplified by the fact that only
the enrichment control points on material interfaces move, appear or disappear during the shape
optimization process. The derivations uncover subtle but important new terms involved in the
sensitivity of shape functions and their spatial derivatives. Our analytic nonlinear shape sensitiv-
ity avoids the technical di culties encountered in the finite di↵erence or semi-analytical schemes
ii
when the boundary intersects an element very close to a node in a non-conforming mesh. In these
situations, the boundary may move to another element during the design perturbation step, result-
ing in changes of the mesh topology, making the di↵erentiation of the sti↵ness matrix and load
vector problematic.
We apply the NIGFEM shape optimization scheme to several 2D and 3D structural problems
including some benchmark and application examples to demonstrate the performance and accu-
racy of the method. Based on the multiscale approach, we also design the microstructure of a
periodic particulate composite to optimize the volume fraction and distribution of the inclusions
for a desired macroscopic nonlinear stress-strain curve.
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1 Introduction
The ability to design the microstructure of a material to achieve a desired macroscopic response
has long been a “holy grail” in mechanics and materials science. Recent advances in manufactur-
ing techniques and simulation tools have made this goal more feasible. In the past two decades,
developments in the manufacturing technologies including additive manufacturing, direct-write as-
sembly, and advanced techniques for processing sacrificial fibers have provided the capability to
design new materials with novel properties such as advanced reinforced composites with applica-
tion in aerospace, automotive, biomedical, and military industries (Chawla, 2012), and microvas-
cular polymeric composites (Esser-Kahn et al., 2011) that are useful for cooling and self-healing
applications. On the other hand, the rapid growth in computing capabilities makes simulation
techniques such as multiscale modeling and shape and topology optimization schemes powerful
tools in the design of materials and systems. These tools in conjunction with homogenization and
advanced finite element methods provide the possibility to design material at smaller scale. The
aforementioned advances in the development of high-performance materials are motivations for
this study aimed of developing a method to design heterogeneous materials at the microscale to
achieve desired macroscopic properties. It should be noted by the term ‘material design’, we mean
the optimization of the material microstructure to gain the desired property for a particular applica-
tion. In this study, materials are considered as systems. In this design-based approach, the path of
design flows from performance and properties to structure and processing (Olson, 1997, 2000; Yip
et al., 2009; Fullwood et al., 2010; Hofmann et al., 2008; Chawla and Chawla, 2006; Eberhart and
Clougherty, 2004). The contrast between this top-down approach and the traditional bottom-up
path of design that follows the cause-and-e↵ect path is illustrated in Fig. 1.1.
A heterogeneous material is a medium composed of distinct materials (phases), where each
phase is taken as uniform with known constitutive properties (Torquato, 2010). It is assumed that
the microscopic length scale is much smaller than the characteristic length of the macroscopic
sample but much larger than the molecular level. In such circumstances, the heterogeneous mate-
rial can be considered as a continuum at the microscopic scale, and e↵ective material properties at
macroscopic scale can be defined by using the phase properties and microstructural information.
This is a forward problem, which can be solved using theoretical techniques (Milton and Phan-
Thien, 1982; Torquato, 1997; Milton, 2002; Torquato, 2013) and computational methods (Lee
et al., 1989; Eischen and Torquato, 1993; Garboczi and Day, 1995).
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Figure 1.1 – Two possible path of design in Olson’s linear mapping of process-structure-
property-performance relations (Olson, 1997).
Another important question can be defined as an inverse problem, in which we would like to
find the best distribution of the phases of a heterogeneous material to optimize or target a particular
macroscopic behavior or an e↵ective property of the heterogeneous material. To solve this inverse
problem, there have been numerous studies on heterogeneous material design using the aforemen-
tioned design-based approach in the past two decades (see, e.g., Sigmund (2000); Eschenauer and
Olho↵ (2001); Torquato (2010); Fullwood et al. (2010) and references therein). In those studies,
researchers addressed the question as to how one can tailor new material with improved properties
through optimization of material microstructures.
Di↵erent optimization techniques, including topology and shape optimization, have been used
to design material microstructures. As illustrated in Figure 1.2 for the design of a beam structure,
shape optimization designs the shape of holes to improve the structure design over a fixed topology,
while topology optimization designs sectional properties, holes geometry, and beam topology. In
the case of shape optimization, the design variables are parameters that change the shape of the
boundary, whereas in topology optimization, the design variables are associated with material
properties.
In the design of heterogeneous materials, the overwhelming majority of the studies available
in the literature rely on topology optimization. Originally, Bendsøe and Kikuchi (Bendsøe and
Kikuchi, 1988b) introduced the topology optimization method for minimizing the weight of struc-
tural components. The method has also been applied to various material design problems. Sig-
mund (Sigmund, 1994, 1995b) applied topology optimization to the material design of a periodic
microstructure represented by a unit cell. In that study, an inverse homogenization method was
used to link the microstructural behavior to macroscopic properties. Using this approach, Sigmund
2
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Figure 1. Four categories of structural optimization: (a) sizing optimization; (b) material opti-
mization; (c) shape optimization; and (d) topology optimization. The initial problems are shown
at the left-hand side and the optimal solutions are shown at the right.
Minimizing the weight of a structure while at the same time satisfying various
requirements on structural response, cost, aesthetics and manufacturing is a compli-
cated task. Experienced engineers may be able to come up with solutions that ful≠l
some of the requirements, but they will seldom be able to come up with the optimal
structure. In order to both optimize the structure and meet the given requirements,
the engineers must make use of computer programs.
A computer program for the optimization of mechanical structures will typically
consist of an analysis module and an optimization module. The analysis module is
used to calculate the structural response. It can, for example, be used to calculate the
maximum de®ection or the resonance frequency of the structure. The analysis module
is also used to perform a sensitivity analysis. This corresponds to calculating the
change in the structural response for a small design change. Based on the sensitivity
analysis, the optimization module calculates a change in the structural design that
improves the response. Typically, the optimal design is not achieved after only one
optimization step. Instead, the procedure, consisting of the analysis, the sensitivity
analysis and the optimization step, is repeated several times. After a number of
iterations, the design cannot be further improved and an optimal structure has been
reached. The development of e¯cient computer programs for the optimization of
structures is a very active area of research. The research area is called structural
optimization.
Structural-optimization methods can be divided into four main categories. As an
example, consider the beam structure sketched in ≠gure 1. The goal is to design
the beam such that the sti¬ness is maximized for a given weight. The di¬erences
between the four structural-optimization categories mainly consist of the de≠nition
of the design variables. The design variables are the parameters that can be changed
during the optimization process.
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Figure 1.2 – (a) Shape optimization, (b) topology optimization. The initial designs are shown
on the left-hand side, and the optimal designs are depicted on the right (Sigmund, 2000).
designed minimum weight materials with prescribed elastic and thermoelastic properties (Sig-
mund, 1994, 1995b). Thereafter, several other researchers treated material design as topology
optimization proble s, as summarized in the next chapt r.
In all the aforementioned papers, topology optimization is used to solve an inverse homoge-
nization problem to design the material microstructure. Based on extensive literature review, only
one p blication used shape optimization to optimize material microstructures with tailored proper-
ties: Ibrahimbegovic´ et al. (2005) studied shape optimization of a two-phase inelastic material. In
that study, one p ase was related t plasticity and the other to damage, and the amou t of plastic
dissipation or the external work was chosen as the cost function. The design problem was set in
term of shape optimization of the interface between the two phases. They considered a periodic
microstructure, where each periodic cell con ists of a pla tic matr x phase with a single inclusion
represented by a damage model.
In the present work, we develop and implement a method to design material microstructures us-
ing a novel shape optimization scheme based on an Interface-enriched Generalized Finite Element
Method (IGFEM) to achieve a set of prescribed acroscopic properties. We formulate and solve
an inverse ho ogenization problem of a periodic microstructure represented by a unit cell using
shape optimization. In order to study the nonlinear structural response of heterogeneous materials,
the unit cell is considered as a multi-phase material modeled with an irreversible isotropic dam-
age law. To conduct this study, we develop a nonlinear solver, a homogenization module, and an
optimization scheme to target a prescribed macroscopic behavior of the material.
Even though our approach is similar to the framework introduced by Sigmund (1994, 1995b),
in which the tools of homogenization and topology optimization are combined to design opti-
mal microstructures for linear elastic composites, we develop a novel shape optimization in a
multiscale framework to design a material at microscale for a prescribed nonlinear response at
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macroscale. The current method is also insured by the work presented by Ibrahimbegovic´ et al.
(2005). However, as opposed to that study, which employs a conventional Lagrangian shape opti-
mization methods in conjunction with a regular finite element method, the current scheme projects
the design geometry onto a fixed mesh and the IGFEM is used for analysis. This approach elimi-
nates the mesh distortion present in conventional Lagrangian shape optimization methods, as well
as the need for remeshing.
In the proposed gradient-based shape optimization scheme, an analytical sensitivity analysis
using both the adjoint and direct approaches is presented to compute derivatives of the objective
and constraint functions for linear and nonlinear problems. The sensitivity analysis presented in
this study introduces new terms that involve shape derivatives of the FEM shape functions with
respect to design variables, which, to the best of our knowledge, have been ignored in previous
XFEM-based sensitivity analysis.
The objective of this work is thus to develop a gradient-based shape optimization scheme in a
multiscale framework to distribute the phases of a heterogeneous material to target some desired
macroscopic nonlinear behavior. Within the broader objective of this study, we aim to
• Formulate, develop, and implement an analytical sensitivity for an IGFEM-based shape op-
timization scheme;
• Develop a gradient-based shape optimization scheme using a NURBS-based IGFEM;
• Derive the design sensitivity for a general transient nonlinear coupled problems with appli-
cation to damage problems;
• Combine the proposed shape optimization method with a homogenization scheme and a
continuous damage model to design nonlinear materials at multiple scales.
This dissertation is organized as follows: Chapter 2 presents a review of the literature on the
optimal design of heterogeneous materials and the optimization techniques used for the tailoring
of material microstructures. Chapter 3 is dedicated to the numerical implementation of Interface-
enriched Generalized Finite element (IGFEM) and its application to a parametric design study of
microvascular composites. In Chapter 4, we combine the IGFEM solver with an analytic sensitivity
to develop a gradient-based shape optimization scheme. The NURBS-based shape optimization
method is presented in Chapter 5. A description of the design sensitivity analysis for a transient
nonlinear coupled problem in a multiscale framework with application in the nonlinear design of
heterogeneous material follows in Chapter 6. Finally, Chapter 7 presents a summary of this work,
followed by a description of the key contributions of this research and suggestions for future work.
4
2 Literature Review
This chapter reviews the studies on the design of materials for prescribed macroscopic behaviors
and properties. In particular, we present the optimization methods that provide systematic ways to
tailor new heterogeneous materials at the microscopic scale with enhanced and/or extreme proper-
ties at the macroscopic scale.
The optimization technique mostly used for this purpose is topology optimization, introduced
by Bendsøe and Kikuchi (1988a) for the design of mechanical structures. Sigmund (1994, 1995a,b)
used the method in the design of materials with periodic microstructure. In these papers, the topol-
ogy optimization is formulated as a minimization of the material density in the unit cell with
constraints defined by the prescribed constitutive parameters. In those studies, the unit cell is dis-
cretized by finite elements with the material density in each element chosen as design variables.
Through homogenization, the e↵ective elastic properties of the discretized microstructure are com-
puted and the optimization problem is stated as
minimize ⇢b =
Z
⌦b
⇢Pd⌦
subject to E¯i jkl   E⇤i jkl = 0
0 < ⇢min  ⇢  ⇢max
(2.1)
where ⇢b denotes the density of material in the unit cell ⌦b, ⇢ are the element material densities
taken as the design variables, constrained by ⇢min and ⇢max, P is the penalization power1, E¯i jkl is the
e↵ective Cartesian elasticity tensor determined by the homogenization technique, and E⇤i jkl denotes
the prescribed elasticity tensor.
Sigmund (2000) studied the design of materials with negative Poisson’s ratios. Limited to the
interval [0, 0.5] for solid isotropic materials, the Poisson’s ratio may take values in [ 1, 0] for cel-
lular materials without violation of positive semi-definiteness of the elasticity tensor (Eschenauer
and Olho↵, 2001). Figure 2.1 shows the optimal design of a unit cell with a negative Poisson’s
ratio reported by Sigmund (2000).
In another study, Sigmund and Torquato (1997) used topology optimization to design materials
1The penalization power P is used to generate distinct boundaries between the material constituents within the
unit cell, resulting in a black-and-white (solid-and-void) topology.
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(a)
(b)
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100 mm
Figure 6. Design of a material with negative Poisson’s ratio. (a) Topology-optimized base cell
with negative Poisson’s ratio. (b) Elongation of negative Poisson’s ratio test beam; note that
it becomes fatter when pulled (the dashed background lines show the undeformed structure).
(c) Micromachined testbeam fabricated at the Microelectronics Centre (MIC), Technical Uni-
versity of Denmark (length 1 mm).
An obvious question is: what is a negative Poisson’s ratio material good for? There
are many answers to this question but one of the best applications is for fasteners.
It is easy to push a fastener made of a negative Poisson’s ratio material into the wall
since it gets slimmer when pushed in. On the other hand, once it is in the wall it is
di¯cult to pull out since it expands when pulled.
A test beam made from the negative Poisson’s ratio material was built using laser-
micromachining techniques at the Microelectronics Centre (MIC) at the Technical
University of Denmark (DTU). A scanning electron micrograph of the beam is shown
in ≠gure 6c. The beam is 1 mm long and each cell is 50 m square. It is impossible to
see the microstructure with the naked eye, so the beam was tested using a microprobe
and the response was measured with a microscope. The Poisson’s ratio was measured
to be 0:9, close to the theoretically predicted value.
(b) Design of a material with negative thermal-expansion coe±cient
Another example of a material with `exotic’ properties is a material with a nega-
tive thermal-expansion coe¯cient. Most naturally occurring materials have positive
thermal-expansion coe¯cients, which means that they expand when heated. Imag-
ine for example a railroad track. In extremely warm weather the railroad track
may expand so much that it bends into an S-shape and the train derails. The
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Figure 2.1 – Design of material with a negative Poisson’s ratio. (a) Optimal design of the
unit cell, (b) Elongation of negative Poisson’s ratio test beam (the dashed lines show the
undeformed structure), and (c) Micromachined test beam (Sigmund, 2000).
with prescribed thermoelastic properties. Considering a three-phase material including a high-
expansion material, a low-expansion material, and a void region, Fig. 2.2 sho s the design of a
material with negative thermal expansion taken from that study. Sigmund and his co-authors (Sig-
mund et al., 1998) also modified the material topol gy optimization algorithm to design piezo-
composites consisting of an array of parallel piezoceramic rods embedded in a polymer matrix to
maximize the sensitivity to acoustic fields. The design of 2D and 3D piezocomposite microstruc-
tures using topology optimization t chniques an homogenization theory was also subject of some
other studies (Nelli Silva et al., 1997, 1998, 1999). Through topology optimization, Gibiansky
and Sigmund (2000) looked for 2D three-phase composites with a maximal e↵ective bulk modu-
lus. Figure 2.3 d picts one of the results from th t study. The sa e ide was employ d by Hyun
and Torquato (2001) to find specific composite microstructures with targeted e↵ective electrical or
thermal conductivities and by Neves et al. (2000) to design the periodic microstructur of cellular
materials for optimal elastic properties.
In a di↵erent approach, Huang et al. (2011) used a bidirectional evolutionary structural opti-
mization (BESO) technique in conjunction with homogenization theory to design periodic mi-
crostructures of cellular materials with the maximum bulk or shear modulus under a prescribed
volume constraint. Figure 2.4 shows the final 2D microstructures and their e↵ective elasticity ma-
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Figure 7. Design of a material with negative thermal-expansion coe±cient. (a) The bi-material
principle; and (b) topology-optimized two-material microstructure that contracts when heated
(the dashed lines denote the undeformed structure).
phenomenon is also found in bridges, where the length can vary several metres
between summer and winter and special length equalization segments have to be
constructed to prevent gaps from appearing in the bridge. Thermal expansion is
also a big problem in space. The temperature di¬erence between the sunny and the
shady side of a space structure may be several hundred degrees, and this may cause
large space antennas to distort and thereby lose their ability to send and receive
signals.
Because of all these problems with thermal expansion due to temperature changes
it would be nice to have access to materials with either zero thermal-expansion coe¯-
cients or materials with negative thermal-expansion coe¯cients that could neutralize
the positive expansion of normal materials.
In order to design a material with negative thermal-expansion coe¯cient one can
make use of the bi-material e®ect. If one makes a sandwich beam of two materials
with di¬erent thermal-expansion coe¯cients, the beam will bend towards the side
with the lower thermal-expansion coe¯cient when heated. The principle is illustrated
in ≠gure 7a.
The material topology-optimization algorithm is now modi≠ed to include the dis-
tribution of two di¬erent material phases in the base cell, as shown in ≠gure 7b. The
red phase has a high thermal-expansion coe¯cient and the blue phase has a low
(but still positive) thermal-expansion coe¯cient. Minimizing the e¬ective thermal-
expansion coe¯cient of the microstructure, one obtains the topology shown in ≠g-
ure 7b. The resulting microstructure has a negative thermal-expansion coe¯cient.
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Figure 2.2 – Design of a material with a negative thermal expansion coe cient. (a) Opti-
mal design of the unit cell, (b) Aggregate n gative therm l expansion, with the dashed lin s
showing the undeformed structure (Sigmund nd Torquat , 1997).
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Figure 2.3 – Optimal design of microstructure with the maximal e↵ective bulk modulus for
three-phase material properties: E1 = 0, E2 = 0.2, E3 = 1,⌫1 = ⌫2 = ⌫3 = 0.3, and v lume
fractions f1 = 0.2, f2 = 0.4, and f3 = 0.4. (a) Opti l design of the unit cell, (b) 3⇥ 3 array of
cells (Gibiansky and Sigmund, 2000).
trices with maximum bulk modulus for various volume constrains of solid material. As shown in
Fig. 2.5, they also implemented their met od to 3D problems. The s me optimizati n procedure
was used in (Huang et al., 2013) to obtain the optimal desig of cellular materials and composites
with periodic microstructures so that the resulting macrostructure has the maximum sti↵ness.
Guest and Pre´vost (2007) adopted the topology optimization of fluid flows to design periodic
porous material microstructures to maximize permeability with prescribed flow symmetries in the
bulk materials. Here, permeability is evaluated via numerical homogenization of the unit cell using
finite elements. Figure 2.6 illustrates the results for the 3D unit cell with maximized permeability
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where C is the objective function, k is the current iteration number,
s is a allowable convergence error and N is integral number. s and N
are set to be 0.1% and 5 respectively throughout this paper. This
implies that the change of the objective function over the last 10
iterations is acceptably small (0.1%).
It can be seen that the BESO procedure is very simple without
any complex mathematics. As mentioned in the introduction, it
can be easily programmed with commercial FEA software packages
like ABAQUS as in this paper.
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Figure 2.4 – Microstructures nd e↵ective elasticity matrices of 2D cellular material with
maximum bulk odulus for various volume constraints (a) 50%; (b) 20% (Huang e l., 2011).
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Fig. 9. 3D base cells, 2 ! 2 ! 2 cells and effective elasticity matrixes of 3D cellular materials with maximum bulk modulus (a) volume fraction is 50%; (b) volume fraction is
40%; and (c) volume fraction is 30%.
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Fig. 10. Evolution histories of bulk modulus, volume fraction and microstructures for maximizing bulk modulus of 3D cellular material.
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(a)
(b)
Figure 2.5 – Unit cells and 2⇥2⇥2 cells of 3d cellul r materials with maximum bulk modulus
for various volume constraints: (a) 50%; (b) 30% (Huang et al., 2011).
and the maximum volume of voids equal to 50%.
Le et al. (2012) used topology optimization to design material microstructures of a sequentially
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KH ¼ 3:19ð10#3Þ
1 e e
e 1 e
e e 1
264
375;
where the oﬀ-diagonal terms were found to be
jej 6 3.0 · 10#12.
Although the base cells appear diﬀerent, they are
equivalent. To show this, the periodic material corre-
sponding to the base cell design for the inverse target ini-
tial distribution (Fig. 6b) was constructed and a new base
cell was extracted with centroid at the original base cell’s
corner. This new base cell is shown in Fig. 7 and, as
expected, is nearly identical to the base cell design in
Fig. 6a. Thus it can be said that these distributions pro-
duce the same results.
The solid and fluid phases for the periodic material cre-
ated from the base cells are shown in Fig. 8.
5.2.2. Uniform initial distribution of material with prescribed
velocity boundary conditions
The three velocity boundary condition cases introduced
in the two-dimensional results section were also considered
in the design of the three-dimensional structure. A uniform
initial distribution was used and nodal velocities were pre-
scribed to be zero at the following three locations on the
boundary or within the base cell: (a) the eight corners,
(b) the centroid, and (c) the mid-point of the boundaries.
As expected, formations of solid material were found
around these locations and, like the two-dimensional case,
the base cell designs matched those obtained by using the
non-uniform initial distribution. In particular, case (a)
yielded the same base cell obtained with the inverse target
Fig. 6. The solid (left) and void/fluid (right) phases of the three-
dimensional base cell results for the isotropic maximum permeability
problem using the (a) target and (b) inverse target initial distributions on a
30 · 30 · 30 element mesh.
Fig. 7. The solid phase of a new base cell extracted from the periodic
material that corresponds to Fig. 6b. The new base cell is nearly identical
to Fig. 6a despite using diﬀerent initial distributions of material.
Fig. 8. The solid (left) and void/fluid (right) phases of the three-dimensional isotropic periodic material with maximized permeability. Eight base cells are
shown (2 · 2 · 2).
J.K. Guest, J.H. Pre´vost / Comput. Methods Appl. Mech. Engrg. 196 (2007) 1006–1017 1015
(a) (b)
Figure 2.6 – (a) Solid and (b) void/fluid phases of the 3D isotropic periodic material with
maximized permeability in a 2 ⇥ 2 ⇥ 2 cells (Guest and Pre´vost, 2007).
ranked laminate to achieve desired energy propagation in a two-phase composite plate. They in-
troduced an algorithm whereby the laminate layer volume fractions and orientations are optimized
at each material point. Figure 2.7 shows the optimal design of a thick plate that is subjected to an
impact load distributed over the entire top surface to focus the energy to the center of the bottom
surface, taken from that study. As seen in the figure, the optimized design e↵ectively concentrates
the energy to the desired region.
a
b c d
e
h
f g
Fig. 8. Energy focusing design: find the rank-3 laminate microstructure to concentrate energy to middle bottom spot. (a) Optimal design (overall vol.
frac.), (b) Vol. frac., layer 1, (c) Vol. frac., layer 2, (d) Vol. frac., layer 3, (e) Orientation, layer 1, (f) Orientation, layer 2, (g) Orientation, layer 3 and (h) Total
energy at times 3.75, 8.25, 10.0, 12.5, 16.25, 20.0, 23.75, 27.5, 30.0, 32.5, 40.0 and 48.8 ms. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
C. Le et al. / J. Mech. Phys. Solids 60 (2012) 351–378362
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Fig. 8. Energy focusing design: find the rank-3 laminate microstructure to concentrate energy to middle bottom spot. (a) Optimal design (overall vol.
frac.), (b) Vol. frac., layer 1, (c) Vol. frac., layer 2, (d) Vol. frac., layer 3, (e) Orientation, layer 1, (f) Orientation, layer 2, (g) Orientation, layer 3 and (h) Total
energy at times 3.75, 8.25, 10.0, 12.5, 16.25, 20.0, 23.75, 27.5, 30.0, 32.5, 40.0 and 48.8 ms. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
C. Le et al. / J. Mech. Phys. Solids 60 (2012) 351–378362
(a)
(b)
Figure 2.7 – Energy focusing design: find the rank-3 laminate microstructure to concentrate
energy to middle bottom spot. (a) Optimal design (overall volume fraction), (b) Total energy
at time 48.8 µs (Le et al., 2012).
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The design of materials with multifunctional characteristics has been investigated in other stud-
ies. In (Torquato et al., 2002, 2003), the topology optimization method for the multifunctional opti-
mization is adopted to maximize the simultaneous transport of heat and electricity in 3D two-phase
composites. Guest and Pre´vost (2006) used topology optimization to design periodic materials that
are optimized for multiple properties and prescribed symmetries. In that study, mechanical sti↵ness
and fluid transport are considered and the microstructure of a unit cell is tailored to maximize bulk
modulus and permeability in periodic materials with cubic elastic and isotropic flow symmetries.
In Challis et al. (2008), the level-set method was used in conjunction with topology optimization to
design isotropic two-phase periodic multifunctional composites to maximize a linear combination
of the e↵ective bulk modulus and conductivity of the composite.
Most of the works presented above are based on linear theory. Even though the idea of imple-
menting optimization methods to nonlinear problems is not new, there are comparatively few stud-
ies that investigated the optimization of the structures and the materials with nonlinear behavior,
probably due to the di culties associated with nonlinear problems. In Chapter 6, we summarized
some of these studies on nonlinear structural optimization. With regards to material design, we
mention the work done by Swan and Arora (1997). In that study, the authors utilized a continuous
topology design optimization framework along with a computational homogenization technique to
design a periodic composite material to enhance the macroscopic sti↵ness and strength. Figure 2.8
shows a strength optimization example for a boron-epoxy composite with a boron volume fraction
of 50%. The initial design is an aligned fiber embedded in a square periodic unit cell (Fig. 2.8(a)).
Figures 2.8 (b) and (c) demonstrate a significant improvement in ultimate transverse shear strength.
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shear strength of 310 MPa, a significant improvement over 
the 46 MPa ultimate strength associated with the aligned 
fiber layout. 
4 0 0  
s00  optimal 
1 0 0  
~ . ~ i . ~  . . 
0 i i ~ J i i i 
. 0 2  ) 4  
2E12 
Fig. 9. Layout of boron (black) epoxy (white) local mixtures 
(grey) to achieve high ultimate strength by the strain-controlled 
energy method for a boron volume fraction of 50%. With Von 
Mises strengths for the boron and epoxy phases taken as 3450 MPa 
and 80 MPa, respectively, the stress-strain relations in transverse 
shear for the original and optimized composites are as shown 
Fig. 8. Layout of graphite (black), epoxy (white), and local 
mixtures (gray) to achieve high ultimate strength by the stress- 
controlled limit analysis method (a) and the strain-controlled en- 
ergy method (b). Von Mises strengths for the graphite and epoxy 
phases were taken as 1550 MPa and 80 MPa, respectiTely. Both 
design calculations enforced upper bound volume fractions con- 
straints of 50% on the graphite phase 
Due to the favourable performance of the strain-controlled 
energy method, a boron-epoxy strength optimization calcu- 
lation was performed for a boron volume fractions of 50%. 
The material layout designs along with the at tendant im- 
provements in ul t imate strength over those associated with an 
aligned fiber microstructure are shown below in Fig. 9. The 
optimized material  layout design has an ult imate transverse 
6.4 Negative Poisson's ratio materials 
The proposed material design method is quite flexible and 
can be used to design the materiM layout problem in compos- 
ites to achieve virtually any desired physically realizable me- 
chanical properties. An achievement of recent interest among 
material designers (Lakes 1987, 1991; Milton 1992; Sigmund 
1994) is the realization of materials having negative Poisson's 
ratios. While of interest as a test of material  design meth- 
ods, negative Poisson's ratio materials also have significant 
potential for a wide range of applications ranging from fas- 
teners (they contract laterally when pushed into a wail, and 
they expand laterally when pulled out), to polymer foams 
surrounding sensors in piezoresistance gauges. 
For the proposed material design method, designing ma- 
terial distributions that  yield such behaviours is a rela- 
tively straightforward task. Under a uniaxial stress test 
(applied $22 loading), the objective function was taken as 
E v12 = - ~ .  The optimization problem was solved subject 
to a 50% global volume fraction equality constraint on the 
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As mentioned earlier, it appears that only one study employs shape opti ization schemes to
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design material microstructures for a prescribed macroscopic response (Ibrahimbegovic´ et al.,
2005). In that study, the model includes a two-phase material, with one phase related to plasticity
and another to damage. The optimization goal is to find the optimal shape of the interface between
two phases in a discretized periodic unit cell domain to minimize or maximize a cost function. An
example from this work is presented in Fig. 2.9. The problem consists of a periodic structure under
a given prescribed displacements loading. The matrix is described by a von Mises elasto-plastic
model and the behavior of inclusions by a damage model. The optimization goal adopted in that
study is to find the optimal shape of inclusions with respect to di↵erent criteria regarding the overall
response of the element. Figure 2.10 shows two optimal designs (i) obtained for maximizing plastic
dissipation with a constraint on the maximum volume and (ii) minimizing plastic dissipation with
a constraint on the minimum work of external forces.
5. Numerical examples
Several numerical examples are chosen and solved in order to demonstrate the
applicability of the proposed design approach. While application to design of a material
with far more complex microstructure can be foreseen for many practical situations, the
main goal of the presented numerical experiments was to validate the solution scheme
for the chosenmodel material with two-phasemicrostructure. In particular, feasibility of
combining multi-scale numerical models, featuring elasto-plastic and damage material
phases at the smaller scales, with efficient gradient-based techniques for constrained
optimization was investigated. We also wanted to draw some attention to problems
previously experienced in the area of material forming (Gresˇovnik, 2000; Gresˇovnik and
Rodicˇ, 2003), such as the presence of substantial noise in the numerical response that can
badly affect the performance of classical optimization algorithms.
A structural element under a given loading (prescribed displacements) was
considered, as depicted in Figure 8. The element is composed of a matrix containing
periodically distributed inclusions of a different material. The material properties of
the matrix are described by the von Mises elasto-plastic model, using the following
yield function, Fp,
Fpðs; qpÞ ¼ kDevðsÞk2
ﬃﬃ
2
3
r
ðsy þ qpÞ; ð49Þ
where DevðsÞ ¼ s2 1=3TrðsÞI is the deviatoric part of the stress s, TrðsÞ is its trace
and I the 3 £ 3 identity matrix. In equation (49) sy represents the initial yield str ss and
q p the plastic hardening function, defined as
qpðjpÞ ¼ ðsp12 syÞð12 e2b pj p Þ; ð50Þ
where j p is the hardening variable, s p1 the plastic saturation stress and b
p the plastic
satu ation exp nent. In our analyses the matrix material parameters take the following
values: sy ¼ 1:0 108; sp1 ¼ 5:0 108; bp ¼ 1; 000:
On the other hand, the behavior of inclusions is described by the damage model
introduced in Ibrahimbegovic et al. (2003) and very similar to the classical plasticity
model described above. It is based on the fracture criterion fun t on, Fd,
Fdðs; qdÞ ¼ TrðsÞ2 ðsf þ qdÞ; ð51Þ
where sf represents the initial fracture stress and q
d the damage hardening function,
defined as
Figure 8.
Studied heterogeneous
structure with periodic
microstructure
Shape
optimization
625
Figure 2.9 – A heterogeneous structure with periodic microstructure (Ibrahimbegovic´ et al.,
2005).
(a) (b)
zone, where it is important to concentrate energy dissipation in a structure. The chosen
d sign goals in engineering applications would not only depen on the purpose for
which a particular structural element would be used but also on the way how this
element is integrated in the whole structure, its interaction with other parts of the
structure or external media, and the range of possible loading conditions. The latter
may gives rise to additional complexities, such as taking into account multiple loading
conditions or simultaneous optimization of internal phase boundary and external
shape of the element. We envisage that the solution scheme could be extended in a
straightforward way to comply with such requirements. Minor extensions would be
n eded a d also be possible in ord r to allow for non-periodic microstructure with
continuous variation of its shape over macroscopic domain.
One of the most crucial components of the presented approach is
parameterization of the interface between the material phases. In the case of a
single inclusion incorporated in the surrounded matrix material, the applied
parameterization can easily be extended to cover more complex shapes. This may
require more robust approach for dealing with mesh distortion, in particular
automatic generation of mesh upon the mesh independent definition of the inclusion
boundary. Beside the technical difficulties this would inevitably lead to more noisy
response functions, and one should consider application of more optimization
techniques that are more robust in the presence of noise. In order to allow even
more general microstructure of the representative volume, some other technique of
defining the interface boundary should be considered, such as the level set method
(Wang et al., 2003). Such situation would arise, e.g. when one should account for
multiple inclusions of irregular shapes and without defined location within the
representative volume. In this case, use of a fixed regular mesh over the complete
domain of the micro problem may be worth of consideration, such that material
composition and representation of the interface between the matrix and inclusion
material would be dealt with at the level of an individual element rather than on the
element interface level (Ibrahimbegovic and Markovic, 2003). As the final challenge
for the future work in this domain, we see the optimal design of the
non-deterministic material structure, where only some probabilistic parameters of
the phase distribution can be adjusted.
Figure 24.
Optimal shapes of
inclusions calculated for:
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Figure 2.10 – Optimal shapes of inclusions calculated for: (a) maximization of plastic dissi-
pation with constraint on maximum volume; and (b) minimization of plastic dissipation with
constraint on the minimum work of external forces (Ibrahimbegovic´ et al., 2005).
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3 Interface-enriched Generalized Finite ElementMethod
3.1 Introduction
A recent addition to the family of Generalized/Extended Finite Element Methods (G/XFEM), the
Interface-enriched Generalized Finite Element Method (IGFEM) was introduced by Soghrati et
al. (Soghrati et al., 2012; Soghrati and Geubelle, 2012) to capture gradient discontinuities present
along material interfaces using non-conforming meshes. In the IGFEM, the enrichment functions
and the associated generalized dofs are created by inserting nodes at the intersections of the inter-
face with the boundaries of the non-conforming elements (Soghrati et al., 2012). This contrasts
with conventional G/XFEM where the generalized dofs are associated with duplicated nodes of
the non-conforming elements (Belytschko et al., 2009; Babusˇka and Banerjee, 2012). However,
similar to G/XFEM, the IGFEM relies for integration purposes on the subdomains decomposition
that conforms to the material interface in the enriched elements. This contrasts with other ap-
proaches such as the finite cell method (Du¨ster et al., 2008; Schillinger et al., 2012; Ruess et al.,
2014), where integration over bi-material cells is performed using adaptive composite Gaussian
quadrature schemes wherein the integration sub-cells do not conform to the interface.
As for G/XFEM, the IGFEM reduces the expensive mesh generation step and handles discon-
tinuous problems with non-conforming meshes. A unique feature of the IGFEM is the evaluation
of the enrichment functions using a linear combination of the standard Lagrangian shape functions
of the integration elements (Soghrati et al., 2012; Soghrati and Geubelle, 2012). In this chapter,
the IGFEM formulation and its implementation are first described. We then present a parametric
IGFEM-based design study of a microvascular composite.
3.2 IGFEM formulation1
In this section, a brief summary of the key features of the IGFEM scheme is presented for com-
pleteness. Interested readers are referred to Soghrati et al. (2012) and Soghrati (2013) for more in-
1This section is adapted from a 2015 article published in Computer Methods in Applied Mechanics and Engineer-
ing (Najafi et al., 2015).
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formation regarding this method. To illustrate the IGFEM formulation, we consider its application
to steady-state heat conduction problems, although some of the examples provided in Chapter 4
also involve structural applications. As shown in Fig. 3.1, the domain ⌦ =
N⌦[
i=1
⌦i ⇢ R2,
N⌦\
i=1
⌦i = ;
with closure ⌦¯ is bounded by @⌦ = ⌦¯   ⌦ with outward normal vector n, where N⌦ is the num-
ber of subdomains ⌦i, i = 1, 2, ...,N⌦. The boundary @⌦ is split into two complementary subsets
S q and S u, i.e., @⌦ = S u [ S q and S u \ S q = ;, over which heat flux q and temperature u¯ are
prescribed. It is assumed that the material interfaces are smooth, are defined by   =
N [
i=1
 i ⇢ R
and satisfy
N \
i=1
 i = ;, where N  is the number of interfaces. The normal vector on each material
interface  i is denoted as ni.
Comput Mech (2007) 40:1037–1052 1039
ΩS
ΩR
Ω
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Fig. 1 A body with interfaces, which consists of interfacial
domain !S and the regular domain !R bounded by ∂!
The derivative of u(x) can be defined everywhere except
on the interface itself. The interface is assumed to be
smooth; strictly speaking, it is a bounded (n − 1)-
dimensional smooth manifold embedded in Rn. It may
consist of the disjoint smooth interfaces #i as follows
# =
N# 
i=1
#i (3)
whereN# is the number of smooth interfaces. As shown
in Fig. 1, the considered domain ! can be split into reg-
ular domain!R and an interfacial domain!S where the
interfacial domain is defined by
!Si ≡ {x ∈ ! |dist(x,#i) < γ ρx}, γ > 1 (4)
so that !S =  N#i=1!si and !R = ! \ !S. ρx is the dila-
tion function; it varies according to the node density
and is required to be continuous in !. Assume that the
function u(x) belongs to C0,1(!) ∩ Cm(! \ #) for some
positive integerm, which can be divided into the regular
part and singular part. The regular part of u(x) can be
written as
u(x)− u#(x) ∈ Cl(!), l ≤ m (5)
if the singular part derived from the interface # is given
by
u#(x) ∈ C0,1(!) ∩ Cm(! \ #) (6)
whereC0,1(!) denotes the space of Lipschitz continuous
functions.
The regular part is approximated by the polynomial
basis since it is smooth function in Cl(!). The singu-
lar part has a jump in the first derivative field across
the interface. The jump can be approximated by the
derivative of a wedge function. Thus, we can write the
decomposition of the function
u(x) = u#(x)      
Singular part
+ (u(x)− u#(x))      
Regular part
. (7)
For the explanation of this situation, Fig. 2a depicts
an 1D function; the function has a wedge and its first
derivative shows adiscontinuity across the interface.The
regular and singular parts of the 1D function u(x) are
plotted in Fig. 2c, e, respectively. Figure 2b, d, f shows
the corresponding derivatives of the original function
and decomposed parts.
Now, let us consider the local approximation uL(x, x¯)
of u(x) in a small neighborhood of x¯. When the domain
of influence of x¯ touches the interface, the asymptotic
local approximation with derivative jump is given by
uL(x, x¯) ≡ uSL(x, x¯)+ uRL(x, x¯) (8)
where uRL(x, x¯) and u
S
L(x, x¯) represent the local approx-
imation of regular part and singular part of uL(x, x¯),
respectively. For the construction of uRL(x, x¯), let pm be
a polynomial basis vector of orderm, which is the array
of elements in lexicographic order of the set defined as
pm(x) ≡ {xα | |α| ≤ m}. (9)
This set spans the complete polynomials up to order
m. The dimension of pm(x) is r ≡ (n+m)!n!m! . The regular
part can be approximated by the linear combination of
normalized polynomials as follows
uRL(x, x¯) = pTm
 
x− x¯
ρx
 
aR(x¯) ≡
r 
k=1
bkR(x, x¯) a
k
R(x¯) (10)
where pm
 
x−x¯
ρx
 
= (b1R(x, x¯), . . . ,brR(x, x¯)) and aR(x¯) =
(a1R(x¯), . . . , a
r
R(x¯)) contain the corresponding unknown
coefficients. Only the regular part is used as a local
approximation uL(x, x¯), unless the domain of influence
of x¯ is cut or slit by the interface. If there is no comment
on the vector notation, then it is regarded as a column
vector.
The singular part of uL(x, x¯) is approximated by tak-
ing the following local wedge approximation:
uSL(x, x¯) =
s 
k=1
bk#(x, x¯) a
k
#(x¯),
s ≤ l, x¯ ∈ !S, and x ∈ !, (11)
where bk#(x, x¯)’s are local wedge basis functions and
a#(x¯) ≡ (a1#(x¯), . . . , as#(x¯)) is the unknown coefficient
vector. It is worth noting that the local wedge basis func-
tions depend on two variables, x and x¯. The variable x¯ is
in fact the localizing variable. The emphasis of this paper
is on the construction of such local wedge functions and
 
 1
 2
 3
 4
 1
 2
 3
  
Sq
Su
)(#
)(# n
n1
n2
n3
Figure 3.1 – Schematic of the geometry and boundary conditions. A subset of the non-
conforming finite element mesh is also shown.
Given the thermal conduct vity ten or  : ⌦¯ ! R ⇥ R, heat source Q¯ : ⌦ ! R, u¯ : S u ! R,
q : S q ! R, the strong form of the governing equations are described as: Find the temperature
field u : ⌦¯! R such that
r · (ru) + Q¯ = 0 in ⌦,
u   u¯ = 0 on S u,
ru · n   q = 0 on S q.
(3.1)
Given the space of the weight functions W = nw ⇢ H10 ⇣⌦¯⌘o and the solution functions Un
u ⇢ H1 ⇣⌦¯⌘ : u|S u = u¯o, the weak f rm of (3.1) is expressed as: Find u 2 U such thatZ
⌦
rw ·  u d⌦ =
Z
S q
wq d  +
Z
⌦
wQ¯ d⌦ 8w 2W. (3.2)
In the IGFEM, we discretize the domain ⌦ u ⌦h with a mesh that does not conform to the
material interfaces. The temperature field in each element intersected by an interface takes the
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form
uh (X) =
nX
i=1
Ni (X) ui +
n X
j=1
 j (X)↵ j =
h
N (X)  (X)
i 8>><>>: UA
9>>=>>; , (3.3)
where the first sum on the right hand side of (3.3) represents the classical finite element approx-
imation with the n standard finite element shape functions Ni (X) and the standard nodal dofs ui,
and the second sum represents the augmented contribution with the n enrichment functions  j (X)
and their associated generalized dofs ↵ j. In the IGFEM, generalized dofs are assigned to interface
nodes inserted to the locations where the interface intersects the element edges.
To evaluate the enrichment functions  j (X), consider an enriched (parent) element with domain
⌦e that is divided into two subdomains ⌦(1)e and ⌦
(2)
e by the internal interface (Fig. 3.2). These sub-
domains serve as the integration (children) elements, and the enrichment functions corresponding
to the interface nodes E1 and E2 are the standard Lagrangian shape functions defined piecewise
over the integration elements as
 1 (X) =
8>>><>>>:  
(1)
1 (X) = N
(1)
1 (X) 8X 2 ⌦(1)e
 (2)1 (X) = N
(2)
2 (X) 8X 2 ⌦(2)e
,
 2 (X) =
8>>><>>>:  
(1)
2 (X) = N
(1)
2 (X) 8X 2 ⌦(1)e
 (2)2 (X) = N
(2)
1 (X) 8X 2 ⌦(2)e
. (3.4)
Since the standard Lagrangian shape functions are used to construct the enrichment functions
 j (X), by definition they vanish at the nodes and the edges of the element that do not intersect the
interface. For example, for an enriched 3-node triangular element ⌦e, N (X) appearing in (3.3) is a
1 ⇥ 3 row vector, composed of the standard Lagrangian shape functions associated with ⌦e, while
 (X) is a 1⇥2 row vector, containing the shape functions  1 and  2 corresponding to the enriched
interface nodes E1 and E2, as shown in Fig. 3.2.
As usual, we use the derivatives of the shape functions to approximate the thermal gradients as
@uh (X)
@X
=
h
@N(X)
@X
@ (X)
@X
i 8>><>>: UA
9>>=>>; = h BN (X) B (X) i
8>><>>: UA
9>>=>>; , (3.5)
where the definition of BN and B are self-evident.
For heat conduction problems, the implementation of the IGFEM results in the following system
of linear equations:
KU = F, (3.6)
where U is the global nodal solution vector, F denotes the global nodal force vector, and K is the
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Figure 4. Evaluation of th
e enrichment functions in
the interface generalized F
EM: two scenarios for cre
at-
ing the integration elemen
ts and corresponding enric
hment functions based on
the location of the interfa
ce
in the intersected triangula
r element.
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Figure 5. Scaling the enri
chment functions using a
parabolic function based
on the distance between a
n
interface node and nodes
of the element’s edge to a
void ill-conditioning. The
dash-dotted line denotes t
he
location of the interface.
In this case, the high aspe
ct ratio of resulting integr
ation elements and conseq
uently the large gradi-
ent values of the correspon
ding enrichment functions
may lead to the formation
of an ill-conditioned
stiffness matrix. In fact, th
is issue is a substantial pro
blem in adaptive methods
where creation of a
conforming mesh from th
e original mesh is desired
, and often, special techni
ques are required for
handling the resulting ill-c
onditioned matrices [32].
To avoid the aforemention
ed problem, we can scale t
he enrichment functions t
o control their gra-
dient values in the numeri
cal solution [26]. It must be rem
embered that the closer an
interface node
is located to one of the no
des of the parent element
, the smaller the correspo
nding coefficient ˛i ,
appearing in (9). Thus, one can s
cale down the enrichment
functions as the interface n
ode gets closer
to one of the nodes of the p
arent element’s edge witho
ut affecting their performa
nce in modeling the
gradient discontinuity alo
ng the interface. In other
words, instead of using th
e original enrichment
functions in this case, wh
ich leads to a very large g
radient value and yields a
vanishing coefficient
˛i , scaling down the e
nrichment function contro
ls the gradient value while
avoiding an excessively
large value of ˛i . The re
lative location of the inte
rsection point along the e
dge of the element is
quantified by
! WD min
.kx1 ! xintk , kx2 ! xintk/
kx2 ! x1k
,
(10)
where x1 and x2 are the no
des defining the intersectin
g edge of the parent eleme
nt with the interface
and xint is the intersection
point over this edge. We
then scale the enrichmen
t function by factor
s D 4!2 , appearing in (9), which is
a parabolic function with
a unity value in the middle
of the ele-
ment’s edge and zero at it
s defining nodes (Figure 5). Thi
s scaling can be introduce
d for any value
of !, or only when it is bel
ow a chosen threshold (say, ! <
0.01).
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In this case, the high aspe
ct ratio of resulting integr
ation elements and conseq
uently the large gradi-
ent values of the correspon
ding enrichment functions
may lead to the formation
of an ill-conditioned
stiffness matrix. In fact, th
is issue is a substantial pro
blem in adaptive methods
where creation of a
conforming mesh from th
e original mesh is desired
, and often, special techni
ques are required for
handling the resulting ill-c
onditioned matrices [32].
To avoid the aforemention
ed problem, we can scale t
he enrichment functions t
o control their gra-
dient values in the numeri
cal solution [26]. It must be rem
embered that the closer an
interface node
is located to one of the no
des of the parent element
, the smaller the correspo
nding coefficient ˛i ,
appearing in (9). Thus, one can s
cale down the enrichment
functions as the interface n
ode gets closer
to one of the nodes of the p
arent element’s edge witho
ut affecting their performa
nce in modeling the
gradient discontinuity alo
ng the interface. In other
words, instead of using th
e original enrichment
functions in this case, wh
ich leads to a very large g
radient value and yields a
vanishing coefficient
˛i , scaling down the e
nrichment function contro
ls the gradient value while
avoiding an excessively
large value of ˛i . The re
lative location of the inte
rsection point along the e
dge of the element is
quantified by
! WD min
.kx1 ! xintk , kx2 ! xintk/
kx2 ! x1k
,
(10)
where x1 and x2 are the no
des defining the intersectin
g edge of the parent eleme
nt with the interface
and xint is the intersection
point over this edge. We
then scale the enrichmen
t function by factor
s D 4!2 , appearing in (9), which is
a parabolic function with
a unity value in the middle
of the ele-
ment’s edge and zero at it
s defining nodes (Figure 5). Thi
s scaling can be introduce
d for any value
of !, or only when it is bel
ow a chosen threshold (say, ! <
0.01).
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Figure 3.2 – Creation of integration elements: (a) schematic of an enriched element, which
is cut by an interface; (b) two integration elements used to compute the shape functions; (c)
enrichment function associat d with the nriched nodes E2.
global sti↵ness matrix. As usual, K is assembled from the element sti↵ness matrices Ke,
Ke =
Z
⌦e
BT (X)D (X)B (X) d⌦, (3.7)
where D is the thermal conductivity a rix, a d
B (X) =
h
BN (X) B (X)
i
. (3.8)
Substituting (3.8) into (3.7) results in
Ke =
2666664 Keuu Keu↵Ke↵u Ke↵↵
3777775 , (3.9)
where
Keuu =
2X
i=1
Z
⌦
(i)
e
BTN (X)D (X)BN (X) d⌦,
Keu↵ =
2X
i=1
Z
⌦
(i)
e
BTN (X)D (X)B (X) d⌦, (3.10)
Ke↵u =
2X
i=1
Z
⌦
(i)
e
BT (X)D (X)BN (X) d⌦,
Ke↵↵ =
2X
i=1
Z
⌦
(i)
e
BT (X)D (X)B (X) d⌦.
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The above holds for the elements that are intersected by the interface; for the all the other elements
B = 0 and the element sti↵ness matrix takes the usual form. Similarly, the global nodal force
vector F in (3.6) is assembled from the element nodal force vector Fe,
Fe =
Z
⌦e
NT (X) Q¯ (X) d⌦ +
Z
 e\S q
NT (X) q (X) d , (3.11)
where Q and q are the heat source and applied heat flux defined on element ⌦e and element bound-
ary  e \ S q, respectively, and N is the element shape function vector, given as
N (X) =
h
N (X)  (X)
i
. (3.12)
Substituting (3.12) into (3.11) leads to
Fe =
2666664 FeuFe↵
3777775 , (3.13)
where
Feu =
2X
i=1
(Z
⌦
(i)
e
NT (X) Q¯ (X) d⌦ +
Z
 
(i)
e \S q
NT (X) q (X) d 
)
,
Fe↵ =
2X
i=1
(Z
⌦
(i)
e
 T (X) Q¯ (X) d⌦ +
Z
 
(i)
e \S q
 T (X) q (X) d 
)
. (3.14)
As with the element sti↵ness matrix, Fe↵ , 0 only for the intersected enriched elements.
We use a standard isoparametric FEM wherein the integrals that define the element sti↵ness
matrices and load vectors are computed via Gaussian quadratures. However, this requires special
care over the enriched elements due to discontinuity of the interpolation, as the enriched element
⌦e must be split into its two integration elements ⌦(1)e and ⌦
(2)
e . To this end and without loss of
generality, refer to Fig. 3.3, which illustrates the required isoparametric mappings for evaluating
the shape functions over the integration element ⌦(2)e of Fig. 3.2. As seen in Fig. 3.3, a master
integration element ⌦˜(2)c is the image of the integration element ⌦
(2)
e under the map f˜(2)c , i.e., f˜(2)c :
⌦˜(2)c ! ⌦(2)e such that
X = f˜(2)c (rc)
= N˜(2)c (rc)X(2)e ,
(3.15)
where X(2)e is a 4⇥ 2 matrix corresponding to the nodal coordinates of the integration element ⌦(2)e ,
and N˜(2)c is a 1 ⇥ 4 row vector containing the Lagrangian shape functions defined over the master
16
element ⌦˜(2)c . Note that f˜(2)c (rc) = X is a row vector and, thusly, its derivatives will be the transpose
of the “usual” form.
Figure 3.3 also shows that the enriched element ⌦e is the image of the master enriched element
⌦ˆp under the map fˆp, i.e., fˆp : ⌦ˆ(2)p ! ⌦e such that
X = fˆp
⇣
rp
⌘
= Nˆp
⇣
rp
⌘
Xe,
(3.16)
where Xe is a 3 ⇥ 2 matrix composed of the nodal coordinates of the enriched element ⌦e, and Nˆp
is a 1 ⇥ 3 vector containing the Lagrangian shape functions defined over the master element ⌦ˆp.
Using the above mappings, the shape functions for integration element ⌦(2)e takes the form
N (X) |X=fˆp(fcp(rc))=f˜(2)c (rc) =
h
N
⇣
X |X=fˆp(fcp(rc))
⌘
 (2)
⇣
X |X=f˜(2)c (rc)
⌘ i
=
h
Nˆp
⇣
rp
⌘ |rp=fcp(rc)  ˜(2) (rc) i
=
h
Nˆp   fcp (rc)  ˜(2) (rc)
i
,
(3.17)
where  ˜(2) is a 1 ⇥ 2 row vector containing the Lagrangian shape functions in N˜(2)c which are
 ˆp rp
rp1
rp2
 ˜(2)c
rc rc2
rc1
x
y 1 
3 
X
E1
E2
2 
 (1)e
 (2)e
 e
fˆp (r
p ) =
X
f c
p
(r
c
)
=
r p
f˜
(2)
c
(rc)
= X
Figure 3.3 – Mappings used to evaluate the shape functions at an integration point X. f˜ (2)c (rc)
is the mapping from the master element ⌦˜(2)c to the integration element ⌦
(2)
e , whereas fˆp
⇣
rp
⌘
maps the master element ⌦ˆp to the element ⌦e (triangle 1  2  3), and fcp
⇣
rp
⌘
is a composite
mapping defined as fˆ#p   f˜(2)c .
associated to the enriched interface nodes E1 and E2, as shown in Figs. 3.2 and 3.3 and described
in Eqs. (3.4) and (3.12). The shape function  (2) is evaluated at X 2 ⌦(2)e ⇢ ⌦e by using the
mapping f˜(2)c from the master element ⌦˜(2)c to the integration element ⌦(2)e , i.e., f˜(2)c : ⌦˜(2)c ! ⌦(2)e
(Fig. 3.3). On the other hand, N is evaluated at X 2 ⌦(2)e ⇢ ⌦e using the mapping fˆp : ⌦ˆp ! ⌦(2)e .
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In performing integrations over ⌦(2)e , however, we require that N be evaluated via a map from ⌦˜(2)c .
This is done by introducing the composite map fcp = fˆ#p   f˜(2)c : ⌦˜(2)c ! ⌦ˆp defined such that
rp = fcp (rc) = fˆ#p   f˜(2)c (rc) = fˆ#p
⇣
f˜(2)c (rc)
⌘
, (3.18)
where fˆ#p : ⌦(2)e ! ⌦ˆp is the inverse map of fˆp. Implementing the mappings presented in Fig. 3.3,
the computation of BN for integration element⌦(2)e over its corresponding master element ⌦ˆ(2)e takes
the form
BN (X) |X=fˆp(rp) =
@
@X
N
⇣
X |X=fˆp(rp)
⌘
= Jˆ 1p
⇣
rp
⌘ @Nˆp ⇣rp⌘
@rp
|rp=fcp(rc),
(3.19)
where we define the derivatives
@Nˆp
⇣
rp
⌘
@rp
=
266666664
@Nˆp1(rp)
@rp1
@Nˆp2(rp)
@rp1
@Nˆp3(rp)
@rp1
@Nˆp1(rp)
@rp2
@Nˆp2(rp)
@rp2
@Nˆp3(rp)
@rp2
377777775 , (3.20)
and where
Jˆp
⇣
rp
⌘
=
266666664
@(fˆp(rp))1
@rp1
@(fˆp(rp))2
@rp1
@(fˆp(rp))1
@rp2
@(fˆp(rp))2
@rp2
377777775 = @fˆp
⇣
rp
⌘
@rp
(3.21)
is the Jacobian of the mapping from the master element ⌦ˆp to the enriched element ⌦e. Similarly,
B(2) (X) |X=f˜(2)c (rc) =
@
@X
 (2)
⇣
X |X=f˜(2)c (rc)
⌘
= J˜ 1c (rc)
@ ˜(2) (rc)
@rc
,
(3.22)
where J˜c (rc) =
@f˜(2)c (rc)
@rc
and
@ ˜(2)
@rc
are defined analogously to Jˆp and
@Nˆp
@rp
.
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3.3 Application: computational design of an actively-cooled
microvascular composite panel2
Before combining the IGFEM described in the previous section with a gradient-based shape op-
timization scheme in Chapter 4, we present in this section an IGFEM-based parametric design
study for an actively-cooled microvascular composite panel. Actively-cooled microfluidics and
microvascular materials have found a wide range of applications in engineering flow systems such
as microelectromechanical (MEMS) devices, liquid-cooled batteries, and IR sensors. One of the
latest advances in manufacturing such systems has been achieved via the implementation of the
sacrificial fiber technique to create microvascular woven composites (Esser-Kahn et al., 2011). In
this approach, catalyst-impregnated sacrificial polylactide (PLA) fibers are embedded in the 3D
woven preform and evacuated through a thermal treatment process after curing the matrix to form
the hollow microchannels. These microchannels can be fabricated with diameters ranging from
100 µm to 1 mm and di↵erent configurations based on the weave style of the 3D composite.
In this work, we study the computational design of an Actively-Cooled Polymer Matrix Com-
posite (AC-PMC) plate with an epoxy matrix and glass fibers with straight and sinusoidal-shaped
embedded microchannels with a diameter of D = 500 µm diameters. Schematics and pictures of a
3D woven composite sample with four parallel embedded sacrificial fibers and hollow microchan-
nels created after evacuating these fibers are presented in Fig. 3.4.
(a) (b)
Figure 3.4 – Schematic and optical images of (a) the sacrificial PLA fibers (shown in pink
color) embedded as the z-fibers in a 3D woven epoxy matrix / glass fiber composite specimen
and (b) the hollow microchannels formed after evacuating the sacrificial fibers, filled with a
fluid shown in yellow. Figures adapted from (Esser-Kahn et al., 2011).
Active thermal management in the microvascular composite is achieved via the active flow of a
coolant through the microchannels. The main objective in the design of this actively-cooled system
2This section is adapted from a article by Soghrati, Najafi et al., published in International Journal of Heat and
Mass Transfer (Soghrati et al., 2013) and a conference paper by Najafi et al., published in Proceedings of the 54th
AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials Conferences (Najafi et al., 2013).
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is to minimize its maximum temperature. The void volume fraction associated with the embedded
microchannels must also be minimized to preserve the composite mechanical properties. On the
other hand, while the coolant flow rate needed to achieve the allowable temperature is often very
low (less than 10 ml/min), the small diameter of the microchannels necessitates a relatively large
pressure head to circulate the coolant. Therefore, evaluating the optimal value of the coolant flow
rate, which directly a↵ects the pressure drop in the microchannels, is also a key factor in the design
of the microvascular system.
To simulate the convective heat transfer in the microvascular composite, we implement the
Interface-enriched Generalized Finite Element Method (IGFEM) described in Section 3.2. There-
fore, in this parametric design study, the application of the IGFEM significantly enhances the nu-
merical simulations and speeds up the design process by eliminating the laborious task of creating
conforming meshes for each microchannel configuration.
To evaluate the temperature field in the AC-PMC plate we implement the convection-di↵usion
equations. In this problem, the domain is considered as ⌦ = ⌦ f [ ⌦s ⇢ R3 such that ⌦ f \
⌦s = ;, where ⌦ f and ⌦s correspond to the fluid and the solid phases in a microvascular PMC
material, respectively. Here, in contrast to the formulation presented in Section 3.2, in which the
IGFEM formulation for a steady-state conduction problem was described, the strong form of the
convection-di↵usion equations contains the additional convective term and boundary condition.
Details on the strong and weak forms of the equation and the finite element formulation for this
problem can be found in (Soghrati et al., 2013). It is worth mentioning that, in this study, the
IGFEM thermal solver is stabilized using the Streamline Upwind Petrov-Galerkin (SUPG) scheme
(Hughes and Tezduyar, 1984; Brooks and Hughes, 1982) to eliminate the spurious oscillations
observed in numerical solutions of this convection-dominated heat transfer problem.
3.3.1 Problem description
The schematic of the embedded sinusoidal microchannels in the 3D woven composite and the
computational domain adopted to evaluate the thermal response of the actively-cooled system are
illustrated in Fig. 3.5. Taking the advantage of symmetry, the computational domain is limited
to one microchannel embedded in a periodic domain. To perform the numerical simulations for
the thermal design of this system, we have evaluated the e↵ective thermal properties of the woven
composite using an FEM-based homogenization scheme as ¯xx = 0.47, ¯yy = 0.45, and ¯zz = 0.4
W/mK in the principal material axes directions. Water with the thermal conductivity  f = 0.6
W/mK, density ⇢ f = 1000 kg/m3, and specific heat cp = 4182.5 J/kgK is employed as the coolant,
which enters the microchannels at room temperature Tin = 20  C. To evaluate the pressure drop in
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the microchannels, we adopt the classical equation (Brebbia and Ferrante, 1983)
 p =
Z
Lf
128µ f m˙
⇢ f⇡D4
ds, (3.23)
where m˙ is the coolant mass flow rate, D is the microchannel diameter, and ⇢ f is the coolant
density. We implement the Seeton relation (Seeton, 2006) to capture the temperature dependence
of the dynamic viscosity µ f of water in the microchannels:
µ f
⇣
T f
⌘
= 2.414 ⇥ 10 247.8T f  140 5, (3.24)
where T f is the fluid temperature in Kelvin.
Q
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2A
 
q¯
x
y
z
(c)
(a) (b)
Figure 3.5 – (a) Schematic of the AC-PMC plate with parallel sinusoidal microchannels; (b)
Reduced computational domain adopted by modeling a single embedded microchannel with
periodic BC along the surfaces parallel to the microchannel centerline plane; (c) Details of
the non-conforming finite element mesh used in the IGFEM analysis.
The design parameters studied in this work are illustrated in Fig. 3.5(b). In addition to the
microchannels wavelength   and amplitude A, the domain length L and microchannel spacing (or
width) W are considered as design parameters, while the plate thickness H is kept constant at 6
mm. The coolant flow rate Q and the applied heat flux q¯ over the bottom surface of the plate
are considered as the other design parameters. Moreover, we study the impact of two types of
boundary conditions (BC) over the top surface of the plate: a fixed temperature of T¯ = 20  C and
a convective BC with h = 25 W/m2K and T¯1 = 20  C as the heat transfer coe cient and ambient
temperature, respectively. Table 3.1 presents the design parameters and the choices made for each
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one during this study.
Table 3.1 – Design parameters and their ranges studied for the design of the AC-PMC plate
shown in Fig. 3.5.
Design parameter Values / options
Top surface boundary condition Fixed temperature, convective
Flow direction in adjacent channels Similar, opposite
Coolant flow rate Q (ml/min) 0.1, 0.5, 1, 2, 5, 10
microchannel wavelength  (mm) 10, 20, 40
microchannel amplitude A (mm) 0, 1.25, 2.5
microchannels spacing W (mm) 1, 2, 4, 8
Length of the PMC plate L (cm) 10, 20, 30, 40
Applied heat flux q  (kW/m ) 10, 20, 25, 50, 100
Coolant type Water, PAO, ethylene glycole
 
2
To determine the optimal thermal design of the actively-cooled microvascular composite, we
need to consider both the e ciency and the cost of the active cooling. To that e↵ect, we introduce
the thermal e ciency ⌘T , energy e ciency ⌘E, and coe cient of performance  E of the system,
which are defined as
⌘T = 1   Tmax   TrefT 0max   Tref , ⌘E =
m˙cp
⇣
T f ,out   T f ,in
⌘
q¯Ab
, (3.25)
 E =
m˙cp
⇣
T f ,out   T f ,in
⌘
P
=
⇢cp
⇣
T f ,out   T f ,in
⌘
 p
. (3.26)
In the equations above, Tref = 20  C is the reference temperature, Tmax and T 0max are the maximum
temperature with and without the flow in the microchannels, Ab = WL is the area of the bottom
surface of the plate along which the heat flux q¯ is applied, P =
m˙ p
⇢
= Q p is the power needed
to circulate the coolant through the microchannels, and T f ,in and T f ,out are the entrance and exit
temperatures of the coolant, respectively. The thermal e ciency ⌘T is a measure of how well
the maximum temperature of the system has been decreased via the active cooling. The energy
e ciency ⌘E is a measure of the thermal energy removed from the system through the coolant
circulating in the microchannels. It also determines the maximum allowable temperature of the
coolant, which is assumed as T f ,out = 100  C for water at the outlet. Finally, the coe cient of
performance  E is the ratio of the heat convected away from the microvascular composite to the
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power required for pumping the coolant, and therefore combines in one coe cient the e ciency
and cost of the cooling.
3.3.2 Results
The temperature fields evaluated in the actively-cooled microvascular composite with five dif-
ferent microchannels configurations using the stabilized IGFEM thermal solver are illustrated in
Fig. 3.6. All the results shown in this figure are computed using the same non-conforming finite
element mesh, shown in Fig. 3.5(c), with 98799 nodes and 487420 elements. The figure shows
that, for this special case, the straight microchannel configuration yields the lowest temperature in
the actively-cooled system. In fact, simulation results obtained for a wide range of thermal loading
conditions show that, for an actively-cooled composite panel with the top surface convective BC,
the straight microchannel configuration is always optimal, regardless of the length of the domain
and the coolant flow rate. However, as indicated below the situation is di↵erent when we use fixed
temperature BC over the top surface.
T ( C)
20 75 12510050
Figure 3.6 – Temperature field
associated with five di↵erent mi-
crochannel configurations embed-
ded in actively-cooled composite
system with L = 10 cm, W = 1
mm, q¯ = 10 kW/m2, Q = 1 ml/min,
and the top surface convective BC.
The temperature profile along the lower edge of the domain, i.e., the location with the high-
est temperature in the entire plate, is illustrated in Fig. 3.7 for a plate with L = 40 cm, q¯ = 10
kW/m2, and subjected to convective BC along the top surface. Four microchannel configurations
are presented for two values of the flow rate: Q = 0.1 (Fig. 3.7a) and Q = 1 ml/min (Fig. 3.7b).
As apparent in these figures, straight microchannels yield the lowest maximum temperature in the
composite plate for both flow rates. Moreover, as we move from a low flow rate (Q = 0.1 ml/min)
to a larger one (Q = 1 ml/min), the temperature profile associated with the straight microchan-
nel provides a lower bound for the temperature obtained for sinusoidal microchannels. Since the
sinusoidal microchannels yield higher void volume fractions and pressure drops than the straight
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microchannels for the top surface convective BC and L < 40 cm, the straight microchannel config-
uration is optimal for all three objective functions.
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Figure 3.7 – Temperature profile associated with four microchannel configurations along the
bottom edge of the domain for the convective BC case and W = 1 mm, q¯ = 10 kW/m2, and
(a) Q = 0.1 and (b) Q = 1.0 ml/min. The wavelength   and amplitude A are given in mm.
Figure 3.8 presents similar results as Fig. 3.7, but for the case of fixed temperature BC along
the top surface. As for convective BC, the straight microchannel configuration yields the lowest
maximum temperature when Q = 1.0 ml/min (Fig. 3.8b). However, as shown in Fig. 3.8a, for a
lower flow rate,Q = 0.1 ml/min, the sinusoidal microchannel with the smallest wavelength   = 10
mm and the largest amplitude A = 2.5 mm yields the lowest value of the maximum temperature. In
this case, the sinusoidal configuration of the microchannel allows an e↵ective redistribution of the
heat between the top and the bottom surfaces of the plate, which leads to a periodic temperature
profile. As illustrated in Fig. 3.8a, the temperature associated with the straight microchannel is
monotonically increasing and eventually exceeds that of the sinusoidal microchannel at a critical
length Lc = 8.56 cm. In other words, if L > Lc = 8.56 cm, using the sinusoidal microchannel is
more e↵ective in reducing the maximum temperature of the composite than a straight microchannel
design.
Figure 3.9 illustrates the critical length Lc versus the coolant flow rate Q in a microvascular
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Figure 3.8 – Same as for Fig. 3.7, but with the fixed temperature BC along the top surface.
composite plate with W = 1 mm and a fixed temperature BC along the top surface. We define the
critical length as the minimum length of the domain at which the sinusoidal-shape microchannels
yield a better thermal e ciency than straight microchannels. Note that, for Q > 0.5 ml/min, the
critical length is greater than Lc = 40 cm. Since, for the application considered in this work, the
length of the domain is always chosen to be less than L = 40 cm and the required flow rate needed
to satisfy the constraint Tmax < 300  C in the composite3 is usually greater than Q = 0.5 ml/min,
the straight microchannel is the optimal configuration.
3.3.3 Optimization study with straight microchannels
Figure 3.10 illustrates the variations of ⌘T , ⌘E, and  E defined in (3.25) and (3.26) versus the
coolant flow rate Q for a microvascular plate microchannels spacing W = 1 mm and heat flux
q¯ = 100 kW/m2. The domain studied in Figs. 3.10a and 3.10b have the lengths of L = 10 cm and
L = 40 cm, respectively. According to these results, increasing the flow rate Q in the microchannels
increases both ⌘T and ⌘E, while it decreases  E. In other words, although implementing a larger
3Tmax = 300  C is chosen as the limitation temperature value beyond which the matrix starts to degrade.
25
010
20
30
40
0 0.1 0.2 0.3 0.4 0.5
Q (ml/min) 
  = 10, A = 1.25 mm
  = 10, A = 2.5 mm
  = 20, A = 2.5 mm
L
c
(c
m
)
Figure 3.9 – Critical length Lc of the
actively-cooled microvascular composite
panel versus the coolant flow rate Q for a
computational domain with W = 1 mm and
top surface fixed temperature BC. The crit-
ical; length denotes the length of the com-
posite plate at which sinusoidal microchan-
nels (with wavelength   and amplitude A)
are more e cient at reducing the maximum
temperature Tmax of the plate than straight
microchannels.
flow rate removes more heat from the domain and improves both thermal and energy e ciencies,
its negative impact on increasing the power needed to circulate the coolant is more significant.
Moreover, a direct comparison of Figs. 3.10a and 3.10b shows that, while increasing the domain
length L negatively a↵ects ⌘T and ⌘E, its impact on  E is the opposite.
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Figure 3.10 – Thermal e ciency ⌘T , energy e ciency ⌘E, and coe cient of performance  E
versus Q for an actively-cooled microvascular plate with q¯ = 100 kW/m2 and (a) L = 10 cm
and (b) L = 40 cm. The solid and dashed lines represent the results for convective and fixed
temperature BC, respectively.
Figure 3.11 presents the dependence of Tmax and T f ,out on the flow rate Q and applied heat flux
q¯ in the form of the design map for a microvascular PMC plate with W = 1 mm, top surface
convective BC, and L = 40 cm. In this figure, the maximum temperature of the composite, Tmax,
is shown with solid contour lines, while the average coolant temperature at the outlet, T f ,out, is
presented by the dashed lines for di↵erent values of q¯ and Q. Since the maximum allowable
temperature for the polymer matrix is set at 300  C, the contours for Tmax > 300  C are not depicted.
These results correspond to PMC plates with the convective BC along the top surface. However,
26
these results are almost identical for the fixed temperature BC at top, except for slight di↵erences
at low flow rates.
To design the AC-PMC plate, the minimum required value of flow rate Q for any value of applied
heat flux q¯ can be evaluated by using the contour presented in Fig. 3.11. As apparent there, since
the area covered by T f ,out < 100  C (for the case of water chosen as coolant) is smaller than that
covered by Tmax < 300  C for the range of design parameters considered in this work, the minimum
required flow rate Q is dictated by the constraint on maximum allowable temperature T f ,out of the
coolant. For example, Fig. 3.11 shows that, for a domain with L = 40 and q¯ = 50 kW/m2, we need
to provide a minimum flow rate of Q = 1.3 ml/min to keep the composite maximum temperature
in the allowable range, Tmax < 300  C. However, a flow rate almost three times larger, Q = 3.7
ml/min, is needed to satisfy the constraint T f ,out < 100  C for water.
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Figure 3.11 – T f ,out and Tmax versus Q
and q¯ for a microvascular PMC plate with
W = 1 mm, top surface convective BC,
and L = 40 cm. The dashed and con-
tour lines correspond to T f ,out and Tmax, re-
spectively, with the contour values of Tmax
written in boxes.
3.3.4 Parallel versus counter-flow configuration
The thermal impact of parallel versus counter-flow configurations in adjacent microchannels is
also studied numerically. The temperature distribution over the inlet and outlet surfaces of the
microvascular plate is shown in Fig. 3.12 for Q = 1 ml/min, L = 10 cm, q¯ = 10 kW/m2, and
convective BC over the top surface. The figure illustrates that the temperature over the outlet
surface of the domain with the unidirectional flow is noticeably higher than the temperature over
the inlet/outlet surfaces of the domain with the counter-flow, due to the presence of the adjacent
colder fluid.
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Figure 3.12 – Temperature field over the inlet
and outlet surfaces of an AC-PMC plate with
W = 1 mm, L = 10 cm, q¯ = 10 kW/m2, and
convective BC: (a) inlet and (b) outlet sur-
faces for the unidirectional flow and (c) in-
let/outlet surfaces for the counter-flow.
The temperature variation along the bottom edge of the domain for di↵erent flow rates for the
unidirectional and counter-flow configurations is presented in Fig. 3.13 for the case L = 10 cm, q¯ =
10 kW/m2, and convective BC along the top surface of the plate. As expected, the results presented
in Fig. 3.13a indicate that the counter-flow solution leads to a symmetric temperature profile along
the length of microchannels and the maximum temperature is therefore located in the middle of
the microchannels. In the unidirectional flow case, the temperature increases monotonically along
the bottom edge of the plate, leading to a maximum value at the end of the microchannels. As
also apparent in the figure, the counter-flow configuration yields lower values of the maximum
temperature for higher flow rates, while the unidirectional flow case is more e cient at lower
values of Q. This observation is summarized in Fig. 3.13b, which present the variation of Tmax
with respect to Q for the two configurations, for the case W = 1 mm, L = 10 cm, and q¯ = 10
kW/m2.
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Figure 3.13 – Unidirectional versus counter-flow solutions forW = 1 mm, L = 10 cm, q¯ = 10
kW/m2, and top surface convective BC. (a) Temperature profiles along the bottom edge; (b)
Tmax versus Q. The solid and dashed curves denote the counter-flow and unidirectional cases,
respectively.
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4 A Gradient-based Shape Optimization SchemeUsing an Interface-enriched Generalized FEM
4.1 Introduction1
In shape optimization studies, the position of each material point in the domain on the bound-
ary and material interfaces is a function of the shape design variables (Ro´denas et al., 2004).
Therefore, initial finite-element-based shape optimization studies used the nodal coordinates as
the design variables (Haftka and Grandhi, 1986). However, this approach was discarded due to
mesh irregularities and the excessive number of design parameters (Foley et al., 1990; Chen and
Tortorelli, 1997). Several methods including mesh parameterizations (Braibant and Fleury, 1984;
Bennett and Botkin, 1985; Yang et al., 1992; Tortorelli et al., 1994) and natural design variables
(Belegundu and Rajan, 1988; Tortorelli, 1993) were then suggested to overcome these problems.
Filtering techniques were also proposed to ensure boundary smoothness (Mattheck and Burkhardt,
1990; Meske et al., 2005; Bletzinger et al., 2010; Le et al., 2011). However, these Lagrangian
shape optimization approaches still face drawbacks. Namely, large shape changes during the op-
timization process cause excessive mesh distortion which deteriorates the accuracy of the finite
element solution (Kim and Chang, 2005; Duysinx et al., 2006). Although adaptive remeshing can
alleviate this issue, it increases the complexity and computational cost (Chen and Tortorelli, 1997;
Kim and Chang, 2005; Duysinx et al., 2006; Bobaru and Rachakonda, 2006).
In contrast to Lagrangian methods, Eulerian approaches mitigate mesh distortion problems by
projecting the design domain over a fixed mesh (Allaire et al., 2004; Kim and Chang, 2005; Duys-
inx et al., 2006; Dunning et al., 2011). These Eulerian methods incorporate mesh-free (Grindeanu
et al., 1999; Bobaru and Rachakonda, 2004), fictitious domain (Haslinger et al., 2001; Bobaru and
Rachakonda, 2006; Norato et al., 2004; Kim and Chang, 2005; Dunning et al., 2011), material
perturbation (Wang and Zhang, 2013), level-set (Wang et al., 2004; Duysinx et al., 2006; Allaire
et al., 2004; Wei et al., 2010), and the generalized/extended finite element methods (G/XFEM)
(Van Miegroet et al., 2005; Van Miegroet and Duysinx, 2007; Duysinx et al., 2006; Luo et al.,
2008; Edke and Chang, 2010; Zhang et al., 2012).
In this chapter, we present an Eulerian-based shape optimization scheme that incorporates the
1This chapter is adapted from an article published in Computer Methods in Applied Mechanics and Engineering
(Najafi et al., 2015).
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Interface-enriched Generalized Finite Element Method (IGFEM) (Soghrati et al., 2012; Soghrati
and Geubelle, 2012). Like its G/XFEM counterparts, the IGFEM is formulated on a fixed mesh,
thereby eliminating the mesh distortion problems associated with Lagrangian shape optimization
schemes. The proposed method optimizes the geometric parameters that explicitly define structural
boundary/interfaces, in contrast with level-set methods, which solve a partial di↵erential equation,
e.g., the Hamilton-Jacobi equation, to update the interface.
A crucial ingredient in gradient-based optimization is the sensitivity analysis that computes the
derivatives of the objective and constraint functions with respect to the design variables. The
computation of the design sensitivities has been the topic of multiple studies (Yao and Choi, 1989;
Choi and Chang, 1994; Lindby and Santos, 1997; Tortorelli and Zixian, 1993; Ro´denas et al., 2004;
Van Keulen et al., 2005), which can be classified in four broad categories: (i) overall or global
finite di↵erences, (ii) discrete derivatives or discretize then di↵erentiate, (iii) continuum derivatives
or di↵erentiate then discretize, and (iv) computational or automatic di↵erentiation (Van Keulen
et al., 2005). The latter three methods encompass either direct or adjoint variants. Ultimately
the choice of the method is based on the desired level of accuracy, computational e ciency, and
implementation e↵ort.
To perform the shape design sensitivity analysis, the boundary/interface nodes are parameterized
by the shape design variables (Choi and Chang, 1994; Kim and Chang, 2005). A key component of
any sensitivity analysis is the so-called design velocity field, i.e, the derivative of the material point
locations with respect to the design parameters. Due to the stationary nature of the non-conforming
mesh in the IGFEM shape optimization scheme, the design velocity field is only needed at the
boundary/material interface nodes to obtain the design sensitivity. In other words, in the present
method, only the enriched nodes on the boundary/interface move, appear or disappear during the
shape optimization process.
In this study, a discrete derivative sensitivity analysis is implemented to avoid the technical dif-
ficulties encountered in the finite di↵erence or semi-analytical schemes (Van Miegroet et al., 2005;
Duysinx et al., 2006). Problems in those methods occur when the boundary is close to a node. In
these situations, the boundary may move to another element during the design perturbation step,
resulting in changes of the mesh topology, making the di↵erentiation of the sti↵ness matrix and
load vector problematic. The proposed analytical method has no such problem. However, as is the
case in all G/XFEMmethods, the sensitivity analysis introduced in this study encounters a problem
when the material interfaces pass through a node. In these situations, only the directional deriva-
tives of the sti↵ness matrix and load vector can be evaluated. This problem is further described in
Section 4.2.
The proposed approach extends the shape derivative method presented by (Wei et al., 2010) to
the case of multiphase material interfaces. A related analytical sensitivity study based on XFEM
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was presented in (Zhang et al., 2012). However, in that study, only design-independent loading
was considered and the shape sensitivity analysis only included the derivative of element sti↵ness
matrices. In contrast, the sensitivity analysis developed in the present study considers derivatives of
both sti↵ness matrices and force vectors. The latter involves shape derivatives of the FEM shape
functions, which, to the best of our knowledge, have been neglected in previous Eulerian-based
methods.
The remainder of this chapter is organized as follows: in Section 4.2, the optimization problem
and the sensitivity analysis are described. The optimization algorithm is presented in Section 4.3,
followed, in Section 4.4, by illustrative examples.
4.2 Optimization problem formulation and sensitivity analysis
A general finite-element-based shape optimization problem can be specified as (Le et al., 2011)
min
d
g (U(X(d),d), X(d), d) ,
such that : hj (U(X(d)), X(d), d)  0, (4.1)
with j = 1, 2, ..., l,
and K (X(d))U (X(d),d) = F (X(d)) ,
where g is the cost or objective function to minimize, hj denotes the constraint functions,X denotes
the nodal coordinate vector, and d is the design variable vector. Note that X, K, U and F are all
functions of d.
To perform a gradient-based optimization, a sensitivity analysis is needed to compute the gradi-
ents of objective and constraint functions with respect to the shape design variables. In the current
study, the design variables are the geometrical parameters that define the material interfaces  i. For
instance, in an inclusion design problem with circular particles embedded in a matrix, the radius
and center coordinates of the inclusions can serve as the shape design variables. Finite-element-
based shape optimization presents two key challenges: i) evaluating the mappingX from the design
space to the node coordinate space, and ii) computing the design velocity field, i.e., the derivative
@X(d)/@d for sensitivity analysis (Le et al., 2011).
The sensitivity analysis of the cost and constraint functions is conducted by using an analytical
discrete derivatives approach based on the direct and adjoint methods. Indeed, following the di-
rect di↵erential sensitivity analysis, the sensitivity of the objective function expressed in (4.1) is
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obtained as
dg
ddi
=
 
@g
@U
!T
?
Ui +
 
@g
@X
!T
Vi +
@g
@di
, (4.2)
where the partial derivatives of
@g
@U
,
@g
@X
, and
@g
@di
are explicitly evaluated and the shape material
derivative
⇤
Ui =
@U
@di
is computed in the pseudo analysis.
In the pseudo analysis the discrete linear system of equation (3.6) associated with the primal
problem is di↵erentiated with respect to each of the shape design variables di, resulting in a series
of pseudo problems
K
⇤
Ui = P
i
ps, (4.3)
where Pips is the pseudo-load vector defined as
Pips =
@F
@di
  @K
@di
U. (4.4)
The terms entering (4.4) are computed by assembling the element quantities:
@Ke
@di
=
2666664 M11 M12M21 M12
3777775 + Z
⌦e
BTDBdiv(Vi) d⌦, (4.5)
@Fe
@di
=
Z
⌦e
"
@NT
@di
Q¯ + NT
✓ ⇤
Qi + Q¯div (Vi)
◆#
d⌦
+
Z
 e\S q
"
@NT
@di
q + NT
⇣⇤
qi + qdiv  (Vi)
⌘#
d .
(4.6)
In (4.6),
⇤
Qi and
⇤
qi denote the material derivatives of heat source and heat flux with respect to di,
respectively, while div and div  are the divergence and surface divergence defined below (see Eqs.
(4.10) and (4.11)). TheMi j matrices entering (4.5) are defined as
M11 =
2X
j=1
Z
⌦
( j)
e
"
BTND
@BN
@di
+ BTN
⇤
DBN +
@BTN
@di
DBN
#
d⌦,
M12 = MT21 =
2X
j=1
Z
⌦
( j)
e
"
BTND
@B 
@di
+ BTN
⇤
DB +
@BTN
@di
DB 
#
d⌦,
M22 =
2X
j=1
Z
⌦
( j)
e
2666664BT D@B @di + BT ⇤DB + @B
T
 
@di
DB 
3777775 d⌦.
(4.7)
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where
⇤
D is the material derivative of D which we assume is zero hereafter.
The design velocity field Vi entering (4.5)-(4.6) must only be computed for the enriched ele-
ments. Considering Fig. 3.3 and (3.15), Vi in the integration element ⌦(2)e is evaluated as the row
vector
Vi (X) |X=f˜(2)c (rc,d)=
@X (d)
@di
=
@f˜2c (rc,d)
@di
= N˜(2)c (rc)
@X(2)e (d)
@di
= N˜(2)c (rc)V
(2)
ei (d) ,
(4.8)
where V(2)ei (d) =
@X(2)e (d)
@di
denotes the 4 ⇥ 2 nodal shape velocity matrix of integration element
⌦(2)e . Note that all the nodal velocities, except those of the enriched nodes E1 and E2 on the material
interface, are zero. The spatial derivative of the design velocity,
@Vi (X,d)
@X
|X=f˜(2)c (rc)= B(2)c (X,d)V(2)ei (d) , (4.9)
is a 2 ⇥ 2 matrix, which can be used to compute
div (Vi) = tr
 
@Vi
@X
!
, (4.10)
and
div  (Vi) = tr
"⇣
I   nnT ⌘ @Vi
@X
#
, (4.11)
where n is the outward unit normal vector to  . In (4.9) B(2)c (X) |X=f˜(2)c (rc)= J˜ 1c (rc)
@N˜(2)c (rc)
@rc
is
defined analogously to B(2) (X), cf. (3.22).
By definition, BN
⇣
rp
⌘
= Jˆ 1p
⇣
rp
⌘ @Nˆp ⇣rp⌘
@rp
. Since both the Jacobian Jˆp defined in (3.21) and
the derivatives of the shape functions
@Nˆp
⇣
rp
⌘
@rp
are constant for the three-node triangular elements
used in this study,
@BN
@di
, appearing in the bulk matrixM11 andM12 in (4.7) vanishes. However, the
sensitivity
@B 
@di
in each integration element, e.g., the integration element (2) in Fig. 3.3, is given
by
@B(2) 
@di
=
@J˜ 1c
@di
@ ˜(2)
@rc
, (4.12)
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where
@J˜ 1c
@di
is obtained from
@J˜ 1c
@di
=  J˜ 1c @J˜c@di J˜
 1
c , (4.13)
with
@J˜c (rc,d)
@di
=
@N˜(2)c (rc)
@rc
V(2)ei (d) . (4.14)
In (4.6), the Q¯div (Vi) term is computed using (4.10) and we assume without loss of generality
that the material derivative of the heat source,
⇤
Qi, is zero. Furthermore, we note that the last
integral in (4.6) is zero for the internal boundary design problems investigated in the present study.
However, the
@NT
@di
term in (4.6), i.e., the derivative of the shape functions with respect to the
design variables, is not zero in this IGFEM formulation, as opposed to regular FEM. To clarify this
point, let us derive this sensitivity. As seen in (3.17), the shape function vector N in an enriched
element is defined in terms of Nˆp and  ˜ and is evaluated over the master integration element, e.g.,
at location rc in ⌦˜(2)c in Fig. 3.3. The enriched shape function  ˜ is independent of d. Therefore,
the derivatives of  ˜ with respect to the design variables vanish, cf. the discussion following (3.17).
On the other hand, Nˆp   fcp is not independent of the design variables. Therefore, the derivative
@N (X)
@di
is not zero. Using Fig. 3.3 and (3.19), the sensitivity
@N (X)
@di
can be obtained as
@N
⇣
fˆp
⇣
rp
⌘⌘
@di
|rp=fcp(rc) =
@Nˆ
⇣
rp
⌘
@di
|rp=fcp(rc,d)
=
@fcp (rc, d)
@di
@Nˆ
⇣
rp
⌘
@rp
|rp=fcp(rc,d)
=
@f˜c (rc, d)
@di
@fˆ#p (X)
@X
|X=f˜c(rc,d)
@Nˆ
⇣
rp
⌘
@rp
|rp=fcp(rc,d)
=
@f˜c (rc, d)
@di
26666664@fˆp
⇣
rp
⌘
@rp
37777775
 1
|rp=fcp(rc,d)
@Nˆ
⇣
rp
⌘
@rp
|rp=fcp(rc,d)
= ViJˆ 1p
@Nˆ
@rp
|rp=fcp(rc,d)
= ViBN |rp=fcp(rc,d),
(4.15)
where we have used the fact that
@fˆ#p
@di
is zero.
Although a similar analytical sensitivity analysis was performed for the G/XFEM in (Zhang
et al., 2012), to the best of our knowledge, this is the first time that the sensitivity of the shape
functions with respect to design parameters is introduced and computed. The correct extraction of
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the shape sensitivity in G/XFEM and IGFEM requires the inclusion of this term.
To complete the pseudo analysis of (4.3), it is necessary to compute the velocity field Vi. In
the IGFEM, the mesh is fixed and therefore only the enriched nodes on material interfaces move.
Consequently, computing the enriched node velocity field su ces to complete the sensitivity anal-
ysis. The enriched nodes are added at the intersections of the material interfaces with the non-
conforming element edges (Fig. 4.1). The intersection point X˘ = (x˘, y˘) is found by solving the
system of equations: 8>>><>>>: y˘ = a x˘ + by˘ = S (x˘,d) , (4.16)
where the first equation in (4.16) is the element edge equation, and the second one describes the
material interface. The derivative of the above equation with respect to the design variable di gives
the two components of the velocity of the enriched node:
(Vx)i =
@S (x˘,d)
@di
a   @S (x˘,d)
@x
and
⇣
Vy
⌘
i
= a (Vx)i . (4.17)
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Figure 4.1 – Schematic of intersection of a material interface with the edges of a non-
conforming element.
In the rare event that the material interface passes exactly through a node of the non-conforming
mesh, (4.17) is not applicable. Two approaches can be considered in this situation: (i) introducing
a very small perturbation in the design variable, or (ii) perturbing the location of that node in
the background mesh. Both approaches have proven successful for our numerical studies. In our
example problems we follow (ii).
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Summarizing, in the direct di↵erentiation sensitivity analysis for each parameter di we evaluate
the pseudo load Pips and solve (4.3) to evaluate the shape material derivative
⇤
Ui. Having the
⇤
Ui, we
compute the sensitivity (4.2) for the cost and constraint functions.
Alternatively, the sensitivity of objective function can be evaluated using the adjoint method
by annihilating
⇤
Ui from (4.2). In the adjoint method sensitivity analysis, for each function g, we
compute the adjoint response  g such that
K g =
 
@g
@U
!T
, (4.18)
and evaluate the sensitivity via
dg
ddi
=
 
@g
@X
!T
Vi +
@g
@di
+  TgP
i
ps, (4.19)
where Pips is defined in (4.4).
4.3 Algorithm
Based on the equations described in the previous section, the gradient-based IGFEM shape opti-
mization algorithm can be summarized as follows:
1. Assign an initial guess for the design variables: d = d0
Loop until converged
2. Implement IGFEM
(a) Find intersection points
(b) Update mesh by adding new nodes at intersection points
(c) Apply enrichments to intersected elements
3. Solve KU = F for nodal solution U (3.6)
4. Compute objective and constraint functions
5. Compute pseudo-load vector (4.4)
(a) Compute interface node velocity field V
(b) Compute derivative of global sti↵ness matrix
(c) Compute derivative of global load vector
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6. Perform adjoint analysis (4.18)
7. Compute sensitivity of objective and constraint functions (4.19)
8. Update the design variables
End Loop
To conclude the presentation of the shape optimization scheme, it is worth emphasizing that,
like other gradient-based methods, one cannot guarantee convergence to a global optimum in the
presence of multiple local optima. The analysis might therefore require the use of multiple initial
guesses for the initial design. Once again, by avoiding the need to generate a conforming mesh for
each starting geometry, the IGFEM approach greatly facilitates this process: only the mathematical
description of the internal material interfaces is needed to define the model on the non-conforming
stationary mesh.
4.4 Numerical examples
In this section, we apply the IGFEM shape optimization scheme to several 2D thermal and struc-
tural problems to verify and illustrate the proposed method. The first two examples are used as
thermal and structural benchmarks for the current work. The third problem involves the shape op-
timization of a microvascular material for high temperature applications, while the last application
optimizes the distribution of inclusions in a structurally loaded particulate composite.
4.4.1 Thermal verification problem: circular inclusion
In this first example, we consider the simple problem of a circular inclusion of radius R, with
thermal conductivity 2 and distributed heat source Q2 embedded in a square domain of size L
(with thermal conductivity 1 and heat source Q1) subjected to a heat flux q uniformly applied
along its bottom edge (Fig. 4.2(a)). The left and right edges are insulated, while the top edge is
kept at a fixed temperature T0. The optimization problem consists of finding the inclusion radius R
that maximizes the average temperature along the bottom edge T¯b. For the dimensions (L=0.1 m),
thermal loading (q = 1000 W/m2, T0 = 20  C, Q1 = 10 W/m3, and Q2= 50000 W/m3) and thermal
properties (1 = 17 W/m.K and 2 = 100 W/m.K), T¯b reaches a maximum of 26.82  C at R/L =
0.31, as shown in Fig. 4.2(g).
Figures 4.2(b) and (c) illustrate the application of the IGFEM shape optimization scheme to this
verification problem, starting from an initial value of the inclusion radius R/L=0.1, as indicated
by the blue contours intersection points in Fig. 4.2(b). The red dots on the same figure denote the
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converged shape of the inclusion and the resulting thermal field is presented in Fig. 4.2(c). The
convergence history is shown by the solid curves in Fig. 4.2(h), with the blue curve denoting the
evolution of T¯b and the green curve that of the ratio R/L. As apparent there, the optimal solution
rapidly converges to the aforementioned exact values (denoted by the dotted horizontal lines).
For comparison, Figs. 4.2(d-f) illustrate the solution of the same shape optimization problem
using a conventional finite element scheme with meshes that conform to the evolving particle
size, starting again from an initial guess R/L=0.1 (Fig. 4.2(d)). As the particle size increases, the
elements inside the particle are stretched, while those outside the inclusion undergo substantial
distortions, which lead to a loss of precision as shown by the dashed curves in Fig. 4.2(h). This
simple example illustrates the key advantage of the proposed method that relies on a fixed non-
conforming mesh.
4.4.2 Structural verification problem: elliptical inclusion
In this second verification problem, we optimize the shape of an elliptical inclusion embedded
in a matrix to minimize the compliance2 subject to a prescribed inclusion area constraint. The
problem is solved in plane strain and the square domain (of size L) is subjected to a uniform
traction  0 along its top edge, while ‘roller boundary conditions’ are assumed along the bottom
edge as depicted in Fig. 4.3(a). The matrix is sti↵er than the inclusion with material properties
E1/E2 = 10 and ⌫1 = ⌫2. The design variables are the size of the major a and minor b axes of the
ellipse, and the inclusion area constraint is ab = 0.02L2. The range of the minor and major radii are
0.1L  a, b  0.2L. This example resembles a classical benchmark for shape optimization in which
the axis lengths and orientation of an elliptical inclusion of area A embedded in an infinite media
are optimized to minimize compliance. The analytical solution requires that the axes be aligned
with the far-field principal strain directions and that the ratio of the semi-major axis to semi-minor
axis equals the ratio of the far-field principal strains Kobelev (2010). In our example, since (i) the
loading is uniaxial, (ii) the matrix and inclusion are isotropic and (iii) there are constraints for the
range of the minor and major radii for a constant area, the optimal shape of a compliant elliptical
inclusion embedded in a sti↵matrix is expected to be an ellipse with the major axis in the direction
of far-field stress. The results illustrated in Fig. 4.3(b) show that, starting from an initial guess
a/L = 2b/L= 0.2 (yellow outline in Fig. 4.3(c)), the solution converges in less than 20 iterations
to the expected optimum design 2a/L = b/L = 0.2 (red outline in Fig. 4.3(c)). The von Mises
2For a linear elastic problem, the compliance is defined as
C = FTU,
where U and F denote the global displacement vector and the global force vector introduced in (5.16).
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Figure 4.2 – Comparison between conventional FEM vs. IGFEM-based shape optimization
(a) Problem description; (b) Initial (blue) and optimum (red) shapes, and (c) optimal temper-
ature field for the IGFEM approach; Initial (d), optimum shape (e), and optimal temperature
field (f) for the conventional FEM scheme; (g) T¯b vs. R solution obtained through a para-
metric numerical study, showing a maximum value at R/L = 0.31; (h) Design convergence
history, with the dotted horizontal curves denoting the exact optimal values of the average
temperature and inclusion radius given in (g).
stress distributions associated with the initial and optimal designs are plotted on their respective
deformed configurations in Fig. 4.3(d) and (e).
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Figure 4.3 – Shape optimization for a compliant elliptical inclusion embedded in a sti↵ ma-
trix: (a) Problem description; (b) Convergence and design history; (c) Initial (yellow outline)
and optimum (red outline) designs; (d and e) von Mises stress distributions corresponding
to the initial and optimum designs over the deformed configurations, with the displacements
scaled by 0.26 ⇥ E2/ 0.
4.4.3 Thermal application: microvascular materials
In Section 3.3, the results of a parametric design of an actively cooled woven microvascular com-
posite plate with sinusoidal and straight microchannels were summarized. In this third problem,
we use the IGFEM-based shape optimization scheme to investigate the similar (though simpler)
2D problem shown in Fig. 4.4, wherein fluid flows through a sinusoidal microchannel (of fixed
diameter d=500 µm) defined by its wavelength   = 1 cm and amplitude A to cool a rectangular
domain of length L = 10 cm and height H = 6 mm. The goal of the design is to optimize the
amplitude A to minimize the average temperature on the bottom edge (T¯b).
The domain is subjected to a uniform heat flux q = 10 kW/m2 applied along its bottom edge,
while a Dirichlet boundary condition (T0 = 20 C) is applied along the top boundary. The mi-
crovascular medium is made of epoxy ( = 0.45 W/m.K). Cooling is achieved by pumping water
( = 0.6W/m.K, ⇢ = 1000 kg/m3, cp = 4183 J/kg.K) through the channel with a flow rate Q and an
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inlet temperature Tinlet = 20 C. The centerline locations for the inlet and outlet are set at a distance
d from the lower edge. Assuming fully developed Poiseuille flow conditions, the velocity profile
over the cross section of the sinusoidal microchannel is expressed as (Brebbia and Ferrante, 1983)
V = Vmax
2666641    rd/2
!2377775 et, (4.20)
where Vmax = 8Q/⇡d2 is the maximum velocity of the coolant, r is the distance from the microchan-
nel centerline and et is the tangent vector directed along the center line. The cooling is modeled
by adding the convective term Keconv =
R
⌦e
NT⇢cpVB d⌦ to the microchannel element sti↵ness ma-
trices and its derivative to (4.5). Details on the finite element formulation for this problem can be
found in Soghrati et al. (2012)
λ 
2A
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T0 
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Figure 4.4 – Shape optimization of a sinusoidal microchannel embedded in a rectangular
domain: problem geometry and thermal loading conditions. The lower figure shows details
of the non-conforming finite element mesh used in the IGFEM analysis.
As shown in Section 3.3, the optimum configuration of the microchannel depends on the flow
rate Q: for low flow rate values, the optimum solution corresponds to a wavy microchannel with
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maximum amplitude A, while, at higher flow rates, a straight microchannel (A=0) located close
to the lower (hot) edge is most e↵ective at cooling the domain. In an attempt to reproduce these
results using the proposed gradient-based IGFEM shape optimization scheme, we aim to find the
optimum value of A. The allowable range for A is chosen to be 0  A  Amax =
✓H
2
  d
◆
such that
the centerline of the microchannel is at least a distance d of the upper and lower edges.
The solution corresponding to a higher flow rate value (Q = 1 ml/min) is presented in Fig. 4.5.
Starting from an initial guess corresponding to the maximum allowable value for the microchannel
amplitude (A=2.5 mm, Fig. 4.5(a)), the optimizer converges to the optimal configuration with a
straight microchannel (Fig. 4.5(d)) in two iterations (Fig. 4.5(c)). As shown in Fig. 4.5(c), the
average temperature along the bottom edge of the domain reduces from 59 C to about 30 C. The
temperature fields for the initial and optimal designs are presented in Fig. 4.5(e) and (f).
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Figure 4.5 – Shape optimization for sinusoidal microchannel shown in Fig. 4.4 with flow rate
Q = 1 ml/min: (a) Initial design; (b) Magnified view with non-conforming mesh; (c) Conver-
gence history of the average temperature along the bottom edge (T¯b) and of the microchannel
amplitude (A); (d) Optimal design; (e) and (f) Initial and optimal temperature distributions.
To study the aforementioned impact of the flow rate on the optimum shape of the microchan-
nel, we repeat the example with Q = 0.05 ml/min, starting from A=Amax/2. In contrast with the
results obtained for Q = 1 ml/min, the solution converges to the configuration with the maximum
allowable amplitude. These results are illustrated in Fig. 4.6.
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Figure 4.6 – Shape optimization for sinusoidal micro-channel shown in Fig. 4.4 with the
lower flow rate Q =0.05 ml/min: (a) and (b) Initial and optimal designs; (c) Convergence
history of the average temperature along the bottom edge (T¯b) and of microchannel amplitude
(A); (e) and (f) Initial and optimal temperature distributions.
4.4.4 Structural application: particulate composites
In the examples presented in this section, the design variables are the radii and locations of circular
inclusions (of sti↵ness E2 and Poisson’s ratio ⌫2) embedded in a square linearly elastic plane strain
plate (of length L = 0.1 m, sti↵ness E1 = E2/10 and Poisson’s ratio ⌫1 = ⌫2) subjected to a
linearly varying distributed traction applied along its upper edge (Fig. 4.9(a)). We minimize the
compliance of the composite subject to a maximum inclusions area fraction constraint (Af  AMax)
. To prevent overlapping, we also impose that the distance Ci j between inclusions i and j satisfy
Ci j   Ri+Rj+0.03L. The design variables are bounded by 0.03L  Ri  0.2L and 0.2L  Xci,Yci <
0.8L.
Figure 4.7 shows the optimization results for the case of two inclusions where the maximum
inclusion area fraction is subjected to an upper limit (Af  0.02 ⇡). The convergence histories
of the structure compliance and volume fraction are presented in Fig. 4.7(b). The figure also
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illustrates the evolution of inclusion locations and sizes. As apparent in Fig. 4.7(b) the volume
fraction converges to its maximum allowable value. Due to unsymmetrical loading, the inclusions
move to the right to minimize the compliance.
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Figure 4.7 – Shape optimization of a plate with two inclusions (a) problem description; (b)
Convergence histories of the structure compliance and volume fraction.
As seen in the example presented in Fig. 4.7, the gradient-based optimization provides a local
optimum for the model. However, structural problems are usually non-smooth with several lo-
cal extremes. To find the best solution, we solve optimization problem for many di↵erent initial
designs. Figure 4.8 illustrates the optimization results obtained with 100 di↵erent initial designs
for the problem presented in Fig. 4.7 (a). The convergence history of the objective function for
various starting points shown in Fig. 4.8 (a) indicates that the solutions converge to several local
minimums. Four trials solution are selected out and presented in Fig. 4.8 (b), indicated that the
four trials approach to the same minimum value of the compliance and the same final design.
Figure 4.9 depicts the case with five inclusions, with the maximum inclusion area fraction con-
straint set at Af  0.1125 ⇡. The compliance convergence histories for eight trials with di↵erent
initial designs are presented in Fig. 4.9 (b). As apparent there, all but one trials converge to very
similar optimal values for the compliance. The initial and final designs for four trials are illus-
trated in Fig. 4.10. As previously, the inclusions move to the right of the domain to minimize the
compliance due to the unsymmetrical loading.
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Figure 4.8 – (a) Convergence history of the structure compliance for 100 di↵erent starting
points for the problem described in Fig. 4.7 (a); (b) Convergence history for four di↵erent
initial designs, all converging to the same final design.
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5 Shape Optimization Using a NURBS-basedInterface-enriched Generalized FEM
5.1 Introduction1
The goal of structural shape optimization is to find the optimal shape of a structure to minimize (or
maximize) an objective function and satisfy constraint equations describing the structural response.
In this chapter, we extend the shape sensitivity method presented in Chapter 4 by employing a
NURBS-based Interface-enriched Generalized FEM (NIGFEM) recently introduced in (Safdari
et al., 2015) to optimize the structural problems with complex geometries. Non-Uniform Rational
Basis Splines (NURBSs) allow to represent accurately the geometry of boundaries and material
interfaces, and define the design variables in a shape optimization framework.
Typically, shape optimization methods are composed of a design model, an analysis model, and
an optimization algorithm (Wall et al., 2008). The design model contains a parameterized geomet-
rical description of the design domain, usually based on a computer aided design (CAD) model,
while the analysis model employs numerical methods such as the finite element method (FEM)
to compute the structural response using a FEM mesh, which approximates the CAD description
of the design domain. These separate mathematical representations of the geometry in the design
and analysis models is often problematic in structural optimization (Wall et al., 2008; Seo et al.,
2010b; Nagy et al., 2010). Minimally the inconvenient communication between these two mod-
els is a source of ine ciency, especially due to the iterative nature of the optimization process
(Seo et al., 2010b). More importantly, the di↵erence between the models leads to loss of analysis
accuracy (Azegami et al., 2013).
Originally, in finite element-based shape optimization analysis, the node coordinates along the
domain boundaries were used as design variables and therefore, there is a one-to-one correspon-
dence between the analysis model and the design model (Haftka and Grandhi, 1986). This inde-
pendent node movement approach allows the most freedom for shape change (Braibant and Fleury,
1984; Le et al., 2011). However, this approach encounters many drawbacks, including an excessive
number of design parameters and mesh irregularities that lead to unrealistic optimum designs with
jagged boundaries, and poor quality finite element meshes (Braibant and Fleury, 1984).
1This chapter is adapted from an article authored by Najafi et al. to be submitted to Computer Methods in Applied
Mechanics and Engineering.
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Several alternative methods including mesh parameterizations (Braibant and Fleury, 1984; Ben-
nett and Botkin, 1985; Yang et al., 1992; Tortorelli et al., 1994) and natural design variables
(Belegundu and Rajan, 1988; Tortorelli, 1993) have been suggested to circumvent the problems
associated with the independent node movement approach. In the parametrization approaches, the
shape of the structure (design model) is parameterized using a set of geometric design variables.
Typically the structural boundaries are described using di↵erent geometric representations, e.g.,
polynomial, spline, and Non-Uniform Rational B-Splines (NURBS), which in turn are used in the
meshing phase for the finite element analysis. Thus a link between design and analysis models
is required. One way to facilitate this link is to use the “design element” concept, introduced by
Imam (Imam, 1982). Unfortunately, the parameterization methods are di cult to use, especially
for complex models. Moreover they su↵er from mesh degradation when large design changes oc-
cur. Although adaptive meshing, remeshing, and deformable simplicial complex techniques could
be employed to address the latter issue, they increase the complexity and computational cost (Chen
and Tortorelli, 1997; Kim and Chang, 2005; Duysinx et al., 2006; Bobaru and Rachakonda, 2006;
Christiansen et al., 2014).
In the natural design variable approach (Belegundu and Rajan, 1988; Tortorelli, 1993), the val-
ues of a set of fictitious loads applied on the structure are used as design variables. The deformed
configuration obtained from applying these fictitious loads serves as the new design domain. Al-
though this approach limits shape irregularities and mesh distortion better than the parameteriza-
tion methods (Chen and Tortorelli, 1997), large shape changes during the optimization process
still cause excessive mesh deformation, which deteriorates the accuracy of the finite element solu-
tion. Another drawback of this method is that it requires an additional fictitious analysis for each
design variable in each iteration, which can be costly for large problems (Wang et al., 1999; Le
et al., 2011). In addition, the optimal shape obtained with this method is defined by a deformation
rather than the CAD model, which can be problematic for designers and manufactures (Chen and
Tortorelli, 1997).
Recently, several researchers have returned to the independent node movement approach to elim-
inate the inconvenient communication between the design and analysis models (Le et al., 2011;
Meske et al., 2005; Daoud et al., 2005; Hojjat et al., 2014; Stavropoulou et al., 2014). In these
approaches (referred to hereafter as parameter-free approaches), motivated by the success of filter-
ing schemes used in topology optimization, filtering techniques are proposed to ensure boundary
smoothness while retaining the advantages of parameterization directly on the finite element mesh
(Mattheck and Burkhardt, 1990; Meske et al., 2005; Bletzinger et al., 2010; Le et al., 2011; Daoud
et al., 2005). Although the parameter-free approaches avoid many shortcomings of the independent
node movement scheme, they lack a link between FEM and CAD model (Wall et al., 2008). And
as with the parameterization and natural design variable methods, adaptive remeshing is required
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to accommodate large shape changes.
Another approach which alleviates the cumbersome communication issue between the design
and analysis models is the Isogeometric Analysis (IGA). In IGA, the NURBS basis functions,
which are used to model the geometry, are also adopted to approximate the solution space in anal-
ysis model (Cottrell et al., 2009; Hughes et al., 2005), thereby unifying the two models. So like
the parameter-free approach, the IGA simplifies the design parameterization and retains smooth
boundaries. Moreover, it mitigates mesh degradation and provides a CAD model. For these rea-
sons, as suggested in (Hughes et al., 2005), IGA-based shape optimization has been demonstrated
in solid mechanics (Wall et al., 2008; Qian, 2010; Blanchard et al., 2014; Seo et al., 2010b; Nagy
et al., 2010; Azegami et al., 2013; Cho and Ha, 2009; Ha et al., 2010; Kiendl et al., 2014; Manh
et al., 2011), and even photonic crystals (Qian and Sigmund, 2011).
The Lagrangian shape optimization methods discussed above, which are constructed over a
conforming FEM mesh, su↵er from a common drawback, namely, severe mesh distortion in case
of large shape changes during the optimization process. Eulerian approaches alleviate this issue
by projecting the design domain over a fixed mesh (Allaire et al., 2004; Kim and Chang, 2005;
Duysinx et al., 2006; Dunning et al., 2011). These methods appear in density-based topology
(Bendsøe, 1989; Sigmund, 2001), mesh-free (Grindeanu et al., 1999; Bobaru and Rachakonda,
2004), fictitious domain (Haslinger et al., 2001; Bobaru and Rachakonda, 2006; Norato et al., 2004;
Kim and Chang, 2005; Dunning et al., 2011), level-set (Wang et al., 2004; Duysinx et al., 2006;Wei
et al., 2010; Xia et al., 2012; Ullah et al., 2014), ersatz material (Allaire et al., 2004), evolutionary
structural (Xie and Steven, 1993; Cervera and Trevelyan, 2005a,b), material perturbation (Wang
and Zhang, 2013), trimmed IGA(Seo et al., 2010b,a), and the generalized/extended finite element
(G/XFEM) (Van Miegroet et al., 2005; Van Miegroet and Duysinx, 2007; Duysinx et al., 2006;
Luo et al., 2008; Zhang et al., 2012) optimization methods.
Recently, Najafi et al. (Najafi et al., 2015) presented an Eulerian-based shape optimization
scheme that incorporates the Interface-enriched Generalized Finite Element Method (IGFEM)
(Soghrati et al., 2012). Like its G/XFEM counterparts, the IGFEM is formulated on a fixed non-
conforming mesh, thereby eliminating the mesh distortion problems associated with Lagrangian
shape optimization schemes. In the current study, we extend the scheme presented in (Najafi et al.,
2015) by combining it with the NURBS-based IGFEM (NIGFEM), presented in (Safdari et al.,
2015; Tan et al., 2015). In NIGFEM, NURBS are employed as enrichment functions in the IGFEM
framework to model the response with non-conforming meshes. The method thus combines the
advantages of the Eulerian shape optimization approaches with the accurate NURBS-based repre-
sentation of the geometry.
Our NIGFEM approach optimizes the geometric NURBS parameters that define structural bound-
aries and material interfaces. We develop an analytic discrete derivative sensitivity to accurately
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and e ciently compute the derivatives that are required in gradient-based optimization. Although
the formulation can be applied to 3D problems, we limit our discussion to the 2D case with NURBS
curves representing domain boundaries and material interfaces. Our analytic sensitivity avoids the
technical di culties encountered in the finite di↵erence or semi-analytical schemes (Van Miegroet
et al., 2005; Duysinx et al., 2006) when the interface approaches a node. In these situations, the
interface may move to another element during the design perturbation step, resulting in changes of
the mesh topology and making the di↵erentiation of the sti↵ness matrix and load vector problem-
atic. In cases that the interface intersects a node, the sensitivity does not exist; we discuss how we
resolve this issue in Section (4.2).
The presentation and the evolution of the material interfaces and domain boundaries during
the optimization process in the proposed method are similar to the trimmed IGA approaches sug-
gested in (Seo et al., 2010b,a). However, as opposed to those schemes, which only model domain
boundaries, the current scheme can also model material interfaces. Similar to level set approaches
(Makhija and Maute, 2014) and unlike ersatz material methods (Allaire et al., 2004), our approach
provides a crisp description of the material interfaces to accurately predict the response. The
analytic sensitivity formulation presented in this work also di↵ers from XFEM-based sensitivity
analysis performed in (Zhang et al., 2012), as we must consider derivatives of the FEM shape
functions with respect to shape design variables as done in (Najafi et al., 2015). A similar analytic
sensitivity approach is presented in (Noe¨l et al., 2015), however, in that study the velocity field is
computed by finite di↵erences which is computationally expensive and potentially inaccurate.
The reminder of the chapter is organized as follows. In the next section, the NIGFEM formula-
tion for the linear elastic boundary value problems is summarized. In Section 5.3, the optimization
problem and the sensitivity analysis are described, followed in Section 5.4 by a summary of the
optimization algorithm. Numerical verification and application examples are presented in Sec-
tions 5.5 and 5.6, respectively.
5.2 NURBS-based Interface-enriched Generalized Finite Element
Method (NIGFEM)
A recent addition to the G/XFEM family, the NIGFEMwas introduced to capture gradient disconti-
nuities across material interfaces observed in heterogeneous structures subjected to mechanical and
thermal loads using non-conforming meshes (Safdari et al., 2015). The method employs NURBS
to augment the finite element approximation space and reduce geometric errors associated with the
discretization of interfaces with complex geometries. As opposed to conventional G/XFEM where
the generalized dofs are associated with duplicated nodes of the non-conforming meshes, the en-
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richment functions and the associated generalized dofs in the NIGFEM are introduced along the
material interfaces. In this section, we first summarize the key concepts and notations associated
with NURBS, and then the NIGFEM.
5.2.1 NURBS curves and surfaces
NURBS are built from B-splines basis functions, which are defined over a parametric space, with
a set of so-called knot vectors (Piegl and Tiller, 1997; Rogers, 2001; Hughes et al., 2005). A knot
vector for the 1D curve is a set of non-decreasing real numbers, ⇠i, representing coordinates (knots)
in the parametric space:
⌅ =
n
⇠1, ⇠2, ..., ⇠l+p+1
o
, (5.1)
where p is the polynomial order of and l is the number of B-spline basis functions. In this study,
we use normalized open knot vectors, which take the form
⌅ =
8>>><>>>:
p+1z  }|  {
0, ..., 0, ⇠p+2, ..., ⇠l,
p+1z  }|  {
1, ..., 1
9>>>=>>>; , (5.2)
where the multiplicity adopted for the first and last knots ensures the NURBS curve passes the end
points.
The B-spline basis functions are defined recursively starting with p = 0,
Bi,0 (⇠) =
8>>><>>>: 1 if ⇠i  ⇠ < ⇠i+10 otherwise , (5.3)
and, for p   1,
Bi,p (⇠) =
⇠   ⇠i
⇠i+p   ⇠i Bi,p 1 (⇠) +
⇠i+p+1   ⇠
⇠i+p+1   ⇠i+1Bi+1,p 1 (⇠) . (5.4)
The basis functions are non-negative, they constitute a partition of unity, i.e.,
lP
i=1
Bi,p (⇠) = 1, for all
⇠ and their support is compact. Specifically the Bi,p support is contained in the interval
h
⇠i, ⇠i+p+1
i
and in each knot span
⇥
⇠i, ⇠i+1), there are at most p + 1 non-zero basis functions. Moreover, they
are Cp k continuous at each knot with multiplicity k.
Using B-spline basis functions, NURBS curves   are defined as
  =
8>><>>:⇠ 2 [0, 1] : X = C (⇠) = lX
i=1
Ri,p (⇠)Pi
9>>=>>; , (5.5)
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where the Pi =
h
Pxi P
y
i
iT
are the control point coordinate vectors in our assumed 2D physical space
R2, wi are the associated weights that are equated to one in this study, and Ri,p are the rational
B-spline basis functions, i.e., the NURBS basis functions,
Ri,p (⇠) =
Bi,p (⇠)wi
lP
j=1
Bj,p (⇠)wj
. (5.6)
NURBS surfaces are defined in an analogous fashion to NURBS curves. Considering a net of
control points
n
Pi. j
o
, i = 1, 2, ..., l, j = 1, 2, ..., m, and knot vectors ⌅ =
n
⇠1, ⇠2, ..., ⇠l+p+1
o
and
H = n⌘1, ⌘2, ..., ⌘m+q+1o, a NURBS surface is defined by
⌦ =
8>><>>:(⇠, ⌘) 2 [0, 1] ⇥ [0, 1] : X = S (⇠, ⌘) = lX
i=1
mX
j=1
Ri. j,p.q (⇠, ⌘)Pi. j
9>>=>>; , (5.7)
where
Ri. j,p.q (⇠, ⌘) =
Bi,p (⇠) Bj,q (⌘)wi. j
lP
k=1
mP
h=1
Bk,p (⇠) Bh,q (⌘)wk.h
, (5.8)
and the weights wi. j are again equated to one. Here, each interval
⇥
⇠i, ⇠i+1) ⇥
h
⌘ j, ⌘ j+1
⌘
is referred
to as a knot span. Interested readers are referred to (Piegl and Tiller, 1997; Rogers, 2001; Hughes
et al., 2005) for more information regarding NURBS.
5.2.2 NIGFEM formulation
Let us consider the 2D structural problem on a heterogenous body shown schematically in Fig. 5.1.
The domain⌦ =
N⌦[
i=1
⌦i ⇢ R2,
N⌦\
i=1
⌦i = ;with closure ⌦¯ is bounded by @⌦ = ⌦¯ ⌦with outward nor-
mal vector n, where N⌦ is the number of subdomains ⌦i, i = 1, 2, ...,N⌦, over which the material is
without loss of generality assumed to be uniform. The boundary @⌦ is split into two complemen-
tary subsets S t and S u, i.e., @⌦ = S u [ S t and S u \ S t = ;, upon which traction t and displacement
u are prescribed. A body force b is applied throughout ⌦. We assume that the material interfaces
are smooth and defined by   =
N [
i=1
 i ⇢ R, where N  is the number of interfaces. Without loss
of generality, we also assume
N \
i=1
 i = ; (so that Nr = N⌦) and the boundary @⌦ is fixed for the
optimization. The normal vector on each material interface  i is denoted by ni.
Adopting a non-conforming mesh in NIGFEM, we discretize the domain ⌦ u ⌦h with a fixed
mesh that conforms to the fixed boundary @⌦ but not to the interfaces  i. The displacement field
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Fig. 1 A body with interfaces, which consists of interfacial
domain !S and the regular domain !R bounded by ∂!
The derivative of u(x) can be defined everywhere except
on the interface itself. The interface is assumed to be
smooth; strictly speaking, it is a bounded (n − 1)-
dimensional smooth manifold embedded in Rn. It may
consist of the disjoint smooth interfaces #i as follows
# =
N# 
i=1
#i (3)
whereN# is the number of smooth interfaces. As shown
in Fig. 1, the considered domain ! can be split into reg-
ular domain!R and an interfacial domain!S where the
interfacial domain is defined by
!Si ≡ {x ∈ ! |dist(x,#i) < γ ρx}, γ > 1 (4)
so that !S =  N#i=1!si and !R = ! \ !S. ρx is the dila-
tion function; it varies according to the node density
and is required to be continuous in !. Assume that the
function u(x) belongs to C0,1(!) ∩ Cm(! \ #) for some
positive integerm, which can be divided into the regular
part and singular part. The regular part of u(x) can be
written as
u(x)− u#(x) ∈ Cl(!), l ≤ m (5)
if the singular part derived from the interface # is given
by
u#(x) ∈ C0,1(!) ∩ Cm(! \ #) (6)
whereC0,1(!) denotes the space of Lipschitz continuous
functions.
The regular part is approximated by the polynomial
basis since it is smooth function in Cl(!). The singu-
lar part has a jump in the first derivative field across
the interface. The jump can be approximated by the
derivative of a wedge function. Thus, we can write the
decomposition of the function
u(x) = u#(x)      
Singular part
+ (u(x)− u#(x))      
Regular part
. (7)
For the explanation of this situation, Fig. 2a depicts
an 1D function; the function has a wedge and its first
derivative shows adiscontinuity across the interface.The
regular and singular parts of the 1D function u(x) are
plotted in Fig. 2c, e, respectively. Figure 2b, d, f shows
the corresponding derivatives of the original function
and decomposed parts.
Now, let us consider the local approximation uL(x, x¯)
of u(x) in a small neighborhood of x¯. When the domain
of influence of x¯ touches the interface, the asymptotic
local approximation with derivative jump is given by
uL(x, x¯) ≡ uSL(x, x¯)+ uRL(x, x¯) (8)
where uRL(x, x¯) and u
S
L(x, x¯) represent the local approx-
imation of regular part and singular part of uL(x, x¯),
respectively. For the construction of uRL(x, x¯), let pm be
a polynomial basis vector of orderm, which is the array
of elements in lexicographic order of the set defined as
pm(x) ≡ {xα | |α| ≤ m}. (9)
This set spans the complete polynomials up to order
m. The dimension of pm(x) is r ≡ (n+m)!n!m! . The regular
part can be approximated by the linear combination of
normalized polynomials as follows
uRL(x, x¯) = pTm
 
x− x¯
ρx
 
aR(x¯) ≡
r 
k=1
bkR(x, x¯) a
k
R(x¯) (10)
where pm
 
x−x¯
ρx
 
= (b1R(x, x¯), . . . ,brR(x, x¯)) and aR(x¯) =
(a1R(x¯), . . . , a
r
R(x¯)) contain the corresponding unknown
coefficients. Only the regular part is used as a local
approximation uL(x, x¯), unless the domain of influence
of x¯ is cut or slit by the interface. If there is no comment
on the vector notation, then it is regarded as a column
vector.
The singular part of uL(x, x¯) is approximated by tak-
ing the following local wedge approximation:
uSL(x, x¯) =
s 
k=1
bk#(x, x¯) a
k
#(x¯),
s ≤ l, x¯ ∈ !S, and x ∈ !, (11)
where bk#(x, x¯)’s are local wedge basis functions and
a#(x¯) ≡ (a1#(x¯), . . . , as#(x¯)) is the unknown coefficient
vector. It is worth noting that the local wedge basis func-
tions depend on two variables, x and x¯. The variable x¯ is
in fact the localizing variable. The emphasis of this paper
is on the construction of such local wedge functions and
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Figure 5.1 – The domain ⌦ is bounded by @⌦ and contains the subdomains ⌦i and material
interfaces  i. A subset of the non-conforming fixed FEM mesh is also shown.
in each element that is intersected by a material interface  i is approximated as
uh (X) =
nX
i=1
Ni (X)ui +
n X
j=1
 j (X)↵ j
=
h
N (X)  (X)
i 8>><>>: UA
9>>=>>; ,
(5.9)
where
N =
2666664 N1 0 N2 0 ... Nn 00 N1 0 N2 ... 0 Nn
3777775 = Ne ⌦ I, (5.10)
and ⌦ is the Kronecker product2, I is a 2⇥2 identity ma rix, a d Ne = [N1 N2 ...Nn]. We also define
 =  ⌦ I,
U =
h
ux1 u
y
1 u
x
2 u
y
2 ... u
x
n u
y
n
iT
,
A =
h
↵x1 ↵
y
1 ↵
x
2 ↵
y
2 ... ↵
x
n ↵
y
n
iT
,
(5.11)
where  =
h
 1  2 ...  n 
i
.
The first sum on the right hand side of (5.9) represents the classical finite element approximation
with the n standard finite element shape functions Ni and the standard nodal dofs ui =
h
uxi u
y
i
iT
. The
2The Kronecker product of two matrices A and B with A =
h
ai, j
i
is defined as (Dayar, 2012)
A ⌦ B = hai, jBi .
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second sum represents the augmented contribution with the n enrichment functions  j and their
associated generalized dofs ↵ j =
h
↵xj ↵
y
j
iT
. As opposed to the IGFEM, NURBS basis functions
are utilized to construct the enrichment functions  j. The number of NURBS basis functions, n ,
depends on the order p of the NURBS curve representing the interface, its level of complexity, and
the discretization of the underlying mesh.
To utilize NURBS in the NIGFEM framework, consider a domain discretized with standard
bilinear quadrilateral elements, which contains a material interface   represented by an order p
NURBS curve3 such that (Fig. 5.2):
  =
8>><>>:⇠ 2 [0, 1] : X = C (⇠) = lX
i=1
Ri,p (⇠)Pi
9>>=>>; . (5.12)
To generate enrichment functions for each element ⌦e that is subdivided by the interface we need
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P0.4
P1.4P1.3P1.2P1.1
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interface  e
Figure 5.2 – (Left) Schematic of a domain discretized with standard bilinear quadrilateral
elements and a material interface with complex geometry represented by a NURBS curve;
(Right) Construction of NURBS patches for the element subdomains ⌦(1)e and ⌦
(2)
e .
to construct 2D NURBS patches on the element subdomains⌦(1)e and⌦
(2)
e , as shown in Fig. 5.2(b)4.
This is a four step process in which we refine the interface curve  , dissect the subcurve  e which
reside in each enriched element ⌦e and finally generate patches over the element subdomains ⌦(1)e
and ⌦(2)e . In the first step, we find the knot values ⇠˘ associated with the location of the intersections
points between the element edges @⌦e and the material interface  . To do this, we employ the fast
and reliable point-inversion algorithms (Piegl and Tiller, 1997). Second, we insert knots values
3Without loss of generality, we assume that the order of C (⇠) is p = 2.
4We consider two possible situations: (i) the interface divides the element into two curvilinear quadrilateral regions
(element A in Fig. 5.2); (ii) the interface cuts the element into a curvilinear triangle and a curvilinear pentagon (element
B in Fig. 5.2). More complex cases are avoided by refining the mesh until it falls into cases (i) or (ii) (Safdari et al.,
2015).
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⇠˘ to the original interface knot vector one by one to make the knot multiplicity of ⇠˘ equal to
p + 1. This ensures the refined interface NURBS curve  ˜ has at least one control point at every
@⌦e \   point due to the p + 1 multiplicity of its knot vector at ⇠˘. In the third step, we define an
independent order p NURBS curve  e, which is the subregion of the interface that resides in ⌦e,
i.e.,  e ⇢   and  e ⇢ ⌦e. Finally, the element edges @⌦e and interface  e are used to construct
the 2D NURBS patches for the subdomains ⌦(1)e and ⌦
(2)
e . These patches are subsequently used to
define the enrichment functions  of (5.9). We repeat this four step procedure for every element
⌦e that intersects an interface  i.
Here, we further discuss steps 2 and 3. To ensure  e ⇢   we must refine the interface at the
@⌦e \   points by inserting knots one by one up to the multiplicity of p + 1. To this end, suppose
⇠˘ is the first knot value associated with the intersection point @⌦e \   that lies in the interval
⇠˘ 2 ⇥⇠k, ⇠k+1). We insert the first knot ⇠˘ into the knot vector ⌅ = n⇠1, ..., ⇠l+p+1o to form the new
knot vector ⌅˜ =
n
⇠˜1 = ⇠1 , ..., ⇠˜k = ⇠k, ⇠˜k+1 = ⇠˘, ⇠˜k+2 = ⇠k+1, ..., ⇠˜l+p+2 = ⇠l+p+1
o
. To do this we use
the knot insertion formula proposed in (Piegl and Tiller, 1997), wherein the new control points P˜i
for the refined curve  ˜ =   are introduced as
P˜i =  iPi + (1    i)Pi 1, (5.13)
where
 i =
8>>>>><>>>>>:
1 i  k   p
⇠˘ ⇠i
⇠i+p ⇠i k   p + 1  i  k
0 i   k + 1
. (5.14)
We repeat the above insertion procedure for the remaining p knots to reach multiplicity of p + 1,
e.g., ⌅˜ =
n
⇠˜1 = ⇠1 , ..., ⇠˜k = ⇠k, ⇠˜k+1 = ⇠˘, ⇠˜k+2 = ⇠˘, ... ⇠˜k+p+1 = ⇠˘, ⇠˜k+p+2 = ⇠k+1, ..., ⇠˜l+2p+2 = ⇠l+p+1
o
.
As seen in (5.13) and (5.14), p new control points are generated for each knot insertion5. This
knot insertion-control point creation is repeated for all of the @⌦e \   intersection points. In so
doing we can readily define the element interface  e ⇢   that resides in ⌦e.
In our final step four, we generate the NURBS patches ⌦(1)e and ⌦
(2)
e that are used to define
the enrichment functions  of (5.9). As shown in Fig. 5.2(b), an enriched (parent) element with
domain ⌦e is divided into two curvilinear quadrilateral subdomains ⌦(1)e and ⌦
(2)
e by the interface
 e ⇢   . These subdomains ⌦(1)e and ⌦(2)e serve as the integration (children) elements. To build
2D NURBS patches for the integration element of Fig. 5.2(b)6, we note that there are four control
points which define  e, labeled by
n
P0. j
o
, j = 1, ..., 4. We subsequently introduce four dummy
control points uniformly along each opposing edge of the enriched element, i.e., each edge which
5The knot insertion changes the knot vector space and reduces the the di↵erentiability of some of the basis func-
tions (Piegl and Tiller, 1997). However, it makes no changes in the curve, neither geometrically nor parametrically.
6This procedure is adapted as needed to accommodate other scenarios.
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does not intersect  e, named
n
P1. j
o
, j = 1, ..., 4 and
n
P2. j
o
, j = 1, ..., 4. We then define a knot vector
along each parametric direction. In the ⇠ direction, along the interface  e, we define the normalized
knot vector ⌅c from the knots of ⌅˜ corresponding to the subregion  e ⇢  . For the normal direction
⌘ we use, without of loss of generality a linear, i.e., q = 1 order NURBS basis with the knot vector
H c = [0, 0, 1, 1]. Using the control net
n
Pi. j
o
, i = 0, 1, j = 1, ..., 4 and knot vectors ⌅c and H c,
we build the 2D NURBS patch for subdomain ⌦(1)e . The same approach is employed to construct
a NURBS patch for the integration element ⌦(2)e , utilizing
n
Pi. j
o
, i = 0, 2, j = 1, ..., 4 and the same
knot vectors ⌅c and H c. The NURBS basis functions associated with each integration element
⌦(1)e and ⌦
(2)
e are called R
(1)
i. j,p.q and R
(2)
i. j,p.q, with i = 0, 1 for ⌦
(1)
e , i = 0, 2 for ⌦
(2)
e , and j = 1, ..., 4 as
shown in Fig. 5.2(b). Since we have assumed p = 2 and q = 1 in this study, we hereafter drop the
subscripts p and q from the NURBS basis.
The enrichment functions  j correspond to control points
n
P0. j
o
along the material interface, as
shown in Fig. 5.2(b), and are defined piecewise as
 j (x) =
8>>><>>>:  
(1)
j (x) = R
(1)
0. j (x) if x 2 ⌦(1)e
 (2)j (x) = R
(2)
0. j (x) if x 2 ⌦(2)e
j = 1, ..., 4 . (5.15)
By construction the enrichment functions vanish at the nodes and edges of the element ⌦e that
do not intersect the interface  e. Moreover, due to the C0 continuity of these functions across
the interface, they are able to enforce displacement continuity but allow for displacement gradient
discontinuities.
Having the interpolation of (5.9), the formulation of the finite element analysis is straight for-
ward. The discretized equilibrium equation for a linear elastic problem is
KU = F, (5.16)
where U, F, and K denote the global displacement vector, the global force vector, and the global
sti↵ness matrix, respectively. As usual, K is assembled from the element ⌦e sti↵ness matricesKe,
Ke =
Z
⌦e
BT (X)D (X)B (X) d⌦, (5.17)
where D is the constitutive matrix for a linear elastic material. The strain displacement matrix
B (X) =
h
BN (X) B (X)
i
(5.18)
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is partitioned such that
BN (X) =
26666666666664
@N1
@x 0
@N2
@x 0 ...
@Nn
@x 0
0 @N1@y 0
@N2
@y ... 0
@Nn
@y
@N1
@y
@N1
@x
@N2
@y
@N2
@x ...
@Nn
@y
@Nn
@x
37777777777775 ,
B (X) =
266666666666664
@ 1
@x 0
@ 2
@x 0 ...
@ n 
@x 0
0 @ 1@y 0
@ 2
@y ... 0
@ n 
@y
@ 1
@y
@ 1
@x
@ 2
@y
@ 2
@x ...
@ n 
@y
@ n 
@x
377777777777775 .
(5.19)
Substituting (5.18) into (5.17) results in
Ke =
2666664 Keuu Keu↵ Keu↵ T Ke↵↵
3777775 , (5.20)
where
Keuu =
2X
i=1
Z
⌦
(i)
e
BTN (X)D (X)BN (X) d⌦,
Keu↵ =
2X
i=1
Z
⌦
(i)
e
BTN (X)D (X)B (X) d⌦, (5.21)
Ke↵↵ =
2X
i=1
Z
⌦
(i)
e
BT (X)D (X)B (X) d⌦.
The above holds for the enriched elements. For all the other elements, B = 0, and the element
sti↵ness matrix takes the usual form.
Similarly, the global nodal force vector F in (5.16) is assembled from the element nodal force
vector Fe,
Fe =
Z
⌦e
NT (X)b (X) d⌦ +
Z
 e\S t
NT (X) t (X) d , (5.22)
where N is the element shape function vector, given by
N (X) =
h
N (X)  (X)
i
. (5.23)
Substituting (5.23) into (5.22) leads to
Fe =
2666664 FeuFe↵
3777775 , (5.24)
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where
Feu =
2X
i=1
Z
⌦
(i)
e
NT (X)b (X) d⌦ +
Z
 
(i)
e \S t
NT (X) t (X) d 
 
,
Fe↵ =
2X
i=1
Z
⌦
(i)
e
 T (X)b (X) d⌦ +
Z
 
(i)
e \S t
 T (X) t (X) d 
 
. (5.25)
As for the element sti↵ness matrix, Fe↵ , 0 only for the enriched elements.
To evaluate the integrals appearing over the enriched element subdomains ⌦(i)e special care must
be taken, cf. Fig. 5.2(b). We perform these integrations by Gaussian quadrature using Span-Wise
Mapping (SWM) (Safdari et al., 2015). In this approach, each integration element is partitioned
into n⇠ subregions, where n⇠ is number of non-vanishing knot-spans associated with the ⇠ para-
metric space. For the Fig. 5.2(b) example as shown in Fig. 5.3, the ⇠ direction knot vector is
⌅c = [0, 0, 0,
1
2
, 1, 1, 1] and so we partition each integration element of ⌦(i)e , i = 1, 2 into n⇠ = 2
regions giving us the four subregions ⌦(i  j), i, j = 1, 2. The integrals on each of these four re-
gions are first pulled back onto their associated parametric domain, e.g. ⌦(1 1) is pulled back to
⌦ˇ(1 1)c =
"
0,
1
2
#
⇥ [0, 1]. And subsequently these regions are pulled back onto the isoparametric
master element e.g. ⌦ˇ(1 1)c is pulled back to ⌦˜c = [ 1, 1] ⇥ [ 1, 1] over which we perform a
quadrature.
To better understand the integration process, refer to Fig. 5.3, which illustrates the required
mappings for evaluating the integrals over the region⌦(1 1)e . As seen in Fig. 5.3, ⌦ˇ
(1 1)
c is the image
of a master integration element ⌦˜c under the map f˜(1 1)c : ⌦˜c ! ⌦ˇ(1 1)c , which is subsequently
mapped to the partitioned integration element ⌦(1 1)e via the map fˇ(1)c : ⌦ˇ(1 1)c ! ⌦(1 1)e . The
mapping from the master element ⌦˜c to the partitioned integration element ⌦(1 1)e in the physical
domain is achieved using composition such that
X = fˇ(1)c   f˜(1 1)c (rc)
= R˜(1)c (rc)P(1)e ,
(5.26)
where P(1)e is a column vector containing the bidirectional control net
n
Pi. j
o
, i = 0, 1, j = 1, ..., 4,
corresponding to the integration element ⌦(1)e in Fig. 5.2(b):
P(1)e =
h
Px0.1 P
y
0.1 ... P
x
0.4 P
y
0.4 P
x
1.1 P
y
1.1 ... P
x
1.4 P
y
1.4
iT
, (5.27)
and R˜(1)c is constructed from 2D NURBS basis functions R˜(1)i. j , i = 0, 1, j = 1, ..., 4 defined over the
master element ⌦˜c, such that e.g., R˜(1)0.1 (rc) = R
(1)
0.1   f˜(1 1)c (rc), cf. (5.8) and rearranged in a matrix
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form as
R˜(1)c = R˜(1) ⌦ I, (5.28)
where R˜(1) =
h
R˜(1)0.1 R˜
(1)
0.2 ... R˜
(1)
0.4 R˜
(1)
1.1 R˜
(1)
1.2 ... R˜
(1)
1.4
i
: ⌦˜c ! R8.
rc2
rc1
rc
 ˜c
 ex
y
 (2 1)e  
(2 2)
e
 (1 2)e
 (1 1)e
P2.4P2.3P2.2P2.1
P0.1
P0.2
P0.3
P0.4
P1.4P1.3P1.2P1.1
fˆp (
rp)
= X
Master element spaces Parametric space Physical space 
 
f c
p
(r
c
)
=
r p
fˇ (1)c ( ) = X
X
 
 
1
1
 ˇ(1)c
 ˇ(1 1)c  ˇ(1 2)c
 ˆp
rp1
rp2
rp
 ¯
f˜ (1 1)c (rc) =  
Figure 5.3 – Mappings used to evaluate the shape functions at an integration point X. f˜ (1 1)c
is the mapping from the master element ⌦˜c into a non-vanishing knot-span of the parametric
space ⌦ˇ(1 1)c , fˇ(1)c is the mapping from the parametric space ⌦ˇ(1)c into the integration element
⌦(1)e , whereas fˆp maps the master element ⌦ˆp into the element ⌦e, and fcp is a composite
mapping defined as fcp = fˆ#p   fˇ(1)c   f˜(1 1)c from ⌦˜c to ⌦ˆp.
Figure 5.3 also shows that the enriched element⌦e in physical domain is the image of the master
enriched element ⌦ˆp = [ 1, 1] ⇥ [ 1, 1] under the map fˆp, i.e., fˆp : ⌦ˆp ! ⌦e such that
X = fˆp
⇣
rp
⌘
= Nˆp
⇣
rp
⌘
Xe,
(5.29)
whereXe is a column vector composed of the nodal coordinates of the enriched element⌦e, and Nˆp
is a matrix containing the standard finite element shape functions defined over the master element
⌦ˆp, expressed as
Xe =
h
x1 y1 x2 y2 ... x4 y4
iT
,
Nˆp = Nˆ ⌦ I,
(5.30)
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where Nˆ =
h
Nˆ1p Nˆ2p ... Nˆ4p
i
.
Using the above mappings, the shape functions for integration element ⌦(1)e take the form
N (X) |X=fˆp(fcp(rc))=fˇ(1)c ⇣f˜(1 1)c (rc)⌘=
N
⇣
X |X=fˆp(fcp(rc))
⌘
 (1)
✓
X |X=fˇ(1)c ⇣f˜(1 1)c (rc)⌘
◆  
=
h
Nˆp
⇣
rp
⌘ |rp=fcp(rc)  ˜(1)c (rc) i
=
h
Nˆp   fcp (rc)  ˜(1)c (rc)
i
,
(5.31)
where
 ˜(1)c (rc) =  ˜(1) ⌦ I (5.32)
in which  ˜(1) =
h
R˜(1)0.1 R˜
(1)
0.2 ... R˜
(1)
0.4
i
is the vector of NURBS basis functions associated with the
enriched interface control points along the material interface, as shown in Figs. 5.2 and 5.3, while
Nˆp and fcp are given by (5.30) and (5.33) which we describe momentarily. As seen above, Nˆp   fcp
and  ˜(1)c are defined in terms of the position rc on ⌦˜c over which the quadratures are performed.
All that remains is to define the composite map fcp = fˆ#p   fˇ(1)c   f˜(1 1)c : ⌦˜(1 1)c ! ⌦ˆp defined such
that
rp = fcp (rc) = fˆ#p   fˇ(1)c   f˜(1 1)c (rc) = fˆ#p
⇣
fˇ(1)c   f˜(1 1)c (rc)
⌘
, (5.33)
where fˆ#p : ⌦e ! ⌦ˆp is the inverse map of fˆp. In general, there is not a closed form inverse
map from a quadrilateral element to an isoparametric master element. However, this study uses a
rectangular structured mesh and therefore the inverse mapping fˆ#p is obtained over every enriched
element ⌦e.
rp = fˆ#p (X) =
8>>><>>>:
2(x Px2.1)
Px2.4 Px2.1   1
2(y Py2.1)
Py1.1 Py2.1
  1
9>>>=>>>; (5.34)
where X = (x, y) 2 ⌦e is the location of an integration point in physical space (cf. Fig. 5.3).
Implementing the mappings presented in Fig. 5.3, the computation of the shape function deriva-
tives, which are used to define BN for e.g. integration element⌦(1 1)e over the corresponding master
element ⌦˜(1)c , takes the form 
@N
@X
!
|X=fˆp(rp)=fˇ(1)c  f˜(1)c (rc) =
 
Jˆ Tp
 
@Nˆ
@rp
!
|rp=fcp(rc)
!
⌦ I
=
26666666666666666664
@N1
@x 0
@N2
@x 0 ...
@Nn
@x 0
0 @N1@x 0
@N2
@x ... 0
@Nn
@x
@N1
@y 0
@N2
@y 0 ...
@Nn
@y 0
0 @N1@y 0
@N2
@y ... 0
@Nn
@y
37777777777777777775 ,
(5.35)
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where Nˆ is the vector of shape functions introduced in (5.30) and
Jˆp =
@fˆp
⇣
rp
⌘
@rp
(5.36)
is the Jacobian of mapping from the master element ⌦ˆp to the enriched element ⌦e. Likewise, 
@ (1)
@X
!
|X=fˇ(1)c  f˜(1)c (rc)=
 
J˜ Tc
 
@ ˜(1)
@rc
!!
⌦ I, (5.37)
where the vector of NURBS basis functions  ˜(1) is defined after (5.32) and
J˜c =
@
⇣
fˇ(1)c   f˜(1 1)c (rc)
⌘
@rc
=
@fˇ(1)c (⇠)
@⇠
|⇠=f˜(1 1)c (rc)
@f˜(1 1)c (rc)
@rc
. (5.38)
As described in the next section, the presence of fcp in (5.35) a↵ects the sensitivity analysis.
5.3 Optimization problem formulation and sensitivity analysis
We consider a structural optimization problem formulated as follows:
min
d
g (U(X(d),d), X(d), d) ,
such that : dlbi  di  dubi ,
hj (U(X(d)), X(d), d)  0, j = 1, 2, ..., l,
and K (X(d))U (X(d),d) = F (X(d)) ,
(5.39)
where g is the cost function, hj denotes the constraint functions, X denotes the enriched control
point coordinate vector, d is the design variable vector, subjected to the lower and upper bounds dlbi
and dubi . Note thatX,K,U and F are all functions of d. And that the design variables d parameterize
the material interfaces  i, specifically, they consist of original control point coordinates of the
NURBS interface curves, i.e. not the control points introduced in the knot insertion procedure.
In this work, we adopt a gradient-based approach to solve the optimization problem (5.39). As
in all gradient-based schemes, a sensitivity analysis is needed to compute the gradients of cost and
constraint functions with respect to the design variables. The computation of design sensitivities
can be obtained via various approaches, e.g., finite di↵erence, semi-analytical, or analytical meth-
ods. Although implementing the finite di↵erence method is simple, it su↵ers from computational
ine ciency (due to the need for performing at least an additional analysis for each design param-
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eter in each optimization iteration) and the “step-size dilemma”, which if too large or small leads
to truncation and round-o↵ errors (Haftka and Gu¨rdal, 1992). Semi analytical methods are fairly
easy to implement; they avoid the additional analyses of the finite di↵erence method, but they
are also subjected to truncation and round-o↵ errors. On the other hand, analytic approaches are
more complicated to implement but they are computationally e cient and immune to truncation
and round-o↵ errors. Ultimately the choice of the method is based on level of desired accuracy,
computational e ciency, and implementation e↵ort. In the current study, the sensitivity analysis
of the cost and constraint functions is conducted with an analytical discrete derivatives approach
based on the direct or adjoint methods.
A key component of any shape sensitivity analysis is the so-called design velocity field V (d) =
@X(d)/@d, i.e., the derivative of the finite element node coordinates with respect to the shape param-
eters. In this NIGFEM shape optimization scheme, the design velocity field is only needed for the
interface control points
n
P0. j
o
, j = 1, ..., 4 cf. Figs. 5.2 and 5.3 because these are only points that
move during the shape optimization. We discuss this computation shortly.
Assuming we know Vi the sensitivity of the cost function expressed in (5.39) takes the form
dg
ddi
=
 
@g
@U
!T
?
Ui +
 
@g
@X
!T
Vi +
@g
@di
. (5.40)
In (5.40), the partial derivatives of
@g
@U
,
@g
@X
, and
@g
@di
are readily evaluated. To complete the sensi-
tivity analysis, we either obtain the unknown material derivative
?
Ui =
@U
@X
Vi +
@U
@di
with the direct
method or remove it with the adjoint method.
In the direct di↵erentiation sensitivity analysis, the discrete linear system of (5.16) associated
with the primal problem of (5.40) is di↵erentiated with respect to each of shape design variables
di, resulting in a series of pseudo problems:
K
⇤
Ui = P
i
ps, (5.41)
which we use to evaluate
⇤
Ui and subsequently
dg
ddi
of (5.40). Note that the pseudo problems (5.41)
resemble the primal equation (5.16), and consequently the sti↵ness matrix K from primal analysis
can be used to e ciently solve pseudo problems.
In the above (5.41), Pips is the pseudo-load vector defined as
Pips =
@F
@di
  @K
@di
U. (5.42)
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The terms entering (5.42) are computed by assembling the element quantities:
@Ke
@di
=
2666664 M11 M12(M12)T M22
3777775 + Z
⌦e
BTDBr · Vi d⌦, (5.43)
@Fe
@di
=
Z
⌦e
"
@NT
@di
b + NT
✓ ⇤
bi + br · Vi
◆#
d⌦
+
Z
 e\S t
"
@NT
@di
t + NT
✓⇤
ti + tr  · Vi
◆#
d ,
(5.44)
where
⇤
bi and
⇤
ti denote the material derivatives of body force and traction with respect to di, respec-
tively, while r· and r · denote the divergence and surface (contour) divergence defined below (cf.
(5.49) and (5.50)). TheMi j matrices entering (5.43) are defined as
M11 =
2X
j=1
Z
⌦
( j)
e
"
BTND
@BN
@di
+
@BTN
@di
DBN
#
d⌦,
M12 =
2X
j=1
Z
⌦
( j)
e
"
BTND
@B 
@di
+
@BTN
@di
DB 
#
d⌦,
M22 =
2X
j=1
Z
⌦
( j)
e
2666664BT D@B @di + @B
T
 
@di
DB 
3777775 d⌦.
(5.45)
As indicated earlier, the design velocity field Vi entering (5.40) and (5.43)-(5.44) need only be
computed over the enriched elements. By definition Vi =
@X
@di
which we obtain from (5.26) by
noting that P(1)e is a function of d. This also implies fˇ(1)c   f˜(1 1)c and fˆ#p are functions of d, cf. (5.26)
and (5.34) and thusly so is fcp, cf. (5.33).
Referring to (5.26) and Fig. 5.3, V in the integration element ⌦(1)e is evaluated as
Vi |X=fˇ(1)c  f˜(1 1)c (rc,d)=
@X
@di
=
@fˇ(1)c   f˜(1 1)c
@di
= R˜(1)c (rc)
@P(1)e
@di
= R˜(1)c (rc)V
(1)
ei ,
(5.46)
where V(1)ei (d) =
@P(1)e (d)
@di
denotes the shape velocity vector associated with the control points of
integration element ⌦(1)e , i.e., the derivative of (5.27) with respect to di. The spatial derivative of
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the design velocity
@Vi
@X
|X=fˇ(1)c  f˜(1 1)c (rc)=
26666664 @V
x
i
@x
@Vxi
@y
@Vyi
@x
@Vyi
@y
37777775 , (5.47)
is computed as 0BBBBBBBBBBBBBBBBBBB@
@Vxi
@x
@Vyi
@x
@Vxi
@y
@Vyi
@y
1CCCCCCCCCCCCCCCCCCCA =
  
J˜ Tc
 
@R˜(1)
@rc
!!
⌦ I
!
V(1)ei . (5.48)
for X = fˇ(1)c   f˜(1 1)c (rc, d).
In (5.48), R˜(1) is the vector of shape functions defined over the master element ⌦˜c and introduced
in (5.28). The design velocity gradient is then used to obtain
r · Vi = tr
 
@Vi
@X
!
, (5.49)
and
r  · Vi = tr
"⇣
I   nnT ⌘ @Vi
@X
#
, (5.50)
where n is the outward unit normal vector to  .
In (5.44), the bdiv (Vi) term is computed using (5.49) and we assume without loss of generality
that the material derivative of the body force,
⇤
bi, is zero. Furthermore, we note that the last inte-
gral in (5.44) is zero for the internal boundary design problems investigated in the present study.
However as opposed to the regular FEM, the
@NT
@di
term appearing in (5.44) in the NIGFEM is not
zero. As seen in (5.31), the shape function vector N in an enriched element is defined in terms of
Nˆp   fcp and  ˜c which are evaluated over the master integration element, e.g., at location rc in ⌦˜c,
cf. Fig. 5.3. The enrichment function  ˜c is independent of d. On the other hand, Nˆp   fcp is not
independent of the design variables in contrast to the regular FEM. Using the mapping illustrated
in Fig. 5.3, the sensitivity is obtained as
@N
@di
|X=fˆp(fcp(rc))=
 
VTi (X) Jˆ Tp
⇣
rp
⌘  @Nˆ
@rp
!
|rp=fcp(rc,d)
!
⌦ I. (5.51)
See Appendix A.1 for details.
The sensitivity
@B 
@di
appearing in the matrices Mi j, i, j = 1, 2 in (5.45) is obtained from the
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derivative of (5.19). Using (5.37) we compute
@
@di
 
@ (1)
@X
!
|X=fˇ(1)c  f˜(1 1)c (rc) =
@
@di
  
J˜ Tc
 
@ ˜(1)
@rc
!!
⌦ I
!
=
 
@J˜ Tc
@di
 
@ ˜(1)
@rc
!!
⌦ I,
(5.52)
where we note that the shape functions  ˜ are independent of d and
@J˜ 1c
@di
=  J˜ 1c @J˜c@di J˜
 1
c , (5.53)
In the same way that we derive the components of the spatial derivatives of the design velocity in
(5.48), the components of
@J˜c
@di
are computed from
0BBBBBBBBBBBBBBBBBB@
@J˜11c
@di
@J˜21c
@di
@J˜12c
@di
@J˜22c
@di
1CCCCCCCCCCCCCCCCCCA =
  
@R˜(1)
@rc
!
⌦ I
!
V(1)ei . (5.54)
which follows from (5.26) and (5.38).
The sensitivity
@BN
@di
appearing in (5.45) is obtained with the aid of the derivative of
@N
@X
with
respect to design parameter di, which follows from (5.35):
@
@di
 
@N
@X
!
|X=fˆp(rp)=fˇ(1)c  f˜(1)c (rc,d) =
@
@di
  
Jˆ Tp
 
@Nˆ
@rp
!
|rp=fcp(rc)
!
⌦ I
!
=
 
Jˆ Tp
@
@di
 
@Nˆ
@rp
!
|rp=fcp(rc)
!
⌦ I.
(5.55)
In the above we note that the Jacobian Jp defined in (5.36) is independent of d due to the fixed
nature of the non-conforming mesh. However, as opposed to (5.52), the shape functions Nˆp   fcp
are function of d, so that
@
@di
0BBBB@@Nˆp
@rp
1CCCCA |rp=fcp(rc)=
0BBBBBB@
0BBBBBB@ VTi Jˆ Tp
⇣
@
@rp1
⇣
@Nˆ
@rp
⌘⌘
VTi Jˆ Tp
⇣
@
@rp2
⇣
@Nˆ
@rp
⌘⌘ 1CCCCCCA |rp=fcp(rc,d)
1CCCCCCA ⌦ I. (5.56)
See Appendix A.1 for details.
Combining G/XFEM and shape optimization, a similar analytical sensitivity analysis was per-
formed in (Zhang et al., 2012). However, they missed the sensitivity of the shape functions and
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their derivatives, which were presented for the first time in our previous work (Najafi et al., 2015).
In that work, we derived the sensitivity of the shape functions using the IGFEM framework over a
non-conforming mesh made of linear (three-node) triangular elements with polynomial enrich-
ments. The present NIGFEM study extends that work to bilinear quadrilateral elements with
NURBS enrichments. It is worth mentioning that the term computed in (5.56) vanishes for stan-
dard three-node triangular elements due to constant values of shape functions derivatives. In other
case, the shape sensitivity terms in (5.56) must be included.
The control point design velocities V ji are the last pieces of our sensitivity analysis that needs
to be computed, cf. 5.46. To evaluate these design velocities, consider Fig. 5.4 that illustrates an
enriched element cut by the material interface. The original element nodes, which also serve as
control points, are depicted by yellow squares. The design velocities of these control points are
zero. The control points on the material interface are shown with red triangles if they are located
at the intersections of the material interfaces with the enriched element edges, otherwise they are
shown with green triangles. We note that these control points may be original to the interface  
represented by a NURBS curve, cf. (5.12), or introduced during the knot insertion procedure, cf.
(5.13).
There are four cases for computing the control point design velocities, depending on whether
the control points are original or not and whether they are located on the element edges or not. We
must first compute the design velocities of the original control points. If the original control point
P j =
h
Pxj P
x
j
iT
is not located on the element edges and if the design variable is dq = Pxj then
V( j)q =
8>><>>: 10
9>>=>>; , (5.57)
similarly, if dq = P
y
j
V( j)q =
8>><>>: 01
9>>=>>; . (5.58)
In the rare case that the original control point is located on an element edge we can limit its
motion to move along the edge and thereby its velocity is given by either (5.57) or (5.58). Alter-
natively, we can perturb its location so that (5.57) and (5.58) are valid. In practice we have not
encountered this situation.
Now we compute the velocities of the control point that are introduced in the insertion proce-
dure. If the control point is located on the element edges, there are two possibilities depending on
whether they are located on a vertical (cf. control point A in Fig. 5.4) or a horizontal (cf. control
point B in Fig. 5.4) element edge. Let us derive the design velocity field for control point A. The
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control point PA =
h
PxA P
y
A
iT
satisfies (5.12), i.e.
8>><>>: PxAPyA
9>>=>>; =
8>>>>><>>>>>:
lP
i=1
Ri (⇠A) Pxi
lP
i=1
Ri (⇠A) P
y
i
9>>>>>=>>>>>; , (5.59)
where ⇠A denotes the knot value associated to the control point PA. Assuming that the design
variable dq = Pxj , di↵erentiating the above equation with respect to the design variable dq and
noting that PxA is fixed gives
@⇠A
@dq
=
 Rj
lP
i=1
@Ri
@⇠ P
x
i
|⇠=⇠A , (5.60)
and, consequently, the velocity of the control point A is
VAq =
8>>>><>>>>:
0(
lP
i=1
@Ri(⇠)
@⇠ |⇠=⇠A Pyi
)
@⇠A
@dq
9>>>>=>>>>; . (5.61)
In the case dq = P
y
j,
@⇠A
@dq
= 0, (5.62)
and
VAq =
8>><>>: 0Rj (⇠A)
9>>=>>; . (5.63)
The same approach is used to compute the design velocity field for control point PB.
Finally, we compute the design velocities for the control points that are introduced during the
knot insertion procedure and that are not located on an element edge (cf. the green triangles in
Fig. 5.4). To compute the velocities with respect to the design variable dq, we di↵erentiate (5.13)
to obtain
@P˜i
@dq
=
@ i
@dq
Pi +  i
@Pi
@dq
  @ i
@dq
Pi 1 + (1    i) @Pi 1
@dq
. (5.64)
To better understand the terms appearing in (5.64), let us assume that the control point, e.g. PC
is created during the first knot insertion associated with the intersection control point PA (cf. A in
Fig. 5.4); it associated knot value is ⇠A. For this case
@ i
@dq
is given by (5.14), i.e.
@ i
@dq
=
8>>>>><>>>>>:
0 i  k   p
1
⇠i+p ⇠i
@⇠A
@dq
k   p + 1  i  k
0 i   k + 1
, (5.65)
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Figure 5.4 – Schematic of the intersection of a material interface with the edges of non-
conforming mesh.
where
@⇠A
@dq
is evaluated from (5.60) or (5.62).
@Pi
@dq
is computed from (5.57) or (5.58) if dq = Pxi or
dq = P
y
i ; otherwise
@Pi
@dq
= 0.
@Pi 1
@dq
is similarly computed.
The sensitivity of the control points created by subsequent knot insertion are determined recur-
sively from the sensitivity of previously inserted control points.
In the very rare event that the material interface passes exactly through a node of the non-
conforming mesh, the computation of design velocity field described in (5.60)-(5.65) is not appli-
cable. Two approaches can be considered in this situation: (i) introducing a very small perturbation
in the design variable, or (ii) perturbing the location of that node in the background mesh. Both
approaches have proven successful in our numerical studies.
To conclude the discussion of the sensitivity analysis, let us mention that, for the adjoint method,
we compute the adjoint response  g for each function g such that
K g =
@g
@U
, (5.66)
and evaluate the sensitivity via
dg
ddi
=
 
@g
@X
!T
Vi +
@g
@di
+  TgP
i
ps, (5.67)
where Pips is defined in (5.42).
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5.4 Algorithm
Based on the equations described in the previous section, the flowchart for the gradient-based
NIGFEM shape optimization algorithm is given in Fig 5.5. The algorithm can be summarized as
follows:
Input data 
Initial guess: 
 d = d0
Find intersection 
points 
Im
pl
em
en
t t
he
 N
IG
FE
M
 
!
Update material 
interface NURBS 
Construct enriched 
finite element  
Define enrichment functions 
along the interfaces A
na
ly
si
s 
!
Initialize 
and K = 0 F = 0
 Assemble     from   K Ke
 Assemble     from   F Fe
Solve  KU = F
Compute objective and 
constraint functions 
Se
ns
iti
vi
ty
 A
na
ly
si
s!
Compute velocity field V
Compute pseudo-load vector 
 Pips
Direct method: 
compute  
 
Ui
Adjoint method: 
annihilate  
 
Ui
Compute derivative of 
objective and constraint 
function with respect to 
design variables 
 
Check Terminal  
condition  
Update design 
variables 
No!
Yes!
Output 
Figure 5.5 – Flowchart of a gradient-based shape optimization using NIGFEM. The arrow
solid and dashed lines in sensitivity analysis module show two optional approaches (i) Adjoint
method, (ii) Direct method.
1. Read all the input data to define the boundary value problem, the mesh and all the geometri-
cal data including an initial guess for the design variables: d = d0.
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Loop Starting Point
2. Implement the NIGFEM:
(a) Find intersection points (Eqn. 5.59)
(b) Update material interface NURBS curve via knot insertion to define a subsection of
the curve that belongs to each intersecting element: (Eqn. 5.13 and 5.14 and following
discussion)
(c) Construct enriched element and associated enrichment functions to capture field dis-
continuity over material interfaces (Fig. 5.2 and Eqn. 5.15)
3. Assemble K (Eqns. 5.17-5.21) and F (Eqns. 5.22-5.25) and solve K · U = F (Eqn. 5.16) for
nodal solution U
4. Compute objective and constraint functions (Eqn. 5.39)
5. Perform sensitivity analysis to compute derivative of objective and constraint functions with
respect to design variable d, e.g., (Eqn 5.40)
(a) Compute design velocity field V
i. Design velocity of knots and enriched control points belonging to material inter-
face NURBS curve (Eqns. 5.60-5.65)
ii. Design velocity field for each integration point (Eqns. 5.46-5.50)
(b) Compute pseudo-load vector (Eqn. 5.42)
i. Compute derivative of global sti↵ness matrix (Eqn. 5.43)
ii. Compute derivative of global load vector (Eqn. 5.44)
(c) Handle unknown material derivative
⇤
U by choosing direct or adjoint method
i. Solve pseudo problems to compute
⇤
Ui (Eqn. 5.41)
ii. Solve adjoint problem to annihilate material derivative
⇤
U (Eqns. 5.66-5.67)
6. Check terminal condition. The iterations end when a certain convergence criterion such as      gcurrent   gpreviousgprevious
        " is satisfied
(a) No:
i. Update design variables
ii. Go back to Loop Starting Point
(b) Yes:
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i. Output data
ii. Loop Ending Point
To conclude the presentation of the shape optimization scheme, it is worth emphasizing that,
like for other gradient-based methods, one cannot guarantee convergence to a global optimum in
the presence of multiple local optima. The analysis might therefore require the use of multiple
initial guesses for the initial design. Once again, by avoiding the need to generate a conforming
mesh for each starting geometry, the NIGFEM approach greatly facilitates this process: only the
mathematical description of the internal material interfaces is needed to define the model on the
non-conforming stationary mesh.
5.5 Verification examples
We apply the NIGFEM shape optimization scheme to several 2D structural problems including
some benchmark examples suggested in (Le et al., 2011). In these examples, we aim to compute
the optimum shape of a hole in an elastic domain subjected to pure shear or bi-axial tractions to
minimize the compliance of structure. Plane stress conditions are assumed for both problems.
Figure 5.6(a) illustrates a square domain (of size L) subjected to a uniform shear traction ⌧0 along
all its edges. The model is fixed at the center of the domain to prevent ill-conditioning. Similarly
to other G/XFEM methods (Allaire et al., 2004; Dunning et al., 2011; Luo et al., 2008), we model
the hole by a free shape inclusion with a fictitious material that is much more compliant than the
surrounding matrix material (E2/E1 = 10 6 and ⌫2 = ⌫1). The hole boundary is represented with
a NURBS, with the coordinates of its control points as the design variables. In this example,
there are 12 design variables: the control points marked by blue squares in Fig. 5.6(c-e) can
only move in their normal directions, while all others (marked by red circles) are free to move
vertically and horizontally. Unless noted otherwise, all the weights for NURBS are set to one for
all examples. The problem is also constrained by the minimum value of the hole volume fraction
(Vf   0.1252⇡ = 0.0491). Figure 5.6 shows the results obtained for two di↵erent initial designs.
The convergence and history plots for these two di↵erent initial designs are illustrated in Fig.
5.6(b), showing that both converge to the same solution while satisfying the constraint. The stress
contour for the optimal shape, depicted in Fig. 5.6(h), shows a more uniform stress distribution
than for the initial designs presented in Fig. 5.6(f and g).
This problem was analytically solved for a cavity in an infinite 2D elastic domain in (Cherkaev
et al., 1998). It was also studied by (Le et al., 2011) using a gradient-based, parameter-free shape
optimization approach based on a conventional finite element scheme. Our results are in agreement
with those solutions. The predicted corner angle for the optimal shape in a finite domain with a
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Figure 5.6 – Hole design under pure shear tractions (a) Problem description; (b) Design con-
vergence history, with the dashed horizontal line denoting the lower bound of the constraint
function; (c) and (d) Initial designs; (e) Optimal design; (f-h) Stress distributions correspond-
ing to the initial designs and optimal shape, respectively. The red dots and blue squares in
(c-d) represent the control points associated with hole interface NURBS curve.
mesh of 30 ⇥ 30 is 96.881  and for a 60 ⇥ 60 mesh the angle obtained is 101.511 , slightly less
than the angle obtained from the analytical solution for an infinite domain (102.6 ). It is also worth
mentioning that our solution is obtained using a simple non-conforming structured mesh, whereas
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the solution reported by (Le et al., 2011) used a unstructured conforming mesh designed based on
an a priority knowledge of the optimal shape. In contrast, the solution presented in the current
work does not have any restriction regarding to initial shape for the hole.
In the second problem, we repeat the first example, but subject the domain to a bi-axial loading.
The objective here is to find optimal shape of the hole to minimize the structure compliance while
it is subjected to a volume fraction constraint (Vf   0.1 ⇥ 0.15⇡ = 0.0471). In this example, the
control points located on the left and right edges of the initial material interface in Fig. 5.7(c) can
move horizontally, while the other control points located along the top and bottom edges are free
to move vertically, resulting in 16 design variables. This problem was investigated analytically
(Banichuk, 1977; Cherepanov, 1974) and numerically (Pedersen, 2000; Le et al., 2011) for infinite
domain, indicating that an elliptical hole with the ratio of the semi-major axis (a) to semi-minor
axis (b) equal to the ratio of the far field stresses, i.e.,
a
b
=
 1
 2
, is the optimum solution and results in
a constant tangential stress ( t =  1+ 2) along its boundary (Banichuk, 1977; Cherepanov, 1974).
Our results, shown in Fig. 5.7, are consistent with those analytical predictions. The convergence
history for two di↵erent stress ratios of
 1
 2
=
3
2
(Case A) and
 1
 2
= 2 (Case B) are presented in
Fig. 5.7(b). Both cases are started from an identical initial design (Fig. 5.7c) and converge to two
elliptical shapes with
a
b
= 1.53 and 2.07, respectively. Similar to the design problem of a hole
under pure sure presented in Fig. 5.6, finer mesh can lead to smaller di↵erence in
a
b
for the optimal
shapes obtained by the NIGFEM and analytical solution. The convergence history shows that both
cases satisfy the volume fraction constraint.
5.6 Application examples
We now apply the proposed method to a structurally loaded particulate composite with, as ob-
jective, to optimize the distribution of the inclusions interacting with a notch. We also solve a
compliance minimization with volume constraint of a cantilever beam problem. All problems are
solved in plane stress.
5.6.1 Application problem 1: Interaction between a notch with round tip and a
free-shape sti↵ inclusion
In this first example, we aim to minimize the compliance of the structure, illustrated in Fig. 5.8(a),
subject to a maximum volume fraction constraint (Vf  0.1252⇡ = 0.0491). Here, the inclusion
has a free shape, which is described with a NURBS curve degree 2 with 11 control points . Fig-
ure 5.8(a) depicts the problem dimensions and loading. The domain is subjected to a uniform
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Figure 5.7 – Shape optimization for a hole subject to bi-axial loading: (a) Problem descrip-
tion; (b) Convergence and design history; (c) Initial design where red dots represent the con-
trol points associated with the hole NURBS curve; (d and e) Optimal elliptical shape for
 1
 2
=
3
2
and 2, respectively, obtained using the NIGFEM scheme over a non-conforming
mesh.
traction  0 along its top edge, while roller boundary conditions are assumed along the bottom and
right edges. The inclusion is sti↵er than the matrix with E2/E1 = 100 and ⌫1 = ⌫2. In this study,
the design variables are the coordinates of the eleven interface control points, which allow the in-
clusion move all over the domain. As shown in (Fig. 5.9), we represent the inclusion with a higher
number of control points along the side closest to the notch tip to provide a smooth shape with
possibility of large shape changes.
We solve this problem for various initial designs. No mater the shape and location of the inclu-
sion in the initial design, the inclusion approaches the notch and encircles the notch tip (Fig. 5.9),
thereby shielding the notch by reducing the stress concentration. The convergence plot corre-
sponding to one of these cases is presented in Fig. 5.8. The NIGFEM gradient-based optimizer
converges to the optimal configuration in a few iterations, while the constraint function (volume
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Figure 5.8 – Shape optimization of a sti↵ inclusion interacting with a notch; (a) Problem
description; (b) Convergence and design history. The evolution of the inclusion shape is
illustrated for some selected iterations.
fraction) approaches the upper allowable bound (Fig. 5.8(b)). The evolution of inclusion shape is
also presented in Fig. 5.8(b).
Initial Design Final Design Initial Design Final Design 
Initial Design Final Design Initial Design Final Design 
(a) Trial 1 (b) Trial 2 
 
(c) Trial 3 
 
(d) Trial 4 
 
Figure 5.9 – Initial and optimal designs for the problem shown in Fig. 5.8(a) for four initial
configurations. Due the di↵erence in boundary conditions applied along the top and bottom
edges of the notched specimen, the problem is not exactly symmetric (Fig. 5.8(a)), although
the final (optimal) shape of the inclusion is almost symmetric.
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5.6.2 Application problem 2: Design of a particulate composite
In the second problem, we consider a problem where the objective is to find the optimum locations
of five circular inclusions (of sti↵ness E2 and Poisson’s ratio ⌫2) embedded in a linearly elastic
solid with square geometry (of size L, sti↵ness E1 and Poisson’s ratio ⌫1 = ⌫2) subjected to the
boundary conditions shown in Fig. 5.10(a). The domain also includes a round tip notch of size L/4.
As before, the objective function to minimize is the compliance of the specimen. In this example,
the design variables are the coordinates of the centroids of each inclusion. To prevent overlapping,
we impose that the distance Ci j between inclusions i and j satisfy Ci j   Ri + Rj + 0.02L. We
also define additional constraints that preclude the intersection of the notch by the inclusions. As
opposed to the other examples presented previously, in which the control points were the design
variables, the design variables in this example are the locations of the circular inclusions, which
can move all over the domain.
In this problem, we assume that the inclusions are very compliant in comparison to the matrix
(E2/E1 = 1/100). Fig. 5.10(b) shows the convergence history for four di↵erent sets of initial design
variables. As apparent there, the inclusions move away from the notch tip, to the left bottom corner
of the domain. This result is to be expected as the very compliant inclusions move to the unloaded
portion of the domain located above and below the notch. The figure shows that the convergences
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Figure 5.10 – (a) Problem description for a plate with five inclusions; (b) Convergence history
of the structure compliance for four di↵erent sets of initial design variables, where E2/E1 =
1/100. Inclusions distribution in domain for selected iterations for Trial 2 (red curve) are
illustrated.
are define and that all of the trials converge to very similar optimal values for the compliance. The
initial and final designs for four separate trials are illustrated in Fig. 5.11. As apparent there, the
inclusions move to the left to minimize the compliance due to stress concentration at the notch tips.
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Initial Design Final Design Initial Design Final Design 
(a) Trial 1 (b) Trial 2 
 
(c) Trial 3 
 
(d) Trial 4 
 
Figure 5.11 – Initial and optimal designs for the problem shown in Fig. 5.10(a) for four
di↵erent trials, with E2/E1 = 1/100.
5.6.3 Application problem 3: Design of a short cantilever beam
Finally, we study the classical benchmark problem of the compliance minimization of a cantilever
beam with a volume fraction constraint. The problem definition is shown in Fig. 5.12(a). The
domain is subjected to a vertical point load (F = 1MN) at the middle of the right edge, while
fixed boundary conditions are assumed along the left edge. The Young’s modulus and Poisson’s
ratio are given by E1 = 230 ⇥ 106Pa and ⌫1 = 0.4, respectively. The initial design for this
problem includes six holes, presented with six free-shape inclusions with a weak fictitious material
(E1/E2 = 230⇥103 and ⌫2 = ⌫1). The problem is also constrained by the minimum of the inclusion
volume fraction (Vf   0.5). Similar to other examples solved in this chapter, the design variables
are the coordinates of control points (eight per hole). We prevent the inclusions from overlapping
by imposing a set of distance functions Ci j between any two sample points on the boundary of
inclusions i and j (Ci j   0.03L).
The convergence and design history of this problem are illustrated in Fig. 5.12(b). The fig-
ure shows that the algorithm converges smoothly to a minimum, while the volume constraint ap-
proaches to the lower allowable bound. The evolution of the material interfaces are also shown in
Fig. 5.12(b), displaying significant shape changes. The initial and optimal design for two di↵erent
trials are depicted in Fig. 5.13. The optimal designs are very similar to the results reported in
(Seo et al., 2010a; Stolpe and Svanberg, 2001). For further comparison, we also treat this problem
using a conventional topology optimization method, with a filtering technique suggested in (Bruns
and Tortorelli, 2001), and the rational approximation material properties (RAMP) introduced in
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Figure 5.12 – (a) Problem description for a short cantilever beam; (b) Convergence history
of the structure compliance and volume fraction constraint. The evolution of the shape of the
inclusion is illustrated for selected iterations.
(Stolpe and Svanberg, 2001). The optimal designs obtained with the proposed shape optimization
scheme and by topology optimization are presented in Fig. 5.14(a) and (b), respectively, showing
very good agreement.
Initial Design Final Design 
(a) Trial 1 
Initial Design Final Design 
(b) Trial 2 
Figure 5.13 – Initial and optimal design for the problem shown in Fig. 5.12(a) for two di↵er-
ent trials.
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(a)  (b)  
Figure 5.14 – (a) Cantilever optimal design for the history plot shown in Fig. 5.12(b), com-
puted by the proposed shape optimization (b) optimal design computed by topology optimiza-
tion.
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6 Multiscale Design of Nonlinear HeterogeneousMaterials
6.1 Introduction1
The problem of computing the e↵ective properties of heterogeneous materials is not a new one.
Various theoretical (Hashin and Shtrikman, 1962; Milton, 1990; Torquato, 2013) and computa-
tional (Lee et al., 1989; Eyre and Milton, 1999; Martys and Hagedorn, 2002) micromechanics
approaches have been widely used to characterize the structure-property relationships of heteroge-
neous material systems. The main objective of these studies is to find the e↵ective properties of a
heterogeneous material for a given set of the phase properties and microstructure. However, over
the last two decades, many researchers restated this question as an inverse problem, i.e., how can
the di↵erent phases of a heterogeneous material be distributed to target or optimize a particular
macroscopic behavior or a specific global material property (Torquato, 2010)? In other words,
these studies attempt to find out the optimal local material microstructure to achieve a desirable
global behavior at the macroscopic (structural) scale.
The aforementioned inverse problem is an optimization problem and has been solved via dif-
ferent optimization techniques. Among these di↵erent approaches, topology optimization is the
method that has been utilized in the overwhelming majority of those works. This method was
initially introduced for the design of linear elastic structures in the pioneering work of Bendsøe
and Kikuchi (Bendsøe and Kikuchi, 1988b). Topology optimization was combined with homog-
enization tools to tailor materials at microscopic scale to obtain prescribed macroscopic proper-
ties. Using an inverse homogenization approach, Sigmund (Sigmund, 1994, 1995b) applied topol-
ogy optimization to optimize the local microstructure of a periodic unit cell for minimum weight
with global prescribed elastic and thermoelastic properties. It has since been employed to design
composite materials with extreme elastic or thermal expansion properties (Sigmund and Torquato,
1997), target optimization (Hyun and Torquato, 2001), materials with extreme fluid transport prop-
erties (Guest and Pre´vost, 2006, 2007), and multifunctional optimization (Torquato et al., 2002,
2003; Guest and Pre´vost, 2006; de Kruijf et al., 2007; Challis et al., 2008; Kursa et al., 2014).
These aforementioned topology optimization studies are restricted to the linear elastic regime.
1This chapter is adapted from an article authored by Najafi et al., to be submitted to International Journal for
Numerical Methods in Engineering.
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However, a limited number of investigations have focused on the nonlinear material response
and/or nonlinear kinematics (Eschenauer and Olho↵, 2001). Most of these nonlinear studies
worked on the structural design. Yuge and Kikuchi (1995) and Maute et al. (1998) worked on
topology optimization of structures subjected to plastic deformation. Bendsøe and Dı´az (1998)
formulated damage criteria in the optimal topology design of continuum structures. In Desmorat
and Desmorat (2008), topology optimization is applied to damage problems governed by low-cycle
fatigue. Huang and Xie (2008) developed a bi-directional evolutionary topology optimization of
nonlinear structures under displacement loading. Amir and Sigmund (2012) recently applied clas-
sical truss topology optimization to determine the optimal topology and cross-section of the rein-
forcement bars embedded in a concrete structure subjected to damage. This paper was extended
to optimize the distribution of both concrete and reinforcement bars simultaneously (Amir, 2013).
Using topology optimization, James and Waisman (2014) presented a framework for the design of
structures that are resistant to brittle damage whereas they coupled a quasi-static non-local brittle
damage model to a linear finite element analysis for modeling the structure response. More re-
cently, advances in computing capabilities have made it possible to perform multiscale topology
optimization for the design of nonlinear structures (Nakshatrala et al., 2013; Xia and Breitkopf,
2014a, 2015). In the design of material, Swan in collaboration with Arora (Swan and Arora, 1997)
and Kosaka (Swan and Kosaka, 1997) studied topology design of material layout for elastic and
inelastic composite materials.
In all the aforementioned papers on the material design, topology optimization is used to solve an
inverse homogenization problem to design the microstructure of materials. Based on extensive lit-
erature review, only one publication used shape optimization to optimize material microstructures
with tailored properties. Ibrahimbegovic´ et al. (2005) studied shape optimization of a two-phase
inelastic material. In that study, one phase was related to plasticity and the other to damage, and
the amount of plastic dissipation or the external work was used as the cost function. The design
problem was set in terms of shape optimization of the interface between two phases. They consid-
ered a periodic microstructure of the material where each periodic cell consists of a plastic matrix
phase into which only a single inclusion represented by a damage model is incorporated.
In this work, we develop and implement a method to design material microstructures using a
shape optimization scheme based on a NURBS-based Interface-enriched Generalized Finite Ele-
ment Method (NIGFEM) to achieve a prescribed macroscopic behavior. The basic idea behind
this multiscale design framework is illustrated in Fig. 6.1. The design domain is a periodic unit
cell including several inclusions as shown in Fig. 6.1(a). The schematic macroscopic nonlinear
behavior of the material is denoted by the solid black curve in Fig. 6.1(b). The optimization goal
is to find the desired size, location, and material properties of each inclusion at the microscale to
achieve the desired macroscopic stress-strain curve, depicted by the dashed red line in the same
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figure. In fact, the optimizer minimizes the shaded area between two curves in Fig. 6.1(b).
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Figure 6.1 – (a) Schematic of a deformed periodic unit cell. (b) Given (designed) and desired
macroscopic stress-strain curves. The optimization aims at finding the desired microstructure
configuration to minimize the shaded area between the two curves.
To solve this optimization problem, we formulate and solve an inverse homogenization prob-
lem of a periodic microstructure represented by a unit cell using shape optimization. In order to
study the nonlinear structural response of heterogeneous materials, the unit cell is considered as a
multi-phase material modeled with an irreversible isotropic damage law. To perform the sensitiv-
ity for this nonlinear coupled problem, we also derive an analytic direct/adjoint formulation in the
NIGFEM framework. Combining shape optimization, NIGFEM, and computational homogeniza-
tion, we develop a multilevel design framework to optimize the microstructure of a heterogeneous
material to target a prescribed macroscopic nonlinear behavior.
The organization of this chapter is as follows. In the next section, the construction of the
NIGFEM enrichment functions for 3D problems is summarized. Section 6.3 is devoted to the
computational homogenization of general linear/nonlinear elastic periodic composites. We then
discuss the damage model in Section 6.4 and describe the numerical algorithm used to simulate
the evolution of damage. In Section 6.5, the nonlinear optimization problem and the nonlinear
sensitivity analysis are described. Numerical verification and application examples are presented
in Sections 6.6 and 6.7, respectively.
6.2 3D NIGFEM enrichment functions
The NIGFEM formulation for a 2D problem has been presented in Section 5.2.2. To avoid repe-
tition, only the construction of the enrichment functions is described in this section. Please refer
to Section 5.2.2 for the complete presentation of 2D NIGFEM formulation. The 3D NIGFEM
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implementation can be also found in (Safdari et al., 2016).
In a linear elastostatics problem, solved over the domain ⌦   ⌦h discretized with a non-
conforming mesh, the displacement field in each element intersected by an interface is approxi-
mated as
uh(x) =
neX
i=1
Ni(x)ui +
n jX
j=1
n kX
k=1
 jk(x)↵ jk. (6.1)
The first sum on the right-hand side of (6.1) represents the classical finite element approximation
with ne standard finite element shape function Ni (X) and the standard nodal dofs ui =
h
uxi u
y
i u
z
i
iT
.
The second sum represents the augmented contribution with the n = n j⇥n k enrichment functions
 jk (X) and their associated generalized dofs ↵ jk =
h
↵xjk ↵
y
jk ↵
z
jk
iT
, where n j and n k are the number
of enrichment functions along the two parametric directions specifying the NURBS surface that
represents the material interface. While the enrichment degrees of freedom ↵ jk are added to the
nodes of the non-conforming mesh in conventional G/XFEM, the ↵ jk are introduced along the
material interface in the NIGFEM. As opposed to the IGFEM, NURBS basis functions are utilized
to construct the enrichment functions  jk (X). The number of NURBS basis functions, n , depends
on the level of complexity of the material interfaces and the discretization of the underlying mesh.
To construct the enrichment functions for the NIGFEM, consider a domain ⌦h discretized by a
structured mesh composed of ne standard trilinear hexahedral (brick) elements ⌦hi , which contains
a material interface   represented by a NURBS surface2 of order p and q such that (Fig. 6.2(a))
  =
8>><>>:(⇠, ⌘) 2 [0, 1] ⇥ [0, 1] : X = S (⇠, ⌘) = lX
i=1
mX
j=1
Ri. j,p.q (⇠, ⌘)Pi. j
9>>=>>; , (6.2)
where Ri. j,p.q (⇠, ⌘) are the rational B-spline basis functions, i.e., the NURBS basis functions, de-
fined in (5.8). We assume without loss of generality that the material interface is a straight cylinder
normal to the plane of the non-conforming mesh (Fig. 6.2(a). More complex general configura-
tions can be found in (Safdari et al., 2016). As illustrated in Fig. 6.2(b), a brick element can be split
by a straight cylinder in two possible cases. To generate enrichment functions for an element ⌦e
subdivided by the interface, we need to construct 3D NURBS volumes of the element subdomains
⌦(1)e and ⌦
(2)
e , as shown in Fig. 5.2(d). This is a three-step processes. We first intersect the material
interface   with the element faces @⌦e to find four boundary NURBS curves Cei 3, i = 1 . . . 4, as
shown in Fig. 6.2(c). To obtain these NURBS curve Cei , we use a global interpolation technique
introduced in (Piegl and Tiller, 1997). In the second step, we define a portion of the material inter-
face  e residing in the element. In general,  e is not a NURBS surface. Therefore, we need to find
2Without loss of generality, we assume in the current study that the material interface   is represented by a bi-
quadratic NURBS surface S (⇠, ⌘).
3Since   is a bi-quadratic surface in this study, Cei are generally at least quadratic.
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a NURBS approximation to  e, which we refer to with  he as shown in Fig. 6.2(c). To construct  he ,
we use a bilinearly blended Coons surface (Piegl and Tiller, 1997). In this approach, we only need
the information about the boundaries of  e, i.e., the NURBS curve Cei , i = 1 . . . 4, to obtain  he as an
approximation to  e (Fig. 6.2(c)).  he is referred to hereafter as sub-interface and it is worth men-
tioning that the order of the Coons surface is dictated by the order of its boundary NURB Curves4.
Finally, the element edges @⌦e and interface  he are used to construct the 3D NURBS volumes
for the subdomains ⌦(1)e and ⌦
(2)
e (Fig. 6.2(d)). These volumes are used to define the enrichment
functions  jk of (6.1). We repeat this three-steps procedure for every element ⌦e that intersects the
interface  .
 e1  
e
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Figure 6.2 – (a) NIGFEM domain with a cylindrical interface S(⇠, ⌘) discretized by a struc-
tured mesh of trilinear hexahedral elements; (b) two possible geometric configurations for
elements traversed by the material interface; (c-d) Reconstruction of NURBS surface She from
the computed boundary curves Cei and NURBS volume ⌦
e
i , i = 1, 2 corresponding to the
intersected element. Taken from Safdari et al. (2016).
For more clarification, let us further explain the procedure of constructing the NURBS repre-
4The quadratic boundary curve Cei make the obtained Coons surface of  he be a bi-quadratic NURBS surface.
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sentation of the volume subdomain ⌦ei , i = 1, 2, for an intersecting element as that shown in Fig.
6.2(d). An enriched (parent) element with domain ⌦e is divided into two curvilinear subdomains
⌦(1)e and ⌦
(2)
e by the internal interface  he . These subdomains ⌦
(1)
e and ⌦
(2)
e serve as the integration
(children) elements. To build 3D NURBS volumes for these integration elements, we choose the
order of the basis functions for ⌦ei to be p = q = 2 in the ⇠- and ⌘-direction, which are selected
parallel to the sub-interface parametric directions, and r = 1 in the ⇣-direction, i.e., the normal
direction to the sub-interface5. We also take m = n = 4 control points in the parametric ⇠- and ⌘-
directions of the subdomain, and only two control points for a linear interpolation in ⇣-direction6.
To reproduce the sharp edges of ⌦ei , we use superposing control points to create sharp corner-
s/edges. As illustrated in Fig. 6.2(d)), sixteen control points define the sub-interface  he , labeled byn
P j.k.0
o
, j, k = 1, ...,m = n = 4. We subsequently introduce sixteen dummy7 control points along
the edge of ⌦e1 parallel to the sub-interface  
h
e ,
n
P j.k.1
o
, j, k = 1, ...,m = n = 4. By superposing
several control points, the sharp edge of the element is reproduced successfully. The superposed
control points of
 
P1,...,4,1,1
 
and
 
P1,...,4,4,1
 
are coincident with the two vertices of the element⌦, and
the control points in-between are selected uniformly along the edge that connects these vertices.
We then define a knot vector along each parametric direction based on the order of the subdo-
mains and the number of control points in each parametric direction. Therefore, we choose the
normalized knot vector of ⌅⇠,⌘ = {0, 0, 0, 0.5, 1, 1, 1} for the parametric ⇠- and ⌘-directions, where
we choose ⌅⇣ = {0, 0, 1, 1} as knot vector associated with the ⇣-direction. Using the control netn
P j.k.l
o
, j, k = 1, ..., 4, l = 0, 1 and the knot vectors ⌅⇠,⌘,⇣ , we build the 3D NURBS volume for
subdomain⌦(1)e . The same approach is employed to construct a NURBS volume for the integration
element ⌦(2)e , utilizing
n
P j.k.l
o
, j, k = 1, ..., 4, l = 0, 2 and the same knot vectors ⌅⇠,⌘,⇣ . The NURBS
basis functions associated with each integration element ⌦(1)e and ⌦
(2)
e are denoted by R
(1)
j.k.l,p.q.r and
R(2)j.k.l,p.q.r, with l = 0, 1 for ⌦
(1)
e , l = 0, 2 for ⌦
(2)
e , and j, k = 1, ..., 4 as shown in Fig. 6.2(d). Since we
have assumed p = q = 2 and r = 1 in this study, we hereafter drop the subscripts p, q, and r from
the NURBS basis.
The enrichment functions  jk (X) correspond to the control points
n
P j.k.0
o
along the material
interface and are defined piecewise as
 jk (x) =
8>>><>>>:  
(1)
jk (x) = R
(1)
j.k.0 (x) if x 2 ⌦(1)e
 (2)jk (x) = R
(2)
j.k.0 (x) if x 2 ⌦(2)e
j, k = 1, ..., 4 . (6.3)
5It is worth pointing out that the order of the approximation for the basis functions is arbitrary in the NIGFEM,
and, for a highly curvilinear interface, we may improve the precision of the approximation by choosing a higher-order
basis.
6The number of control points in each parametric direction can vary depending on the level of complexity of  e.
7These control points are called ‘dummy’ because no degree of freedom is associated with them, and they are just
used to construct NURBS volumes.
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The enrichment functions  jk (X) are non-zero only in ⌦e and vanish at the nodes and faces of the
element that do not intersect the interface  e. These functions are C0-continuous along the mate-
rial interface  e. Therefore, the displacement field uh is also C0-continuous along these material
interfaces.
Constructing enrichment functions for more complex geometric combinations arising from the
intersection of a material interface with a hexahedral element (Fig. 6.3) can be found in (Safdari
et al., 2016). Refer to Section 5.2.2 for the NIGFEM formulation.
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Figure 6.3 – (a) Five possible geometric configurations for an element traversed by a material
interface. (b-c) Construction of the sub-interface She and volumetric NURBS representation
of the sub-domains ⌦ei for geometric configurations (iii)-(v) (Safdari et al., 2016).
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6.3 Computational homogenization
The major objective of homogenization techniques is to determine the e↵ective overall (macro-
scopic) properties of a heterogeneous material based on the solution obtained at the microscopic
scale. In this approach, it is assumed that the composite material is formed by a repeating unit
cell, where the size of the unit cell is very small compared with the ‘macroscopic’ dimensions of
the structure of interest. Homogenization techniques have been developed for linear and nonlinear
problems in (Benssousan et al., 1978; Sa´nchez-Palencia, 1980; Sanchez-Palencia and Zaoui, 1987;
Guedes and Kikuchi, 1990; Swan, 1994). In this study, we adopt the homogenization scheme base
on the mathematical theory of homogenization (Sanchez-Palencia and Zaoui, 1987).
To begin, let us consider a periodic unit cell ⌦b as a representative volume element of the het-
erogeneous microstructure with period ✏Y, where ✏ is microstructure length scale and Y = (0, 1)3.
We also assume there are no instabilities and bifurcation phenomena at the microstructural scale
that break the symmetry of the periodic unit cell resulting in the non-convexity of the microscopic
strain energy density function. Assuming that the microstructural length scale is much smaller than
its macroscopic counterpart, we decompose the displacement solution in ⌦b as
ui (y) = "¯i jy j + u˜i (y) , (6.4)
where "¯i j denotes the macroscopic strain (i.e., the strain in ⌦b in the absence of heterogeneity), y j
is a point coordinate, and u˜i is the perturbation displacement due to the material heterogeneities.
Owing to the assumption of periodicity, all admissible displacements fields are u 2 V where
V = nv| v 2 H1 (⌦b) ; vi = Fi jy j + v˜io , (6.5)
in which H1 is a Hilbert space, F is an arbitrary real symmetric second-order tensor, and u˜ 2 V˜
where
V˜ = nv˜| v˜ 2 H1 (⌦b) ; v˜ is Y-periodic on @⌦bo . (6.6)
Similarly, the local strain in ⌦b with the small strain assumption takes the form
"i j (y) = "¯i j + "˜i j (y) , (6.7)
where "˜ is the perturbation strain defined as
"˜i j =
1
2
 
@u˜i
@y j
+
@u˜ j
@yi
!
. (6.8)
In the strain-control homogenization problem, one usually imposes a history of macroscopic
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strain "¯ on the unit cell to compute the corresponding perturbation displacement field u˜ using
equilibrium equation (r.  = 0) (Swan and Arora, 1997), as illustrated in Fig. 6.1. Based on this
approach, the variational form of the microscopic equilibrium equation in the absence of body
forces is written Z
⌦b
 i j,i ujd⌦ = 0. (6.9)
Recalling (6.4), the total displacement field ui is composed of two parts in which the first term
("¯i jy j) is fully prescribed, and the second term (u˜i) is the unknown periodic part. Therefore,  u is
purely periodic and (6.9) reduces toZ
⌦b
  (u) : "˜ ( u) =
Z
 =@⌦b
 n ud . (6.10)
Due to the periodicity of   and  u, the right-hand side of (6.10) vanishes and we are left with final
weak form as follows: Z
⌦b
  (u) : "˜ ( u) = 0. (6.11)
The link between the macroscopic and microscopic scales is obtained through the equality of
virtual work8 between two scales as
 ¯i j "¯i j =
1
|⌦b|
Z
⌦b
 i j "i jd⌦, (6.12)
where  ¯i j is the homogenized macroscopic stress defined as
 ¯i j =
1
|⌦b|
Z
⌦b
 i jd⌦. (6.13)
The weak form (6.11) can be solved in a finite element framework, providing the nodal force
balance equilibrium equations,
R = A
e
Z
⌦e
BT 
⇣
uh
⌘
d⌦e = 0, (6.14)
where A
e
is the finite element assembly operator, ⌦e is the finite element domain (⌦b  
Ne[
i=1
⌦ie for
Ne finite elements), and B is the strain displacement matrix. As usual for nonlinear finite element
equations, the solution for (6.14) can be obtained using iterative techniques such as the Newton-
Raphson scheme presented in Section 6.4. After computing the perturbation displacement field u˜,
the corresponding history of macroscopic stress  ¯ can be evaluated from (6.13).
8This principle is called Hill’s Macrohomogeneity equality or Hill’s condition.
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6.4 Damage mechanics
To introduce nonlinearity to our model, we adopt the irreversible isotropic damage law suggested
by Simo and Ju (1987b,a). In this section, we first summarized the model. Then, we outline the
importance of the numerical implementation of the coupled nonlinear analysis.
6.4.1 Isotropic continuum damage model
The damage model is based on the following form of the free energy potential (Simo and Ju,
1987b):
 (",!) = (1   !) 0 (") , (6.15)
where  0 (")9 is the initial elastic stored energy function of the undamaged (virgin) material, given
for the linear case by
 0 (") =
1
2
" : D0 : ", (6.16)
withD0 denoting the linear elasticity tensor. The factor (1   !) in right-hand side of (6.15) provides
the coupling between elasticity and damage. For an isothermal process, we introduce the stress
tensor as
  =
@ (",!)
@"
= (1   !)@ 0 (")
@"
, (6.17)
and the thermodynamic force Y conjugate to the damage variable ! is defined by
Y =
@ (",!)
@!
=   0 (") , (6.18)
where the variable  Y is called “damage strain energy release rate”. Based on the second principle
of thermodynamics and considering only mechanical loading, the Clausius Duhem inequality for
any admissible process reads
  ˙ +   : "˙   0. (6.19)
Substituting the time derivative of (6.15) in (6.19) results in the dissipative inequality as
 Y!˙   0, (6.20)
and, since  Y is a quadratic function, we can interpret from (6.20) that !˙   0.
To characterize the state of damage in the material, the onset of damage can be defined based on
a damage surface concept analogous to the yield surface in the plasticity theory with the following
9In general, we assume that "!  0 (") is a convex function.
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functional form (Simo and Ju, 1987b):
g
⇣
Y¯ ,  t
⌘
= G
⇣
Y¯
⌘    t, Y¯ =  Y, t 2 R+, (6.21)
where the superscript t refers to value at current time and  t is the damage threshold at the current
time ( t=0 = 0). In (6.21), the progressive degradation of the mechanical properties due to damage
is characterized by the functionG
⇣
Y¯
⌘
. Here, we use a three-parameterWeibull distribution (Matous
et al., 2008),
G
⇣
Y¯
⌘
= 1   exp
"
 
 
Y¯   Yin
p1Yin
!p2#
, (6.22)
where Yin, p1, and p2 are material parameters that define the initial threshold, dimensional scale,
and shape of the curve, respectively. Using (6.22), the isotropic damage model is able to represent
a wide range of nonlinear behavior of materials. In addition, the three-parameter form of the
function G, similar to the undamaged energy norm of the strain tensor employed by Simo and Ju
(1987b), leads to symmetric elastic-damage moduli.
According to (6.21), the damage in the material is initiated when the function G
⇣
Y¯
⌘
exceeds
the initial damage threshold  0. To capture the growth of damage, the evolution for ! and  t is
described by
!˙t = ˙H ⇣Y¯ ,!t⌘ ,
 t = ˙,
(6.23)
where H ⇣Y¯ ,!t⌘ is a phenomenological function describing the kinetics of microdefects growth,
and ˙ is a damage consistency parameter that defines damage loading/unloading according to the
Kuhan-Tucker relations:
˙   0, g ⇣Y¯ ,  t⌘  0, ˙g ⇣Y¯ ,  t⌘ ⌘ 0. (6.24)
In (6.24), if g < 0, the damage criterion is not satisfied, and therefore, ˙ = 0. Hence, according
to the damage rule (6.23), we get !˙ = 0 and no further damage takes place. However, if ˙ > 0,
further damage takes place and condition (6.24) implies that g = 0 and the value of ˙ is determined
by
g
⇣
Y¯ ,  t
⌘
= g˙
⇣
Y¯ ,  t
⌘
= 0) ˙ = G˙ ⇣Y¯⌘ . (6.25)
In this case, the evolution of the monotonically increasing damage threshold,  t, is given by
 t = max
(
 0, max
s2( 1,t] 
s
)
, (6.26)
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and unloading is assumed towards the origin.
The damage model described above is a rate-independent model and may lead to loss of strong
material ellipticity and the computational solution is mesh bias. To address these issues, we use
a rate-dependent (viscous) damage model presented in (Simo and Ju, 1987b,a) by introducing
one additional material parameter, the damage fluidity coe cient (µ). The evolution equations
governing the visco-damage behavior are redefined from the rate-independent equations (6.23) by
replacing the damage consistency parameter ˙ by µ  (g) as follows
!˙ = µ h  (g)iH ⇣Y¯ ,!t⌘ ,
 ˙t = µ h  (g)i ,
(6.27)
where the scalar function   (g) represents the viscous damage flow function, and the symbol hi
denotes McAuley brackets. In the current study, we assume linear viscous damage, i.e.   (g) ⌘ g,
as suggested by Simo and Ju (1987b,a). As µ approaches zero, the model exhibits instantaneous
elastic behavior, whereas, for µ approaching infinity, we recover the rate-independent model. For
simplicity in this study, we further assumeH ⇣Y¯ ,!t⌘ = 1.
6.4.2 Coupled nonlinear analysis
Analyses of a coupled damage-elasticity problem with nonlinear history-dependent material re-
sponse can be performed by applying the analyses of transient nonlinear coupled system as de-
scribed in (Michaleris et al., 1994). A transient nonlinear coupled system at time nt can be ex-
pressed in residual form as8>><>>: nR
⇣
nU (y), n 1U (y), nW (y), n 1W (y)
⌘
= 0
nH
⇣
nU (y), n 1U (y), nW (y), n 1W (y)
⌘
= 0
, (6.28)
where nR and nH are independent and dependent residuals at time step n, nU and n 1U are the first
response at the beginning and end of the time step n, nW and n 1W are the second response at the
beginning and end of the time step n, and y is a material point in the domain. Here, the n  1 terms
are known quantities. By suppressing these terms, (6.28) is written as8>><>>: nR (nU (y), nW (y)) = 0nH (nU (y), nW (y)) = 0 . (6.29)
As usual for nonlinear problems, the coupled nonlinear system (6.29) can be solved iteratively
by implementing the Newton-Raphson method to obtain nU and nW. To satisfy simultaneously,
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one can assemble nR and nH into a single residual as
nR (nU) =
2666664 nR (nU (y) , nW (y))nH (nU (y) , nW (y))
3777775 = 0, (6.30)
where
nU =
2666664 nUnW
3777775 . (6.31)
However, another way to obtain the solution of this coupled problem is to uncouple it by treating
the second responseW as a function of the first responseU and implementing the Newton-Raphson
scheme in two nested iterative loops, as described in (Michaleris et al., 1994). In this approach,
the system of residuals (6.29) is then rewritten as8>><>>: nR (nU (y), nW (nU (y))) = 0nH (nU (y), nW (nU (y))) = 0 . (6.32)
First, we evaluate the second response nW
⇣
nUI (y)
⌘
in the inner loop by solving the second residual
of (6.32) using the Newton-Raphson method for a fixed uI while the incremental response  W is
computed as
@nH
@nW
⇣
nUI (y) , nWJ
⇣
nUI (y)
⌘⌘
 W =  nH ⇣nUI (y) , nWJ ⇣nUI (y)⌘⌘ , (6.33)
where
@H
@W
is called the dependent tangent operator. Computing the incremental response  W, the
second response is updated as
nWJ+1
⇣
nUI (y)
⌘
= nWJ
⇣
nUI (y)
⌘
+  W. (6.34)
We repeat the Newton-Raphson subiterations in the inner loop until it converges to the solution
nW
⇣
nUI (y)
⌘
.
Linearizing the first residual equation in (6.32) and implementing the Newton-Raphson method
in the outer loop results in the following equation for the incremental response  U:"
@nR
@nU
⇣
nUI (y) , nW
⇣
nUI (y)
⌘⌘
+
@nR
@nW
⇣
nUI (y) , nW
⇣
nUI (y)
⌘⌘ @W
@U
⇣
nUI (y)
⌘#
 U =  nR ⇣nUI (y) , nW ⇣nUI (y)⌘⌘ , (6.35)
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where the term in square brackets represents the independent tangent operator and
@W
@U
⇣
nUI (y)
⌘
=  
 
@nH
@nW
⇣
nUI (y) , nW
⇣
nUI (y)
⌘⌘! 1 @nH
@nU
⇣
nUI (y) , nW
⇣
nUI (y)
⌘⌘
. (6.36)
Upon evaluating the incremental response  U, the first response in the next iteration, nUI+1, is
obtained from
nUI+1 = nUI +  U. (6.37)
The iteration-subiteration process in two nested Newton-Raphson loops is repeated for each iterate
nUI until the first residual equation in (6.32) converges. More details can be found in Michaleris
et al. (1994).
In a multiscale NIGFEM framework, the elastic-damage coupled nonlinear problem presented
in Section (6.4.1) is solved by the analysis of transient nonlinear coupled system described above,
discretizing the unit cell domain ⌦b defined in Section 6.3 and introducing Gaussian quadratures
to evaluate all spatial integrals in the finite element formulation. The independent residual vector
nR is formed from the nodal force residuals expressed in (6.14) and nR = 0 is solved at the global
level by summing over all the Gauss points,
nR = A
e
X
Gauss points
n
R, (6.38)
where nR is computed for each finite element Gauss point in the absence of body forces as
nR
⇣
nU˜e, n!
⌘
= BT n wJ, (6.39)
in which nU˜e is the finite element nodal perturbation displacement vector (cf. 6.4), B is the strain
displacement matrix as defined in Chapter 5, n! is the damage variable at each Gauss point, J
and w are the volume matrix and the weighting function, respectively, and n  is the stress tensor
defined by (6.17) as
n  = (1   n!)D0 : ". (6.40)
In (6.40), " is the local strain in ⌦b defined by (6.7).
However, before evaluating the residual nR in (6.39), one needs to compute n!. To this end, the
damage variable n! is defined at each Gauss point and if the damage criterion (6.24) is satisfied, the
dependent residual is formed using the evolution of the damage variable equation (6.27) through
an implicit backward Euler scheme:
nH
⇣
nU˜e, n!, n 1!
⌘
=
⇣
n 1! +  t µG
⇣
nY¯
⇣
"
⇣
nU˜e
⌘⌘⌘⌘
1 +  t µ
  n! = 0, (6.41)
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where  t is pseudo-time defined between two loading step n and n  1, and µ, nY¯ , and the function
G are defined in Section 6.4.1. However, if g < 0 and no further damage takes place, then n!˙ = 0
and the dependent residual nH reduces to
nH
⇣
n!, n 1!
⌘
= n 1!   n! = 0. (6.42)
Here, nH = 0 is solved at the local level, i.e, at each Gauss point, to determine n!
✓⇣
nU˜e
⌘I◆
. We
then compute the independent tangent operator introduced in (6.35) at the global level by looping
over all the Gauss points as
tannK = A
e
X
Gauss points
tannK, (6.43)
where tannK is defined at each Gauss point as
tannK = @
nR
@nU˜e
  @
nR
@n!
 
@nH
@n!
! 1
@nH
@nU˜e
. (6.44)
In (6.44), the operators
@nR
@nU˜e
,
@nR
@n!
,
@nH
@n!
, and
@nH
@nU˜e
in a NIGFEM framework for each Gauss point
are computed as
@nR
@nU˜e
= BT (1  n !)D0BwJ,
@nR
@n!
=  BTD0
⇣
"¯ + BnU˜e
⌘
wJ,
@nH
@n!
=  1,
@nH
@nU˜e
=
8>>>><>>>>:
 t µ
1 +  t µ
@G
@nY¯
⇣
"¯ + BnU˜e
⌘T
D0B If the damage criterion is satisfied
[0] Otherwise
,
(6.45)
where "¯ is the macroscopic strain introduced in (6.4).
We finally use the independent tangent operator (6.43) in (6.35) to evaluate the incremental
perturbation displacement response  U˜.
6.5 Optimization problem and sensitivity analysis
The sensitivity analysis of nonlinear problems with materials that exhibit history-dependent re-
sponse may be obtained through the sensitivity analysis of transient nonlinear coupled systems
introduced in (Michaleris et al., 1994). In general, a transient coupled optimization problem can
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be stated in mathematical form as follows:
min
d
h0
⇣
0U(y(d),d), 0W(y(d),d), ..., NfU(y(d),d), ,Nf W(y(d),d), y(d), d
⌘
,
such that : dlbi  di  dubi ,
hj
⇣
0U(y(d),d), 0W(y(d),d), ..., NfU(y(d),d), ,Nf W(y(d),d), y(d), d
⌘  0,
for j = 1, 2, ..., nc,
(6.46)
where h0 is the objective functional, hj denotes the nc inequality constraint functionals, nU and nW
are response fields at the time step n = 1, 2, ..., Nf , y denotes the nodal coordinate vector in the
design domain, and d is the design variable vector, subjected to the lower and upper bounds dlbi
and dubi . The design variables are also selected from the geometrical parameters and the material
properties that characterize the nonlinear response of the material.
To solve the optimization problem described by (6.46) via a gradient-based approach, we must
provide the sensitivity of the objective and constraints functions to search the design space for
the optimal solution. Because the design variables can be selected from the geometrical and/or
material properties, we require the shape and material sensitivity of the objective and constraints
functions to perform a gradient-based optimization. Due to the path-dependent nature of the non-
linear problems of interest, we also need to consider the response history during the incremental
loading process. Hence, we adopt a path-dependent direct sensitivity analysis suggested by Micha-
leris et al. (1994) by employing the shape derivatives presented in Chapter 5.
To present the sensitivity analysis, let us redefine the objective and constraint functionals by
considering only the terminal responses for conciseness as
F (d) = hj
⇣
NfUI (y (d) , d) , NfWI (y (d) , d) , y (d) , d
⌘
for j = 0, 1, ..., nc. (6.47)
The sensitivity of the functional expressed in (6.47) takes the form
dF
ddi
=
 
@hj
@NfU
!T
Nf
⇤
Ui +
 
@hj
@NfW
!T
Nf
⇤
Wi +
 
@hj
@y
!T
Vi +
@hj
@di
, (6.48)
if the design variable di is a geometrical parameter. Here,
⇤
U and
⇤
W are the unknown material
derivatives and V is the design velocity field defined in Section 5.3. If the design variable di is a
material property, the sensitivity equation (6.48) takes the simpler form:
dF
ddi
=
 
@hj
@NfU
!T
@NfU
@di
+
 
@hj
@NfW
!T
@NfW
@di
+
@hj
@di
. (6.49)
Without loss of generality, we present hereafter the details for the shape sensitivity (6.48).
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To evaluate (6.48), we need to provide the unknown material derivatives
⇤
U and
⇤
W. In this study,
we evaluate these unknowns using a direct di↵erential sensitivity analysis. To this end, we define
the response fields U andW as functions of the design variable d and rewrite the residuals (6.28)
as 8>><>>: nR
⇣
nU (y,d) , n 1U (y,d) , nW (y,d) , n 1W (y,d) , y (d) ,d
⌘
= 0
nH
⇣
nU (y,d) , n 1U (y,d) , nW (y,d) , n 1W (y,d) , y (d) ,d
⌘
= 0
. (6.50)
To evaluate the implicit response sensitivities
⇤
U and
⇤
W, we di↵erentiate the residuals (6.50) with
respect to design variable di for n = Nf as8>>><>>>:
@N f R
@N f U
Nf
⇤
Ui +
@N f R
@N f  1U
Nf 1 ⇤Ui + @
N f R
@N fW
Nf
⇤
Wi +
@N f R
@N f  1W
Nf 1 ⇤Wi + @
N f R
@y Vi +
@N f R
@di
= 0
@N f H
@N f U
Nf
⇤
Ui +
@N f H
@N f  1U
Nf 1 ⇤Ui + @
N f H
@N fW
Nf
⇤
Wi +
@N f H
@N f  1W
Nf 1 ⇤Wi + @
N f H
@y Vi +
@N f H
@di
= 0
. (6.51)
Rearranging the second equation of (6.51), we determine the implicit material derivative Nf
⇤
Wi in
terms of the material derivative Nf
⇤
Ui as
Nf
⇤
Wi =
 
@NfH
@NfW
! 1 "
@NfH
@NfU
Nf
⇤
Ui +
@NfH
@Nf 1U
Nf 1 ⇤Ui +
@NfH
@Nf 1W
Nf 1 ⇤Wi +
@NfH
@y
Vi +
@NfH
@di
#
, (6.52)
where
@NfH
@NfW
is the dependent tangent operator used in the inner loop of Newton-Raphson al-
gorithm (6.33), and the terms in the square bracket on the right-hand side is referred to as the
‘dependent pseudo-load’. The above equation is named the ‘dependent pseudo problem’.
Substituting Nf
⇤
Wi from (6.52) in the first equation of (6.51) results in the following expression
for the independent pseudo problem:2666664@NfR@NfU   @NfR@NfW
 
@NfH
@NfW
! 1
@NfH
@NfU
3777775 Nf ⇤Ui =   " @NfR@Nf 1UNf 1 ⇤Ui + @NfR@Nf 1WNf 1 ⇤Wi
+
@NfR
@y
Vi +
@NfR
@di
  @
NfR
@NfW
 
@NfH
@NfW
! 1
⇥
 
@NfH
@Nf 1U
Nf 1 ⇤Ui +
@NfH
@Nf 1W
Nf 1 ⇤Wi
+
@NfH
@y
Vi +
@NfH
@di
!#
,
(6.53)
where the left-hand side square bracket operator is the independent tangent operator introduced
in the outer loop of the primal analysis (cf. 6.35) and the right-hand side forms the independent
pseudo-load. After evaluating Nf
⇤
Ui from (6.53), the dependent material derivative Nf
⇤
Wi is obtained
from (6.52).
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Using the direct di↵erential method presented above, we can perform the sensitivity analysis for
the elastic-damage coupled problem. Here, the design variables d are selected from the geometri-
cal parameters that define the material interfaces in the design domain (the microscopic unit cell
⌦b) and the material properties associated with the isotropic damage model presented in Section
6.4.1. As depicted in Fig. 6.1, the objective of our design problem in a multiscale framework is
to optimize the distribution of inclusions at the microscale of a heterogeneous material to obtain
the desired macroscopic nonlinear response, i.e., the goal is to minimize the shaded area between
a given and the desired stress-strain curves shown in Fig. 6.1(b). We thus define the objective
function as
h0 (d) =
R "¯max
0
    ¯ ("¯,d)    desired ("¯)   2 d"¯R "¯max
0
    desired ("¯)   2 d"¯ . (6.54)
To perform the sensitivity analysis, the independent pseudo-loads introduced in (6.53) at the
loading step n are evaluated by assembling the element pseudo-load vectors which are computed
by summing over the Gauss points,
nPips = Ae
X
Gauss points
nPips, (6.55)
where nPips is determined for each finite element Gauss point as
nPips =  
266664 @nR
@n 1U˜e
n 1
⇤
U˜ei +
@nR
@n 1!
n 1 ⇤!i +
@nR
@y
Vi +
@nR
@di
  @
nR
@n!
 
@nH
@n!
! 1
⇥
 
@nH
@n 1U˜e
n 1
⇤
U˜ei +
@nH
@n 1!
n 1 ⇤!i +
@nH
@y
Vi +
@nH
@di
!#
wJ,
(6.56)
where R and H are the independent and dependent residuals associated to nodal force balance
equilibrium equations and damage evolution equation introduced in (6.39) and (6.41), respectively.
Owing to the definition of R and H, the operators @
nR
@n 1U˜e
,
@nR
@n 1!
,
@nR
@y
,
@nH
@n 1U˜e
, and
@nH
@y
vanish,
and the operators
@nR
@n!
and
@nH
@n!
are defined in (6.45). The operator
@nH
@n 1!
is expressed as
@nH
@n 1!
=
8>>>><>>>>:
1
1 +  tµ
If the damage criterion is satisfied
1 Otherwise
. (6.57)
The quantity
@nR
@di
, where di is a geometrical parameter, is evaluated at the Gauss points that belong
to an enriched element as shown in Fig. 6.2(d) in a multiscale NIGFEM framework, in a manner
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analogous to the evaluation of the term
@Ke
@di
in (4.5), i.e.,
@nR
@di
=
@BT
@di
(1  n !)D0"¯ +
26666664 M˜11 M˜12⇣M˜12⌘T M˜22
37777775
2666664 nU˜epnU˜e 
3777775 + BT (1  n !)D0 ⇣"¯ + BnU˜e⌘r · V, (6.58)
where r · V denotes the divergence of shape velocity field defined in (4.10) and the M˜i j matrices
entering (6.58) are given by
M˜11 =
"
BTN (1  n !)D0@BN@di +
@BTN
@di
(1  n !)D0BN
#
,
M˜12 =
"
BTN (1  n !)D0
@B 
@di
+
@BTN
@di
(1  n !)D0B 
#
,
M˜22 =
2666664BT (1  n !)D0@B @di + @B
T
 
@di
(1  n !)D0B 
3777775 .
(6.59)
In (6.59), the B, BN , B matrices and their derivatives respect to design variable di have been
introduced in Chapter 5. In (6.58), nU˜e =
 ⇣
nU˜ep
⌘T ⇣nU˜e ⌘T  T where nU˜e is the perturbation
displacement associated with the enriched dofs added to the element along the material interface,
and nU˜ep is the perturbation displacement of the original nodes (Fig. 6.2(d)).
The operator
@nH
@di
appearing in (6.58) is also computed for each Gauss point of an enriched
element in a multiscale NIGFEM framework as follows:
@nH
@di
=
8>>>><>>>>:
 t µ
1 +  t µ
@G
@nY¯
⇣
"¯ + BnU˜e
⌘T
D0
@B
@di
nU˜e If the damage criterion is satisfied
0 Otherwise
. (6.60)
If di is a geometrical parameter, the quantities
@nR
@di
and
@nH
@di
for regular elements are zero. These
terms are presented in Appendix A.2 when di is a material property.
Upon evaluating the pseudo-loads, we compute the material derivative n
⇤
U˜ei using a back-substitution
of the independent pseudo problem (6.53) via the previously decomposed independent tangent
sti↵ness matrix of (6.43). We finally complete the sensitivity analysis by obtaining the material
derivative n
⇤
!i at each Gauss point based on the dependent pseudo problem (cf. (6.52)).
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6.6 Verification examples
In this section, we present a number of problems involving the design of composite materials with
linear and nonlinear behaviors. In the first example, we solve a 3D linear structural problem to
verify the proposed NIGFEM shape optimization scheme. In the next two verification examples,
we consider the design of a periodic material in a multilevel framework to demonstrate the pro-
posed multiscale optimization method. In these examples, all the interfaces are represented using
NURBS.
6.6.1 Optimal design of an ellipsoidal inclusion subjected to uniaxial loading
In this first example, we aim to find the optimum shape of an ellipsoidal inclusion embedded in
a cubic domain subjected to an uniaxial loading to minimize the compliance of structure. As
depicted in Fig. 6.4, the domain is a cube with dimension L and it includes an ellipsoidal inclusion,
subjected to an uniaxial traction  0 in the x direction. The ellipsoidal inclusion is sti↵er than the
surrounding matrix (E2/E1 = 35 and ⌫1 = ⌫2). The design variables are the size and orientation of
three principal axes of the ellipsoid. The problem is also constrained by the maximum value of the
inclusion volume fraction (Vf  4/3 ⇥ ⇡ ⇥ 0.33 = 0.1131). Owing to the loading condition and the
material mismatch between the inclusion and the matrix, we expected that the ellipsoidal inclusion
approaches the maximum allowable volume while its major principal axis orients itself with the
loading direction. Starting far from optimal point (Fig. 6.4(c)), the compliance gets minimized
in few iterations by moving to the expected optimal design (Fig. 6.4(d)), whereas the volume
constraint is satisfied as shown in Fig. 6.4(b).
6.6.2 A unit cell with two inclusions subjected to macroscopic pure shear strain
In this example, we couple our shape optimization method with computational homogenization
to design the microstructure of a particulate composite to obtain a desired macroscopic nonlinear
behavior. The design domain is a periodic unit cell including two inclusions as shown in Fig. 6.5,
and the unit cell subjected to a macroscopic pure shear strain "¯xy. To model the unit cell, we use
a 3D finite element mesh that has only one element in the thickness direction. We assume that
damage can only occur in the inclusions. As illustrated in Fig. 6.1(b), the optimization goal is to
find desired size and location of each inclusion at the microscale to achieve a desired macroscopic
stress-strain curve, depicted by a red solid curve in Fig. 6.6. The objective function for this example
is defined by (6.54) and the trapezoidal rule is used to compute the integrals in this equation. To
prevent overlapping, we impose that the distance Ci j between inclusions i and j satisfy Ci j  
100
x
yz
Co
m
pl
ia
nc
e 
(N
.m
m
) 
Iteration 
V
ol
um
e 
fra
ct
io
n 
Optimal design 
x  y plane x  z plane
x
y
zInitial design 
x  y plane x  z plane
x
y
z
0.304 0.3
0.28
0.26
0.252
E1
 0
ux
L
a
b
c
L
 0
E1,  1
E2,  2 0.1131
(a) (b)
(c) (d)
Figure 6.4 – Shape optimization of a sti↵ ellipsoidal inclusion embedded in a cubic domain
subjected to an uniaxial loading: (a) Problem description; (b) Convergence history of the
structure compliance and the inclusion volume fraction constraint; (c and d) Initial and op-
timal designs. The contours represent the normalized displacement in x-direction over the
inclusion surface.
Ri + Rj + 0.08L, where Ri denotes the inclusions radii and L is the unit cell dimension. We also
define additional constraints that keep the inclusions inside of the domain.
To solve this example, we assume E2 = 10E1 = 5E3 = 100 GPa while ⌫1 = 0.22 and
⌫2 = ⌫3 = 0.34. We also consider p1 = 10, p2 = 1 and µ = 20S  1 for both inclusions, but
(Yin)3 = 10(Yin)2 = 500 Pa. In this verification run, we choose the macroscopic stress-strain curve
associated to one particular configuration of the inclusions as our desired curve. By selecting
this desired curve, we can ensure that optimizer converges to the selected microstructure and the
objective function approaches to zero. The stress-strain curves for some selected iterations are
presented in Fig. 6.6. As shown in the figure, although we start far from the desired curve, the opti-
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Figure 6.5 – Multiscale design of a nonlinear composite: periodic unit cell including two
inclusions. The design variables are the size (radius) and location of the two particles.
mizer converges to the desired macroscopic stress-strain curve in few iterations. Figure 6.7 shows
the results obtained for two di↵erent initial designs, which both converge to the same optimum
microstructure configuration with the desired macroscopic nonlinear response. The deformed and
undeformed shapes of the periodic unit cells are illustrated in Fig. 6.8.
Similar to the problem presented in Fig. 6.5, Fig. 6.9 shows an unit cell subjected to macroscopic
pure shear "¯xy, but with eight inclusions. In this example, we aim to find the optimal radius of
inclusions to obtained the desired global stress-strain response represented by a solid red curve
and the objective function is again computed from (6.54). The initial and desired designs for
this problem are illustrated in the figure. The material properties of the matrix (E1 and ⌫1), the
inclusions identified by number 2 (E2, ⌫2, (p1)2, (p2)2, and (Yin)2), and the inclusions specified with
number 3 (E3, ⌫3, (p1)3, (p2)3, and (Yin)3) are the same values assumed for the unit cell with two
inclusions.
6.6.3 A cubic unit cell with three spherical particles subjected to a macroscopic
pure shear strain
The third verification example is the design of a 3D unit cell including three spherical particles,
with the unit cell subjected to a macroscopic pure shear strain "¯xy (Fig. 6.10(a)). The damage is
limited to the particles. Similar to the previous example, we assume E2 = 10E1 = 5E3 = 100 GPa
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Figure 6.6 – Stress-strain curves for some selected iterations. The desired response is shown
by a solid curve, while the computed (designed) response is plotted with symbols.
while ⌫1 = 0.22 and ⌫2 = ⌫3 = 0.34. We also consider p1 = 10 and p2 = 1 for both inclusions, but
(Yin)3 = 10(Yin)2 = 500 Pa. The total and perturbation displacement magnitudes for the periodic
unit cell associated with the initial design are presented in Figs. 6.10(b) and (c), respectively. The
optimization goal is to find the optimal radius of the particles to obtained the desired macroscopic
nonlinear stress-strain curves as shown with a red solid curve in Fig. 6.11. As shown in that figure,
the unit cell with the optimal radii for the particles exhibits a nonlinear response that is matched
with the desired curve.
6.7 Application examples
We now apply the proposed method to a series of linear and nonlinear examples. First, we employ
the proposed shape optimization scheme to design an inclusion with irregular shape embedded in
a cubic domain. We then utilize our multiscale optimization method to design the microstructure
for a particular desired response at the macroscale.
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Figure 6.7 – (a) and (b): Stress-strain curves for two di↵erent initial designs. Left: Initial
designs, Right: Optimal designs.
6.7.1 Optimal design of an inclusion with irregular shape
In this first application example, the problem involves a structural shape optimization of an in-
clusion (of sti↵ness E2 and Poisson’s ratio ⌫2) embedded in a linearly elastic solid with cubic
geometry (of size L, sti↵ness E1/E2 = 1/35 and Poisson’s ratio ⌫1 = ⌫2). The objective is to
find the optimum shape of the inclusion to minimize the compliance of the structure, where the
inclusion volume fraction is subjected to a constraint (Vf  4/3⇥⇡⇥0.33 = 0.1131). The problem
description and boundary conditions are presented in Fig. 6.12(a). In this example, the geometry of
inclusion can take various shapes such as an ellipsoid (as shown in Fig 6.12(b)) or irregular shapes
(as illustrated in Fig. 6.13). To create this irregular shape inclusion, we employ a NURBS scheme
containing 45 control points that represent a primary ellipsoidal shape (Fig 6.12(b)). However, to
construct irregular shapes we define the additional geometrical features Ri,1 and Ri,2, i = 1, 2, 3 (cf.
Fig. 6.12(b)) associated with the control points Pi, j, i = 1, 2, 3, j = 1, 3, ..., 9 and j = 2, 4, ..., 8,
respectively. These new features provide additional flexibility to change the position of the control
points to create a wide variety of complex closed geometries.
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Figure 6.8 – Deformed and undeformed shapes of the periodic unit cell for the initial and
desired designs associated with the results shown in Fig. 6.6. The contours indicate the nor-
malized von Mises stress distribution in the unit cell.
In this example, the design variables are the geometrical features Ri,1 and Ri,2, i = 1, 2, 3 and the
size and orientation of three principal axes of the primary ellipsoid. The problem is solved for three
di↵erent initial designs and the associated convergence history plots are illustrated in Fig.6.12(c).
The initial and optimal designs 1 and 2 are presented in Fig. 6.14. The volume of the optimal shape
converges to the maximum allowable value when the final shape is an irregular shape.
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Figure 6.9 – (a) Initial and (b) optimal designs as well as their associated macroscopic non-
linear responses for a unit cell with eight inclusions. The numbers 1, 2, and 3 identify the
three di↵erent materials for the matrix and two inclusions, respectively.
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Figure 6.10 – (a) 3D periodic unit cell with three spherical particles; (b) and (c): total and
perturbation displacement magnitude in the unit cell subjected to a macroscopic pure strain
"¯xy for initial design. The displacements values are in mm.
6.7.2 Nonlinear multiscale design of a periodic composite for a desired
macroscopic trilinear response
In the second application example, we solve the same problem as in Section 6.6.2 for a di↵erent
desired macroscopic stress-strain curve. The desired response is assumed to be a trilinear, as
indicated in Fig. 6.15(b). The design variables are the coordinates of the centroids of each inclusion
and the objective function is defined again by (6.54). In this case, the optimizer tries to design the
microstructure of the unit cell to achieve the stress-strain curve closest to the desired one. The
results are shown in Fig. 6.15. As apparent there, the final curve does not completely match to the
desired response but it is very close to it.
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spherical inclusions. The contours show the damage variable ! in the particles with nonlinear
behavior.
6.7.3 Design of a periodic composite for a set of desired macroscopic trilinear
stress-strain curves
In this application example, we design a periodic unit cell with two inclusions (as shown in
Fig. 6.5) for a set of trilinear macroscopic stress-strain curves, which the second part is a hori-
zontal stress-strain curve resembling a perfect plastic behavior10(Fig. 6.16(a)). In contrast to the
previous example, this time, the domain is subjected to a macroscopic uniaxial strain "¯x. Similar
to all nonlinear examples, we assume that damage only occurs in the inclusions and design vari-
ables are selected from geometrical features (i.e., the center location and radius of inclusions) and
10Note that we do not consider any plastic behavior in this study and nonlinearity is introduced through an isotropic
damage model.
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Figure 6.12 – Shape optimization of a sti↵ inclusion embedded in a cubic domain subjected to
a shear loading: (a) Problem description; (b) NURBS control points that are used as additional
design variables to introduce irregular shape surfaces; (c) Convergence history of the structure
compliance for three di↵erent sets of initial design variables.
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Figure 6.13 – Two examples of irregular shapes that can be produced for the inclusion in the
problem described in Fig. 6.12.
damage material properties (such as E, Yin, and p1). The objective function is also computed by
(6.54). Similar to the second verification example, the problem is subjected to some constraints
to prevent inclusions overlapping (Ci j   Ri + Rj + 0.08L) and we enforce the inclusions stay in-
side of the domain during the optimization process. The initial material properties are assumed as
E2 = 10E1 = 100E3 = 100 GPa, ⌫1 = ⌫2 = ⌫3 = 0.34, (Yin)3 = 10(Yin)2 = 600 Pa. We also consider
p1 = 10, p2 = 1 and µ = 20S  1 for both inclusions. For initial design, the radius of inclusions
are assumed as R1 = R2 = 0.1L and the central coordinates of the first inclusion are Xc1 = 0.3L
and Yc1 = 0.55L while the second one is located at Xc2 = 0.7L and Yc2 = 0.3L (Fig. 6.16(c)).
The macroscopic nonlinear response for these initial values is plotted in Fig. 6.16(a) with blue
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Figure 6.14 – Initial and optimal designs associated with Trial 1 (a and b) and Trial 2 (c and
d) in Fig. 6.12(c).
circle symbols. Figure 6.16(b) shows that nonlinear stress-strain curves approach to the desired
curves with the optimal configurations presented in Fig. 6.16(d). The optimal values of the design
variables are presented in Table 6.1.
We solve this problem again, but the second part of the macroscopic trilinear stress-strain curves
may have di↵erent slopes, resembling strain hardening/softening behavior. The results for a unit
cell containing just an inclusion is presented in Fig. 6.17 and the final values of the design variables
are presented in Table 6.2. Similar to the previous problem, the design variables are selected from
the inclusion geometrical features such as radius and the material properties of the inclusion that
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describe the damage behavior such as E, Yin, and p1. As apparent in the figure, the unit cell
model with one inclusion is not capable to fit its global response to the second part of the desired
stress-strain curves.
Enhancing the model by adding another inclusion to the unit cell, Fig. 6.18 shows the results for
the unit cell with two inclusions. Here, the initial geometrical and material properties of the matrix
and the inclusions are the same as the problem presented in Fig. 6.16. The results demonstrate
a good match between the macroscopic nonlinear response of the model and the desired trilinear
stress-strain curves, which have a positive or zero slope for the second part, i.e. the model can
capture the desired curves that resembling strain hardening or elastic-perfectly plastic behaviors.
However, the model has a hard time to approach to the desired trilinear stress-strain curves number
5 that shows a strain softening behavior in the second part. The initial and final values of the design
variables for the cases depicted in Fig 6.18 are presented in Table 6.3.
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Table 6.1 – Optimal design variables for five di↵erent desired trilinear stress-strain curves
shown in Fig. 6.16.
R/L Xc/L Yc/L E (GPa) Yin(Pa) p1 
Desired 
design 1 
Inclusion 1 0.18 0.25 0.52 52.21 31.56 1.50 
Inclusion 2 0.18 0.74 0.35 4.59 902.54 2.96 
Desired 
design 2 
Inclusion 1 0.27 0.33 0.64 136.20 20.18 1.84 
Inclusion 2 0.18 0.74 0.25 0.5 119.53 0.1 
Desired 
design 3 
Inclusion 1 0.28 0.32 0.64 119.67 5.96 23.02 
Inclusion 2 0.18 0.73 0.28 0.5 50 0.1 
Desired 
design 4 
Inclusion 1 0.30 0.34 0.64 50 21.94 100 
Inclusion 2 0.18 0.75 0.26 0.5 100 0.1 
Desired 
design 5 
Inclusion 1 0.31 0.35 0.65 61.01 29.20 70.94 
Inclusion 2 0.18 0.75 0.25 0.90 156.49 0.44 
Initial Design 	 From left to right, Desired Designs 1, 2, 3, 4, and 5 	
(a) (b)
(c) (d)
Figure 6.16 – (a) Initial and the desired stress-strain curves, (b) Stress-strain curves for the
final set of designs, (c) Initial and (d) final configurations of the unit cell containing two
inclusions.
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Initial Design 	 From left to right, Desired Designs 1, 2, 3, 4, and 5 	
(a) (b)
(c) (d)
Figure 6.17 – (a) Initial and the desired stress-strain curves, (b) Stress-strain curves for the
final set of designs, (c) Initial and (d) final configurations of the unit cell containing an inclu-
sion.
Table 6.2 – Initial and optimal design variables for five di↵erent desired trilinear stress-strain
curves shown in Fig. 6.17.
R/L E (GPa) Yin(Pa) p1 
Initial design 0.1 100 60 10 
Desired design 1 0.34 50.00 17.85 8.04 
Desired design 2 0.34 50.00 14.26 55.17 
Desired design 3 0.34 50.00 34.91 26.84 
Desired design 4 0.34 50.00 55.35 27.86 
Desired design 5 0.34 50.00 31.31 75.22 
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Initial Design 	 From left to right, Desired Designs 1, 2, 3, 4, and 5 	
(a) (b)
(c) (d)
Figure 6.18 – (a) Initial and the desired stress-strain curves, (b) Stress-strain curves for the
final set of designs, (c) Initial and (d) final configurations of the unit cell containing two
inclusions.
Table 6.3 – Initial and optimal design variables for five di↵erent desired trilinear stress-strain
curves shown in Fig. 6.18.
R/L Xc/L Yc/L E (GPa) Yin(Pa) p1 
Initial 
design 
Inclusion 1 0.1 0.3 0.55 100 60 10 
Inclusion 2 0.1 0.7 0.3 1 600 10 
Desired 
design 1 
Inclusion 1 0.30 0.33 0.63 56.63 12.47 76.84 
Inclusion 2 0.18 0.74 0.26 0.50 50 0.10 
Desired 
design 2 
Inclusion 1 0.30 0.34 0.63 50 141.59 15.45 
Inclusion 2 0.18 0.74 0.25 0.5 115.11 30.72 
Desired 
design 3 
Inclusion 1 0.30 0.33 0.64 50 39.97 81.69 
Inclusion 2 0.18 0.75 0.27 0.50 100 0.10 
Desired 
design 4 
Inclusion 1 0.30 0.33 0.63 180.49 9.20 26.33 
Inclusion 2 0.18 0.75 0.27 0.50 50.09 0.10 
Desired 
design 5 
Inclusion 1 0.30 0.34 0.63 68.76 29.71 100 
Inclusion 2 0.18 0.75 0.26 0.50 130.75 0.10 
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7 Concluding Remarks and Future Work
7.1 Summary
This work has presented a gradient-based shape optimization method in a multiscale framework
to design materials with linear and nonlinear behavior. The multiscale method was implemented
using the mathematical theory of homogenization to design the microstructure of a heterogeneous
material to achieve a desired macroscopic behavior. To solve this optimization problem, an inverse
homogenization problem of a periodic unit cell was formulated and the optimal design was then
obtained via a gradient-based shape optimization scheme. An irreversible isotropic damage law
was adopted to introduce nonlinearity into the model. The sensitivity of this nonlinear coupled
problem was also provided through an analytic formulation that provides the gradient of the cost
and constraint functions defined in this work, e ciently and accurately.
To tackle this problem, in the first step, a gradient-based shape optimization over a fixed mesh
based on the recently introduced Interface-enriched Generalized Finite Element Method (IGFEM)
has been developed, taking advantage of both Eulerian and Lagrangian approaches to eliminate
mesh distortion issues as well as to represent geometrical features accurately. Furthermore, the
analytical sensitivity analysis formulated in this work circumvents issues commonly encountered
in finite di↵erence and semi-analytical sensitivity approaches. By substantially simplifying the
meshing process and avoiding remeshing, the proposed method also provides a very e cient way
to simulate multiple initial configurations when searching for a global optimum. A comparison be-
tween IGFEM- and conventional FEM-based shape optimization schemes was presented, showing
an improved precision for the IGFEM approach. The method has been verified with and applied to
various 2D structural and thermal multi-inclusion and microvascular problems. The results have
shown that the proposed method converges to the optimum solution accurately and e ciently.
To solve problems with complex discontinuous gradient fields such as those observed in the
structural analysis of the heterogeneous materials, we extended our IGFEM-based shape opti-
mization scheme by combining it with the NURBS-based IGFEM (NIGFEM). The finite element
approximation space used in the NIGFEM is augmented with Non-Uniform Rational B-Splines
(NURBS) that allows for the capture of the weak discontinuity present along complex curvilinear
material interfaces. Since the optimization is performed over a fixed finite element mesh, the in-
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terface velocity field is su cient to evaluate the shape sensitivity of the objective and constraints
functions, thereby eliminating the need to compute the domain velocity field. Describing the in-
terfaces with NURBS also avoids the burdensome communication between design and analysis
models. The use of NURBS makes it feasible to parameterize complex geometries with a small
number of design variables, with high flexibility in possible shape changes. The analytic sensitivity
developed in this work introduces new terms involved in the sensitivity of the shape functions and
their derivatives for GFEM-based approaches. The method has been verified by solving several
benchmark problems, and some application problems have demonstrated the capabilities of the
shape optimization scheme.
Finally, we extended our NIGFEM-based optimization method to solve 3D problems with linear
and nonlinear behavior. We used a continuum damage model to produce nonlinearity in the model.
We then developed a direct sensitivity analysis for this nonlinear coupled problem by computing
the derivatives of the cost and constraint functions with respect to design variables that are selected
from geometrical features and material properties. Combining with computational homogenization
and a continuous damage model, we used our optimization scheme to design material microstruc-
ture of periodic composites involving multiple solids with elastic and/or nonlinear response to
achieve a desired macroscopic behavior.
7.2 Key contributions
The main accomplishment of this study can be divided into two parts. The first part focused
on the development of novel optimization tools and the second part involved in implementing
these advanced tools in various linear and nonlinear problems. This work is among the few in
the literature, in which a nonlinear sensitivity analysis in a multiscale framework is used to design
microstructure of a material to obtain a prescribed macroscopic nonlinear behavior. It is also
among the few works that employ shape optimization schemes in the design of materials. The
following objectives were successfully accomplished in this thesis project:
• The IGFEM solver, which stabilized by a Streamline Upwind Petrov-Galerkin (SUPG) tech-
nique, was employed to conduct a parametric study of an actively-cooled 3D woven mi-
crovascular epoxy matrix/glass fibers composite plates for high-temperature applications in
the skin of hypersonic aircraft (Section 3.3). These results have been published in Inter-
national Journal of Heat and Mass Transfer (Soghrati et al., 2013) and a conference paper
published in Proceedings of the 54th AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dy-
namics, and Materials Conferences (Najafi et al., 2013).
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• A novel gradient-based shape optimization scheme using an Interface-enriched Generalized
Finite Element Method (IGFEM) was formulated and developed wherein the design geom-
etry is projected onto a fixed mesh and the IGFEM is used for analysis (Chapter 4). These
results have been published in Computer Methods in Applied Mechanics and Engineering
(Najafi et al., 2015).
• A shape optimization using a NURBS-based interface-enriched generalized FEM was de-
veloped that are applicable to multi-material structures (Chapter 5). These results are being
summarized in a manuscript to be submitted to publication.
• A nonlinear direct sensitivity analysis in a 3D NIGFEM framework was developed. Here,
the shape and material derivatives were computed and geometrical features and material
properties were considered as design variables (Chapter 6).
• Combining shape optimization, an irreversible isotropic damage law, and computational ho-
mogenization we developed multilevel design framework to optimize the microstructure of
a heterogeneous material to target a prescribed macroscopic nonlinear behavior (Chapter 6).
The findings of the multiscale model, presented in Chapter 6, are being summarized in a manuscript
to be submitted to publication.
7.3 Future work
Based on the numerical tools and algorithms developed in this project, the suggestions for future
work can be arranged in three groups. In the first set, we present suggestions related to the opti-
mization algorithm and the numerical implementations that can enhance computational e ciency.
The second set describes possible future work in a multiscale framework from a top-down material
design perspective. The last set involves new studies, in which the numerical multiscale tools can
be used to design materials with prescribed properties for a specific application.
7.3.1 Optimization algorithm
In the shape optimization scheme developed in this thesis, we made some simplifying assump-
tions. Removing these assumptions will allow us to use our tools in a wider range of problems. As
presented in Chapters 4 and 5, we implemented our shape optimization scheme to find the optimal
shape and distribution of some inclusions and/or voids embedded in a matrix. Imposing a set of
distance constraints, the current scheme prevents the inclusions from overlapping and thus does
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not allow any topological changes. To overcome this drawback, we need to develop an algorithm
that allows merging of the inclusions. In the first step, this merging algorithm checks if there are
any intersections among the inclusions. If any intersections are detected, the algorithm merges in-
tersecting inclusions to create a new inclusion. This merging algorithm allows for flexible changes
in the design topology.
Combining the shape optimization developed in this project with topology optimization is an-
other path that can be pursued in the future. This combined optimization scheme allows us to
optimize the topology of a structure when simultaneously optimize the shape and location of some
components embedded in the design domain. This kind of optimization has been of interest for
many applications in recent years and the example of these studies can be found in the open liter-
ature (Zhang et al., 2012; Zhu et al., 2015). Our e cient and accurate sensitivity analysis can be
used as a powerful tool in this type of problem.
7.3.2 Multiscale design of materials
In this study, using a shape optimization scheme combined with homogenization techniques we
designed a material microstructure to achieve a prescribed macroscopic behavior. However, this
approach does not provide all the benefits we can gain from a multiscale analysis. To improve
the model, we suggest using concurrent methods, where one solves a problem at di↵erent scales
concurrently. In this approach, optimization tools are implemented simultaneously at the structural
and microstructural levels to find the optimal design. It should be noted that the interaction between
the two scales and the dependency of the macroscale solution on the solution at the microscale
make the problem nonlinear, regardless of the linear or nonlinear behavior of the material.
One of the challenges in the concurrent design framework is the intensive computational cost
associated with a large number of local optimization models. To overcome this issue, the parallel
computing is a straightforward strategy. However, Reduced Order Models (ROMs) can also be
used as an alternative way to decrease computational cost. Recently, reduced multiscale models
have been used in nonlinear structural topology optimization (Xia and Breitkopf, 2014b, 2015).
The current multiscale shape optimization framework can be combined with ROMs and parallel
computing techniques to alleviate the heavy computational cost of an iterative nonlinear procedure.
This work so far has been limited to nonlinear heterogeneous materials with phases modeled
with a polyconvex energy functional. In the examples presented in Chapter 6, we limited dam-
age to the inclusions to avoid microstructural localization phenomena that would invalidate the
assumption of separation of scales on which the theory of homogenization is based. In the case
of geometrical (bifurcation) or material (localization) instabilities, non-convex homogenization
methods should be utilized (Miehe et al., 2002; Saiki et al., 2002). Implementing instability in
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a multiscale framework involves two key challenges: (i) loss of convexity of the total potential
energy that should be homogenized and (ii) determination of a pertinent representative volume
element (RVE) that contains multiple unit cells (Saiki et al., 2002). To overcome these issues and
develop non-convex homogenization,  -convergence theory has been proposed (Mu¨ller, 1987), in
which the RVE used for homogenization cannot be specified by a single unit cell, but should be re-
placed by an ensemble of unit cells. To make such multi-scale simulation computationally feasible,
the current study could be extended to utilize the presented multiscale framework with non-convex
homogenization methods.
7.3.3 Other studies
The optimization tools developed in this work could be used for a wide variety of material design
problems. For example, the multiscale design tool could be used to find the optimal distribution
microstructural reinforcements for the design of high-sti↵ness and/or high-strength composites.
The method could be also employed to design materials with extremal or unusual properties as well
as targeted properties. As mentioned in Chapter 2, these types of problems have been extensively
solved by topology optimization. These problems could be addressed with the shape optimization
scheme, in particular for the design of particle-reinforced or fiber-reinforced composites where the
topology of the material microstructure is limited to specific geometries.
The multiscale optimization method presented in this dissertation can also provide a systematic
approach to the multidisciplinary design of multifunctional materials. The IGFEM and NIGFEM
used in this study have been successfully implemented to structural (Safdari et al., 2015, 2016;
Najafi et al., 2015), thermal (Soghrati et al., 2012; Tan et al., 2015; Najafi et al., 2015), and electro-
magnetic (Zhang et al., 2016) problems. From a multi-physics perspective, the current multiscale
framework could be extended to design multifunctional materials optimized for multiple prop-
erties. For instance, the method could be used to design composite materials to maximize the
simultaneous transport of heat and electricity, or tailor the material microstructure for maximized
sti↵ness and fluid permeability.
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A Appendix
A.1 Sensitivity of the shape functions and their derivatives
Using the mapping shown in Fig. 5.3, the sensitivity of the shape functions with respect to the
design variable di can be expressed as
@N
@di
|X=fˆp(fcp(rc,d)) =
@
⇣
Nˆp   fcp
⌘
@di
=
0BBBBBB@@
⇣
Nˆ   fcp
⌘
@di
1CCCCCCA ⌦ I
=
0BBBB@ @fcp
@di
!T
@Nˆ
@rp
|rp=fcp(rc,d)
1CCCCA ⌦ I.
(A.1)
Using (5.33), we obtain
@fcp (rc, d)
@di
=
@fˆ#p (X)
@X
|X=fˇ(1)c  f˜(1)c (rc,d)
@fˇ(1)c   f˜(1)c (rc, d)
@di
, (A.2)
where we use (5.33) and (5.36) to obtain
@fˆ#p (X)
@X
|X=fˇ(1)c  f˜(1)c (rc,d)= Jˆ 1p |rp=fcp(rc,d) . (A.3)
Substituting (A.3) and (A.2) in (A.1) and using (5.46) yield
@N
@di
|X=fˆp(rp)=
 
VTi (X) Jˆ Tp
⇣
rp
⌘  @Nˆ
@rp
!
|rp=fcp(rc,d)
!
⌦ I. (A.4)
To compute the sensitivity of the spatial derivatives of shape functions
@
⇣
Nˆ   fcp
⌘
@rp
with respect
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to the design variable di, we use (5.35), (5.46), (5.51), and (A.2) where
@
@di
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@rp
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(A.5)
A.2 Sensitivity of the residuals for the case that design variables
are the material properties
If di is the elastic modulus of a material, the quantities
@nR
@di
is computed for each Gauss point of
the elements made of that material in a multiscale NIGFEM framework as follows:
@nR
@di
= BT (1  n !) @D0
@di
⇣
"¯ + BnU˜e
⌘
, (A.6)
and for the other material properties involved in the damaged model,
@nR
@di
= 0. It is worth men-
tioning that we need to compute
@nR
@di
for the both enriched and regular elements.
The operator
@nH
@di
, where di is the elastic modulus of a material, is evaluated at the Gauss points
of the elements made of that material as
@nH
@di
|di=E=
8>>>><>>>>:
 t µ
1 +  t µ
@G
@nY¯
1
2
⇣
"¯ + BnU˜e
⌘T @D0
@di
⇣
"¯ + BnU˜e
⌘
If the damage criterion is satisfied
0 Otherwise
.
(A.7)
The sensitivity of H respect to the other material properties such as Yin and p1 are given by
@nH
@di
|di=Yin=
8>>>>>>>>>><>>>>>>>>>>:
 t µ
1 +  t µ
26666664p2  Y¯   Yinp1Yin
!p2 1  p1Yin   p1 ⇣Y¯   Yin⌘
(p1Yin)2
 
exp
"
 
 
Y¯   Yin
p1Yin
!p2#!37777775
If the damage criterion is satisfied
0 Otherwise
,
(A.8)
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and
@nH
@di
|di=p1=
8>>>>>>>>>><>>>>>>>>>>:
 t µ
1 +  t µ
26666664p2  Y¯   Yinp1Yin
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0 Otherwise
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(A.9)
respectively.
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