We reveal a dramatic effect non-demographic noise in the form of uncertainty in the reaction step-size may have on the stability of self-regulating populations. Employing the reaction scheme mA → kA, but allowing e.g. the product number k to be a-priori unknown and sampled from a given distribution, we show that such non-demographic noise can greatly increase the population's stability compared to the fixed k case. Our analysis is tested against numerical simulations, and by using empirical data of different species, we argue that certain distributions may be more evolutionary beneficial than others.
Dynamics of interacting stochastic populations emerge in various scientific disciplines such as physics, chemistry, population and cell biology, ecology and social sciences, and has become an important paradigm of theory of stochastic processes [1] [2] [3] [4] [5] [6] . A suitable framework to describe these dynamics is the so-called Markovian birth-death process, which includes a finite set of reactions of the type mA → kA. Here, A denotes the type of individuals participating in the reactions, and m and k respectively denote the number of interacting agents and products, which are a-priori known integers [6] . An important subcategory of such interacting populations are self-regulating isolated populations. Even though they may dwell in a metastable state for a long time, such populations always undergo extinction with unit probability, even in the absence of environmental variations, due to an unusual chain of random events when population losses dominate over gains [7, 8] . In such cases, people were mostly interested in calculating the mean time to extinction (MTE) and the probability distribution of population sizes in the long-lived metastable state prior to extinction [9] [10] [11] [12] [13] [14] . Notably, extinction of an isolated population may have a dramatic impact on an entire ecosystem, which is often strongly influenced by the separate abundance of various individual species, vital for the survival of the system [15] [16] [17] [18] .
A far-less explored phenomenon in stochastic population dynamics is the effect non-demographic noise in the form of uncertainty in the reaction step-size may have on the dynamics of interest, and in particular, on rare-event statistics. An example for such reaction step-size noise (RSSN) is the process A → kA, where the reaction product number k = 1, 2, 3, . . . (e.g, the different litter sizes) is an a-priori unknown integer, and is sampled from a (given) step-size distribution (SSD), D(k).
This type of uncertainty, or noise, appears in a wide variety of scientific areas including physics of nuclear reactors [19] , population biology and ecology [13, 20] , viral dynamics [21, 22] , and cell biology [23] [24] [25] [26] . However, apart from particular examples, see e.g., [21, 22, 24] , RSSN has not been rigorously studied. Recently, we have considered the effect of RSSN when incorporated in the influx and reproduction processes [27, 28] . However, the fundamental question of how adding generic noise in the reaction step size influences the statistics of interest relative to the fixed k case, has not been studied so far.
In this paper we reveal a remarkable impact RSSN can have on the stability and persistence of the population. We show that depending on the SSD, uncertainty in the step size may bring about a dual behavior of either increasing or decreasing the population stability and MTE compared to the case of fixed product number. Importantly, beyond some threshold depending on the SSD's third moment, we show that RSSN can greatly increase the stability of the long-lived metastable state. Moreover, we demonstrate how this non-demographic noise can be tuned to achieve maximal stability. Finally, this phenomenon of stability enhancement via noise may hint to the fact that RSSN is a natural mechanism adopted by real species in order to enhance their fitness and persistence, see Fig. 1 , and is thus evolutionary beneficial to the entire ecosystem depending on these species. [29] (a), guinea pig [30] (b), spotted hyena [31] (c), and wild boar [32] (d). Lines correspond to binomial distribution fits (see text) with best fit parameters of m = 15 and p = 0.775 (a), m = 5 and p = 0.75 (b), m = 3 and p = 0.575 (c), and m = 9 and p = 0.6 (d). Insets correspond to the ratio τ emp /τ ref as a function of N with B = 2, see text.
We begin with a simple model which is a bursty variant of the well-known logistic model, defined by the reactions
Here, λ n = Bn(1 − n/N )[D(k)/ k ] is the birth rate [33] , µ n = n is the death rate, n is the size of the population, B
1 is the average reproduction rate, N 1 is the typical population size in the long-lived metastable state prior to extinction (see below), and time is rescaled by the death rate. Also, k is the offspring number per birth event, a-priori unknown and drawn from an arbitrary, normalized SSD, D(k), with the mean value, k , and standard deviation, σ k . The deterministic rate equation describing the timeevolution of the mean population size readsṅ = λn − µn =n [B(1 −n/N ) − 1]. The steady-state solutions are the repelling extinction point, n = 0, and the attracting fixed point, n s = N (1 − 1/B) 1, indicating that the population size flows into n s starting from any nonzero population size. Yet, owing to the existence of an absorbing state at n = 0, demographic fluctuations ultimately cause the population to go extinct with a unit probability. In order to incorporate demographic noise and to study the extinction statistics, we write down the master equation describing the time history of P n (t) -the probability to find n individuals at time t:
n(N − n)D(k)P n + (n + 1)P n+1 − nP n .
Note that in the first term on the right hand side of Eq.
(2), the summation can be formally extended up to infinity since it is assumed that P n<0 = 0. The summation in the second term yields −n(N − n)P n . At times much larger than the system's deterministic relaxation time, t r , once the system has already settled in the long-lived metastable state, the probability distribution around the metastable state slowly decays in time P n>0 (t t r ) π n e −t/τ , while the extinction probability grows, P 0 (t t r ) 1 − e −t/τ . Here, τ denotes the MTE, and π n denotes the quasi-stationary distribution (QSD) which is the shape of the metastable state [12, 14] . In order to calculate the MTE and QSD in the leading order, see SM, we employ the real-space WKB ansatz, π n ≡ π(q) e −N S(q) [12, 14, [34] [35] [36] [37] [38] , where S(q) is called the action function and q = n/N is a rescaled coordinate. Finding the subleading-order terms, however, requires using the probability generating function formalism [6] in conjunction with the WKB approach [14] . Doing so, see details in the SM, the MTE, τ , is found to be
Note that close to the bifurcation, B − 1 1, this result considerably simplifies. Here, the attracting fixed point, q s = n s /N = 1 − 1/B, becomes close to the extinction point, q = 0, such that q s 1. In this case (3) becomes
see SM for details. Since it includes subleading-order corrections, this result is applicable as long as the strong inequality N −1/2 B − 1 N −1/3 holds. In addition to the MTE, the QSD can also be found once the SSD is explicitly specified, see SM. An important quantity that represents the overall noise magnitude (both demographic and non-demographic) and strongly affects the MTE is the observed variance of the QSD, σ obs [27, 28] , which can be found for any SSD
where γ is given by Eq. (4), and depends on the first two moments of the SSD. As one can see, both σ obs and τ in the bifurcation limit, are governed by the factor γ.
In order to quantify the effect of RSSN, we compare these results obtained in the bursty case, with a simple reference model where D ref (k) = δ k,K . Here, the step size is fixed and equals K, corresponding to, e.g., the most frequent litter size of size K. Naturally, however, the litter size is known to be distributed around some value K, thus a more suitable choice would be some SSD with a finite width, see Fig. 1 . As stated, each SSD is associated with a different γ factor (4), where the relation between the latter and γ ref = K defines the following dual behavior: for γ < γ ref we have σ obs < σ ref obs and τ > τ ref and vice versa [39] . This means that the stability can be controlled and even enhanced via RSSN.
For concreteness we proceed by choosing a binomial distribution for the SSD:
represent the number of ways to choose k out of m. Here, the burst size, k, satisfying 0 ≤ k ≤ m, is an integer representing the number of successes (the actual number of offspring produced) out of a maximum possible number of m offspring. To compare the bursty and reference models, we tune the success probability of a single event, 0 < p < 1, in such a way that the mode, i.e. the most probable value of the SSD, is equal to K. This yields p = K/(m + 1), which indicates that m ≥ K. Fig. 1 presents data deduced from field observations on four different animal species which empirically determined the frequency of appearance of different litter sizes. Fitting the empirical data with the binomial distribution shows that the latter is an adequate candidate to describe the litter size distribution [40] .
To find the onset of the dual behavior, we solve the equation γ bin = γ ref , with γ bin = 1 + K(m − 1)/(m + 1) [see Eq. (4)]. This yields a critical value m = m c (K) = 2K − 1 [or K = K c (m) = (m + 1)/2]. As a result, for m ≶ 2K−1, we have σ bin obs ≶ σ ref obs . Close to the bifurcation limit this indicates that for m ≶ K − 1, τ bin ≷ τ ref . In Figs. 2 and 3 we numerically confirm that this onset also holds well beyond the bifurcation limit.
An intuitive way to understand this value of m = m c (or K = K c ) is to look at the SSD's skewness,μ 3 , which is the third standardized moment of the SSD. A negatively (positively) skewed distribution typically has a left (right) tail which is longer or fatter than the right (left) tail. Computing the skewness of the binomial SSD, µ bin
is negative and vice versa. This indicates that typically, for negatively skewed SSDs, RSSN increases the population's stability. This is because for negatively-skewed SSDs, there are more frequent small-burst events compared to less frequent large-burst events (the opposite occurs in the positivelyskewed case). The former increases the robustness of the metastable state and correspondingly, the MTE. Figure 2 shows a comparison between the QSDs of the binomial and reference cases, for different values of m. One can see that for m ≶ m c , σ bin obs ≶ σ ref obs . This demonstrates the dual behavior whose onset occurs at m = m c . The behavior is dual also as a function of K: Fig. S1 in the SM). In Fig. 3 the effect of the stability enhancement due to RSSN can be clearly seen. In Figs. 3a and 3b we plot the MTE as a function of K and m, respectively, and demonstrate that for m < m c (or K > K c ) RSSN increases the population's persistence.
Having found the onset of the dual behavior, we now investigate how a population can maximize its stability and MTE by exploiting the RSSN. To answer this ques- tion we compute, close to bifurcation, the ratio τ bin /τ ref .
Since m ≥ K, we analyze this ratio as a function of m on curves K = m − R with R = 0, 1, 2, . . . , which span the entire space of (m, K). Using Eq. (4), differentiating the ratio with respect to m, and expanding the result in m 1 [42] , the ratio receives a maximum at One can see that for a given R value, each curve receives a maximum for a given value of m, which is accurately predicted by Eq. (6). Note, that even though Eq. (6) formally applies only to the bifurcation limit, its predictions hold well also for the non-bifurcation case (panel d).
The results we have obtained so far are generic and not model-dependent. To illustrate this point, we briefly present a different model of birth-death-competition, which includes the following set of reactions
Here, λ n = Bn is the birth rate, µ As in the previous model, here an initial population first relaxes into the long-lived metastable state, from which it ultimately goes extinct via a large fluctuation after an exponentially long waiting time. The calculations of the QSD and MTE can be done along the same lines of the bursty reproduction model and are presented in the SM. Importantly, as shown in the SM, in this model one also observes a dual behavior and it is possible to tune the SSD's parameters in order to maximize the effect of RSSN on the population's persistence.
In this paper we have demonstrated a dramatic effect reaction step-size noise (RSSN) may have on the stability of an isolated self-regulating population. We have found an onset of dual behavior which governs the relative stability of a population under RSSN compared to a population without RSSN. These results indicate that remarkably, non-demographic noise in the form of uncertainty in the reaction product number, can increase the persistence of a stochastic population. We have identified the skewness of the step-size distribution (SSD) as a key factor governing this phenomenon and determining the population's stability. We have furthermore shown how this effect can be maximized by tuning the model's parameters. Our calculations were carried out on two different population models, and while we have used the binomial distribution as a prototypical example for the SSD, we have checked that these effects described above hold for a wide variety of distributions.
As stated, the SSD's skewness is key in interpreting this seemingly counter-intuitive phenomenon of increasing the stability of a population despite adding uncertainty. As the skewness becomes more negative, the frequency of small-burst events grows compared to that of large bursts. Therefore, the probability for a series of successive death events that ultimately drives the population to extinction is decreased under high-frequency small-burst birth events compared to the case of largeburst birth events occurring at a low frequency. As a result, in order to increase its viability and fitness, a population is better off having many small birth events than a few large birth events.
Notably, our analysis allows us to explore the effect of stability enhancement in realistic scenarios, by using real-life empirical data of litter-size distributions of four different animal species presented in Fig. 1 . To calculate the expected MTE, we arbitrarily choose B = 2 and numerically evaluate Eq. (3) to obtain τ emp . This is done by using the empirical litter size distributions shown in Fig. 1 . As before, the reference MTE, τ ref , corresponds to a scenario of constant number of offspring which equals the distribution's mode. Performing the calculations, we find ln[τ emp /τ ref ]
0.0011N for laboratory mice and 0.0077N for guinea pigs, see insets in Fig. 1 . Thus, i.e., choosing N = 500, the lifetimes of laboratory mice and guinea pigs grow by a factor of 1.7 and 47, respectively, due to RSSN. As expected, we find that by having such negatively-skewed litter-size distributions (with γ factors that are smaller than that of the reference model), these species are able to increase their stability and lifetime. A similar behavior is observed for spotted hyenas (see Fig. 1c ). On the other hand, the litter-size distribution of wild boar (Fig. 1d) is positively skewed and there we find a decrease in the MTE for this choice of parameters.
As a result, it is likely that species capable of adopting such behavior are more viable and have a higher fitness, but further study of this phenomenon is required, especially in "real-life" biological and ecological systems.
Appendix

A. Bursty reproduction model -mean time to extinction calculation
In this section we provide detailed calculations of the leading and subleading-order calculations of the mean time to extinction (MTE) in the bursty reproduction model presented in the main text.
Leading order calculations
Here we derive the leading-order MTE employing the "real-space" WKB theory, see e.g., Refs. [12, [34] [35] [36] [37] . Our starting point is the master equation [Eq. (2) in the main text]. To this end we use the metastable ansatz, P n>0 (t t r ) π n e −t/τ , and P 0 (t t r ) 1 − e −t/τ , which is valid at times much larger than the typical relaxation time of the system. Here τ denotes the MTE, and π n denotes the quasi-stationary distribution (QSD) of population sizes. Defining the rescaled coordinate q = n/N , where N 1 is the typical system size in the metastable state, and employing the WKB ansatz for the QSD π n ≡ π(q) e −N S(q) [12, [34] [35] [36] [37] , where S(q) is the action function, we arrive at a stationary Hamilton-Jacobi equation H(q, p) = 0, with the Hamiltonian
Here, we have introduced the momentum p = S (q), and [27, 28] . The non-trivial zero-energy trajectory of the Hamiltonian (8) , called the activation trajectory, encodes the statistics of rare events [36] . It is given by
and allows for the calculation of the action according to
where we have removed the arbitrary constant by defining S(q s ) = 0. Having found the action we now have the leading-order QSD up to a normalization constant, which can be found by using a Gaussian approximation in the vicinity of q s , see e.g., Refs. [12, 37] . While finding the QSD requires the explicit knowledge of the step-size distribution (SSD), the variance of the QSD, σ 2 obs = N/S (q s ), can be found for any SSD and is given by
Here, we have used the relation dp a (q)/dq| q=qs = 1/[dq a (p)/dp| p=0 ] and employed L Hôpital's rule to evaluate f (0) and f (0). Figure 5 shows a comparison between the QSDs of the binomial and reference cases, see main text, for different values of K, where all analytical results are checked against numerical simulations using the Gillespie algorithm [41] . In Fig. 5a one can see that for K < K c , σ bin obs > σ ref obs , whereas in Fig. 5b , the opposite case is shown. This demonstrates the dual behavior that occurs at K = K c (see main text).
Once the QSD has been found, the MTE is given in the leading order the by τ ∼ π −1 1 [12] , which yields τ e N S(0) . Note, that evaluating the action at the extinction point requires evaluating the "fluctuational momentum", defined as p f = p a (0), which can be done by solving the equation q a (p f ) = 0. This non-zero momentum which lies on the activation trajectory differs from the momentum at the mean-field extinction point (or at any deterministic fixed point) which, by definition, has to be zero.
Sub-leading order calculations
Here we outline the main steps of the calculation of the sub-leading order correction to the MTE. Our calculation closely follows the Appendix of Ref. [28] where a similar model has been analyzed. Here, unlike the leading-order calculation, we use the so-called "momentum-space approach", see e.g. Refs. [43, 44] which employs the generating function technique in conjunction with the spectral formalism [44] [45] [46] [47] . The probability generating function is defined as [6] 
where p is the conjugate momentum to the coordinate q in the momentum space [43, 44, 48] . Multiplying the master equation [Eq.
(2) in the main text] by p n and summing over all n, we arrive at an evolution equation for the probability generating function [43, 44] which reads
where we have defined
We now expand the probability generating function (13) in the yet unknown eigenvalues and eigenmodes. Focusing on times much larger than the typical relaxation time when the higher eigenmodes have already decayed, we can write [44] [45] [46] [47] 
Here, the first term on the right hand side corresponds to extinction at t → ∞, ϕ(p) is the lowest-excited eigenmode, and E is the lowest-excited eigenvalue, which equals the inverse of the MTE [44] [45] [46] [47] . Substituting ansatz (15) into the evolution equation (14), one obtains a second order ordinary differential equation for ϕ(p)
where prime denotes differentiation with respect to p. This equation cannot be solved exactly and therefore, we solve it in two different regions and match the solutions to find the MTE. Following the Appendix in Ref. [28] , in the first region, 0 ≤ p < 1 (but not too close to p = 1), where the solution is slowly varying, we perturbatively solve the equation using the ansatz ϕ(p) = 1 + δϕ(p), where δϕ(p) 1. In the second, boundary-layer region, N −1 1 − p 1, we find the rapidly-varying solution by neglecting the exponentially small term Eϕ(p) in Eq. (16) . By doing so, see Appendix of Ref. [28] for details, and matching the solutions in their joint region of applicability, we find the MTE, which yields [49] Figure 6 presents the MTE for the case of binomial SSD (see main text) as a function of the model parameters. The theoretical result (17) is shown against numerical Monte Carlo simulation results using the Gillespie algorithm [41] and excellent agreement is observed.
bifurcation limit
The general result for the MTE [Eq. (17) ] can be drastically simplified close to bifurcation. Indeed, close to the bifurcation the attracting fixed point q s = 1 − 1/B is assumed to be close to q = 0 such that q s ≡ δ 1. As a result, we can denote B 1 + δ such that B terms in Eq. (17) we finally arrive at the MTE close to bifurcation
where γ is defined in Eq. (11) . The validity of the WKB approximation requires that S(0) 1 and thus
On the other hand, in Eq. (18) we have accounted for the pre-exponent while neglecting terms on the order of N (B − 1) 3 in the exponent. As a result, Eq. (18) is valid as long as
B. Birth-death-competition model -mean time to extinction calculation
In this section, we present the derivation of the leadingorder MTE for the birth-death-competition model presented by Eq. (7) in the main text. The corresponding rate equation for this model readṡ
Equation (19) In order to obtain the MTE, we need to solve the equation H a (q, p) = 0 (20) for either q or p. In the general case it can only be done numerically. Analytical progress is only possible when one considers the bifurcation limit, where a solution can be found for an arbitrary distribution D(k). Close to the bifurcation we denote B − 1 ≡ δ 1, which yields q s = δ 1/(M −1) and p f = −δ + O(δ 2 ). Defining rescaled coordinates q = q/δ 1/(M −1) andp = p/δ, and Taylor-expanding φ(p) in powers of δ up to subleading order, we find φ(p) φ(0)+φ (0)p = −1+p(γ+1)/2. Plugging this into H a (q, p) [Eq. (20) ] and using the rescaled coordinates we arrive at
where the subscript b means that we are close to bifurcation. Solving H b a (q,p) = 0 forp perturbatively in δ, we obtain the activation trajectorỹ
As a result, the action function [defined in Eq. (10)] in rescaled coordinates reads S(q) = δ 1 1−1/M q 1p a (q )dq , and thus, the MTE in the leading order is given by τ e N ∆S , ∆S = (1 − 1/M ) (B − 1)
This result holds as long as N −1+1/M B − 1 1, namely, B cannot be too close to 1. Importantly, this result indicates that at least close to bifurcation, the effect of reaction step-size noise in the bursty birth-deathcompetition model is introduced via a sub-leading term and thus, it is weaker than in the bursty reproduction model. Figure 7 presents the MTE for the case of binomial SSD (defined in the main text) as a function of the model parameters. One can see excellent agreement between the theoretical and numerical results, where the latter are obtained using a Monte Carlo simulation [41] . Figure 8 shows the relative difference between the accumulated actions associated with the binomial SSD (23) and with the reference SSD as a function of their parameters. This demonstrates a dual behavior where the parameters of the model can be tuned to enhance the population's persistence in the metastable state via reactionstep-size noise, in a similar manner as shown for the bursty reproduction model (see main text). * michael.assaf@mail.huji.ac.il 
