Abstract. This paper puts the theory of quasi-Hamiltonian reduction in the framework of shifted symplectic structures developed by Pantev, Toën, Vaquié and Vezzosi. In particular, we use the AKSZ topological field theory defined by Calaque to interpret all the constructions in topological terms. We describe a prequantization of character stacks and compute a universal prequantization; it turns out to be related to the K 2 -class of Fock and Goncharov on character varieties. Shifted symplectic structures have appeared over the years as natural objects that exist on derived critical loci. An n-shifted symplectic structure on a stack X is an isomorphism
0. Introduction 0.1. This paper is an attempt to interpret computations of Alekseev, Malkin and Meinrenken [AMM97] in the framework of shifted symplectic structures [PTVV11] .
Shifted symplectic structures have appeared over the years as natural objects that exist on derived critical loci. An n-shifted symplectic structure on a stack X is an isomorphism T X ∼ → L X [n] between the tangent complex and the shifted cotangent complex together with certain closedness conditions. Symplectic structures on stacks put severe restrictions on the geometry: for instance, a symplectic derived scheme is automatically smooth. Moreover, n-shifted symplectic structures for odd n exist only on 0-dimensional stacks.
One can also make sense of Lagrangians L → X: these are morphisms together with an identification N L/X ∼ → L L [n] between the normal bundle and the shifted cotangent complex; in the derived setting being a Lagrangian is an additional structure on a morphism. Given two Lagrangians L 1 , L 2 → X in an n-shifted symplectic stack, their intersection L 1 × X L 2 carries a natural (n − 1)-shifted symplectic structure; for instance, the critical locus of a function S : M → A 1 is an intersection of the graph of dS and the zero section inside of T * X, hence it carries a (−1)-shifted symplectic structure. An n-shifted symplectic structure on a stack X gives rise to an (n − 1)-gerbe over Ω 2,cl on X. A Lagrangian structure on L → X gives rise to a trivialization of the pullback of this (n − 1)-gerbe to L.
Ordinary symplectic reduction starts with a symplectic space M with a G-action and a G-equivariant moment map µ : M → g * satisfying certain conditions. From this data one constructs the reduced space M red = µ −1 (0)/G, which again carries a symplectic structure. Note, that we can also write the reduced space M red as M/G × g * /G pt /G.
We now come to the interpretation of the symplectic reduction in terms of shifted symplectic structures. It turns out g * /G carries a natural 1-shifted symplectic structure (for instance, coming from its identification with the shifted cotangent bundle T * [1]BG). A Gequivariant map µ : M → g * induces a Lagrangian map M/G → g * /G if M is symplectic and the usual moment map equations are satisfied. Then M red = M/G × g * /G pt /G is simply an intersection of two Lagrangians in g * /G and thus it possesses a symplectic structure.
0.2. Quasi-Hamiltonian reduction. Quasi-Hamiltonian reduction replaces moment maps µ : M → g * by maps µ : M → G. As before, G/G carries a 1-shifted symplectic structure (depending on a nondegenerate G-invariant quadratic form on g). A map µ : M → G induces a Lagrangian morphism M/G → G/G if we have a G-equivariant two-form on M together with certain conditions which imply that M is a quasi-Hamiltonian space in the sense of [AMM97] . The reduced space, M red = M/G × G/G pt /G, is interpreted as an intersection of Lagrangians in G/G as before.
As G/G = Map dSt (S 1 , BG), one can try to find interpretations of the constructions appearing in the literature on quasi-Hamiltonian reduction in terms of the AKSZ topological field theory attached to BG. Let us explain what it is. Let Bord or n be the symmetric monoidal (∞, n)-category of oriented bordisms. LagrCorr n is the symmetric monoidal (∞, n)-category, which has
• objects: (n − 1)-shifted symplectic stacks, • 1-morphisms: Lagrangian correspondences X ← L → Y between (n − 1)-shifted symplectic stacks X, Y , • 2-morphisms: correspondences L 1 ← C → L 2 between Lagrangian correspondences, where C → L 1 × X×Y L 2 is Lagrangian and so on. Then the theorems in [Ca13] should give a splitting of the natural map from the ∞-groupoid of symmetric monoidal functors Z : Bord or n → LagrCorr n ; the map is simply Z → Z(pt). In a sense, this can be viewed as an explicit proof of the cobordism hypothesis for the category of Lagrangian correspondences. Given an (n−1)-shifted symplectic stack X and a manifold M one assigns Z X (M) = Map dSt (M B , X), the derived mapping stack from the constant stack associated to M to X. As of now, only the 1-categorical truncations of LagrCorr n have been constructed; these turn out to be enough for our purposes.
We are interested in the AKSZ field theory for X = BG, a 2-shifted symplectic stack. The corresponding 3-dimensional topological field theory is the classical version of the ChernSimons theory. Evaluation on a pair of pants gives a Lagrangian correspondence
For example, given two Lagrangian morphisms L 1 , L 2 → G/G we define their fusion to be an integral transform along this correspondence. For quasi-Hamiltonian spaces this coincides with the fusion procedure described in [AMM97] . Given a compact oriented surface M, let M ′ be the same surface with a disk removed. Then Z BG (M) = Z BG (M ′ ) × Z BG (S 1 ) Z BG (D). As Z BG (D) = pt /G and Z BG (S 1 ) = G/G, this gives a construction of Z BG (M) = Loc G (M), the character stack of M, as a quasi-Hamiltonian reduction of Z BG (M ′ ) = G ×2n /G. The existence of the AKSZ field theory implies that the symplectic structure obtained from quasi-Hamiltonian reduction coincides with the one obtained by integrating the 2-shifted symplectic structure on BG.
We should mention that the original application of the AKSZ field theory was for X = Bg: see the original paper [AKSZ95] and the paper [GG03] which discusses the symplectic structure on Bg and the relation to ordinary Hamiltonian reduction. The AKSZ field theory for Bg recovers only the formal completion of the trivial local system in the character stack Loc G (M) (in physical terms, one is considering a perturbative Chern-Simons theory); our analysis of the symplectic structure on BG allows one to consider global questions (nonperturbative effects).
Prequantization.
A natural question in symplectic geometry is whether a symplectic structure admits a prequantization, i.e. a line bundle with a connection whose curvature is the given symplectic form. It turns out that character stacks do not admit algebraic prequantizations, thus one is led to revisit the notion of prequantization.
The symplectic structure on BG is a class in H 2 (BG, Ω 2,cl ), which can be though of as a Ω 2,cl -gerbe on BG. In particular, it defines a multiplicative Ω 2,cl -torsor on G. We show that the 1-shifted symplectic structure on G/G is descended from this multiplicative torsor on G.
One can wonder whether there is a more fundamental object on G/G, which gives rise to the 1-shifted symplectic structure. In other words, we are looking for sheaves A of abelian groups together with a map A → Ω 2,cl and A-torsors on G/G which induce the symplectic structure on G/G. In fact, there is a more classical analog of this construction: the sheaf
of line bundles with a connection has a morphism to Ω 2,cl given by the curvature map. A lift of a symplectic structure along this map is a prequantization of a symplectic form. More generally, we call lifts of the symplectic form along any morphism A → Ω 2,cl a prequantization. One can seek a universal prequantization of G/G in a certain sense. To have the construction of fusion, the corresponding A-torsor on G/G must come from a multiplicative A-torsor on G. For the universal central extension to exist, one has to restrict attention to perfect groups. For instance, the group of elementary matrices E n ⊂ GL n is perfect. We show that the universal central extension of E = colim n E n is a central extension by Ω 2 K, the double based loop space on the algebraic K-theory space. The corresponding central extension has also appeared in the work of Braunling, Gröchenig and Wolfson. To construct it, observe that one has a natural map BGL → K, where GL = colim n GL n . Taking based loops, we get an E 1 -map GL → ΩK. Its homotopy fiber is the relevant central extension GL → GL. Note, that the image of GL → GL is the kernel of GL → K 1 , i.e. the group of elementary matrices E.
As any surface can be decomposed into a union of pairs of pants and disks, to construct a prequantization of a character stack we just need to construct prequantization of character stacks associated to these pieces. It turns out that a gerbe on BG gives precisely this structure. In other words, given an A-gerbe on BG and a pants decomposition of a closed surface M, we construct a class ω A ∈ H 0 (Loc G (M), A). If we have a morphism A → Ω 2,cl , we thus get a prequantization of the character stack.
For instance, using the universal central extension of G = GL n by ΩK we get a "universal" prequantization ω K ∈ K 2 (Loc G (M)). Algebraic K-theory is a source of many interesting morphisms, for instance:
• Chern character in K-cohomology ch
, which coincides with the K 2 -class of Fock and Goncharov. In particular, they show that the same class can also be obtained from a cluster structure on a moduli space related to the space of local systems.
• Ordinary Chern character ch m : K n (X) → Ω m,cl (X, m − n). Under the map ch 2 the class ω K is sent to the AKSZ symplectic structure on the character stack. That is, ω K is indeed a prequantization of the symplectic structure on the character stack.
• If X is a complex manifold, one can also define the Beilinson regulator
valued in the Deligne-Beilinson cohomology. In particular, the weight-2 regulator r 2 maps K 2 (X) to H 2 D (X, Z(2)), the space of line bundles with holomorphic connections. Assuming one can define the Deligne-Beilinson cohomology for derived analytic stacks, this would give a prequantization of the analytic stack Loc G (M)
an in the ordinary sense, i.e. a line bundle with a holomorphic connection whose curvature is the symplectic form on the character stack. One might hope that it is possible to extend the AKSZ topological field theory from stacks with n-shifted symplectic structure to stacks with maps to Ω 2 K. However, we would have to restrict our attention to bordisms oriented with respect to algebraic K-theory. The theory of prequantization allows us to circumvent this construction and get the elements of K 2 (Loc GLn (M)) from a much simpler construction similar to quasi-Hamiltonian reduction. 0.4. Derived algebraic geometry. The moduli space of isomorphism classes of G-local systems π 0 (Loc G (M)) is not local, i.e. it does not satisfy descent: as any manifold can be covered by contractible open sets, every local section of π 0 (Loc G (M)) is trivial, hence its sheafification is just a point. Therefore, we have to use the language of stacks for Loc G (−) to define a local field theory.
The underived stack t 0 (Loc G (S 2 )) is isomorphic to BG since the 2-sphere is simplyconnected. The stack BG does not admit a 0-shfited symplectic structure, so we are inevitably led to the land of derived algebraic geometry, where the derived stack Loc G (S 2 ) does admit a 0-shifted symplectic structure.
Let us remind some basic definitions we will be using in the paper. The reader is invited to consult [HAG-II] as well as the reviews [TV02] , [To05] for an introduction to derived algebraic geometry.
Let k be a field of characteristic zero. The category of derived affine schemes is opposite to the category cdga ≤0 of commutative differential graded algebras over k concentrated in non-positive degrees. Derived prestacks are simply functors cdga ≤0 → SSet to the category of simplicial sets. The category of derived stacks dSt is defined to be the full subcategory of prestacks satisfyingétale descent.
For a derived prestack X we define the symmetric monoidal dg-category of quasi-coherent sheaves to be the limit QC(X) = lim
where A − mod is the dg-category of cofibrant dg-modules over A ∈ cdga ≤0 . Given a quasicoherent sheaf F ∈ QC(X) we denote by Γ(X, F ) := Hom QC(X) (O X , F ), the complex of morphisms from the structure sheaf O X to F , the complex of global sections of F over X.
By a stack in the paper we always mean a derived Artin stack locally of finite presentation. All such stacks have a perfect cotangent complex L X ∈ QC(X). In this case the tangent complex T X ∈ QC(X) is defined to be the dual sheaf T X = Hom QC(X) (L X , O X ). Note, that the stacks we consider in the paper are quotient stacks of derived affine schemes by an action of smooth affine group schemes. Hence, the stacks we get are derived Artin 1-stacks, which are 0-geometric. 0.5. Structure of the paper. The paper is organized as follows. In section 1 we define the notion of shifted symplectic structures and Lagrangian morphisms. We show that one can compose Lagrangian correspondences using pullbacks, which gives rise to the composition in the category LagrCorr n . Section 2 is devoted to explicit calculations showing how ordinary symplectic reduction and quasi-Hamiltonian reduction fit into the framework of shifted symplectic structures. Section 3 gives interpretations of the constructions in quasi-Hamiltonian reduction in terms of the AKSZ topological field theory.
Section 4 is the main part of the paper. It is devoted to computations of the AKSZ symplectic forms on character stacks and their interpretation in terms of a multiplicative Ω 2,cl -torsor on G coming from the Ω 2,cl -gerbe on BG. Finally, section 5 is devoted to the theory of prequantizations. We start with a basic case of universal central extensions of Lie algebras. We show that there is a universal L ∞ extension of an L ∞ algebra by its complex of Chevalley-Eilenberg chains shifted by −2. In particular, it gives a central extension of sl n by the first cyclic homology. We conclude with the construction of the universal central extension in the group case and the construction of the canonical element of K 2 (Loc GLn (M)), the second K-group of the GL n -character variety of a surface M. 0.6. Acknowledgements. The author would like to thank David Ben-Zvi for various conversations related to the content of the paper. The author would also like to thank Andrew Blumberg for explaining basics of algebraic K-theory and cyclic homology.
1. Derived symplectic geometry 1.1. Symplectic structures. Let us remind basic notions of differential forms in derived algebraic geometry [PTVV11] .
Let X = Spec A be a derived affine scheme for A ∈ cdga ≤0 a non-positively graded commutative differential graded algebra. Recall that we have the cotangent complex L A , which is an A-module, and the complex of differential forms Ω(X) := Sym A (L A [1]). It has a G m action given by scaling the cotangent complex and we denote by Ω p (X)[p] the weight p piece. Define the complex Ω p (X, n) of p-forms of degree n to be Ω p (X)[n]. The space H 0 (Ω p (X, n)) of p-forms of degree n is an algebraic analog of the space H p,n (X) of (p, n)-forms in complex analytic geometry.
The de Rham differential is a morphism d dR : Ω(X) → Ω(X) of degree −1 and weight 1, which squares to zero. We define the complex of closed forms to be
where d is the differential on Ω(X) and u has degree 2 and weight −1. Let Ω p,cl (X)[p] be the weight p piece of Ω cl (X). The complex Ω p,cl (X, n) of closed p-forms of degree n is the weight p piece of
Geometrically, closed forms can be interpreted as S 1 -equivariant functions on the free loop space [TV09] , [BZN10] . This explains the action of k [[u] ] ∼ = O(BS 1 ) on the complex of closed forms.
Explicitly, an element ω ∈ H 0 (Ω p,cl (X, n)) is a collection of differential forms ω i for i = 0, 1, ..., such that ω i has weight p + i and degree n − 2i and the following equations are satisfied:
In other words, ω i+1 expresses closedness of the form ω i . Both prestacks Ω p (−, n) and Ω p,cl (−, n) satisfyétale descent, so we can define the complexes of forms for a general derived stack as mapping stacks
For an Artin stack the complex of p-forms Ω p (X, n) is the space of sections
We denote A nd (X, n) ⊂ |Ω 2 (X, n)| the subspace of nondegenerate forms, where |Ω 2 (X, n)| is the simplicial set corresponding to the complex Ω 2 (X, n) under the Dold-Kan correspondence (as the complex Ω 2 (X, n) is not connective in general, we consider its truncation τ ≤0 ). We define the space Symp(X, n) of n-shifted symplectic forms to be the pullback 
is an isomorphism.
1.2. Lagrangian structures. An n-shifted symplectic form ω ∈ Symp(X, n) can be viewed as an element of H n (X, 2 L X ). For example, 1-shifted symplectic structures can be thought of as defining torsors over 2 L X together with a trivialization of its de Rham differential and higher closedness conditions (which are void if L X is concentrated in nonnegative degrees). We will take up this point of view in the future sections.
Let (X, ω) be an n-shifted symplectic stack with ω ∈ Ω 2,cl (X, n).
Definition. An isotropic structure on f : L → X is a homotopy from f * ω to 0 in Ω 2,cl (L, n).
In other words, it is an element
Explicitly, we have a collection of differential forms h i satisfying the conditions
, which is not a chain map in general since h 0 is not closed. Consider instead the relative tangent bundle
on the first summand and h 0 on the second summand.
Definition
Here is a way to unpack this definition (see [Ca13] ). An isotropic structure on f : L → X is a commutativity data of the diagram
The isotropic structure is Lagrangian if the diagram is a pullback. In other words,
is an exact sequence.
Let us prove a generalization of this theorem, which can also be found in [Ca13, Theorem 4.4]. Let X and Y be n-shifted symplectic stacks.
Here Y is Y with the opposite symplectic structure.
The following theorem allows us to compose Lagrangian correspondences, which will be used in section 3 to describe the AKSZ topological field theory.
and (Z, ω Z ) be n-shifted symplectic stacks and
Proof. Suppose that the Lagrangian structures on L 1 and L 2 are given by the forms h 1 and h 2 respectively, i.e.
Lagrangian, so we have the following pullback squares
Pulling them back to L and adding together we get a pullback square
We can split off two summands of π *
into the diagonal and antidiagonal parts obtaining the pullback of the form
with the obvious differentials in the top-left and bottom-right corners. Finally, using the identification in the bottom-right corner
In other words, L → X × Z is Lagrangian as claimed.
In the case X = Z = pt Theorem 1.2 reduces to Theorem 1.1. Indeed, a Lagrangian L → pt is the same as an (n − 1)-shifted symplectic stack.
More generally, suppose f : X → Y is a symplectic morphism. Then the graph
carries an isotropic structure. We say that the morphism f is nondegenerate if its graph is Lagrangian. In this case we can pullback Lagrangians: let L 2 → Y be a Lagrangian and L 1 = Γ f . Then the theorem gives a natural Lagrangian structure on the pullback L 2 × Y X. One can view Theorem 1.2 for Z being a point as a way to perform integral transforms for Lagrangians.
Symplectic reduction
In this and future sections G will denote a reductive group of finite type over k.
General definition.
The general procedure for a symplectic reduction starts with a 1-shifted symplectic stack X together with a choice of a Lagrangian L → X. Then the data of a symplectic reduction consists of:
(1) A stack M with a G-action.
(2) A moment map µ : M/G → X together with a Lagrangian structure.
.. will be called the moment map equations. We will see that these equations coincide with the usual moment map equations familiar from the theory of symplectic reduction.
By definition the reduced space is M/G × X L. Theorem 1.1 gives a natural symplectic structure on the reduced space.
2.2. Ordinary Hamiltonian reduction. Let X = g * /G. The category of quasi-coherent sheaves QC(X) is the category of G-equivariant sheaves on g * . The tangent complex
with the differential given by the coadjoint action. On g * we have a canonical "Maurer-Cartan" form
where d dR ω 0 = 0 follows from the fact that ω 0 does not depend on the point x ∈ g * and dω 0 = 0 follows from the equivariance of ω 0 with respect to the coadjoint action.
It gives a morphism
which is clearly an isomorphism. We have g * /G = T * [1]BG. Therefore, the symplectic structure can alternatively be defined using a canonical one-form θ of degree 1. It is given by the identity function id
An isotropic structure on M/G → X is a closed two-form h of degree 0 on M, which is G-equivariant. Moreover, the condition dh 0 = f * ω 0 is equivalent to
for v ∈ g and a : g → Γ(M, T M ) the action map. Lagrangian condition translates into the fact that h 0 has to be nondegenerate. For example, the map L = pt /G → g * /G induced from the inclusion of the origin is Lagrangian.
2.2.1. Example. Let M be a stack with a G action. We define a moment map µ :
Recall that the canonical one-form θ on T * M is defined to be the composite
where p :
Observe that
The moment map equation follows from the following calculation:
where we used G-invariance of θ in the second equality.
The moment map equation follows by observing that
2.3. Quasi-Hamiltonian reduction. Consider the right action of G on itself by conjugation: a → g −1 ag =: Ad g (a) and let X = G/G. The tangent complex is
in degrees −1 and 0 with the differential g → Γ(G, T G ) given by the adjoint action
where x L and x R are vector fields generating the left and right actions of G on itself. The cotangent complex is
in degrees 0 and 1 with the differential d given by
Recall the left and right Maurer-Cartan forms θ, θ ∈ Ω 1 (G) ⊗ k g defined by
for a vector field v ∈ Γ(G, T G ). For any point a ∈ G we have θ = Ad a θ.
The contraction of the Maurer-Cartan forms with the invariant vector fields are as follows:
Furthermore, we have the Maurer-Cartan equations
Let (−, −) : g ⊗ k g → k be a G-invariant nondegenerate symmetric bilinear form. Then we can define a two-form ω 0 of degree 1 by
for any y ∈ g.
Proof. If we view dω 0 as an element of g * ⊗ k g * , we have to prove that it is antisymmetric.
Proof. For x ∈ g we must prove
Let us split
Then we have to prove
This is equivalent to
The claim follows from the invariance of the bilinear form under conjugation.
where we used invariance of the bilinear form in the second equality.
The previous three lemmas prove that ω 0 + uω 1 is a closed two-form. To see that it is symplectic, we have to check that it is nondegenerate.
Proof. ω 0 gives the following chain map:
where the vertical maps are dual to each other. As the vertical maps are morphisms of vector bundles of the same rank, we just have to check that one of them (say, the left one) is injective on cohomology. Consider a point a ∈ G and a closed degree 0 element
Its image under ω 0 is
If this form is zero, its contraction with every vector field of the form x L is zero as well. That is,
However,
It is zero for all x ∈ g if and only if v = 0, i.e. the left vertical map is injective.
Consider a G-equivariant map µ : M → G of right G-spaces. It induces an isotropic map M/G → G/G if we are given a two-form h 0 of degree 0 on M/G, such that
Substituting the expressions for ω 0 and ω 1 we get
These are precisely the moment map equations for the quasi-Hamiltonian reduction. One sees that the equations coincide with [AMM97, Definition 2.2] up to a sign in the second equation since [AMM97] consider left G-actions. In the future we will call Lagrangians X → G/G quasi-Hamiltonian spaces.
2.3.1. Example. This example is due to Alekseev, Malkin and Meinrenken [AMM97, Section 9]. Let M be a closed oriented surface together with a point x ∈ M. Let Loc G (M) be the moduli space of local systems on M also known as the character stack. The moment map
is given by the monodromy around the puncture x. This gives Loc G (M\x) the structure of a quasi-Hamiltonian space. The symplectic reduction of Loc G (M\x) is Loc G (M), which inherits a symplectic form.
For instance, let M = T 2 be the 2-torus. More general character varieties can be obtained by fusion (see the next section). We have a moment map
given by the commutator a, b → aba
where m : G × G → G is the multiplication, p i : G × G → G are the projection and i : G × G → G → G is the inversion on each factor. The geometric meaning of the form h 0 will be explained in section 4.
3. AKSZ topological field theory 3.1. Lagrangian correspondences. Consider the symmetric monoidal 1-category LagrCorr n whose objects are (n − 1)-shifted symplectic stacks and morphisms X → Y are Lagrangian correspondences X ← L → Y . Theorem 1.2 defines a composition on this category. To make the composition well-defined, we consider Lagrangian correspondences only up to an isomorphism. Let us spell out the notion of isomorphisms explicitly. Two Lagrangians f i :
1 ω Y ∼ 0 which we require to be contractible.
The symmetric monoidal structure on LagrCorr n is given by the Cartesian product of symplectic stacks.
Recall also the symmetric monoidal 1-category of cobordisms Cob or n whose objects are closed oriented (n − 1)-manifolds and morphisms are oriented cobordisms between them.
Given a topological space M we can assign to it a constant stack M B . Let us recall the following two theorems ([PTVV11
carries a natural Lagrangian structure.
One can recover the previous theorem since ∂M ∼ = ∅ and Lagrangian maps from the stack Map dSt (M B , X) into the point equipped with a unique (m − n + 1)-shifted symplectic structure are the same as (m − n)-shifted symplectic structures on Map dSt (M B , X).
Following [Ca13] we define the AKSZ topological field theory Z X : Cob or n → LagrCorr m−n+2 whose value on any manifold M is given by the derived mapping stack
See loc. cit for more details.
3.2. Classical Chern-Simons theory. We would like to interpret objects appearing in [AMM97] from the point of view of the AKSZ topological field theory.
The classifying stack BG carries a 2-shifted symplectic structure constructed from a nondegenerate G-invariant quadratic form q ∈ Sym 2 (g * ) G . The field theory Z BG : Cob or 2 → LagrCorr 2 is the classical Chern-Simons theory truncated to dimensions 1 and 2. Let's consider some simple cobordisms.
• M = S 1 . Z BG (S 1 ) = G/G and it carries a 1-shifted symplectic structure.
• M is the disk. Then Z BG (M) = pt /G which carries a Lagrangian map pt /G → G/G.
• M = S 1 × I viewed as a cobordism from pt to S 1 ⊔ S 1 . We call
• M is a pair of pants viewed as a cobordism from S 1 ⊔ S 1 to S 1 . Then The AKSZ field theory then gives a Lagrangian correspondence
• M is a 2-torus with a disk removed. We can view M as a composition of the cylinder with a pair of pants, so Z BG (M) is the fusion of the double D(G). Explicitly, Figure 3 . Punctured torus as a fusion of D(G)
• M is a closed oriented surface of genus g. We can split it as a composition of M with a disk removed M ′ and a disk. This allows us to compute
In other words, the character variety of M with its symplectic structure obtained by the AKSZ construction can be also obtained from a quasi-Hamiltonian reduction of
Multiplicative torsor on the group 4.1. Multiplicative structures.
4.1.1. In this section we will show that there is a multiplicative Ω 2,cl -torsor on G, which gives rise to the 1-shifted symplectic form on G/G described previously.
Let A be a natural system of sheaves of abelian groups on stacks. That is, it is a collection of sheaves A X for every stack X together with compatible maps
Definition. A multiplicative A-torsor T on G is an A-torsor T together with the data of an isomorphism φ : m * T ∼ = p * 1 T × A p * 2 T =: T ⊠ T satisfying the following pentagon diagram expressing associativity:
The maps m 12 , m 23 : G × G × G → G × G are multiplications of the first two and the last two factors respectively.
Let BG be the classifying stack of a group G and let the simplicial scheme B • G be the nerve of the map pt → G classifying the trivial torsor. The simplicial scheme B
• G is G n in degree n with the degeneracy maps coming from the multiplication of adjacent elements.
Suppose that all A-gerbes on a point admit a trivialization. Then a multiplicative torsor is just an element of
) is an A-gerbe on a point which we assume to be trivial together with an isomorphism between two pullbacks G ⇒ pt given by an A-torsor T on G. Finally, we have a trivialization of p *
T satisfying the associativity condition written above. More generally, given a complex of sheaves of abelian groups A, we define a multiplicative torsor over A to be an element of Tot Γ(B • G, A[2] ). By the universal property of totalization we have a natural map
If A satisfies descent with respect to the smooth topology, this map is an isomorphism. Hence, in this case a multiplicative A-torsor on G is the same as an A-gerbe on BG. Given a multiplicative torsor over A, we can descend it to an A-torsor on the adjoint quotient G/G. Indeed, let f : G → G × G be the map that sends g to (g −1 , g). Then f m is the constant map that sends g → e. Therefore, we have a trivialization
Consider the composite Ad : G×G
Then the pullback of T along Ad is isomorphic to T ⊠ A.
A section 
is a pullback of a section over G/G, if Ad
* s ∈ H 0 (G × G, Ad * T ) coincides with p * 1 s ∈ H 0 (G × G, T ⊠ A) under the isomorphism Ad * T ∼ = T ⊠ A.
Multiplicative torsors over
To check associativity, let us write down the pullbacks of the Maurer-Cartan forms under multiplication:
, where a and b are coordinates on the two factors of G. Hence, the associativity condition becomes
Finally, let us work out what it means for a section s
2 ) to be invariant under conjugation. As before, denote by f : G → G × G the map g → (g −1 , g) and 
Picking out different components of this equation, we get the following consequences:
(1) Restricting to G × {g} ⊂ G × G, we get Ad * g s = s, i.e. the form s has to be invariant under the adjoint action.
(2) Contracting the equation with a vector field v L generating a left action on the second factor of G and then restricting it to the first factor of G, we get
(3) Finally, contracting the equation with v L and w L along the second G factor, we get
which follows from equation (7) since ι (w R −w L ) (θ + θ) = Ad a −1 (w) − Ad a (w). On G/G we can write the equation (7) as
In other words, s is a section of the Ω 2 -torsor with class ω 0 ∈ H 1 (G/G, Ω 2 ).
4.2.
Relation to the AKSZ construction. The aim of this section is to compute the 1-shifted symplectic form on G/G via the AKSZ construction and compare it to the form ω 0 + uω 1 defined previously.
Let us describe the isomorphism Γ(BG, Ω
This can be thought of as the Dolbeault version of the Chern-Weil homomorphism Sym
. Consider a G-torsor f : P → X. On the one hand, the complex of one-forms on X fits into an exact sequence
Moreover, using the G-action on P we can identify Ω 1 P/X ∼ = g * ⊗ k O P . Therefore, global one-forms on X are represented by the complex
, where v ∈ g and a(v) is the vector field generating the right action of G on P .
On the other hand, we can compute the complex of global one-forms on X using the descent along P → X. Let P
• be theČech nerve of P → X. We will use isomorphisms
, which has the following description. We have the evaluation morphisms ev n : P n ×∆ n → X. Given a one-form ω ∈ Γ(X, Ω 1 ), we get one-forms ω n ∈ Γ(P n , Ω 1 ) given by (ev * n ω)[∆ n ]. The forms ω n are not closed since ∆ n has a boundary, but together they combine into a closed element ω 0 +ω 1 +... of Tot Γ(P • , Ω 1 ). This gives a presentation of the complex of global one-forms as
12 ω, where a : P × G → P is the action map, p ij are the projection maps and m : G × G → G the multiplication.
Descent gives a canonical chain map
The map Ω 1 (P ) G → Ω 1 (P ) is the standard inclusion. Let us work out the map
In other words, the form a * ω − p * 1 ω has components only in the G direction. For v ∈ g let v L be the vector field on P × G generating the left translation on the G factor. Then
where we used G-invariance of ω in the last equality. Let i e i ⊗ k e i ∈ g * ⊗ k g be the image of the identity morphism under End(g) ∼ = g * ⊗ k g. Since ι a(v) ω is constant on the G factor, we get
Therefore, we are forced to let (g
We can repeat the process for forms of higher degree, we will just write down the resulting differentials for n = 2. The chain map
has the following components
, where (−, −) is the symmetric bilinear form associated to the quadratic form on Lie algebra q(−) ∈ Sym 2 (g * ) ⊗ k O(P ); in particular, we have (v, v) = 2q(v) for v ∈ g. Let us apply the considerations above to the universal G-torsor pt → BG. Then we see that the form
representing a degree 2 two-form on BG in theČech description comes from the quadratic form v → (v, v)/2 on g.
Given the explicit description of the isomorphism Γ(BG, Ω
, let us now compute the integral transform of the symplectic structure on BG along
We can think of the map ev as the self-homotopy h of the map G/G → BG classifying the G-torsor G → G/G. The self-homotopy h induces a chain map h : Ω 2 (BG, 2) → Ω 2 (G/G, 1), which coincides with p * ev * . If we write S 1 = BZ, then a map G/G × S 1 → BG is the same as a G-torsor P on G/G together with an automorphism P → P of G-torsors on G/G. To describe the torsor with the automorphism corresponding to the map ev, first we have to better understand the isomorphism G/G ∼ = LBG.
For an derived affine scheme S, LBG(S) is the simplicial set of G-torsors P → S together with an automorphism a : P → P . Similarly, G/G(S) is the simplicial set of G-torsors P → S together with a G-equivariant map P → G. Given an automorphism a : P → P , the isomorphism LBG ∼ = G/G sends it to the map p ∈ P → p −1 a(p). From this description we see that the G-torsor on G/G corresponding to ev is the projection map G → G/G, where G ∼ = ΩBG is identified with the stack of pointed G-torsors with an automorphism. The automorphism
sends the pointed torsor (P, p) with a map a : P → G to (P, pa(p)) with the same map f . Since a(pa(p)) = a(p) −1 a(p)a(p) = a(p), the map is the identity on G. The data of the homotopy commutativity captures the automorphism of the torsor P that sends the basepoint p to f (p). More explicitly, the self-homotopy of G → G/G is an element h(g), such that h(g) −1 gh(g) = g. In our case, h(g) is simply g. Now we write down the map ev on the level ofČech nerves A
• for G → G/G and B
• G for pt → BG. It will consist of a map f : A
• → B
• G and a self-homotopy h. The map f in low degrees looks as follows:
G is the projection to the second factor.
Recall that a self-homotopy of a map f :
• G between two simplicial sets is a collection of maps h n i : A n → B n+1 G for 0 ≤ i ≤ n satisfying certain relations with respect to boundary and degeneracy maps [GJ09, Lemma III.2.13]. In our case we get the relations
From the explicit description of the map ev : G/G × S 1 → BG, we see that the map h 0 0 is the identity map G → G. Since both G/G and BG are homotopy 1-types, one expects that the homotopy, i.e. the maps h The equation
...
Explicitly, we have
We are ready to compute the image of φ under h :
We can decompose Ad * = f * 13 m * 12 m * , where
). Let us compute Ad * θ step by step:
Therefore,
This is exactly the form appearing in equation (6). So far we have computed the image of φ in Ω 2 (G/G, 1) using theČech presentation. Now we show that theČech cocycle comes from the degree 1 two-form ω 0 under the map (8). Indeed, the image of ω 0 under (8) is
All the calculations in this section are summarized in the following theorem.
Theorem 4.1. The integral transform of the quadratic form q ∈ Sym
4.3. Multiplicative torsors over A = Ω 2,cl . Since G is affine, the fibers of the forgetful map
{multiplicative Ω 2,cl -torsors T } → {multiplicative Ω 2 -torsors T } consist of multiplicative sections of the induced Ω 3 -torsor d dR T . Explicitly, these are 3-forms s, such that m
is a multiplicative section of the multiplicative Ω 2 -torsor defined by the two-form −φ.
There are eight terms in m * ω 1 . Two of them are just p * 1 ω 1 + p * 2 ω 1 . Another six terms break into two triples: 1 12
) and similarly for the other triple. We see that these six terms cancel with the terms in d dR φ.
To summarize, we have constructed a multiplicative torsor over Ω 2,cl on G, such that the induced Ω 2,cl torsor on G/G is represented by the differential forms (ω 0 , ω 1 ). Note, that ω 1 is uniquely determined by ω 0 . Indeed, difference between any two choices of ω 1 defines a multiplicative Ω 3 -torsor on G. However, the space of multiplicative Ω 3 -torsors on G is Ω 3 (BG, 2), which is contractible. 
4.4. Fusion. A geometric way to think of the isomorphism m * T ∼ = T ⊠ T is as the data of an isotropic correspondence
' ' P P P P P P P P
where the homotopy is given by −φ, a two-form on (G × G)/G. This is exactly the correspondence given in the classical Chern-Simons theory by a pair of pants. This is not a coincidence. Indeed, in subsection 4.2 we computed the pullback of q ∈ Sym
Consider the pair (∆ 2 , p 0 ⊔ p 1 ⊔ p 2 ), where p i are the vertices of ∆ 2 . Then
where p i are sent to the basepoint of BG. However, we can also consider a "framed" pair of pants (M, N) relative to the subspace N as illustrated in the picture. Then the space of pointed maps Map * (M, BG) ∼ = G × G is isomorphic to Map * (∆ 2 , BG). Indeed, both spaces M/N and ∆ 2 /(p 0 ⊔ p 1 ⊔ p 2 ) are homeomorphic. 
Lagrangian correspondence with the isotropic structure −φ.
. Using the multiplicative structure on T we get a sectionω ∈ H 0 (M, µ * m * T ); in fact, since T is trivial, we can write it asω
We see that M/G with the moment map coming from the product µ 1 µ 2 is the internal fusion of M/(G × G). 
For our choice of the multiplicative structure f * φ = 0. So, we get
We can simplify it further using (a −1 ) * θ = −a * θ; we obtain 
, then the G-equivariant form on G that equips G/G with a Lagrangian structure is
This is not surprising since the double D(G) comes from the cylinder representing the diagonal Lagrangian G/G → G/G × G/G, where the Lagrangian structure is trivial.
To compute the Lagrangian structure on the character stack of the punctured torus (G × G)/G, let us represent it as a fusion of the double D(G):
This gives a pullback diagram
where the maps are
Note, that the diagram has a nontrivial homotopy commutativity data
given by the path (ab, b
given by γ → (f * 2 γ, −g * 2 γ). The Lagrangian structure on (G × G)/G is given by the image of (0, −φ, p *
, we will use theČech presentation of differential forms on G/G × G/G:
The groupoid maps for
The homotopy h is given by
The Lagrangian structure on the double D(G) is thus given by the two-form
The second summand is zero since h(p * 1 θ) = 0. We get
which coincides with the previously obtained form h 0 (9).
Prequantization
5.1. General definition.
5.1.1. Classically, a prequantization consists of lifting the symplectic form ω ∈ H 0 (X, Ω 2,cl ) to a line bundle with a connection L ∈ H 1 (X, O × → Ω 1 ) whose curvature is ω. That is, a prequantization is a lift X ω L x x r r r r r r
5.1.2. Example. We will be interested in constructing prequantizations of character stacks, so consider the simplest case of a GL 1 character stack of a torus Loc GL 1 (T ). Removing a disk from the torus and gluing it back in, we obtain a presentation
In other words, the character stack Loc GL 1 (T ) is isomorphic to a product of the character variety of the torus GL 1 × GL 1 and the character stack of the sphere
Moreover, the symplectic structure is simply the product symplectic structure. The symplectic structure on the character variety GL 1 × GL 1 can be read off from the formula (9). If we denote the coordinates on GL 1 × GL 1 by (a, b), the symplectic structure is
Every line bundle on GL 1 × GL 1 is trivializable, so the curvature of a line bundle with a connection is necessarily exact. But ω is not exact, so it cannot be prequantized. Alternatively, one can observe that the weight of ω in the mixed Hodge structure on the character variety is 4, while Chern classes of line bundles have weight 2.
This should be contrasted with the analytic case, where the character variety GL 1 × GL 1 is isomorphic to the moduli space of holomorphic line bundles with a connection Pic ♭ (T ) as a complex manifold once we choose a complex structure on T . The space Pic ♭ (T ), a twisted cotangent bundle to Pic(T ), admits a prequantization, but the prequantum line bundle is not algebraic when pulled back to GL 1 × GL 1 . 5.1.3. Therefore, we will consider a more general notion of prequantization applicable in the algebraic situation.
An immediate generalization of the notion of a prequantization is to a sheaf of complexes F together with a map F → Ω 2,cl (−). One can also consider a sheaf of infinite loop spaces F together with a map F → |A 2,cl (−)|. A prequantization is then a lift of the symplectic form ω ∈ Ω 2,cl (X) to an elementω ∈ H 0 (X, F ). We can mimic the procedure of symplectic reduction to descend prequantizations. Suppose X is a stack with an F -torsor T → X. We fix a trivialization of the torsor T on pt /G → X.
The data of reduction of prequantizations consists of:
(2) A moment map µ : M/G → X together with a section ω ∈ H 0 (M/G, µ * T ).
Like before, the reduced space is defined to be M//G := M/G × X pt /G. Comparing two trivializations of the torsor T , we get an element ω ∈ H 0 (M//G, F ). The 1-shifted symplectic structures on g/G and G/G come from 2 L-central extensions of g and G respectively. In the following sections we will compute the universal such extensions hence universal prequantizations.
Central extensions of Lie algebras.
5.3. Let V be a vector space over k. Recall that the reduced symmetric coalgebra SV is a cocommutative non-counital coalgebra cofreely cogenerated by V , i.e. the right adjoint to the forgetful functor from such coalgebras (which are conilpotent) to vector spaces. Explicitly, it is the subcoalgebra of the reduced tensor coalgebra
given by symmetric tensors. Over a field of characteristic zero we can identify it with the reduced symmetric algebra.
Let g be a Z-graded vector space.
Definition. An L ∞ algebra structure on g is the data of a differential on the ChevalleyEilenberg complex S (g[1] ).
Such a differential is uniquely determined by a map
, whose components we will write as l n :
.
subject to the condition that the induced map on symmetric coalgebras commutes with the differentials. Let H be a complex. We can consider it as a trivial L ∞ algebra with the maps l n = 0 for n ≥ 2.
Definition. A split central extension of g by H is the data of an L ∞ algebra structure on g = g ⊕ H, such that the natural maps H → g and g → g are morphisms of L ∞ algebras. Moreover, H ⊂ g has to be central. 5.3.1. Remarks.
(1) We only require the central extension to be split as an extension of graded vector spaces, it is not split as an extension of L ∞ algebras in general. (2) The condition H ⊂ g is central is equivalent to saying that the operations l n (x 1 , ..., x n ) in g vanish as soon as one of x i ∈ H and n ≥ 2. Any split central extension is uniquely determined by the maps h n :
Let us see what kind of conditions they satisfy. The Chevalley-Eilenberg complex of g is
Since H → g is an L ∞ morphism, the differential on S (H[1] ) is just the one coming from H. The differential on the last summand will be uniquely determined by the differential on S (g[1] ).
Since g → g is an L ∞ morphism, the differential S (g[1] ) is just the Chevalley-Eilenberg differential coming from the L ∞ structure on g. Therefore, the data of a split central extension is equivalent to a degree 1 morphism of dg coalgebras S(g From the previous theorem we conclude:
Theorem 5.2. There is a universal split central extension of L ∞ algebras
given by the homotopy fiber of the identity map.
Remarks.
(1) There is a universal central extension of curved L ∞ algebras if one replaces the reduced symmetric coalgebra by the full symmetric coalgebra. (2) If we start with a connective L ∞ algebra g, the universal central extension g is connective iff g is perfect. We will encounter a similar issue in the next section when we consider central extensions of groups. where the latter map is the projection to the weight 2 piece. Therefore, we can view this central extension as a prequantization of the associated symplectic structure. Given a representation of a semisimple Lie algebra g, we can pullback the universal central extension of sl ∞ to obtain a connective central extension of g.
5.
5. Central extensions of groups. We would like to repeat the considerations of the previous section for the group G.
Consider the following three categories:
(1) The category of 1-connected infinite loop spaces X together with a map BG → X. Morphisms are maps of pointed spaces X 1 → X 2 commuting with the maps from BG. (2) The category of connected infinite loop spaces Y together with an E 1 map G → Y . (3) The category of central extensions of G, i.e. multiplicative torsors over infinite loop spaces on G. These three are equivalent. Indeed, 1-connected spaces are equivalent to connected E 1 -spaces, which gives an equivalence of the first two categories. Similarly, an E 1 morphism G → Y ∼ = BΩY is the same as a multiplicative ΩY -torsor on G.
For applications we have in mind, we have to relax the connectivity assumption. Therefore, we will consider the following two categories instead:
(1) The category of connected infinite loop spaces X together with a map BG → X.
(2) The category of infinite loop spaces Y together with an E 1 map G → Y .
Given an E 1 map G → Y , there are two ways to produce a central extension of G. Picking a base point in Y and considering the homotopy fiber of G → Y we obtain an ΩY -torsor G → G, but this map is not surjective in general. Instead, we get an exact sequence 1 → ΩY →G → G → π 0 (Y ) → 1.
Alternatively, consider the free loop space LY , which inherits an E 1 structure from Y . We also have a different E 1 structure on LY → Y coming from the composition of loops. Combining these two structures, one can say that L Y is a multiplicative torsor over itself. Pulling it back to G gives a different central extension of G.
Consider the case G = GL. Every infinite loop space is simple (i.e. the action of π 1 on the higher homotopy groups is trivial) and it has abelian fundamental group. Therefore, any map BGL → X uniquely factors as
where BGL + is the plus construction. It can be written in terms of the K-theory space K = BGL + × Z as BGL + ∼ = BΩK. In particular, it implies that BGL + is an infinite loop space, hence it is an initial object in the first category.
Taking the homotopy fiber, we obtain an extension of GL:
Restricting to the subgroup of elementary matrices E, we get an honest central extension
whose sheafification gives a central extension SL of SL. In particular, once we choose a representation of a semisimple group G, we obtain an Ω 2 K-central extension of G. The Chern character is a map
whose weight 2 part gives the Ω 2,cl -torsor we described in section 4. In this equation we use Ω for both the based loop space and the complex of differential forms; we hope it does not cause too much confusion.
5.6. Application of reduction of prequantizations. In this section we will construct a K 2 -class on the character varieties of compact surfaces in two ways: by repeating the AKSZ construction for the natural K 2 -gerbe on BG and by a reduction of prequantizations.
5.6.1. Integrating the K 2 class. Let K 2 , a sheaf of abelian groups, be the sheafification of the functor K 2 = π 2 (K) : cdga ≤0 → Ab. Note, that K 2 is homotopy invariant: if X is a contractible topological space and Y any stack, then H 0 (X B × Y, K 2 ) ∼ = H 0 (Y, K 2 ). We have a map BSL n → BSL → B
2 Ω 2 K → B 2 K 2 , where BSL → B 2 Ω 2 K is the central extension we have constructed in the previous section. ' ' P P P P P P P P P P P P Then Γ(Loc SLn (M) × M B , K 2 ) can be computed as
For instance, for m = p = 2 we simply associate the curvature of the corresponding holomorphic connection.
Beilinson [Be85] defined a refinement of the Chern character ch : K i (X) → ⊕ p Ω p,cl (X, p−i) to the Deligne-Beilinson cohomology K i (X) ch / / r ' ' P P P P P P P P P P P P ⊕ p Ω p,cl (X, p − i) an . In other words, the Beilinson regulator applied to the K 2 -class we have constructed gives a prequantization of the analytification of the character stack.
