(CGF) is a state-free communication paradigm for information delivery in multihop ad hoc and sensor networks. A priori selection of the forwarding area impacts its overall network performance and the design of the CGF protocol as well. In this work, we study the fundamental problem of defining the forwarding area a priori for CGF and determine its impact on the performance. We model CGF without void (i.e., absence of a next-hop node in the forwarding area) handling as a 3-step forwarding strategy. Based on this model and given a random distribution of network nodes, we develop a general mathematical analysis technique to evaluate the performance of CGF with different forwarding areas, in terms of the performance metric average single-hop packet progress. Further, we introduce two state-free void handling schemes, i.e., active exploration and passive participation, for CGF and study their performance in depth. Our theoretical analysis and numerically evaluated results, validated by extensive simulations, provide a guideline regarding the selection of specific forwarding areas for the design of a practical CGF protocol. It also serves as a general performance evaluation framework for the existing CGF protocols.
I. INTRODUCTION
In recent years, a communication paradigm, based on the distributed selection of a next-hop node via contention, has been proposed for information delivery in multi-hop wireless ad hoc and sensor networks [1] - [5] . In this paradigm, the geographic location information of the nodes is assumed available, either by a priori configuration or by the use of the Global Positioning System (GPS) receiver or through self-configuring localization mechanisms such as [6] , [7] . We call this paradigm
Contention-based Geographic Forwarding (CGF).
Different from the topology-based communication paradigm, which requires a routing protocol such as Dynamic Source Routing (DSR) [8] to collect the topology information, CGF takes advantage of the geographic information to allow the data packets to gradually approach and eventually arrive at the intended destination. Compared with the traditional geographic communication paradigm, CGF allows next-hop candidate nodes to contend for the data forwarding task and a specific next-hop node is decided at the transmission time. The contention mechanism eliminates the need to periodically transmit beacons, which are used to update the location information of neighbors, and the need to select a next-hop node in advance at the sender. Thus, nodes employing CGF only need to know their own locations and that of the packet destination 1 in order to communicate with each other. Furthermore, the centralized selection of a next-hop node at the sender is replaced by the distributed selection of a next-hop node among the potential receivers.
Since CGF requires neither the topology information nor the neighbor location information, it is regarded as a state-free communication paradigm. Its state-free nature makes CGF robust to high network dynamics and frequent topology changes, scalable to large-scale node deployment, adaptable to dense node densities, and applicable to data-centric applications and resourceconstrained networks. Furthermore, contention among the potential receivers does not require significantly more 1 A source node can obtain the location information of a data packet destination either from a location service such as geographical location service (GLS) [9] or via a priori configuration. This information is encoded into the data packet header. Any intermediate nodes can directly access it later. overhead than contention resolution at the MAC layer. Due to these benefits, CGF has recently attracted a significant interest from the research community as a favored candidate for information delivery in Vehicular Ad Hoc Networks (VANETs) [4] , Mobile Ad Hoc Networks (MANETs) [1] , Wireless Sensor Networks (WSNs) [2] , [3] , [5] , and Wireless Sensor and Actuator Networks (WSANs).
While different CGF protocols adopt different approaches [1] - [5] , the basic idea remains the same given as follows: i) a predefined forwarding area and nodes that reside in the area become next-hop candidate nodes and contend with one another for the data forwarding task; ii) a distributed contention arbitration and resolution scheme in order to effectively establish a single nexthop node in the forwarding area; iii) the establishment of next-hop node selection criteria in order to attain the desired network performance in an efficient way; iv) an effective mechanism to handle a void. 2 Except the GeRaF protocol that uses an area-based and sender-assisted contention arbitration and resolution mechanism [2] , all other CGF protocols employ a timerbased and receiver-overheard contention arbitration and resolution mechanism [1] , [3] - [5] . One of the basic processes in the schemes proposed in [1] , [3] - [5] is the following: first, the sender broadcasts an RTS packet to all its neighbors. Second, the neighbors residing in the forwarding area independently set up timers in order to contend for the data forwarding task. A candidate node that has the earliest timeout is arbitrated to win the contention. Third, the winning node returns a CTS packet to establish itself as the only next-hop node, other nodes in the forwarding area that overhear the CTS packet drop out of the contention. Finally, a normal DATA and ACK exchange between two specific nodes follows. The above CGF process can be easily integrated into a contention-based MAC protocol such as the IEEE 802.11 Distributed Coordinator Function (DCF) [11] . Such cross-layer design reduces the protocol overhead and the data forwarding delay [3] , [5] .
A fundamental problem in CGF is the definition of the forwarding area, since it influences how much progress a packet makes towards a destination on a single hop and thereby has a significant impact on the overall network performance of CGF. The forwarding area also affects the design of the contention resolution mechanism and the possibility of having a void, the event that no nexthop candidate nodes are present in the forwarding area.
In this work, we approach the problem of defining the forwarding area for CGF analytically and through extensive simulations. We concentrate on CGF in wireless ad hoc networks with randomly distributed nodes, where any pair of nodes may communicate with each other, either directly or through multiple hops. 3 To the best of our knowledge, our work is the first study of CGF from this perspective. The main contributions of this work include:
• A high-level model of CGF without void handling is established as a 3-step forwarding strategy. This model can be used to analyze different geographybased protocols from a number of perspectives such as evaluation of multi-hop performance and energy efficiency; • A general mathematical analysis framework, in terms of average single-hop packet progress, is developed for the performance evaluation of CGF with most regular forwarding areas of interest; • The conclusion that, maximum forwarding area, at the cost of more complex protocol design and lower spatial reuse, always performs the best. Also, a 60-degree radian area begins to achieve the same performance as maximum forwarding area with an average number of neighbors equal to 40 while maximum communication area requires much more than 100 neighbors on an average to do so. 4 This result is validated by extensive simulations and is useful for the design of a practical CGF protocol; • The introduction of two state-free void handling schemes for CGF and their performance evaluation via extensive simulations.
The rest of the paper is organized as follows. In Section II, we define and discuss three typical forwarding areas for CGF that have been adopted in the literature [1]- [5] . A high-level abstraction of CGF as a forwarding strategy and a theoretical analysis for the performance of CGF are presented in Section III. Section IV provides numerical and simulation results along with some discussion. In Section V, we introduce two state-free void handling schemes and investigate their performance. We conclude our work in Section VI. 
II. FORWARDING AREAS IN CGF

A. Forwarding Areas
With a common requirement among all forwarding areas that a packet should make a positive progress toward the destination at every hop and an assumption that each node has a transmission range in the form of a circle, we define three typical forwarding areas, as shown in Fig. 1 , for CGF as follows:
• Maximum Forwarding Area (MFA): MFA is the overlap region of two circular areas: the transmission circle of the sender and the circle that is centered at the destination with a radius equal to the distance between the sender and the destination. It is the region OSPW shown in Fig. 1 . The size of this area is variable and dependent on the distance between the sender and the destination. Note that this forwarding area has been adopted in the GeRaF [2] and SIF [5] protocols.
• Maximum Communication Area (MCA): MCA is defined as the largest region within which any pair of nodes can hear each other [1] . Thus, it is a circle with a diameter equal to the transmission range of a node. It is the circle with SW as its diameter shown in Fig. 1 . The beauty of MCA is that, as suggested by its name, this is the maximum area within which every pair of nodes can hear each other, eliminating potential CTS response collisions unless the responses are sent at the same time. Note that SW should be co-linear with SD in order to maximize the possible area within the circle. The size of MCA is a constant no matter where the destination is located.
• 60-Degree Radian Area (DRA): DRA is a radial region that includes a 30-degree radian area around the line connecting the sender and the destination on both sides. It is the region SEWM shown in Fig. 1 . Note that SD is the angle bisector for this region. The size of DRA is also a constant. DRA was used in the IGF protocol [3] . As we mentioned earlier, a timer-based and receiveroverheard CGF protocol requires that any pair of nodes in a forwarding area should be able to hear each other in order to avoid multiple responses. The MCA and DRA areas satisfy such a requirement as all points in these regions are within the communication range of each other. The MFA area, however, may have two nodes that are out of their communication ranges. Thus, it is possible for two or more next-hop candidate nodes to collide during the contention process. This issue was addressed by a technique that exploits the difference between carrier sensing range and transmission range in [5] . 5 We do not consider the collisions from the nexthop candidate nodes and the associated additional cost for MFA in this work.
Since the size of MFA is larger than those of MCA and DRA, the probability of void in MFA is smallest among the three areas, based on the assumption of random deployment of network nodes. These probabilities are calculated in the following subsection.
B. Probability of void
We model the node distribution in the region of interest as a two-dimensional Poisson point process. Thus, the probability that k nodes are located within an area of size A is given by [12] :
where λ is the expected number of nodes within a unit area.
Since the forwarding areas of MCA and DRA are, πr 2 /4 and πr 2 /6, respectively, the probabilities of void (Pr {k = 0}) for MCA and DRA are
where ρ is the average number of neighbors within the transmission range r of the sender and is given by The calculation of the probability of void for the MFA area is more complicated. However, an upper bound has been derived in [5] as
The results from (2), (3), and (5) are plotted in Fig. 2 . From the figure, it is observed that the upper bound on the probability of void of MFA is lower than the probability of void of MCA and DRA. Note that, when ρ is higher than 30, probabilities of void for all three areas are close to zero. This suggests that at least one next-hop node will be found in all three forwarding areas.
Although MFA has a lower probability of void than MCA and DRA, a more interesting and challenging issue is: does CGF that employs MFA perform better than CGF that uses MCA or DRA, in a randomly deployed network? What metrics can be used to evaluate them? In the next section, we will propose a performance metric and present a theoretical analysis.
III. PERFORMANCE ANALYSIS
A. Performance Metric
In order to evaluate different CGF protocols, we propose to use the metric average single-hop packet progress, which is defined as the expected value of the difference between the before-hop distance (between the sender and the destination) and the after-hop distance (between the next-hop node and the destination). 6 Such 6 The definition of progress in this paper is the same as that of advance in [13] . However, note that progress is originally defined, in the literature [13] , as the orthogonal projection of the line connecting the sender and the next-hop node onto the line connecting the sender and the destination. It differs from our definition. a metric reflects the progress toward the intended destination at each hop and has a direct connection with the end-to-end packet delay performance of CGF in the long term. In the following subsections, we will derive average single-hop packet progress for randomly deployed networks that employ CGF with the MFA, MCA, and DRA forwarding areas, respectively.
B. Network Assumptions and Abstract CGF Strategy
We assume that a homogeneous wireless ad hoc network is deployed with randomly distributed nodes, where all nodes have the common transmission range in the form of a circle of radius r. Nodes adopt the CGF protocol to communicate with each other and the forwarding area in CGF is specified a priori. The node distribution can be modeled as in Equation (1) and the appearance of nodes in any two non-overlapping areas is independent.
Due to the limited radio range, a data packet has to be forwarded by a certain number of hops via intermediate nodes before reaching its destination. For any single hop, a node within the forwarding area of a sender is called a next-hop candidate node for the sender. We assume a perfect contention arbitration and resolution scheme for CGF, which makes a candidate node closest to the destination in the forwarding area always win the contention 7 and become the only next-hop node for the sender. We also assume the availability of a collision-free media access scheme and that each node can determine its own location and the location of packet destination.
Further, we consider the snapshot at the time of the first-hop packet forwarding, even if a multihop forwarding is required for most data packets to arrive at their destinations. Given a random node deployment, any intermediate-hop forwarding can be viewed as a new first-hop packet forwarding. Thus, the first-hop average packet progress is close to the overall average singlehop packet progress in a homogeneous environment. We assume that a source node, S, is located at the center of a circle of radius x, where x is termed the network range and is the largest possible distance between S and any destination. In other words, the source node will not send any packet to nodes outside the circle. The destination node D, to which S intends to deliver a data packet, is assumed to be randomly distributed over the entire circle.
Based on the above assumptions, CGF can be modeled as a 3-step forwarding strategy given below: (i) If the destination node D is located within distance r from the source node S, D always wins the contention and the source node S delivers a data packet to D directly. (ii) If the destination node D is outside the transmission range of the source node S, the data packet is always forwarded by a next-hop node that is closest to the destination D in the forwarding area. (iii) If there are no next-hop candidate nodes in the forwarding area, the source node S does not forward the data packet and discards it after a pre-determined period of time during which no candidate nodes appear in the forwarding area. 
C. Average Single-hop Packet Progress
First of all, we derive a general expression for average first-hop packet progress, which has been assumed to be approximately equal to the average single-hop packet progress under our assumptions, for CGF. Let v denote the distance between the source node S and the destination node D. When v ≤ r, direct data delivery to the destination node D can be completed, according to step (i) in the forwarding strategy; hence, the data packet progress toward the destination node D is v. If v > r, an appropriate (i.e., nearest to the destination in this context, according to step (ii) in the forwarding strategy) nexthop node in its forwarding area is selected for further packet forwarding. The data packet progress toward the destination node D is thereby equal to (v − n), where n is the distance between the next-hop node F and the destination node D corresponding to the first hop.
Denote by P the random variable corresponding to the data packet progress in a single hop. Let V and N , respectively, be the random variables corresponding to v and n discussed above. I is an index random variable defined as below: I = 1, at least one node in the forwarding area; 0, otherwise.
With the above notations, the problem of finding the average single-hop packet progress is equivalent to the 8 In this work, we first consider CGF without void handling since void handling complicates and hides the performance of a CGF protocol. We will investigate void handling schemes in Section V. derivation of the expected value of P , where
Note that, if (V > r ∩ I = 0) is true, no packet forwarding will occur. In this case, the actual packet progress is zero. It can, therefore, be verified that
We now proceed to derive the expectation of P given that (V ≤ r) ∪ (V > r ∩ I = 1) is true. 9 From [14] , we have:
We therefore need to determine four probability expressions in (8) . Among them, Pr {p < V ≤ r} and Pr{V ≤ r} can be easily determined below:
where U function is defined as:
It remains to determine Pr {V > r ∩ I = 1} and Pr {V − N > p ∩ V > r ∩ I = 1}. Next, we proceed to determine Pr {V > r ∩ I = 1}. Let A SD denote a general forwarding area. Further, we can divide A SD into two regions by the circle centered at D with radius n. The areas of these two regions are respectively denoted as A 1 and A 2 , as the shaded regions shown in Fig. 3, Fig. 4, and Fig. 5 .
where the lower integration limit is replaced with r in (11) due to V > r. So far, we have completed the determination of Pr{V > r ∩ I = 1}. Further, observe that:
where Q represents the event in which no neighbors exist in A 1 and at least one exists in A 2 . By the assumption of independence of node appearance in non-overlapping regions, the above expression for v − r < n < v can be further derived as:
As a result,
where Pr {I = 1|V = v} = 1 − e −λASD has been used.
Using (13), we obtain:
This determines Pr {V − N > p ∩ V > r ∩ I = 1}. Note that n in (13) 
Finally, substituting (9), (10), (12), and (14) into (8), we have, for p > 0,
The expected value of P given the validity of (V ≤ r) ∪ (V > r ∩ I = 1) is then equal to [15, Eq. (21.9)]:
ve −λA1 dv dp
Substituting (10), (12), and (15) into (7), we attain a general expression for average single-hop data packet progress, independent of any forwarding areas, for networks with CGF below:
where we have used In the case of MFA,
Thus, average single-hop packet progress for MFA can be finally determined as:
where ρ is given by (4).
In the case of MCA, A 1 (MCA) is
. Therefore, average single-hop packet progress for MCA is
In the case of DRA, A 1 (DRA) is Hence, average single-hop packet progress for DRA can be finally derived as:
IV. NUMERICAL AND SIMULATION RESULTS
A. Numerical Results
As shown in (17), (18), and (19), the average singlehop packet progress is a function of node transmission range r, network range x, and average number of neighbors ρ (or nodal density λ). We present two sets of numerical results as shown in Figs. 6 and 7. Figure 6 compares the analytically obtained average single-hop packet progress for MFA, MCA, and DRA, with respect to different average number of neighbors. The network range is fixed to be a circle with radius 100 meters (i.e., x = 100m) while node transmission range is set at 10m (i.e., r = 10m). Note that similar results have been observed for other values of r and are not presented here.
It can be observed from Fig 6 that the average singlehop packet progress approaches r with an increase in ρ, for all three techniques. However, it does not become equal to 0 or r. This is expected: when ρ is very small, i.e., close to 0, it is unlikely that the sender will find any next-hop candidate to forward its data packets. However, it is still possible that the sender and the destination are within the communication range of each other. Thus, the average single-hop packet progress is positive. When ρ increases, the probability of void decreases and the sender is able to locate a next-hop node in its forwarding area in most situations. The average single-hop packet progress, therefore, rises. As ρ becomes larger and larger, it is more and more likely for the sender to locate a next-hop node nearest to the destination and farthest away from the sender as well, i.e., the data packet progress during this hop is equal to node transmission range r. As a result, we can expect that, when ρ goes to infinity, average single-hop packet progress will approach r asymptotically. However, it is still possible for a destination node to be within the range of the sender, then the packet progress is less than or equal to r. Therefore, the average single-hop packet progress will not become equal to r.
Another interesting observation from Fig. 6 is that the average single-hop packet progress increases quickly for small ρ and then slowly after ρ exceeds a certain threshold value, i.e., there exists a knee in the curves around ρ ≈ 10−20. The explanation of this phenomenon lies in the probability of void as shown in Fig. 2 . From Fig. 2 , we can see that the probability of void decreases quickly as ρ increases from 0 to the above threshold value of ρ. This observation suggests that the probability of void dominates the average single-hop packet progress, especially when ρ is small and the network is sparse. As a result, the trend of the curves in Fig. 6 is inverse of that of the curves in Fig. 2 .
Our final but most important observation from Fig 6 , as one of the conclusions from this work as well, is that, in terms of average single-hop packet progress, when ρ is small, i.e., from 0 to around 15 nodes, MFA performs the best, then MCA, followed by DRA; when ρ is medium, i.e., between 15 and 40 nodes, MFA still performs the best, DRA is the second and both outperform MCA; when ρ is large, i.e., 40 nodes up to infinity, DRA converges to the performance of MFA and both are better than MCA. It is expected that the performance of MCA will also converge to that of MFA as ρ goes up to a very large value (i.e., much larger than 100) or more. Note that DRA and MCA never out-perform MFA.
The above observation can be explained as follows: when ρ is small, the size of the forwarding area dominates the average single-hop packet progress since it determines the probability of void for that area; when ρ is large enough to counteract the effect of voids, the location of the forwarding area dominates the calculation of average single-hop packet progress since a forwarding area which covers more area that is farther away from the sender and is nearer to the destination will have better next-hop candidate nodes and thereby attain a larger average single-hop packet progress. Similar conclusions can be drawn from Fig. 7 , which suggests that our observation holds for different values of network range.
The above results provide a theoretical basis for the design of a practical CGF protocol based on timer and receiver-overheard capability in a randomly distributed wireless ad hoc network. That is, without void handling, if ρ is known a priori to be small or medium, we should select MFA as the forwarding area; if ρ is 40 or more, DRA should be selected since it has the same network performance as MFA, and more importantly, a simpler MAC design and a less expensive radio capability. MCA should only be chosen when ρ is extremely high (i.e., much larger than 100).
In Fig. 7 , we compare the average single-hop packet progress with respect to different values of network range x. Node transmission range is fixed at 10m while ρ is set to 5 nodes in Fig. 7(a) , 15 nodes in Fig. 7(b) , and 50 nodes in Fig. 7(c) .
From Fig. 7 , we observe that, MFA attains an average single-hop packet progress that is almost 1m, i.e., 10%, higher than MCA and DRA, for ρ = 5 or ρ = 15. For ρ = 50, MFA and MCA achieve a 0.5m, i.e., 5%, higher average single-hop packet progress than DRA. In the case of ρ = 5, when network range is small and is comparable to node transmission range, average single-hop packet progress plummets quickly and then maintains a relatively constant value as network range increases. In the case of ρ = 15 or ρ = 50, this trend is reversed and average single-hop packet progress jumps to a higher level and stays at that level as x increases. This result is related to our 3-step forwarding strategy and can be explained as follows: when network range is small, only step (i) affects the result; however, when network range is much larger than the node transmission range, step (ii) and step (iii) also impact the result. When ρ = 5, step (iii) has a larger impact than step (ii), so the initial value is larger than the stable value. In the case of ρ = 15 or ρ = 50, step (ii) has a larger impact than step (iii) and the initial value is thereby lower than the stable value.
B. Simulation Results
Simulations (programs written in C language and run in Microsoft Visual C++ 6.0) have been performed to verify our analysis. In our simulations, the network nodes are distributed in a circular region according to a two-dimensional Poisson distribution. The circle is centered at (0, 0) with radius 100 meters while the node transmission range is set to 10 meters. The source node is fixed at (0, 0) while destination nodes are randomly chosen in the circle. The source node transmits packets to the selected destination node in accordance with our 3-step forwarding strategy while specifying a forwarding area as MFA, MCA, or DRA. We measured average firsthop packet progress, average single-hop packet progress (not only the first-hop, but also the average of all the hops from the source node to the destination) of each pair of source and destination. All the results presented in Figs. 8 and 9 are the average of 500 runs, each of which selects 100 destinations randomly.
As shown in Fig. 8 , simulation results match well with our analytical results for average first-hop packet progress in MFA, MCA, and DRA. However, our actual desired performance measure, namely the overall average single-hop packet progress, is slightly lower than our analytically derived average first-hop packet progress, as expected. The main reason is that the last-hop packet progress, where a packet is directly delivered to a destination, is often less than the packet progress in the previous hops, where a packet is forwarded using a greedy approach. Figure 9 confirms our observations made using analytical results. In fact, the effect of last-hop packet progress is similar for different forwarding areas. Extensive simulations have been performed and all the results showed the same tendency. Therefore, our results on first-hop packet progress can be employed as the overall single-hop packet progress to evaluate CGF with different forwarding areas.
V. THE EFFECT OF VOID HANDLING SCHEMES
Thus far, we have studied the average single-hop packet progress performance of CGF without any void handling schemes for different forwarding areas. We further investigate the effect of void handling schemes on our previous results in this section.
A void occurs when a packet is at a node which has no immediate neighbors in the forwarding area. This may lead to the data packet being dropped by this node, even though the original source and the intended destination are topologically connected. A void handling scheme is necessary to somehow bypass the void.
Before a node initiates a void handling procedure, it should first determine whether the void is temporary due to packet collisions or temporary unavailability of next-hop nodes. Temporary voids will disappear as nodes wake-up, collisions resolved, and mobile nodes move in. Such temporary voids only affect the end-to-end packet delay.
Note that voids can be handled by state-based void handling schemes such as perimeter routing in GPSR [16] and BOUNDHOLE in [10] , but these techniques require nodes to collect the local topology information either proactively or on demand. Thus, we focus on approaches that have the state-free feature by introducing two state-free void handling schemes for CGF here and study their performance via extensive simulations.
The first state-free void handling scheme is termed active exploration. In this scheme, when a node cannot locate a next-hop node in its forwarding area, it gradually increases its transmission range until a next-hop node is found in its updated forwarding area. Note that we still use location instead of topology information. Thus, it is a state-free scheme. The extra costs of this scheme are the additional delay and the requirement of increasing a node's transmission power (hence the transmission range). In this work, we assume that a node can increase its range as much as it needs to. This assumption may not be practical. In practice, however, if a node still does not find any next-hop candidate nodes after extending its transmission range to the maximum value, the following second scheme can be employed to avoid further loss of data packets.
The second state-free scheme is termed passive participation. The main idea is that once a node cannot locate a next-hop node, it simply discards the data packet and discourages itself from picking up any following data packets for that destination. The node may go back to check if there exist any next-hop nodes at a future time. This simple strategy has a reverse-propagation effect which eventually informs other intermediate next-hop nodes to avoid those nodes with voids for that destination. The disadvantage of this scheme is that it cannot be well exploited under low nodal density since most nodes and even the source node may be discouraged, which causes more serious network partition and more packet losses than before. Further analysis of these two schemes is not presented here due to page limitations.
The simulation experiment has the same configuration as in the last section and simulation results are shown in Figs. 10, 11 , and 12. From Fig. 10 , we can observe that MFA, MCA, and DRA have the same trend. That is, when ρ is small, CGF plus active exploration performs the best, then CGF without void handling, followed by CGF plus passive exploration. As ρ increases, the performance of the three cases begins to converge. However, the point of their convergence is different. For MFA, it is around 10 nodes; for MCA, it is around 15 nodes; while for DRA, it is around 25 nodes. This can be explained as follows: with a smaller ρ, the probability of void is larger, and in this case the void handling schemes will contribute more to average packet progress and vice versa. Thus, different probabilities of void with respect to ρ in these three schemes, as shown in Fig. 2 , induce different convergence points.
Based on Fig. 11 , we can see that active exploration is very effective for small values of ρ. However, we want to point out that this improvement is at the cost of extra energy consumption. In the extreme case, i.e., ρ ≈ 0, CGF plus active exploration becomes a direct instead of multi-hop communication between the source and the destination, which has the largest average packet progress but also the most energy consumption.
In Fig. 12 , we can see that CGF that uses passive participation is very ineffective and even worse than CGF without void handling for small values of ρ, since it can discourage most nodes and even cause more serious network partitioning. However, when ρ is moderate, it begins to function well. The advantage of this scheme is that it is simple, efficient, and easy to implement.
Note that although handling voids cannot improve average single-hop packet progress after ρ passes a threshold value, a state-free void handling scheme is still desirable for higher values of ρ, since it can improve packet delivery ratio and protect the network from any unexpected loss of important data at nodes with voids.
VI. CONCLUSIONS
In this paper, we have modeled Contention-based Geographic Forwarding (CGF) without void handling as a 3-step forwarding strategy and then constructed a general analytical framework. Our framework provides a theoretical basis for the selection of an effective forwarding area for the design of a practical CGF protocol, in terms of average single-hop packet progress. The framework, validated by numerical results and extensive simulations, can also serve as a performance evaluation technique for the CGF protocols that have been designed previously. Furthermore, we have also introduced two state-free void handling schemes and studied their performance when employed in conjunction with CGF via extensive simulations.
In our future work, it would be of interest to execute packet-level simulations to observe how our analysis matches with the results obtained from the existing CGF protocols. We also plan to obtain more analytical results in terms of other node distribution models as well as other performance metrics than those used in this work.
