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This report discusses on research regarding fault diagnosis system for a process 
plant. In this project, the process studied is Petronas gas metering system to Kapar 
Power Plant. There are two parts to this project. The first part is focused on 
proposing a backup fault diagnosis method for this gas metering system. The second 
part of the project is to propose suitable field measurement prediction techniques, 
which could be used in the event of a fault or intermediate condition.  
In order to achieve the first objective, this report first discusses the potential fault 
diagnosis methods which can be applied to the metering system. The advantages and 
disadvantages of each method were evaluated. From evaluation, it was chosen to 
propose fault diagnosis system using Adaptive Neuro Fuzzy Inference System 
(ANFIS). In order to carry out fault diagnosis, data is first filtered into fault data and 
healthy data. The faults filtered in this report include transmitter fault and hang fault 
for parameters of Temperature, Pressure and Gross Volume. Once healthy data was 
identified, it was further classified into normal and intermediate categories. This 
process was done through three different methods, which are the hyperbox model, 
linear model and ANFIS model. Once these models were analysed, the writer has 
chosen to proceed with ANFIS model for data classification. Classified data was then 
grouped into clusters.  
The second part of the project is focused on proposing suitable field measurement 
prediction technique using ANFIS that can be used in the event of fault or 
intermediate conditions. Six different ANFIS models were developed to estimate 
parameters Temperature, Pressure and Gross Volume during transmitter and hang 
fault. Five variables such as ANFIS input, data division, number of epoch for 
training, type of membership function and randomisation of data were varied in order 
to develop the best model. ANFIS prediction model for Temperature produced 
satisfactory results of less than 1% error. ANFIS prediction model for Pressure and 
Gross Volume on the other hand need to be further developed to meet industrial 
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1.0 CHAPTER 1 
 




We are surrounded by many different types of systems in our daily lives. Some of 
these systems include physical systems, engineering systems and organic systems. 
Under abnormal conditions, such as faults, each of these systems can be subjected to 
failure. According to Korbiczin, in engineering terms, these abnormalities are 
referred to as faults. Faults in an engineering system can cause the process to shut 
down, jeopardising the economic performance of the system. It can also pose a threat 
towards the safety of the surrounding personnel [1]. The purpose of this paper is to 
develop a fault diagnosis method for the gas metering system to Kapar power plant 
along with field measurement prediction techniques.  
 
1.1.1 Fault Diagnosis 
Fault diagnosis refers to the prompt identification and analysis of system 
abnormalities. The early detection of these faults is important to ensure reliability, 
safety and efficiency of the process [2]. There are many different types of fault 
diagnoses that have been applied in the industry. These diagnoses are divided into 
three main models which are quantitative models, qualitative models and process 
history based models. Each category is further divided into different diagnostic 
methods [3].  In this project, fault diagnosis is focused on two different types of 
faults, which are hang fault and transmitter fault. The diagnosis of this project covers 
three different system parameters, which are Temperature, Pressure and Gross 
Volume.  
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1.1.2 Gas Metering System 
It is of upmost importance that gas meters are calibrated accurately, especially in the 
oil and gas industry [4]. The gas metering system to Kapar Power Plant consists of a 
double piping system with records of two runs for each pipeline. The transmitters 
used include the temperature transmitter, flow transmitter and pressure transmitter 
[5]. The measurements are used to compute the energy that is supplied by Petronas. 
Customers are billed based on the calculation of energy. The possible types of fault 
identified for this system include transmitter fault, hang fault and drift fault.  
 
1.2 Problem Statement 
It is recommended that all engineering processes be equipped with fault diagnosis 
system for early detection of faults. The metering system to Kapar power plant is 
currently in need of a backup fault diagnosis system. In the event that a fault happens 
at this metering system, the system may produce some inaccurate measurements. 
These measurements may affect the energy consumption calculation and hence, 
degrade the integrity of the billing system for customers. It is therefore recommended 
that fault diagnosis method and field measurement prediction techniques be 
developed for this gas metering system.   
 
1.3 Objective and Scope of Study 
The main objective of this paper is divided into four different sections. The divisions 
are as follows: 
- To study potential fault diagnosis methods which can be proposed for 
metering system to Kapar power plant.  
- To evaluate and compare several known fault diagnosis methods which 
can be applied for the metering system.  
- To propose implementation for a trial basis a suitable fault diagnosis 
method for the metering system.  
- To develop model for field measurement prediction which may be used in 




Dissertation, FYP II 









2.0 CHAPTER 2 
 
  LITERATURE REVIEW AND THEORY 
 
This chapter is divided into four sections which are fault diagnosis, quantitative 
model, qualitative model and process history based model. The breakdown of the 
different fault diagnosis methods are explained in Figure 1. As can be seen from this 
figure, these three sections of diagnoses are further divided into different methods. 
Each of these diagnosis methods has their respective advantages and disadvantages. 
2.1 Fault Diagnosis 
This section of the paper is dedicated to giving an overview of fault diagnosis 
systems, the importance of fault diagnosis and the different types of fault diagnosis 
techniques that can be applied in engineering systems. According to Merriam 
Webster’s dictionary, fault can be defined as a problem or a defect. Diagnosis is 
defined as the act of studying something or someone in order to identify a problem. 
System is an assembly of interconnected components that work with each other [6]. 
Fault diagnosis also refers to timely detect and diagnose faults [7]. 
The importance of fault diagnosis systems can be divided into two categories, which 
is the importance towards complex safety-threatening systems and smaller non-
safety-threatening systems [6]. In the former category, fault diagnosis is aimed to 
prevent failure of system which can jeopardise the safety of humans, create negative 
impacts towards the environment and cause monetary loss. In the latter category, 
fault diagnosis aims to improve reliability and efficiency of the system [8]. 
There are three main components that make up fault diagnosis, which are fault 
detection, fault isolation and fault identification. Fault detection is sensing the 
presence of a system abnormality. Fault isolation refers to concluding the position of 
the fault while fault identification refers to assessing fault type [7]. There are many 





































Figure 1: Fault Diagnosis Methods [7] 
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diagnoses are divided into three different models which are quantitative model based, 
qualitative model based and process history based [8].     
2.2 Qualitative Model Based 
In this modelling method, the inputs and outputs of the system are expressed in terms 
of qualitative functions. According to Isermann, this model utilises static and 
dynamic relations within system variables to explain system performance in 
qualitative expressions [9]. Physical or chemical information regarding the process is 
required to develop these functions. There are two methods to obtain the priori 
knowledge which are through causal models or abstraction hierarchy [10]. In this 
paper, diagnosis of digraphs (causal model) is discussed.  
Signed Digraphs (SDG) is a causal model for fault diagnosis. This diagnosis uses 
cause-effect method to extract data. In this method, a mathematical model is first 
formed. It is then represented as a graph using a system of arcs [11]. The graph 
explains the path of fault.  
2.3 Process History Based  
This modelling method differs from qualitative model and quantitative model in the 
sense that instead of relying on priori knowledge, this diagnosis is based on historical 
process data. Through a process called feature extraction, the extracted process data 
is modified to become priori knowledge [13]. Isermann described this modelling 
method as relations which connect symptoms (input variables) to faults (output 
variables) [9]. In this paper, the diagnosis of artificial neural networks which is a 
quantitative, non-statistical approach is discussed. The next method discussed is 
adaptive neuro fuzzy inference system (ANFIS), which has a combination of 
qualitative and quantitative properties.  
Artificial neural networks are systems that are similar to the connection in the brain. 
It is a learning system, constructed from processing elements (PE). This method is 
able to estimate non-linear relations [2].  According to Principe in his book titled 
Neural and Adaptive Systems, PEs are connected and transmit data to one another, 
similar to neurons in the brain. Topology of the system is determined by the 
connection of the PEs. Weights, wij along the connections are able to scale the 
transmitted signals. PEs analyse the received signals and generate functions, f. These 
functions are transmitted to other PEs or are translated as the system output [14]. 
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The second method that was researched is the adaptive neuro fuzzy inference system, 
(ANFIS). ANFIS is a hybrid type of artificial intelligence that combines properties of 
both fuzzy inference system (FIS) with adaptive neural networks. There are three 
different types of fuzzy logics which can be used, which are Type 1, Type 2 and 
Type 3. A description of these three inference systems are given in Table 1.  
Table 1: Types of Fuzzy Inference Systems [15] 
FIS FIS Operation 
Type 1 - To calculate output, mean of output from rules and 
output from MF is calculated.  
- Monotonic function used as output MF.  
Type 2 - To calculate output, minimum firing strength and 
output MF is analysed 
Type 3 - Developed by using Sugeno’s rules.  
- Output is calculated as the mean of each rules’ 
output 
An adaptive network operates using the principle of gradient descent. System 
learning depends on training data, in which during training, the parameters of each 
node are varied to achieve the smallest error. [15] 







Figure 2: Diagram Representing Neural Network [14] 
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2.4 Quantitative Model Based 
Quantitative models are models in which the inputs and outputs of the system are 
expressed in mathematical equations. The models are developed based on priori 
knowledge of the system. This method consists of two main parts which are residual 
generation and decision making. Residuals are signals generated based on the input 
and output signals [2]. These signals test for the presence of faults. In the next step 
which is the decision making step, an analysis is then conducted in the residuals to 
decide whether a fault is present [7]. The qualitative method that is analysed and 
compared in this paper is the observer method.  
In the observer method, robust residuals which are able to distinguish faults are 
developed. There are two types of observers which can be applied, which are state 
observers and output observers [2]. Observers which are specific in their response 
towards different faults are developed. The behaviour of the observers and residuals 
indicate the presence of fault [7]. This behaviour is detailed within Table 2.  
Table 2: Observer Activity During Normal and Abnormal Conditions 
Condition Observer activity 
Normal condition Process is followed by observer and residual 
magnitude is small. 
Abnormal condition (fault) Value of residual increases and observer is 
unable to follow the process. 
2.5 Comparison of Methods 
Within Table 3, the quantitative model based diagnosis, qualitative model based 
diagnosis and process history based diagnosis are compared. From this table of 
comparison, the writer has chosen to use the process history based diagnosis. This is 
because it depends on historical data rather than priori knowledge. It does not require 
heavy modelling, making it easy to implement. Besides that, this method of diagnosis 
is the most commonly used in the industry. Although the model is unable to adapt to 
different conditions, it is able to respond to a set of data classified as faults. 
Therefore, the scope of this report is limited to the sample training data.   
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Table 3: Comparison of Different Fault Diagnosis Categories 
Diagnosis 
Algorithm 










Able to detect 
multiple faults 







Unable to diagnose 
multiple faults 
 [10] 
Able to detect fault 
path 











required (easy to 
implement) 
Unable to adapt to 
different conditions 
outside sample data Require little priori 
knowledge 
There are many different criteria that indicate a good fault diagnosis method. In 
Table 4, the observer method, digraphs method and ANFIS method are compared in 
terms of favourable diagnostic method criteria. The ‘x’ represents that the diagnosis 
method meets the respective diagnosis criteria.  
Table 4: Comparison of Different Fault Diagnostic Methods [13] 
Diagnosis Criteria Observer Digraphs ANFIS 
Early detection and diagnosis x   X 
Isolable x   X 
Robust x x X 
Novelty identifiability   x X 
Adaptable   x   
Multiple fault analysis x x   
2.6 Field Measurement Prediction 
Field measurement refers to values obtained from instruments on site. ANFIS is one 
of the methods which can be used to predict field measurements. According to a 
research conducted in Marmara University Turkey, ANFIS model was used to 
forecast weather. In order to achieve this, parameters of air pressure, temperature and 
wind speed were used as ANFIS input to predict weather [16]. Another research 
conducted by University of Medea Algeria used ANFIS model of inputs of mean 
sunshine duration and air temperature to predict solar radiation [17]. Similarly, this 
report explores the suitability of ANFIS model to predict field measurements of 
Temperature, Pressure and Gross Volume for a gas metering system.  
Dissertation, FYP II 









3.0 CHAPTER 3  
 
       METHODOLOGY 
 
In this section of the report, the methodology to conducting this project is explained. 
It is divided into four stages which are process modelling, data filtering, fault 
diagnosis and field measurement prediction. The flow chart to represent project 
methodology is demonstrated in Figure 3. 
3.1 Process Modelling 
In process modelling, data is collected from the gas metering system.  Data was 
collected from Petronas Gas Berhad (PGB) ranging from 24
th
 May 2013 – 20th 
September 2013. As many as 2880 data points were collected on an hourly basis, 
comprising of the parameters detailed within Table 5.  




Temperature (T) °C 
Pressure (P) kPag 
Calorific Value (CV) MJ/Sm
3
 
Standard Gravity (sg) - 






Energy (E) GJ 
Next, an energy production model from a previous research by Maryam Jamela [18] 
was applied. The inputs to this model are temperature, pressure, gross volume and 
calorific value. Using these input values, the model will then produce an output of 
energy.  
The model is as follows is demonstrated in Eq. 1 and Eq. 2. 
   ∑
  (    )                   
                 
 
 Eq.  1 
   ∑
     
    
 































Collect data from PETRONAS gas metering system and use process model  
Filter and isolate fault data (hang & transmitter fault) 
0 
Non-fault data classified as healthy  Transmitter fault and hang 
classified as faults 
Classify data using three methods  
 
Method 1:  
hyperbox model  
Method 3:  
ANFIS 
Use existing model  
Measurement prediction 
model (transmitter fault) 
Measurement prediction model 
(hang fault) 
Predict measurement during fault and intermediate condition 
Calculation of energy using predicted measurements 
Calculation of error 
Method 2:  
linear model  
Select best method 
Consult PGB about condition of clustering 
Group classes into clusters (Cluster 1- Cluster 125) 
Data classified into 5 classes (I1, I2, N1, N2, N3) 
Normal 
condition? 
ANFIS training for field 







Figure 3: Flow Chart for Methodology 
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3.2 Data Filtering 
The data is first filtered into healthy and fault data. Fault data is data which falls 
within the transmitter fault and hang region while healthy data is the remaining data. 
Transmitter fault refers to the condition when transmitter reads zero continuously 
while hang refers to the condition when the reading of the transmitter displays the 
same value continuously. In this report, repetitions of two or more (continuous 
reading for more than one hour) are considered as hang fault. A detailed explanation 
of these faults is presented in Table 6. Future works can be done to cater for drift 
faults.  
Table 6: Types of Faults in Gas Metering System [5] 
Fault Trend of Fault 
Transmitter Fault: 




Hang Fault:  
System hang 
causing transmitter 









Drift Fault:  
Reading 
increasingly 
deviates from the 
true value. The 
error increases with 
increasing time. 
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Data was also filtered according to operating range set by PGB. Data outside of this 
operating range was classified as outliers. The operating range is detailed in Table 7.  
Table 7: Operating Range Set by PGB 
Parameter Lower Operating Limit  
P(LL) 
Higher Operating Limit 
P(UL) 
T (°C) 20 35 
P (kPag) 2000 6500 
CV (MJ/Sm
3
) 35 42 
Sg 0.5 0.75 
Vg (m
3
) 0 4500 
E (GJ) 0 6500 
3.3 Fault Diagnosis 
Once the data has been filtered, it is then classified as normal and intermediate 
conditions. This was done using three methods, which are the hyperbox model, the 
linear model and ANFIS.  
3.3.1 Methodology for Hyperbox Model 
The hyperbox model was developed by setting the box limits to conform to a set 
hyperbox limit for each parameter, as demonstrated in Table 8. These values were 
chosen based on analysis of training data. The data points within the hyperbox limit 
are classified as normal while data points out of the hyperbox limit are classified as 
outliers. These limits are shown as blue lines within Figure 8 to Figure 10.  
Table 8: Limits for Parameters to Draw Hyperbox Model 
Parameter Lower Limit Upper Limit 
Temperature (°C) 25 30 
Gross Volume (m
3
) 300 600 
Pressure (kPag) 3000 6500 
Before the values are plotted, they must first be normalised. Normal conditions fall 
between the normalised range of 1 to -1. In order to achieve this, the limits in Table 8 
were scaled down. The lower limits were scaled down to -1 while the upper limit was 
scaled down to 1. The equations used for the normalisation process are shown as Eq. 
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Range of Parameter Value  Scaling Equation Eq. 
Lower Limit – Upper 
Limit 
  (
                           
                       
  ) 3 
 ≥ Upper Limit   (
                           
                       
  ) 4 
≤ Lower Limit    (
                           
                       
  ) 5 
In order to plot the points in the hyperbox, the normalised data points are first 
scanned to determine which points fall within the acceptable range and which points 
are in intermediate range. The acceptable range for normalised data is from -1 to 1. 
Data points outside of the acceptable range are considered as outliers. 
3.3.2 Methodology for Linear Model 
The second method used for fault diagnosis was to classify data into normal and 
intermediate conditions using the linear model. From this model, the data was 
classified into four different categories, which were Normal 1 (N1), Normal 2 (N2), 
Intermediate 1 (I1) and Intermediate 2 (I2). The first step in order to construct this 
model was to pair the five parameters to be plotted on an x-y coordinate. The 
pairings were chosen as demonstrated in Table 9. 
 
Table 9: Pairings for Linear Model 
Graph Y-Axis X-Axis 
1 Pressure (kPag) Temperature (°C) 
2 Calorific Value (mJ/Sm
3
) Temperature (°C) 
3 Gross Volume (m
3
) Temperature (°C) 
4 Standard Volume (Sm
3
) Temperature(°C) 
5 Calorific Value (mJ/Sm
3
) Pressure (kPag) 
6 Gross Volume (m
3
) Pressure (kPag) 
7 Standard Volume (Sm
3
) Pressure (kPag) 
8 Calorific Value (mJ/Sm
3
) Gross Volume (m
3
) 
9 Calorific Value (mJ/Sm
3
) Standard Volume (Sm
3
) 
10 Gross Volume (m
3




Once the pairings were chosen, the graphs were plotted with line of best fit displayed 
on the plot.  
 
 
Dissertation, FYP II 





The next step was to find the lower and upper limit from the line of best fit. This was 
done by finding a variation of 10% from the range of data. The 10% from range 
values were used to determine the lower limit and upper limit of the plot. The 
equations used to determine the lower limit and upper limit are demonstrated as Eq. 6 
and Eq. 7:  
Limit Line Equation of Line Eq. 
Lower Limit Line                               6 
Upper Limit Line                               7 
 
Lower Limit Line, Upper Limit Line, P(LL) and P(UL) were the limits used to classify 
data into four different classes. The classification conditions are demonstrated in 
Table 10. Using this classification method, each data point was classified as either as 
I1, I2, N1 or N2.  
Table 10: Conditions for Classification of Data 
Classification Lower Limit Upper Limit 
Intermediate 1 (I1) P(LL) Lower Limit Line  
Normal 1 (N1) Lower Limit Line Line of Best Fit 
Normal 2 (N2) Line of Best Fit Upper Limit Line 
Intermediate 2 (I2) Upper Limit Line P(UL) 
3.3.3 Methodology for ANFIS 
The final method used for data classification was the ANFIS method. Using this 
method, the ANFIS model was trained using previous parameter values as input and 
current parameter values as output. Figure 4 shows the input-output relationship used 
for training of ANFIS model. The membership function was then obtained by setting 
the number of membership functions to 4. The FIS was trained using hybrid method 
of 60 epochs. Using ANFIS, data was classified into five categories, which are 
Normal 1 (N1), Normal 2 (N2), Normal 3 (N3), Intermediate 1 (I1) and Intermediate 
2 (I2).  
Before the data are input into the ANFIS training model, they are first normalised 
between the limits of zero and one. The normalization process was done using Eq. 8. 
    ( )(          )  
    ( )   (  )
 (  )   (  )
 Eq.  8 
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Four membership functions were generated for each of the three ANFIS training 
models. The normalised peaks of each membership function were noted and 
denormalised back to normal peak values according to Eq. 9:  
                     (          )  (                       ) Eq. 9 
The class limits were then assigned as peak values according to Table 11. 
Table 11: Class Limits According to MF Peak Values 
Class Limit MF Peak 
Class Limit 1 1
st
 peak 
Class Limit 2 2
nd
 peak 
Class Limit 3 3
rd
 peak 
Class Limit 4 4
th
 peak 
The final step for data classification is to assign parameter classes according to the 











a) Training for Temperature 
Classification 
b) Training for Pressure 
Classification 
b) Training for Gross 
Volume Classification 
Figure 4: Training for Parameter Classification 
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Table 12: Range for Each Parameter Class 
Parameter Class Lower Limit Upper Limit 
I1 P(LL) Class Limit 1 
N1 Class Limit 1 Class Limit 2 
N2 Class Limit 2 Class Limit 3 
N3 Class Limit 3 Class Limit 4 
I2 Class Limit 4 P(UL) 
Parameters of Temperature, Pressure and Gross Volume are classified into classes I1, 
I2, N1, N2 and N3 following conditions set in Table 12.  
These three methods are then compared and the best method of data classification is 
chosen. Once data has been classified, it is further grouped into clusters. The 
condition for clustering is demonstrated in Appendix B. The condition for each 
cluster is then identified as either Normal or Intermediate. This project proposes that 
ANFIS parameter prediction model be used for clusters that fall within the 
Intermediate range.  
3.4 Field Measurement Prediction 
In order to predict field measurements, the artificial intelligence ANFIS was used. 
ANFIS model was developed to predict parameters of Temperature, Gross Volume 
and Pressure during fault conditions.  
Data filtered as healthy is used in this step. This data is first normalised from 0 to 1. 
The reason for normalisation is because data of different ranges and units are input 
into ANFIS. In order to develop accurate membership functions, the data should 
have a standardised unit of values. The normalisation was done according to Eq. 8. 
It is then divided into training data and checking data. Training data is used to train 
the ANFIS model while checking data is presented as input to the model in order to 
calculate the percentage error. Two ANFIS models were trained for each parameter, 
which are the ANFIS model for parameter prediction during hang fault and the 
ANFIS model for parameter prediction during transmitter fault.  
In order to determine the best model for each parameter, five variables were 
manipulated which are input, percentage of data division into training and checking, 
epoch number for training, type of membership function and randomisation of data 
before input into ANFIS.  The model with the lowest mean average percentage error 
(MAPE) was selected as the best model. The equation used in order to calculate the 
MAPE is shown as Eq.10. These models were developed in order to predict field 
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measurements during fault and intermediate conditions. The predicted parameters 
values are then used to calculate energy using Eq. 1 and Eq. 2.  
 
     ∑
     (         )       (        )
     (        )
 
     Eq.  10 
3.5 Project Activities 
Project activities refer to the sequencing of tasks that need to be completed in order 
to achieve the project objectives. Figure 5 represents the project activities carried out. 
It starts with studying on various fault diagnosis methods and ends with calculation 
of error for the developed ANFIS model.  
The first activity which was to study various fault diagnosis methods was conducted 
using books, thesis papers and journals from credible sources. The various methods 
were studied and compared in order to choose the most suitable method for this 
project. The next step was to collect data from the gas metering system. Data to be 
collected include temperature (°C), pressure (kPa), calorific value (MJ/Sm3), 
standard gravity, gross volume (m
3
), and energy (GJ). Data was then filtered into 
fault and healthy data. Fault data such as transmitter fault and hang were filtered as 
faults while the remaining data was considered as healthy data. 
Once the data has been filtered, the healthy data was analysed and classified. In order 
to carry out this activity, healthy data was classified as normal and intermediate 
conditions. This was done using three methods which were the hyperbox model, 
linear model and ANFIS. These three methods were evaluated in order to determine 
the most suitable model.  
Once the data has been classified into normal and intermediate conditions, they are 
further clustered according to conditions of parameters occurring simultaneously. 
Each cluster is then analysed to determine if it is a normal or intermediate cluster. 
This project proposes that intermediate and fault measurements be predicted using 
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Study on various fault diagnosis 
methods 
Collect data from Petronas gas 
metering systen 
Filter faults from collected data 
Classify normal and intermediate 
conditions using three methods 
Select best data classification 
method 
Group data into clusters according 
to classes of data 
 
Determine if cluster is 
intermediate or normal 
Develop field measurement 
prediction model using ANFIS 
Selection of best model with 
lowest MAPE. 
Use ANFIS model for parameter 
prediction during fault and 
intermediate conditions. 
Figure 5: Figure for Project Activities 
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The next step was to develop a field measurement prediction model. A total of six 
ANFIS evaluation models were developed to predict field measurements during 
transmitter and hang faults. The parameters that were predicted are Temperature, 
Pressure and Gross Volume during transmitter and hang faults. The parameters 
predicted are then presented into the energy calculation equation in order to 
determine the best model. The ANFIS model which registered the lowest MAPE is 
considered to be the best model.  
In this project, it is proposed that fault data and data which falls within the 
intermediate range are predicted using the field measurement prediction model. This 
model can be used as a backup in case of the above mentioned conditions.   
3.6 Gantt-Chart and Key Milestone.  
The gantt-chart and key milestones have been included in the appendices section. 
Table A.1 represents the activities during FYP 1 while Table A.2 represents the 
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4.0 CHAPTER 4 
 
 
        RESULTS AND DISCUSSION 
 
 
This section of the report presents and discusses the findings of this project. The 
findings are divided into three sections which are data filtering, fault diagnosis, and 
field measurement prediction. In the data filtering section, the results for filtering of 
transmitter fault and hang fault are discussed. An explanation of transmitter faults, 
hang faults and drift faults is given in Table 6. The frequency and time of fault 
occurrence are analysed in Table 13 and Table 14.  
Within the fault diagnosis section, results for the three methods of data classification 
which are hyperbox model, linear model and ANFIS are presented. From the results 
obtained, ANFIS was chosen as the most suitable data classification method. Five 
classes were generated for each parameter, which are Normal 1 (N1), Normal 2 (N2), 
Normal 3 (N3), Intermediate 1 (I1), and Intermediate 2 (I2).  
The next step taken was to cluster the data according to class. This was done by 
analysing the class of parameters Temperature, Pressure and Gross Volume 
simultaneously. A total of 125 clusters were generated form this conditioning. Each 
cluster was identified as either a normal or intermediate cluster. Analysis of 
clustering results is presented in this chapter.  
The final result presented in this section of report is the results for field measurement 
prediction. This process was conducted using ANFIS prediction model. In order to 
determine the best model, five variables were manipulated, which are ANFIS input, 
percentage of data division into training and checking, number of epoch for training, 
type of membership function and randomization of data. The best model was chosen 
based on the model which registers the lowest MAPE.  
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4.1 Data filtering 
Data filtering is the step conducted in order to divide the data into fault and healthy 
data. The first step conducted was to filter the data according to operating range set 
by PGB. Data outside of this operating range was classified as outliers.  
The next step conducted was to filter the data into healthy and fault data. Parameters 
Temperature, Pressure and Gross Volume were scanned for fault data. The remaining 
data was considered as healthy data. From the sample of 2880 data points, 2501 data 
points were healthy. 
In order to isolate and filter transmitter fault, the five parameter values were scanned 
for a value of zero. It was observed that the percentage of transmitter faults identified 
was very small. Temperature, Pressure and Calorific Value recorded two transmitter 
fault data values, which corresponds to 0.069 %. Gross Volume and Standard 
Gravity on the other hand recorded nine transmitter faults, which corresponds to 
0.313%. These data are represented within Figure 6.  
 
Figure 6: Bar Chart of Transmitter Fault Frequency Against Parameter 
 
After the transmitter fault has been filtered, hang faults were filtered. In order to 
filter hang faults, parameters Pressure, Temperature and Gross Volume were scanned 
for repetitive readings. Form the collected data, the number of hang faults identified 
for temperature and pressure parameters are 359. It was observed that both these data 
experienced hang fault simultaneously. This amounts to 12.47% of the data. There 
were no hang faults detected within Gross Volume parameter. Figure 7 represents the 
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Figure 7: Bar Chart of Hang Fault Frequency Against Parameter 
From parameters Pressure and Temperature, there were four sets of data repetition 
found. These data are represented in Table 13 and Table 14. 
Table 13: Details of Hang Fault for Temperature 




Start time of Hang 
Fault 
Stop time of Hang fault 
1 3 28.39897 12:00, 15/08/2013 02:00, 08/15/2013 
2 5 28.3506 01:00, 17/08/2013 05:00, 17/08/2013 
3 47 28.25176 07:00, 18/08/2013 05:00, 19/08/2013 
4 267 28.25177 07:00, 20/08/2013 09:00, 31/08/2013 
 
Table 14: Details of Hang Fault for Pressure 




Start time of Hang 
Fault 
Stop time of Hang fault 
1 3 5578.379 12:00, 15/08/2013 02:00, 08/15/2013 
2 5 5703.219 01:00, 17/08/2013 05:00, 17/08/2013 
3 24 5437.455 07:00, 18/08/2013 06:00, 18/08/2013 
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4.2 Part I: Fault Diagnosis 
Once the data has been filtered as fault and healthy data, the next step is to classify 
the data into normal and intermediate conditions. Three methods were used for this 
classification, which are the hyperbox model, linear model and ANFIS model. 
ANFIS model was chosen as the best classification method. The classified data are 
then further clustered into 125 clusters in data clustering step. Each cluster is 
identified as either a normal or intermediate cluster.  
4.2.1 Hyperbox Model 
Using hyperbox model, data is classified into normal and outliers. The first step 
conducted to draw the hyperbox was to set the box limits. These limits are stated in 
Table 8 and are shown as blue lines within Figures 8 to Figure 10. Data points 
outside of the acceptable range are considered as outliers. In this paper, normal 
conditions are plotted as a green ‘x’ while outliers are plotted as a red ‘x’.  
4.2.1.1 Results for Hyperbox Model (Temperature Analysis) 
Figure 8 represents the results for analysis on temperature. This plot functions to 
filter out temperature outliers.  Therefore, with respect to Gross Volume and 
Pressure, all data points are plotted within the range of 1 to -1. With respect to 
temperature, most of the data points fall within the normalised range of 0-0.8. This 
corresponds to a temperature value of 27.5°C-29.5°C. The mode value of these data 
is 28.25°C. According to the results, 0.28% of the Temperature data points were 
classified as abnormal conditions. Only one transmitter fault data point was detected 
at a normalised value of -13.  
 
Figure 8: Hyperbox Model to Analyse Temperature 
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4.2.1.2 Results for Hyperbox Model (Pressure Analysis) 
Figure 9 represents the results for analysis on Pressure. According to the results, 
0.567% of the values were categorised as abnormal conditions. As for the mode 
value, a normalised value of 0.3928 was recorded. This corresponds to a value of 
5437.4 kPag. Most of the data points fall within the normalised range of -0.8 to 0.75. 
This corresponds to values of 3350 kPag to 6062 kPag. One transmitter fault was 
detected from this data at a normalised value of -2.71.  
 
Figure 9: Hyperbox Model to Analyse Pressure 
4.2.1.3 Results for Hyperbox Model (Gross Volume Analysis) 
Figure 10 represents the results for analysis on Gross Volume. According to the 
results, most of the data falls within a normalised range of 0.5 to 1.5. This 




. From the data, 27.9% of the values were 
categorised as abnormal conditions. As for the mode value, a normalised value of -3 
was recorded. This corresponds to a Gross Volume of 0 m
3
. The mode value of 0 m
3
 
represents transmitter fault. This results show that the frequency for transmitter fault 
in terms of Gross Volume is high.  
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Figure 10: Hyperbox Model to Analyse Gross Volume.  
 
4.2.1.4 Comparison of Hyperboxes 
In comparison of all three hyperboxes, it can be seen that the most number of outliers 
lies within the Gross Volume box. This variable also registered the highest number 
of transmitter faults. The general shape of the Gross Volume box and Pressure box 
are similar. However, the Temperature box is seen to be very thin. The reason for 
this is because the acceptable range for temperature is small, that is 25°C-30°C. This 
range is small compared to the acceptable range of Pressure, 3000 kPag-6500 kPag 




. Therefore, the furthest outlier which is 0°C 
registers a large normalised value of -13. The furthest outlier for pressure is 0 kPag, 
which registered a normalised value of -2.714. Gross Volume on the other hand has 
its furthest outlier of 0m
3
 at a normalised value of -3. It can be seen that the furthest 
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4.2.2 Linear Model 
The second method used to classify data into normal and intermediate conditions was 
the linear model. From this model, the data was classified into four different 
categories, which were Normal 1 (N1), Normal 2 (N2), Intermediate 1 (I1) and 
Intermediate 2 (I2).  
The data points were plotted according to pairings shown in Table 9. Once the data 
points were plotted, 10% range from span of parameters was calculated.  The results 
of this calculation are shown in Table 15.  
Table 15: 10% Span for Parameter Values 
Paramater Minimum Value Maximum Value Range 10% of Range 
Temperature (°C) 27.45 32.91 5.46 0.546 




) 21.92 39.5538 17.6338 1.76338 
Gross Volume (m
3





1057.3 19645.5 18588.2 1858.82 
 From the results in Table 15, Lower Limit Line Equation and Upper Limit Line 
Equation were calculated using Eq. 6 and Eq. 7. The line of best fit and equation for 
line of best fit were obtained automatically from simulation. These results are shown 
in Table 16.  
Table 16: Equations for Lower Limit, Upper Limit and Line of Best Fit 
Graph 
Line of Best Fit 
Equation 
Lower Limit Line Equation Upper Limit Line Equation 
1 y = 962.13x – 2749 y = 962.13x - 22234.321 y = 962.13x - 22263.279 
2 y = -0.0567x + 39.969 y = -0.0567x + 38.20562 y = -0.0567x + 41.73238 
3 y = -89.61x + 2905.5 y = -89.61x + 2954.01 y = -89.61x + 2856.99 
4 y = -483.21x + 30539 y = -483.21x + 28680.18 y = -483.21x + 32397.82 
5 y = 0.00008x + 37.96 y = 0.00008x + 36.20262 y = 0.00008x + 39.72938 
6 y = -0.0762x + 708.22 y = -0.0762x + 659.71 y = -0.0762x + 756.73 
7 y = 0.2267x + 15741 y = 0.2267x + 13882.18 y = 0.2267x + 17599.82 
8 y = -0.0002x + 38.402 y = -0.0002x + 36.63862 y = -0.0002x + 40.16538 
9 y = 0.00008x + 36.92 y = 0.00008x + 35.16162 y = 0.00008x + 38.68838 
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Ten graphs were plotted using parameters demonstrated in Table 9 and equations 
calculated in Table 16. Figure 11 shows a sample plot using pairings of Graph 1. The 
line in black represents line of best fit, the line in red represents the upper limit line 
while the line in green represents the lower limit line. Graphs for each pairing were 
plotted as Figure C1 and are attached within the appendix section of this paper.  
 
Figure 11: Linear Plot of Pressure against Temperature (Graph 1) 
Using the results shown in Table 16, data was classified into four categories. The 
conditions for classification are shown in Table 10. The total number of healthy data 
points was 2501. The percentage of data points for each classification is represented 
in Table 17. 
Table 17: Classification of Healthy Data using Linear Model 
Graph I1 (%) N1 (%) N2 (%) I2 (%) 
1 30.73 21.34 18.61 29.31 
2 0.06 55.15 44.79 0.00 
3 24.47 28.57 23.73 23.22 
4 4.78 22.08 68.30 4.84 
5 0.06 54.52 45.42 0.00 
6 3.07 44.79 49.00 3.13 
7 5.24 42.06 47.13 5.58 
8 0.06 65.74 34.21 0.00 
9 0.06 44.68 55.26 0.00 
10 29.37 21.86 23.22 25.55 
 























y = 962.13x - 22263.279
y = 962.13x -22234.321
Linear (Data Points)
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From the results displayed in Table 17, it can be seen that some plots have an even 
distribution across categories while other plots are not distributed as evenly. Graphs 
1, 3 and 10 have an even distribution across the four classes of data. The remaining 
graphs have s most of the data is classified within the N1 and N2 conditions. Graphs 
2, 8 and 9 registered less than 1% for data in the I1 and I2 range. The reason for this 
result is because these three graphs have the parameter Calorific Value plotted on the 
y-axis. Measurements collected for this parameter is very consistent, with small 
variation. A percentage variation of 10% for linear model is too large to capture the 
variations in Calorific Value.  
4.2.3 ANFIS Classification 
ANFIS model of membership function equal to four was trained for data 
classification. Three models were trained separately, for parameters Temperature, 
Pressure and Gross Volume. ANFIS has been designed such that the user may define 
input-output relationship rules. However, the writer did not have enough priori 
knowledge of the system and therefore relied on software computation to compute 
input-output relationship rules. The membership functions generated are displayed in 
Figure 12.   
ANFIS membership functions were used to determine class limits for parameters as 
shown in Table 11 and Table 12. The class limits determined for parameters 
Temperature, Pressure and Gross Volume are shown in Table 18 to Table 20.  
Table 18: Parameter Limits for Temperature 
Parameter Class Lower Limit (°C) Upper Limit (°C) 
Intermediate 1 (I1) 20.00 27.75 
Normal 1 (N1) 27.75 29.21 
Normal 2 (N2) 29.21 30.53 
Normal 3 (N3) 30.53 32.91 
Intermediate 2 (I2) 32.91 35.00 
 
Table 19: Parameter Limits for Pressure 
Parameter Class Lower Limit (kPag) Upper Limit (kPag) 
Intermediate 1 (I1) 2000 2891 
Normal 1 (N1) 2891 3729 
Normal 2 (N2) 3729 4526 
Normal 3 (N3) 4526 6345 
Intermediate 2 (I2) 6345 6500 
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Table 20:Parameter Limits for Gross Volume 
Parameter Class Lower Limit (m
3
) Upper Limit (m
3
) 
Intermediate 1 (I1) 0.000 87.24 
Normal 1 (N1) 87.24 164.2 
Normal 2 (N2) 164.2 261.8 
Normal 3 (N3) 261.8 556.0 



















From a comparison of hyperbox model, linear model and ANFIS, ANFIS was chosen 
as the best data classification method. This is because the limits are flexible and the 
model is able to learn information from the training data. This is not the case for 
hyperbox model, which is more rigid as the limits are fixed. ANFIS is also better 
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a) Membership Function for Temperature b) Membership function for Pressure 
c) Membership function for Gross Volume  
Figure 12: Membership Functions for Parameters 
Dissertation, FYP II 





than linear model because it is more easily automated in MATLAB. The reason for 
this is because linear method classifies data according to two parameters at a time 
while ANFIS classifies according to one parameter at a time. Besides that, ANFIS is 
able to automatically generate class limits from membership functions while the user 
needs to determine percentage variation for linear model. 
The next step was to divide the parameters into five different classes according to the 
ranges provided in Table 18, Table 19 and Table 20. Figure 13 demonstrates the 
division of parameters into classes. The limit lines in red represent P(LL) and P(UL) 



























































































a) Classification for Temperature b) Classification for Pressure 
c) Classification for Gross Volume 
Figure 13: Classification for Parameters Temperature, Pressure and Gross Volume 
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The frequency of each class for parameters Pressure, Temperature and Gross Volume 










Figure 14: Class Frequency for Parameters Temperature, Pressure and Gross Volume 
 
From the histogram of Temperature, it can be seen that most of the data points falls 
within the N1 class. N2, N3 and I1 have a small number of data points while I2 does 
not have any data points. The histogram of pressure shows that most of the pressure 
data lies within the normal class, N3. N2 and N1 also have a considerable number of 
data points. I2 has a very small number of data points while no data points were 
registered in the I1 class. Gross Volume consists of mode data within the N3 region. 
N2, I1 and N1 do not have many data points while no data points fall within the I2 
region.  
4.2.4 Data Clustering 
In this part, data was clustered according to classes of parameters Temperature, 
Pressure and Gross Volume occurring at the same time. The reason for data 
clustering is to analyse the performance of metering system according to the class of 
parameters. By categorising the clusters as normal and intermediate, operators may 
be alerted to utilise the metering system with caution in the event that the system 
operates under intermediate conditions. The data was clustered according to 
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conditions occurring simultaneously shown in Table 21. Table 21 does not show all 
conditions for clustering. The complete table is shown in Appendix B 















Each class was then grouped together into clusters. These clusters were formed 
through the condition of parameter classes occurring simultaneously. The conditions 
for clustering are represented in Appendix B. The frequency of each cluster was then 
calculated and represented in a histogram, shown by Figure 15. Clusters which 
registered a frequency of zero are not shown in the histogram.  
 
Figure 15:Histogram Representing Frequency of Each Cluster
Cluster T P Vg 
Cluster 1 N1 N1 N1 
Cluster 2 N1 N1 N2 
Cluster 3 N1 N1 N3 
Cluster 4 N1 N1 I1 
Cluster 5 N1 N1 I2 
Cluster 6 N1 N2 N1 
Cluster 7 N1 N2 N2 
Cluster 8 N1 N2 N3 
Cluster 9 N1 N2 I1 
Cluster 10 N1 N2 I2 
Cluster 11 … … … 
Cluster 12 … … … 
Cluster 120 I2 I1 I2 
Cluster 123 I2 I2 N3 
Cluster 124 I2 I2 I1 
Cluster 125 X` I2 I2 
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The reason why many categories were registered as zero frequency was because for 
the classification of temperature parameter, most of the data points fall within the N1 
region. N1 region for Temperature corresponds to Cluster 1 - Cluster 25. Therefore, 
the highest frequency of data points will be recorded among these clusters, as 
demonstrated by the histogram in Figure 15. The cluster which recorded the highest 
number of data points is cluster 13. The reason for this trend is because this cluster 
has conditions for mode of all three parameters which is N1 from Temperature, N3 
from Pressure and N3 from Gross Volume.  
4.3 Part III: Field Measurement Prediction 
This section of the report is dedicated towards discussing ANFIS model development 
for field measurement prediction. In order to identify the best model, variables of 
ANFIS input, percentage of data division for training and checking, number of epoch 
for model training, type of membership function and randomisation of data were 
varied. The models were developed for parameters Temperature, Pressure and Gross 
Volume. Two models were developed for each parameter, which are for transmitter 
and hang faults. A total of six models were developed. The details of each model are 
shown in Table 22.  
Table 22: ANFIS Model Number and Predicted Field Measurement 
ANFIS Model Number Field Measurement Prediction 
ANFIS Model 1 Temperature prediction for transmitter fault 
ANFIS Model 2 Pressure prediction for transmitter fault 
ANFIS Model 3 Gross volume prediction for transmitter fault 
ANFIS Model 4 Temperature prediction for hang fault 
ANFIS Model 5 Pressure prediction for hang fault 
ANFIS Model 6 Gross volume prediction for hang fault 
Once data has been normalised, the five manipulated variables were tested in order to 
determine the best model for each parameter. The five manipulated variables are 
ANFIS input, data division, number of epoch for training, type of membership 
function, and randomisation of data. The testing for five different manipulated 
variables are presented in this section of report.  
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4.3.1 Manipulated Variable 1: ANFIS input 
The most important variable when training an ANFIS model is the training inputs to 
the model. The inputs to the ANFIS model were varied in order to find the best 
model. The best model is identified as the model that exhibits lower parameter and 
energy MAPE. MAPE is calculated according to Eq.10. The energy MAPE on the 
other hand is calculated by using the value of predicted parameter in Eq.1 and Eq.2. 
MAPE was then once again calculated for energy using Eq.10.  
Table 23 to Table 25 shows the results for manipulation of ANFIS input for 
transmitter faults. In order to predict current field parameter value during hang fault 
condition, past values of other parameters are analysed as ANFIS input. It was 
chosen to take values of the past seven hours because from the analysed data, the 
longest period for transmitter fault was seven hours.  
The chosen combination of inputs is highlighted in green and demonstrated within 
Figure 16. From the combination of inputs for ANFIS model 1, although five inputs 
gave the lowest error, four inputs were chosen. This is because four inputs are able to 
achieve a low MAPE of 0.1842%. This already satisfies the criteria set by PGB, 
which was to achieve MAPE for energy of less than 1%. As for ANFIS model 2, 
three inputs were chosen as the lowest MAPE was achieved, of 7.0262%. These 
parameters were Temperature, Gross Volume, and Pressure. Calorific Value, 
Standard Gravity and Energy were not included because a higher MAPE was 
recorded. The same process was repeated for ANFIS model 3. Three inputs of 
Temperature, Pressure, and Gross Volume were chosen as the best model, with an 
MAPE of 8.7913%.  
A similar process was repeated in developing model for parameter prediction during 
hang fault. Table 26 to Table 28 shows the results for manipulation of ANFIS input 
for hang faults. The difference is that instead of analysing past parameter values, 
current values of other parameters are analysed as ANFIS input. The chosen 
combination of inputs is highlighted in green and demonstrated in Table 23 to Table 
28. In order to predict Temperature, four inputs were chosen as the most suitable 
model of MAPE 0.2114%. As for ANFIS model 5, two inputs were chosen as the 
lowest MAPE was achieved, of 4.3030%. Two inputs of Temperature and Pressure 
were also chosen for ANFIS model 6, resulting in MAPE of 6.0701. It was observed 
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that Calorific Value and Standard Gravity as inputs resulted in higher MAPE for both 
ANFIS model 5 and 6.   
Table 23: Input Combination for ANFIS Model 1 
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Table 24: Input Combination for 










































Table 25: Input Combination for 
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T(n) 
Vg(n-7) 
   Vg(n) 
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   P(n) 
Vg(n) 
  Vg(n) 
   T(n)   T(n) 
b) Input for ANFIS Model 1 a) Input for ANFIS Model 2 
d) Input for ANFIS Model 3 c) Input for ANFIS Model 4 
f) Input for ANFIS Model 5 e) Input for ANFIS Model 6 
Figure 16: Chosen Input Combinations for ANFIS Model 1 - ANFIS  Model 6 
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4.3.2 Manipulated Variable 2: Data Division 
In this section of the project, the division of data into training and checking was 
manipulated. Three different sets of data were applied to each ANFIS model. The 
three sets are 50-50 (50% training and 50% checking), 25-75 (25% training and 75% 
checking) and 75-25 (75% training and 25 % checking). The results for this test are 











50-50 0.8022 0.7865 
25-75 1.9876 1.2453 













50-50 0.7559 0.6254 
25-75 1.9693 1.7865 










50-50 7.6453 7.6453 
25-75 8.4054 8.4054 











50-50 7.2852 7.2852 
25-75 27.96 27.96 










50-50 9.1727 9.1727 
25-75 9.5345 9.5345 










50-50 7.3818 7.3818 
25-75 8.6124 8.6124 




The same trend for all six models was observed, that is data division of 75% for 
training and 25% for checking resulted in the smallest MAPE. This data division set 
was chosen for all six models.  
a) ANFIS Model 1 
c) ANFIS Model 2 
e) ANFIS Model 3 
b) ANFIS Model 4 
d) ANFIS Model 5 
f) ANFIS Model 6 
Table 29: Selection of  Data Division for ANFIS Model 1- ANFIS Model 6 
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4.3.3 Manipulated Variable 3: Number of Epoch 
In this section of the report, the number of epoch is varied for each ANFIS Model. 
The variation is set as increasing steps of 20 iterations, from 20 epoch until 100 
epoch. The epoch with the lowest MAPE was selected as the best epoch for the 









20 0.7711 0.7613 
40 0.762 0.6634 
60 0.7484 0.6621 
80 0.7444 0.662 









20 0.6124 0.432 
40 0.6106 0.4298 
60 0.6088 0.4288 
80 0.6075 0.4278 









20 7.1852 7.1852 
40 7.1666 7.1666 
60 7.0262 7.0262 
80 7.0283 7.0283 









20 4.2854 4.2854 
40 4.303 4.3029 
60 4.303 4.3029 
80 4.303 4.3029 









20 8.7935 8.7935 
40 8.7007 8.7007 
60 8.6097 8.6097 
80 8.5931 8.5931 









20 6.0126 6.0126 
40 6.0559 6.0559 
60 6.0701 6.0701 
80 6.065 6.065 
100 6.0588 6.0588 
 
From the results obtained, the writer was unable to determine a pattern to find the 
best number of epoch. This could be due to the phenomena of overfitting. Overfitting 
occurs when the ANFIS model is over trained, such that when new data is presented 
to the model, inaccurate results are obtained. ANFIS model 1, 2, 3 and 4 show 
similar trends where the accuracy of ANFIS model increases with increasing epoch 
number. Thus, epoch number of 100 was chosen for each of these models. The trend 
a) ANFIS Model 1 
c) ANFIS Model 2 
e) ANFIS Model 3 
b) ANFIS Model 4 
d) ANFIS Model 5 
f) ANFIS Model 6 
Table 30:  Selection of Number of Epoch for ANFIS Model 1-6 
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for ANFIS model 5 and 6 was such that lower epoch number gave lower MAPE. 
Therefore, epoch number of 20 was chosen for both these models.  
4.3.4 Manipulated Variable 4: ANFIS membership function type 
In this section of the report, the influence of membership function (MF) type on 
ANFIS model accuracy was tested. Six different MF types were tested which are 
trimf, gaussmf, trapmf, gbellmf, pimf, and disgmf. The results for this test are 









trimf 0.7486 0.7567 
gaussmf 0.7389 0.6479 
trapmf 0.8336 0.789 
gbellmf 0.7163 0.6324 
pimf 0.8293 0.7678 








trimf 0.6061 0.5676 
gaussmf 0.5902 0.4986 
trapmf 0.7424 0.5873 
gbellmf 0.5567 0.4367 
pimf 0.731 0.5787 










trimf 6.8221 6.8221 
gaussmf 7.0101 7.0101 
trapmf 7.2483 7.2483 
gbellmf 7.0663 7.0663 
pimf 7.3847 7.3847 








trimf 4.2569 4.2569 
gaussmf 4.2854 4.2854 
trapmf 4.5319 4.5319 
gbellmf 4.2969 4.2969 
pimf 4.2736 4.2736 









trimf 8.789 8.789 
gaussmf 8.8423 8.8423 
trapmf 8.6529 8.6529 
gbellmf 8.5852 8.5852 
pimf 8.6535 8.6535 








trimf 5.6836 5.6836 
gaussmf 6.0126 6.0126 
trapmf 5.915 5.915 
gbellmf 6.0346 6.0346 
pimf 5.8597 5.8597 
disgmf 6.0552 6.0552 
 
 
Table 31: Selection of MF Type for ANFIS Model 1-6 
b) ANFIS Model 1 
c) ANFIS Model 2 
e) ANFIS Model 3 
a) ANFIS Model 4 
d) ANFIS Model 5 
f) ANFIS Model 6 
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From the results obtained, there was no significant trend identified when the type of 
MF was varied. MF type of gbellmf was chosen for ANFIS model 1, 3 and 4. MF 
type of trimf was chosen for ANFIS model 2, 5 and 6.  
4.3.5 Manipulated Variable 5: Randomization of Data 
In this section of the report, the effect of randomisation of data was tested. Each 
ANFIS model was tested with input data in sequence and input data that has been 
randomised according to rows. The MAPE was then compared. The results of this 
test are presented in Table 32. 
Table 32: MAPE for Randomised and Sequential Data ANFIS Model 1-6 




ANFIS Model 1 0.6126 2.7542 
ANFIS Model 2 5.6586 6.8221 
ANFIS Model 3 10.6729 8.5852 
ANFIS Model 4 0.5567 1.6432 
ANFIS Model 5 4.9776 4.2569 
ANFIS Model 6 5.5025 5.6836 
Out of the six models, four models which are ANFIS model 1, 2, 4 and 6 produced 
lower MAPE when data was randomised. ANFIS model 3 and 4 produced better 
results when data was input sequentially. Randomisation therefore applied for 
ANFIS models which produced better results with randomised input.  
 
 
4.3.6 Models for Parameter Prediction During Transmitter and Hang 
Fault 
Once testing for the five manipulated variables was conducted, an ANFIS model was 
developed comprising the best of each variable. The parameters of the six developed 
models are shown in Table 33. From the results shown in the Table, ANFIS Model 1 
and ANFIS Model 4 exhibit low MAPE of less than 1% which is required by PGB. 
Model for Pressure and Gross Volume which are ANFIS Models 2, 3, 5 and 6 have a 
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Table 33: Developed Models for Field Measurement Prediction 
ANFIS 
MODEL 























Vg(n-7),   
T(n-7) 











75-25 100 Gbellmf Yes 0.5567% 0.3567% 
ANFIS 
Model 5 
T(n), Vg(n),  75-25 20 Trimf No 4.2569% 4.2569% 
ANFIS 
Model 6 
T(n), P(n), 75-25 20 trimf  Yes 5.5025 % 5.5025% 
The six models detailed within Table 33 show the parameters of prediction models to 
calculate and predict energy. The energy was predicted using Eq. 1 and Eq. 2. The 
plot of predicted energy against actual energy for the six different models is shown in 
Figure 17. As can be seen in Figure 17, ANFIS Model 1 and ANFIS Model 4 
produced very accurate results, with actual energy value almost overlapping with 
predicted energy value. ANFIS Model 2, 3, 5 and 6 on the other hand did not 
produce such accurate results. The predicted energy is unable to accurately follow 
the pattern of actual energy, and some spikes in the plot were noted. In order for 
these four models to be used practically, it must be further improved in order to 
reduce the MAPE to a value of less than 1%. The plot of actual energy against 






























































































a) ANFIS Model 1 b) ANFIS Model 2 
e) ANFIS Model 5 f) ANFIS Model 6 d) ANFIS Model 4 
c) ANFIS Model 3 
Figure 17: Actual Energy against Predicted Energy for ANFIS Model 1- ANFIS Model 6 
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5.0 CHAPTER 5 
 
 
    CONCLUSION AND RECOMMENDATION 
 
5.1 Conclusion 
To conclude this report, the objectives of the project have been achieved. The 
writer has studied potential fault diagnosis methods which can be applied at the gas 
metering system to Kapar power plant. The writer then compared and evaluated the 
different types of diagnosis methods. From the evaluation, the writer has chosen to 
use the ANFIS model. A fault diagnosis for trial basis was then proposed. Lastly, 
the writer proposed field measurement prediction technique using ANFIS which 
could be used as a backup measurement in case of fault condition.  
In order to develop fault diagnosis method, the writer first filtered out fault data, 
including hang fault and transmitter fault. Healthy data was then classified using 
three methods which are hyperbox model, linear model and ANFIS. The three 
methods were compared and ANFIS was chosen as the best.  The reason for 
choosing ANFIS is that it is more flexible than hyperbox model in the sense it is 
able to learn from data to set class limits. It is also simpler to implement in 
MATLAB compared to linear model. Besides that, the class limits are 
automatically generated through MATLAB. This eliminates the problem of having 
to define percentage variation as needed to be done in linear model. ANFIS model 
was used to classify the data into five different classes (N1, N2, N3, I1, I2). Next, 
the data was clustered into 125 clusters according to conditions occurring 
simultaneously. The writer recommends that field measurement prediction 
techniques be applied for any cluster within the intermediate range.  
In order to predict field measurements, six ANFIS models were developed to cater 
for Temperature, Pressure and Gross Volume parameters during hang and 
transmitter faults. Five variables which are ANFIS input, data division, number of 
epoch, type of membership function and randomization of data were tested in order 
to determine the best models. Models 1 and 4 have recorded an MAPE of 0.2126% 
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and 0.3567% respectively. This satisfies the industrial requirements set by PGB, 
which is MAPE of less than 1%. Models 2, 3, 5 and 6 need to be further developed 
to meet industrial requirements, as the current MAPE is above 1%.  
5.2 Recommendation 
This project can be further modified and improved in many aspects. In this section 
of the report, recommendations for future improvement of the project are detailed. 
The different sections in which improvements can be made include fault isolation, 
data classification, fault diagnosis and field measurement prediction. In terms of 
fault isolation, the developed filtering method does not cater for drift faults. For 
future modification works, the filtering method could be further modified to cater 
for drift faults.  
In terms of data classification, three methods have been tested which are the 
hyperbox model, linear model and ANFIS. After comparison of these three 
methods, ANFIS was chosen as the best method of data classification for fault 
diagnosis. The concern of using ANFIS for data classification is that once the class 
limits have been set, the limits are inflexible and unable to respond to changes in 
data. This issue may be addressed by introducing principle component analysis 
(PCA) in order to generate a vigilance parameter. The vigilance parameter will 
make the class limits more flexible and respond to new changes in data.  
Fault diagnosis for this project is currently limited to singular fault. Development to 
include diagnosis of multiple faults simultaneously will help this project to advance 
by milestones. The next recommendation for fault diagnosis is to use a different 
diagnosis method, such as adaptive resonance theory (ART). The advantage of 
ART over ANFIS is that the generated class limits are flexible as ART it is able to 
learn new information without overwriting existing information (high stability 
plasticity). This will allow the model to respond to changes in new data while 
maintaining information learned from training data to set suitable class limits. 
Another method that may be implemented for fault diagnosis is time-based 
analysis. Using this method, deviation of data with respect to time may be analysed 
in order to determine if a fault may occur.  
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The next recommendation is proposed for field measurement prediction. Six 
different models for field measurement prediction have been proposed, as detailed 
in Table 22. Currently, Models 1 and 4 satisfy industrial requirements. However, 
Models 2, 3, 5 and 6 need to be developed further to reduce MAPE. This can be 
done by dividing the models further according time. For example, models could be 
separated according to weekdays and weekends or daytime and nighttime. Another 
method is to create separate models according to class of data, such as N1, N2, N3, 
I1 and I2. These methods may increase the accuracy of the prediction model. 
Besides that, different artificial intelligent methods such as neural networks and 
fuzzy logics may be explored.  
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Appendix A- Gantt Chart and Key Milestone 
























Cluster T P Vg 
Cluster 1 N1 N1 N1 
Cluster 2 N1 N1 N2 
Cluster 3 N1 N1 N3 
Cluster 4 N1 N1 I1 
Cluster 5 N1 N1 I2 
Cluster 6 N1 N2 N1 
Cluster 7 N1 N2 N2 
Cluster 8 N1 N2 N3 
Cluster 9 N1 N2 I1 
Cluster 10 N1 N2 I2 
Cluster 11 N1 N3 N1 
Cluster 12 N1 N3 N2 
Cluster 13 N1 N3 N3 
Cluster 14 N1 N3 I1 
Cluster 15 N1 N3 I2 
Cluster 16 N1 I1 N1 
Cluster 17 N1 I1 N2 
Cluster 18 N1 I1 N3 
Cluster 19 N1 I1 I1 
Cluster 20 N1 I1 I2 
Cluster 21 N1 I2 N1 
Cluster 22 N1 I2 N2 
Cluster 23 N1 I2 N3 
Cluster 24 N1 I2 I1 
Cluster T P Vg 
Cluster 25 N1 I2 I2 
Cluster 26 N2 N1 N1 
Cluster 27 N2 N1 N2 
Cluster 28 N2 N1 N3 
Cluster 29 N2 N1 I1 
Cluster 30 N2 N1 I2 
Cluster 31 N2 N2 N1 
Cluster 32 N2 N2 N2 
Cluster 33 N2 N2 N3 
Cluster 34 N2 N2 I1 
Cluster 35 N2 N2 I2 
Cluster 36 N2 N3 N1 
Cluster 37 N2 N3 N2 
Cluster 38 N2 N3 N3 
Cluster 39 N2 N3 I1 
Cluster 40 N2 N3 I2 
Cluster 41 N2 I1 N1 
Cluster 42 N2 I1 N2 
Cluster 43 N2 I1 N3 
Cluster 44 N2 I1 I1 
Cluster 45 N2 I1 I2 
Cluster 46 N2 I2 N1 
Cluster 47 N2 I2 N2 
Cluster 48 N2 I2 N3 
Cluster T P Vg 
Cluster 49 N2 I2 I1 
Cluster 50 N2 I2 I2 
Cluster 51 N3 N1 N1 
Cluster 52 N3 N1 N2 
Cluster 53 N3 N1 N3 
Cluster 54 N3 N1 I1 
Cluster 55 N3 N1 I2 
Cluster 56 N3 N2 N1 
Cluster 57 N3 N2 N2 
Cluster 58 N3 N2 N3 
Cluster 59 N3 N2 I1 
Cluster 60 N3 N2 I2 
Cluster 61 N3 N3 N1 
Cluster 62 N3 N3 N2 
Cluster 63 N3 N3 N3 
Cluster 64 N3 N3 I1 
Cluster 65 N3 N3 I2 
Cluster 66 N3 I1 N1 
Cluster 67 N3 I1 N2 
Cluster 68 N3 I1 N3 
Cluster 69 N3 I1 I1 
Cluster 70 N3 I1 I2 
Cluster 71 N3 I2 N1 
Cluster 72 N3 I2 N2 
Cluster T P Vg 
Cluster 73 N3 I2 N3 
Cluster 74 N3 I2 I1 
Cluster 75 N3 I2 I2 
Cluster 76 I1 N1 N1 
Cluster 77 I1 N1 N2 
Cluster 78 I1 N1 N3 
Cluster 79 I1 N1 I1 
Cluster 80 I1 N1 I2 
Cluster 81 I1 N2 N1 
Cluster 82 I1 N2 N2 
Cluster 83 I1 N2 N3 
Cluster 84 I1 N2 I1 
Cluster 85 I1 N2 I2 
Cluster 86 I1 N3 N1 
Cluster 87 I1 N3 N2 
Cluster 88 I1 N3 N3 
Cluster 89 I1 N3 I1 
Cluster 90 I1 N3 I2 
Cluster 91 I1 I1 N1 
Cluster 92 I1 I1 N2 
Cluster 93 I1 I1 N3 
Cluster 94 I1 I1 I1 
Cluster 95 I1 I1 I2 
Cluster 96 I1 I2 N1 
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Cluster T P Vg 
Cluster 97 I1 I2 N2 
Cluster 98 I1 I2 N3 
Cluster 99 I1 I2 I1 
Cluster 100 I1 I2 I2 
Cluster 101 I2 N1 N1 
Cluster 102 I2 N1 N2 
Cluster 103 I2 N1 N3 
Cluster 104 I2 N1 I1 
Cluster 105 I2 N1 I2 
Cluster 106 I2 N2 N1 
Cluster 107 I2 N2 N2 
Cluster 108 I2 N2 N3 
Cluster 109 I2 N2 I1 
Cluster 110 I2 N2 I2 
Cluster 111 I2 N3 N1 
Cluster 112 I2 N3 N2 
Cluster 113 I2 N3 N3 
Cluster 114 I2 N3 I1 
Cluster 115 I2 N3 I2 
Cluster 116 I2 I1 N1 
Cluster 117 I2 I1 N2 
Cluster 118 I2 I1 N3 
Cluster 119 I2 I1 I1 
Cluster 120 I2 I1 I2 
Cluster T P Vg 
Cluster 121 I2 I2 N1 
Cluster 122 I2 I2 N2 
Cluster 123 I2 I2 N3 
Cluster 124 I2 I2 I1 
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y = 962.13x - 22263.279
y = 962.13x -22234.321
Linear (Data Points)



























y = -0.057x + 41.73238
y = -0.057x + 38.20562
Linear (Data Points)
Figure C1: Graph of Pressure (kPag) against Temperature (°C) 
 
Figure C2: Graph of Pressure (MJ/Sm
3
) against Temperature (°C) 
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y = -89.61x +
2954.01
y = -89.61x +
2856.99

























y = -483.21x + 32397.82
y = -483.21x + 28680.18
Linear (Data Points)
Figure C3: Gross Volume (m
3
) against Temperature (°C) 
 
Figure C4: Standard Volume (Sm
3
) against Temperature (°C) 
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y = 0.00008x + 39.72938
y = 0.00008x + 36.20262
Linear (Data Points)

























y = -0.0762x +
756.73
y = -0.0762x +659.71
Figure C5: Calorific Value (MJ/Sm
3
) against Pressure (kPag) 
 
Figure C6: Gross Volume (m
3
) against Pressure (kPag) 
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y = 0.2267x +17599.82
y = 0.2267x +
13882.18

























Gross Volume (m3) 
Data Points
y = -0.0002x + 40.16538
y = -0.0002x + 36.63862
Linear (Data Points)
Figure C7: Standard Volume (Sm
3
) against Pressure (kPag) 
 
Figure C8: Calorific Value (MJ/Sm
3
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Standard Volume (Sm3) 
Data Points
y = 0.00008x + 38.68838
y = 0.00008x + 35.16162
Linear (Data Points)






















Standard Volume (Sm3) 
Data Points
y = 0.0158x + 138.273
y = 0.0158x + 41.253
Linear (Data Points)
Figure C9: Calorific Value (MJ/Sm
3




Figure C10: Gross Volume (m
3
) against Standard Volume (Sm
3
) 
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