In polycrystalline materials, grain boundaries are sites of enhanced atomic motion, but the complexity of the atomic structures within a grain boundary network makes it difficult to link the structure and atomic dynamics. Here we use a machine learning technique to establish a connection between local structure and dynamics of these materials. Following previous work on bulk glassy materials, we define a purely structural quantity, softness, that captures the propensity of an atom to rearrange. This approach correctly identifies crystalline regions, stacking faults, and twin boundaries as having low likelihood of atomic rearrangements, while finding a large variability within high-energy grain boundaries. As has been found in glasses
Atomic rearrangements, in which atoms overcome energy barriers to change neighbors, underpin the dynamics of grain boundaries (GBs) in polycrystalline materials that are ultimately responsible for such phenomena as grain growth (GB migration), GB diffusion, GB sliding, emission/absorption of lattice dislocations, and point defect sink behavior. Assessing the atomic-scale dynamics of GBs from their structure in realistic polycrystalline materials is inherently complicated. This complexity is associated with both the highly degenerate nature of GB structures [1] [2] [3] as well as the interconnected nature of the GB network within polycrystalline microstructures (e.g., associated with GB junctions, compatibility, etc). The ensemble of possible configurations produces a nearly continuous spectrum of energies and a correspondingly large set of local structures [3] . The atomic structure at the GB exhibits some order imparted by the contiguous grains, but also becomes trapped in metastable minima in a complex energy landscape reminiscent of that of a glass [3] [4] [5] . This suggests that methods appropriate for glass dynamics may be fruitful for understanding the dynamics internal to GBs in polycrystals.
Previously, it has been shown that low-frequency quasilocalized vibrational modes can be used to identify atoms that are likely to rearrange in both glasses [6, 7] and GBs [8] . Here we push the analogy between GBs and glasses further by using a machine learning analysis, originally developed to study atomic rearrangements in glasses, to characterize the local atomic rearrangements in molecular dynamics (MD) simulations of polycrystalline solids. The rearrangements occur as atoms thermally fluctuate over local barriers between metastable sites. On long time scales, asymmetries in these dynamics give rise to kinetic phenomena such as GB migration, creep, and defect emission, but here we consider the individual atomic rearrangements within the GB.
Because defect microstructures are commonly spatially extended, it is not clear that atomic rearrangements can be characterized in terms of only local structural information at the atomic scale. Here we demonstrate that structural information within a few atomic diameters is indeed sufficient to predict these atomic-scale rearrangements and characterize particles in terms of a single continuous scalar variable, called "softness," which captures the relevant properties of the local atomic environment. Remarkably, we find that particles of a given softness are characterized by a well-defined common energy barrier to rearrangements in polycrystals, just as was previously discovered for glassy liquids [9] . Thus, our results translate into a spatial map of the energy barriers to rearrangements. Our findings suggest that it is possible to characterize much GB dynamical behavior using only local, atomic-scale structural information.
Methods
Large-scale molecular dynamics simulations [11] of nanocrystalline aluminum are performed as in Ref. 12 , producing a network of interacting GBs. The geometry is initialized using a random (Poisson point process) Voronoi tesselation and curvature-flow grain growth algorithm [10, 13] . Atomic interactions model aluminum using the embedded atom method [14] . The grains are face-centered cubic (FCC) with nominal nearest-neighbor distance d of approximately 2.8Å, and a melting temperature of T m = 926 K. The system of 4 million atoms is simulated at a fixed temperature, T , using a Nosé-Hoover thermostat. The atomic positions are averaged over 0.1 ps intervals to reduce the highest frequency atomic vibrations. All data and code are archived and available upon request. The microstructure of the simulated nanocrystalline aluminum can be visualized using an adaptive common neighbor analysis [15] (CNA, Fig. 1 (a) ) or Voronoi topology analysis [10, 16] (VoroTop, Fig. 1 (b) ) to distinguish grains from GBs. Both CNA and VoroTop assess local crystalline structure around an atom using the relative positions of the atom's neighbors. CNA defines neighbors as those atoms within a cutoff distance somewhat larger than d and compares which neighbors are also neighbors of each other. Lists of shared neighbors are then compared to those generated from ideal crystalline lattices. In contrast, VoroTop does not impose a cut-off distance, but analyzes the atomic Voronoi cell structure to determine similarity to cells from perturbed crystalline lattices. This method more readily identifies crystalline environments, recognizing 89% of atoms in the simulation in Fig. 1 as FCC, compared to 78% by CNA. The VoroTop analysis is also much more robust against thermal fluctuations, so that the identified GB regions do not grow significantly with temperature, up to 0.8 T m .
Our aim is to characterize the propensity for an atom to rearrange. We follow a procedure designed for glassy systems [9, [17] [18] [19] that uses a support vector machine (SVM) [20] (a supervised machine learning technique) to identify correlations between the local structure around each atom and its rearrangements. Complete details are given in the SI Appendix. A descriptor, or fingerprint, of the local structure around each atom is calculated by evaluating a set of so-called structure functions [21] . Structure functions are functions of the relative positions of the atoms out to a cutoff distance d 0 = 5.0Å from a central atom, about twice the interatomic spacing. We use two types of structure functions to ensure that different atomic environments lead to different fingerprints [21, 22] . The first type depends on the radial distribution of neighbors from the central atom, whereas the second type encodes the distribution of triangles of varying angles formed by the central atom with pairs of neighbors. (The complete functions are given in the SI Appendix.) Next, we identify which atoms rearrange in the course of the dynamical simulation. For this, we use a standard atom-based quantity, p hop (t) [23, 24] ; p hop (t) becomes large when the atom moves a large distance compared with the atomic vibration amplitude (see SI Appendix). Examination of Fig. 1(c) shows that p hop is only large at the GBs (marked as red or blue atoms in Figs. 1(a) and (b)). Rearrangements, are defined as events that exceed the threshold p hop > p c = 1.0Å
2 . There is also considerable variation within and between GBs; although 22% of the atoms are in disordered environments in our microstructure according to CNA, at any instant fewer than 0.06% of atoms are rearranging and only 0.5% of the atoms have p hop > 0.5Å 2 .
To correlate rearrangements to atomic environments, we construct a training set for the supervised machine learning algorithm. We choose atoms to put into the training set based on whether they arrange within a 200 fs window (we label these y i = 1) or do not rearrange over a much longer time (1.8 ps) period (we label these
The local structural environment around any atom is described as a point in a high-dimensional space in which each orthogonal axis corresponds to possible values of a different structure function. The SVM identifies the hyperplane in this space that best separates the two groups of atoms in the training set (generalized linear regression). We find that 96% of atoms with y i = 1 fall on what we define as the "positive" side of the hyperplane, and 90% of the atoms with y i = −1 fall on the other ("negative") side of the hyperplane. This justifies using a hyperplane rather than a more general surface to separate the two groups.
Results

Linking structure and dynamics
For any atom, the point characterizing its local structural environment can then be compared to the hyperplane in structure-function space. The signed normal distance from the point to the hyperplane defines the value of the "softness," S [9] . Figure 1(d) shows the system with each atom colored according to its softness. Atoms with large positive softness (red) tend to lie in GBs, while those with large negative softness (blue) lie within the grain interiors, as expected. In the SI Appendix we find that softness is partially correlated with other structural quantities such as free atomic volume, but that softness is considerably more predictive of whether atoms rearrange.
We note several interesting features in Fig. 1 associated with the considerable variation in softness along the GBs in the system. Comparing Fig. 1(a) with 1(d) , we see that the GB above the label (1) has small softness relative to the other GBs in the system. Examination of the structure of that GB demonstrates that it is a large-angle twist GB lying along a close-packed {111} plane. Such a GB provides only very localized distortions to the crystal structure of the grains, and few atomic rearrangements occur there.
At label (2), the viewing plane is nearly co-planar with the GB, showing both structural and dynamic heterogeneity within the GB. The position in the microstructure labeled (3) shows the intersection of a coherent twin boundary with a more general GB. The twin boundary is no softer than the grain interior. Its intersection with the GB, however, changes the GB character (misorientation) and the resulting softness such that the segment of the GB above the intersection with the twin boundary is significantly softer than the segment of the GB just below the intersection. A lattice vacancy is seen near label (4) in Fig. 1 ; it is softer than the surrounding lattice but not as soft as many of the GB sites. This is consistent with earlier work that analyzed vibrational modes and found that vacancies were more mechanically stable than GBs [25] . Indeed, we find vacancies have softness S ≈ 0. Figure 2 puts these results into context. Here we decompose the distribution of softness from the polycrystalline system into contributions from the grain interiors (i.e., FCC regions as determined by the Voronoi topology analysis) and all other regions. The least soft atoms are FCC while the softest are associated with defects. Softness is more homogeneous in the grain interiors than in the regions that VoroTop defines as disordered (mostly GBs). The softest atoms tend to lie near the center of the GBs. In both regions, the distribution shifts slightly with temperature, reflecting a shift in the distribution of local atomic configurations due to thermal distortions of the crystalline grains as well as an increase in the effective GB thickness.
Although we used only a binary classification to define the hyperplane, the magnitude of the softness is predictive of dynamics. We establish this by studying the probability that an atom rearranges, P R (S), defined as the time average of the fraction of atoms in the system with a given S with p hop > p c . Figure 2 (inset) shows that the fraction of atoms with a given S which will rearrange, P R (S), is a strongly increasing function of softness S. P R (S) increases monotonically with S, and S = 1 atoms are more than 100 times more likely to rearrange than S = −1 atoms. At large S, P R (S) saturates as the fraction of hopping atoms cannot exceed 1.
Extracting the energy barriers of atomic rearrangements
In earlier work on glassy systems, it was discovered that the probability that an atom rearranges, P R (S), is Arrhenius for each value of S [9, 19, 26] , implying a welldefined energy barrier associated with rearrangements, ∆E(S). We therefore study the temperature dependence of P R (S). Figure 3 shows that the temperature dependence of P R (S) is indeed well-described as Arrhenius at temperatures T < 0.8 T m , showing that softness reflects the energy barrier for an atom to rearrange. The Arrhenius form implies that the probability to rearrange can be written Figure 4 indicates that the effective energy barriers decrease slightly with softness, changing by less than a factor of two over the observed range of softness. The magnitude of the energy barrier is consistent with nudgedelastic band calculations of structural transitions between specific metastable states in bicrystals using the same interatomic potential employed here [27] . The dominant energy barriers, of order 100 meV, are large compared with applied elastic stress (the yield stress of Al is ∼ 10 MPa or 1 meV). This shows that these atomic rearrangements will be largely thermally activated, applied stresses have only little effect, and suggests that asymmetries in transition rates underlie stress-driven microstructure evolution.
Changing softness has much more of an effect on the prefactor in the Arrhenius relationship, Σ, than it does on the barrier ∆E (see Eq. 1 and Fig. 3 ). For a thermallyactivated process, Σ can be viewed as a generalized attempt frequency, or alternatively as an entropic contribution to the free energy barrier. The increase of Σ with softness suggests that soft atoms have more directions for rearrangement or more paths that can take them to the transition state. This is in contrast to bulk glasses which found that both ∆E and Σ decreased with increasing S. We therefore see that the reason that softer atoms are more likely to rearrange in grain boundaries is that they are the ones with slightly lower energy barriers and substantially increased Σ.
We consider the origin of this difference from bulk glasses. In polycrystals, and unlike in bulk glasses, there are crystalline grains that restrict the rearrangements. Atoms in the crystalline grain mostly cannot participate in rearrangements due to the large potential energy barrier to move them significantly. With fewer atoms able to participate, the number of possible rearrangement trajectories (and Σ) is reduced. The SI Appendix shows explicitly that low softness (S ≈ 0) atoms are also in the most crystal-like neighborhoods, as indicated by Voronoi volume, radial symmetry, and potential energy. These crystalline neighborhoods evidently restrict Σ sufficiently to have a large impact on the GB dynamics, leading to low-Σ, low-S atoms.
The best fit lines in Fig. 3 indicate no common intersection point. This implies that there is no one temperature at which rearrangement dynamics become independent of softness, or local structure. This contrasts with the behavior of glassy systems, which display a common intersection point [9] at what is known as the onset temperature. This temperature marks the onset of features associated with supercooled liquids, such as nonexponential relaxation, a non-Arrhenius dependence of the relaxation time on temperature and kinetic heterogeneities. The fact that there is no indication of an onset temperature for this system indicates that GBs, despite exhibiting some glass-like properties [4] also exhibit behavior that is very unlike glasses.
Analysis of SVM
We next analyze which structure functions (SFs) are most responsible for the softness of the atom. Recall that the structural quantities we use to characterize the local environment of each atom fall into two classes; radial SFs depend only the radial distribution of atoms from the central atom, and angular SFs additionally depend on the angles formed with pairs of neighboring atoms around the central atom. In bulk glasses, angular SFs were unimportant compared to the radial SFs, and in fact softness was almost entirely attributable to the number of neighboring atoms at the distances of the first peak and valley of the pair correlation function of the material, g(r) [9] . In grain boundaries, one may expect increased importance of angular SFs since they are sensitive to the relative orientations of the lattices, ie the crystallography of the grain boundary.
To connect with studies on bulk glasses, we exclude crystalline atoms from the training set using CNA, although we find that this does not significantly change the relative importance of most structure functions. Excluding crystalline atoms does however decrease the fraction of training set atoms which are accurately classified from 93% to 79%, since now the SVM discriminates solely between disordered atoms.
We use recursive feature elimination (RFE) to determine the important features. In RFE, the SVM is first trained using all SFs. Then the SF that contributes least weight to the hyper-plane is identified and eliminated. Training is repeated, iteratively identifying and eliminating the least important SF, simplifying the fingerprint while attempting to retain the highest accuracy. Figure 5 shows the decrease in accuracy as the number M of SFs decreases. The color of the symbol indicates the class of the least-significant SF which then becomes eliminated. All radial functions are eliminated quickly (red hollow circles), decreasing accuracy f a only slightly to 77%. Of 72 total features, the last 47 features to be eliminated (and therefore, the top 47 most important quantities) are all angular functions. This is in stark contrast to bulk glasses, where all of the angular functions could be eliminated entirely with less than a 2% cost in accuracy [9] . 14 angular functions are sufficient to retain 77% accuracy, and accuracy remains near 69% using the sole SF identified as most important. The increased importance of angular information here may seem natural given the role of the degree and relative orientation of the nearby crystallinity in allowing rearrangements. The contribution of each specific SF to softness is quantified in the SI Appendix. The properties of the specific structures that lead to rearrangements should be explored further.
Discussion
In summary, we have used machine learning to introduce a structural quantity, softness, that is strongly correlated with the dynamics of atomic rearrangements in grain boundaries. Correlations between local structure and rearrangements are so strong in these nanocrystalline metals that over 96% of the observed atomic rearrangements correspond to atoms for which S > 0. The only information that enters the machine learning is provided by the training set, chosen to represent atomic environments just about to rearrange and those that do not rearrange. A binary classification on this training set yields a remarkably rich lode of information. Softness can distinguish between certain GBs where rearrangements are imminent from those which are markedly static and can reveal differences even within a given GB. It also gives information about the energy landscape of the system, providing both the typical energy barriers and the attempt frequencies for atoms to rearrange -based solely on the their local structural environments. Such information is computationally expensive via existing methods. Interestingly, we show (see SI Appendix) that while softness correlates to some degree with other structural parameters that identify defects in crystals, it is remarkably superior in identifying which defects/local environments are active in GB dynamics.
Our conclusion that the variation of entropy plays a central role in the atomic rearrangements at GBs is reminiscent of prior observations about nanoconfined vis-cous fluids. Specifically, in Refs. [28, 29] , it was found that the total thermodynamic entropy of the confined fluid [31] closely reflects the rate of structural relaxation. The atoms in GBs are somewhat analogous to a confined fluid, noting that the complicated confinement in GBs is due to structured surfaces of crystalline grains which can themselves rearrange and the configurations are not in equilibrium. Our approach attempts to infer the local contributions to the entropy that are involved in the rearrangements. The observation from Fig. 4 that structures which tend to rearrange more frequently are associated with higher entropy constitutes a local version of the statement that the entropy underlies the relaxations. However, the characteristic local energy barrier additionally emerges from our analysis of atomic dynamics.
Our approach shows that focusing on the dynamics at the atomic scale can serve as a viable alternative to the classification of environments based on the rich and complex zoology of crystallographically-allowed defects. This approach, successfully applied originally to glasses, [9, 19] suggests that it is possible to construct a single framework to describe atomic-scale dynamics in systems with varying degrees of order/disorder. At the very least, this approach is complementary to existing methods that strive to relate dynamic materials phenomena to the underlying structure of their hosts. More optimistically, we note that the larger-scale dynamics are dictated by the interplay of softness with atomic rearrangementswhile softness predicts the propensity to rearrange, a rearrangement alters local structure and hence softness. Understanding this interplay is the first step towards constructing a theory of plasticity that has the potential to span the entire gamut of materials from crystalline to glassy.
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Supplemental Information
MOLECULAR DYNAMICS SIMULATION OF POLY-CRYSTALLINE ALUMINUM
For completeness, we give additional details of the molecular dynamics simulations described in the main text. The simulations follow a procedure developed in Ref. 1 . Simulations of nanocrystalline aluminum are initialized using a Voronoi tesselation generated from a Poisson distribution of points, which then evolves according to a curvature-flow grain growth simulation method [2] . This method is chosen because Voronoi-Poisson microstructures exhibit grain size distributions and grain shapes (e.g., flat GBs with unrealistic GB junction angles) that differ greatly from those seen in grain growth [3] . After the microstructure is created in this manner, each grain is populated with atoms in a face-centered cubic (FCC) lattice where the orientation of the lattice in each grain was chosen at random. In each simulation there are roughly 4 million atoms constituting approximately 550 grains with 6000 grain boundaries. Simulations proceed at fixed temperature with a Nosé-Hoover thermostat [4] for at least 130 ps, then continue for an additional 10 ps within a zero pressure NPT ensemble during which the atomic trajectories are stored for analysis.
SUPPORT VECTOR MACHINE
We use a support vector machine [5] (SVM) to reduce the high-dimensionality of atomic configurations into a binary classification of the atoms' likelihood to rearrange. We then introduce a continuous, signed, scalar quantity, softness, based on the binary classification. The method was developed in previous work [6] [7] [8] for application to glassy systems.
First, the positions of all the atoms surrounding a given atom i are reduced to a set of M structure function values, as discussed in the main text. We use the structure functions [9] 
A radial structure function R iα encodes information about the number of neighbors at different distances from the atom i. An angular structure function A iβ encodes the local structure using functions of the angles and perimeters of triangles that can be formed with atom i and pairs of its neighboring atoms. d ij is the distance between atoms i and j, and θ ijk is the angle formed with the vector from atom i to k. The sums extend over neighboring atoms of i out to a cutoff distance of d 0 . Parameter values vary with α and β and are provided in Table S1 ; we use M = 72 structure functions, consisting of 18 radial structure functions (α = {1, 2, . . . 18}) and 54 angular structure functions (β = {1, 2, . . . 54}). SVM is a supervised machine learning method. This means that data in the training set are labeled; in our case, the atomic structures are labeled as belonging to one of two groups based on whether they will rearrange. We choose these atomic structures from simulations conducted at T = T m /2. The first subset consists of atomic structures that are about to undergo a rearrangement, while the second subset consists of atomic structures that are in a long period without rearrangements.
To identify atoms for these two training subsets, we follow previous work [8] using an indicator function, p hop (t ) [10, 11] : shows that p hop discriminates between those atoms that can move a significant distance and those that cannot. Atoms that are never detected to hop, i.e. atoms for which p hop never exceeds pc/2, (solid back) generally remain localized; 87% of these atoms end up within 0.4Å of their initial position. Atoms that hop one time (dotted blue) (p hop exceeds pc/2 exactly one time during the simulation), two times (dashed green), or four times (dashed-dotted red) diffuse greater distances. Note that a hop does not necessarily result in the atom moving a significant distance in the end, because atoms can commonly rearrange to a metastable configuration and rearrange back within the time tR if nearby atoms do not also happen to rearrange. The percentage of atoms that remain within 0.4Å of their initial position is 54% for atoms that hop once, 48% for atoms that hop twice, and 36% that hop three times. (d) The softness of the atom, (with 900-fsec boxcar smoothing to reduce fluctuations) increases before the hop.
Here, the trajectory r(t) of an atom is averaged over the first half (A) of a moving time window, producing r A . The moving time window has duration t R and is centered at t . We choose t R /2 to be 200 fs based on an analysis of typical atomic trajectories showing a crossover from ballistic to caged motion on this timescale.
To calculate p hop , we evaluate ( r − r A ) 2 B , which is the mean squared distance from the position during the second half (B) of the time window to the position r A . p hop is the time-symmetrized version of this quantity. Fig. S1 illustrates that p hop identifies rearrangements. An atomic trajectory is shown in Fig. S1(a) and the corresponding p hop value is shown in Fig. S1(b) . p hop shows that the atom has undergone a large change of displacement, indicative of a rearrangement. We consider a clear rearrangement to occur if p hop exceeds a threshold p c = 1.0Å
2 . Since there is a broad spectrum of atomic motions, the precise values used are somewhat arbitrary, and we have confirmed that the results are insensitive to a 50% increase or decrease in this threshold. Fig. S1(c) shows the distribution of distances diffused by atoms during the simulation. Atoms with zero detected rearrangements generally do not diffuse significant distances. Atoms with one detected rearrangement sometimes end up back at their initial position; this is usually due to a first hop followed by a second hop back within 200 fsec and so is only identified as a single rearrangement. However, if other nearby atoms themselves rearrange and impede a hop back, or the new rearranged configuration is sufficiently stable, then the atom remains at the new location. Additional rearrangements may propagate the atoms diffusively to greater distances. Specifically, an atom at time t is eligible for the first group of the training set if its p hop exceeds the threshold p c at t + t R /2. The second group in the training set was selected by first identifying which atoms do not exceed a low threshold p q = p c /2 over a long time interval ≥ t q . These long quiescent intervals are exhibited by most atoms in grain interiors, away from defects, as well as many atoms in the grain boundary. Atoms in the middle of a quiescent interval are eligible for the second group of the training set. From plotting of trajectories like that shown in Fig. S1 , we see that p hop usually remains less than 0.5Å 2 for long intervals. We therefore choose p q = 0.5Å 2 . We use t R = 400 fs and t q = 1.8 ps, but find that our results are insensitive to these choices. We choose N = 10, 000 atoms from among the eligible atoms for each subset. This represents a small fraction Cross validation with 10 folds shows greater than 90% accuracy when the SVM is used as a binary classifier. Prediction accuracy is slightly higher for atoms with yi = 1 (black circles) than for atoms with yi = −1 (blue squares). Plots vary training set size N , quiescent time tq, and distance cutoff of the structure functions d0. When not varied, the values are N = 10, 000, tq = 1800, and d0 = 5Å.
of the eligible atoms. Those in the first subset are assigned a label y i = 1 while those in the second subset are assigned y i = −1. To train the SVM, we first introduce an orthogonal axis for each of the M structure functions so that the local environment of each atom i is represented as a point in this M -dimensional space. The values from each structure function are shifted to a mean of zero and scaled to have unit variance. We then construct the hyperplane w · x − b = 0 that best separates y i = 1 atoms from y i = −1 atoms. This is the hyperplane that minimizes
it minimizes the penalty of having atoms on the incorrect side of the hyperplane. This is a generalization of linear regression.
Thereafter, the SVM may be used as a binary classifier; we refer to the side of the hyperplane that contains predominantly atoms with y i = 1 as the "soft" side, and to the other side of the hyperplane, with atoms that predominantly have y i = −1, as the "not soft" side. To check the prediction accuracy of the hyperplane, we conducted cross-validation with 10 folds. In other words, we divided our training set into 10 equal subsets, each containing equal numbers of atoms with y i = ±1. We then constructed a hyperplane from 9 of the 10 subsets and computed the fraction of y i = 1 atoms in the remaining subset that lie on the soft side of the hyperplane, and the fraction of y i = −1 atoms that lie on the not-soft side. Finally, we averaged these fractions over the all of the 10 possible choices of the 9 subsets chosen for constructing the hyperplane. We find that 96% of atoms with y i = 1 lie on the soft side of the hyperplane, while 90% of atoms with y i = −1 lie on the non-soft side of the hyperplane. Thus, the hyperplane distinguishes effectively between y i = ±1. Fig. S2 shows how the cross-validation success rate varies with the SVM and structure function parameters. The overall cross-validation accuracy becomes somewhat insensitive to the training set size already by N = 100, with a steady slight increase for y i = 1 atoms. We also tested training on only specific subsets of atoms of the polycrystal, though this had only a trivial effect on the results. Specifically, training only on grain boundary atoms (CNAcrystalline atoms removed) resulted in a hyperplane nearly parallel to the original. This shows that the training set includes enough atomic configurations, and focusing training on atoms in the grain boundary alone does not improve the identified hyperplane. The position of the hyperplane shifts along the normal direction when only grain boundary atoms are included because the training set no longer includes atoms in FCC grains that never rearrange.
Once we have the hyperplane, we calculate the structure functions for each atom in our simulations and locate the position of each atom's local structural environment as a point in the M -dimensional space of structure functions. We define the distance from the point corresponding to atom i to the hyperplane as the magnitude of the"softness" S i of atom i. The sign of S i tells us which side of the hyperplane the point lies on; if the point lies on the soft side then S i > 0, and if it lies on the not-soft side then S i < 0. Fig. S1(d) shows the softness of the example atom as a function of time during the atom's trajectory. The softness is larger shortly before a hop occurs. After a hop the atom is in a more stable environment and the softness becomes negative. The local atomic environment slowly becomes soft again over the course of several picoseconds. The evolution of softness with time was studied statistically in the context of bulk 3D glasses [7, 8] in previous work.
DETERMINATION OF MOST IMPORTANT STRUCTURE FUNCTIONS
We investigate which structure functions (SFs) are connected to likelihood to rearrange. In this section the training sets (N = 10, 000) are composed only of non-crystalline (CNA) atoms to focus solely on grain boundary atoms.
We train the SVM using a single SF to find the fraction of the training set labels (y i ) that can be correctly identified on the basis of that SF alone. We first consider radial SFs, R iα , defined above, which are approximately proportional to the number of atoms at radial distance µ α . Figure S3 shows f a , the fraction of training set atoms that are accurately classified, from considering only one radial SF, centered at distance µ α = r. The number of neighbors at the first peak of the radial distribution function, g(r), is most informative, allowing 60% accuracy. The sign of the hyper-plane weight is negative, meaning that having fewer neighbors at that distance will increase softness. We note that this is consistent with other evidence mentioned in the main text that low-softness atoms have more crystalline neighbors.
The number of atomic neighbors at a valley of g(r) is also informative, allowing prediction with 56% accuracy. The sign of the hyper-plane weight is positive here; softness increases with the number of atoms. The presence of atoms at a valley of g(r) indicates an atypical environment and increased likelihood to rearrange as was observed previously in bulk glasses [8] .
We next consider SFs A iβ that depend on the angles formed with pairs of neighbors around the central atom. While less easily interpretable, these SFs encode angular information beyond the radial distribution of neighbors. These SFs were found to be relatively unimportant in bulk glasses [8] . In GBs, in contrast, Fig. 5(b) and (c) show that almost all angular SFs are much more predictive than radial SFs. Fig. 5(b) shows that a single angular SF can yield up to 71% accuracy. Almost any angular SF (50 of the 54 used) produces accuracy > 60%, and is therefore more linked to softness than any radial SF.
The importance of the angular SFs is confirmed also in Fig 5(c) using recursive feature elimination (RFE). RFE uses all SFs and iteratively eliminates the SF corresponding to the component of the weight w with smallest magnitude, targeting a smaller fingerprint of the highest accuracy. As the number M of SFs decreases, all radial SFs are eliminated rapidly (red circles), decreasing accuracy only from 79% to 77%. Only angular SFs (blue circles) remain as the final M = 47 SFs. For completeness, Fig 5(c) also shows f a from training with only radial SFs and only angular SFs. Using many radial SFs (light red) increases f a , showing that many radial SFs together start to capture similar information, but f a using angular SFs (light blue) remains greater. Since angular SFs were relatively unimportant in studies on bulk glasses [8] , we conclude that the explicit angular information contained in angular structure functions has greater utility for predicting rearrangements in GBs than in bulk glasses.
CORRELATIONS OF SOFTNESS WITH OTHER LOCAL QUANTITIES
Many local quantities have been used to describe the environment surrounding an atom. Fig. S4 shows the correlations between softness S i of an atom i and some of the most common local quantities used, such as the volume of the Voronoi cell for atom i, its potential energy, and its centrosymmetry (defined below). As observed before in 3D bulk glasses [7] , there are strong correlations between softness and other local quantities that have been found to correlate with likelihood to rearrange. In our system, Fig. S4(a) shows that atoms of low softness have a Voronoi cell volume near the FCC value of 17Å 3 . Atoms with Voronoi volume greater than 19Å 3 are essentially all soft. Likewise, the potential energy of atom i is positively correlated with its softness, though there remains large spread for a given energy value (see Fig. S4(b) ). Centro-symmetry is a standard quantity used to characterize local structure around an atom [4, 12] . First, the N n = 12 atoms nearest to atom i are identified. Next, all N n (N n −1)/2 possible pairings of those atoms are considered. For each pairing (j, j ), the squared magnitude of the vector sum of the positions relative to atom i is computed:
Note that U i,j,j is small when atoms j and j are nearly opposite the center atom. The centro-symmetry of atom i is defined as
where the sum occurs over the N n /2 smallest U i,j,j values. Clearly, CS vanishes for every atom in the perfect FCC crystal, since 6 opposing pairs of atoms surround the center atom. The utility of each quantity to predicting rearrangements is related to how strongly that quantity distinguishes atoms which often rearrange from those that rarely rearrange. If a quantity X is unrelated to rearrangements, then the probability that a particular atom will rearrange is independent of its value of X. On the other hand, if the quantity X is positively correlated with rearrangements, then P R will be somewhat higher for atoms with large values of X than for small values of X. Following Ref [7] , for any candidate quantity X that is continuous, we consider 
FIG. S5:
Softness is more predictive of likelihood to rearrange than other investigated quantities. For an atom in a grain boundary in the simulation, the probability that the atom will rearrange, PR, is plotted vs. the atom's percentile rank in terms of the value of its softness (blue). Similar curves are PR vs. potential energy (black), centro-symmetry (red), and Voronoi volume deviation (green). For a quantity that is unrelated to rearrangements, atoms in each bin would be equally likely to rearrange (dashed line); quantities that are most predictive of rearrangements most strongly separate atoms by their likelihood to rearrange, i.e. have the greatest slope. The mean slope over the majority of particles is characterized by the value of Q (Eq. 2) which is the ratio of PR at ±1 standard deviation (large circles) from the mean (small circle).
atoms one standard deviation (σ X ) above and below the mean value (µ X ) and define the metric
To focus on grain boundary dynamics, we filter out CNA-identified FCC atoms, so µ X and σ X are the mean and standard deviation of X values of atoms at the grain boundaries. Higher values of Q X indicate that X is a better predictor of the propensity to rearrange. We find that for this system, Q = 75 for softness, Q = 6.5 for the Voronoi volume deviation (i.e. the magnitude of the difference of the volume from the average volume), Q = 18 for local atomic potential energy, and Q = 53 for centro-symmetry. This indicates that softness is considerably more predictive of rearrangements. Note also that the correlation of softness with CS is not noticeably stronger than for the Voronoi volume and potential energy. One cannot rely on the existence of a correlation with softness to quantify the ability of any given quantity to predict rearrangements. These results are not sensitive to the choice of evaluating Q at one standard deviation above and below the mean. This is apparent from Fig. S5 , where P R is plotted as a function of each of the quantities. So that different quantities may be compared, the horizontal axis of X values has been mapped into the range 0 to 100% by sorting the atoms in the order of their value of X. Softness is steepest; compared to CS, softness produces a P R which is lower (by a factor of about 5.0 at the 20th-percentile) for low values and higher (by a factor of up to 2.1, above the 94th-percentile) at high values where most rearrangements occur. Circles indicate the location of one standard deviation above and below the mean value of X, so that the vertical separation between them on the logarithmic scale indicates the value of Q. Clearly, softness most strongly separates atoms that are likely to rearrange at the high end from those that are unlikely to rearrange at the low end.
Although softness is more predictive of high-and low-likelihood to rearrange, P R rises significantly for all considered quantities in this system. For instance, the large value of Q for centro-symmetry, and its correlation with softness, suggests that centro-symmetry may be used as a proxy for softness.
Indeed, since CS and potential energy are easier to calculate than softness, we have explored the possibility that the former quantities could be used to extract approximate information about the energy barriers. Fig. S6 shows that P R (CS, T ), the probability to rearrange for atoms of a given CS value, produces approximately Arrhenius behavior over a range of CS values. Similarly, Fig. S7 shows that P R (PE, T ), the probability to rearrange for atoms of a given PE value, produces approximately Arrhenius behavior over a range of PE values. The greater linearity on these axes in Fig. 3 in the main text indicates the superior predictive accuracy of softness for extracting energy barriers. However, if one insists on fitting the curves to Arrhenius behavior, the resulting best-fit ∆E and Σ parameters (main text, Eq. 1) are reasonably similar for atoms binned by softness, CS, and PE, as shown in Figs. S8 and S9, giving greater confidence in the results for CS and PE.
DIFFUSION OF ATOMS WITHIN A GB
To quantify diffusion and softness in individual GBs, we first assigns IDs to all crystalline grains in the sample. For this purpose, we consider crystalline grain atoms to be those atoms that are further away than 3.0Å of GBs (CNA-non-crystalline atoms). Clusters of these atoms are identified as individual grains. Next, we find atoms that are not part of any grain, but are within 9Å of exactly two grains. These atoms are typically a quasi-planar collection of disordered atoms which may roughly be referred to as a single GB. The number of atoms in a GB reach on the order of 10,000 atoms, and GBs smaller than 40 atoms are excluded from the analysis.
The diffusion rate of atoms within each GB is plotted against the mean softness S of each GB in Fig. S10 . Atomic diffusion increases approximately exponentially with softness of the GB. Note that the spatial structure of softness, which can indicate for example the presence of high-diffusivity paths within the GB, is not considered in this analysis of mean softness. Nonetheless, the mean softness of the GB approximately determines the atomic diffusion. FIG. S10: The diffusion of atoms within a GB increases with its mean softness. The mean squared displacement (MSD) rate of GB atoms during a 10 psec simulation at T = 694K is plotted vs the spatially-averaged softness of the GB.
