Abstract. Factor analysis, a popular method for interpreting multivariate data, models the covariance among p variables as being due to a small number (k, 1 ≤ k < p) of hidden variables. A factor analysis of Y can be thought of as an ordered or unordered collection, F (Y ), of k linearly independent lines in R p . Let Y be the collection of data sets for which F (Y ) is defined. The "singularities" of F are those data sets, Y , in the closure, Y , at which the limit, lim Y →Y,Y ∈Y F (Y ), does not exist. F is unstable near its singularities.
Introduction
Factor analysis, a popular statistical method for simplifying and interpreting multivariate data, approximates the covariance (or correlation) among a collection of variables by the covariance of linear combinations of hidden "common" and "specific" variables ("factors"). The number of common factors is usually assumed to be small, so that the result is a simpler, and, hopefully, interpretable description of the dependence among the original variables. For an example of the use of factor analysis, see [19, pp. 102-115] . For a discussion of factor analysis as a form of "representational learning", see [5, Section 10.3] . [12] is an important reference on factor analysis and reviews its history. [15] is a more mathematical treatment. A number of different factor analysis methods have been proposed ( [12, 15] ). One is described in this section and another in section 7. In this paper we use topological methods to show that under mild hypotheses on a factor analysis method, F , there will exist at least one data set near which F is unstable, i.e., highly sensitive to small changes in the data. Let T + D is also a solution. In particular, C is arbitrary and often is constrained to be I k , the k × k identity matrix (e.g., in section 7). However, in general C depends on Y . The operation K → KR is called "rotation" and is used in hopes of making the loading vectors easier to interpret, which happens, roughly speaking, when they are nearly parallel to coordinate planes in R p . It is important to note that rotation does not affect the column space of the factor loading matrix. If (1.2) holds exactly, we say that (1.2) is a "perfect fit" to Y or, for short, "Y is a perfect fit."
The matrix K is the most important component of the analysis. However, for the purpose of interpreting K, factor analysts usually ignore some of its structure. For example, the interpretation of K is unchanged if any of its columns are replaced by nonzero multiples. So it makes sense to think of the results of the factor analysis as being the lines spanned by the individual loading vectors. Call these lines the "factor lines". Call factor analysis, thought of as a function taking data, Y , to an (ordered) k-tuple, F (k) (Y ), of lines in R p , "ordered factor analysis". However, often even less structure than that is used. It is common to specify a loading vector not by its position in the matrix, but by some label depending only on the coordinates of the vector. For example, if a loading vector in a factor analysis of IQ test data is nearly parallel to a coordinate plane spanned by variables all measuring aspects of verbal ability, it might be thought of as representing a "Verbal Comprehension Factor" ([19, Table 4 .17, p. 105]). In this case, the loading vectors are unordered in the sense that no extrinsic labels for the loading vectors are used. Call factor analysis, thought of as a function taking data, Y , to an unordered collection, F {k} (Y ), of k lines in R p , "unordered factor analysis". Because we do not want to develop a theory depending on structures that might be ignored, until section 7 we will forget about (1.2) and just think of a factor analysis as a function F (k) or F {k} . (In subsection 3.1 we will modify the definition to emphasize the role of the "factor space", defined presently.) Interpreting factor analysis as functions F (k) or F {k} appears not to be standard. However, besides adding more realism to the discussion, making F (k) and F {k} the objects of analysis leads to stronger results.
Jennrich [13] shows via algebraic and numerical examples that factor analysis can be unstable in the sense that small changes in the data can lead to large changes in the factor analysis. This paper is a general theoretical examination of one kind of instability of factor analysis. In general, K(Y ) -and, hence, F (k) (Y ) and F {k} (Y ) -will not be defined for every Y ∈ Y. Let Y denote the set of Y ∈ Y for which F (k) (Y ) is defined. F (k) is unstable in the vicinity of its "singularities," i.e., data sets Y 0 in the closure Y s.t.
Singularity of unordered factor analysis is defined similarly. (Given the interpretation provided in subsection 3.1, the needed topologies are intuitive and defined in section 2.) It is reasonable to suppose that the probability of getting a data set in the vicinity of the singularities of F (k) is positive. Factor analyses are not reproducible near singularities. That is, suppose that a data set, Y , is near a singularity of the factor analysis method used to analyze it. Suppose a similar but independent data set is gathered and the same factor analysis method is applied to the new data set. The results are unlikely to be like those from Y . Of course, such non-reproducible results can come about just by chance. Statistical methods can sometimes be used to estimate the probability of this happening. But non-reproducibility caused by singularity is of a different sort, because one can recognize when it has happened: In principle, one can check to see if one's data is near a singularity. Near its singularities a factor analysis method will also be sensitive to rounding error.
We separate out two aspects of factor analysis. Let Φ(Y ) be the "factor space", i.e., the column space of K(Y ) (which is the same as the direct sum of the lines in F (k) or F {k} ). Φ is the "factor space function" of the factor analysis method. Note that Φ(Y ) is unaffected by any factor rotations. The function Φ itself may have singularities similar to those of "plane-fitters" ( [6, 8] ).
We focus on singularities of factor analysis that are not singularities of Φ. Call these singularities "factor singularities". Let X ⊂ Y be the set of points in Y that are not singularities of Φ. We may assume Φ is defined and continuous everywhere on X . So Φ determines a k-plane bundle ( [17] ), η, on X . In subsection 3.3 we use the theory of characteristic classes ( [17] ) to show that, if η is rich enough to contain a subbundle isomorphic to a small specific bundle, then F (k) must have a singularity at a data set in X . Such a singularity is a factor singularity.
Note that the condition on η will be satisfied if Φ often recognizes perfect fits, i.e., if for many data sets Y for which (1.2) holds exactly, Φ(Y ) is the obvious space-the column space of K. This is a natural property to expect of a factor analysis method, and is exemplified in section 7.
As for unordered factor analysis, we show in section 6 that if k = 3, then under the same hypotheses as in the ordered case, an unordered factor analysis method must have a factor singularity. This is done by reducing the unordered case to the ordered one. The k = 3 result implies the k = 2 result. I conjecture that the result holds for all k > 1.
The hypotheses of our results only depend on Φ. Thus, to check that the results apply to a particular factor analysis method, any factor rotations involved can be ignored. This is an advantage of our approach. In section 2 definitions and basic theory of spaces of ordered and unordered collections of lines, and bundles of such spaces, are developed. In section 3, the existence of singularities for ordered factor analysis is proved under general assumptions. In sections 4 and 5, the fundamental groups of the space of unordered collections of three orthogonal lines in R 3 and the total space of a bundle of the same are computed. Section 6 shows that when k = 2 or 3, the existence of singularities for unordered factor analysis reduces to that for ordered factor analysis. Section 7 is devoted to examples. Section 8 is a brief summary and discussion of our results and their implications. The manuscript [7] is a detailed version of this paper.
Example (Principal Components
)k (unit) eigenvectors, v 1 , . . . , v k , of S corresponding to λ 1 ≥ · · · ≥ λ k , provided λ 1 > · · · > λ k > λ k+1 . (
Spaces of crossed lines and bundles thereof

Spaces of crossed lines.
Factor analysis has to do with k lines in R p , but as part of studying this we will have to consider the way k lines sit in their
Now consider the unordered case. Let L {k} denote the set of all (unordered) sets, (
A similar result holds for L {k} and J {k} . Finally, note that all the spaces L (k) , J (k) , L {k} , and J {k} are homeomorphic to differentiable manifolds.
L and J bundles.
Let ζ be a k-plane bundle over a locally compact Hausdorff space B ( [17] ). Let E(ζ) and p be the total space and projection, respectively (resp.), of ζ.
As for unordered collections of lines, define E[L {k} (ζ)] to be the collection
Put on E L {k} (ζ) the quotient topology generated by ρ. 
The fiber is J (k) (subsection 2.1) and the projection is the restriction of the mapp to E J (k) (ζ) . We will continue to denote it byp. Define the unordered ("jack") bundle, J {k} (ζ), with fiber J {k} , similarly. Denote its projection byp.
3. Ordered factor analyses 3.1. Factor analysis on vector bundles. Let k > 1 be an integer, and let η be a k-plane bundle over a space B. Then an "ordered factor analysis (with k factors)
is an ordered factor analysis on η. An "unordered factor analysis (with k factors) on η" (or "over B") is defined similarly. The question we are interested in here is whether a continuous ordered factor analysis on η might exist. (A continuous factor analysis is just a section of L (k) (η).) Note that if a continuous factor analysis, φ, over B exists for some value of k, then one can construct continuous factor analyses over 
Ordered factor analysis over
It is isomorphic to the bundle whose total space is
and whose projection is p : (x, w) → x ∈ G 2 . We will prove the following. 
are linearly independent lines in the fiber /2 ), of G is generated by w j (γ 2 ) (j = 1, 2) and the dual classes w j (γ 2 ) (j = 1, 2), subject only to the four defining relations summarized by
It follows that
Clearly, inclusion i : 
Then, by the Whitney product theorem again,
2 . But this contradicts (3.4b).
The fundamental group of J {3}
We turn now to unordered factor analysis. We will show that for k = 2 or 3 a result like Corollary 3.2 holds for unordered factor analysis. This is done is section 6. This section and the next lay the groundwork.
To compute the fundamental group of J {3} , we use some theory of rotation in R 3 . See [1] or [7] for details. Define an action by the unitary group SU(2) on J {3} as follows. Let C be the complex plane and S 2 = {x ∈ R 3 : |x| = 1} the 2-sphere. 
(λ is applied pointwise.) Let the base point of J {3} and E be Geometrically, g 1 is defined as follows. Consider the circle, C(s), on S 2 passing through x 0 and a(s) = (cos 2πs, sin 2πs, 0) with center at w(s) = To compute∂ it suffices to determine∂(β). The first step is to find an element of π 2 (E, J {3} ) thatp # takes to β. We will construct a representative, X 2 : S(I,İ) → (E, J {3} ), of this element. For s, t ∈ I, the partial derivative, D 2 g 1 (s, t) ∈ R 3 , of g 1 (s, t) with respect to t is perpendicular to g 1 (s, t). Let 
v(s, t) = g 1 (s, t)×u(s, t) and x(s, t) = cos 2πtu(s, t)+sin 2πtv(s, t) ∈ R 3 , s,t ∈ I,
where "×" indicates vector cross product. Of course, x(s, t) is a unit vector in R 3 perpendicular to g 1 (s, t). Let
y(s, t) = g 1 (s, t) × x(s, t), s,t ∈ I.
One easily sees that x and y induce maps on S(I,İ). Finally, let
) are the homotopy classes containing X 2 (resp., x).
To finish computing∂(β), we need to compute the homotopy class 
Fundamental group of E[J {3} (ξ)]
. From the last section, especially (5.4), we arrive at the exact sequence 
where 
Lifting of unordered factor analyses when k = 3
Here we will show that there can be no continuous unordered factor analysis on ζ = ζ 3 (subsection 3.3). The strategy of proof is as follows. We will show that if there were a continuous unordered factor analysis on ζ, then there would be a continuous unordered jack field on G 2 , i.e., a continuous map φ :
is the bundle projection.) We will show that if there were such a jack field, then it could be lifted to E J (3) (ζ) , contradicting the fact that there is no continuous ordered factor analysis on ζ (Theorem 3.1). (To say that φ can be "lifted" to E J (3) (ζ) means that there exists a continuous ordered factor analysisφ :
be a continuous (unordered) factor analysis on ζ. It follows from subsection 2.1 that there is a continuous retractr : E L {3} (ζ) → E J {3} (ζ) with the property thatp •r =p. Hence, we may assume, without loss of generality, that φ maps G 2 into E J {3} (ζ) . By [16, Theorem 5.1, p. 156], the jack field φ can be lifted to E[J (3) (ζ)] if and only if
First, we show that it suffices to prove the result with G (5.3) . Define the base points of E J (3) (ξ) and E J (3) (ζ) as in (5.3), but with "{·}" replaced by "(·)".
Let
With those exceptions, the following diagram commutes: (6.3)
Suppose the analogue of (6.1) holds for
Let a 1 , a be the generators of π 1 (G 2 1 ), π 1 (G 2 ), resp. (see (5.7)). By (5.7), j 1# (a 1 ) = a. Thus, by (6.4),
That is, (6.1) holds. Thus, to prove that φ can be lifted, it suffices to prove (6.4). In fact, it suffices to prove (6.5). Let
. By (5.9) we can write b 1 = wα l , where w ∈ W = π 1 (J {3} ) ∼ = O and l = 0, 1. Now, by (6.2) and (5.8), we see that l = 1. By inspection of the 48 elements of O and using (5.10), we find that the only choices of w satisfying [7] for details). Therefore, (6.5) holds. Hence, no section φ is possible.
To sum up, we have the following. (The k = 3 result implies the k = 2 result.) I conjecture that the result holds for any k > 1. 
Examples
In this section we consider factor analysis methods that fit model (1.2) with C = I k . A desirable quality for a factor analysis method is that it recognize perfect fits (section 1), provided they are identifiable. [2, (4.5) ] finds the following necessary condition on k and p so that, if (1.2) holds exactly with C = I k , the column space of K (i.e., the factor space) and D are identifiable from S (actually, it is the reverse of [2, (4.5) ] that is needed):
(See also [15, Section 2.3] .) From another point of view, if (7.1) holds strictly, then (1.2) provides a representation for S containing fewer independent parameters than S does. In Example 7.1, we adopt
In Example 7.2 we assume (7.3) p ≥ 2k + 9 and n ≥ p + k + 8.
((1.1) remains in force.) (7.2) and (7.3) are often compatible with (7.1). Indeed, (1.1) and (7.1) imply (7.2). (7.3) implies (7.1). Let F be a factor analysis method in the traditional sense, viz., a function defined on a subset of Y and taking values in the space of (p × k)-dimensional matrices. Recall that γ k (R p ) is the canonical k-plane bundle over the Grassmann manifold
, over X . By Corollary 3.2 and Theorem 6.1, to prove the existence of a factor singularity, it suffices to find a continuous map f : G 2 → X satisfying the following:
where ζ = ζ k is the bundle defined in subsection 3.3. (In the unordered case, we must assume k = 2 or 3, of course.) Condition (7.4) holds if the map
Assuming (7.2) or (7.3), we now construct, for two popular factor analysis methods, functions, f and g, satisfying (7.5). It will follow that any factor analysis method with the same factor space function as in the examples (obtained, for example, by rotation) will have a factor singularity (in the unordered case, at least if 1 < k ≤ 3). I conjecture that this remains true under assumptions milder than (7.2) and (7.3). See [13] for further examples, both algebraic and numerical.
That is, f α,β (y) is a perfect fit (section 1 Now, Ψ = I p and Λ = K α,β do not satisfy (7.10). However, one can prove ( [7] )
f α,β is not necessarily continuous. However, let α 1 = α 2 = 3 and
In particular, A(y)A(y) does not depend on which orthogonal basis of y is chosen as the columns of A(y), and y → A(y)A(y)
T is a continuous function of y ∈ G 2 . It follows that f is continuous. Moreover, by (7.14), letting α → 3I 2 , we see that
Next, we show that 
Notice that, for ν > 0 we have 0 < ν − log ν and ν − log ν → +∞ as ν ↓ 0 or ν ↑ +∞. Hence, the ν im 's are bounded and bounded away from 0. It follows that {Σ m } is bounded. SinceΨ m is nonnegative (by (7.10)), it follows from (7.17) that {Ψ m } and {Λ m } are bounded, as claimed.
Therefore, by compactness, we may assume that {Λ m } and {Ψ m } converge to matricesΛ ∞ andΨ ∞ , respectively, and the column space ofΛ ∞ is not the same as that of K. Now, Ψ =Ψ ∞ satisfies (7.10 ) and in fact (Λ ∞ ,Ψ ∞ ) must be a UMLE at f (y). For otherwise, for sufficiently large m, Λ m ,Ψ m cannot be a UMLE at Y m . But this contradicts (7.11) . On the other hand, by (7.13), (Λ ∞ ,Ψ ∞ ) cannot be a UMLE because the column space ofΛ ∞ is different from that of K. This contradiction establishes (7.16) .
Let x ∈ G(k − 2, p) be the row space of the matrix p) take y ∈ G 2 to the row space of
A(y)
T 2×4
A(y)
. Then g satisfies (7.5) (see (7.12) ). Thus, maximum likelihood factor analysis (based on the covariance matrix) satisfies (7.5) (at least when (7.3) holds).
Discussion and conclusions
We have divided factor analysis into two components, the factor space and the collection, ordered or unordered, of lines in the factor space spanned by the individual loading vectors (the "factor lines"). We have seen that even where the factor space is stable, the factor lines can be unstable. Indeed, whenever the factor space function, Φ, of a factor analysis method, F , exhibits sufficiently rich behavior, the factor lines of F must be unstable at some data sets ("factor singularities") where the factor space is stable. The function, Φ, will exhibit rich behavior, e.g., if F often can find the right factor space at perfect fits (section 1).
Since good performance at perfect fits is a desirable quality in factor analysis methods, one wants the behavior of Φ to be rich. We have seen (section 7) that two popular factor analysis methods, principal components and maximum likelihood, recognize enough perfect fits so that the theory we have developed here applies to them, except perhaps if n or p is too small. An advantage of basing the theory on the behavior of the factor space function is that prima facie the factor space function is easier to study than the behavior of the complete factor analytic method. In particular, there is no need to be concerned about rotations.
Our methods are topological. That leads to very general results whose conclusions are difficult to escape. For example, consider the strategy Given a data set, Y , choose a factor analytic method (8.1) that is continuous in a neighborhood of Y . This sounds like a foolproof way to escape the singularity phenomenon, but it fails for at least two reasons. The first reason is that there may be data sets at which no factor analysis method is continuous, e.g., those whose covariance matrices have rank less than k. But the factor space function is also unlikely to be continuous at such degenerate data sets. Since we are concerned here only with data sets at which the factor space function is defined and continuous, we will ignore degenerate singularities.
A more fundamental difficulty with (8.1) is that any implementation of it will itself be a factor analysis method to which the theory we describe may apply.
Implementing (8.1) systematically amounts to defining a function that, given a data set, Y , selects a factor analysis method, F Y , that is continuous in a neighborhood of Y . One then computes F Y (Y ). But the net result of this procedure is a factor analysis method, F * , that maps Y to F Y (Y ). Either the factor space function, Φ, of F * behaves poorly, or the results of this paper apply to F * (at least if k = 2 or 3 if F * is unordered). In the latter case, F * must have a factor singularity. A good place to look for singularities of F * is at those transitional data sets, Y , at which the factor analysis method, F Y , changes. In any case, either Φ is impoverished or F * has at least one factor singularity. We have shown that under general hypotheses a factor analytic method, F , will have factor singularities. In practice the set, S, of factor singularities of F almost certainly has Lebesgue measure 0. So the probability of actually getting a singularity is 0. However, singularities are important because, by definition (1.3) , a factor analysis method will be unstable in the vicinity of its singularities, i.e., in a neighborhood of S. It is reasonable to suppose that the probability of getting a data set in such a neighborhood is positive. The bigger S is, the larger should be the probability of getting data near S. This raises the question, how big is S? I conjecture that the codimension of S in Y, i.e., the difference in dimensions ( [9] ) of Y and S, is no greater than 2. (See [6, 8] for a discussion of this issue in the context of plane-fitting.)
