Abstract-This paper presents a novel approach to address the challenge of planning paths for multi-agent systems operating in complex environments. The algorithm developed, Decentralized Multi-Agent Rapidly-exploring Random Tree (DMA-RRT), is an extension of the Closed-loop RRT (CL-RRT) algorithm to the multi-agent case, retaining its ability to plan quickly even with complex constraints. Moreover, a merit-based token passing coordination strategy is developed to dynamically update the planning order based on a measure of each agent's incentive to replan, derived from the CL-RRT. Agents with a greater incentive plan sooner, yielding a greater reduction of the global cost and greater improvement in the team's overall performance. An extended version of the algorithm, Cooperative DMA-RRT, allows agents to modify others' plans in order to select paths that reduce their combined cost and thus further improve global performance. The paths generated by both algorithms are proven to satisfy inter-agent constraints, such as collision avoidance, and a set of simulation and experimental results verify performance.
I. INTRODUCTION
Autonomous robotic systems continue to be called upon to perform a multitude of tasks. As with humans, teams of autonomous agents are able to complete multiple tasks in parallel, and moreover, are capable of performing far more complicated tasks than a single agent operating alone. Consider, for example, an automated warehouse as shown in Fig. 1 . The team of autonomous agents seeks to manage the flow of inventory efficiently, performing tasks such as taking inventory and moving items. However, agents must also avoid collisions while executing these tasks. This highlights an obvious but fundamental requirement for virtually any multi-agent system: the ability to safely navigate the environment in which the tasks must be performed.
This work examines the problem of planning dynamically feasible paths through complex environments for a team of autonomous agents traveling to specified goal locations. The agents are assumed to have constrained, nonlinear dynamics, as seen in any practical system. As a result, agents may be incapable of following paths generated by simple path planners, such as piecewise-linear paths, making dynamic feasibility a crucial requirement. Agents must also be able to navigate safely in cluttered or otherwise complex realworld environments. Furthermore, these paths must satisfy all constraints on interactions between agents, the most common example being collision avoidance. In general, teams are assumed to consist of many agents operating over a large area, A team of autonomous forklifts and ground-guidance robots operating in a constrained warehouse environment precluding the use of centralized planners to satisfy these requirements. Finally, paths must be selected to minimize a given cost metric, such as travel time or fuel consumption, across all agents in the team.
A. Related Work
Numerous path planning algorithms have been developed for autonomous systems. Discrete search methods [1, 2] have been used extensively for robot path planning, but typically do not scale well to large problems with complex agent dynamics and environments. Mixed Integer Linear Programming (MILP) [3] and Model Predictive Control (MPC) [4] retain the benefits of optimization and can account for agent dynamics more easily. However, these approaches also scale poorly with the number of constraints imposed by the complex dynamics and environment. Potential field methods have also enjoyed considerable success in simple scenarios, but have difficulty in complex environments [5] .
Sampling-based motion planners, such as Probabilistic Roadmap (PRM) methods [6] and the Rapidly-exploring Random Tree (RRT) algorithm [7] , have gained popularity in recent years. While the original RRT algorithm is a fast way to plan paths in complex, high-dimensional spaces, the real-time RRT algorithm proposed by Frazzoli [8] and extended by Kuwata et al. as Closed-loop RRT (CL-RRT) [9] is much more useful as an online path planner. As such, the work presented here employs the CL-RRT algorithm as the underlying path planner. The reader is encouraged to refer to references [9] and [10] for details on the CL-RRT algorithm.
Decentralization is also essential for large-scale multiagent planning problems. Decomposing the problem into a set of single agent problems greatly reduces the complexity of each problem and enables the use of single-agent path planners to solve these smaller problems. However, some form of coordination between the decision makers is required in order to have global feasibility across all individual plans.
Scerri et al. [11] propose a deconfliction strategy in which the team must reach consensus on path feasibility for any updated path. While this reduces the amount of local knowledge required to check for path feasibility, it also introduces considerable delay into the planning process. Another notable approach is proposed by Purwin et al. [12] where agents reserve regions of the map to move in and must reach consensus on any modifications to these regions. This allows for some asynchronous planning at the expense of more conservative conflict avoidance based on these large regions. Reachability based planning approaches [13] - [15] have been studied for collision avoidance along intersecting paths. However, these methods are typically concerned with non-cooperative agents and thus consider worst-case scenarios in general. Trodden and Richards propose a version of Decentralized MPC (DMPC) where one agent replans in each iteration, while all others continue their previous plans [16] . This reduces the synchronization required but maintains a fixed planning order, which is often inefficient.
This paper introduces the Decentralized Multi-Agent Rapidly-exploring Random Tree (DMA-RRT) algorithm as a practical multi-agent path planning strategy. It combines the fast, online planning capabilities of the CL-RRT algorithm with a new a merit-based token passing coordination strategy to generate paths that guarantee all inter-agent constraints are satisfied and improve overall team performance. A cooperation strategy is also presented to further improve team performance. These performance improvements and safety guarantees are verified through simulations and experiments performed in the MIT RAVEN facility [17] .
II. DECENTRALIZED COORDINATED PLANNING
The most straightforward approach to decentralized, multiagent path planning is to allow all agents to continuously plan their own paths subject to constraints imposed by the other agents' paths. While this has the benefit of being fully asynchronous, it may very quickly lead to conflicting plans if one agent modifies the constraints while another is planning.
A. Merit-based Token Passing Coordination Strategy
Thus a coordination strategy is needed to ensure that the decisions taken by individual agents do not conflict. The strategy in Trodden and Richards [16] requires minimal synchronization between agents to plan in real-time and also guarantees that all inter-agent constraints are fixed while an agent is replanning. However, agents still cycle through a fixed planning order, regardless of whether an agent will see any substantial benefit from replanning. An extension to this coordination strategy is presented here in the form of meritbased token passing. This new approach relies on a measure of Potential Path Improvement (PPI) that reflects an agent's incentive to replan, i.e., its expected improvement in path cost if allowed to update its plan next.
Rather than cycling through agents in order, a token is used to identify which agent can update its plan at each planning iteration. Each agent without the token computes its PPI and broadcasts it as a bid to be the next token holder. When the current token holder is finished replanning, it passes the token to the agent with the best bid, i.e., the greatest PPI. Ties are broken by random selection. This produces a dynamic planning order where agents that may benefit the most from replanning are able to do so sooner, without having to wait for agents that have little incentive to replan. Agents that quickly find paths to their goals will typically generate higher bids more often, allowing them to act on these plans sooner and reach more of their goals.
1) PPI from RRT: Computing the PPI requires the agent to compare costs between its current plan and the new, better plan. In general, this would require computing a new path just to check the PPI. However, the tree of feasible paths maintained by the CL-RRT simplifies this: the difference in cost between the agent's current path and the best path in the tree is its PPI. If the best path in the tree has a much lower cost than the current path, the PPI would be large and it would be beneficial to replan soon to select the better path. The merit-based token passing strategy using this PPI computation is a core component of the multi-agent path planning algorithm described in the next section.
B. Decentralized Multi-Agent RRT
A few key assumptions are made in developing the Decentralized Multi-Agent RRT (DMA-RRT) algorithm. The agents are assumed to form a fully connected, lossless network with negligible delays. Each agent has a model of both its own and the other agents' dynamics. The environment is assumed to be known and only contain static obstacles. Inter-agent constraints are assumed to be symmetric between agent pairs (i.e., agent i satisfying a constraint with agent j implies j satisfies the constraint with i). For simplicity, this paper focuses on the collision avoidance constraint.
The DMA-RRT algorithm consists of two components. The individual component handles the path planning, while the interaction component handles all information received from other agents.
1) Individual Component: The first component, described in Algorithm 1, embeds the CL-RRT algorithm. The agent is initialized with some dynamically feasible path, p 0 , that satisfies all constraints for all time. This initial path need not reach the goal and may be as simple as a stopped state.
One agent is initialized as the token holder, with all others initialized to Have T oken ← f alse. Each agent grows the CL-RRT and identifies the best path, p * k , in the tree according to its cost function. The merit-based token passing strategy then determines if the agent will update its plan to p * k and pass the token to winner (the agent with the best bid), or if it will bid to be the next token holder.
If the agent updates its plan, the constraints imposed on the other agents must also be updated accordingly. Due to the closed-loop nature of the RRT, any plan can be characterized by a sparse set of waypoints and closed-loop dynamics. Thus, it is sufficient for the agent to broadcast its new waypoints to allow the others to update constraints. This update occurs in the interaction component. 
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end if 12: end while 2) Interaction Component: The second component of the DMA-RRT algorithm, described in Algorithm 2, manages interaction between agents. Agents communicate via two messages. The first identifies the token winner and has a list of waypoints defining an updated plan, while the second is the bid (PPI value) for the token.
When the waypoints and winner message is received, the agent must update the constraints on its plans. Rather than receiving full trajectory information, the agent can simulate the other agent's trajectory along the received waypoints using a model of its dynamics. The CL-RRT can then treat this as a time-parameterized obstacle to ensure the path satisfies the inter-agent constraints. When the token winner receives this message, it can assign itself the token and begin replanning with the new constraints. When a bid message is received, it is added to the list of bids to check after the next plan update. In addition, the assumptions on the network allow all agents to receive all messages sent, maintaining data consistency across the team.
C. Path Feasibility
A key property of the CL-RRT is that any path it returns is dynamically feasible and satisfies all constraints [9] . So a new constraint is added for the end of the path. For a trajectory p k = {x(k), x(k + 1), . . . , x(k + N )} of length N + 1 timesteps, the agents' states must satisfy {x(k + M ) ∈ X f |∀M > N } where the invariant set X f does not violate any constraints. Examples include a stopped state or loiter pattern, assuming it is feasible [18] . Then an agent's behavior is well-defined and feasible even at the end of its 
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Theorem 1: Given a set of n cooperative agents and a set of inter-agent constraints satisfying the assumptions above, if the initial set of paths {p i,0 |∀i, i = 1, . . . , n} satisfies all constraints, then using the DMA-RRT algorithm, the set of all future paths {p i,k |∀i, k ≥ 0} will satisfy all constraints.
Proof: Assume the set of all agents' paths {p i,k |∀i} at planning iteration k, satisfies all constraints. Then at iteration k+1, agent j (token holder) updates its path p j,k+1 = p * j,k+1
while all others keep their paths {p i,k+1 = p i,k |∀i = j}. Since p j,k+1 is from the CL-RRT, it satisfies all constraints. As a result, the updated set of constraints imposed on other agents remains consistent with their existing plans (symmetric constraints assumption), and {p i,k } satisfying all constraints implies that {p i,k+1 } satisfies all constraints for i = j. Thus, the set of paths {p i,k+1 |∀i} at iteration k + 1 satisfies all constraints. Since, by assumption, {p i,k |∀i} satisfies all constraints for k = 0, then by induction, {p i,k |∀i} satisfies all constraints for all k ≥ 0.
D. Cooperative DMA-RRT
Although the DMA-RRT algorithm implements a coordination strategy, each agent only minimizes its own cost when selecting a plan, and this does not necessarily minimize the the total cost across all agents. Thus, a cooperation strategy is introduced that allows an agent to modify its own path and that of another agent to minimize the combined cost. The Cooperative DMA-RRT algorithm enables this by adding emergency stop nodes along each agent's path where it could safely stop if requested to by another agent. The decision to terminate another agent's path is based on a cost comparison.
1) Individual Component:
The modified individual component is presented in Algorithm 3, with changes in red. When agent i selects a plan p * k , it also identifies several nodes in the plan where it could stop without violating any if Received estop message then 13:
Terminate p k at node stop specified in estop 14:
end if 15: end while constraints, and these nodes are marked in the plan that is broadcast. As with the terminal node, no other agents can select paths through these areas, unless they do so before agent i is expected to arrive. These nodes already have costs associated with them from the CL-RRT, so other agents know the cost of forcing this agent to stop at one of these nodes.
The test for conflicts with other agents is done outside the CL-RRT. If the path agent i selects does not conflict with another agent, the algorithm proceeds normally. However, if it conflicts with agent j, the Emergency Stop Check in Algorithm 4 is performed.
For each of agent j's emergency stop nodes, agent i identifies the last node in p * k where it can stop. Since agent i knows the costs of its own nodes and agent j's costs for stopping early, it can select the combination of terminal node and emergency stop node that yields the best total cost across both agents. If this requires agent j to stop early, an estop message is sent indicating where it should stop. Then agent i passes the token to agent j so it can update its plan.
2) Interaction Component: The interaction component is modified (Algorithm 5) such that when an agent receives an estop message, it prunes all nodes in its current path p k after the node specified in estop.
3) Path Feasibility: The addition of this coordination strategy preserves the guarantee from Theorem 1. By construction, all emergency stop nodes satisfy the same requirements as terminal nodes. Thus, any path terminated at an emergency stop node satisfies the terminal node requirement. Like the terminal nodes, emergency stop nodes are known to all agents, ensuring no other plans will conflict with them.
4) Limiting Case:
Consider the case where all nodes are emergency stops. This further constrains the environment, producing more conservative plans, but allows agents to stop nearly anywhere. Purwin et al. [12] describe an approach where agents cooperate to define non-intersecting regions that are safe for all time, enabling some asynchronous planning. Generalizing the emergency stop nodes to stop regions would capture some of this functionality. Moreover, emergency stops are only blocked after the agent is expected to arrive, avoiding excess cooperation checks.
III. RESULTS
Several simulation and experimental results are presented below, demonstrating the functionality and performance of the DMA-RRT and Cooperative DMA-RRT algorithms. To maintain the decentralized nature of the algorithm, each agent is simulated on a different computer (Intel 2.13 GHz dual-core desktops with 1 GB RAM), with all the computers on the same local area network. Each agent runs a realtime Java implementation of the DMA-RRT (or Cooperative DMA-RRT) components. The agents use skid-steer bicycle models with a pure-pursuit controller [9] . CL-RRT path cost is given by travel time along the path. Two scenarios tested using this decentralized simulation setup are described below.
A. Scenario: Ten Agents on Open Map
The first scenario has a team of ten agents on an open map. Though there are no static obstacles, the density of agents on this map increases the complexity of the environment through which they must plan. Figure 2(a) shows the initial agent positions and goal locations, and agents cycle through the list of goals for ten minutes.
1) DMA-RRT without Merit-Based Token Passing: This scenario is first run without merit-based token passing. Instead, agents use a round-robin approach, cycling though a fixed planning order. Fig. 2(b) shows a snapshot of the world as seen by agent 1 (blue circle with red arrow). Yellow circles with blue arrows denote the other agents, and the current token-holder's arrow is highlighted. The magenta dots are the waypoints along agent 1's current path. The time-parameterized obstacles produced by the other agents' trajectories are shown by the red-to-green gradients. Red indicates the other agents' current positions, and green indicates positions at least ten seconds in the future. The gray areas are the safe terminal nodes for each path.
On average, each agent reached a total of 12.5 goals in ten minutes. The fixed planning order is evident in regular replan start times in Fig. 3(a) .
2) DMA-RRT: The test is repeated with the full DMA-RRT. Adding the intelligent coordination policy yielded significantly better results: each agent reached an average of 15.1 goals in ten minutes. The dynamic planning is also apparent from a comparison of the replan start times in Fig. 3(b) .
3) Analysis: This simulation scenario demonstrates the DMA-RRT's ability to handle large teams of agents. With the round-robin strategy, all agents have equal opportunities to plan. If an agent finds a new path after passing the token, it is forced to wait for the token to pass through the entire team before receiving it again. As Fig. 3(a) shows, the wait time is typically around ten seconds for this scenario. In a more complex scenario with additional agents and obstacles, this delay would only increase.
In comparison, merit-based token passing allows agents to regain the token quickly after passing it, as seen in Fig. 3(b) . Thus, agents that are able to update to shorter paths can do so much more quickly, reducing the travel time between goals and increasing the number of goals that can be reached in a fixed amount of time. The simulation results reflect this quite clearly, with a 20% increase in the average number of goals per agent, from 12.5 to 15.1.
B. Scenario: Four Agents with Obstacles
The second scenario is in a complex environment with four agents, several static obstacles, and two goal locations, as shown in Fig. 4(a) .
1) DMA-RRT without Merit-Based Token Passing: Again, the round-robin approach is tested first. Fig. 4(b) shows a snapshot of agent 1's knowledge of the world during a sample run. On average, each agent reached a total of 11.9 goals in ten minutes with this approach.
2) DMA-RRT: The same scenario is then run with the full DMA-RRT. In this case, even with merit-based token passing, each agent averages 11.9 goals in ten minutes.
3) Cooperative DMA-RRT: Finally, the emergency stop cooperation strategy is enabled for this scenario. The stop nodes are placed approximately every four seconds along each trajectory, as seen in Fig. 4(c) . With emergency stops enabled, each agent averaged 13.0 goals in ten minutes. 4) Analysis: For a team of only four agents, the meritbased token passing strategy is not expected to provide a significant improvement in performance. With so few agents, each receives the token almost as regularly as in the roundrobin case. Since each agent's ability to update its path is not significantly altered, the overall performance does not improve.
However, introducing the emergency stop logic does make a difference due to the narrow passages formed by the obstacles. These passages are difficult to plan through, and agents often stop in or near the openings. Therefore, an agent that is able to find a path through one of the openings can use the cooperation strategy to prevent other agents from obstructing this path. Furthermore, the 95% confidence intervals for the average goal counts do not overlap -a strong indicator that the emergency stops provide a statistically significant improvement in performance.
C. Experimental Results
Both the DMA-RRT and Cooperative DMA-RRT were tested in the MIT RAVEN facility [17] using a team of five iRobot Create vehicles. The open map with ten goals was used in both cases. A snapshot from a run of the DMA-RRT algorithm is shown in Fig. 5 . Again, the red-green gradients indicate when that area is expected to be occupied. The overlay shows the physical locations of these timeparameterized obstacles. Fig. 6 shows one instance of the emergency stop logic activating. Agent 2 plans a path ending short of its goal due to agent 5. Agent 4 then receives the token and finds a path to its goal but identifies a conflict with agent 2. Since paths that reach the goal are preferred, agent 4 sends an emergency stop message to agent 2 to terminate its path at its first stop node. Agent 2 complies, receives the token from agent 4, and updates to a plan that allows it to stop closer to its goal without interfering with agent 4's path. The agents continue along these paths, with agent 2 waiting at its terminal state for agent 4 to pass. Table I shows the minimum distance between agents during a five minute run of the DMA-RRT algorithm. The distance between two agents placed side by side is 0.30 m. The minimum separation between each pair of agents is greater than this threshold for all combinations of agents, indicating that the collision avoidance constraint is satisfied. Table II shows similar results for Cooperative DMA-RRT.
IV. CONCLUSION This paper has introduced the Decentralized Multi-Agent Rapidly-exploring Random Tree (DMA-RRT) and Cooperative DMA-RRT algorithms as multi-agent path planning strategies capable of handling complex environments and agent dynamics. These algorithms combine the CL-RRT path planner with a new coordination strategy, merit-based token passing, to improve team performance while ensuring all constraints are satisfied. The simulation and hardware results also confirm the benefits of the coordination and cooperation strategies. In the future, we intend to extend DMA-RRT to more general multi-agent scenarios with communication limits and dynamic obstacles. We also plan to validate these algorithms in larger simulations and experiments.
