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Abstract
In this paper, we determine the asymptotic degree of the linear average and stochastic n-widths of the
compact embeddings
Bs+tq0 (L p0(Ω)) ↪→ Bsq1(L p1(Ω)), t > max{d(1/p0 − 1/p1), 0}, 1 ≤ p0, p1, q0, q1 ≤ ∞,
where Bs+tq0 (L p0(Ω)) is a Besov space defined on the bounded Lipschitz domain Ω ⊂ Rd .
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1. Introduction
Let X, Y be normed (or quasi-normed) spaces and T be a linear and continuous operator from
X to Y . We approximate T by
Tn = φ ◦ N , where N : X 7→ Rn andφ : Rn 7→ Y.
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The error of approximation of T by Tn can be measured in different settings, such as the worst
case setting, the average case setting and the randomized setting (for more details on this subject
see [30]).
Denote by B X the closed unit ball of the space X . Let B(B X) be the smallest σ -algebra
on B X containing all open sets in B X , and µ be a probability measure on [B X, B(B X)].
Following Mathe´ [18,19] and Novak [23], we consider the average error of T by Tn with respect
to the measure µ:
1µ(Tn) =
(∫
B X
‖T ( f )− Tn( f )‖2Y dµ( f )
)1/2
. (1)
Then the number
aµ−avgn (T ) := aµ−avgn (T : X ↪→ Y )
:= inf {1µ(Tn)|N linear and continuous, φ linear}
= inf {1µ(Tn)|Tn linear and continuous with dim(Tn(X)) ≤ n} (2)
is called µ linear average n-width [18,30], and
aavgn (T ) := aavgn (T : X 7→ Y ) = sup
µ∈P(B X)
aµ−avgn (T ), (3)
is called linear average n-width, where P(B X) is the set of all probability measures on
[B X,B(B X)].
We see in the average case approach [3,10–12,17,13,14,27,30] that the error is defined by
the integral with respect to a given probability measure µ. Here the degree of approximation
emphasizes not the elements which attain the supremum (sometimes, they may be very small in
measure), but the elements on which the given measure is most concentrated. So the quantity
characterizes the best approximation of “most” elements in the class of functions.
Now we consider randomized (or Monte Carlo) methods of the form T ωn = φω ◦ Nω, i.e., the
mapping N : X 7→ Rn and φ : Rn 7→ Y are randomly chosen. The error of T ωn is defined by
1max(T
ω
n ) = sup
f ∈B X
(
E(‖T ( f )− T ωn ( f )‖2Y )
)1/2
, (4)
where E means the expectation of a random variable. We always assume that ( f, ω) 7→
‖T ( f )− T ωn ( f )‖Y is measurable, i.e., 1max(T ωn ) is well defined. Similarly, we define the linear
stochastic n-width arann (T ) (see [8,18,23]) by
arann (T ) := arann (T : X 7→ Y )
= inf{1max(T ωn )| Nω linear and continuous, φω linear}
= inf{1max(T ωn )| T ωn linear and continuous with dim(T ωn (X) ≤ n)}. (5)
Motivated by [6,9], using the discretization method due to Maiorov [15], we reduce the
function space of the problem to a weighted sequence space, then we determine the asymptotic
degree of the linear average and stochastic n-widths of the compact embeddings between two
different Besov spaces defined on a bounded Lipschitz domain. The discretization technique is
very important in the process of determining the exact order of n-widths of the Sobolev classes,
and in some cases it plays a key role. In fact, using the discretization, Maiorov and Kashin closed
the gap of the estimates of Kolmogorov n-widths of the classical Sobolev classes of functions,
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and finally completed the estimate of exact order of the Sobolev classes (for more details on
this subject see the monograph by Pinkus [26]). So in our paper, we also use this discretization
technique to reduce the function space problem to a problem in a weighted sequence space. And
analogous results about the distribution n-widths and the Kolmogorov n-, ε-, δ-widths for the
Sobolev embedding operators were obtained in the papers [10–12,16,2].
The paper is organized as follows: In Section 2, we recall an equivalent definition of Besov
space by its wavelet characterization and state our main result. In Section 3, we investigate the
asymptotic behavior of the linear average and stochastic n-widths of embeddings of weighted
sequence spaces, and finally, in Section 4, using the connection of Besov spaces on bounded
Lipschitz domains with these weighted sequence spaces, we shift these results from the weighted
sequence space to the Besov space, and complete the proof of our main result.
2. Main result
We start with introducing the Besov space defined on the bounded Lipschitz domain.
Nowadays Besov spaces are widely used in several branches of mathematics [1,5]. There
are different ways to introduce Besov spaces, and probably the most common way is to use
differences [22]. There is another method based on Fourier analysis [31,32]. However, under
some conditions, they coincide in the sense of equivalent quasi-norms.
There are various ways to associate to a Besov space a certain sequence space. In this paper,
we use an equivalent characterization of the Besov space by its wavelet coefficients (see [33,
34]). Let ϕ be a compactly supported scaling function of sufficiently high regularity, and let
ψi , i = 1, . . . , 2d − 1, be corresponding wavelets. More exactly, we suppose for some N > 0
and r ∈ N,
supp ϕ, supp ψi ⊂ [−N , N ]d , ϕ, ψi ∈ Cr (Rd), i = 1, . . . , 2d − 1,∫
Rd
xαψi (x)dx = 0 for all |α| ≤ r, i = 1, . . . , 2d − 1,
and
ϕ(x − k), 2 jd/2ψi (2 j x − k), j ∈ N0 := N ∪ {0}, k ∈ Zd ,
is a Riesz basis in L2(Rd). We shall use the standard abbreviations
ψi, j,k(x) = 2 jd/2ψi (2 j x − k) and ϕk(x) = ϕ(x − k).
Further, the dual Riesz basis should fulfill the same requirements, i.e., there exist functions ϕ˜ and
ψ˜i , i = 1, . . . , 2d − 1, such that
〈ϕ˜k, ψi, j,k〉 = 〈ψ˜i, j,k, ϕk〉 = 0,
〈ϕ˜k, ϕ`〉 = δk,` (Kronecker symbol), 〈ψ˜i, j,k, ψu,v,`〉 = δi,uδ j,vδk,`,
supp ϕ˜, supp ψ˜i ⊂ [−N , N ]d , ϕ˜, ψ˜i ∈ Cr (Rd), i = 1, . . . , 2d − 1,∫
Rd
xαψ˜i (x)dx = 0 for all |α| ≤ r, i = 1, . . . , 2d − 1.
For f ∈ S ′(Rd), we put
〈 f, ψi, j,k〉 = f (ψi, j,k) and 〈 f, ϕk〉 = f (ϕk),
whenever this makes sense, where S ′(Rd) is the collection of all tempered distributions on Rd .
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Definition 1 ([4,6,7,34]). Let s ∈ R and 0 < p, q ≤ ∞. Suppose
r > max (s, 2d/p + d/2− s) . (6)
Then Bsq(L p(Rd)) is the collection of all tempered distributions f that can be represented by
f =
∑
k∈Zd
akϕk +
2d−1∑
i=1
∞∑
j=0
∑
k∈Zd
ai, j,kψi, j,k (convergence in S ′) (7)
with
‖ f |Bsq(L p(Rd))‖ =
(∑
k∈Zd
|ak |p
)1/p
+
2d−1∑
i=1
∞∑
j=0
2 j (s+d(1/2−1/p))q
(∑
k∈Zd
|ai, j,k |p
)q/p1/q <∞ (8)
if q <∞ and
‖ f |Bs∞(L p(Rd))‖ =
(∑
k∈Zd
|ak |p
)1/p
+ sup
i=1,...,2d−1
sup
j=0,1,...
2 j (s+d(1/2−1/p))
(∑
k∈Zd
|ai, j,k |p
)1/p
<∞ (9)
if q = ∞. The representation is unique and
ai, j,k = 〈 f, ψ˜i, j,k〉, ak = 〈 f, ϕ˜k〉 (10)
hold.
Remark 1. (i) Since ‖ · |Bsq(L p(Rd))‖ is a quasi-norm, Bsq(L p(Rd)) is a quasi-Banach space.
(ii) The restriction (6) guarantees that (10) makes sense for all f ∈ Bsq(L p(Rd)).
(iii) By [4,34] (see also [6]), under the restriction (6), Bsq(L p(Rd)) is the same as the Besov space
defined by Fourier analysis [31,32] in the sense of the equivalent quasi-norm.
(iv) For general information on Besov spaces, we refer to the monographs [21,22,28,31,32].
Consider the Besov spaces defined on bounded Lipschitz domains [29]. A domain Ω ⊂ Rd
is called a bounded Lipschitz domain if Ω is a bounded open nonempty set, and there exists a
function ω : Rd−1 7→ R such that
Ω = {(x ′, xd) ∈ Rd : xd > ω(x ′)}
where
|ω(x ′)− ω(y′)| ≤ C |x ′ − y′| for all x ′, y′ ∈ Rd−1,
with some constant C > 0, and its boundary ∂Ω can be covered by a finite number of open
balls Bk , so that, possibly after a proper rotation, ∂Ω ∩ Bk for each k is a part of the graph of a
Lipschitz function. Let diam Ω be the diameter of the set Ω and x0 be a point with the property
Ω ⊂ {y : |x0 − y| ≤ diam Ω}.
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We shall call such a point a center of Ω . Since smooth cut-off functions are pointwise
multipliers [6], we can associate to any f ∈ Bsq(L p(Ω)) a tempered distribution g ∈
Bsq(L p(Rd)) such that g|Ω = f in D′(Ω) (which stands for the set of all complex distributions
on Ω ),
C‖g|Bsq(L p(Rd))‖ ≤ ‖ f |Bsq(L p(Ω))‖ ≤ ‖g|Bsq(L p(Rd))‖, (11)
supp g ⊂ {x ∈ Rd : |x − x0| ≤ 2 diam Ω}. (12)
Here 0 < C < 1 is independent of f (but dependent on Ω , s, p, q). Now we turn to
decompositions by means of wavelets. Define
Λ j :=
{
k ∈ Zd : |ki − x0i | ≤ 2 j diam Ω + N , i = 1, . . . , d
}
, j = 0, 1, . . . ,
∇−1 := Λ0, ∇ j :=
{
(i, k) : 1 ≤ i ≤ 2d − 1, k ∈ Λ j
}
, j = 0, 1, . . . ,
(13)
ψ j,λ := ψi, j,k if λ = (i, k) ∈ ∇ j , j ∈ N0, and ψ j,λ := ϕk if λ = k ∈ ∇−1. Similarly, in the case
of dual basis, given f and taking g as above, we find
g =
∞∑
j=−1
∑
λ∈∇ j
〈g, ψ˜ j,λ〉ψ j,λ (convergence in S ′) (14)
and
‖g|Bsq(L p(Rd))‖ 
 ∞∑
j=−1
2 jq(s+d(
1
2− 1p ))
∑
λ∈∇ j
|〈g, ψ˜ j,λ〉|p
q/p

1/q
<∞, (15)
i.e., we also get an equivalent quasi-norm on Bsq(L p(Ω)). Here and in the following, we use the
notations and . For two sequences {an}n∈N and {bn}n∈N of positive real numbers, we write
an  bn provided that an ≤ cbn for a certain c > 0. If, furthermore, bn  an , then we write
an  bn .
Now, we are ready to state our main result. For a ∈ R, (a)+ := max(0, a).
Theorem 1. Let Ω ⊂ Rd be a bounded Lipschitz domain, t > d(1/p0 − 1/p1)+ and 1 ≤
p0, p1, q0, q1 ≤ ∞. Then
aavgn (I : Bs+tq0 (L p0(Ω))) 7→ Bsq1(L p1(Ω))  φ(n, t, p0, p1),
arann (I : Bs+tq0 (L p0(Ω))) 7→ Bsq1(L p1(Ω))  φ∗(n, t, p0, p1),
where
φ(n, t, p0, p1) =

n−t/d+1/p0−1/p1 , 1 ≤ p0 ≤ p1 ≤ 2,
n−t/d , 1 ≤ p1 ≤ p0 ≤ ∞ or 2 ≤ p0 ≤ p1 ≤ ∞,
n−t/d+1/p0−1/2, 1 ≤ p0 ≤ 2 ≤ p1 ≤ ∞,
(16)
φ∗(n, t, p0, p1) =

n−t/d+1/p0−1/p1 , 1 ≤ p0 ≤ p1 ≤ 2,
n−t/d , 1 ≤ p1 ≤ p0 ≤ ∞ or 2 ≤ p0 ≤ p1 <∞,
n−t/d+1/p0−1/2, 1 ≤ p0 ≤ 2 ≤ p1 <∞.
(17)
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Remark 2. The two functions φ and φ∗ are not the same, because φ∗ does not include the case
1 ≤ p0 <∞, p1 = ∞, and we conjecture that φ and φ∗ are different in this case.
3. Average and stochastic widths of sequence spaces
The equivalent norm of the Besov space in Definition 1 offers the possibility to study the
linear average and stochastic widths of certain weighted sequence spaces instead of investigating
the linear average and stochastic widths of the Besov spaces themselves. Inspired by the recent
work of Dahlke, Novak and Sickel, we consider the following weighted sequence spaces.
Definition 2 ([6]). Let 0 < p, q ≤ ∞ and s ∈ R, and let ∇ := (∇ j ) j be a sequence of subsets
of finite cardinality of the set {1, 2, . . . , 2d − 1} × Zd . We suppose that there exist 0 < C1 ≤ C2
and J ∈ N such that the cardinality |∇ j | of ∇ j satisfies
C1 ≤ 2− jd |∇ j | ≤ C2, for all j ≥ J. (18)
Then bsp,q(∇), 0 < q < ∞, denotes the collection of all sequences a = (a j,λ) j,λ of complex
numbers such that
‖a‖bsp,q :=
 ∞∑
j=0
2 j (s+d(1/2−1/p))q
∑
λ∈∇ j
|a j,λ|p
q/p

1/q
<∞. (19)
For q = ∞, we use the usual modification
‖a‖bsp,∞ := sup
j=0,1,...
2 j (s+d(1/2−1/p))
∑
λ∈∇ j
|a j,λ|p
1/p <∞. (20)
We write bsp,q instead of b
s
p,q(∇) if no confusion is possible.
We shall also use the discretization technique due to Maiorov [15,16], which is based on
the reduction of the calculation of the N -widths of a given class to the computation of finite
dimensional widths. This technique relies on a fact that the linear average and stochastic widths
are examples of the so-called pseudo-s-numbers [24] having the following properties:
(PS1) s0(T ) = ‖T ‖ ≥ s1(T ) ≥ · · · ≥ 0, for all T ∈ L(E, F),
(PS2) sm+n(S + T ) ≤ sn(S)+ sm(T ), for all m, n ∈ N, E, F ∈ B, S, T ∈ L(E, F),
(PS3) sn(RT S) ≤ ‖R‖sn(T )‖S‖, for all E0, E, F, F0 ∈ B,
S ∈ L(E0, E), T ∈ L(E, F), R ∈ L(F, F0),
where L(E, F) is the class of all linear continuous operators from Banach space E to F , and B
is a set consisting of all Banach spaces.
We cite a lemma about embedding between two weighted sequence spaces.
Lemma 1 ([6]). Let 0 < p0, p1, q0, q1 ≤ ∞, s ∈ R and t ≥ 0.
(i) The embedding
bs+tp0,q0(∇) 7→ bsp1,q1(∇)
exists if and only if it is continuous, and either
t > d(1/p0 − 1/p1)+ (21)
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or
t = d(1/p0 − 1/p1)+ and q0 ≤ q1.
(ii)The embedding
bs+tp0,q0(∇) ↪→ bsp1,q1(∇)
is compact if and only if (21) holds, where ↪→ denotes that the embedding is compact.
Now we state the main results of this section, which will be used in the proof of our main
result in the next section.
Theorem 2. Let t > d(1/p0 − 1/p1)+ and 1 ≤ p0, p1, q0, q1 ≤ ∞. Then
aavgn (I : bs+tp0,q0 7→ bsp1,q1)  φ(n, t, p0, p1),
where φ(n, t, p0, p1) is defined by (16).
Theorem 3. Let t > d(1/p0 − 1/p1)+ and 1 ≤ p0, p1, q0, q1 ≤ ∞. Then
arann (I : bs+tp0,q0 7→ bsp1,q1)  φ∗(n, t, p0, p1),
where φ∗(n, t, p0, p1) is defined by (17).
The proofs of Theorems 2 and 3 require some preparation. Let sn be arann or a
avg
n , and let I be
the identity operator from bs+tp0,q0(∇) to bsp1,q1(∇). Using the following lemma, we may assume
that s = 0 in the proofs of Theorems 2 and 3.
Lemma 2. Let t > d(1/p0 − 1/p1)+. Then
sn(I : bs+tp0,q0 7→ bsp1,q1) = sn(I : btp0,q0 7→ b0p1,q1),
where sn denotes a
avg
n or arann .
Proof. Let e j,λ be the elements of the canonical orthonormal bases of b02,2, and s ∈ R. Then the
linear mapping Ls defined by
Lse j,λ := 2−s j e j,λ, for all j, λ,
can be extended to an isomorphism from btp,q onto b
s+t
p,q (simultaneously for all t, p, q) with
‖Ls‖ = 1. Consider the diagram
bs+tp0,q0
L−s

I1 / bsp1,q1
btp0,q0
I2 / b0p1,q1
Ls
O
where I1 and I2 are identities. Then the property (PS3) implies
sn(I1 : bs+tp0,q0 7→ bsp1,q1) ≤ ‖L−s‖‖Ls‖sn(I2 : btp0,q0 7→ b0p1,q1).
Changing L−s into Ls and reversing in the above diagram, we complete the proof. 
The following two lemmas of Mathe´ are crucial for the estimates of Theorems 2 and 3.
Lemma 4 was partly proved in papers [20,18,8] by Mathe´ and Heinrich, and later Mathe´ [19]
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closed the gap. But the results of [20,18,8] are enough for our aim. To shorten the notations
we shall use the abbreviation I mp,q for the identity I from `
m
p to `
m
q , where `
m
p and `
m
q are m-
dimensional sequence spaces with the usual norms.
Lemma 3 ([18]). Let 1 ≤ p, q ≤ ∞, n, m ∈ N and n ≤ m/2. Then
aavgn (I
m
p,q) 

1, 1 ≤ p ≤ q ≤ 2,
m1/q−1/p, 1 ≤ q ≤ p ≤ ∞ or 2 ≤ p ≤ q ≤ ∞,
m1/q−1/2, 1 ≤ p ≤ 2 ≤ q ≤ ∞.
Lemma 4 ([20,18,19,8]). Let n,m ∈ N, n ≤ m/2. Then
arann (I
m
p,q) 

1, 1 ≤ p ≤ q ≤ 2,
m1/q−1/p, 1 ≤ q ≤ p ≤ ∞ or 2 ≤ p ≤ q <∞,
m1/q−1/2, 1 ≤ p ≤ 2 ≤ q <∞.
Proof. By Mathe´ [19], we only need to prove
arann (I
m
p,q) 1, 1 ≤ p ≤ q ≤ 2. (22)
Let an(I mp,q) be the linear n-widths for the identity I
m
p,q , then an(I
m
p,q) = 1 [26]. Therefore, we
have
arann (I
m
p,q) ≤ arann (I mq,q) ≤ an(I mq,q) = 1,
which completes the proof of (22). Lemma 4 is proved. 
Following Pietsch [25], we associate to the sequence of the linear average (or stochastic)
widths the following operator ideals, and put
L(a)r,∞ := {T ∈ L(E, F) : sup
n∈N
n1/r sn(T ) <∞}, for 0 < r <∞, (23)
where sn is a
avg
n or arann . Equipped with the quasi-norm
λr (T ) := sup
n∈N
n1/r sn(T ), (24)
the set L(a)r,∞ becomes a quasi-Banach space. For such quasi-Banach space there always exits a
real number ρ ∈ (0, 1] and an equivalent quasi-norm denoted by ‖ · |L(a)r,∞‖, such that
‖T1 + T2|L(a)r,∞‖ρ ≤ ‖T1|L(a)r,∞‖ρ + ‖T2|L(a)r,∞‖ρ (25)
holds for all T1, T2 ∈ L(a)r,∞.
By Lemma 3, we easily get
Lemma 5. Let 0 < r <∞, 1 ≤ p, q ≤ ∞, n,m ∈ N and n ≤ m/2. Then
‖I mp,q |L(a)r,∞‖ 

m1/r , 1 ≤ p ≤ q ≤ 2,
m1/r+1/q−1/p, 1 ≤ q ≤ p ≤ ∞ or 2 ≤ p ≤ q ≤ ∞,
m1/r+1/q−1/2, 1 ≤ p ≤ 2 ≤ q ≤ ∞.
Now we are ready to prove our main results of this section.
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Proof of Theorem 2. We use the discretization method and follow some ideas of Dahlke, Novak
and Sickel [6]. By virtue of Lemma 2, we only need to consider aavgn (I : btp0,q0 7→ b0p1,q1). Firstly,
we estimate it from above. Since the linear average width aavgn is monotonic, it is sufficient to
consider the case n = 2Nd , N ∈ N. Let id j denote the projection given by(
id j a
)
m,λ :=
{
a j,λ, if m = j,
0, otherwise.
Further, depending on N we split the identity I into a sum I = id1 + id2, where
id1 :=
N∑
j=0
id j and id2 :=
∞∑
j=N+1
id j .
Later on we shall apply the following observation. Consider the diagram
btp0,q0(∇)
P

id j / b0p1,q1(∇)
`
|∇ j |
p0
I
|∇ j |
p0,p1 / `
|∇ j |
p1 ,
Q
O
(26)
where P and Q are defined as follows. Let a = (a`, λ)`, λ, b = (bλ)λ. We define
(P(a))λ := a j,λ,
(Q(b))`,λ :=
{
bλ, if ` = j,
0, otherwise.
It is clear that
‖P‖ = 2− j (t+d(1/2−1/p0)) and ‖Q‖ = 2 jd(1/2−1/p1). (27)
Property (PS3) implies
aavgn (id j : btp0,q0 7→ b0p1,q1) ≤ ‖P‖‖Q‖a
avg
n (I
|∇ j |
p0,p1)
≤ 2− j (t+d(1/p1−1/p0))aavgn (I |∇ j |p0,p1).
Now we give the estimate of aavgn (id1 : btp0,q0 7→ b0p1,q1), n = 2Nd . We only consider the
case of 1 ≤ p0 ≤ p1 ≤ 2 and the other cases are similar. Thanks to (25)–(27), we find
‖id1|L(a)r,∞‖ρ ≤
N∑
j=0
‖id j |L(a)r,∞‖ρ
≤
N∑
j=0
2− j (t+d(1/p1−1/p0))ρ‖I |∇ j |p0,p1 |L(a)r,∞‖ρ
≤ c1
N∑
j=0
2− j (t+d(1/p1−1/p0))ρ2 jdρ/r
≤ c22−N (t+d(1/p1−1/p0−1/r))ρ,
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if d(1/p0 − 1/p1 + 1/r) > t . Choosing r small enough, we derive from the definition of L(a)r,∞
aavgn (id
1) = aavg
2Nd
(id1) ≤ c32−N (t+d(1/p1−1/p0)) = c3n−t/d+1/p0−1/p1 . (28)
Next we estimate aavgn (id2 : btp0,q0 7→ b0p1,q1), n = 2Nd . Using (25)–(27) again, we have
‖id2|L(a)r,∞‖ρ ≤
∞∑
j=N+1
‖id j |L(a)r,∞‖ρ
≤
∞∑
j=N+1
2− j (t+d(1/p1−1/p0))ρ‖I |∇ j |p0,p1 |L(c)r,∞‖ρ
≤ c4
∞∑
j=N+1
2− j (t+d(1/p1−1/p0))ρ2 jdρ/r
≤ c52−N (t+d(1/p1−1/p0−1/r))ρ,
if t > d(1/p0 − 1/p1 + 1/r). Choosing r large enough, we derive
aavg
2Nd
(id2) ≤ c62−N (t+d(1/p1−1/p0)). (29)
The property (PS2) yields
aavg2n (id) ≤ aavgn (id1)+ aavgn (id2). (30)
In view of this inequality, the estimate from above of aavgn (I : btp0,q0 7→ b0p1,q1) follows.
Turn to the estimate from below. It is again restricted to a subsequence of the natural numbers
n, where
|∇N |/2 ≤ n < |∇N |/2+ 1, N ∈ N.
Consider the diagram
`
|∇N |
p0
P

I1 / `|∇N |p1
btp0,q0(∇)
I2 / b0p1,q1(∇),
Q
O
(31)
where I1 and I2 denote identities, and here P and Q are defined by
(P(b)) j,λ :=
{
bλ, if j = N ,
0, otherwise; and (Q(a))λ := aN ,λ, λ ∈ ∇N ,
for b = (bλ)λ∈∇N and a = (a j,λ) j,λ. Using property (PS3) again, we have
‖P‖ = 2N (t+d(1/2−1/p0)), ‖Q‖ = 2−Nd(1/2−1/p1), (32)
and
aavgn (I
|∇N |
p0,p1) ≤ ‖P‖‖Q‖a
avg
n (I : btp0,q0 7→ b0p1,q1) (33)
which, in view of Lemma 3, implies
c ≤ 2N (t+d(1/p1−1/p0))aavgn (I : btp0,q0 7→ b0p1,q1) (34)
for some positive number c (independent of N ). This completes the estimate from below. 
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Now we proceed to prove Theorem 3.
Proof of Theorem 3. Using the same methods as those in the proof of Theorem 2, we can
prove the estimates for the cases of 1 ≤ p0 ≤ 2 ≤ p1 < ∞, 1 ≤ p0 ≤ p1 ≤ 2
and the lower bound of Theorem 3. Thus, we only need to estimate from above for the case
1 ≤ p1 ≤ p0 ≤ ∞ and 2 ≤ p0 ≤ p1 <∞.
We split our consideration into three cases 2 ≤ p0 ≤ ∞, 2 ≤ p1 < ∞; 2 ≤ p0 ≤ ∞, 2 ≤
p1 < ∞; and 1 ≤ p1 ≤ p0 ≤ 2. Firstly, let 2 ≤ p0 ≤ ∞, 2 ≤ p1 < ∞. In view of Lemma 1,
we have
bsp0,q 7→ bsp1,q , if p1 < p0.
Consequently,
arann (I : bs+tp0,q0 7→ bsp1,q1) ≤ arann (I : bs+t2,q0 7→ bsp1,q1)  n−t/d . (35)
Now we consider the case 2 ≤ p0 ≤ ∞, 1 ≤ p1 ≤ 2. By the same reason, we find that
arann (I : bs+tp0,q0 7→ bsp1,q1) ≤ arann (I : bs+tp0,q0 7→ bs2,q1)
≤ arann (I : bs+t2,q0 7→ bs2,q1)  n−t/d . (36)
Finally, let 1 ≤ p1 ≤ p0 ≤ 2. Then similarly, we have
arann (I : bs+tp0,q0 7→ bsp1,q1) ≤ arann (I : bs+tp1,q0 7→ bsp1,q1)  n−t/d . (37)
Theorem 3 is proved. 
4. Proof of the main result
First it is necessary for us to recall under which restrictions on the parameters an embedding
between two different Besov spaces is compact.
Lemma 6 (See [6]). Let Ω ⊂ Rd be a bounded open set. Let 0 < p0, p1, q0, q1 ≤ ∞, s ∈ R
and t ≥ 0. Then the embedding
Bs+tq0 (L p0(Ω)) ↪→ Bsq1(L p1(Ω))
is compact if and only if t > d(1/p0 − 1/p1)+.
Now we proceed to prove the main result.
Proof of Theorem 1. Denote E a universal bounded linear extension operator corresponding to
Ω (see [6]). Let diam Ω be the diameter of Ω and x0 be a point in Rd such that
Ω ⊂ {y : |x0 − y| ≤ diam Ω}.
Without loss of generality, we assume that
sup E f ⊂ {y : |x0 − y| ≤ 2 diam Ω}.
Suppose that we can characterize the Besov space Bs+tq0 (L p0(R
d)) as well as Bsq1(L p1(R
d)) by
the wavelet coefficients as Definition 1. Let ∇ be defined as that in (13) (with Ω replaced by the
ball with the radius 2 diam Ω and the center x0) and R be the restriction operator with respect to
Ω . Denote by T the linear and continuous operator which associates the function of the Besov
space to its wavelet series and T−1 the inverse operator.
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Consider the following diagram
Bs+tq0 (L p0(Ω))
I1

E / Bs+tq0 (L p0(R
d))
T / bs+tp0,q0(∇)
I2

Bsq1(L p1(Ω)) B
s
q1(L p1(R
d))
Ro bsp1,q1(∇),T
−1
o
(38)
where I1 and I2 are identities. Let sn be arann or a
avg
n . Observe that I1 = R ◦ T−1 ◦ I2 ◦ T ◦ E .
Using property (PS3), we have
sn(I1 : Bs+tq0 (L p0(Ω)) 7→ Bsq1(L p1(Ω))) ≤ ‖E‖‖T ‖‖T−1‖sn(I2 : bs+tp0,q0 7→ bsp1,q1). (39)
For the converse inequality, we choose ∇∗ = (∇∗j ) j such that
supψ j,λ ⊂ Ω , λ ∈ ∇∗j , j = −1, 0, 1, . . . ,
and inf j 2− jd |∇∗j | > 0. Then we consider the diagram
bs+tp0,q0(∇∗)
T−1

I2 / bsp1,q1(∇∗)
Bs+tq0 (L p0(Ω))
I1 / Bsq1(L p1(Ω))
T
O
(40)
and conclude that
sn(I2 : bs+tp0,q0 7→ bsp1,q1) ≤ ‖T ‖‖T−1‖sn(I1 : Bs+tq0 (L p0(Ω)) 7→ Bsq1(L p1(Ω))), (41)
which together with (39), Theorems 2 and 3 completes the proof of Theorem 1. 
We conclude the paper by some remarks on extension.
Remark 3. Let φ(n, t, p0, p1) and φ∗(n, t, p0, p1) be defined as (16) and (17) respectively.
From the continuous embeddings
B−s+t1 (L p(Ω)) ↪→ W−s+tp (Ω) ↪→ B−s+t∞ (L p(Ω)), 1 ≤ p ≤ ∞, t ≥ s,
and
B01 (L p(Ω)) ↪→ L p(Ω) ↪→ B0∞(L p(Ω)), 1 ≤ p ≤ ∞,
we determine the following asymptotic order as a direct consequence of Theorem 1,
aavgn (I : Btq0(L p0(Ω)) 7→ L p1(Ω))  a
avg
n (I : W tp(Ω) 7→ L p(Ω))  φ(n, t, p0, p1),
arann (I : Btq0(L p0(Ω)) 7→ L p1(Ω))  arann (I : W tp(Ω) 7→ L p(Ω))  φ∗(n, t, p0, p1),
as long as t > d(1/p0−1/p1)+, 1 ≤ p0, p1, q0, q1 ≤ ∞ andΩ is a bounded Lipschitz domain.
Note that, in particular, if Ω is a cube, then the above estimates were obtained by Mathe´ [18]. So
Theorem 1 covers some results obtained before.
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