Abstract. Consider a second order homogeneous elliptic problem with smooth coefficients, Au = 0, on a smooth domain, Ω, but with Neumann boundary data of low regularity. Interior maximum norm error estimates are given for C 0 finite element approximations to this problem. When the Neumann data is not in L 1 (∂Ω), these local estimates are not of optimal order but are nevertheless shown to be sharp. A method for ameliorating this suboptimality by preliminary smoothing of the boundary data is given. Numerical examples illustrate the findings.
Introduction
Let Ω be a bounded domain with a smooth boundary in R N and let A be a symmetric uniformly elliptic second order operator with smooth coefficients such that the associated bilinear form is coercive in the sense that A(v, v) > c v 2 H 1 for all v ∈ H 1 . We are interested in the finite element approximation of the solution to the problem with a natural boundary condition,
in Ω, u ν A = f on ∂Ω, (1) where u ν A is the co-normal derivative of u, and the boundary data, f , in general, will have low regularity. The behavior of the finite element method on this type of problem is relevant to, for instance, problems in elasticity involving concentrated loads and problems where the specified data has high frequency oscillations. We give an example of this second application at the end of Section 3.
The variational formulation of this problem is as follows. Find u ∈ H 1 (Ω) such that (2) where A(·, ·) is the bilinear form associated with A and ·, · , here and below, denotes the pairing of a linear space with its dual. By standard trace inequalities, this formulation is well posed for f ∈ H −1/2 (∂Ω). It is, however, possible to pose the problem for f ∈ W −k p for any k and p, and we will discuss this further in 1788 AARON SOLO Section 2. The important point is that, in either case, the solution, u, has regularity u H 3/2−k (Ω) ≤ C f H −k (∂Ω) . Now let S h r be some finite element subspace of H 1 (Ω) and consider the approximation to u, u h , defined by
If S h r is a space of continuous piecewise polynomials of degree r − 1 on a mesh of size h, then by approximation theory we might hope for the error, u − u h , to satisfy an estimate of the form
Estimates analogous to this for the Dirichlet problem have been studied extensively, and results have been obtained for u having regularity as low as H 1/2 (Ω); see [6] , [9] and [8] . We note that this is nearly as low as one can go and still hope for any convergence whatsoever, at least over the whole domain.
However, returning for a moment to the continuous problem, we recall that, although u may have very low global regularity, for any subdomain B ⊂⊂ Ω we have u ∈ C ∞ (B). It is therefore conceivable that u h might converge at a much higher rate on such a subdomain, and even that u h might converge on a subdomain while failing to converge globally. This is the idea that we will pursue in this paper.
The idea that it is possible to obtain higher rates of convergence on subdomains where the solution is smoother is not a new one. Localization estimates roughly of the form,
and s is any nonnegative number, were first obtained by Nitsche and Schatz in [12] and Schatz and Wahlbin in [13] and are reviewed in [15] .
Examining these estimates, we see that one approach to the problem at hand would be to use the local approximation properties of S h r to bound the first term on the right, and then to find a way to bound the second term on the right, which is global, but is also in a weaker norm. This is the approach taken in a recent paper by Babuška and Nistor [3] , where the authors show that it is possible to obtain convergence on an interior domain for problems with very low global regularity by using the generalized finite element method, a method which differs from the standard finite element method in several respects, including that the subspaces used are required to have higher order global regularity than that of standard C 0 finite element subspaces. In this context, they are able to prove a bound of the form
where r is the local approximation degree of the subspace S h r and k ≥ 1/2. There are, however, two substantial limitations to the results obtained in [3] . First, although the estimates in that paper are a clear improvement over the best possible global results, for k > 1/2 they are still not of optimal order. Second, and most importantly, these results do not apply to standard finite element methods, since the method of proof relies fundamentally on the high regularity of the generalized finite element subspaces to obtain bounds for the global negative norm term in (4) .
This requirement that the subspaces have higher regularity for problems where the boundary data has lower regularity may seem unavoidable; for the standard C 0 finite element method,
for k ≤ 1. However, for many problems of practical interest, the data falls within this range of regularity. Furthermore, we will see below that even outside of this range it is possible to avoid using the generalized finite element method by instead smoothing the data.
In this paper we therefore aim to extend the results in [3] to apply to standard finite element methods and to include sharp L ∞ estimates. Since the method of proof in [3] requires the high regularity of the generalized finite element subspaces, we must take a somewhat different approach here, although the same fundamental localization estimates from equation (4) remain at the core of our method. In brief, we start with the error representation
where x is an arbitrary point in B ⊂⊂ Ω and G x and G x h are the continuous and discrete Green's functions. Then, following [13] and [15] , we use a precise version of (4) to derive pointwise estimates for |G
where d = d(B, ∂Ω), k = 0 or 1, and r is the approximation degree of S h r . For k = 0 this gives the optimal rate of convergence. For k = 1, on the other hand, this estimate is no longer locally optimal, but we will show that it is, nevertheless, sharp. We will also give a sharp estimate for the dependence of
For purposes of comparison to global results and the results in [3], we take the example of f ∈ L 1 (∂Ω) and Ω ⊂ R 2 . In this case the most we can say about u is that if k > 1, estimate (5) cannot be extended directly to the case k > 1. However, as noted above, it is possible to work around this difficulty by pre-smoothing the boundary data, and we discuss this in detail in Section 3. As a consequence of the sharpness of our results we are able to give a precise description of when this is beneficial.
The remainder of this paper is organized as follows. Section 2 contains the precise formulation and proof of our error estimates, as well as the proof of the sharpness of these estimates. In Section 3 we discuss a method of pre-smoothing the data and prove rates of convergence for different choices of smoothing kernels. Finally, in Section 4 we give some numerical results.
Error bounds and sharpness
Before we can state our results, we must take a moment to establish our notation and assumptions and to define the solution to problem (1) in the case of very weak boundary data.
We begin by defining the negative order Sobolev spaces. For B any subdomain of Ω, s > 0, and 1 < q < ∞ we define W −s q (B) to be the space of all linear functionals, f , on C ∞ 0 (B) such that sup
< ∞ where p =−1 , and we equip this space with the obvious norm. For q = 2, we denote this space by H −s (B), and note that, using density, any element of H −s (B) can be extended to an operator on H s 0 (B) with the same norm. For 1 < q < ∞ we define the negative order spaces on ∂Ω analogously. The spaces W −k 1 (∂Ω) play a central role in our estimates. For fixed k, we define this to be the space of all linear
again equipped with the obvious norm. This is a somewhat nonstandard definition, but it is the most natural one for our purposes. (A more standard definition would use φ ∈ C ∞ .) We can now give the definition of the solution to problem (1) for weak boundary data. Given k ≥ 3/2 and f ∈ H −k (∂Ω), we define our solution, u, as follows. Given
(Ω), we let w φ be the unique solution of (6) and note that w φ | ∂Ω ∈ H k (∂Ω), so it makes sense to define u as the element of
(Ω). (7) One can check that, in the case of smooth data, this definition coincides with the definitions given in equations (1) and (2) . For instance, if u solves (2) with data in
We note that the solution operator is bounded from Combining this with the above gives the result. For more details on solutions to problems with weak boundary data, we refer the reader to [11] , Chapter 2 and also to [2] . Now moving on to the discrete problem, we make the following assumptions on the finite element subspaces. First, we assume that for every 0 < h < 1 we have a triangulation of Ω, {τ h i }, which fits the boundary exactly. In two dimensions this is easily accomplished by extending or contracting the elements abutting the boundary to form pie-shaped elements. In three dimensions the situation is more complicated since the procedure which works in two dimensions results in overlapping elements. One way to overcome this problem is by extending Ω by O(h 2 ), triangulating the extended domain to form a polygonal domain, Ω h , such that Ω ⊂ Ω h , and then restricting the triangulation to Ω. For more on triangulating curved domains we refer the reader to [1] and [4] . In addition to fitting the boundary exactly, we assume that the triangulations are globally quasi-uniform and shape regular. By this we mean that there are constants c and C, independent of h, such that every τ h i can be inscribed with a ball of radius > ch and circumscribed by a ball of radius < Ch. Finally, we assume that S h r is the space of continuous functions on Ω which are polynomials of degree ≤ r − 1 on each triangle, τ h i . From this structure, it follows that the subspaces, S h r , will satisfy the usual approximation and inverse assumptions, as well as the more esoteric trace inequality and super-approximation assumptions which are necessary for some of the results quoted in this paper. For more details on these matters we refer the reader to [13] and [12] .
In all that follows
, where N is the space dimension, and h,r = log(1/h) p , where p = 1 for r = 2, and p = 0 for r > 2. We are now ready to state our results for low regularity boundary data without any preliminary smoothing.
Theorem 1. Under the preceding assumptions, and with u h as defined by equation
Furthermore, modulo the factor h,r , these convergence rates are sharp.
Proof of Bounds.
We first establish an error representation in terms of the discrete and continuous Green's functions. To this end, we begin by defining the discrete Green's function centered at
Note that the right hand side of this equation makes sense, since G
Turning to the continuous problem, if we let G x be the Green's function for the Neumann problem and if u is the solution to problem (1) with smooth data, then we have the familiar formula
which is obtained using integration by parts and the fact that G x solves the problem 
where the first equality follows by the boundedness of the solution operator from
, and the last equality follows since G x | ∂Ω ∈ H s (∂Ω). Combining the formulas for the discrete and continuous problems, we have established the error representation
Thus, the stated error estimates will be proved if we can show the following proposition.
Proposition 1. For x ∈ Ω d the following bounds hold:
Proof. Let B be a ball of radius d/2 centered at x. For this choice of B, the precise statement of the L ∞ localization estimates given in equation (4) in the introduction is
where B/2 is a ball concentric with B and of half the radius, [13] . Using this and the symmetry of the discrete and continuous Green's functions, we find, for fixed y ∈ ∂Ω,
Beginning with I, we recall the well known regularity result for the Green's function [10] ,
where C depends on |α|, A, and Ω. Using this and the approximation properties of the subspace, we see that
For II, we proceed by a duality argument. We have the bound
For each fixed φ, we let w solve the dual problem, A(v, w) = (v, φ), ∀v ∈ H 1 (Ω). It then follows that, letting w h satisfy A(w − w h , v) = 0, ∀v ∈ S h r , and using, for instance, [14] for L ∞ estimates up to the boundary,
. Then, using Morrey's inequality (see [7] , p. 266) followed by a Sobolev inequality and elliptic regularity, we estimate
Hence, if we take s = r + N/2 − 2 + /2 in expression II, we get
h,r h r and by choosing = −2(log d) −1 , we obtain
This proves (10).
For (11), we use inverse estimates. Taking an arbitrary element, τ , abutting the boundary, and noting that the estimates in part 1 apply to the entire element, we have, for an appropriately chosen interpolant, G
This estimate holds for all elements abutting the boundary. Restricting to the boundary, we obtain the desired estimate.
Proof of sharpness.
We next show that the order of convergence given in Theorem 1 is sharp, modulo the logarithmic factor. We will restrict ourselves to the piecewise linear case (r = 2), but the proof can be generalized to higher order elements. The basic idea is simple: If we take our boundary data, f , to be δ τ (y 0 ), the tangential derivative of the delta function centered at y 0 ∈ ∂Ω, then we can move y 0 along the boundary within a fixed element without changing v, f ∂Ω for v ∈ S h , and hence without changing u h . The true solution, u, however, will change by O(h) over a significant portion of the domain, so the order of convergence can be no greater than 1. The following formalizes this argument. 
Proposition 2. There exists a domain, Ω, an interior subdomain Ω 0 and a family of finite element subspaces satisfying the hypotheses of Theorem 1 with r = 2, such that the following holds. For α > 1 there exists no constant, C, such that
We let u i be the solution to the continuous problems with boundary data f i , and note that for is bounded independent of h, this proves the proposition. Remark 1. Since the subdomain, D, in the proof of the proposition is also independent of h, it follows that Remark 2. It can also be seen that the powers of d in Theorem 1 are sharp, modulo the factor of log (1/d). If we take f = δ y for y ∈ ∂Ω, then the exact solution is G y , and hence by the decay properties of the Green's function and the approximation properties of the subspace, we see that
Smoothing
We have seen above that for very low regularity boundary data it is not always possible to define the finite element solution to problem (1) , and that even when the finite element solution is well defined, the interior rate of convergence is sometimes suboptimal. In this section we show how smoothing the boundary data allows one to use the standard finite element method on problems with data in any negative norm space, and also provides a means for improving suboptimal interior rates of convergence.
We begin by assuming we have a family of convolution kernels, K m H,s which have smoothing degree s,
, ∀p, and 0 
m and s are, respectively, the approximation and smoothing degrees of the kernel.
Before giving the proof of this theorem, we take a moment to comment on the form of this estimate. First, as a point of reference, note that for k = 0, (17) reduces to (8) with l = 0. It is also possible to prove an estimate analogous to (17) which corresponds to (8) with l = 1, but (17) is the better of the two for almost all values of r, m and k that are likely to appear in practice, so we omit the second estimate here. Second we note that this theorem implies that by sufficiently smoothing the boundary data it is possible to obtain interior convergence rates as close to optimal as one likes. However, there is a trade-off. To obtain (17) we must choose H = h r m+k so, as m increases, the support of the kernel grows, which increases the cost of computing the convolution in (16) and also degrades the approximation near the boundary. This second effect is manifested in the additional factor of d r−m−k appearing in the estimate when m + k > r. We now move on to the proof.
Proof of Theorem 2. Letũ solve problem (1), with f replaced by
Using the Green's function representation for the solution of the continuous problem, we have, for x ∈ Ω d ,
Putting this all together, and choosing
In the next section we will see how smoothing can be applied to problems with concentrated boundary data. Here we give a sketch of a potential application to a problem where the data contains high frequency oscillations. By this we mean that the boundary function, f (y), can be decomposed into a regular component, f r (y), and an oscillating component, f o (y), such that for some λ >> 1,
One situation where this could occur is in the solution of forward problems or inverse problems based on experimental data with certain types of noise. With this type of problem, it is natural to ask how the oscillations will affect the performance of the method, and what type of preliminary smoothing of the data might be beneficial. For this, we use (17) and find that for the appropriate choice of H,
For fixed r, m and h, we can easily minimize this with respect to k and choose the corresponding kernel. In particular, we note that this analysis suggests that smoothing is most beneficial if the L 1 norm of the oscillating component is significantly larger than that of the regular component.
Numerical illustrations
In this section we present some numerical results for problem (1) with A = −∆ and Ω the disk of radius 1. We note that this choice of A is not coercive over H 1 , and so does not satisfy all of the hypotheses required for our proofs. However, we will see that we nevertheless obtain the predicted rates of convergence, suggesting that our results are robust.
We give results for the following three test problems. Parameterizing the boundary by arc length, we define boundary functions and corresponding solutions
where δ 0 , δ 0 , and δ 0 are the delta functions centered at θ = 0, and the first and second derivatives of the delta function centered at θ = 0, respectively. We describe briefly the derivation of these exact solutions. For u 1 , we begin with the solution and compute f 1 = (u 1 ) n directly. For u 2 and u 3 , this becomes more complicated, so instead we begin with the boundary functions, f 2 and f 3 , and compute the solutions, u 2 and u 3 , using the modified Green's function representation,
Note that these solutions are only determined up to an additive constant. For the first two problems we select the solution with mean zero. For the third problem the solution is not in L 1 , and so computing the mean becomes a delicate issue which we choose to circumnavigate by taking instead the solution which is zero at (x, y) = (0, 0). In our numerical implementation, we compute the mean zero approximation for all three problems, and then shift the approximation to the third problem to set it equal to zero at (x, y) = (0, 0).
Next we give more detail on our numerical implementation. All computations were performed on quasi-uniform meshes using pie-shaped elements to fit the boundary exactly. These meshes were chosen to be uniform over the set, D = {(x, y), |x| + |y| ≤ 1/2}, which is the subdomain over which we report errors. The stiffness matrix was computed exactly, using elementary geometric considerations for elements abutting the boundary. The L 2 inner product matrix used in the mean zero computations was again computed exactly for elements not abutting the boundary. For elements abutting the boundary, the portion of the integral over the "skin" layer was computed in polar coordinates using 3-point quadrature for the "r" integral followed by 8-point quadrature for the "θ" integral. Boundary integrals were divided into singular and nonsingular parts. The nonsingular part of each integral was computed by breaking the integral into segments where the integrand was smooth and using 8-point quadrature on each segment. The singular part was computed exactly, using the exact expression for the values of the basis functions on the boundary.
There are two points here which require additional comment. First, note that δ is not quite in W −1 1 . From the point of view of rates of convergence, it is close enough, since it may be thought of as the limit of a sequence of smoothed approximations with bounded W −1 1 norm, as in the proof of Theorem 2 above. However, from a computational standpoint this noninclusion presents a small problem, since δ x 0 , v is not defined for v ∈ S h and x 0 a mesh point. In our computations we avoid this issue by being careful not to place mesh points on this singularity. Second, we note that δ x 0 , v is (nearly) zero for all v ∈ S h , since we are only considering piecewise linear elements ( δ x 0 , v would be exactly zero for linear elements on a polygonal domain). Thus, for this function with unsmoothed data, the finite element solution will just be (nearly) zero for all h, and so we do not include this case in our computations. Our results are summarized in the tables below. The first table contains errors and observed rates of convergence for the three test problems for h = 1/32, 1/64 and 1/128 for several choices of smoothing kernels and mesh types (The value of H used for each function and smoothing kernel is based on the theory from Section 3, and can be found by referring to the corresponding entry in Table 2 ). The first two entries are for computations on a very regular family of meshes, chosen so the diameter of the elements varied by no more than a factor of √ 2 over the whole domain. The first entry is for unsmoothed data and the second for data smoothed with a kernel of approximation degree 4. The second two entries are for a family of meshes distorted in such a way that the elements to one side of the singularity had diameter about 4 times that of the elements to the other side. On this mesh we give results for two choices of smoothing kernel, the first with approximation degree 2 and the second with degree 4. We explain our reason for including results for this distorted family of meshes below, and for now only note that it still fits our definition of quasi-uniform. We also mention, for clarity, that the smoothing kernels depend on the mesh only through the global parameter, h, and thus were unaltered by the distortion of the mesh.
From this table, we see that for u 2 and u 3 there is a clear improvement both in the rate of convergence and in the actual size of the error when the data is smoothed (as noted above, one can expect no convergence at all for u 3 without smoothing). For u 1 , on the other hand, the rate of convergence and the size of the error for smoothed data are basically the same as for unsmoothed data. This further supports the conclusion drawn from the predicted rates of convergence that smoothing is most beneficial when the data has regularity lower than L 1 . In the second table, we compare the results in the first table to the predictions given by our theory. For each boundary function, we list the size of the support of our chosen smoothing kernel, the predicted rate of convergence, and the observed rate of convergence, averaged over h = 1/32 to h = 1/128. We note that f 1 , f 2 , and f 3 are almost in L 1 , W respectively, and base our choice of kernel 
