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Abstract
We outline some mathematical results concerning mean field equations derived
within Onsager‘s statistical hydrodynamics theory. Such equations contain a prob-
ability measure describing the circulations of the vortex points. Our analysis shows
that in the deterministic vs. stochastic approach we obtain similar blow-up prop-
erties of bubbling solutions, whereas the corresponding optimal ’hudinger-Moser
constants, corresponding to the critical temperatures, may be substantially differ-
ent.
1 Some mean field equations from Onsager’s
vortex theory
In recent years, several mean field equations have been derived in order to describe
two-dimensional turbulence, following Onsager $s$ celebrated statistical mechanics ap-
proach [21], see also [10, 28]. By well-known work of Caglioti, Lions, Marchioro and
Pulvirenti [2, 3] and Kiessling [14] it is well-known and rigorously established that
under the assumption that all vortex points have identical vorticity and orienta-
tion, the mean field limit, in the case of a compact two-dimensional surface without
boundary $\Omega$ , is described by the semilinear elliptic equation with exponential non-
linearity:
$\{\begin{array}{ll}-\Delta v=\lambda(\frac{e^{v}}{\int_{\Omega}e^{v}dx}-\frac{1}{|\Omega|}) on \Omega,\int_{\Omega}vdx=0. \end{array}$ (1)
Here, $v$ is the stream function, $\lambda>0$ is a constant related to the statistical tempera-
ture and $dx$ denotes the surface element on $\Omega$ . The normalization $\int_{\Omega}vdx=0$ is cho-
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sen in order to rule out an additive constant. It is worth noticing that equation (1)
is also relevant in other contexts, including differential geometry (Nirenberg’s prob-
lem), chemotaxis, Chern-Simons gauge theory. Consequently, equation (1) and its
variations have been extensively studied, particularly in relation to the blow-up
properties of concentrating sequences of solutions, topological degree properties,
existence, uniqueness, symmetry of solutions, just to mention a few aspects. See,
e.g., [15, 28]. Equation (1) is the Euler-Lagrange equation of the functional
$\mathcal{I}_{\lambda}(v)=\frac{1}{2}\Vert\nabla v\Vert_{2}^{2}-\lambda\log\int_{\Omega}e^{v}dx$ (2)
defined on the space
$\mathcal{E}=\{v\in H^{1}(\Omega)$ : $\int_{\Omega}vdx=0\}$ .
In view of the classical hudinger-Moser inequality, as established in [11]:
$\sup\{\int_{\Omega}e^{4\pi v^{2}}:v\in \mathcal{E},$ $\Vert\nabla v\Vert_{2}\leq 1\}<+\infty$ ,
where the constant $4\pi$ is sharp, we derive that
$\inf_{v\in \mathcal{E}}\mathcal{I}_{\lambda}(v)>-\infty\Leftrightarrow\lambda\leq 8\pi$ . (3)
In the context of the statistical mechanics of vortices the optimal constant $\lambda=8\pi$
is related to the critical temperature. An alternative proof of (3) was derived in [2].
Here, we are interested in some generalizations of (1) which were recently de-
rived in the above mentioned statistical mechanics context, with the aim of consid-
ering vortex points with arbitrary circulation and orientation. Assuming that the
distribution of circulations is determined by a general Borel probability measure
$\mathcal{P}\in \mathcal{M}(I)$ , where $I=[-1,1]$ , by extending the methods introduced in Joyce and
Montgomery [13], Pointin and Lundgren [22], the following ”continuous“ equation
was derived in [26]:
$\{\begin{array}{ll}-\triangle v=\lambda l\alpha(\frac{e^{\alpha v}}{\int_{\Omega}e^{\alpha v}dx}-\frac{1}{|\Omega|})\mathcal{P}(d\alpha) on \Omega\int_{\Omega}vdx=0. \end{array}$ (4)
The variational functional for (4) is given by
$\mathcal{J}_{\lambda}(v)=\frac{1}{2}\Vert\nabla v\Vert_{2}^{2}-\lambda\int_{I}\log(\int_{\Omega}e^{\alpha v}dx)\mathcal{P}(d\alpha)$, (5)
with $v\in \mathcal{E}$ . The first mathematical results concerning the general equation (4) are
rather recent, see [18]. However, some special cases of $\mathcal{P}$ have been considered. In
particular, the ”hyperbolic sine case”
$\mathcal{P}=t\delta_{\alpha=-1}+(1-t)\delta_{\alpha=1}$ , $t\in[0,1]$ , (6)
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which corresponds to the physics models considered in [13, 22], was considered in
[12, 19, 20, 9]. When $\mathcal{P}$ has the atomic form
$\mathcal{P}=\sum_{i=1}^{N}a_{i}\delta_{\alpha_{i}}$ , (7)
where $\alpha_{i}\in I$ for $i=1,2,$ $\ldots,$ $N,$ $a_{i}\geq 0,$ $\sum_{i=1}^{N}a_{i}=1$ , equation (4) is equivalent to
a Liouville system of the form
$\{\begin{array}{ll}-\Delta u_{i}=\lambda(V_{i}e^{\Sigma_{j=1}^{N}a_{ij}u_{ij}}-\kappa i), 1\leq i\leq N, in \Omega\int_{\Omega}u_{i}dx=0, \end{array}$
where $V_{i}$ is a continuous function and $\kappa_{i}$ is a suitable constant ensuring that the right
hand side in the equation above has zero mean. Systems of this form have been ex-
tensively analyzed by Chanillo and Kiessling [4], Chipot, Shafrir, Wolansky [7]. The
related optimal Trudinger-Moser inequalities, in their equivalent dual logarithmic
Hardy-Littlewood-Sobolev form, were obtained by Shafrir and Wolansky [27].
On the other hand, an equation similar to (4) was derived by Neri [17], under
the assumption that the circulations of the vortex points are independent identically
distributed random variables with probability distribution $\mathcal{P}$ :
$\{\begin{array}{ll}-\Delta v=\lambda\frac{\int_{I}\alpha(e^{\alpha v}-\frac{1}{|\Omega|}\int_{\Omega}e^{\alpha v}dx)\mathcal{P}(d\alpha)}{\int\int_{I\cross\Omega}e^{\alpha v}\mathcal{P}(d\alpha)dx} on \Omega\int_{\Omega}vdx=0. \end{array}$ (8)
The variational functional for (8) is given by
$\mathcal{K}_{\lambda}(v)=\frac{1}{2}\Vert\nabla v\Vert_{2}^{2}-\lambda\log(l\int_{\Omega}e^{\alpha v}dx\mathcal{P}(d\alpha))$ , (9)
with $v\in \mathcal{E}$ . Although similar, the “deterministic“ equation (4) and the “stochastic“
equation (8) are distinct unless $P=\delta_{\alpha=1}$ , in which case they both reduce to the
standard mean field equation (1). It is therefore natural to seek similarities and
differences between (4)$-(8)$ . Our studies recently carried out in the articles [18, 23,
24, 25] show that:
(i) Equation (4) and equation (8) share analogous blow-up properties;
(ii) Functional $\mathcal{J}_{\lambda}$ and functional $\mathcal{K}_{\lambda}$ have substantially different budinger-Moser
optimal constants.
We summarize such results in the remaining part of this note. More precisely, in
Section 2 we describe blow-up properties for a general equation containing (4) and
equation (8) as special cases, thus emphasizing analogous behaviours of bubbling
solutions. In Section 3 we provide the optimal Trudinger-Moser constants for both
models. In particular, we show that such a best constant for the “stochastic“ func-
tional (9) coincides with the standard constant $\lambda=8\pi$ in (3), whereas it is greater
than $8\pi$ for the “deterministic“ functional (5), see Theorem 3.1 below.
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2 Blow-up properties
As already mentioned above, a blow-up analysis for equation (4) is provided in
[18], extending techniques from [1, 19]. One difficulty in carrying out such an
extension is due to the general form of the Borel measure $\mathcal{P}$ , which in particular
does not allow to assume satisfactory convergences of quantities indexed in $\alpha\in I$ by
simply extracting subsequences. For this reason, a new point of view of considering
concentrating measures on the product space $I\cross\Omega$ was taken. It is not difficult
to see that the main blow-up results from [18] can be extended to equation (8).
Thus, in [24] we were motivated to prove blow-up properties for a class of equations
including (4) and (8) as special cases.
More precisely, in [24] we study concentrating sequences of solutions to the
following equation:
$\{\begin{array}{ll}-\triangle v=\lambda lV(\alpha, x, v)e^{\alpha v}\mathcal{P}(d\alpha)-\frac{\lambda}{|\Omega|}\int\int_{I\cross\Omega}V(\alpha, x, v)e^{\alpha v}\mathcal{P}(d\alpha)dx, in \Omega\int_{\Omega}vdx=0, \end{array}$
(10)
where $V(\alpha, x, v)$ is a functional satisfying the condition $\alpha V(\alpha, x, v)\geq 0$ , as well as
suitable bounds which will be specified below. Clearly, when
$V( \alpha, x, v)=V_{1}(\alpha, v)=\frac{\alpha}{\int_{\Omega}e^{\alpha v}dx}$ , (11)
equation (10) reduces to (4). On the other hand, when
$V( \alpha, x, v)=V_{2}(\alpha, v)=\frac{\alpha}{\int\int_{I\cross\Omega}e^{\alpha v}\mathcal{P}(d\alpha)}$ , (12)
equation (10) reduces to (8). We make the following assumptions on the functional
V.
(Vl) $(sign\alpha)V(\alpha, x, v)\geq 0$ for all $(\alpha, x, v)\in I\cross\Omega\cross \mathcal{E}$;
(V2) $\sup_{\mathcal{E}}\Vert V(\alpha, x, v(x))\Vert_{L^{\infty}(I\cross\Omega)}\leq C_{1}$ for some constant $C_{1}>0$ ;
(V3) $\iint_{I\cross\Omega}|V(\alpha, x, v)|e^{\alpha v}\mathcal{P}(d\alpha)dx\leq C_{2}$ for some constant $C_{2}>0$ .
We consider solution sequences $\{v_{n}\},$ $\lambda_{n}arrow\lambda_{0}$ to
$\{\begin{array}{l}-\triangle v_{n}=\lambda_{n}\int_{I}(V(\alpha, x, v_{n})e^{\alpha v_{n}}-\frac{1}{|\Omega|}\int_{\Omega}V(\alpha, x, v_{n})e^{\alpha v_{n}}dx)\mathcal{P}(d\alpha)\int_{\Omega}v_{n}=0.\end{array}$ (13)
Following the approach of Brezis and Merle [1], see also Nagasaki and Suzuki [16],
we first show that the blow-up set for concentrating solutions is finite and that a




and denote $S=s_{+}\cup S_{-}$ . We define the measures $\nu\pm,n\in \mathcal{M}(\Omega)$ by setting
$\nu_{\pm,n}=\lambda_{n}l_{\pm}|V(\alpha, x, v_{n})|e^{\alpha v_{n}}\mathcal{P}(d\alpha)$
where $I+=[0,1]$ and $I_{-}=[-1,0)$ . Since in view of (V3) we have $\int_{\Omega}\nu\pm,n\leq C_{2}\lambda_{n}$ ,
we may assume that $\nu_{\pm,n^{arrow}}^{*}\nu\pm$ for some measure $v\pm\in M(\Omega)$ .
Theorem 2.1 ([24], Brezis-Merle alternative). Assume $(Vl)-(V2)-(V3)$ . Let $v_{n}$ be
a solution sequence to (13) with $\lambda_{n}arrow\lambda_{0}$ . Then, the following altemative holds.
i$)$ Compactness: $\lim\sup_{narrow\infty}$ Il $v_{n}\Vert_{\infty}<+\infty$ . There exist a solution $v\in \mathcal{E}$ to (10)
with $\lambda=\lambda_{0}$ and a subsequence $\{v_{n_{k}}\}$ such that $v_{n_{k}}arrow v$ in $\mathcal{E}$ .
ii) Concentration: $\lim\sup_{narrow\infty}$ Il $v_{n}\Vert_{L\infty}=+\infty$ . The sets $s_{\pm}$ are finite and $S=$
$S_{-}\cup s_{+}\neq\emptyset$ . For some $s\pm\geq 0_{f}s\pm\in L^{1}(\Omega)$ we have
$\nu_{\pm}=s\pm dx+\sum_{p\in s_{\pm}}n_{\pm,p}\delta_{p}$
with $n\pm,p\geq 4\pi$ for all $p\in S.$ Moreover, there exist $v\in H_{1oc}^{1}(\Omega\backslash S),$ $k\in$
$L^{\infty}(I\cross\Omega)$ and $c_{0}\in \mathbb{R}$ such that $v_{n}arrow v$ in $H_{1oc}^{1}(\Omega\backslash S)$ and
$\{\begin{array}{ll}-\Delta v=\lambda_{0}lk(\alpha, x)e^{\alpha v}\mathcal{P}(d\alpha)+\sum_{p\in s_{+}}n_{+,p}\delta_{p}-\sum_{p\in S_{-}}n_{-,p}\delta_{p}-c_{0} in \Omega,\int_{\Omega}v=0. \end{array}$
(14)
Under stronger assumptions on $V$ , which are satisfied in the physically relevant
cases (11)$-(12)$ , the blow-up results may be refined. Following [18], we consider
measures defined on the product space $I\cross\Omega$ . We assume that $V$ does not depend
on $x$ , namely $V=V(\alpha, v)$ and
(VO) $\nabla_{x}V(\alpha, v)=0$ .
We also strengthen assumptions $(V2)-(V3)$ above as follows:
(V2’) $\sup_{\mathcal{E}}\Vert\alpha^{-1}V(\alpha, v)\Vert_{L^{\infty}(I)}\leq C_{1}^{l}$ for some constant $C\text{\’{i}}>0$ ;
(V3‘) $\iint_{I\cross\Omega}|\alpha^{-1}V(\alpha, v)|e^{\alpha v}\mathcal{P}(d\alpha)dx\leq C_{2}’$ for some constant $C_{2}’>0$ .
For every fixed $\alpha\in I$ we define $\mu_{\alpha}^{n}(dx)\in \mathcal{M}(\Omega)$ by setting
$\mu_{\alpha}^{n}(dx)=\lambda_{n}\frac{V(\alpha,v_{n})}{\alpha}e^{\alpha v_{n}}dx$ .
We consider the sequence of measures $\mu_{n}=\mu_{n}(d\alpha dx)\in M(I\cross\Omega)$ defined by
$\mu_{n}(d\alpha dx)=\mu_{\alpha}^{n}(dx)\mathcal{P}(d\alpha)=\lambda_{n}\frac{V(\alpha,v_{n})}{\alpha}e^{\alpha v_{n}}dx\mathcal{P}(d\alpha)$ .
In view of (V3‘), for large values of $n$ we have:
$\mu_{n}(I\cross\Omega)=\int\int_{I\cross\Omega}\mu_{\alpha}^{n}(dx)\mathcal{P}(d\alpha)\leq C_{2}’(\lambda_{0}+1)$ .
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Hence, upon extracting a subsequence, we may assume that
$\mu_{n}arrow*\mu$ for some Borel measure $\mu\in M(I\cross\Omega)$ .
In the next result we describe some properties of $\mu$ .
Theorem 2.2 ([24], quadratic relation for the mass measure). Suppose that $V$
satisfies $(VO)-(Vl)-(V2)-(V3)$ . Let $v_{n}$ be a solution sequence to (13) with $\lambda_{n}arrow$
$\lambda_{0}$ . The following properties hold.
(i) The singular part of $\mu$ has a ”separation of variables” form:
$\mu(d\alpha dx)=\sum_{p\in S}\zeta_{p}(d\alpha)\delta_{p}(dx)+r(\alpha, x)\mathcal{P}(d\alpha)dx$
.
Here, $\zeta_{p}\in M(I)$ and $r\in L^{1}(I\cross\Omega)$ .
(ii) For every $p\in S$ the following relation is satisfied
$8 \pi\int_{I}\zeta_{p}(d\alpha)=[\int_{I}\alpha\zeta_{p}(d\alpha)]^{2}$
(iii) For every $p\in S$ it holds
$l_{\pm}|\alpha|\zeta_{p}(d\alpha)=n_{\pm,p}$ $l_{\pm}|\alpha|r(\alpha, x)\mathcal{P}(d\alpha)=s\pm(x)$ ,
where $n\pm,p$ and $s\pm(x)$ are as in Theorem 2.1. Moreover, for every $p\in s_{\pm}\backslash S_{\mp}$
$l_{\mp}|\alpha|\zeta_{p}(d\alpha)=0$ .
We note that $(_{p}\in M(I)$ plays the role of the “mass measure” at the blow-up
point $p\in\Omega$ . In the deterministic case (4), we are able to show that $\zeta_{p}$ is absolutely
continuous with respect to $\mathcal{P}(d\alpha)$ , and more precisely that $\zeta_{p}(d\alpha)=m_{p}(\alpha)\mathcal{P}(d\alpha)$
for some $m_{p}\in L^{\infty}(I)$ . We do not know whether such a property holds for the
stochastic case (8). However, this is of course the case when $\mathcal{P}(d\alpha)$ is discrete,
and in particular when $\mathcal{P}(d\alpha)$ has the hyperbolic sine form (6). Further analogies
between (4) and (8) in the special case (6) have been emphasized in [25]. We refer
to [25] for the details.
3 Optimal Trudinger-Moser inequalities
In this section we emphasize that the best constants in the corresponding Trudinger-
Moser inequalities for the functionals (5) and (9) differ substantially. Indeed, in [23]
we establish the following result.
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Theorem 3.1 ([23], Best constant for $\mathcal{J}_{\lambda}$). The functional $\mathcal{J}_{\lambda}$ is bounded below on
$\mathcal{E}$ if $\lambda<\overline{\lambda}$ , where A is defined by
$\overline{\lambda}=\inf\{\frac{8\pi \mathcal{P}(K_{\pm})}{[\int_{K\pm}\alpha \mathcal{P}(d\alpha)]^{2}}|K\pm\subset I_{\pm}\cap suppP\}$
where $K$ is a Borel set and $I+=[0,1]$ and $I_{-}=[-1,0)$ .
The constant A is sharp in the sense that it may not be replaced by any larger
constant. We note that $\overline{\lambda}\geq 8\pi$ . In other words, the best constant for (5) is improved
with respect to the best constant for the standard Trudinger-Moser functional (2),
as stated in (3). We expect that the strict inequality is a technical limitation of the
approximation argument employed in the proof.
In constrast to the above result for the functional (5), no improved Tlrudinger-
Moser inequality holds for the functional (9). Indeed, it is not difficult to prove the
following.
Theorem 3.2 ([17, 24], Best constant for $\mathcal{K}_{\lambda}$ ). Let $supp\mathcal{P}\cap\{-1,1\}\neq\emptyset$ . Then,
the functional $\mathcal{K}_{\lambda}$ is bounded from below on $\mathcal{E}$ if and only if $\lambda\leq 8\pi$ .
The proof of Theorem 3.1 is more involved, see [23]. We first identify a duality
principle for $\mathcal{J}_{\lambda}$ . More precisely, we rigorously prove a Toland type non-convex
duality principle for the following Lagrangian from [26, 28]:
$\mathcal{L}(\oplus\rho_{\alpha}, v)=\int\int_{I\cross\Omega}\rho_{\alpha}(\log\rho_{\alpha}-1)\mathcal{P}(d\alpha)+\frac{1}{2}\int_{\Omega}|\nabla v|^{2}$
$- \int\int_{I\cross\Omega}\alpha\rho_{\alpha}v\mathcal{P}(d\alpha)$ .
Here $(\oplus\rho_{\alpha}, v)\in\oplus\Gamma_{\lambda}\cross \mathcal{E}$ , where
$\Gamma_{\lambda}=\{\rho\in L\log L(\Omega):\rho\geq 0,$ $\int_{\Omega}\rho=\lambda\}$ ,
$\oplus\Gamma_{\lambda}=\{\oplus\rho_{\alpha}$ : $\rho_{\alpha}\in\Gamma_{\lambda}$ for $\mathcal{P}-a.e$ . $\alpha\in I\}$ .
We define the following free-energy functional of logarithmic Hardy-Littlewood-
Sobolev type
$\Psi(\oplus\rho_{\alpha})=\int\int_{I\cross\Omega}\rho_{\alpha}(\log\rho_{\alpha}-1)-\frac{1}{2}\int\int_{I^{2}}\alpha\beta\int_{\Omega}\rho_{\alpha}G\star\rho_{\beta}\mathcal{P}(d\alpha)\mathcal{P}(d\beta)$
for $\oplus\rho_{\alpha}\in\oplus\Gamma_{\lambda}$ . The following duality principle implies that minimization of $\mathcal{J}_{\lambda}$ is
equivalent to minimization of $\Psi$ :
Theorem 3.3 ([23], Duality principle). For any $\lambda>0$ the following relation holds:
$\inf_{\oplus\Gamma_{\lambda}\cross \mathcal{E}}\mathcal{L}=$ $inf\mathcal{J}_{\lambda}+\lambda(\log\lambda-1)=\inf_{\oplus\Gamma_{\lambda}}\Psi$ . (15)
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Theorem 3.3 may be viewed as a Toland non-convex duality principle for $J_{\lambda}$
and $\Psi$ . Identity (15) is stated without proof in [28]. The proof of Theorem 3.3 is
achieved in [23] by a direct minimization argument which requires some care, since
on one hand the space $L^{1}(I, \mathcal{P};L\log L(\Omega))$ is not reflexive, and on the other hand
the logarithmic nonlinearity is not differentiable at $0$ .
With the duality principle at hand, the study of $\mathcal{J}_{\lambda}$ is reduced to the study of
functionals of the form
$\tilde{\Psi}_{\mathcal{P}}(\oplus\rho_{\alpha})=\int_{I}\int_{\Omega}\rho_{\alpha}\log\rho_{\alpha}\mathcal{P}(d\alpha)$ (16)
$+ \int\int_{I^{2}}A(\alpha, \beta)\int\int_{\Omega^{2}}\rho_{\alpha}(x)\log d(x, y)\rho_{\beta}(y)\mathcal{P}(d\alpha)\mathcal{P}(d\beta)$ ,
where $A(\alpha, \beta)\in C(I^{2})$ is symmetric and satisfies the sign condition
$\alpha\beta A(\alpha, \beta)\geq 0$ on $I^{2}$ ,
and $\oplus\rho_{\alpha}\in\oplus\Gamma_{\lambda_{\alpha}}$ , where
$\oplus\Gamma_{\lambda_{\alpha}}=\{\oplus\rho_{\alpha}$ : $\rho_{\alpha}\in\Gamma_{\lambda_{\alpha}}$ for $\mathcal{P}-a.e$ . $\alpha\in I\}$ .
In the special case where $\mathcal{P}$ is the atomic measure (7), the free energy (16) takes
the form
$\tilde{\Psi}(\rho_{1}, \ldots, \rho_{n})=\sum_{i=1}^{N}a_{i}\int_{\Omega}\rho_{i}\log\rho_{i}+\sum_{i,j=1}^{N}a_{ij}\int\int_{\Omega^{2}}\rho_{i}(x)\log d(x, y)\rho_{j}(y)$ ,
with $a_{ij}=A(\alpha_{i}, \alpha_{j})a_{i}a_{j},$ $i,$ $j=1,2,$ $\ldots,$ $N$ . Discrete functionals of the form above
have been extensively investigated by Shafrir and Wolansky [27], who derived an op-
timal condition for boundedness below. We thus complete the proof of Theorem 3.1
by a careful approximation argument. We refer to [23] for the details.
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