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ABSTRACT
The aim of this research project was to investigate ways of improving 
the accuracy of dosimetric measurements in pion radiotherapy. Interest in 
this area was stimulated by the results of recent experimental work which 
revealed that materials from which dosimeters in pion radiotherapy are 
routinely constructed are not tissue equivalent for tt .
Two means of achieving the stated objective were identified:
1. To produce materials which are tissue equivalent for pions, to use in 
the construction of phantoms and dosimeters.
2. To evaluate correction factors necessary to convert dose recorded 
under non-tissue equivalent conditions to that for tissue.
An attempt was made to produce muscle and bone equivalent phantom 
materials. The extent to which the materials produced could be considered 
tissue equivalent was judged by comparing experimentally determined carbon 
to oxygen (C:0) and nitrogen to oxygen (N:0) pion atomic capture ratios 
with those for the corresponding tissue type. Negative pion atomic capture 
ratios were also evaluated for sets of simple organic compounds to aid 
further development of the theoretical models necessary to determine correction 
factors.
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CHAPTER 1 
INTRODUCTION
1.1 NEGATIVE PION RADIOTHERAPY
The possibility of using negative pions for radiotherapeutic purposes 
was discussed in 1951(Richman, 1981) soon after their discovery (Perkins, 1947).
It was not until 1961, however, that the first published account detailing 
the supposed benefits of such a form of treatment appeared (Fowler, 1961).
The case put forward for using negative pion beams in radiotherapy was 
based principally on the improved spatial distribution of dose, as this allows 
for a greater degree of dose 'localisation* compared with X  or y rays. The 
variation of dose with depth for narrow X-ray and tr beams are shown in Fig.
1.1. This clearly illustrates that for a given dose to the tumour region, the 
dose to the contiguous tissue is reduced using n” . Since the maximum dose 
which can be delivered to a tumour is strictly limited by the resulting 
damage to the surrounding tissues, this is a definite advantage.
The shape of the pion depth-dose curve can be explained principally 
by considering the energy loss equation for charged particles travelling through 
a medium. A simplified form of the equation is given by Dyson (Dyson, 1981)
as
dE = (1/4tie_)^ 4irze^nZ (ln(Qmax/J)-ln(l-82) -  B2) 1.
dF °  :
where dE/dx is the energy loss per unit length, z is the charge state of the 
particle, nZ is the number of electrons per unit volume in the absorber, m 
is the mass of the particle and v its velocity, Qmax is the maximum energy 
transferrable in a head on collision, J represents the minimum energy which 
can be transferred to a bound electron; it is a weighted mean of all the
X-ray
Thickness tAt
Figure 1.1 Depth-^dose curves for narrow tt and X -ray beams. This 
illustrates that the contrast differences, AI^, for small changes in 
object thickness, At, can be much greater for ir than the contrast 
A Ix> obtainable by the use of X-rays.
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excitation and ionisation processes which can occur within the atom.
It can be seen by examining the equation, that the energy loss per 
unit length is inversely proportional to the square of the particle velocity. 
Thus, as the particle slows in traversing the material, the rate of energy loss 
increases producing a peak at the end of the range. This peak is known as 
the Bragg peak. Equation 1.1 applies to all charged particles, however, for 
tt the Bragg peak is augmented by the energy deposited by heavy charged 
particles produced when the negative pion interacts with an atomic nucleus.
When the tt" reaches the end of its range it is captured by a nucleus.
The rest mass energy of the pion, 139.6 MeV, is released in the resulting
nuclear reaction. About 35 MeV of this goes into overcoming the binding
energy of the disintegration products, 30 MeV into kinetic energy of the
charged fragments and 70 MeV into kinetic energy of the neutrons. The
remainder goes into excitation of the heavier fragments. The reaction
3 4products include neutrons, y  , alphas, .protons, deuterons, tritons, He, ^He,
6 7Li and Li. These 'star' events, so called because of the characteristic 
track shape produced in nuclear emulsions, contribute approximately 20-30%  
of the dose in the peak region (Richman, 1981). The various contributions 
to the pion depth dose curve are shown in Fig. 1.2.
The protons and heavier charged particles produced following nuclear 
t t  capture deposit a certain amount of dose of high linear energy transfer 
(LET); this led to the suggestion (Fowler, 1961), of a further, radiobiological, 
advantage to the use of tt in cancer treatment.
In the plateau region of the negative pion dose distribution a high 
LET dose component can only arise from the products of collisions of fast
D
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Figure 1*2 Negative pion depth-dose curve, showing 
contributions from tt , p , n and heavy charged particles.
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tt with nuclei. Since the cross sections for such reactions are small their 
contribution to the dose deposited in the region was expected to be small. 
Consequently the relative biological effectiveness (RBE) of tt in the plateau 
region was expected to be comparable to that of X-rays (RBE=1). In the peak 
region, however, it was thought that the high LET dose component would lead 
to a larger RBE value. The higher the RBE the greater the biological damage 
produced per unit dose; thus the peak to plateau ratio of biological damage 
would be greater than that predicted by consideration of dose deposition alone.
Subsequent radiobiological investigations confirmed this premise.
The ratio of the RBE (Sakamoto, 1981;Raju, 1975), in the peak region to that in the 
plateau region generally being in the range 1.2-2.0, depending upon differences 
in irradiation regime, cell types used etc.
Another possible radiobiological advantage of the high LET dose 
component was identified after consideration of the effect of oxygenation 
upon the effectiveness of different ionising radiations to kill cells. The 
effectiveness of any form of ionising radiation in causing biological damage is 
reduced with decreasing oxygen concentration, however, this reduction in cell 
killing capacity is less for radiations of high LET than low LET. This effect 
is quantified by the oxygen enhancement ratio (OER), this is the ratio of the 
RBE in the presence of oxygen to that under hypoxic conditions.
Radiobiological experiments give values of OER for n irradiation in the peak 
region of approximately 2.0 which is lower than that for low LET radiations 
such as X - and y-rays, for which the OER values are approximately 3.0 
(Sakamoto, 1981). It is believed that in some tumours there exists a central 
hypoxic region. In these instances, the use of negative pion beams gives 
a further advantage over conventional radiotherapy.
5.
Unfortunately, the initial case for using negative pion beams for
radiotherapy was based upon knowledge of the properties of negative pions
determined from cosmic ray experiments (Perkins, 1947; Occhialini, 1947). It
was not until the advent of large particle accelerators in the early 1970s
that the production of it beams of high enough flux for pion radiotherapy
became feasible. A t three of these so called ’meson factories', LAMPF,
TRIUMF, and SIN, pion radiotherapy facilities were constructed.
Clinical trials began in 1979 at TRIUMF, 1980 at SIN and 1974 at LAMPF.
These first trials were principally on surface tumours and it was not until
1982, 1981 and 1977 respectively, that full clinical trials on deep seated tumours 
$
began.; The various steps taken towards the setting up of a fully operational 
clinical facility for the treatment of deep seated tumours and the tim e scales 
involved, is shown, using TRIUMF as an example, in Table 1.1.
When full scale treatments began at the centres tt beam intensities 
were low and treatment periods correspondingly lengthy, so only a small 
number of patients could be treated. Later improvements in beam design 
and general accelerator upgrading produced increased beam intensities which 
allowed for larger numbers of patients to be treated. Despite this the number 
of patients so far treated has not been sufficient for any definitive conclusions 
to be formed about the efficacy of this form of treatment, although early 
results have been regarded as promising (Schmitt, 1985; Goodman, 1985).
In spite of these favourable reports, treatments ceased at LAMPF in 
1981. However it is still carried out at SIN and TRIUMF and there have 
been recent proposals for more such centres.
Year TRIUM F Development Biomedical Development
1974 Main magnet finished. 
Completion of internal 
parts of cyclotron. 
Acceleration to 500 MeV. 
First proton beam extracted.
Design of channel and control 
system.
1975 First beam delivered to targets. Installation of channel and 
shielding.
First pion beam extracted on 
biomedical channel.
1976 First 1 yA Beam tuning.
Physical measurement: 
flux and contamination.
First 10 yA First in vitro biological expt.
1977 First 100 yA Physical measurement : dosimetry. 
First in vivo (mouse) expt.
1978 First 120 y A
1979 Steady 100 yA First pig skin expt.
First human skin nodule 
irradiation.
1980 Range shifter installed. 
Development of large uniform 
fields.
1981 Further improvement 
to cyclotron stability 
and reliability.
Availability of CT scanner. 
First CT-based treatment 
planning.
Treatment couch installed.
1982 Full cyclotron operation. 
(24 weeks of high 
intensity per year) 
Steady 120 yA
First deep-seated tumour treated. 
Development of patient 
immobilization technique.
1983
'
Full operation, treating up to 
7 patients per day.
Table 1.1 Calendar of important events in the development of the TR IU M F
pion radiotherapy program (Lam, 1985)
1.2 PION DOSIMETRY
For any radiotherapeutic treatment procedure it is important to be 
able to determine the dose distribution within the patient to a reasonable degree 
of accuracy. This is necessary for treatment optimisation and also to 
allow for meaningful intercomparison of results: between the different 
centres using the same radiation modality, and more generally between different 
radiation types. Accurate dosimetry is also important in radiobiological 
experiments.
Whilst it is possible to place dosimeters on the patients skin, and this 
is routinely done to check clinical procedures, it is clearly impossible to 
use the patient to gain detailed information on the internal distribution of dose.
A 'substitute* for the patient, generally known as a phantom, is thus used instead. 
The phantom is constructed from a material, or materials, which give 
approximately the same pattern of dose deposition for the radiation field as 
would a particular type of tissue. These are termed tissue equivalent materials. 
As a general rule, the phantom is constructed from material which is muscle 
or soft tissue equivalent for the particular radiation used. Considering the large 
variety of tissue types in the body, using only one type of tissue equivalent 
material to produce dose distributions obviously introduces errors; however, 
given the large differences in patient shape, size and relative tissue types, 
especially muscle to fat ratios, these errors are negligible.
Dosimeters, which are also constructed from materials which are 
considered tissue equivalent, are inserted into the phantom. By irradiating 
the phantom in a manner analogous to that used for patient treatment it is 
possible, using the dosimeter readings,to produce detailed dose contours. These 
can be used to calculate doses received by the tumour;.and contiguous tissues.
In this way any treatment regime can be tested before use.
The basic dosimetric procedure outlined above is followed for all 
radiation types, the principal difference in practice being the choice of 
tissue equivalent material to use.
Many papers have been published on the subject of tissue equivalent 
materials for use in radiotherapy involving X - or y-rays, and it has proved 
relatively straightforward to produce materials with the required properties 
(White, 1977). For e and also for y-rays, where the Compton effect is the 
dominant interaction, the material principally needs to have the same 
electron density as the tissue. For X-rays the photoelectric effect is not 
insignificant and it is thus also necessary for the material to have approximately 
the same elemental composition. For heavy ion beams the requirements are 
similar to those for electrons (Constantinou, 1980). The tissue equivalence 
requirements for neutrons are more difficult to satisfy because of the wide 
range of possible interactions. However, for most radiotherapeutic beams 
the neutron energy is such that the dominant interaction is elastic scatterings 
Thus tissue equivalence requirements are generally satisfied if  the hydrogen 
concentration is the same as that in a given tissue.
Unfortunately tissue equivalence requirements for negative pions are more 
stringent due to the dependence of energy deposition not only upon the 
atomic species present but also the molecular structure. In order to explain 
how this dependence arises it is useful to consider the interactions which 
are believed to occur when a t t  stops within a material, these are shown 
schematically in Fig. 1.3.
M
ol
ec
ul
ar
 
O
rb
it
Q
d)
•O  -T
CXm
CO
0
Du
Lh
CO
4->CO
w
a.
bO
2 ® £0h
.2'C
0•u>
COe
CO
c
2
C / 5cxo
c0)
*
u
3ooo
X>
0
>0
0X3
0u,0
J3O
xs
is
wco
’•HocoI*
0
CO
0u3b0
J C O
Du
10.
When the tt reaches the end of its range within a material it is 
captured in the vicinity of an electron, via an Auger interaction, into a 
molecular or atomic orbit. If  captured onto a molecular orbit the pion 
will cascade down through the molecular levels until it is captured into an 
atomic level. The it captured on an atomic orbit cascades down through 
the energy levels initially by Auger then X-ray transitions until the tt 
wave function overlaps with that of the nucleus and the resulting nuclear 
reaction produces heavy charged particles, neutrons and gamma-rays.
The molecular effect upon energy deposition arises because, as 
there is much evidence to show, the type of molecular bonds influence to
which atom their deexcites from molecular levels (Ponomarov , 1973). This
would, of course, have no effect upon the energy deposition pattern if  the 
number of heavy charged particles produced following tt capture and their 
average energy were the same for all atomic nuclei, however this is not the 
case. Considering oxygen and carbon, as these are important elements in tissue, 
tt nuclear capture on carbon produces more heavy charged particles of 
higher average energy than captures on oxygen, see Tables 1.2 and 1.3, 
although the number and energy spectrum of neutrons produced are similar.
The number and energy of charged particles produced following captures on 
calcium are different again, as shown in Table 1.4.
The molecular influence upon dose deposition makes the satisfying 
of tissue equivalence requirements for tt a complex problem. During the 
initial slowing down the requirements are the same as for any other charged
particles; this means principally that the electron density should be the same.
In the region of peak energy deposition the requirements are more stringent 
as, in order for the material to be tissue equivalent, the spectrum of charged
Particle
detected
Energy
interval
(MeV)
Particle yield 
per stopped 
: t t
Mean
energy
(MeV)
Mean energy 
per stopped t t  
(MeV)
p 1.8-9a5 0.452+0.043 23.0±2.2 10.4±1.8
d 1.9-99.5 0.326±0.032 19.2±2.0 6.3±1.1
t 2.0-79.5 0.219±0.023 13.8±1.6 3.0±0.5
3He 8.5-29.5 0.034±0.005 15.9±4.1 0.5±0.2
4He 2.0-53.5 0.622+0.066 8.8±1.1 5.5±1.0
Li 4.5-25.5 0.132+0.019 9 .1± 1.6 1.2±0.3
Table 1.2 Multiplicities and average energies of charged secondary p; 
produced after the absorption of stopped tt in carbon:,
(Mechtersheimer, 1979).
Particle
detected
Energy interval 
(MeV)
Particle yield 
per stopped 7r
P 1.8-99.5 0.34±0.08
d 1.9-99.5 0.20±0.06
t 2.0-79.5 0.22±0.04
He 8.5-29.5 0.010±0.006
CDX 2.0-53.5 0.47±0.20
Table 1.3 Multiplicities of charged secondary particles produced afte r  
the absorption of stopped it in oxygen (Munchmeyer, 1982).
Particle Energy Particle yield Mean Mean energy
detected interval per stopped energy per stopped 7T
(MeV) 7r (MeV) (MeV)
p 1.5-121.5 0.744+0.062 13.9±0.9 10.3±1.13
d 1.5-105.5 0.154±0.013 19.6±1.4 3.02±0.33
t 1.5-89.5 0.082±0.007 12.3±1.4 1.01±0.14
3He 8.5-54.5 0.012±0.002 20.6±4.8 0.25±0.07
4 N
He 1.5-66.5 0.308±0.027 8.4±0.5 2.59±0.27
Table 1.4 Multiplicities and average energies of charged secondary 
particles produced after the absorption of stopped t t"  in 
calcium (Randoll, 1982).
particles produced following nuclear spallation should be the same. This is 
only possible if the material not only has the same elemental composition as 
tissue but also models to a fair degree the type of molecular bonding present 
in tissue constituents.
The material must also be tissue equivalent for all the nuclear 
interaction products: heavy charged particles, neutrons and gamma rays. It 
should also be noted that thus far we have considered a ’pure' 7r beam, 
however in practice there will always be some y~ and e~ contamination due
to t t  decay. ,
tt ■+. y~ + vy
y .-*■ e + vy  + v.e
The effect of this contamination upon the pion depth dose curve is illustrated  
in Fig. 1.4. Clearly this means that the material must also be tissue 
equivalent for y and e . Fortunately satisfying the requirement of equivalent 
element composition produces a material which is tissue equivalent for all 
these other particles.
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1.3 RESEARCH AIMS
The aim of this research project was to investigate ways of improving 
the accuracy of dosimetric measurements in pion radiotherapy. Interest in 
this area was stimulated by the results of recent experimental work which 
has shown that A-150 plastic (White, 1978), a material from which dosimeters 
used in pion radiotherapy are routinely constructed, is not tissue equivalent for 
pions (Jackson, 1984a; Lewis, 1982), and that this can lead to an underestimate 
in dose of up to 15% in the peak region (Lewis, 1985).
Two means of achieving the stated objective were identified:
1. To produce materials which are tissue equivalent for pions, to use
in the construction of phantoms and dosimeters.
2. To evaluate correction factors necessary to convert dose recorded
under non-tissue equivalent conditions to that for tissue.
Considering the first alternative, an attempt was made to produce 
muscle and bone equivalent phantom materials. Details of the approach adopted, 
the composition of the materials produced and the manufacturing procedure 
are contained in Chapter 2.
The extent to which the materials produced could be considered tissue 
equivalent was judged by comparing their carbon to oxygen (C:0) and 
nitrogen to oxygen (N:0) pion atomic capture ratios with those for the 
corresponding tissue type. The tt atomic capture ratios were determined 
experimentally. A sample of the material was placed in a tt beam, the 
X-rays produced when tt cascade down through the atomic energy levels were 
detected using a Hyperpure Germanium detector (HPGe), and the spectrum 
collected on a multichannel analyser. The areas of the peaks in the spectrum
corresponding in energy to the Balmer series X-rays for the elements of 
interest were evaluated. These were multiplied by correction factors, such 
as detector efficiency, to give the X-ray intensities. The number of 7r 
captures on a given element is closely proportional to the sum of the 
Balmer series ir~ X -ray  intensities for the element. The assumption that the 
proportionality relationship was the same for all the elements considered 
meant that the C :0 7r atomic capture ratio could be defined as the sum 
of the Balmer series X-ray intensities for carbon divided by that for oxygen.
It should be noted that the Lyman series could not be used due to the strong 
interaction broadening of the Is level. Details of the experimental 
procedure, the data analysis, and the results are contained in Chapters 3, 4 
and 6 respectively.
In order to be able to evaluate correction factors under rail irradiation 
conditions it is necessary to have a model which allows us to predict atomic 
capture ratios in different materials. To do this it is important to have some 
understanding of the actual nature of the effect of molecular structure upon 
7r atomic capture. In order to elucidate certain of these effects sets of 
simple organic compounds were investigated. As with the tissue equivalent 
materials, the C :0 tt atomic capture ratios were determined for the compounds. 
These values were compared with those derived from available theoretical 
models. A  description of the theoretical models used is given in Chapter 5.
The choice of compounds investigated is discussed in Chapter 2 and the results 
in Chapter 6.
CHAPTER 2
TARGET MATERIALS
2.1 INTRODUCTION
As was stated in the previous chapter, the aim of this work was 
to explore ways of improving the accuracy of dosimetric measurements in 
pion radiotherapy. Two means of achieving this aim were identified; to 
produce materials which are tissue equivalent for pions, or to evaluate correction 
factors to convert dose recorded under non-tissue equivalent conditions to that 
for tissue. Groups of target materials have been used to investigate these 
two possible approaches.
One group of target materials was used to investigate the feasibility 
of constructing muscle and bone equivalent mixtures. This group consisted 
of newly developed tissue equivalent materials (the capture ratios from  
which would be compared with results for pig muscle tissue (Lewis, 1982; 
Yamaguchi, 1987;), new bone equivalent materials, B100 (a commonly used bone 
substitute material (White, 1978))^ and samples of cortical bone.
In order to be able to evaluate correction factors it is necessary 
to have a sound understanding of the nature of the molecular effect upon 
tt atomic capture. To investigate certain aspects of the capture process, 
such as the effect of the presence of high Z elements, a second group of 
target materials consisting of three sets of simple organic compounds was 
used.
18.
Graphite, I-^O and D 2 O were also used as target materials, 
principally to allow the detection of any spectral contamination but also to 
enable a comparison of the relative intensities of the elemental X -ray lines 
with those obtained from other experiments (Schwanner, 1984); as this was 
one method of assessing experimental accuracy.
2.2 TISSUE EQUIVALENT MATERIALS
The production of tissue equivalent materials for negative pions is 
a complex problem, as even materials that are elementally equivalent to 
tissue will not necessarily satisfy tissue equivalence requirements, due to 
the influence of molecular structure upon dose deposition. In order to 
manufacture satisfactory tissue substitute materials for negative pions 
some method of approximately reproducing the molecular structure of tissue 
constituents must therefore be used.
Soft tissue can be considered to consist basically of water, 
polypeptides and polysaccharides. The mixtures used to try and mimic the 
molecular structure of these were made of gelatin (a mixture of amino acids), 
amino acids, monosaccharides and water. This approach was adopted after 
previous results showed that amino acids are closely tissue equivalent 
(Jackson, 1984a). The mixtures were produced so that the elemental 
composition and density approximated those given in ICRP23 for muscle 
tissue (ICRP, 1975). The composition of the soft tissue equivalent materials 
are given in Table 2.1. A ll the mixtures produced were gels with densities
_3
in the range of 1.0-1.2 gem . The elemental composition of each is 
contained in Table 2.2. These were derived by consideration of the 
compositions, as given in Table 2.1, and verified using chemical microanalytical 
techniques.
Atomic capture ratios were also measured for a gel, CCGEL, used 
as a supposedly tissue equivalent medium in which to irradiate cells for 
radiobiological studies (Henkelman, 1977; Skarsgard, 1979).
Material Composition (% by weight)
TEG 1 Gelatin 30.3%, Water 69.7%
TEG 2 Gelatin 25.6%, Water 68.2%, Threonine 6.2%
TEG 3 Gelatin 7.6%, Water 71.5%, Histidine 9.7%, Glucose 11.2%
TEG 4 Gelatin 27.7%, Water. 68.9%, Aspartic acid 3.4%
BEP 1 Calcium phosphate tribasic 59.4%, Gelatin 38.4%, Glucose 2,2%
BEP 2 Calcium phosphate tribasic 58.9%, Gelatin 3.0%, Glutamine 20.6%,
Glucose 17.4%
Table 2.1 Composition of tissue equivalent gels (TEG's) and bone 
equivalent powders (BEP's)
Material Composition (% by weight)
H C N O P F Ca
ICRP Muscle Tissue 10.2 12.3 3.5 72.9
TEG 1 9.8 13.2 5.1 71.9
TEG 2 9.8 13.7 5.0 71.5
TEG 3 9.8 12.2 3.9 74.1
TEG 4 9.8 13.3 5.0 72.0
Woodard bone 3.4 15.5 4.0 44.1 10.2 22.2
BEP 1 2.8 17.5 6.4 38.4 11.0 23.7
BEP 2 2.8 16.8 3.9 42.2 10.9 23.5
B100 6.51 54.24 2.26 2.59 16.74 17.66
Cortical bone a) 2.7 14.4 3.9 44.2 11.29 23.5
b) 2.7 14.2 4.2 45.2 11.4 ' 22.3
Table 2.2 Elemental composition of materials and standards
22.
Bone equivalent materials were also developed. Bone can be 
considered to consist of polypeptides, polysaccharides, and a mineral matrix, 
primarily hydroxyapatite (calcium phosphate tribasic). The mixtures used 
to try and mimic the structure of these were made up of calcium phosphate 
tribasic, gelatin, amino acids and glucose. The elemental composition of the 
mixtures were approximately matched to Woodard bone (Woodard, 1962). The 
composition of the powders is given in Table 2.1. The mixtures were both
_3
powders, of density 0.47 and 0.50 gem respectively. Samples of cortical 
bone and a commonly used bone substitute material, B100 (White, 1978), were 
also investigated. The elemental composition of these and the bone 
equivalent powders are contained in Table 2.2. The elemental compositions of 
the cortical bone samples were determined using chemical microanalytic 
techniques. For the bone equivalent powders they were derived by consideration 
of the compositions, as given in Table 2,1, and verified using chemical 
microanalytical techniques.
2.3 SIMPLE ORGANIC COMPOUNDS
To investigate different aspects of the negative pion atomic capture 
process a group of target materials consisting of three sets of simple organic 
compounds was used.
Previous measurements of capture ratios of mannose and glucose 
(Jackson, 1982a) suggested that there might be a significant isomeric effect.
To investigate this further a set of six sugar isomers (CgHj£)g) was used.
The compounds in this set are listed in Table 2.3 and their structures 
presented diagrammatically in Fig. 2.1.
The results of previous experiments also suggested that the presence 
of high Z elements could affect capture ratios. To further explore this sets 
of acetates, and amino acids and their salts were used. The compounds in each 
of these sets are listed in Table 2.3 and the structure of a selection are 
presented diagrammatically in Fig. 2.2.
HEXOSES
Fructose 
Galactose 
a - glucose 
8- glucose 
Mannose 
Sorbose
ACETATES
Lithium acetate dihydrate (CH^COOLi^l-^O)
Magnesium acetate tetrahydrate ((CFLCOO)9Mg.4H00)z z
Potassium acetate (CH^COOK)
Sodium acetate (CH^COONa)
Sodium acetate trihydrate (CHgC00Na.3H20)
AMINO ACIDS AND SALTS 
Glycine
Glycine sodium salt 
L-aspartic acid
L-aspartic acid magnesium salt 
L-aspartic acid potassium salt 
L-aspartic acid sodium salt 
L-glutamic acid
L-glutamic acid ammonium salt 
L-glutamic acid hydrochloride 
L-glutamic acid potassium salt 
L-glutamic acid sodium salt
Table 2.3 The three sets of simple organic compounds investigated
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CHAPTER 3
EXPERIMENTAL WORK
3.1 TRIUMF
The experimental work was carried out using the biomedical beam line 
at TRIUMF, Vancouver. TRIUMF is a 'meson factory' the design of which 
(Vogt, 1966) was based on a proposal (Richardson,. 1963) for a sector 
focussing cyclotron accelerating H ions. A layout of the facility  is shown 
in Fig. 3.1. The main advantage of the chosen design is that continuous, 
rather than pulsed, beams are produced with modulation only at the radio 
frequency (rf). This is made possible by the division of the magnet into 
sectors; these provide periodic focussing forces on the internal beam, thus 
compensating for the vertical defocussing associated with a magnetic field in 
which the ion orbit time is the same at all energies. This feature allows 
the acceleration of 100 yA beams rather than the l y A  typical of the 
pulsed synchrotrons previously available. Once accelerated the beam passes 
through aluminium or carbon stripper foils which remove the electrons from 
the H ions, the proton beam thus produced curves away and is extracted.
Other advantages of the design are the variable beam energy, 180-520 MeV, 
and the ability to extract two or more beams simultaneously. The first beam 
was extracted in 1975 and by 1979 the current was running at a steady 100 yA . 
During the period of the experiment, June to December 1984, the current 
generally varied between 110 -  120 yA occasionally surpassing 130 yA . The 
proton beam impinges on targets in the proton beam line producing pions and 
muons. These are then extracted to form beams in the experimental channels.
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3.2 BIOMEDICAL BEAMLINE
The biomedical channel is a symmetric beamline based upon a design 
by Harrison and Lobb (Harrison, 1973). It consists of five quadrupoles, two 
dipoles and two sextupoles (as shown in Figure 3.2). The position of the 
final quadrupole, Q5, as well as its field strength can be varied to produce 
different shapes and sizes of irradiation field. The plane of the beamline 
is inclined 30° to the horizontal and takes pions from the 10cm beryllium  
production target at a 30° angle above the proton beamline. Use of this 
forward take-off angle increases the number of high energy pions entering 
the channel. The momentum spread of the channel is Ap/p=7%, but smaller 
momentum bites can be produced using a pair of momentum selection slits 
at the centre of Q3, Another variable aperture in the vertical direction is 
situated between B1 and SI and can be used to reduce the beam intensity 
or to improve the uniformity of the beam. A pneumatically driven beam 
stop at the entrance to the beamline is used to shut o ff the channel without 
interference with two other secondary lines using the same target. The design 
has conserved pions whenever possible. The total channel length has been 
minimized to approximately 7m to reduce loss of pions by decay to muons.
The beam line has also been evacuated to eliminate loss of pions by multiple 
scattering and in-flight interactions.
The channel was intended as a multi-user facility and thus the control 
system was computerised for simple operation and for protection against 
misuse. A ll the elements, magnets and motors, are controlled through the 
standard camac interface system by minicomputer (Lang, 1977). The computer 
will only execute legitimate commands and instructions, and conducts continuous 
monitoring of the various parameters. In cases of failure or malfunction the
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computer will take action to interrupt the irradiation and send out warning 
messages and alarms. The control program only uses about 10% of the 
computer time, the foreground can thus be used for handling experiments or 
data analysis.
The beam line was designed. (Harrison, 1973) to enable the production 
of variable field sizes, from 3cm x 3cm up to 10cm x 10cm, with a 
uniformity of approximately 10% over the useful extent of the beam and 
achromatic so that field size is independent of momentum. A field size 
of 4cm diameter generated to satisfy these criteria was used for skin 
nodule irradiation commencing in 1979.
For the treatment of deep seated tumours another system of beam 
handling was developed, using a small sharply focussed beam, scanning to 
cover different field size requirements. Small spot scanning has the following 
advantages:
1. It is easier to produce uniform dose profiles by scanning than
by the defocussing of magnets..
2. The inevitable loss of the pion flux in collimation is reduced
in spot scanning.
3. Scanning can cover field sizes and shapes of a larger variety.
4. Range shifters can be used with spot scanning to produce
different range modulation at different locations in the treatm ent field.
Spot scanning required the development of a scanning couch and a 
compatible range modulation system. The scanning couch system developed 
was installed in 1981. It is capable of moving objects weighing up to 1100 lbs
in three dimensions to a precision of about 0.5mm. The range shifter is 
a 40cm diameter plexiglas disk onto which additional sector blocks of 
plexiglas are bolted. The disk is rotated by a stepping motor under computer 
control to present different thicknesses of plexiglas to the pion beam. It 
will shift the beam in eight steps of 2cm water equivalence each. The use 
of a finite number of range shifting steps to produce extended uniform depth 
dose profiles was made possible by the development of a mathematical 
technique to handle addition of dose profiles (Lam, 1979). Depth dose profiles 
of various shapes can be readily produced, as required. Together with the 
couch system this enables the delivery of uniform irradiation fields to any 
three dimensional volume. Using this system deep seated tumour irradiation 
commenced in 1982.
3.3 EXPERIMENTAL PROCEDURE
The aim of this experiment was to collect the spectra of pionic x-rays 
produced when negative pions stop in different target materials. The pionic 
x-rays of primary interest were those produced from carbon, oxygen 
and nitrogen. An ORTEC LEPS Hyperpure Germanium detector (HPGe), with 
active diameter 25mm and depth 10mm, was used to detect the x-rays and 
the spectra were collected on a LeCroy qVt (1024 channel) Multichannel 
Analyser (MCA).
The main problem to overcome in the experiment was that due to 
background, as it obscured the spectrum. It was therefore necessary to produce 
a gate signal for the MCA such that the signals from the HPGe were only 
accumulated to form the spectrum when pionic x-rays were being produced 
from the target. A signal designating a tt stop within the target was produced 
by using a scintillation detector telescope, to determine when a beam component 
stopped within the target, and tim e-of-flight (TOF) information, produced 
using the scintillators and cyclotron rf signal, to allow negative pions to be 
differentiated from muons and electrons. The signal thus produced was used 
in conjunction with a timing signal from the HPGe to determine the time 
interval between the t t  stop and pionic x-ray production, and also for how 
long the x-rays were produced. Using this information a gate signal was 
produced and sent to the MCA only when it was expected that pionic x-rays 
were being produced.
The initial difficulty encountered in setting up the experiment was the 
need to make the apparatus mobile. The experiments undertaken had to be 
carried out after patient irradiations had finished for the day. Patient 
treatment involved the use of the treatment couch, which moves during the 
irradiation period in such a manner that it is impossible to set up any 
equipment permanently in the room in line with the beam. The problem was 
overcome by mounting most of the apparatus: collimator, HPGe, lead shielding, 
scintillators and target holder, onto a trolley. When not in use this could be 
wheeled into a corner. Positions were marked on the floor so that the apparatus 
could be repositioned in approximately the same place for each experimental 
session, use was also made of the patient laser alignment system* The 
experiment required a lot of shielding and, as the trolley was not strong 
enough to support it all, the wax shielding was placed on the patient couch, 
as was the energy degrader. The patient couch was then manoeuvred into 
position in front of the trolley. The final set up is shown diagrammatically 
in Fig. 3.3.
The first stage in the experimental set up was to deal with the 
scintillation detectors. Four such detectors were used; S I, S2 and S3 as a 
conventional triples telescope and S4 as a veto counter. S3, the scintillation 
detector directly in front of the target, was the most important as it defined 
the beam. This detector was constructed such that the area of active 
scintillant, 4.5cm x 4.0cm, was smaller than the actual face of the target 
holder, but defined the material within the holder. The scintillator was also 
very thin, 0.8mm, in order to reduce the number of tt stops in S3, as these 
would be wrongly interpreted as stops in the target. S4 was larger than S3,
15cm x 15cm, to enable it to function effectively as a veto counter.
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The detectors were first light tested, and then plateaued singly to 
make sure that they were functioning normally. To do this the signals from 
the photomultiplier (PM) tubes produced when a small radioactive source was 
placed on the scintillators, were first observed on an oscilloscope so that the 
noise level could be assessed, the signals were then put into discriminators set 
appropriately to eliminate the noise. The signals from the discriminators were 
fed into scalers and the behaviour of each detector with respect to PM tube 
voltage was observed, in some cases this led to the changing of PM tubes.
SI, S2 and S4 plateaued singly but for S3 there was no significant plateau 
present.
The next step was to time in the detectors and plateau them together.
The detectors were set up on the trolley and the trolley positioned in the beam. 
The voltages on SI and S2 were set at appropriate values considering their 
behaviour in singles, i.e. at the approximate midpoint of the plateau. The signal 
from SI was put through a variable delay box into a coincidence unit with 
the signal from S2. The coincident S1.S2 signal was fed into a scaler. The 
behaviour of the coincident signal with respect to the delay was plotted out to 
give the delay curve. The delay was then set to give the maximum coincident 
rate. Keeping the voltage on SI constant the voltage on S2 was varied and the 
coincident rate plotted out. The voltage on S2 was set at an appropriate value 
on the resulting plateau and the process repeated for S I. This process was 
continued, delaying S1.S2 with respect to S3 to produce a delay curve, then 
using the coincident signal, S1.S2.S3 to plateau S3, which in this case plateaued 
normally. The same process was then used to time in and plateau S4. The 
widths of the pulses from the scintillation detector discriminators were then 
set. S3, as the definer of stops* at 10ns, SI and S2 at 20ns and S4 larger 
at 30ns to make it an efficient veto. When a target was in position the 
S1.S2.S3.S4 rate identified the number of beam particles stopping within the target.
The next stage in the setting up was to use the tim e-of-flight (TOF) 
technique to differentiate between pions, muons and electrons. This was first 
investigated using the qVt in T mode, so that it behaved as a time to analogue 
convertor (TAC). The starting signal for the TAC was that from SI and the 
stopping signal was the cyclotron rf signal. The rf signal had to be attenuated 
by a factor of ten and put through a discriminator in order to be used. The 
TOF spectrum produced gave an idea of the amount of contamination, which 
at the beam momentum used of 180 MeV/c was approximately 25% e . 
Unfortunately at this momentum the y peak could not be resolved from the 
tt . However, the contamination at 170 MeV/c has been estimated as 5% y 
and 25% e (Skarsgard, 1976). It was not possible to use the TAC to produce 
a signal designating a 7r . In order to accomplish this it was necessary to 
construct a delay curve using the S1.S2.S3 signal and the rf signal. This is 
shown in Fig. 3.4. Again the y peak cannot be resolved, this is because at 
this momentum the time difference in travelling the length of the beamline 
between the tt ' and the y is about 5ns, which is the same as the widths 
of the signals used to produce the curve. The delay and the signal width 
were set so that those particles which arrived in the time interval shown in 
Fig. 3.4. were accepted as pions. The pion signal was then timed in with the 
stop signal. With a target in position the signal ((Sl.S2.S3).rf).(Sl.S2.S3.ES4)) 
indicated a 7r stop in the target.
For the final stages in the setting up procedure it was necessary to have 
a target in position. The target material used was Mannose, which has a density
_3
of 0.5 gem . The target material was held in a target holder which was a 
rectangular frame 10.0 cm x 6.0cm x 2.0cm made of copper. The faces of 
the target holder were made from thin, 0.017 mm, Cu foil which was stripped 
off after each target use. Copper was chosen because the use of aluminium in
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previous experiments led to problems, as the aluminium pionic x-rays 
overlapped the oxygen and carbon lines (O’Leary, 1982). The target was 
angled at 37° to the beam, to give a stopping thickness of 33mm.
The next stage was to add the HPGe to the system. The detector 
was placed on the trolley and securely attached, with the detector face 
9.5cm from the target. It was necessary to shield the detector, this 
was done using 50cm wax on the patient couch and 19.5cm of lead between 
the collimator and the detector. Unfortunately when the cyclotron current was 
running at over 110 yA using the beam tune used for patient irradiations, 
which gives a sharp highly focussed beam, caused the detector to saturate.
Even if the trolley was moved to the back of the room this was still the 
case. It  was therefore necessary to reduce the beam intensity. One way 
of accomplishing this would have been to move the momentum blades to 
cut down the number of pions leaving the line. This was deemed unacceptable 
as the blades were difficult to move accurately and so, in the interests of 
maintaining a consistent reproducible beam for patient treatment, some 
other method of reducing beam intensity had to be found. The final solution 
was to reduce the field strength on Q l. Although this had some effect 
on the beam focussing the main function of Q l is to maximise the number 
of pions entering the beamline (Henkelman, 1978), this therefore seemed 
the ideal way to reduce the intensity. One benefit of this was that the 
slightly defocussed nature of the beam meant the positioning of the cart 
was less crucial.
Once the beam tune was worked out it was possible to start timing 
in the HPGe with the scintillators. The signal from the HPGe goes through 
the integral pre-amp which, like the detector, is cooled by liquid nitrogen.
The output from the pre-amp was fed into a divider so that two copies of 
the signal were available. One signal was fed into a spectroscopy amplifier, 
the unipolar output of which was connected, via an attenuator, to the MCA.
The other signal, used for timing purposes, was fed into a timing filte r  
amplifier (TFA) and a constant fraction discriminator (CFD), to preserve the 
timing information of the signal. This signal was used in coincidence with 
the pion stop signal to provide an external trigger for the MCA. In order 
to determine when, and for how long, the pionic -x-rays were produced a 
delay curve was generated using the pion stop signal and the timing signal 
from the HPGe, as shown in Fig. 3.5. The delay was set at an appropriate 
value and the coincidence signal was used to generate a gate signal of 
suitable width to go into the external trigger of the MCA. One problem 
expected was that of very large pulses due to neutrons. These were observed 
by looking at the HPGe signal from the spectroscopy amplifier on an 
oscilloscope. In order to make the MCA ignore these signals the bipolar 
signal from the spectroscopy amplifier was put through a single channel 
analyser (SCA) which, if the signal was within a range defined to exclude 
neutron events, produced a NIM pulse* This was- put into coincidence with 
the gate signal and the resulting coincidence gated the MCA. The complete 
electronic set up is shown in Fig. 3.6.
The last stage in setting up the experiment was to maximise the number of 
7r stopping within the target. This was done by inserting energy degrader 
into the beam to reduce the energy of the pions so that more reached the 
end of their range within the target. The degrader initially used was 
aluminium, which was placed between S2 and S3 in such a manner that any 
x-rays produced from it would not be seen by the HPGe. The number of stops 
was recorded, with the target in position, for different thicknesses of degrader.
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This should have shown a peak, however, the stopping rate decreased with
increasing degrader thickness showing only a plateau at the expected optimum
thickness of about 9.0 cm Al. It was thought that the beam was being
scattered, as well as degraded, due to the defocussed nature of the bean. The
set up, as it stood, was limited by the maximum permissible count rate on SI 
g —i
(2.0 10 s ). It was therefore decided to put the degrader in front of SI, 
produce a range curve, fix the degrader thickness at the level giving maximum 
stops and then increase the beamline flux until the count rate on SI was at 
its maximum. The degrader used was perspex which was placed on the patient 
couch. Although pionic x-rays were produced from the degrader they could 
not reach the HPGe due to its position. The range curve was constructed 
by plotting SI.S2.S3.S4'/SI.S2.S3 against degrader thickness, with the target 
in position, as shown in Fig. 3;7. The degrader thickness was set appropriately, 
then the trolley was moved and the current on Q l altered until the count rate  
on SI approached its maximum. With the degrader in place, the trolley  
positioned and the target in, the set up was checked again with all the timing 
redone.
Finally, the output of the MCA was connected to a CRT so that the 
progress of the spectrum collection could be observed. A t the end of a 
target irradiation, which usually lasted about 5 hours, the spectrum was read 
onto a floppy disk on the NOVA using the program PHASAVE, and was also 
printed out graphically and as counts per channel. The system was calibrated  
for energy using various sources, and the MCA range was set, using the 
amplifier to 0-400 keV for samples containing calcium and 0-85 for the other 
samples. The energy calibration was checked every day the experiment 
was running. The spectra of the sources were also collected as a means of 
determining detector efficiency, as discussed in Chapter 4.
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Although the detector was well shielded, some damage due to neutrons 
was anticipated. To monitor this the resolution of the HPGe was checked 
regularly, using the ^ C o  122 keV peak. The FWHM was initially 690 eV 
rising by the end of the experimental period to 850 eV, a rise of 23%.
CHAPTER 4
DATA ANALYSIS
4.1 INTRODUCTION
The spectral data collected during the experimental runs were 
written onto floppy discs to facilitate transportation to the University of 
Surrey. Here the data were transferred, via a departmental NOVA 2 
minicomputer to the university mainframe PRIME system. It was on this 
system that the detailed spectral analyses were performed. The areas of 
the peaks of interest in each of the spectra were determined principally by 
using the gamma-ray spectrum analysis code SAMPO (Routti, 1969).
In order to convert peak areas to intensities it was necessary to apply 
correction factors. Two correction factors were needed, the first to account 
for the effect of absorption of the pionic x-rays within the target material, 
and the second to compensate for the variation of detector efficiency with 
x-ray energy.
In order to use the corrected results to produce pion atomic capture 
ratios it is necessary to assume that the proportionality between the summed 
Balmer series intensities for a given element and the actual number of pion 
atomic captures on that element, is approximately the same for the two 
elements considered. This assumption, for the case of carbon to oxygen 
capture ratios, has been investigated using a pion atomic cascade 
code (Turner, 1986).
The spectrum analysis, derivation of correction factors and investigation 
of the cascade process are considered in detail in the following sections of 
this chapter.
4.2 SPECTRUM ANALYSIS
A typical spectrum or spectra, from each group of target materials 
investigated are shown in Figs. 4.1-4.6. Energies of the principal x-ray  
transitions observed are given in Tables 4.1 and 4.2.
The areas of the peaks of interest in each of the spectra were 
determined principally by using the gamma-ray spectrum analysis code 
SAMPO(Routti, 1969). SAMPO produces fits to the experimental data using 
mathematical functions for the peak shape and background, and derives the 
peak areas by integrating these shape functions. The mathematical 
representation used for the photopeaks is a gaussian for the central part* 
with the high and low energy tails represented by simple exponentials joined 
to the gaussian such that the function and its first derivative are continuous.
The shape of a peak is therefore defined by three parameters the width of 
the gaussian and the distances from the centroid to the junction points. The 
background is fitted to a polynomial function.
Applying SAMPO to determine peak areas involved three stages, the 
first of which was to find the positions of the significant peaks in the spectrum 
using a peak search routine. The second stage was the internal calibration 
procedure. In the gaussian plus exponential representation of the shape function 
it is assumed that, to a reasonable approximation, the defining shape 
parameters vary smoothly with energy. The values of these parameters for any 
line in aspectrummay therefore be found by interpolation between parameters 
of neighbouring lines. For the purpose of internal calibration it is recommended 
that intense and well isolated lines are used. Their shape parameters are 
defined by fitting with the function described and a straight line approximation
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Element Transition
Energy
(keV)
Carbon 4-*"3 6.4
5 + 3 9.4
6 + 3 11.0
3 + 2 18.4
4 + 2 24.8
5 + 2 27.8
6 + 2 29.4
Nitrogen 3 + 2 25.1
4 + 2  *  « r 33.9
5 + 2 37.9
6 + 2 40.1
Oxygen 4 +  3 11.5
5 +  3 16.8
6 +  3 19.7
3 + 2 32.8
4 +  2 44.3
5 +  2 49.6
6 +  2 52.5
Sodium 4 +  3 21.8
5 +  3 31.9
3 +  2 62.4
4 +  2 84.2
Table 4.1 Energies of the important pionic X-ray transitions
Element Transition Energy
(keV)
Carbon 3 + 2 14.0
4 + 2 18.8
5 +  2 21.1
6 + 2 22.3
Oxygen 3 + 2 24.9
4 + 2 33.6
5 + 2 37.6
6 + 2 39.8
Table 4.2 Energies of the important muonic X -ray transitions
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for the background continuum. The fitting is performed in the least squares 
sense. Once the shape calibration fit is performed the best values of the 
shape parameters are stored for each shape calibration peak. The line shape
in any part of the spectrum is then defined by interpolating the shape
parameters linearly with respect to the channel location. The final stage 
involved specifying a region of data, the number of lines to be fitted  within 
it and their approximate position. The analysis of this region of the spectrum 
is then performed by fitting, in the least squares sense, the original data points 
with the line shapes and a polynomial approximation for the continuum. The
peak areas are produced by integrating the shape functions.
Several problems were encountered when using SAMPO to analyse the 
spectra.. The first of these involved the determination of peak shape 
parameters for the internal calibration. As there were no well isolated peaks 
in the spectra which were really intense it was necessary to compromise 
and use less intense ones. Perhaps for this reason it was found that the 
parameter values produced could change quite markedly with only a few  
channels variation in fitting region. Care was thus needed in deciding which 
values seemed reasonable given previous results. The principal problem 
encountered, however, was that of unsatisfactory peak fitting, primarily in 
connection with the tt 03-2 line and, in targets containing nitrogen, the 
it 03-2 and ttN4-2 doublet, although other peaks were affected in some instances. 
This problem may have been due in part to the parameter values discussed 
previously not being accurate, although attempts to improve the fitting by 
varying them met with little  success.
The degree to which SAMPO fails to produce a satisfactory f it  to the 
experimental data is illustrated in Figs. 4.7 and 4.8. The elements which 
characterise the inadequacy of the fits have been identified (Jorch, 1977)
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as being the results of the use of fitting functions which do not 
adequately represent tailing on the peak, or the background shape under 
the peak.
Over the past few decades, during the continued development of 
programs for gamma-ray spectra analysis, many different types of function 
have been tried in an attempt to produce an improved fit  to the data, a 
comprehensive review of these are contained in (Helmer, 1980). Some 
of the more recently developed programs (Sasamoto, 1975; Helmer, 1983) 
employ the basic gaussian shape for the central portion of the peak, with  
perhaps one tailing function on the high energy side, one or two tailing  
functions on the low energy side, and a polynomial function for the background, 
with the important addition of a step function under a peak. The^ 
introduction of a step function into the background function under a peak 
improves peak fitting (Helmer, 1980). This improvement is clearly illustrated  
in Fig. 4.9, which shows the difference in fitting obtained using a gaussian 
fitting function with and without the addition of a step function.
It should be noted that most of the widely used gamma-ray spectrum 
analysis codes developed to date produce fits to the data using mathematical 
functions determined principally by trial and error, rather than by consideration 
of the physical parameters of the detector system and the possible 
interaction mechanisms. The only exception to this is the use of a gaussian 
function to represent the central portion of a photopeak, as this has an 
easily demonstrated physical significance. This situation has long been 
regarded as unsatisfactory (McNelles, 1975) and recently more efforts  
(Seltzer, 1981; Gardner, 1986; Jin, 1986) have been made to generate
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detector response functions using details of the
physical system and interaction mechanisms. The approach adopted has 
been to combine analytic functions with monte carlo modelling in an 
attempt to explain the different features of the response function.
Studies of this type have revealed that many features of the 
fitting functions used in analysis codes have a physical significance. It has 
also been demonstrated that the relative importance of the different 
detector response function features may vary with detector size and 
incident photon energy (Seltzer, 1981). The most recent studies have been 
confined to the response functions of high energy gamma-rays in 
germanium detectors (Jin, 1986) and x-ray photons in Si(Li) detectors. For 
this reason any conclusions drawn are not directly applicable to the 
experimental situation reported here. Some findings of relevance should, 
however, be noted. The first is the presence in both instances of a step 
function in the background beneath a peak. The second concerns the tailing 
on the low energy side of x-rays measured using a Si(Li) detector. A  
possible physical explanation has been suggested for the presence of 
’fast’ and ’slow’ exponential tailing functions, as shown in Fig. 4.10. It  
has been postulated (Gardner, 1986) that the tailing arises primarily from 
the interactions of photoelectrons produced within the range of the 
photoelectron from the interface of the detector dead layer. I f  this proves 
to be the case, it seems likely that the type of tailing functions observed 
for x-rays measured using Si(Li) detectors will also be present for x-rays 
measured using germanium detectors.
Given all the above comments it seems more than speculation 
to suggest that an analysis code which included in its fitting function two
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low energy tailing functions and a step function under the peak would 
produce a better fit to the data than was possible with SAMPO. Unfortunately, 
SAMPO was the only spectrum analysis code available.
Clearly SAMPO was not fitting the tt03-2 peak adequately, due 
perhaps to the large amount of tailing. The only solution therefore was 
partially to hand analyse the data. SAMPO fitted  the top of the peak 
satisfactorily so all that was necessary was to alter the background shape.
As a step function was too difficult to implement, especially in the case 
of the it 03-2 it N4-2 doublet, a straight line approximation was used under 
the peak, as shown in Fig. 4.8. The difference between this background 
and the one produced by SAMPO was evaluated and the peak area adjusted 
accordingly. Although it cannot be claimed that the corrected peak areas 
are very accurate I am satisfied that they more nearly represent the 
actual peak area than those produced by SAMPO.
One final comment about the version of SAMPO used here 
concerns the errors quoted on peak areas. These errors have only limited  
validity, in that they do not include inaccuracies in the shape function 
or the background approximations used. This is important as uncertainties 
in calibration procedures often dominate the total inaccuracies of the 
result (Routti, 1969). Given the far from ideal conditions previously 
described for determining peak shapes these sources of error may have 
had considerable effect on some of the lower intensity lines in the spectra. 
Unfortunately, there was no way of improving this situation. However, 
even large errors in the small intensities do not cause large changes 
in C :0  capture ratios. The effect of this underestimate in errors is 
probably negligible, therefore, except when looking at internal intensity 
ratios.
It is worthwhile making the point here that as SAMPO was designed 
for the analysis of higher energy gamma spectra, it was perhaps demanding 
too much that it should also fit  low energy x-ray spectra.
The final problem in the spectrum analysis was how to deal with 
doublets and triplets where the individual components could not be 
resolved. The extent of the problem was only revealed by examination 
of the spectra from H^O and D £0 targets, which revealed the presence 
of the muonic 03-2 line, with an energy of approximately 25 keV.
Although,, as described in the experimental chapter, efforts were made 
to prevent the recording of x-rays generated by muons, the overlap of 
pions and muons in the time of flight spectrum inevitably led to some 
stopped muons being treated by the system as stopped pions; also any 
muonic x-rays produced while the detector was gated after a pion stop 
would also be detected.
Unfortunately the y03-2 line is so close in energy to the7TC4-2 line 
that it is impossible to resolve them; therefore some other way of 
determining the intensity of the 7rC4-2 line had to be found. This was 
accomplished by determining the ratio of the y03-2 to tt 03-2 peak 
intensities, corrected for self absorption and efficiency, for the I-^O and 
D 2 O spectra. The value determined was 0.093±0.019 for both. The 
assumption was made that- this ratio was constant throughout the experimental 
period. In targets not containing nitrogen this ratio was multiplied by 
the intensity of the tt03-2 line and the result subtracted from the intensity 
of the combined ttC4-2 and y03-2 peak to give the intensity of the ttC4-2 
line.
6 0 .
In target materials containing nitrogen the situation became more 
complex because the it N3-2 line also has an energy of approximately 25 keV 
and it was impossible to resolve this either. The intensity of the ttC4~2 
peak in these cases was determined by multiplying the corrected intensity 
of the 7tC3-2 line by the average value of the itC4-2/ it C3-2 intensity 
ratio determined for all targets not containing nitrogen. The intensity 
of the 7T N3-2 peak was then determined by subtracting the 7rC4-2 and 
U 03-2 intensities from the corrected intensity of the combined peak. As 
would be expected, this leads to large errors in peak intensities for the 
ttN3-2 line. Given this problem and the difficulties in determining the 
intensity of the ttN4-2 line, due to the large tt 03-2 tailing, it was decided 
to only determine the N :0 capture ratios for the tissue equivalent gels.
Although primarily concerned with the carbon, oxygen and nitrogen 
pionic x-ray intensities, the intensities of the x-rays produced following 7r 
capture on sodium were also evaluated for those compounds containing 
sodium.
4.3 CORRECTION FACTORS 
4.3.1 Detector Efficiency
The variation in the HPGe detector photopeak efficiency with 
incident photon energy was determined using two small radioactive sources
1 0 0  9 4 1
Ba (9.7 yCi) and Am (10.3 yCi).~ The energies of X - and gamma rays 
produced from these sources (Reus, 1983) covered the region of relevance 
for the pionic X-rays being studied.
The sources were attached to the target using double sided tape.
They were placed at the centre of the side of the target nearest to the 
front face of the detector, giving a source-detector distance of approximately
10cm. The spectra of the two sources were collected on the multi-channel
analyser and the peak areas for the relevant photon energies determined 
using SAMPO, following the procedure described in Section 4.2.
The photopeak efficiency at energy E, Eff(E), is defined by the 
following equation
Eff(E) = ---------------------Pea.H. .Area (E) / t - 4_,
Source Activity . Abundance (E). ft /4  tt
where Peak Area (E) is the area under the peak in the spectrum at energy
E, t is the time for which the spectrum was collected, in seconds, Source
Activity is the activity of the source, in Becquerels, Abundance (E) is the
fraction of disintegrations producing a photon of Energy E and ^ is the
solid angle subtended by the detector at the source position. Since the sources
were placed in the same position while the spectra were collected, the solid
angle subtended by the detector at the source position was the same in both
instances. As it was not necessary to determine absolute photopeak 
efficiencies in order to produce correction factors, the values of relative 
efficiencies, Reff(E), were evaluated. Reff(E) is defined by the following 
equation.
R eff (E) = E ff (E) . ft /  4 7T 4.2
The values of Reff(E) determined are given in Table 4.3.
A  function was fitted approximately to the experimentally derived 
values. This is plotted with the experimental points in Fig. 4. IT. The curve 
produced is similar in shape to that in the detector specifications and examples 
in the literature (Helmer, 1982; Debertin, 1985). Using this function, the 
values of Reff(E) for the carbon, nitrogen and oxygen pionic X^-ray energies 
were evaluated, all the errors were set at ± 3.0 as this seemed reasonable.
The correction factors determined from the values of Reff(E) are shown in
Table 4.4. The values were normalised, to give a value of 1.0 for the
highest energy pionic oxygen line. A correction factor of 1.0 was assumed 
for the sodium lines.
Nuclide Photon Energy 
(keV)
Abundance
(%)
Reff(E)
133Ba 35.0 18.80 40.00+3.05
35.8 4.24 43.62±3.35
53.2 2.20 41.02±3.13
79.6 2.43 42.29±3.85
81.0 32.80 38.06±2.93
i
241Am 11.9 0.86 20.76±1.99
13.9 13.20 27.97±2.15
17.8 19.30 33.47±2.62
20.8 4.85 36.19±2.79
26.3 2.40 42.61+3.26
33.2 0.12 39.00±3.74
59.5 35.90 42.70±3.26
Table 4.3 Energies and percentage abundances of the X - and gamma rays
133 241produced in the radioactive decay of Ba and Am and the values of 
Reff(E ) determined at these energies. (Errors are given as one standard 
deviation).
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Element
Carbon
Nitrogen
Oxygen
Pionic X-Ray  
Energy ( keV)
18.39 
24.82 
27.79
29.40
25.10 
33.86 
37.91
40.11
32.84
44.31
49.61
52.48
Reff(E)
34.59+3.00
38.95±3.00
40.03±3.00
40.43±3.00
39.07+3.00
41.41±3.00
41.80±3.00
41.80±3.00
41.23±3.00
41.80±3.00
41.80+3.00
41.80±3.00
Correction
Factors
1.21 ±0.14 
1.07+0.11 
1.04+0.11 
1.03±0.11
1.07±0.11 
1.01±0.10 
1.00±0.10 
1.00±0.10
1.01±0.10
1.00±0.10
1.00±0.10
1.00±0.10
Table 4.4 Relative photopeak efficiencies, R e ff (E), evaluated at the 
pionic X-ray energies of interest, and the correction factors determined 
from these. (Errors are given as one standard deviation).
4.3.2 Self absorption correction
It was necessary to correct the peak areas for the absorption of 
pionic x-rays within the target. This correction was required to compensate 
for the varying pathlengths, and therefore varying attenuation, suffered 
by x-rays generated by tt stopping in different parts of the target. It was 
also necessary to include in the correction the effects of the variation 
in solid angle subtended at the detector by each elemental area of the 
target and also the stopping profile of the tt .
The correction factor determined involves a five fold integral, 
the integral being over the three dimensions of the target and the two 
dimensions of the detector. The thickness of the detector was neglected 
as was any attenuation by the air, as this was found to be negligible;
The integral used to calculate the relative correction factors,
RCF(E), is given below:
a/2 b  c/2 2 tt dia/2 
RCF(E) = 1 / /  dx f  d y /  d z /  dcj>/ rdr S(y,p,0 ). ft(x ,y,z,r, 0,4> )
-a /2  ° -c /2  °
exp ( (-  yT (E)g(x,y,z,r, 4) ,0 ,L) -  y c(E)f(x,y,z,r, 4>, 0 ,L,T)) 4.3
where
g(x,y,z,r, 0 ,-(j> ,L) = y R /  (L sin0 + y -  h cos 0)
f(x,y,z,r, 0 ,(J) ,L,T) = T R /  (L sin 0 + y -  h cos 0 )
Q (x,y,z,r, 0 ,4) ,L) = (L -  x cos0+ y sin0 ) /R 3
S(y,p,0 ) = 0.31p 2(y-b)/cos0 + p (2.08 + 0.14/cos 0 )
R2 = (L -  x cos 0 + y sin© )2 +(x sin 0 + y cos 0 -  h)2 + (k :-z )2 
h = r cos4> 
k = r sin4>
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and a, b and c are the dimensions of the target in the x,y,z co-ordinate 
system with the origin at the centre of the front face, dia is the 
diameter of the detector, co-ordinate system r, 4> , L is the distance from 
the origin of the axes, on the front face of the target, to the centre of 
the detector, . . 0 is the angle of the target to the detector, T is the 
thickness of the copper foil on the surface of the target,: PC(E) the 
attenuation coefficient of copper at energy E, iXp(E) the target material 
attenuation coefficient at energy E; calculated from the mixture rule using 
elemental attenuation coefficients from the parameterization by Jackson 
and Hawkes (Jackson, 1981) and p the target material density.
The derivation of the integral expression for RCF(E) was based
\
on that by O'Leary (O'Leary, 1982). The integral has been modified 
however, to make it applicable to the different experimental geometry used 
in this work, and improved in the sense that fewer simplifying assumptions 
were incorporated.
The integral was evaluated numerically using the NAG routine 
D01FAF, for all target materials at the required energies* The errors 
were determined by combining, in quadrature, the errors on the individual 
parameters with the partial derivatives of the correction factor with  
respect to each of the parameters. The errors were typically of the order 
of 8%.
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4.4 CASCADE CALCULATIONS
In order to use summed pionic X-ray Balmer series intensities to determine 
pion atomic capture ratios it is necessary to make certain assumptions relating to 
the cascade undergone by the pion following capture into an atomic orbit.
Consider the sum of the pionic X-ray Balmer series intensities produced following 
captures in atoms of atomic number Z, I(Z), where each individual line intensity 
has been corrected for detector efficiency and absorption within the target.
I(Z) is related to N(Z), the total number of negative pions captured on atoms 
of atomic number Z by the following formula.
N(Z) = I(Z) . A. B(Z, a ) 4.4
Where A is a system dependent factor and B(Z,a ) is the inverse of the 
probabilityper atomic capture, that a pion captured onto an atomic orbit of 
Z will undergo a radiative n 2 transition.
The value of B(Z,a ) depends not only upon the atomic species but 
also the form of the initial angular momentum distribution of the pions, 
this is obviously dependent upon chemical structure and is represented by the 
parameter a .
In a material containing atoms of type Z^ and 2^  the pion atomic 
capture ratio, R{Z^Z^)  is given as:
R(ZlfZ2) = N(Zj) /  N(Z2)
= KZj). B(Zr  a j )  /  I(Z2) . B(Z2, a 2) 4.5
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The assumption made in this study is that
r ( z v z 2) = KZj) / i(z2)
i.e. B(Z, a ) is assumed to be a constant or, as we are considering principally 
carbon to oxygen capture ratios, only a slowly varying function of Z.
A cascade code, which simulates the pion cascade, has been used to 
investigate the validity of these assumptions.
4.4. 1 The cascade process
The penetration of the pion through the electron cloud is a complex 
procedure, which is not well understood. Once the n=16 level has been 
reached, however, the pion is inside the electronic K-shell and it behaves 
like a heavy electron in a spherically symmetric potential. It cascades 
down through the energy levels, via radiative and Auger transitions until the 
pionic and nuclear wave functions overlap sufficiently for the pion to be 
absorbed by the nucleus.
The selection rules for radiative transitions are
A n = -1, - 2 . ........  -(n-1) and A £= ±1. The selection rules for Auger
transitions are the same except that theA£=0 transition is no longer absolutely 
forbidden. The Auger process • dominates the early stages of the cascade 
and radiative transitions the final stages. The transition point between the 
two increasing with Z.
The probability of a radiative transition (Eisenberg, 1961) is proportional 
to the square of the matrix element/(this favours small An) and the cube of 
the energy difference (this favours large An). In most cases the second dominates 
so that transitions to the lowest possible n are preferred. This results in 
preferential population of the circular states (n, £ = n-1).
Auger transitions favour the transitions; An = -1, A£ = -1. This 
does not lead to preferential population of circular orbits, however, it does 
not allow the pion to escape from circular orbits once it has arrived in one. 
Therefore, the conventional picture of the pionic cascade involves a high 
proportion of the pions cascading down through the circular orbits.
4.4. 2 The cascade code
The code used to simulate the pion cascade process was written  
by M.J. Turner (Turner, 1986) and ran on the Surrey University Prime system.
The code assumes that the pion is captured onto an isolated atom.
The cascade starts at a value of the principal quantum number input by the 
user. The code allows different shapes of angular momentum distribution 
to be input at this level.
The transition matrix elements for radiative transitions are calculated 
in the electric dipole approximation using non relativistic pion wave functions 
for a point nucleus and assuming the selection rules appropriate to a single 
spherically symmetric system* The transition matrix elements for Auger 
transitions are calculated using hydrogenic electron wave functions with the 
experimental binding energy of the Z - l atom, i.e. assuming complete 
screening by the pion. Instant refilling of vacancies is also assumed 
by the code.
Absorption widths are read in for the Is, 2p and 3d states and these 
values are used to generate widths for the higher s, p and d states respectively.
The cascade code is normalised to make the number of pions 
entering the cascade equal to one. j
The cascade then proceeds by considering all of the possible ways 
in which a pion can leave each £ state. The population of each state is 
distributed amongst these various processes in proportion to the relative  
transition rates.
The relative transition rate of a particular transition, 
rel T trans (n£) is given by:
rel T trans(n£* n'£’) = T trans (n£* nf£’) /  ( ET rad (n£->- n'i2)
+ ZTAug (n£-> n’£’) + ZTnucl (n£-> n'£!)
+ ZT decay (n£ + n’£’) ) 4.7
where n£ represents the initial state and n5£’ the final state. A ll summations 
are over all final states.
This can alternatively be viewed as the absolute transition rate  
multiplied by the lifetim e of the state.
In the case of nuclear absorption or pionic decay the pions disappear 
from the cascade. In the case of transitions to a lower state the population 
of the lower £ state is incremented by the product of the population of the
initial state and the relative transition rate. This process is then continued
down through the cascade.
The output from the code contains the population of every allowed 
state, the transition rates of every allowed transition, the predicted Balmer 
series intensity ratios and information on pion decays and nuclear absorption.
4.4.3 Experimental data
The experimentally determined carbon and oxygen pionic x-ray intensity 
ratios for the simple organic compounds plus H 20 , D 20  and graphite are 
contained in Tables 4.5 and 4.6. Results from other work are included for 
comparison.
In the hexoses, acetates, amino acids and amino acid salts the same 
principal bond types, 0 -H , C-H, C -0  and C-C, are present. It was expected, 
therefore, that the carbon and oxygen intensity ratios for these compounds would 
be similar. This is indeed the case. The oxygen (04 - * -2 ) / (0 3 2) and 
(05 ->-2)/(03->- 2) intensity ratios are all within one standard deviation ( a ) of their 
mean value and the ( 0 6 2)/(03 2) intensity ratios are all Within ± 2a of their
mean value, with all but four within ±o . The carbon (G4> 2)/(C3 2) intensity 
ratios all lie within ±2o of their mean value, with 10 of the 14 within ±o .
The (G5-J- 2)/((J3* 2) intensity ratios all lie within ± 3. 0 . The presence of 0-M etal 
and C-N bonds appears to have no significant effect upon these intensity ratios.
The oxygen intensity ratios for the H20  and D2<D targets follow the 
same pattern as the simple organic compounds. In contrast the carbon intensity 
ratios for the graphite target are much lower than those for the organic 
compounds. This suggests that bonds with hydrogen play an important role 
in determining the tt angular momentum distributions, and thus intensity ratios, 
in the organic compounds considered.
The carbon and oxygen intensity ratios for H20 , D20  and graphite show 
good agreement with the results of previous work. The carbon intensity ratios 
for glucose are also in good agreement with previous work. The carbon intensity 
ratios for mannose and the oxygen intensity ratios for mannose and glucose are, 
however, much lower than those from other work.
Compound
Oxygen Pionic X-Ray  
Intensity Ratios
(4-+2)/ (3+2) (5 -+2)/(3 -+2) (6 -+ 2)/(3 -+ 2)
HEXOSES
Fructose 0.277±0.050 0.101 ±0.018 0.037+0.007
Galactose 0.275±0.048 0.118+0.021 0.048±0.009
a -Glucose a) 0.284±0.054 0.100±0.019 0.039±0.008
a -Glucose b) 0.273±0.055 0 .102±0.021 0.034±0.007
3 -Glucose 0.284±0.051 0 .105±0.019 0.038±0.007
Mannose a) 0.272+0.048 0.104±0.019 0.051±0.009
Mannose b) 0.280±0.049 0.103+0.018 0.038±0.008
Sorbose 0.255+0.049 0.098±0.018 0.035±0.007
Glucose* 0.334±0.025 0 .130±0.005 0.037±0.003
Mannose* 0.322+0.015 0.128+0.007 0.034±0.003
ACETATES
Lithium acetate dihydrate 0.268±0.048 0.111+0.020 0.039±0.007
Magnesium acetate tetrahydrate 0.270+0.048 0.094±0.017 0.033±0.006
Potassium acetate 0.294+0.057 0.037±0.009
Sodium acetate 0.273±0.047 0.082±0.015 0.054+0.011
Sodium acetate trihydrate 0.264±0.049 0.098±0.019 0.035±0.007
Table 4.5 Oxygen Pionic X-Ray Intensity Ratios
Continued over
AMINO ACIDS & 
AMINO ACID SALTS
Glycine 0.278+0.051 . 0.094±0.016 0.044+0.009
Glycine sodium salt 0.251 ±0.045 0.087±0.016 0.037±0.007
L-Aspartic acid 0.246±0.047 0.099±0.019 0.037+0.008
L-Aspartic acid magnesium salt 0.265+0.046 0.098±0.017 0.034+0.007
L-Aspartic acid potassium salt 0.265±0.047 0.050±0.010
L-Aspartic acid sodium salt 0.239±0.048 0.087+0.017 0.032±0.007
L-Glutamic acid 0.274±0.049 0.095±0.017 0.042±0.008
L-Glutamic acid ammonium salt 0.270±0.049 0.101+0.019 0.033±0.006
L-Glutamic acid hydrochloride 0.296+0.055 0.110±0.021
L-Glutamic acid potassium salt 0.236±0.108 0.040+0.008
L-Glutamic acid sodium salt 0.282+0.053 0.094+0.018 0.046+0.009
MISCELLANEOUS
H2° 0.274±0.053 0 .104±0.020 0.035±0.007
d 20 0.243±0.047 0.089±0.018 0.028±0.006
H2 ° ‘ 0.289+0.021 0.103±0.003 0.029±0.002
d 2 16o 2 0.261±0.009 0.095±0.005 0.031 ±0.002
d 2 18o 2 0.263+0.009 0.094±0.005 0.030±0.002
Table 4.5 Oxygen Pionic X-Ray Intensity Ratios. This work and 
1. (O’Leary, 1982), 2. (Schwanner, 1984). Blanks are present in the table where 
line intensities could not be determined, either because of overlapping lines or 
low intensity. A ll errors quoted are one standard deviation.
Compound
Carbon Pionic X-Ray  
Intensity Ratios
(4 + 2 ) / ( 3 + 2 ) (5 -v 2)/(3 -+2) (6 -+2)/(3-+2)
HEXOSES
Fructose 0.245±0.071
Galactose 0.255±0.075 0.049±0.013
a -Glucose a) 0.265±0.080 0.057±0.018
d -Glucose b) 0.259+0.245 0.051+0.019
3 -Glucose 0.218±0.067
Mannose a) 0.242±0.066
Mannose b) 0.272±0.096
Sorbose 0.244±0.075
Glucose* 0.262±0.019 0.045±0.013 0.020±0.008
Mannose* 0.362±0.021 0.085±0.018
ACETATES
Lithium acetate dihydrate 0.198±0.106
Magnesium acetate tetrahydrate 0.259±0.095
Potassium acetate 0.293+0.101
Sodium acetate 0.263±0.077
Sodium acetate trihydrate 0.311 ±0.139
Table 4.6 Carbon Pionic X-Ray Intensity Ratios
Continued over „
AMINO ACIDS &
AMINO ACID SALTS
Glycine 0.57±0.017
Glycine sodium salt 0.43±0.015
L-Aspartic acid 0.54±0.015
L-Aspartic acid magnesium salt 0.037±0.016
L-Aspartic acid potassium salt 0.039±0.018
L-Aspartic acid sodium salt 0.036±0.017
L-Glutamic acid 0.050±0.013
L-Glutamic acid ammonium salt 0.042±0.016
L-Glutamic acid hydrochloride 0.036+0.011
L-Glutamic acid potassium salt
L-Glutamic acid sodium salt 0.047±0.013
MISCELLANEOUS
Graphite 0.145 ±0.029 0.026±0.005 0.002±0.001
Graphite* 0.156±0.012 0.027±0.005 0.005±0.003
2
Graphite 0 .180±0.020 0.020±0.001
Table 4. 6 Carbon Pionic X-Ray Intensity Ratios. This work and 
1. (O’Leary,. 1982), 2. (Sapp, 1972). Blanks are present in the table where line 
intensities could not be determined, either because of overlapping lines or 
low intensity. A ll errors quoted are one standard deviation.
4.4.4 Results
The objective in using the cascade code was to vary the input parameters 
until the predicted Balmer series intensities matched most closely the experimentally 
determined values. The information generated on the population of states and 
transition rates was then used to determine values of B(Z, a h and from these 
correction factors to apply to C :0  capture ratios.
There are many parameters in the cascade code which can be varied, but 
those most appropriate to investigation of the effect of the chemical environment 
are those which define the initial 7f  angular momentum distribution P(H). One 
choice of P(£) is the 'statistical distribution',
POO a (2JU 1) 0 < I  < n-1 4 .8
however, the modified statistical distribution
P(Jfi) a (2£+ 1 ) exp (a£ ) 4.9
which, with a negative value of a increases the population of the states with 
low and medium values of £ and reduces the population for high &,r,was 
used as it has proved more appropriate for fitting experimental data in other 
work (O'Leary, 1984; Turner, 1986).
Only the experimental intensity ratios for the hexoses were considered for 
this stage in the analysis, as they provided the most complete set of data. It 
is unlikely, however, that including the results for the other sets of compounds 
would significantly alter the overall conclusions, given the sim ilarity in intensity 
ratios commented upon in the previous section.
The values of a which gave the best fits to the experimental carbon and 
oxygen intensity ratios for the hexoses are contained in Tables 4.7 and 4.8.
To investigate any possible variation in the value of a which provides the best 
f it  to the data, with the number of line intensities considered, two groups of 
intensity ratios were used.
For oxygen the average best fit value of a evaluated using only the
(0 4 -+2)/(0 3 -*■ 2) intensity ratios is -0.25. Including the other available intensity
ratios gives a value of -0.23 This small variation in average best f it  value
2
of a with number of line intensities considered, combined with the low x pdp
values, indicates that the modified statistical distribution produces a good fit
to the oxygen data. The fit  to the carbon data is less impressive with equivalent
average best f it  values for a of -0;30 and -0.22 respectively. However, the 
2
values of X per data point, whilst higher on average than for oxygen, nevertheless 
indicate a reasonable fit to the data<
Correction factors, to be applied to the measured C :0 capture ratios for 
galactose and the two a-glucose targets, were determined by deriving values of 
B(Z,a ) for carbon and oxygen using the best f it  a values. These are presented 
in Table 4.9. The results are reasonably consistent with the assumption of a 
correction factor of 1.0 used in this work. It is impossible at present, however, 
to assess the error on these values. The principal reason for this is that there 
is no method of determining errors introduced because the cascade code does not 
perfectly simulate the intensity ratio patterns. The fact that the two correction 
factors for a-glucose disagree by approximately 20% does suggest, however, that 
the errors are likely to be large. The correction factors in Table 4.9 do, 
however, agree with the value of 1.2 previously derived for CC^ (O'Leary, 1984).
Compound
Intensity Ratios
( C4+2)/(C3-* 2) (C4-*-2)/(C3-»- 2) , (C 5+  2)/(C3+ 2)
a a 2  ^X Pdp
Fructose -0.29
Galactose -0.31 -0.22 1.6
a -Glucose a) -0.32 -0.23
1O
•
a -Glucose b) -0.31 -0.20 1.5 lO '1
$ -Glucose -0.27
Mannose a) -0.29
Mannose b) -0.32
Sorbose -0.29
2
Table 4.7 The values of a and X per data point (pdp) corresponding to the best 
modified statistical fits found for the experimentally determined carbon intensity
ratios in the hexoses.
Intensity Ratios
Compound (04+ 2)/(03 +  2) (04 +  2 )/(0 3 + 2 ),(05+ 2)/(03+ 2),(06 +2)/(03  +2)
a a X2 pdp
Fructose -0.25 -0.25 4.3 IQ"2
Galactose -0.25 -0.24 9.5 1 0 '1
a -Glucose a) -0.26 -0.21 4.1 1'0“1
a -Glucose b) -0.24 -0.21 5.3 10“1
3 -Glucose -0.26 -0.22 4.3 10"1
Mannose a) -0.24 -0.24 9.5 10"1
Mannose b) -0.25 -0.22 3.6 10"1
Sorbose -0.22 -0.21 1.0 10"1
2
Table 4.8 The values of a and X per data point (pdp) corresponding to the 
best modified statistical fits found for the experimentally determined oxygen
intensity ratios in the hexoses.
Compound C : O Capture Ratio  
Correction Factor
Galactose 1.2
a -Glucose a) 1.4
a -Glucose b) 1.2
Table 4.9 C : O Capture Ratio Correction Factors
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It is clear that further work must be performed in order to determine 
accurate correction factors. It would be possible, for instance, to produce 
better fits to the experimental data by altering the population of individual 
states (O’Leary, 1982). It was not, however, considered worthwhile to attempt 
this because of the lack of an adequate theoretical justification for such a 
procedure.
It should be noted that on the basis of this analysis, the errors 
introduced into capture ratios as a result of assuming a correction factor 
of 1.0 are only of the order of the experimental errors.
CHAPTER 5 
THEORY
5.1 INTRODUCTION
As stated in the introductory chapter, in order to realise the second 
option identified as a means of improving the accuracy of dosimetric measure­
ments, namely that of evaluating correction factors, it is necessary to be able 
to predict tt atomic capture ratios in different materials. To do this it is 
necessary to have some understanding of the actual nature of the effect of 
molecular structure upon tt atomic capture. Those particular factors 
affecting the process which are of most interest in this case were discussed 
in Chapter 2.
As described in previous chapters, measurements of tt atomic capture 
ratios in different materials were performed to investigate these. Although 
certain qualitative conclusions about the capture process, such as the importance 
or otherwise, of isomeric effects, can be drawn immediately from these 
experimental results, to gain greater insight it is useful to compare them with  
capture ratios predicted by different theoretical models.
Many theoretical models have been proposed over the past 30 years in 
an attempt to explain the results of experiments performed to investigate the 
meson*atomic capture process. The type of data produced by these 
experiments fall into three categories:
(i) meson atomic capture ratios (some of these data are from 
experiments, as in this report, but the vast majority are from experiments 
using u beams).
*In this chapter, the term meson is taken to include muons.
(ii) mesonic X-ray intensity patterns for transitions within one 
element.
(iii) tt ~ charge exchange probabilities in hydrogenous materials.
The earlier models concentrated on trying to explain the data from
one or other of these categories for simple binary compounds of type
Z, Z* or Z, H . However, more recent models have been produced 
K  u  k  m
in an attempt to understand the processes occuring in more complex molecules
of type Z^Z* Hn \ for which data from all categories may be available.
Before discussing the various models it is worthwhile considering the 
stages in the meson atomic capture process about which there is overall 
concensus:
(i) slowing down of the meson from its initial (je lativ istic) ve loc ity ;
v ^ c  to a velocity v -  ac, where a is the fine structure constant.
This velocity is of the order of the velocities of the external atomic
electrons of the absorbing medium. The time needed for the
deceleration of the meson is inversely proportional to its ionization energy
-9 -10loss. For condensed matter it is of the order of 10 -  10 s.
(ii) slowing down from velocities v ^ c  to thermal velocities and
capture from the continuum to excited states of the mesic atom or
molecule. The time needed for this stage is estimated to be of the 
order of 10 ^  to 10 ^ s .
(iii) deexcitation from higher orbits to lower ones through radiative 
and Auger transitions.
(iv) reaction between the nucleus and the exotic particle mainly in a 
relatively low orbit. Strong interacting particles are always absorbed by 
the nucleus if they do not decay before.
The above scheme of mesoatomic processes in m atter was established 
by the early sixties after the investigations of Fermi and Teller (Fermi,
1947), Wightman (Wightman, 1950), Eisenberg and Kessler (Eisenberg; 1961, 
1963), Leon and Bet he (Leon, 1962) and Gershtein (Gershtein, 1963). 
Additionally postulated stages such as the formation of mesic molecules, 
or the transfer of mesons from one atom to another, have been the subject 
of much debate, regarding their actual existence, the manner in which they 
occur or their relative importance.
The problem of describing the atomic Coulomb • capture process of 
negative mesonic particles was first tackled by Fermi and Teller (Fermi,
1947) 40 years ago. To simplify the problem they assumed that the 
’mesotron* was brought to rest in a degenerate electron gas. While this is 
an accurate. representation of the situation in metals, this is not the case 
for other materials. Using the Thomas-Fermi model to describe the atomic 
electron density distribution they obtained a formula for the rate of energy 
loss. They considered that the capture probability was proportional to the 
energy loss of the particles near the various atomic species. This led to 
the conclusion that the ratios of capture probabilities in any compound 
are proportional to Z. Thus, for a compound Z ^ Z 5^ , the ratio of captures 
on Z to captures on Z * is given, per atom as
A(Z,Z*) = Z /Z * 5.1
and, per molecule, as
R(Z,Z*) = KZ/1Z* 5.2
This has become known as the Z - law.
The Z-law and minor variants of the Z-law proved relatively 
successful in fitting atomic capture ratios for selected groups of target 
materials. Considering as an example the formula proposed by Zinov (Zinov, 
1966).
A (Z,Z*) = 0.66 (Z /Z *) 5.3
This, as is shown in Fig. 5.1, fitted experimentally determined capture ratios 
for halogens and alloys.
Generally, however, the Z-law is violated by experimental data. The 
extent of this violation is illustrated in Fig. 5.2, in which experimental data 
are compared with prediction of the formula
R(Z,Z*) = j  (Z /Z *)n 5.4
The range of n required to reproduce the data is -0.5 to 1.5, clearly indicating 
that the Z-law is not universally satisfied.
Other models have been developed using a similar approach to that 
adopted by Fermi and Teller. Usually, however, some attempt has been made 
to include the effect of the existence of discrete states, which the Ferm i- 
Teller derivation effectively ignored. The predictions of some of these 
models are:
A(Z,Z*) = (Z /Z *)7/6
(Vogel, 1975)
A(Z,Z*) = Z®ln (0.57 Z )/Z *4 In (0.57Z*)
(Daniel, 1975)
A(Z,Z*) = (Z i-1 ) /(Z *M )
(Vasilyev, 1976)
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Figure 5.1 Atomic capture ratios in halogens and alloys. The straight 
line corresponds to the formula
A { Z / Z ' )  = 0.65 (Z /Z ’ ) (Zinov, 1965)
n -  1.5
100
( Fermi  -  Tet ter )
Ag Li
10 Pb F2
* U F 4 
$ PbO
0.5CuO
Cu Al
PbS
CS
5 Sb2S 3^Sb2°: 
C uAu
jA gZ nN CuS
□ Li I
K H F 2 (sol id)
C Cl4
Ag Cl
KOH
( l iquid)
0.5
0.1
Figure 5.2 Comparison of experimental capture ratios with predictions of 
the formula R(Z^/Z^)  1/k = (Z^/Z^)n (Baijal, 1963)
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All these models were successful in fitting atomic capture 
ratios for selected groups of target materials; however, none of them fitted  
all data sets satisfactorily.
In all the models discussed thus far . the influence of chemical 
structure was judged to be only a small perturbation to the main process. 
However, examining data from various sets of compounds revealed a periodic 
variation in per atom capture ratios with atomic number, corresponding to 
position in the periodic table. This is shown in Fig. 5.3. This fact combined 
with other experimental evidence including: the results from systematic 
measurements of capture ratios in selected compounds of nitrogen, sulphur 
and selenium (Schneuwly, 1978a); and the results of experiments to measure 
7T charge exchange probabilities in different compounds., (Schneuwly, 1977), 
supported the development of models which placed greater emphasis on the 
influence of molecular bonding structure upon the capture of negative mesons.
The most important of these models is that of large mesic 
molecules (Gershtein 1969, Ponomarev, 1973). This was developed principally 
for the interpretation of 7r capture in compounds and mixtures containing 
hydrogen, but was extended by Schneuwly, Pokrovsky and Ponomarev 
(Schneuwly, 1978b), to include capture in non-hydrogenous materials. This part 
of the model has become known as the SPP model, and has proved more 
successful than any other in fitting capture ratios for all sets of non- 
hydrogenous binary compounds (Horvath, 1983a).
Although the case for mesomolecular models such as that of 
'large mesic molecules' is by no means proven,it would seem on the evidence 
produced to date that they provide the most accurate description of the 
capture process available.
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Figure 5.3 Atomic capture ratios A.(Z^/Z^) measured in oxides, fluorides and 
chlorides. The upper solid line corresponds':o the Ferm i-Telier Z-law  (Fermi, 
1947) and the lower one to a modification to the Z-law (Zinov, 1966). The 
dashed curve represents the predictions of the SPP model (Schneuwly, 1978b). 
From (Horvath, 1983a).
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The model of large mesic molecules is described in greater detail 
in the following section. This is followed by a description of the Surrey 
model (Jackson; 1982a, 1982b). which, although based on the aforementioned, 
differs in its interpretation of some aspects of the capture process. Results 
from versions of these two models will be compared with those from the 
experiment in the following chapter.
5.2 THE MODEL OF LARGE MESIC MOLECULES
The model of large mesic molecules (Ponomarev, 1973; Schneuwly,
1977 ) was first proposed as an explanation for the results of experiments 
on hydrogenous materials designed to investigate the charge exchange 
reaction of tt
TT~ + p 7T° + n 
+ 2 Y
on nuclei of chemically bound hydrogen. The results obtained indicated that 
the charge exchange reaction was supressed for chemically bound hydrogen, 
as compared with H 2 . This could not be explained within the framework 
of the only existing calculation at that time, the Ferm i-Teller approach 
(Fermi, 1947).
The basic assumption of the model is that in the process of the 
Coulomb capture of mesons in a molecule, a fraction of the mesons are not 
captured into mesic atomic levels of the isolated atoms, but on molecular 
orbits of the system. This assumption was proposed after work done on 
capture mechanisms suggested that capture in the vicinity of an electron 
is a probable interaction mode (Gershtein, 1969). Recent work which shows 
that molecular orbitals can exist (Tranquille, 1986), provides further evidence 
in support of the model.
Although the compounds investigated in this report are of general 
form Z^Z+jH , as background to the derivation of a formula to predict 
C :0 capture ratios in these materials, it is informative to firstly consider how 
the model predicts values of pion charge exchange probabilities and atomic 
capture ratios in compounds of type and Z^Z*j respectively.
5.2.1 Negative pion charge exchange
In order to estimate the fraction of mesons captured into
mesomolecular levels an initial assumption of the model was that all electrons 
in the molecule are equivalent. This is equivalent to the assumption
of the validity of the Ferm i-Teller Z-law in the initial stage of meson 
capture. For this simplified case it is stated (Gershtein, 1969) that the 
probability, W j, of meson capture into molecular levels is proportional 
to the number of valence electrons. This would be expected to lead to a 
definition of W j, as follows '
W j = (n + m v ) /  (n + mZ) 5.8
where v is the number of valence electrons on Z. However, it is stated, 
incorrectly (Ponomarev, 1973; Gershtein, 1969), that the number of valence 
electrons is equal to 2n, leading to a formula for W j of
W j = 2n/(n + mZ) 5.9
Equations 5.8 and 5.9 are equivalent only if  there are no Z -Z  bonds 
in the molecule. Considering the molecular form of the majority of 
hydrocarbons it is clear that this is not generally correct. The use of 5.9 
to predict pion charge exchange probabilities in molecules containing carbon 
therefore involves, perhaps inadvertently, another assumption about the 
capture process. The assumption being made is that capture in the vicinity  
of an electron involved in a Z -Z  bond can only lead, by deexcitation, to 
capture on atomic levels of Z.
It was later suggested that valence electrons are more important 
as regards capture than, say, the strongly bound K electrons (Schneuwly, 1978b). 
The effect of considering weighting factors for the probability of capture on 
different electrons was included in equation 5.9 by the use of a phenomenological 
constant a, giving
W j = an /  (n + mZ) 5.10
where a was also expected to depend upon the nature of the bonding within the 
molecule.
Those mesons not captured onto these mesomolecular levels are 
captured onto the levels of isolated mesic atomSf. ' none fall into the levels n 
of the mesic atom p tt as the single electron of the hydrogen atom belongs 
to the valence shell of the molecule. The mesons captured into the separated 
levels nf of the Z tt mesic atom undergo the usual cascade characteristic 
of the isolated mesic atom. The subsequent fate of the mesons falling  
into the common levels N is more complex.
The field in which these mesons move differs essentially from a 
centrally symmetric one. In such a field the selection rules for radiative 
transitions Al = ±1, which lengthen the cascade period in an isolated mesic 
atom, are not so strict. Therefore the probabilities W ^n and , for 
transition from the common levels N to the n and n' separated levels iacrease 
substantially in this case. In addition, in describing meson motion in high 
orbits one has to take into account the screening of the nuclei by the 
electrons of the inner shells. Taking account of both these factors leads 
to the following result (Ponomarev, 1968).
WNn, =: 101 0 z 2 s '1 5.11
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In a compound of type Z ^ \ \ ^  the probability, W^  for a transition 
from a molecular level N to an atomic level n of the mesic atom piT 
is therefore given by
W, W.Nn 5.122 W. + W,Nn Nn'
1
1+Z2 5.13
Only pions which deexcite in this way subsequently induce the charge
exchange reaction.-
In the model of large mesic molecules it is assumed that the p 7r
atom, being neutral and very small, moves freely in matter, colliding
with other atoms. The transfer rate of the pion from the proton to the nuclei
Z is, in this case, proportional to the number of nuclei, n^, in unit volume.
The deexcitation process of the excited atom pir and the nuclear capture 
of the pion by the proton compete with the transfer process
The rate of the deexcitation process and the nuclear capture by 
the proton is proportional to the number of hydrogen nuclei nu . Thus the 
probability, W^, fora pion to escape the transfer to an atom Z from the p-jr 
atom moving in matter is given by
P 7T + Z p + ZlT
5.143nH + a n^
(1 + X C )" 1 5.15
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where C = nz^nH ls t *ie relative concentration of the nuclei Z and H (for 
compounds HnZ m, C = m/n), and X is called the transfer rate constant.
The probability for the charge exchange reaction in pure hydrogen 
is normalised to unity
W(H2) = 1  5.16
Combining equations 5.10, 5.13 and 5.15 the probability of the
charge exchange reaction occuring for the pion in the chemical compound
H Z can be written as n m
W ( H Z )  = W, W9 W„ 5.17n m 1 1 6
an . 1 . 1 ,5.18
n + mZ Z^ (1 + Xm/n)
5.2.2 Meson atomic capture ratios
The model of large mesic molecules was extended (Schneuwly, 1978b) 
to reproduce the experimental Coulomb capture ratios of negative mesons in 
chemical compounds which did not contain hydrogen. The essential new 
feature of the approach was the assumption that the decisive role in the 
capture process is played by not too strongly bound electrons.
n and n* are the effective numbers of core electrons participating in the
Coulomb capture process and v and V *  are the valences of the atoms Z
and Z* respectively. The probabilities of capture of mesons either into
mesoatomic a , a* or mesomolecular a , orbitals can be written as:m’
Considering a compound Z ^ Z ^  with bound atoms Z and Z *, where
5.19
a *  = 1  l n *
rv -  1 * •
m (k v + 1 v )
5.20
5.21
5.22
where N = k(n + v ) + l(n* :+v*) 5.23
is the total number of electrons involved in the capture process of
mesons in the molecule.
It should be noted that deriving 5.22 from 5.21 is only valid if  there 
are no Z -Z  or Z * -Z *  bonds. In most molecules of type Z ^ Z *j this w ill, in
fact be the case, however, in trying to extend this formula to molecules 
containing more than two types of atomic species, this simplification must 
be questioned.
With the assumption that a meson on a mesomolecular orbit 
deexcites into mesoatomic orbitals either of atoms Z or Z * with respective 
probabilities w and w* = 1-w, the Coulomb capture ratio will be, per molecule
R (Z /Z *) = k( a+ QtmW) 5.-24
1( a *  + am w *)
= k(n + 2 v w) 5.25
l(n* + 2 v * w * )
and, per atom
A (Z /Z*) = n + 2 vw  5.26
n* + 2v* w*
Studying the results of experiments on the pion charge exchange 
reaction it was postulated that only not too strongly bound core electrons 
play an important role in the process of Coulomb capture of mesons 
(Schneuwly, 1978b). Formally,
n =  I p  (E ) n (Z) 5.27
j J J
thwhere E^  is the binding energy and n. the number of electrons in the j 
subshell of atom Z, while p (E )^ is the efficiency of their participation in the 
capture process.
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Two assumptions about the shape of p (E.) are
a) a 'sharp boundary'
p (E.) = 1 . if  E. < En 5.28
J J d
0 if  E. > Enj -  B
b) a 'smooth boundary'
p (E.) = 1  if  E. < E
J j o
exp(-( E.-E )2/ E 2) if  E. > E K * j o C j— o
5.29
Another assumption made is that, while on mesomolecular orbitals, 
mesons can be localised nearby either atom Z or Z * with probabilities 
p and p* respectively. These probabilities are equal to the valence 
electron densities in the relevant regions and are given by
p = j  (1 - a  ) 5.30
p* = -g- (1 +o ) 5.31
The parameter o is the ionicity of the chemical bond and may be 
estimated from the electronegativities of the elements using formulae given 
by Coulson (McWeeny, 1979).
In addition to the 'localisation factors' they introduced 
redistribution factors q and q*=(l-q) which depend on Z and Z *. These 
redistribution factors are defined, by analogy with probability (equation
5.13) for the pion charge exchange reaction as
q = + Z * 2 * =  ^ ” 9 5.32
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Once captured into a mesomolecular orbit the next step for a meson
localised nearby either of the two atoms involved in the bond, may consist 
either in a deexcitation into a mesoatomic orbital of one or the other 
atom or in a transition into a lower mesomolecular state.
These two alternatives point to two possible ways of defining w 
(Schneuwly, 1978b).
a) Mesons exist on mesomolecular orbitals for a sufficiently  
long time and their fate is governed by redistribution factors 
in the following way. A meson localised nearby atom Z(Z*) with 
probability p(p*) deexcites into mesoatomic orbitals with probability 
q(q*) or remains in the valence region with probability q*(q). In 
the latter case the previous step is repeated. So we have:
and a corresponding expression for w*.
b) Mesons disappear from molecular orbitals rather fast so that 
the preceding step takes place only once. Furthermore, the movement 
of the loosely bound meson on the highly excited orbitals can be 
assumed to be in many respects similar to that of a meson with 
low kinetic energy just before the Coulomb capture. So mesons 
localised nearby either atom Z or atom Z * should be involved in 
a process similar to that of the first step, and with probabilities
w pq+p*q* 5.33
* n*
n* + 2v* 5.34
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would deexcite into mesoatomic orbitals of atom Z or Z * respectively, 
while with probabilities 1 -  3  and 1 -  3 *  would remain in the valence 
region. In the latter case the mesons are distributed between mesoatomic 
orbitals of both atoms Z and Z * according to the redistribution factors 
q and q*. Finally we have
w = p 3 + ( l - p $ - p * 3 * ) q  5.35
and a similar expression for w*.
The model developed was used (Schneuwly, 1978b) to calculate 
ratios, A (Z /0 ), of atomic capture of negative muons in oxides of various 
elements, and was found to give a better f it  to the data than other 
models which did not consider any chemical effect. The best f it  was found 
by assuming a smooth boundary (eq; 5.29) for p (E )^. It is not made clear, 
however, which version of w, equation 5.33 or 5.35, was adopted in the analysis.
A later comparison of models of Coulomb capture (Horvath, 1983a) 
using 321 experimental Coulomb capture ratios, measured in binary systems: 
gas mixtures, alloys and simple compounds, showed that the SPP model provided 
the best f it  to the data for the alloys and compounds, though not for the 
gas mixtures.
Attempts were made to optimise the model using both forms of 
the transition probability w, with rigid and smooth boundaries for p (E^ .). The 
best fit to the data was achieved using the transition probability determined 
from equation 5.35 and the distribution p„(E.)' having a smooth boundary with  
a gaussian function with parameter values .
E = 0 ; E = E = 86eV for Z < 15 5.36o ’ c 1 ~
E2 = 119eV for Z > 15
It should be noted, however, that this leads to a value for the effective  
number of core electrons on carbon of -0.11, which seems physically 
unrealistic.
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5.2.3 Extension of model to more complex molecules
The formula to predict the negative pion charge exchange probability 
in simple compounds was extended to deal with more complex molecules 
(Ponomarev, 1968). The formula produced gives the pion charge exchange 
probability, P, for a molecule m ^ Z jiT i^ n H  as
p = a l nl Z 1 *  a2 n2 Z2 5.37
nij Z j + ni2 Z 2  + n
where a^ . and 8 2  have the same meaning as in equation 5.10, and n  ^
and n2  are the numbers of the bonds of the Z j and Z 2  atoms with hydrogen 
(obviously n j+ n 2  = n)* ^  *s evident that this is an extension of equation 5.18
with the simplifying assumption that Wg=l, i.e. no transfer from hydrogen 
occurs.
Unfortunately, however, no formula to predict negative meson atomic 
capture ratios in more complex molecules exists within the literature on the 
'model of large mesic molecules'. Therefore in order to compare the 
experimental results with the predictions of the basic principles of the SPP 
model, the author found it necessary to produce a formula to fu lfill this 
function. This was achieved by extending equation 5.25 by analogy with 
equation 5.37 above. The resulting formula gives the pion atomic capture 
probability, per molecule, for a molecule containing atoms Z y  Z  ^ and H as
where N. is the number of atoms of type i in the molecule,
n. is the effective number of core electrons, X.. is the number of 
1 ij
Z. -  Zj bonds, and w^ . is the probability that a meson captured in the
vicinity of a Z. -  Z^ . bond will deexcite onto atom Z. (clearly
Wji = W2 2  =;1 and W j2  + W21 = ef fective number of core electrons,
n., is given by equation 5.29 and the values of w.^ . from equation 5.35.
The predictions of the authors 'extended SPP model', as defined 
by equation 5.38, will be compared with the experimental results in the 
following chapter.
5.3 THE SURREY MODEL
The Surrey model (Jackson, 1982a) attempts to reproduce Coulomb 
capture ratios for complex molecules, principally consisting of low Z elements 
such as C, N and O, which also contain hydrogen. Although it is based 
broadly on the model of large mesic molecules i t  differs in many details, 
especially regarding the hydrogen capture and transfer process. These 
differences will be discussed in detail.
The Surrey model gives the ratio per molecule, R (Z j, Z^)  of 
captures on atoms Z j to captures on atoms Z^ as
R ,7 _ V  y 2v  ♦ h,  6 , 3l ) 5-39
1’ 2 N2 ( n2+2v 2 w2 + h2 6 2 a2)
where N. is the number of atoms of type i in the molecule, n. is the 
number of core electrons, v . is the number of valence electrons, w. is’ l ’ l
the probability of deexcitation from a molecular orbit to an atomic orbit 
of atom Z. and h. 6^a. is a factor accounting for the transfer of pions, 
following initial capture on hydrogen, to Z.„
In order to illustrate clearly the similarities and differences between 
the Surrey model and the previously described mesomolecular model each 
factor in equation 5.39 will be considered separately.
The first term, N.n., is the total number of core electrons of’ l i-
atoms Z. in the molecule, ie n. = Z. -  v .. This therefore relates to thel ’ i l l
probability of direct atomic capture. This is similar to the term used in 
equation 5.25, except that in that case n. was the effective number of 
core electrons of Z. available for capture. The Surrey model thus assumes, 
for low Z-elements such as C, O and N, that all electrons play an equal 
role in terms of capture probability.
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The second term, 2N.VjW. relates to the probability of initial 
capture onto a molecular orbit followed by deexcitation to an atomic orbit 
of an atom Z.. It resembles the term used in equation 5.25. The factor 
2N.v. is taken to be equal to the total number of valence electrons involved 
in bonds with atoms of type Z.. This is not, however, strictly correct, as 
was noted in the discussion of equation 5.22. In larger molecules the number
of electrons involved in bonds with atoms Z. is given by 2(N.v. -  X . . ) , where
X.. is the number of Z .-Z. bonds. The only atom in the molecules studied 
which forms Z.-Z. bonds is carbon. The effect upon the predicted capture 
ratios of adopting this correction will be discussed in the next chapter.
The probability, w., for deexcitation from a molecular orbit to an 
atomic orbit on Z. is given by two alternative equations:
w ; = Z.2 /  I .Z .2 5.40l i l l
w, = PjZ.2 /  r .z .2 5.41
1 1 1  1 1
Equation 5.40 was derived from equations 5.11 arid 5.12 and takes no account
of bonding considerations. Equation 5.41 is based upon equation 5.33, which
was one of the two alternatives suggested in the SPP model (Schneuwly, 1978b)
This gave the probability, once a meson was captured in the vicinity of an
electron involved in a bond Z. -  Z., for the meson to deexcite to either
i J
of the two atoms involved in the bond. The probability was deemed to be 
dependent upon the localisation probability, p, which was in turn dependent 
upon the percentage ionic character of the bond, equations 5.30 and 5.31.
The Surrey model, however, was derived to predict meson atomic capture ratios 
in molecules containing many atoms and hence the description of the polarity
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of the molecule and the localisation of the mesomolecular orbital becomes 
much more complicated than in the case of a simple diatomic molecule.
The consequence of this is that the value of p in equation 5.41 is not an easily 
derivable quantity as it depends upon the percentage ionic character of many 
different bonds. The determination of values of p under these circumstances 
will be discussed in greater detail in the following chapter.
It is in the treatment of hydrogen capture and transfer that the
Surrey model differs most dramatically from the model of large mesic
molecules.
To reiterate, in the model of large mesic molecules, capture on 
hydrogen is only deemed possible via initial capture onto a molecular state, 
as the hydrogen atom has no core electrons to allow direct atomic capture..
The p rr system produced following deexeitation from a molecular level is 
then considered to traverse the system and in collisions with other atoms 
the transfer
p t t  + Z ->• Z tt + p
can take place. This process is in competition with the charge exchange and 
radiative capture processes.
t t  + p  + 7 r °  + n 2 y  + n 60%
y + n 40%
The Surrey model includes different capture and transfer mechanisms. 
Dealing with the capture process first, it is stated (Jackson, 1982a) that 
'a hydrogenic pionic atom can be formed directly or via the molecular orbit*.
The direct formation is considered to occur by radiative capture 
from the continuum. The probability per molecule of capture of this 
type, W^(H), is proportional to the number of hydrogen atoms in a 
molecule, N ^ , thus
where M is the sum of all the possible molecular capture probabilities 
and R is the probability per hydrogen atom of radiative capture. For the 
second capture process the probability, per molecule, of formation of prf via 
a molecular orbit, W ^(H), is given by
where A is the probability per electron of capture into a bound state via 
an Auger interaction, is . the valence of hydrogen (v^ = 1), Wj_j is the 
probability that capture on a molecular orbit will lead, via deexcitation, - 
to an atomic level of pir , and a is equivalent to a in equation 5.10, the 
value of which is believed to lie in the range 1-2 (Schneuwly, 1977).
The total capture probability, per molecule, for formation of a 
hydrogenic pionic atom, W^(H), is thus defined as
w D ( h )  a  N h 5.42
It follows from this that
5.43
Wt (H) = i  (R + AWH a )  N h 5.45
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In the majority of molecules Wpj <<1. Considering a C-H bond 
as an example, using equation 5.41 gives a value for Wj_j of approximately
0.02. The relative importance of the two processes is, however, dependent 
upon the ratio R /A .
In the model of large mesic molecules the rate of transfer to
chemically bound hydrogen from the continuum is considered to be
negligible in comparison with that for initial capture into a mesomolecular
orbit followed by deexcitation, i.e. R /A  <<1. This assumption is based on
theoretical calculations for atomic hydrogen (Haff., 1974) which show that
6 7 — 1the radiative capture rate for muons is very small (10 -  10 s ) compared 
with the Auger rate (1 0 ^  s * for n=5). Hence, if  the electron is lost, 
direct atomic capture can only proceed by the slow radiative transitions 
which are negligible compared with the rate for transitions from a molecular 
state to an atomic state, equation;: 5.11.
In the Surrey model, however, the ratio R /A  is taken to be equal 
to unity. The implication of this assumption is that W p (H )»  W ^(H ). D irect 
capture is therefore the only mechanism for pir formation considered 
in the model. Recent theoretical investigations into the formation of pion 
molecular orbits (Tranquille, 1986) considered the effect, not previously 
studied, of the electrons which are associated with the chemical bond 
between the pair of nuclei. Inclusion of the influence of the electrons 
in the calculations provides many more atomic states of reduced binding 
energy in pionic hydrogen. This implies that direct atomic capture 
on hydrogen is a much more important process than is considered in the 
model of large mesic molecules and thus supports the Surrey model assumptions.
Considering the assumed transfer mechanism, as the binding 
energy of the pion in the atom is proportional to Z2 the pion bound in a 
hydrogenic atom may be transferred to a more tightly bound orbit around a 
nucleus with higher Z. It has been proposed (Reidy* 1975), that this 
transfer takes place to the nearest-neighbouring heavy atom which will 
normally be the atom to which the hydrogen atom is bonded* This is 
the transfer mechanism adopted by the Surrey model. The possibility 
of this transfer occuring via tunnelling has been investigated and found to 
be possible (Tranquille, 1986).
The transfer probability, T, per molecule is proportional to H. = N.h., 
where H. is the number of hydrogen atoms bonded to an atom of type Z..
The transfer probability per hydrogen bond is written as 6. a. where 6. is 
the number of electrons participating in the transfer process and a. is the 
probability, per electron, for transfer from hydrogen to a heavier atom Z..
The total transfer probability per molecule in this nearest neighbour model,
T NN is then given by
T NN (Zi> = Hi ( WD (H) 1 N H> 6iai 5-46
= N.h.d.a.
1 1 1 1
This is the final term in equation 5.39. Values of 6 a^. are determined 
from the results of experiments on then charge exchange reaction (Jackson 
1983; Sm ith ,. 1986).
The Surrey model has proved successful at fitting experimental data 
from many different types o f compounds (Jackson, 1982a; Jackson, 1985). 
Predictions of the model w ill-be compared with experimental capture ratios 
in the following chapter.
CHAPTER 6 
RESULTS AND DISCUSSION
6.1 TISSUE EQUIVALENT MATERIALS
The experimentally derived C:0. and in some cases, N :0  pion 
atomic capture ratios for the bone equivalent materials, the cortical 
bone samples and the tissue equivalent gels are contained in Table 6.1, 
as are other experimental results for pig muscle tissue (Lewis, 1982; 
Yamaguchi, 1987).
We consider first the bone and bone equivalent materials. The 
C :0 capture ratios of the bone equivalent powders (BEP) matched those 
of the cortical bone samples to within the quoted errors, and thus 
satisfied one requirement of tissue equivalence. Unfortunately, however,
_3
the density of cortical bone, 1.8 -  1.9 gem , is much greater than those
-3of the two powders, 0.47 and 0.50 gem respectively; they cannot
therefore be considered truly equivalent. B100 is, as expected, not tissue 
equivalent for pions due to its high carbon content.
The pion atomic capture ratios for the CCGEL are larger than 
those for pig muscle tissue by between 25-40% and are outside the 
quoted errors. This gel cannot, therefore, be considered tissue equivalent. 
The error in this case may have arisen due to the incorporation of 
high Z elements into the gel during a complex preparation procedure 
(Skarsgard, 1979). The tissue equivalent gels (TEG), however, reproduce 
the pig muscle capture ratios within the uncertainties quoted, in all cases. 
As the gels also have approximately the same density as tissue, they can 
be judged tissue equivalent for pions.
Material R(C:0) R(N:0)
Pig Muscle I 0.12±0.01 0.08±0.02
Pig Muscle II 0 .12±0.01 0.07±0.02
Pig Muscle III 0.10±0.01
TEG 1 0.11±0.01 0.09+0.01
TEG 2 0.12±0.01 0.06+0.01
TEG 3 0.13±0.01 0.10±0.01
TEG 4 0.11 ±0.01 0.09±0.01
CCGEL 0 .16±0.02 0 .12±0.01
Cortical bone I 0.50±0.07
Cortical bone II 0.58±0.09
Cortical bone II 0.53+0.16
BEP 1 0.61 ±0.12
BEP 2 0.51±0.12
B100 7.78±1.22
Table 6.1 Pion atomic capture ratios for tissue equivalent materials and 
bone (this work) and for pig muscle, I and II (Lewis, 1982), III (Yamaguchi, 
1987). Cortical bone II was measured twice to assess experimental 
reproducibility. (All errors quoted are one standard deviation).
6.2 SIMPLE ORGANIC COMPOUNDS
The experimentally derived C :0 capture ratios per molecule, R(C:0), 
for the simple organic compounds are presented in Table 6.2. As the 
molecules investigated have varying elemental C :0 ratios no general trends 
can be discerned from these. Values of the C :0  capture ratio per atom 
A (C:0), are therefore also contained in the table.
The results for each set of compounds will be considered in detail 
in the following sections. There are, however, a couple of points worth noting 
at this stage. The first of these relates to the experimental procedure.
Two measurements of the hexoses? a-glucose and mannose were performed to 
assess the experimental reproducibility, from the data presented in Table 6.2 
this can be judged adequate. The second point is that all the values of 
A(C:0) differ substantially from the value of 0.75 predicted by the Ferm i-Teller 
Z-law (Fermi, 1947).
The experimentally derived Na:0 capture ratios for all the sodium 
containing compounds are presented in Table 6.3. The Z-law is again seen 
to fail for these molecules as it predicts a value for A(Na:0) of 1.4. In the 
following sections these results will be examined in detail, with particular 
regard to their implications for the use of effective numbers of core electrons 
in the predictive equations.
Compound R(C:0) A(C:0)
Fructose 0.59+0.09 0.59±0.09
Galactose 0.59±0.09 0.59±0.09
a - Glucose 0.62±0.10 0.62±0.10
a - Glucose 0.58±0.14 0.58±0.14
3 -  Glucose 0.57±0.09 0«57±0.09
Mannose 0.64±0.10 0.64±0.10
Mannose 0.68±0.11 0.68±0.11
Sorbose 0.58±0.10 0.58±0.10
Lithium acetate dihydrate 0.25±0.04 0.50+0.08
Magnesium acetate tetrahydrate 0.35±0.06 0.70±0.12
Potassium acetate 0.70±0.15 0.70+0.15
Sodium acetate 0.59+0.09 0.59+0.09
Sodium acetate trihydrate 0.24±0.05 0.60±0.13
L-aspartic acid 0.67+0.11 0.67±0.11
L-aspartic acid magnesium salt 0.45±0.07 0.45±0.07
L-aspartic acid potassium salt 0.55±0.09 0.55±0.09
L-aspartic acid sodium salt 0.47±0.08 0.47±0.08
L-glutamic acid 0.87±0.13 0.70±0.10
L-glutamic acid ammonium 0.62±0.09 0.50±0.07
L-glutamic acid hydrochloride 0.77±0.12 0.62±0.10
L-glutamic acid potassium salt 0.59±0.10 0.47±0.08
L-glutamic acid sodium salt 0.61 ±0.10 0.49±0.08
Glycine 0.66±0.10 0.66±0.10
Glycine sodium salt 0.52±0.08 0.52±0.08
Table 6.2 Experimentally derived C:Opion atomic capture ratios, per 
molecule, R(C:0) and per atom, A(C:0). (Errors given as one standard deviation).
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Compound R(Na:0) A(Na:0)
Sodium acetate 0.50±0.07 1.00±0.14
Sodium acetate trihydrate 0.16+0.03 0.80±0.15
L-aspartic acid sodium salt 0.20±0.03 0.80±0.12
L-glutamic acid sodium salt 0.20±0.03 0.80±0.12
Glycine sodium salt 
-------------------------------------------------------------------------------------------------------------------------------------------------------------------
0.30+0.05
—  —
0.60±0.10
Table 6.3 Experimentally derived N a:0 pion atomic capture ratios, per 
molecule, R(Na:0) and per atom, A(Na:0). (Errors given as one standard 
deviation).
6.2.1 Hexoses
The C :0 pion atomic capture ratios for the six hexoses 
investigated are displayed in Fig. 6.1 with results from previous experiments 
(Jackson, 1982a). The previous results suggested the possibility of a significant
isomeric effect, the new results tend to dispute this.
In order to investigate the pion atomic capture process in these
molecules values of w , the probability that a tt captured in a mesomolecular
orbit will deexcite to an atomic orbit of carbon, were derived from the
experimental capture ratios using two different versions of the Surrey model.
The first version is that presented in Chapter 5* Values for a c and aQ of 0.125
and 0.325 respectively, were taken from (Jackson, 1983) in which hydrogen
transfer probabilities for atoms in different molecules are derived from
experimental data using a model of the charge exchange reaction in bound
hydrogen (Jackson,' 1982c). Recent experiments (Smith, 1986) have indicated
that there are small but significant differences in the pion charge exchange
probabilities for these isomers. This leads to different values of ac and aQ
for each molecule (Jackson, 1986). The effect of including these changes
in parameter values would be small, however, in comparison with the
experimental errors. The reasonable assumption that w^ = O is also made
thus w + w = 1. c o
In the second version, for reasons discussed in the previous chapter, the 
number of valence electrons involved in bonds with atoms Z. is taken asi
2(N. v . - x..), where x.. is the number of Z.-Z . bonds, rather than 2N. v..
1 1  n  11 1 1  ’ 1 1
In all other respects, the two versions are identical. For the remainder of this 
chapter this model version will be known as the modified Surrey model.
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The values of wc derived using the two versions of the Surrey model 
are given in Table 6.4. The average values of wc required to f it  the 
experimental data are 0.34 and 0.40, for the original and modified versions 
respectively.
It is informative to compare the values in Table 6.4 with those 
predicted using the two equations for w given in Section 5.3. Equation 5. 40 
gives a value for wc of 0.36, which lies between the average values derived 
using the two versions of the model.
To determine values of w from equation 5.41 it is necessary to use 
values of the localisation parameter, p. This parameter is dependent upon the 
fractional ionic character, o , of the bonds within the molecule, equation 5.30.
For a single bond the fractional ionic character can be derived from values 
Of the electronegativities of the atoms (Pauling, 1960) using an equation such 
as that given in (McWeeny j 1979).
a = 0.16 (XB - X A ) + 0.035 (XB - X A )2 6.1
where Xg and X ^  are the electronegativities of the two atoms in the bond. Putting
the electronegativities of carbon, and oxygen (Pauling, 1960) into equation
6.1 yields a value for o o f  0.16 giving pQ=0.58 and pc = 0.42. This leads to
a value for wc of 0.29. This value is lower than any of the values of wc
derived from the experimental data using the two versions of the Surrey model.
Other values of the fractional ionic character of C -0  bonds found in the
literature (Jackson, 1984b) tend to be larger and thus would produce even
smaller values of w .c
R(C:0) Wc W *  c
Fructose 0.59±0.09 0.32±0.08 0.38+0.10
Galactose 0.59±0.09 0.32±0.08 0.38±0.10
a -  glucose 0.62±0.10 0.35±0.09 0.42±0.11
a -  glucose 0.58±0.14 0.31±0.14 0.37±0.16
.3 -  glucose 0.57±0.09 0.30±0.09 0.36±0.10
Mannose 0.64±0.10 0.37±0.09 0.44±0.11
Mannose 0.68+0.11 0.40±0.09 0.48±0.11
Sorbose 0.58+0.10 0.32±0.09 0.38+0.11
Table 6.4 Experimental values of the C :0 capture ratio, R(C:0), and the 
values of w‘c derived from these using the Surrey model (wc) and the modified 
Surrey model (w  *) (see text).
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This method of determining values of wc by considering a single
C -0  bond is, however, strictly only applicable to a simple diatomic molecule.
In larger molecules, such as the hexoses, the situation is more complex
as it is necessary to consider all the different bonds. A way of determining
values of p in these circumstances is described in (Jackson, 1984b), however,
this requires values of gross excess charge for each atom. These were not
available for the molecules in this study, however, it is possible to judge
qualitatively how consideration of all bonds within the molecule may influence
the value of w .c
In the hexoses in addition to 7 C -0  bonds there are 5 C -C  bonds.
In a bond °bviously = wc j =w ^2 = Sross
excess charge for each carbon atom  ^ in the molecule will thus be increased
because of the C-C bonds. This will lead to increased values of W . Toc
produce wc values of 0.34 and 0.40 requires values for pc of 0.47 and 0.54 
respectively. It is not unreasonable to consider that a value of 0.42 for 
Pc in a single C -0  bond could be increased to these values due to the 
proximity of C-C bonds. It should be noted that this complication does not 
arise in the extension to the SPP model described in Chapter 5 as each bond 
is treated separately.
It is informative to consider to what extent the versions of the Surrey
model described, and the extension to the SPP model fit the experimental
data. In Table 6.5 values of X2 Per data point are given for four versions
of the Surrey model and the extended SPP model, where x2 is defined as: 
n
,i,2 £ ( Aexp -  Atheo).. 2 oX- ■ , --------------------2—  i 6 .2i= l aexp.
Model Predicted 
R(C:0) 
Capture Ratios
X2 Per 
Data Point
Surrey Model I
w  =0.36, w tt=0, w =0.64 c ri o 0.63 0.19
Surrey Model II 
wc=0.36, w^=0, \^=0.64 0.57 0.24
Surrey Model III
w  =0.29, Wit=0, w' =0.71 c ’ H ’ o 0.56 0.32
Surrey Model IV
w  =0.29, \^ rr=0, w =0.71 c H * o 0.50 1.21
Extended SPP Model 0.63 0.19
Table 6.5 Values y2 per data point for the hexoses for different versions 
of the Surrey model (see text) and the extended SPP model.
where Aexp ± a exp is the measured value, Atheo is a theoretical 
prediction and n is the number of measurements.
Versions I and III in Table 6.5 are the original Surrey model with values 
of w derived using equations 5.40 and 5. 4 i respectively, as previously 
described. Versions II and IV are the modified Surrey model with values for 
w determined as for versions I and III.
A ll the models, with the exception of IV, fit the data reasonably well.
It is interesting to note that the best fits to the data are provided by two 
very different models: version I of the Surrey model, which includes the 
hydrogen transfer process and in which n = Z-v, and the extension to the 
SPP model, in which hydrogen transfer is not considered and n is a complex 
function dependent upon electronic energy levels.
The values of w used in version I can also be produced using 
equation 5.41 assuming Pc = P0 = Therefore, the ability of this version
to f it  the data well indicates that the considerations described earlier 
regarding the influence of C -C  bonds upon localisation factors may be valid.
6.2.2 Acetates
The C :0 pion atomic capture ratios for the five acetates investigated 
are presented in Table 6.6, along with the predictions of versions of the 
Surrey model and the extended SPP model. Values of y2 Per data point 
are included in the table as a measure of the ability of each model to f it  
the experimental data.
Versions I and II are the original Surrey model with values of w
derived using equations 5. 40 and 5. 41 respectively. For version II it
was obviously necessary to determine values of the localisation parameter,
p, for the atoms within each molecule. The oxygen-metal bond within
the molecules will be almost completely ionic in nature so, as a preliminary
step in the analysis, the values of P ^ *  Pj^ > P^j and P^g were set at zero.
The value of p^ was also considered vanishingly small and values of pc and
pQ were determined by consideration of the carbon and oxygen
electronegativities, in the manner described in the previous section, such
that, p = 0.42 and p = 0.58, giving w = 0.29 and w = 0.71. c o c o
Versions III and IV were based on I and II respectively and were 
introduced as a means of investigating how to treat the waters of hydration. 
In these they are treated separately, in versions I and II they are included 
implicitly as a part of the whole molecule. In all other respects the 
models are the same. Versions V and VI are the modified Surrey model using 
the same w values as versions I and II respectively.
The first thing to note from the results is that a better f it  to the 
data is produced by considering the waters of hydration as part of the 
complete molecule, rather than separately.
Theory
Experiment I
Surrey Model 
II III IV V VI
Extended
SPP
CH3C 0 0 L i.2 H 20 0.25±0.04 0.32 0.28 0.29 0.26 0.30 0.27 0.32
CH3COONa 0.59±0.09 0.64 0.60 0.62 0.57 0.72
CH3C 00N a .3H 20 0.24±0.05 0.22 0.22 0.18 0.21 0.21 0.21 0.26
c h 3c o o k 0.70±0.15 0.60 0.60 0.59 0.57 0.73
(CH3C 0 0 )2Mg.4H20 0.35±0.06 0.28 0.28 0.24 0.26 0.27 0.27 0.33
X2 per data point 1.1 0.51 1.93 0.89 0.87 0.63 1.1
Table 6.6 Experimental values of R(C:0) for the acetates and the values 
predicted by different versions of the Surrey model (see text for details) and 
the extended SPP model.
The most important observation, however, is that the best fits to
the data are clearly produced by using w values obtained from equation
5.41 with Prj = p , . = 0, p = 0.42 and p = 0.58. This is in marked*m etal ion * Fc *o
contrast to the situation regarding the hexoses, as presented in the previous 
section. In the acetates, however, the ratio of C-C, to C -0  bonds is 1:3, 
which is much lower than for the sugars, and thus the presence of the C-C bond 
would be expected to influence the values of p less significantly.
As the analysis at this stage had identified the use of equation 5.41 
to determine w values, as being the most satisfactory approach to fitting  
the data it was decided to reconsider the determination of p values, taking 
more detailed account of the bonds, within the molecule, particularly the 
oxygen-metal bond.
The approach adopted was to consider initially the bonds C-O and 
O-metal separately. The values of p for each atom in each bond were 
determined using values of the electronegativities (Pauling, 1960), in equation 
6.1. These were then combined and averaged over the bonds involved, 
including the C-C bond. The values of w generated by equation 5.41 using 
these p values were substituted into versions II and VI of the Surrey model 
used in Table 6.6. The resulting capture ratios are presented in Table 6.7.
As can be seen by comparing the values of y2 Per data point in 
Tables 6.6 and 6.7, this approach produces a worse fit for version II and 
a better fit for version VI. The best overall fit being provided by model 
VI in Table 6.7.
It would obviously be possible to manipulate the values of p for each 
molecule to fit the data exactly, however, little  would be learnt from such
R(C:0)
Experiment SURREY MODEL
II VI
CH3COOLi.2H20 0.25±0.04 0.31 0.29
(pc=0.452, pQ=0.508, p^.=0.040
w = 0.33, w =0.66, wT .=0.01) c ’ o * Li
CH3COONa 0.59 ±0.09 0.68 0.64
(pc=0.452, pq=0.510, pNa=0.038
w =0.30, w =0.61, wKT =0.09) c * o ’ Na
CH3C 00N a .3H 20 0.24±0.05 0.24 0.24
(pc=0.452, pq=0.510, pNa=0.038
w =0.30, w =0.61, w« T =0.09) c * o ’ Na
c h 3c o o k 0.70±0.15 0.67 0.64
(p^=0.452, pQ=0.512, Pj^=0.036:
w =0.26, w =0.53, wt,=0.21) , c * o * K
(CH3C 0 0 )2Mg.4H20 0.35+0.06 0.30 0.29
(p =0.452, p =0.498, p =0.050M ’ Ko ’ Fmg
w =0.29, w =0.58, w =0.13)c o mg
X2 per data point
!
i
\
0.80 0.49
Table 6.7 Experimental values of R(C:0) for the acetates, and the values 
predicted by versions II and VI of the Surrey Model in Table 6.6, using the w 
values presented (see text).
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an exercise. Although two rather basic methods of evaluating values have 
been presented this is clearly the type of approach necessary.
Values of R(Na:0) for the two sodium acetates were given in Table 6.2. 
These have been examined in detail regarding their implications for the use 
of effective numbers of core electrons in capture ratio predicting equations.
In the Surrey model, original and modified versions, the capture ratio
R(Na:0) for sodium acetate is given by:
nM + 2 w m
R(Na:0)n u  rnnK I = 0—  g— -  6.3CH0COONa 2n + 8w3 o o
The mpdel also predicts a value for n ^a of 10. Given the experimentally
determined R(Na:0) value, assuming nQ=6 and choosing values of w ^ a and wq
it is possible, however, to derive values of n^a using equation 6.3. This is
clearly also possible for the sodium acetate trihydrate. In Table 6.8
values of n ^  derived from equation 6.3 and theequivalent equation for the
trihydrate, using the experimental results in Table 6.2 and two different
sets of w and wXT values, are presented. The two sets of w and wKT o Na ’ r  o Na
values correspond to those used in version II of the Surrey model in Table 
6.6 and version VI in Table 6.7* These were chosen as they provided the best 
fits to the acetate R(C:0) capture ratio data.
It  is interesting to compare the n ^a values in Table 6.8 with those 
predicted by the Surrey and SPP models. The SPP model predicts a value for 
nN a ^  (Horvath, 1983b). The Surrey model predicts n=Z-v (Jackson, 1985), 
giving njyja=10.0. The values in Table 6.8, ranging from 7.5 to 9.3, tend to 
vindicate the use of n=Z-v for lower Z elements such as carbon and oxygen.
W = 0.71 W = 0 .6 1o o
3 Z »
ii o • © WKT = 0.09 Na
CH3COONa 9.3 ± 1.3 8.3 ± 1.2
CH3C 00N a .3H 20 8.2 ± 1.5 7.5 ± 1.4
Table 6.8 Values of derived from the experimental R(Na:0) ratios 
for the two sodium acetates using various assumptions of wq and values 
(see text).
R(C:0)
Experiment Theory
SURREY MODEL Extended
SPPI II III IV V
Glycine 0.66±0.10 0.62 0.66 0.67 0.68 0.70 0.63
L-aspartic acid 0.67±0.11 0.59 0.63 0.65 0.63 0.65 0.60
L-gliitamic acid 0.87±0.13 0.77 0.82 0.84 0.82 0.84 0.83
X2 per data point 0.43 0.09 0.03 0.11 0.08 0.20
Table 6.9 Experimental values of R(C:0) for the amino acids, and the 
values predicted by versions of the Surrey Model (see text) and the 
extended SPP model.
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6.2.3 Amino acids and salts
The atomic capture ratios for the amino acids and their salts were 
presented in Table 6.2. Examining the A(C:0) values it is seen that those 
for the amino acids are the same within errors, with an average of 0.68. 
Similarly, the capture ratios for the metallic salts are the same within 
errors, their average value of 0.49 is however much lower. This contrasts 
quite markedly with the average A(C:0) value for the acetates, of 0.62, 
which it was anticipated would be similar.
In order to investigate the pion atomic capture process in these 
molecules, with the particular aim of attempting to explain the apparent 
inconsistencies, the experimental capture ratios were compared with the 
predictions of various versions of the Surrey model and the extended SPP 
model. We consider first the amino acids. Although the type of C -0  
bonding in these molecules differs in some respects from that in the hexoses 
an attempt was made to reproduce the experimental amino acid capture 
ratio data using parameter values similar to those which provided the best 
fits to the hexose data. Although the amino acids contain nitrogen, 
which is obviously a complicating factor in the analysis, there is only one 
N.-C bond and no N -0  bonds so the impact of its presence should be small.
The predictions of several versions of the Surrey model and the 
extended SPP model are contained in Table 6.9. Versions I and II are the 
orginal Surrey model. In version I w values are derived from equation 5. 40, 
giving w^ = 0.24, wq = 0.43 and w^ = 0.33. In version II the assumptions 
Pc = 0.47, pQ = 0.53 and p^ = 0 were made giving = 0.34, w q = 0.66 
and w ^ = 0. These values were chosen as they were the average values 
which fitted the experimental data for the hexoses (see Table 6.4). Clearly,
this underestimates the effect of the presence of nitrogen within the
molecule, however, as it provides a better fit to the data than version I,
the influence of nitrogen can be judged small. In version III the values of p
were adjusted to produce a better fit to the data. The value of pc was left
at 0.47, Pj  ^ was assumed to have a value of 0.05 and pQ= 0.48, this gives
w =0.61, w =0.34 and wNT= 0.05. o ’ c N
Versions IV and V are the modified Surrey model. In version IV
the parameter values pc=0.54 and pQ=0.46 were used, giving wc=0.40 and
w q =0.60. These values were chosen as they were the average values which
fitted the experimental data for the hexoses using this type of model.
For version V the values of p were adjusted to try and produce a better f it
to the data. Values of p =0.54, p =0.41 and pXT=0.05 were assumed.*c *o
From the results it can be seen that the best fits to the experimental 
data require values of p which suggest that (for amino acids) in the carbon- 
oxygen bonds the oxygen atom can be considered 'less electronegative' than 
in the hexoses. Since the fractional ionic character of carbon-oxygen bonds 
can vary quite significantly between molecules and also bond by bond within 
molecules (Jackson, 1984b), this result is not unexpected, especially when it is 
noted that the carbon-oxygen bonds are of type C=0 or C -0  in the amino
acids as compared with C -0  in the hexoses.
/
It was expected that the R(C:0) values for the metallic salts would 
be smaller than for the amino acids themselves. This is because the highly 
electronegative metal-oxygen bond leads to an increased probability of capture 
on oxygen and therefore a reduction in R(C:0). Such a large reduction was 
not however anticipated.
Considering the similarity in bond types between, for example, 
the glycine sodium salt and sodium acetate it would be expected that the 
A(C:0) and, where applicable, A(Na:0) values for the metallic amino acid 
salts and the metal acetates would be similar. Although the amino acids 
contain nitrogen its influence is expected to be small, as was seen in the 
previous section.
In Tables 6.10 and 6.11 the predictions of several versions of the 
Surrey model and the extended SPP model are compared with experimentally 
derived R(C:0) and R(Na:0) values respectively.
Versions I and II are the original Surrey model. In version I w
values are derived from equation 5.40; In version II the parameter values
w =0.29 and w =0.71 are assumed, with the other w values being zero, c o °
These values were chosen as they gave the best f it  to the acetate data in 
Table 6.6. Version III is the modified Surrey model, with the w values used 
in Table 6.7, and w^= 0. This model was chosen as it gave the best 
overall f it to the acetate data.
To predict R(Na:0) values it is necessary to assume a value for n ^ .
In version I nXT was assumed to be 10, for versions II and III the two Na *
alternative values determined in Table 6.8 were used.
Examining the results in Table 6.10 it is seen that all three versions 
of the Surrey model provide a reasonable f it  to the experimental data. The 
predicted values are, however, with one exception, larger than the experimental 
values. The best fit is provided by version I. In Table 6.11, however, this 
is seen to give a poor fit to the R(Na:0) data. In fact the assumed n^ 
value of 10 would have to be reduced to 4.8 to give the experimental capture
R(C:0)
Theory
Experiment SURREY MODEL Extended
SPP
I II III
Glycine 
Sodium Salt 0.52+0.08 0.56 0.59 0.59 0.62
L-aspartic acid 
Potassium salt 0.55±0.09 0.49 0.57 0.54 0.60
Magnesium salt 0.45±0.07 0.53 0.57 0.55 0.60
Sodium salt 0.47±0,08 0.53 0.57 0.55 0.59
L-glutamic acid 
Potassium salt 0.59±0.10 0.66 0.74 0.70 0.83
Sodium salt 0.61+0.10 0.70 0.74 0.71 0.82
X2 per data point 0.64
.......... •
1.54 1.00 3.15
Table 6.10 Experimental values of R(C:0) for the amino acid metallic salts 
and the values predicted by versions of the Surrey model (see text) and the 
extended SPP model.
R(Na:0)
Theory
Surrey Model
Experiment I
nNT =10 Na
II
nNa=9,3 nNa=8,2 nNa-8,3
III
nNa=7*5
Extended
SPP
Glycine 
Sodium salt 0.30±0.05 0.78 0.53 0.46 0.50 0.45 0.54
L-aspartic acid 
Sodium salt 0.20+0.03 0.38 0.27 0.23 0.25 0.23 0.27
L-glutamic acid 
Sodium salt 0.20+0.03 0.38 0.27 0.23 0.25 0.23 0.27
X2 per data point 54.7 10.7 4.1 7.2 3.7 11.3.
Table 6.11 Experimental values of R(Na:0) for the amino acid metallic salts, 
and the values predicted by versions of the Surrey model (see text) and the 
extended SPP model.
ratio for the L-aspartic acid and L-glutamic acid sodium salts. None of the 
models provide an adequate f it  to the R(Na:0) data. To fit the experimental 
R(Na:0) data using versions II and III, assuming the n^a values are correct, 
would require wq to take on values between 1.0 and 2.4, this is obviously 
impossible.
It is clearly possible to f it  all the experimental data in Tables 6.10 
and 6.11 by varying the various w values and n^a. As an illustration, Table 
6.12 contains two versions of the Surrey model in which the parameter values 
have been varied to provide a better f it  to the data. In version I w q =0.80, 
wc=0.20, n^a=7.4 and all the other w values are equal to zero. Version II 
is the modified Surrey model with w q =0.61, w c =0.21, w ^=0. 1, w£ =wMg=wNa=9*9 
and njsja=6.5. It is clear from these parameter values that to produce a better 
f it  to the data requires a large increase in the ratio wq:wc and a reduction 
in the value of n^ . The values needed are thus substantially different from 
those which give the best fits to the data for the hexoses, acetates and amino 
acids. This would suggest that the influence of the metal ions upon the 
bonding in the amino acid salts is much greater than in the acetates, however 
this seems unlikely..
Other possible explanations for the unexpectedly small capture ratios 
for the amino acid metallic salts are that the samples were contaminated or 
not anhydrous. The second of these possibilities is investigated in Table 6.13.
Versions I and II of the Surrey model in Table 6.13 are based respectively 
on II and III in Table 6.11. For the glycine sodium salt it is assumed that there 
exists 0.25 of a water molecule associated with each molecule of the salt.
For the L-aspartic acid and L-glutamic acid sodium salts there is assumed to 
be 1.0 water molecule associated with each molecule of the salt for version I, 
and 0.5 for version II.
SURREY MODEL
I II
R (C:0) R(Na:0) R(C:0) R(Na:0)
Glycine
Sodium salt 0.49 0.40 0.51 0.39
L-aspartic acid
Potassium salt 0.47 0.47
Magnesium salt 0.47 0.47
Sodium salt 0.47 0.20 0.47 0.20
L-glutamic acid
Potassium salt 0.62 0.62
Sodium salt 0.62 0.20 0162 0.20
X2 per data point 0.19
i
1.33
(0.0)
0.16 1.08
(0.0)
Table 6.12 Values of R(C:0) and R(Na:0) predicted by two versions of 
the Surrey model (see text). (Values in brackets are X2 per data point 
if glycine sodium salt value is ignored).
SURREY MODEL
I II
R(C:0) R(Na:0)
nNT =9.3 Na
R(Na:0)
nNa=8-2
R(C:0) R(Na:0)
nKT =8.3 Na
R(Na:0)
nNa=7-5
Glycine 
Sodium salt 0.52 0.46 0.41 0.52 0.43 0.39
L-aspartic acid 
Sodium salt 0.45 0.21 0.19 0.48 0.22 0.20
L-glutamic acid 
.Sodium salt 0.59 0.21 0.19 0.63 0.22 0.20
y2 per data point 0.01 3.49 1.69 0.01 2.55 1.08
(0.11) 1 (0.11) (0.44) (0.0)
Table 6.13. Values of R(C:0) and R(Na:0) predicted by two versions of the 
Surrey model (see text), in which the effect of the presence of waters of 
hydration is investigated. (The values in brackets are the y 2 Per data 
point values ignoring the result for the glycine sodium salt).
The results show that this approach also enables the experimental 
data to be reproduced fairly accurately. Using the available data it is, 
unfortunately, not possible to determine which, if any, of the explanations 
offered for the unexpectedly small amino acid salt capture ratios is correct.
Given the difficulties encountered in attempting to f it  the amino 
acid metallic salt data, no attempt was made to try and fit  the data for 
L-glutamic acid ammonium and hydrochloride.
6.2.4 Summary
The analysis of results in the preceding three sections has shown 
that the Surrey model, in its original and modified form, provides a good 
f it  to the experimental data, with the exception of the amino acid salts, 
using a set of consistently derived parameters.
The expected variations in fractional ionic character of C -0  bonds 
between the molecules (Jackson, 1984b) have been clearly illustrated, as 
has the need to consider the influence of C-C bonds upon p^ and pQ values 
within molecules of this type.
The value of the effective number of core electrons for sodium 
derived from the experimental data lay between the values predicted by the 
SPP model (Horvath, 1983b) and the Surrey Model. This result does, however, 
tend to support the use of n = Z - v  (Jackson, 1985), for the lower Z elements.
Although the extended SPP model was not as successful as the Surrey 
model it still produced a reasonable f it  to much of the experimental data.
CHAPTER 7 
CONCLUSIONS AND FURTHER WORK
One of the most important conclusions to be drawn from the experimental 
results is that the presence of small quantities of high Z elements is likely to 
have a negligible effect upon atomic capture ratios of the abundant atomic 
species. This is significant because in phantom materials, dosimeter materials 
and tissue trace quantities of different elements are always present. The 
type and quantity of trace elements present will vary in different batches 
of phantom or dosimeter material, but is to some extent controllable. This 
is not the case for tissue. Levels of trace elements in tissue depend upon the 
tissue type and vary with age, sex, state of health and medication administered. 
I f  trace elements had a large effect upon capture ratios these could vary 
significantly between patients. The consequence of this would be that to 
improve the accuracy of dosimetric measurements in pion radiotherapy would 
require the use of ’patient specific’ tissue equivalent materials or correction 
factors. This would obviously be impractical. Therefore, the conclusion that 
small quantities of high Z elements will have limited effect upon capture 
ratios means that the two ways considered for improving the accuracy of 
dosimetric measurements represent a realistic objective.
In this context it can be stated that the results obtained for the 
tissue equivalent materials demonstrate that the approach adopted for attempting 
to match the molecular structure, of tissue constituents was a valid one.
The production of materials which are soft tissue equivalent for pions 
has been shown to be feasible. One forseeable problem with constructing 
phantoms from these gels, however, is their stability. Although the gels
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remained stable throughout irradiation times of up to 5 hours, and in cold 
storage should remain stable for several years, exposure to air could cause 
loss of water content, and hence should be avoided. If exposed to air a 
fungicide would have to be added; the effect of this upon capture ratios would 
have to be investigated.
The bone equivalent powders produced would not give the same pattern
of energy deposition for negative pions as bone because of their lower density;
-3 -30.5 gem compared with 1.8-1.9 gem . It has been demonstrated, however,
-3that the powders can be compressed into pellets of density 1.2 gem 
(Mossop, 1987) and that it may be possible to compress them further thus 
producing a ’real' bone equivalent phantom material.
The possibility of producing a plastic tissue equivalent material for 
pions in order to construct dosimeters seems doubtful, however, due to the 
inherent difficulties in producing high oxygen content plastic. Given this 
problem, coupled with the instability of the soft tissue equivalent, materials 
produced in the study, and the complex dosimetric procedures already well 
established at SIN (Pedroni, 1983) and TRIUM F (Lam, 1985); which involve 
large systems producing experimental data combined with theoretical calculations 
of dose distributions, the second option proposed as a means of improving 
the accuracy of dosimetric measurements in pion radiotherapy, namely 
evaluating correction factors, may prove a more fruitful approach.
There are several ways in which correction factors could be evaluated.
One method, which was outlined briefly by Lewis (Lewis, 1985) as a means 
of estimating to what extent the use of dosimeters constructed from commonly 
used tissue substitute materials over or underestimates dose in pion radio­
therapy, involves simulating pion transport. There are several Monte Carlo
codes detailing pion transport processes which could be used for this purpose, 
an example of which is PIONDOSE (Buche, 1981). This uses a Monte Carlo 
technique to derive dose distributions. Pions are transported in a water 
phantom but at the point of capture the charged particle spectra for various 
elements may be substituted. Including at this stage capture ratios applicable 
to different tissues or phantom and dosimeter component materials allows 
dose distributions in the patient and dosimetric system to be derived.
Correction factors can then be evaluated from these dose distributions. Using 
this method it would obviously be possible to determine the spatial 
distribution of correction factors. However, given the inaccuracies involved, 
correction factors averaged over the plateau and peak would be sufficient.
There are clearly two ways in which the capture ratios necessary could 
be evaluated; by experiment or theory. A ll types of tissue are mixtures 
of a large number of complex organic compounds and, as such, predicting 
capture ratios for them purely theoretically would be almost impossible. Most 
phantom and dosimeter materials are also mixtures of compounds, however, the 
mixtures are usually of a small number of simple compounds. (White, 1978). 
Determining capture ratios theoretically for these would be feasible,, although 
using experimental values would obviously be generally preferable.
There are occasions, however, when the ability to predict capture 
ratios is useful. As an extreme example, if  it is proposed to change one 
component of a dosimetric system and the time to determine capture ratios 
experimentally is not available then theoretically derived values may be 
adopted. In general, however, theoretically derived capture ratios w ill play 
a supporting role to the experimental data.
For some materials it will be difficult to measure the intensities 
of the pionic X-ray lines for particular elements. There may be several 
reasons for this. Some elements will only be present in small quantities, 
making intensities low, or the energy of the lines may be such that they 
overlap with others. An example of this, the overlapping of nitrogen and 
carbon lines was discussed in Chapter 4. In these cases it may prove 
possible to use theoretically derived capture ratios to supplement the experimental 
data.
It  may also be possible to perform a similar function for those 
elements in tissue for which X-ray intensities are difficult to determine, by 
using the experimental data available and making assumptions about the 
structure of tissue.
In any future programme of work carried out in order to improve the 
accuracy of dosimetric measurements in pion radiotherapy effort would be 
best focussed, for the reasons outlined previously, upon the evaluation of 
correction factors. The ability to produce correction factors using Monte 
Carlo codes should be investigated. This would entail more experimental work.
It would obviously be necessary to determine capture ratios for the components 
of a dosimetric system. Evaluating capture ratios for other tissue types 
would also be useful; particularly for brain and adipose tissues as a large 
proportion of patients treated have tumours of the lower torso or brain.
Further experimental work is also still necessary to gain greater insight 
into the physical capture processes involved, in order to produce a theoretical 
model capable of being used to derive capture ratios with greater accuracy. 
Although in comparing experimental data with theoretical predictions, it was 
found that the Surrey model produced a good fit  to the data, better than was
achieved by applying the principles of the SPP model, considering the very 
different model premises the differences in results were small* Also, 
in applying the Surrey model certain assumptions about the derivation of 
p and w values were made which need to be investigated.
Experiments of the type reported here on other selected simple 
compounds are likely to produce data which will further aid understanding 
of the processes involved. It is unlikely, however* that the results of 
these experiments alone will be sufficient to greatly improve the model. 
Further information on the hydrogen transfer process is also necessary. This 
could be provided by experiments on tp charge exchange of the type 
reported by Smith (Smith, 1986), and associated theoretical studies ( Jackson 
1986).
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