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Abstract
This study focusses on the development of reduced order models, which minimize the computational costs without compromising
on the accuracy in the numerical analysis of stochastically parametered linear dynamical systems. A scheme based on polynomial
chaos expansion (PCE) and system equivalent reduction expansion process (SEREP) has been developed that enable formulation
of reduced order models. Further measures for enhancing the computational eﬃciency include using sparse grids in conjunction
with code parallelization. Interfacing algorithms have been developed that enable ﬁnite element (FE) modeling of complex systems
using commercial FE softwares and the developed codes.
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1. Introducion
Complex dynamical systems can be modeled fairly accurately using high ﬁdelity ﬁnite element (FE) models, char-
acterized by large number of degrees-of-freedom(dof). As a result, dimension of the global systemmatrices developed
from the FE discretized equations of motion become very large. Consequently, the analysis of these dynamical sys-
tems, even if they are linear, is computationally intensive. In addition, if one is interested in estimating the failure
probability of the structure or estimating the accuracy associated with the response analysis, uncertainty quantiﬁcation
(UQ) analysis is essential. Unfortunately, this further increases the computational complexities associated with the
numerical analysis.
The focus of the present study is to develop reduced order models for linear dynamical systems having parameter
uncertainties. The uncertainties in speciﬁcation of the structure parameters are incorporated into the numerical model
by modeling them as random variables. The structural system is modeled using FE. The corresponding FE structure
matrices are functions of the stochastic parameters and hence are random. Reduction in the computational costs is
achieved by reducing the size of the system matrices using SEREP [1]. The time histories of the response are obtained
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by adopting a modal based analysis carried out in the reduced subspace. Obviously, this implies the need for the
solution of the random eigenvalue problem. A solution for the random eigenvalue problem is obtained within the
PCE framework [2–4]. Reduction in the stochastic dimension is achieved by retaining only the ﬁrst few dominant
stochastic modes. A sparse grid based stochastic collocation is used to estimate the projections along the stochastic
basis functions. Further computational reduction is achieved by parallelizing the developed codes using PETSc [5,6]
in C platform. Interfacing algorithms are developed that enable FE modeling using commercial FE softwares and
importing the structure FE matrices and integrating them with the developed algorithms.
2. Methodology
Consider a stochastic linear dynamical system whose FE discretized equations of motion are given as
M(θ)X¨(t, θ) + C(θ)X˙(t, θ) +K(θ)X(t, θ) = F(t, θ). (1)
Here, M(θ), C(θ), K(θ) ∈ N×N are system matrices, F(t, θ), X(t, θ), X˙(t, θ), X¨(t, θ) ∈ N×1 are vectors and θ denotes
the random dimension. The problem can be converted into the modal domain by transforming the problem into the
space of the natural coordinates, through the transformation
X(t, θ) = Φ(θ)Z(t, θ), (2)
where,Φ(θ) is obtained by solving the random eigenvalue problem
K(θ)Φ(θ) = Λ(θ)M(θ)Φ(θ). (3)
Here, Λ(θ) ∈ N×N is the random eigenvalue matrix, φ(θ) ∈ N×1 are the corresponding eigenvectors and Φ(θ) ∈
N×N is the eigenmatrix. A solution to this problem is achieved by projecting the uncertain parameters into the
Hilbert space and using polynomial chaos expansions (PCE) to obtain approximations for the random eigenvalues and










where, ψi are the Hermite polynomials of standard normal random variables ξ, λ j
i and φ j
i are the unknown determin-
istic chaos coeﬃcients. The series in Eq.(4) are truncated to N terms such that only the stochastic dominant modes
are retained. SEREP is next used to ﬁnd a low dimension subspace T(x j) ∈ 
N×m with m<<N in order to approxi-
mate the state vector X(t, x j) in a reduced subspace i.e., X(t, x j) = T(x j)Xa(t, x j). Here x js are the collocation points.
Projecting Eq.(1) on this subspace leads to a set of reduced order diﬀerential equations of the form,
Ma(x j)X¨a(t, x j) + Ca(x j)X˙a(t, x j) +Ka(x j)Xa(t, x j) = Fa(t, x j), (5)
and











g(t, x j)Xa(t, x j) = T(x j)Xa(t, x j). (6)
The nodal response is also expressed using PCE in terms of the bases in Eq.(4), with the corresponding projections
being the unknowns. Rather than using the stochastic Galerkin approach which necessitates cumbersome algebraic
manipulations, especially on account of the nonlinearity in the stochastic parameters, the stochastic collocation tech-
nique is used to estimate these projections [7,8]. This involves solving the forward problem a large number of times
corresponding to the tensorial grid points used in collocation. The number of such evaluations are reduced by adopt-
ing a sparse grid based approach [9]. The computational eﬃciency is further enhanced by parallelizing the numerical
codes using PETSc formulation in C. The next section brieﬂy discusses about PETSc and diﬀerent eigenvalue solvers
used for the parallel computing.
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2.1. Introduction to PETSc
PETSc is an acronym for Portable Extensible toolkit for Scientiﬁc Computation and is a package of data structures
and routines to address mathematical problems arising out of partial diﬀerential equations, solve them in parallel over
millions of nodes and produce graphical outputs for users. The library supports C, C++, FORTRAN, PYTHON and
MATLAB programming languages and can be interfaced with various external packages such as BLAS, LAPACK -
used for linear algebra routines, MUMPS - used for massively parallel sparse direct solvers, CUSP - a C++ template
used to store matrix library for GPUs, MATLAB, superLU - a parallel or sequential matrix decomposition routine and
many more. The basic parallel communication routines for PETSc are derived from MPI. The linear algebra routines
are derived from the parent libraries such as BLAS and LAPACK. PETScs tailor made routines are very useful in
formulating problems of partial diﬀerential equations, time stepping, linear equations, matrix and vector operations,
eigenvalue problem solvers etc [10]. The problems under consideration in this study include linear algebra operations,
eigenvalue computations, numerical integration and interfacing with commercial software like MATLAB.
2.2. Eigenvalue solvers
PETSc provides an easy interfacing with many packages which provide eﬃcient eigenvalue solver e.g, SLEPc,
LAPACK, Elemental. The eigensolvers provided by LAPACK and SLEPc [11] have been used in this study. SLEPc
is built on top of PETSc and hence the syntax are the same as PETSc. PETSc has also incorporated generalized
eigenvalue solver provided by LAPACK into it. Eigenvalue solvers used in this study are EPS and LAPACKE sygvx.
EPS solvers are provided by SLEPc and can run in parallel. LAPACKE sygvx are not designed to run in parallel.
However, this study consider both of them and use them according to the demands of the problem as in many cases the
parallel eigensolvers take more time than sequential solvers because of the hidden costs associated with parallelization.
Commercial software MATLAB [MATLAB (2010)] also uses LAPACK sygvx routine at the back end of eig (A,B)
command. The study performed by [12] shows that MATLAB has an impressive performance for applications where
system dimensions are of order 104 to 105 and where few eigenvalues are required. SLEPc on the other hand, proves
to be superior when the system dimensions exceed 106 as seen from Fig. 1. Among the eigenvalue solvers tested by
the authors, SLEPc has been found to consume least memory in eigenvalue computations; see Fig. 2. The present
study demonstrates the PETSc formulation of the random eigenvalue analysis using LAPACK as well as SLEPc.
Fig. 1. comparion of computational time taken by diﬀerent
solvers.
Fig. 2. comparison of memory used by diﬀerent solvers.
3. Results and discussions
To demonstrate the proposed method, a simple numerical example involving a cantilever Euler-Bernoulli beam is
considered. A random eigenvalue analysis has been carried out ﬁrst to identify the dominant modes and then those
are used to evaluate the nodal responses by modal analysis. For modeling the randomness, two cases are considered:
Case 1, where the Youngs modulus denoted by Ee is assumed to be random and Case 2, where Youngs modulus Ee,
and the mass density denoted by ρe are assumed to be random. The standard deviations of the random parameters are
assumed to be 10% of their mean values. Solutions for the governing equations are evaluated using Newmark-Beta
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The FE models for the systems have been developed in a commercial FE software and have been integrated with the
developed codes using interfacing algorithms. The programs have been executed on a 32 GB RAM, 3.40 GHz 12 Intel
i7 processor computer. The results have been validated using full scale Monte Carlo simulations (MCS).
The beam is taken to be of length 310mm and has a rectangular cross section of 25.65mm × 3.25mm. The con-
centrated tip load is taken to be of the form P sin(ωt) where the amplitude P is 10 units and the excitation frequency
ω is 600rad/s respectively. In developing the FE equations of motion of the form Eq. (1) for case (1), the beam is
discretized into 5 elements with three dofs (u, v, θ) at each node. Thus, the size of the global matrices N = 18. The
model is reduced using SEREP by considering only ﬁrst four dominant modes and last four displacement dofs. For
case (2), two dofs (v, θ) at each node are considered since the axial displacements (u) are negligible for the beam
element and the total dofs for the beam becomes 12. Here, the reduced model consists of ﬁrst three dominant modes
and last three transverse displacement dofs. In both cases, displacement of the nodal response at the tip of the beam
is chosen for comparing the results.
3.1. Case 1 - one random variable, Ee
Ee is assumed to be Gaussian distributed with a mean value of 50GPa in the 5
th element. A 5th order Hermite
polynomial is used to obtain the PCE (full) and the PCE (SEREP) models. 10, 000 samples are used for full scale
MCS. The mean natural frequencies obtained from the reduced model (PCE - SEREP) are compared with the full
model (PCE and MCS) and are listed in Table. 1. Probability density function (pdf) of the ﬁrst natural frequency
has been evaluated and compared in Fig. 3. Nodal responses are calculated using modal analysis. Fig. 4 compares
the mean time history of the displacement and a good match is observed between the reduced model and the full
model. The eigenvalue solvers used by PETSc takes more time to solve the given system matrices compared to that
of MATLAB but consumes 70% less memory on the disk as compared to MATLAB. The parallelization of the solver,
like EPS, pays oﬀ only when the system matrices exceed the order of 106 [10], and hence EPS solvers do not show
time performance improvement for the cantilever beam problem either. PETSc formulations are validated for this
simple case and will be used for large ordered system in future to show its computational advantages.
Table 1. Comparison of mean of ﬁrst 4 natural frequencies obtained from diﬀerent software platforms for full and reduced models.
MATLAB (MCS-full) PETSc (MCS-full) COMSOL (MCS- full) MATLAB (PCE-full) MATLAB (PCE-SEREP)
23.6770 23.6770 23.6770 23.6770 23.6770
148.4521 148.4519 148.4528 148.4520 148.4520
416.9388 416.9384 416.9753 416.9386 416.9386
823.6157 823.6147 824.1198 823.6154 823.6154
Fig. 3. comparison of the pdf of fundamental frequency. Fig. 4. comparison of the time history of tip mean response.
Gaussian random variable is easy to model and numerically simulate, but is not an appropriate choice for modeling
material properties as there is a non-zero probability of the material properties attaining physically impossible negative
values. Instead, we next assume the random variables to have Lognormal distribution; this ensures strict positivity
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of the material properties. Here, Ee is distributed throughout the length of the beam. From the convergence study
it is observed that 3 PCE terms are suﬃcient to represent the PCE (full) and PCE (SEREP) nodal responses. A
normalized error of the nodal responses from the reduced system is found to be of the order 10−9 which is excellent.
The results are shown in Figs. 5-10. Fig. 5 compares the mean response obtained from the reduced model and the full
model. Fig. 6 represents a magniﬁed part of this plot for improved clarity. From these two plots it can be observed
that, the mean estimates from the full and the reduced models calculated by PCE show an excellent match with the
predictions obtained from Monte Carlo simulations (MCS) on the full model, which serves as the benchmark. The
standard deviation of the displacement is shown in Fig. 7 with a magniﬁed part in Fig. 8. Here also a good agreement
is observed between the estimates obtained from the reduced model (PCE) and the full model (PCE and MCS). Figs. 9
and 10 show the pdf and the failure probability of the extreme value displacement. A good agreement is observed
between these estimates obtained from the reduced model and the full model. On a desktop computer, the total
Fig. 5. comparison of the mean displacement. Fig. 6. A magniﬁed part of the mean displacement between 0.1
and 0.3s.
Fig. 7. comparison of the standard deviation. Fig. 8. A magniﬁed part of the standard deviation of the displace-
ment between 0.1 and 0.3s.
Fig. 9. comparison of the extreme value displacement. Fig. 10. Comparison of the failure probability of the extreme value
displacement.
computational time for the MCS using 1000 realizations was 133.6s, whereas for the proposed PCE based SEREP
method, it was only 2.3s, indicating a reduction of 98.28% in the computational cost.
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3.2. Case 2 - two random variables, (Ee, ρe)
The random parameters are assumed to be lognormaly distributed. Themean value for ρe is taken as 2662Kg/m
3.The
PCE analysis has been carried out for the beam by full grid as well as sparse grid stochastic collocationmethods. In the
full grid stochastic method, a 2nd order Gauss Hermite quadrature is used to obtain the PCE (full) and PCE (SEREP)
nodal responses. This results in 9 collocation points and function evaluations to estimate the PCE coeﬃcients. A
convergence study has been carried out to obtain the number of PCE terms and it can be observed that 6 terms are
required to represent the PCE responses (both full and SEREP). Next, the accuracy of the sparse grid collocation
method is tested on the same example. A Gauss-Patterson (GP) sparse grid of level 7 is used to evaluate the PCE coef-
ﬁcients. The total number of collocation points and the deterministic runs are 1793 to estimate the 6 PCE coeﬃcients.
A normalized error of the nodal responses from the reduced system is of order 10−7 which is excellent. Numerical
results are plotted in Figs. 11-16. In Fig. 11, time histories of the estimated mean displacement are presented. Fig. 12
represents a magniﬁed part of this plot. From these two plots, it is observed that the mean estimate obtained from
the full grid and sparse grid collocation methods for both PCE (full) model and PCE (SEREP) model gave excellent
accuracy compared to the Monte Carlo estimates. The standard deviation of the displacement is shown in Fig. 13 with
a magniﬁed part in Fig. 14. Here also estimates using all three methods agree for the two models.
Fig. 11. comparison of the mean displacement. Fig. 12. A magniﬁed part of the mean displacement between 0.1
and 0.3s.
Fig. 13. comparison of the standard deviation. Fig. 14. A magniﬁed part of the standard deviation of the displace-
ment between 0.1 and 0.3s.
Figs. 15 and 16 show the pdf and the failure probability of the extreme value of the displacement and these estimates
obtained from the full model and reduced model by PCE are exactly matching with that of MCS full model. From
this study, it can be observed that the ﬁrst four modes are suﬃcient to capture the dynamics of the system. On a
desktop computer, the total computational time for MCS using 10000 realizations was 288.5s, while for the proposed
PCE based SEREP model, it was 37.92s in sparse grid and 3.2s in full grid. Here, the time required for the full grid
is smaller than that for the sparse grid, because diﬀerent quadrature scheme was used to construct the full (Gauss
Hermite-non nested) and sparse grid (GP-nested). It is to be noted that, a full grid with GP of level 7 would need
71289 collocation points compared to 1793 used here for sparse grid and hence would be computationally costly. On
1331 Hridya P. Lal et al. /  Procedia Engineering  144 ( 2016 )  1325 – 1331 
the other hand, a sparse grid constructed with a nested Gauss Hermite quadrature if it were available would be faster
than the full grid with the same quadrature.
Fig. 15. comparison of the pdf of the extreme value displacement. Fig. 16. comparison of the failure probability of the extreme value
displacement.
4. Conclusion
A PCE based SEREP model reduction technique has been used to develop a reduced order model for the dynamical
system with parametric uncertainties. Usage of the interfacing algorithms enable the system FE modeling using
commercially available FE software and importing the system FE matrices to MATLAB. Response prediction using a
low order dynamical system have been carried out to demonstrate the eﬃciency of the proposedmethod. The proposed
method is computationally faster than the Monte Carlo method. The computational complexities associated with MCS
have been reduced by parallelising the codes using PETSc. Application to complex larger order systems are currently
being studied.
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