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In this article we give an algebraic proof of Barlet’s join theorem, using an
improved version of an algorithm for computing the join that was presented in
(J. Dalbec and B. Sturmfels, in ‘‘Invariant Methods in Discrete and Computational
Geometry, Curac¸ao, 1994,’’ pp. 37–58, Kluwer Academic, Dordrecht, 1995). The
improvements in the algorithm consist of proving the correctness of the algorithm
in large prime characteristics and giving explicit formulas for the functions p(q, L)
that were left unspecified in the original. The first three sections are largely exposi-
tory; the fourth presents the modified algorithm and the proof of the main theorem.
The last section gives an example of the algorithm; unfortunately, the complexity
of the process makes it difficult to compute anything without resorting to tricky
shortcuts, as we do in the example.  1996 Academic Press, Inc.
1. DEFINITION OF THE CHOW FORM
We first recall the definition of Plu¨cker coordinates: Given a d-dimen-
sional linear subspace L of n-dimensional complex projective Pn, we can
write L as the intersection of n 2 d hyperplanes. Each hyperplane corre-
sponds to a point in the dual projective space, and we write the coordinates
of these points as the rows of an (n 2 d) 3 (n 1 1) matrix M. Left
multiplication gives a GL(n 2 d, C)-action on the hyperplanes that pre-
serves the subspace L. The invariants of this action are the maximal minors
of M, and these minors determine L uniquely. Conversely, L determines
the vector of minors up to multiplication by a nonzero constant. Thus we
can represent L by the projective vector of maximal minors of M, which
we call the (primal) Plu¨cker coordinates or brackets of L. The set of
all d-dimensional linear subspaces of Pn, thus coordinatized, is called the
Grassmannian and is denoted by G(d, n).
Notational conventions: We number the columns of M from 0 to n, and
we specify a given maximal minor by writing the indices of the columns
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involved between square brackets. We order the brackets from [0, 1,
. . . , n 2 d 2 1] to [d 1 1, d 1 2, . . . , n] lexicographically. For example,
the Plu¨cker coordinates of a line in P3 will be written in the form
([01] : [02] : [03] : [12] : [13] : [23]).
The subspace L can also be written as the span of d 1 1 points. This
gives a (d 1 1) 3 (n 1 1) matrix N with the same uniqueness properties
as M. The maximal minors of N are the dual Plu¨cker coordinates. We denote
them by double brackets [[i0 , i1 , . . . , id]]. Primal and dual coordinates with
complementary index sets are the same up to a sign change.
We now replace the linear space L by an arbitrary projective variety
X 5 hx [ PN : f1(x) 5 ? ? ? fr(x) 5 0j,
where the fi are homogeneous polynomials in k[x0 , x1 , . . . , xn] and k is
a subfield of the complex numbers. Typically, k is the field of rational
numbers. We suppose that X is geometrically irreducible, that is, X/k is
not the union of two proper subvarieties, and that the dimension of X is
d. See [3, 10, 14] for the definition of ‘‘dimension’’ and other basic concepts
in algebraic geometry.
Let L be an (n 2 d 2 1)-dimensional linear subspace of Pn. If L is chosen
generically, then X > L is empty. Let Y be the set of all (n 2 d 2 1)-
dimensional linear subspaces L of Pn such that X > L is nonempty.
THEOREM 1.1. The set Y is an irreducible hypersurface in the Grassman-
nian G(n 2 d 2 1, n).
For a proof see, e.g., Section 3.2.B in [9]. It is known that every hypersur-
face in the Grassmannian is defined by a single polynomial equation. The
defining irreducible polynomial of Y is denoted RX and called the Chow
form of X. We can express RX as a polynomial in brackets [i0 , i1 , . . . , id].
While this representation is not unique, due to the syzygies among the
brackets (see, e.g. Section 3.1 in [15]), the Chow form itself is unique up
to multiplication by a nonzero constant. Furthermore, given the Chow form
of a projective variety X, we can recover a set of equations that define X
set-theoretically, by virtue of the following result.
PROPOSITION 1.2. A point p [ Pn lies in X if and only if X > span(p,
L) ? B for all (n 2 d 2 2)-dimensional linear subspaces L.
Proof. We must prove the ‘‘if’’-direction. Suppose X > span(p, L ?
B for a generic subspace L [ G(n 2 d 2 2, n). Project from p onto a
hyperplane H. Then the image of X > span(p, L) under the projection is
the intersection of the images of X and L. But this intersection is empty
because the image of L is generic and has codimension d 1 1 in H. Since
X > span(p, L) is nonempty, it must be hpj. n
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The resulting equations are called the Chow equations of X. Using this
result, we can represent a projective variety X by its Chow form RX . For
this reason, the coefficients of the Chow form RX are called the Chow
coordinates of the projective variety X.
2. THE RULED JOIN
Since we can represent a variety by its Chow form, it is natural to try to
perform geometric operations such as projections, unions, and intersections
by computing the Chow form of the result from those of the original
varieties. In some cases, the computation is easy. For example, the Chow
form of a union (or, more generally, a formal sum) of varieties is the
product of the Chow forms of the varieties in the union (resp. sum). Another
example is the intersection of an irreducible projective variety X and a
general linear subspace L1 . The following formula expresses the Chow
form of their intersection in terms of the Chow form of X and the Plu¨cker
coordinates of L1 . (The Plu¨cker coordinates of L1 > L2 can be written in
terms of the Plu¨cker coordinates of L1 and L2 by the Laplace expansion
of the determinant.)
PROPOSITION 2.1. Let s 5 codim(L1) 1 codim(X) 2 1. Then
RX>L1(L2) 5 RX(L1 > L2) (1)
for all linear subspaces L2 of dimension s which are transverse to L1 .
Proof. Both RX>L1(?) and R(L1 > ?) are squarefree polynomial func-
tions on the affine cone over G(s, n) having the same degree. To show that
they are equal it suffices to note that they have the same zero set:
RX>L1(L2) 5 0 ⇔ X > L1 > L2 ? B ⇔ RX(L1 > L2) 5 0. n
We describe another geometric operation that will be used below: Given
a point p Ó X, consider the cone of X over p, which is the union of all
lines through p which meet X. Its Chow form satisfies the equation
Rcone(p,X)(L) 5 RX(span(p, L)) (2)
for linear subspaces L with dim(L) 1 dim(X) 5 n 2 2. To prove (2) it
suffices to observe that cone(p, X) > L ? B if and only if X > span(p,
L) ? B. Indeed, both conditions are equivalent to the existence of points
x [ X and l [ L such that x, p, and l lie on a line.
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In contrast to the previous proposition, it is much harder to compute
the intersection of two general subvarieties of Pn. The intersection itself
is badly behaved, since the intersecting varieties may be positioned so
that their intersection is improper and has a larger dimension than
expected; however, one can instead compute the product of the two
subvarieties in the Segre embedding and intersect the result with a
diagnonal subspace. The dimension and degree of the product are
predictable, and it is easier to see what is happening when intersecting
with linear subspaces. One disadvantage of the product is that it lives
in a high-dimensional projective space. We may avoid this by using a
different operation.
DEFINITION 2.2. The ruled join X#Y of two varieties X , Pm and Y ,
Pn is the projectivization of the product of their affine cones.
The points of the ruled join X#Y are the points obtained by concatenating
the coordinate vector of a point of X and the coordinate vector of a point
of Y. Its defining ideal I(X#Y) is therefore the ideal generated by the ideals
of X and Y in the ring k[x0 , x1 , . . . , xm , y0 , y1 , . . . , yn]. The definition
also implies that (X < X9)#Y 5 (X#Y) < (X9#Y); that is, the ruled join
distributes over unions (or, more generally, formal sums) of algebraic cycles.
Whereas the product of Pm and Pn is a subvariety of Pmn1m1n, their ruled
join is a subvariety of Pm1n11.
This construction appears in intersection theory as follows. The ruled
join of a projective space Pn with itself has a diagonal subspace, defined
by the equations x0 5 xn11 , x1 5 xn12 , . . . , xn 5 x2n11 . Intersecting the
ruled join of two subvarieties X and Y of Pn with this subspace gives
the intersection X > Y of the two varieties. This method of computing
intersections is classical, but it appears frequently in the current literature
(see, e.g., [6, 8]). It is important for us because, once we have computed
the Chow form RX#Y of the join, then we can find the Chow form RX>Y of
X > Y by simply intersecting with the diagonal subspace.
3. THE JOIN MAP
DEFINITION 3.1. The Chow coordinates of all effective algebraic cycles
in Pn of dimension d and degree r form a subvariety of P(S r `n2d kn11),
called the Chow variety C(n, d, r).
In general, the Chow variety is singular, reducible, and of mixed dimen-
sion (see [14, Chap. I, Section 6, paragraph 5] for a first introduction to
Chow varieties).
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We can define a map
# : C(m, d, r) 3 C(n, e, s) R C(m 1 n 1 1, d 1 e 1 1, rs)
that takes a pair of Chow forms (RX , RY) to the Chow form RX#Y of the
join of the corresponding varieties. Is this map regular? This question was
posed by Friedlander and Mazur in [7] over the complex numbers; they
are able to show that the map is continuous and that its graph is an algebraic
variety. The question was answered in the affirmative by Barlet in [1] using
techniques of complex analysis and analytic geometry. We will use algebraic
methods to prove the following strengthening of Barlet’s result.
THEOREM 3.2. The join map on Chow varieties is regular in characteristic
p . rs.
The proof uses an algorithm described in [5], which we restate here with
some improvements. Gaeta [8] has observed that this algorithm has the
form of a special position argument and he has concurrently developed
similar ideas to obtain an algorithm for computing the Chow form of the
product X 3 Y in the Segre embedding.
To prove the correctness of the algorithm, we will need a version of
Bertini’s theorem that can handle singular varieties in arbitrary character-
istic.
THEOREM 3.3 (Bertini). Let X be a close subvariety of Pnk , where k is
an algebraically closed field. Then there exists a hyperplane H , Pnk , not
containing X and such that the singular locus of the scheme H > X is
contained in the singular locus of X, but no top-dimensional component of
H > X is contained in the singular locus of X. Furthermore, the set of
hyperplanes with this property contains an open dense subset of the complete
linear system uHu, considered as a projective space.
Proof. For X nonsingular, this is just Theorem II.8.18 of [10]. When X
is singular, the singular locus has positive codimension in X by Corollary
II.8.16, so there are only finitely many hyperplane sections of X with compo-
nents contained in the singular locus of X. The hyperplane sections corre-
spond to a proper subvariety of uHu. We then consider Bx (the locus of
hyperplanes intersecting badly at x) for smooth points x, as in the proof
of the nonsingular case in [10]. The same arguments apply, so the closure
of the subvariety of hyperplanes that intersect the smooth points of X badly
is also proper. n
This means that we can intersect a variety with a hyperplane to get an
algebraic intersection cycle whose singular locus does not contain one of
its components. By repeating this process with the components of the cycle,
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we eventually arrive at a set of distinct points; if they were not distinct,
the intersection cycle would not be regular and so its singular locus would
contain a point, which is a component. Essentially the same argument is
used to prove this in the second edition of [14, Chap. IV, 1.4, Example 2].
4. COMPUTING THE CHOW FORM OF THE JOIN
We first give a geometric description of the algorithm.
ALGORITHM 4.1. JoinChow(RX , RY , m, n, d, e, r, s).
Input.
RX is the Chow form of X , Pm; d 5 dim X; r 5 deg X.
RY is the Chow form of Y , Pn; e 5 dim Y; s 5 deg Y.
rs , char k.
Output.
JoinChow(RX , RY , m, n, d, e, r, s) 5 RX#Y , the Chow form of the join.
Step 0. If d 5 0 then X 5 hp1, . . . , prj. In this case, let H be a
generic hyperplane in Pm, compute p1 , . . . , pr by factoring
RX(H) 5 p
r
i51
kH, pil
over an algebraic extension of k, and output Pri51 Rcone(pi ,Y) . We are done.
Step 1. We may now assume that d . 0. Let H be a generic hyperplane
in Pm and apply the algorithm recursively to compute
R(X>H)#Y 5 JoinChow(RX>H , RY , m, n, d 2 1, e, r, s).
Step 2. Let L be a generic (m 1 n 2 d 2 e)-dimensional linear
subspace of Pm1n11. Then (X#Y) > L 5 hp1(L), . . . , prs(L)j, and
RX#Y(H9 > L) 5 R(X#Y)>L(H9) 5 p
rs
i51
kH9, pi(L)l,
where H9 is a hyperplane in Pm1n11. This factorization is a consequence of
the original definition of the Chow form [4] and has appeared in [12, 13],
among others.
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Step 3. For 1 # i # rs let qi(L) be the projection of pi(L) onto its
first m 1 1 coordinates. Compute q1(L), . . . , qrs(L) by factoring
R(X>H)#Y(L) 5 p
rs
i51
kH, qi(L)l
over an algebraic extension field k9 of k(L). Here H is a hyperplane in Pm.
PROPOSITION 4.2. Using notation as above, we have
hpi(L)j 5 cone(qi(L), Y) > L for 1 # i # rs.
Proof. We know that
pi(L) [ (qi(L)#Pn) > (X#Y) > L 5 cone(qi(L), Y) > L.
Conversely let p [ cone(qi(L), Y) > L. Since p [ (X#Y) > L, there exists
an index j such that p 5 pj(L). We claim that, since L is generic, the points
q1(L), . . . , qrs(L) are distinct. Given the claim, since p [ qi(L)#Pn, we
must have j 5 i. Thus p 5 pi and we are done.
Proof of the Claim. Theorem 3.3 proves that the points pi are distinct
for L generic. Certainly the qi are distinct for L if they are distinct for
some specialization. Equivalently, if two of the points qi are the same for
a generic subspace L, then they will be the same for any specialization.
Using the same theorem, we may reduce to the case where X is a curve
and Y is a set of distinct points by intersecting X and Y separately with
generic linear subspaces. (In this case, the generic linear subspace L has
codimension 2.)
Choose a projection e 5 (e0 : e1) : Y R P1 such that images of the points
of Y are distinct. (This exists because the set of bad projections is cut out
by the product of (s2) bilinear forms in the coefficients of e0 and e1 .) Let
l0 and l1 be two linear forms on X with no common zeroes, and such that
e1(y)l0 2 e0(y)l1 intersects X transversely at smooth points for each y [
Y. (Given l0 , the hyperplanes l1 with common zeroes are cut out by a
product of r linear forms; the hyperplanes that intersect badly are a subvar-
iety of Bertini’s theorem for varieties with isolated singularities, Corollary
II.8.19 in [10].)
So now intersect X#Y with the hyperplanes (l0 : e0)* and (l1 : e1)*. The
intersection with the first hyperplane is
HSx : 2l0(x)e0(y) yDUx [ X, y [ YJ .
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The intersection with the second hyperplane projects to the points x [ X
such that e1(y)l0(x) 2 e0(y)l1(x) 5 0 for some y [ Y. These points are
smooth points of X by the choice of the li . For distinct points y1 , y2 [ Y,
their images (e0(y1) : e1(y1)) and (e0(y2) : e1(y2)) are distinct, and so the
common zero set of the forms e1(y1)l0(x) 2 e0(y1)l1(x) and e1(y2)l0
(x) 2 e0(y2)l1(x) on X is the same as that of l0(x) and l1(x), which is
empty. This proves the claim. n
For i 5 1 to rs do
Step 4. Unfortunately, the dimension of L is too small to allow us
to calculate the Chow form of hpi(L)j by using formulas (1) and (2). There-
fore, let L9 be an (m 1 n 2 e)-dimensional linear subspace of Pm1n11,
generic modulo the condition L , L9. Then cone(qi(L), Y) > L9 5 hti1(L,
L9), . . . , tis(L, L9)j, and we can compute Rcone(qi(L),Y)>L9 using formulas
(1) and (2).
Step 5. Compute the points ti1 , . . . , tis by factoring
Rcone(qi(L),Y)>L9(H9) 5 p
s
j51
kH9, tij(L, L9)l (3)
over an algebraic extension k0 of k(L, L9), where H9 is a generic hyperplane
in Pm1n11. We claim that the point pi appears only once among the points
ti1 , . . . , tis , counting with multiplicity. Bertini’s theorem proves that the
points pi are smooth points of X#Y. By Be´zout’s theorem, (X#Y) > L
contains pi with multiplicity one, so the hyperplanes defining L span the
cotangent space of pi . We need the assumption that rs , char k here to
avoid the possibility of an inseparable extension, where all the points tij
appear in the factorization (3) with multiplicity a power of the characteristic.
(Actually, char k . s would suffice, but we will need the stronger assumption
to handle multisymmetric functions in the algebraic version of the algo-
rithm.) Therefore, we can select the hyperplanes defining L9 to be a basis
for the cotangent space, and so (X#Y) > L9 contains pi with multiplicity
one. By Proposition 4.2, pi is the unique point ti j that lies on L. Thus we
have computed pi .
Step 6. Now that we know the points p1(L), . . . , prs(L), we can
compute
RX#L(H9 > L) 5 p
rs
i51
kH9, pi(L)l,
where H9 is a generic hyperplane in Pm1n11. Express RX#Y in terms of the
Plu¨cker coordinates of H9 > L. Output the result. n
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Since the factorizations in Steps 3 and 5 must be performed over the
algebraic extensions k9 and k0 of function fields over the ground field k,
most computer algebra programs will be unable to produce a factorization.
In this case, it is necessary to perform computations over the ground field
instead. We will give another description of the join algorithm which ex-
plains how to simulate the factorizations and calculations in the first version
by performing calculations in polynomial rings over the ground field only.
ALGORITHM 4.3. JoinChow(RX , RY , m, n, d, e, r, s).
Input and output are unchanged.
Step 0. If d 5 0 then let p1 , . . . , pr be points in Pm with indeterminate
coordinates, rewrite Pri51 Rcone(pi ,Y) in terms of the elementary multisym-
metric functions of the points p1 , . . . , pr , and substitute the coefficients
of RX for the elementary multisymmetric functions of the points p1 ,
. . . , pr . Output the result. We are done.
Step 1. We may now assume that d . 0. Let H be a generic hyperplane
in Pm, compute RX>H as in Proposition 2.1, and apply the algorithm recur-
sively to compute
R(X>H)#Y 5 JoinChow(RX>H , RY , m, n, d 2 1, e, r, s).
Step 2. Let L be an (m 1 n 2 d 2 e)-dimensional linear subspace
of Pm1n11 with indeterminate Plu¨cker coordinates.
Step 3. Let q be a point in Pm with indeterminate coordinates.
Step 4. Let L9 be an (m 1 n 2 e)-dmensional linear subspace of
Pm1n11 with indeterminate Plu¨cker coordinates, subject to the condition
L , L9. This inclusion translates into a set of bilinear polynomial equations
in the Plu¨cker coordinates of L and L9. These equations can be precomputed
from the values of m, n, d, and e. Compute Rcone(q,Y)>L9 by the methods of
Section 1.2.
Step 5. Let H9 be a generic hyperplane in Pm1n11, and let p be a
point in Pm1n11 with coordinates subject to the condition that p [ cone(q,
Y) > L, so that if q 5 qi , then p 5 pi . By rescaling p, we may assume that
its first m 1 1 coordinates are the same as the m 1 1 coordinates of q.
This is necessary because q should be the projection of p onto Pm. We
claim that the coordinates of p can now be expressed as rational functions
of q and L, and we will write p 5 p(q, L). In the geometric description of
this step, we combined Proposition 4.2 with Be´zout’s theorem, to show that
the intersection cycle of cone(q, Y) and L was the point hpj with multiplicity
one. This means that the equations of hpj (which are linear in the coordi-
nates of p) have coefficients in k(q, L). Therefore, the coordinates of p
also lie in k(q, L).
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We can obtain explicit rational functions for the coordinates of p(q, L)
as follows: Since Rcone(q,Y)>L9(H9) factors as P
s
j51 hH9, tj(q, L, L9)l, its gradi-
ent vector with respect to the coefficients of H9 is
Os
i51
S ps
j51,j?i
kH9, tjlD ti .
We now specialize H9 so that L , H9 but tj Ó H9 whenever tj ? p. In the
geometric description of this step, we showed that cone(q, Y) > L9 contains
p with multiplicity one. Therefore,
=Rcone(q,Y)>L9(H9) 5 S ps
j51,tj?p
kH9, tjlD p,
and the scalar multiplier of p is nonzero. The multiplier can be computed
easily by dividing the first component of the gradient vector by the first
coordinate of q. (Examining the form of Rcone(q,Y)>L9 shows that this can
always be done without introducing a denominator.)
Step 6. Let q1 , . . . , qrs be points in Pm with indeterminate coordi-
nates. Rewrite
p
rs
i51
kH9, p(qi , L)l
in terms of the elementary multisymmetric functions of these points. Meth-
ods for performing the rewriting process with inhomogeneous polynomials
in characteristic zero were known classically [11]. In prime characteristic,
we need to assume that the characteristic is larger than rs in order to
avoid the possibility of dividing by zero. We can apply the algorithm for
polynomials to the rational function p(q, L) by symmetrizing the numerator
and denominator separately.
Step 3. Substitute the coefficients of R(X>H)#Y(L) as a polynomial in
the coordinates of H for the elementary multisymmetric functions of the
points q1 , . . . , qrs in the previous result.
Step 6. Express the result in terms of the Plu¨cker coordinates of H9 >
L. Output the resulting bracket polynomial.
The algebraic description of the algorithm, while shorter, tends to bury
its geometric content. However, this description is much more useful for
the purpose of actually computing the join in this manner. In principle, the
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algorithm can be used to compute the join map for any m, n, d, e, r, and
s; however, the computations are expensive even in some small cases.
We now prove Theorem 3.2 using Algorithm 4.3.
Proof of Theorem 3.2. As in the algorithm, we proceed by induction
on the dimension d of X. If d 5 0, then the Chow form of the join is a
regular function of RY and a multisymmetric function in the points pi . (See
step 0.) Since the points pi are conjugate, their first coordinates are all zero
or nonzero simultaneously. Therefore, by dehomogenizing in turn with
respect to each coordinate of Pm, we can use the rewriting algorithms of
[11] to show that the join map is regular in this case. (This is possible
because p . rs, so that p does not divide any of the denominators that
occur in the rewriting process.)
If d . 0, then the Chow form of the join for dim X 5 d is a rational
function of RY and a rational multisymmetric function of the points qi .
(See step 6.) To be precise, it is the product of the rational function p(?,
L) evaluated at each of the points qi , so the product of the numerators
and the product of the denominators are each regular in the elementary
multisymmetric functions of the points qi by the rewriting algorithms of
[11]. (We are using the assumption that p . rs here, just as we did in the
case d 5 0.) The initial form of the denominator with the highest degree
in the first m 1 1 coordinates of H9 is
p
rs
i51
kH9, qils21 5 R(X>H9)#Y(L)s21,
which is not the zero polynomial. The numerator
p
rs
i51
Rcone(qi ,Y)
is clearly nonzero. This allows us to apply the following technical lemma.
LEMMA 4.4. Let X be a variety over a field k. Let f : X R P(k[x1 ,
. . . , xn]d) be a rational map, and let g: X R P(k[x1 , . . . , xn]e) be a
regular map such that the pointwise product fg: X R P(k[x1 , . . . , xn]d1e)
is also regular. Then f is regular.
Proof of the Lemma. Fix a point x [ X. Perform a generic linear change
of coordinates on the ring k[x1 , . . . , xn]. Then the leading monomial of
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g(x) with respect to lex order is xe1 . Fixing the change of coordinates, the
set of points
V 5 hx [ X u LM(g(x)) ? xe1j
is a proper subvariety of X, so we can use the division algorithm from the
theory of Gro¨bner bases (see, for example, [3]) to express f as the quotient
fg/g, which gives a regular map on the complement of V, that is, the set
where the coefficient of xe1 in g(x) is nonzero. This is an open set, so f is
regular at x. Since x was arbitrary, f is a regular map. n
The lemma implies that the join map for dim X 5 d is actually regular
in RY and in R(X>H)#Y , which is itself regular in RX and RY by the inductive
hypothesis. Thus the join map is regular in characteristic p . rs for dim
X 5 d. n
5. APPLYING THE ALGORITHM TO AN EXAMPLE
We can compute the Chow form of the join of two special plane conics
(imaginary circles) by this method. The input are:
RX 5 RY 5 [01]2 1 [02]2 1 [12]2,
m 5 n 5 2,
d 5 e 5 1,
r 5 s 5 2.
Since d . 0, we skip step 0 and proceed to step 1.
Step 1. Letting H 5 V(h0x0 1 h1x1 1 h2x2), we have
RX>H 5 (h0[1] 2 h1[0])2 1 (h0[2] 2 h2[0])2 1 (h1[2] 2 h2[1])2
5 (h21 1 h22)[0]2 2 2h0h1[0][1] 1 (h20 1 h22)[1]2 2 2h0h2[0][2]
2 2h1h2[1][2] 1 (h20 1 h21)[2]2.
We now call the algorithm recursively to compute R(X>H)#Y .
Step 0. Rewrite the Chow form of Y using new indices: RY 5
[34]2 1 [35]2 1 [45]2. Given a point x 5 (x0 : x1 : x2) in P2, we have
Rcone(x,Y) 5 (x0[034] 1 x1[134] 1 x2[234])2
1 (x0[035] 1 x1[135] 1 x2[235])2
1 (x0[045] 1 x1[145] 1 x2[245])2.
We now consider two indeterminate points p1 and p2 in P2, and we rewrite
the expression Rcone(p1 ,Y)Rcone(p2 ,Y) in terms of the elementary multisymmet-
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ric functions of p1 and p2 . We then substitute the coefficients of RX>H for
the elementary multisymmetric functions of p1 and p2 . This gives us
R(X>H)#Y 5 h40[134]4 1 2h40[134]2[135]2 1 h40[135]4 1 (420 more terms).
Steps 2, 3, 4. Let L be a 2-dimensional linear subspace of P5 with
indeterminate Plu¨cker coordinates (l012 : l013 : ? ? ? : l345). Let q be a point in
P2 with indeterminate coefficients (q0 : q1 : q2). Let L9 be a 3-dimensional
linear subspace of P5 with indeterminate Plu¨cker coordinates
(l901 : l902 : ? ? ? : l945) subject to the quadratic relations induced by L , L9. We
have already computed Rcone(x,Y) , so to compute Rcone(q,Y)>L9 , we simply
perform the substitutions xi ° qi and [ijk] ° l9jk[i] 2 l9ij[ j] 1 l9ij[k].
Step 5. Let H9 5 (h90 : ? ? ? : h95) be an indeterminate hyperplane in P5,
and let p 5 (p0 : ? ? ? : p5) be an indeterminate point in P5 subject to the
condition p 5 cone(q, Y) > L). In this example we have p 5 cone(q, P2) >
L; the right-hand side is a point because L is generic and has codimension
3 in P5. This equation gives the relations
p3 5 2(q0l045 1 q1l145 1 q2l245)/l345
p4 5 (q0l035 1 q1l135 1 q2l235)/l345
p5 5 2(q0l034 1 q1l134 1 q2l234)/l345 .
We could also have used the gradient computation described above to
write each of p3 , p4 , and p5 as the quotient of a polynomial linear in H9
and quadratic in q and L9 by a polynomial linear in H9 and q and quadratic in
L9. However, this would involve longer computations in the following steps.
Step 6. Now let q1 , q2 , q3 , and q4 be points in P2 with indeterminate
coordinates. We rewrite
p
4
i51
kH9, p(qi , L)l
in terms of the elementary multisymmetric functions of q1 , q2 , q3 , and q4
to obtain
1
l4345
(e0000h45l4034 2 e0000h4h35l3034l035 1 e0000h24h25l2035 1 (1362 terms)),
where eijkl is the symmetrized sum
o (q1)i(q2)j(q3)k(q4)l .
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Since p is linear in q, the rewriting process is straightforward. If p were
a more complicated (rational) function of q, we could use the author’s
MAPLE [2] package ‘‘ms’’ to do the rewriting.
Step 3. We substitute the coefficients of R(X>H)#Y(L) as a polynomial
in H for the elementary symmetric functions of q1 , q2 , q3 , and q4 . This
gives us a polynomial of degree 4 in H9 and also in the Plu¨cker coordinates
of L:
h44l4013 1 2h24h25l4013 1 h45l4013 2 4h3h34l3013l014 1 (5280 more terms).
Step 6. We express this polynomial as a function of the Plu¨cker
coordinates of H9 > L, and we obtain RX#Y , a polynomial of degree 4 in
rank 4 primal brackets.
We summarize the result of this computation. The joint X#Y is the
threefold in P5 defined by the two equations
x20 1 x21 1 x22 5 x23 1 x24 1 x25 5 0.
Its Chow form RX#Y is the resultant of these two equations and four general
linear forms li 5 ui0x0 1 ui1x1 1 ? ? ? 1 ui5x5 , i 5 1, 2, 3, 4. Here is a
formula for RX#Y in terms of the maximal minors of the 4 3 6-matrix (uij):
[0134]4 1 2[0134]2[0135]2 1 [0135]4 1 2[0134]2[0145]2 1 2[0135]2[0145]2
1 [0145]4 1 2[0134]2[0234]2 1 [0234]4 1 4[0134]2[0235]2
1 2[0135]2[0235]2 1 2[0234]2[0235]2 1 [0235]4 1 4[0134]2[0245]2
1 4[0135]2[0245]2 1 2[0145]2[0245]2 1 2[0234]2[0245]2
1 2[0235]2[0245]2 1 [0245]4 2 4[0123][0134][0235][0345]
2 4[0124][0134][0245][0345] 2 4[0125][0135][0245][0345]
2 2[0123]2[0345]2 2 2[0124]2[0345]2 2 2[0125]2[0345]2
1 2[0134]2[1234]2 1 2[0234]2[1234]2 1 [1234]4
1 4[0134]2[1235]2 1 2[0135]2[1235]2 1 4[0234]2[1235]2
1 2[0235]2[1235]2 1 2[1234]2[1235]2 1 [1235]4 1 4[0134]2[1245]2
1 4[0135]2[1245]2 1 2[0145]2[1245]2 1 4[0234]2[1245]2
1 4[0235]2[1245]2 1 2[0245]2[1245]2 1 2[1234]2[1245]2
1 2[1235]2[1245]2 1 [1245]4 2 4[0123][0134][1235][1345]
2 4[0124][0134][1245][1345] 2 4[0125][0135][1245][1345]
2 2[0123]2[1345]2 2 2[0124]2[1345]2 2 2[0125]2[1345]2
2 4[0123][0234][1235][2345] 2 4[0124][0234][1245][2345]
2 4[0125][0235][1245][2345] 2 2[0123]2[2345]2 2 2[0124]2[2345]2
2 2[0125]2[2345]2.
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