The Capture-Recapture Measure
An effective and practical measure of learner vocabulary size would be useful at multiple levels of evaluation. While it would be an obviously useful measure of a student's progress, it could also be one of the aggregates used to determine the effectiveness of teaching method or institution. A promising new approach is the use of a population measure developed for the ecological sciences, called the capture-recapture (CR) measure. Ecologists use this measure to estimate the size of a population in a given environment. It involves capturing members of a species, marking them, and then releasing them. At some later time, the researcher returns to the area and again attempts to capture members of the same species, and count among those the individuals that were captured the first time. The number of marked animals (i.e., the recaptured animals) in the second sample should be proportionate to the number of marked animals in the population as a whole, and so an estimate of the total population size can be calculated.
It seems reasonable that, if we treat 'words as species' (Meara & Olmos Alcoy, 2010) , this CR measure can be applied to learner-produced data and an estimate of vocabulary size can be achieved. Unfortunately, when attempting to apply this measure to learner texts, Meara and Olmos Alcoy (2010) noted that their results were "ridiculously low, and clearly (could not) be interpreted at face value" (p. 221). There was a general understanding in both Meara and Olmos Alcoy (2010) and in subsequent work by Williams, Segalowitz and Leclair (2014) that the issue was related to the presence of a few high frequency words and very many low frequency words in the text samples. In the latter paper, an attempt was made to address this issue by using word association as the sampling procedure. While this may have some effect, data on the statistics of word association (Skinner, 1937; Howes, 1957; Stevers & Tenenbaum, 2005) suggest that the use of word association data may not completely remove the bias. Additionally, while Meara and Olmos Alcoy used learner produced text, a resource that is readily available in contexts wherein one might find a measure like the CR statistic beneficial, the Williams, et al. method of conducting word association experiments is probably less convenient in those same environments, as it requires some time and effort outside typical classroom activity. This article discusses the reasons for the results observed by Meara and Olmos Alcoy (2010) , and then makes some suggestions for future applications of the measure that can be implemented wherever learner text is available.
The Nature of the CR Statistic
Generally called the Petersen Index or the Lincoln/Peterson Index, the CR measure used in the above-mentioned studies was designed to help ecologists estimate population sizes. To estimate the size of a population, or N, the investigator captures M members of a species and then tags them. At some later time, the investigator returns and captures a new sample of C members of the same population. She then counts R, the number of members of C that were also members of M, and is then able to calculate N* (an estimate of N) as N* = MC/R. The Petersen Index/CR measure is a highly biased estimator (Chapman, 1951) , however, and this bias becomes acceptably small only when the product of M and C is greater than four times N (Robson & Regier, 1964) . Jensen (1981) gives equations for deriving appropriate sizes for M and C based on prior rough estimates of N. Chapman (1951) recognized that trying to estimate the population of a species in a given environment is analogous to that of estimating the total number of marbles in an urn filled with both black and red marbles. Because of this similarity, the hypergeometric probability distribution function (PDF), which has the mean MC/N, gives the maximum likelihood estimate for population size when we take M, C, and R and solve for N*. Indeed, doing so will always give the same result as the CR measure. However, the fact that the hypergeometric PDF is one of the urn-related PDFs (i.e., those that describe probabilities in terms of draws of marbles of different colors from an urn) shows that the related CR measure is founded on two assumptions, both of which are violated by learner vocabulary studies. The first assumption is that the population does not change between the first (capture) and second (recapture) samples. In vocabulary studies this assumption is only weakly violated, since we do not expect major changes in vocabulary size between reasonably spaced tests, so this issue will not be mentioned again. The second assumption is that each member of the population has an equal chance of being sampled. This assumption is strongly violated in the use of the CR measure to estimate vocabulary sizes, and is the topic of the next section.
The Data Are Not Uniform
Two methods have been used to generate data for the CR measure, essay writing (Meara & Olmos Alcoy, 2010) and word association (Williams, Segalowitz & Leclair, 2014) . Word frequency in text is well known to show a power-law distribution (indeed, the power-law PDF of word frequencies in text has its own name, Zipf 's Law, after G. K. Zipf, who calculated its parameters from a copy of Joyce's Ulysses). In terms of word generation, essay writing is prototypically a power-law process, and this fact is well enough established that it need not be defended here. Williams, et al. (2014) mention the lack of fit between the actual distribution of the sampled data and that required by the measure in their critique of the method of the Meara and Olmos Alcoy, however their use of word association data may not be a sufficient corrective: research suggests that word association is likewise a power-law process. Indeed, prior to the discovery of Zipf 's law, Skinner (1937) and Cook and Skinner (1939) found a power-law relation between rank and frequency in the Kent-Rosanoff free association norms and the Schellenberg free association norms, respectively. With Zipf 's findings available to them, Cofer and Shevitz (1952) were able to establish a relationship between the frequency of a word and its number of associates, while Howes (1957) found a strong correlation (0.94) between words in the Kent-Rosanoff norms and the Lorge magazine frequency count, when excluding 'interstitial' (i.e., function) words. More recently, Stevers and Tenenbaum (2005) conducted a network analysis of the University of South Florida Free Association Norms (Nelson, McEvoy, & Schreiber, 1998) and found that the network had a power-law degree distribution, meaning that when words were ranked according to their number associates, the resulting distribution conformed to Zipf 's law. It must be acknowledged, however, that the above-mentioned research used inter-individual data, which may not extend to the individual unproblematically (especially since inter-individual data assumes the definition of a probability as a normalized frequency while any analysis of a single individual's responses would be paradigmatically subjective, and not open to a frequency-based interpretation). In the end, while the specific probability distribution of word-association responses is less certain than that of text, the available evidence does not point to the hypergeometric PDF.
What is the problem with using the CR statistic? When the CR measure is used with data generated by a power-law process, it will always vastly underestimate the size of the population. A power-law distribution relates the probability of occurrence of an event to its frequency rank. If rank is high (e.g., 1st or 2nd), then frequency is high. Generally, the highest ranked words of an English corpus or text are the highly frequent function words while the lower ranked words are content words. We may think of a text produced by a person as a sample of that person's vocabulary selected by a power-law process. In any two such texts produced by the same person, it is certain that many of the same function words will be shared, as will many of the same high-frequency content words (this latter overlap will be more extensive if the two samples are topically related). Because of this, the CR measure will dramatically underestimate the size of the vocabulary when applied to text. Word-association may lessen the effect of this since these tasks encourage learners to produce content words. However, frequency, recency, and lexicality effects probably also skew the distributions of words in word-association data, although the degree of the effect may differ.
To illustrate the degree to which the CR method is ill suited to power-law data, the CR measure was applied to artificial data generated by both power-law and uniform processes. For this simulation, 1 an artificial lexicon of a known size (N = 1000 words) was created. Each word of the lexicon was then paired with two probabilities of selection: one from a Zipf distribution and one from a uniform distribution. This meant that a word, w, had a Aw -1 probability of being selected by the Zipf process (where A is a normalizing constant), and 1/1000 probability of being selected by the uniform process. 500 rounds of sampling and resampling were then conducted according to each set of probabilities. M and C (sample and resample size, respectively) were set to 65 (so that MC > 4N). When the CR measure was applied to the uniform data, a reasonable estimate of the vocabulary size emerged as the median value of 1152 (Mean = 1295), with 95% of the values falling between 461 and 2450. The Zipf data, differently, lead to a considerable underestimation of N, with a median value of 128 (Mean = 134) and 95% of the values between 34 and 280 -far under the known N, 1000. Of course, this simulation is rhetorical in nature: it is a near mathematical certainty that the application of the CR measure to power-law data will underestimate the actual population size by an unacceptable amount.
Ameliorating the Effect
The power-law/Zipf distributed nature of words in text has two implications that are important here. First, a large proportion of the word tokens, but a small proportion of the words types, will be function words. For example, a frequency count of Darwin's Origin of Species (conducted by the author) reveals that it contains 151,205 tokens of 6915 word types. 66,028 (or 44%) of the tokens are instances function words, while only 206 (3%), of the types are. A tally of 10 long English books (e.g., Pride and Prejudice, Ulysses, Nostromo) shows that these ratios are stable, with function words making up 43% to 47% of word tokens, but only 2.6% to 3.4% of word types. The word association method of Williams, et al. may achieve its better results by removing the bias introduced by this particular imbalance (An analysis by Howe, 1957, suggests the associate of a content word is generally another content word and the author's review of the USF Word Association data confirms this).
The second implication is that a large proportion of the words are hapax legomena (words that occur only once). For example, 2424 of the 6915 word types of Darwin's Origin of Species (35%) occur only once. This, of course, is a characteristic that is sensitive to text length (for the shorter Magna Carta and much shorter US Declaration of Independence, hapax are 56% and 73% of word tokens, respectively). Because the hapax are, by definition, uniformly distributed, it seems reasonable to suppose that sampling only from the hapax might give a less biased estimate of the productive vocabulary size of learners (indeed, Meara and Olmos Alcoy mention this method as a possibility in their discussion). One issue that arises, however, is that whether or not a particular word is a hapax in a given text depends greatly on the length of the text, a fact that becomes important in setting sample sizes, below.
The following text describes an attempt to come to terms with these consequences of the Zipf distribution in both simulated and real text. In the following, simulations like those above, with Zipf and Uniform distributed corpora, are placed alongside three different 'interventions' . The first intervention is a simulation of those approaches that prevent sampling from the high-rank part of the distribution. Critically, it is held here that this is the kind of data generated in the Williams, et al. word association (WA) task, since this WA does not seem to sample from highest rank words (i.e., the function words). Because function words seem to make up a stable proportion of English word types in a corpus (≈ 3%-4%), this intervention tries to estimate vocabulary size without sampling from the top 5% of most frequent tokens. The second intervention holds to the suggestion in Meara and Olmos Alcoy that only the hapax of each text be sampled. The final method also involved sampling only the hapax, but also rescaled the measure. Because an artificial Zipf distribution does not reflect a critical constraint of word frequency counts in natural text, I have also reworked Robson and Regier's (1964) proscription on sample/resample size (discussed below). In detail, the three interventions attempted were:
1. Deleting high frequency words: This intervention assumes that the better performance observed in Williams, Segalowitz, and Leclair (2014) occurs because word association exposes only the content words to sampling. In the simulated data, this was approximated by deleting all tokens of the top 5% of most frequently occurring types (labeled 'minus 5%' in Table 1 ). In the learner texts, all words that were recognized as determiners, prepositions, pronouns, and conjunctions by the Mathematica WordData function (Wolfram Research Inc., 2014) were deleted (labeled 'no fw' in Figure 2 and Table 2 ). For comparison, the top 5% of most frequent words in the learner texts were also deleted (labeled 'minus 5%' in Figure 2 and Table 2 ). 2. Sampling hapax only: The hapax were extracted from the first and then the second sample, so that M = the number of hapax in the first sample, C = the number of hapax in the second, and R = the number of words that occur as hapax of both samples. These are labeled 'hpx only' in the Table 1 . 3. Scaling the terms: Sampling on the hapax, as in 2 (so that M = n hapax in sample one and C = n hapax in sample 2) but then scaling M and C upward by the ratio of the total number of words types (T) to the total number of hapax (H) across the collapsed first and second sample sets. This means that the terms M and C were replaced by the terms M(T/H) and C(T/H) where T is the total number of word types in both texts (i.e., hapax and types with frequency greater than one) and H is the number of hapax in both texts. Because each hapax is a type, and each word with a frequency greater than one is a type, T is always greater than H, and T/H is always greater than 1. Because T/H depends on the length of the text, it was calculated locally -i.e., from each individual first and second sample, whether the samples were real text or strings of symbols randomly drawn from an artificial lexicon. These are labled 'scaled' in the Table 1 .
One of the ways that the following simulations fail to capture the distributions found in real text arises from the finiteness of real mental lexicons. That is, as a natural text grows in length, the probability that an author will use a word grows, as does the probability that a previously used word will be reused. Since the lexicon is finite (and since many of the entries in the lexicon may not be readily available or appropriate), it is likely that the former grows slightly faster than the latter. A look at the proportion of hapax to the total number of words used in real texts seems to support this. Figure 1 shows the proportion n hapax / n tokens for twenty, single-author texts taken from Project Gutenberg (www.gutenberg. org) and 100 student texts randomly selected from the Louvain Corpus of Native English Essays (LOCNESS). The exponents for the best fitting power curves for the Gutenberg data (1.7x −0.12 , r = 0.99) and the LOCNESS data (1.18x −0.1 , r = 0.98) show that as text-length increases, the proportion n hapax / n tokens decreases in a regular fashion (although the variability of the student texts may obscure this trend). Differently, artificially generated Zipf data will always show a constant n hapax / n total ratio (i.e., ≈ x 0 ), unless they are somehow (artificially) constrained.
Rather than introduce such artificial (and theoretically uninformed) constraints, the simulations presented below use the more conservative strategy of making sample size an increasing proportion of lexicon size (ls). This proportion was (√MC -16) / ls = 0.036 (or M = C = 16 + 0.036 ls). In the simulations, this calculation is possible because ls = N, allowing M and C to be calculated directly, and the values in this formulation were chosen because they give stable results (least variance and most stable mean and median over repeated runs at different sizes of N). For the learner data, it is assumed that this modification is unnecessary (and N is, of course, unknown), so M and C are equal to the number of hapax in each sample. This sampling modification was applied to the all of the simulations presented in Table 1 . Table 1 shows the results from the simulations with artificial languages of four different sizes: N = 1000, 5000, 10,000, and 20,000 words. There were 500 simulated trials at each value of N. In each trial, two Zipf-distributed corpora were generated from the same artificial language (at N = 1000, these Zipf corpora ranged in size form 3589 to 33,736 words, while at N = 20000, the Zipf corpora ranged in size from 95,809 to 875,255 words. This gives some idea of the extent of repetition in power-law data). Uniformly distributed corpora were generated from the same artificial languages as the Zipf corpora (in the uniform corpora, each word occurred only once). The CR measure was applied to each pair of uniform corpora and three pairs of Zipf corpora: a pair of complete Zipf corpora (' All' in Table 1 ), the same pair of Zipf corpora with all tokens of the top 5% of most frequent words removed ('minus 5%' , below), and the pair of corpora composed of only the hapax from the original Zipf corpora ('hpx only' and 'hpx only (scaled sample)'). Finally, the adjusted CR measure described in 3, above, was applied to the pair of hapax corpora generated for 'hpx only' . These are called 'scaled' . The distribution of the CR measures for these conditions is reported in Table 1 . While all of the methods improve the estimate, the method outlined in 3, above, provides the best estimate of the size of the artificial vocabulary. However, this last intervention does tend to take on extreme values when the number of hapax shared by the samples (i.e., R) is small and the corpus is large. Table 1 shows that these extreme values were above the 97.5 percentile, and that while they skewed the mean at N = 20,000, the median remained a reasonable estimate of N. Next, these methods were applied to real data. The following data were taken from essays written by 22 non-native English speakers/writers for an introductory composition course at a major university in the US. The first languages (L1s) of the writers were Chinese (7), Korean (6), Malaysian (4), Indonesian (3), Hindi (1) and Russian (1). For their composition class, these students wrote one autobiographical essay, and four essays on their declared major (area of academic study). The autobiographical essay, which was the first assignment, was treated as the initial sample (from which M is derived). Because the four subsequent essays were on the same topic, they were all combined and treated as the second sample (from which C is derived). This was done because choice of topic controls, to a degree, lexical choice, so treating the four subsequent essays as independent samples would be inappropriate. That is, this article assumes that when text is used as the sampling tool, the proper unit is not the conventionalized essay, but rather the topic of the essay since essays on the same topic will explore the same region of the learner's lexical memory. Figure 2 shows the distribution of the CR measure over these data, while Table 2 presents a numeric summary of the data. For the 'no fw' data, function words were removed by deleting all words recognized as determiners, prepositions, conjunctions, and pronouns by the Mathematica WordData function. For the 'minus 5%' data, the most frequently occurring 5% of word tokens were deleted. For the 'hpx only' and 'scaled' data, the tokens of all words that had a frequency greater than one were removed from the first and second sample separately. The data for the real texts shows that the 'no fw' and 'minus 5%' data do little better than the ' All' data, indicating that methods that prevent sampling access to the highest rank words may only be marginal improvements. There is no accurate way to emulate the Williams, et al. method with corpus data, but a closer simulacrum of word-association data would probably have a median between that of the 'minus 5%' and the 'hpx only' data. Table 2 gives the individual data for each measure. These are listed as N* for the CR measure value, Chapman's (1951) estimate for the SD for the standard deviation of the CR value and CI95 for the 95% confidence interval. 2 Table 2 . CR measure (N*), the standard deviation of N* (SD), and 95% CI of N* for each writer (using SD and CI from Chapman, 1951) . Presented as N*, SD, (CI95). First column gives L1 (first language) of writer: K = Korean, M = Malay, I = Indonesian, C = Chinese, and R = Russian. Final column gives T/H ratio used for 'scaled' . 
L1
With 95% CI = N* + 1.96SD and N* -1.96SD.
Discussion
This short paper attempted two things. First, it attempted to explore why such lower than expected values were observed when the CR measure was applied to learner data in previous studies. Second, it attempted to propose a more accurate alternative. This alternative involved sampling only from the part of the powerlaw distribution of word data that was evenly distributed (the hapax), and then rescaling the measure and the sample sizes to account for the information that was lost in the restriction of the sample. In repeated simulations, the central tendencies of this alternative measure were close to that of N, the actual size of the simulated corpora. Application of this alternative measure to real learner data showed the same relative score distributions as in the simulated data, indicating that it may give a closer estimate of a learner's actual productive vocabulary. Whether or not it actually does give an acceptable estimate of vocabulary size is an issue that is, of course, rendered permanently tentative by the fact that we just cannot know the size of an individual's mental lexicon. It would be interesting to see how this and other estimators based on the CR method correlate with psycholinguistic measures and with mores subjective evaluations of text (e.g., TOEFL writing sample scores). A reliable and practical measure of productive vocabulary size would be an important addition to the evaluation of language learning in institutional settings, and even of the institutions themselves. It is important to keep in mind that a measure produces a variable, and so should be analyzed and understood in terms of an underlying distribution. It is also important to have some guiding (if informal) model of the sampling process. Here, the underlying assumption is that text production explores the mental lexicon in manner weakly similar to the way that Markov Chains explore a probability distribution. The topics of the papers that comprise the sample and resample data therefore differ so that the chains start in 'different places' and explore as great an extent of the distribution as possible. These principles seem especially important when developing a measure of data with a distribution as well established as that of words in their natural habitats. It is not claimed here that such a measure has been derived, only that the direction of recent work with the CR measure shows promise. Future directions that may improve the estimate without producing an impractical method may be to improve the spread of topics in sampling (e.g., five essays on five unrelated topics) and to direct inferences toward quantiles, rather than the entire distribution, as is done with power-law distributions in econometrics.
