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a b s t r a c t
Motivated by Intensity Modulated Radiation Therapy, we consider the problem of the
minimum decomposition of an integer matrix into hv-convex matrices with time and
cardinality objectives.We study the special casewhere thematrix to decompose is a binary
matrix (in this case, time decomposition and cardinality decomposition are the same).
We prove that the decomposition into two hv-convex matrices or into two hv-convex
polyominoes is polynomially solvable. For the decomposition into three hv-convex
matrices the problem becomesNP -complete.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Intensity Modulated Radiation Therapy (IMRT) deals with cancer treatment. It consists in delivery of a radiation dose
to destroy the tumor (target volume) while maintaining the functionality of organs surrounding the tumor (organs at
risk). According to Shepard et al. [13] three major decision problems are involved in an IMRT treatment plan: geometry
setup problem, dose distribution problem and shape decomposition problem. The geometry setup problem consists in
choosing a set of beams from which the radiation is delivered (for a survey see Ehrgott et al. [7]). Once the best beams
are selected, the dose distribution problem consists in determining the radiation dose delivered by each beam to destroy
the tumor under some constraints of overdose and under-dose tolerated for target volume and organs at risk [6,8,10,12]. The
collimator is the medical machine that delivers the radiation dose (dose matrix). Technically, the collimator cannot deliver
all shapes of matrices. The shape decomposition problem consists in decomposing the dose matrix into a set of deliverable
shape matrices. In the literature, the decomposition into consecutive ones matrices is the most studied [1–4,11]. In this
paper, we consider the decomposition into hv-convex polyomino matrices. We also add new constraints on the matrices of
decompositions such as the connectivity.
The paper is organized as follows. In Section 2, we introduce some definitions and notations, and we give some
preliminary results. Section 3 deals with the minimum decomposition problem of binary matrices. We first consider a
decomposition problem into three matrices and later two decomposition problems into two matrices. We summarize our
results and conclude in the last section.
2. Definitions and notations
A binary matrix is an h-convex (h for short) matrix if the ones occur consecutively for each row. In the literature an
h-convex matrix is also called a C1 or consecutive ones matrix. Similarly a binary matrix is v-convex (v for short) if for each
column the ones occur contiguously. A binary matrix is a polyomino (p for short) if the ones form a connected set according
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Fig. 1. (a) is a polyomino but neither h-convex nor v-convex, (b) is a phv-matrix and (c) is v-convex but not h-convex.
to the adjacency relation. Throughout this paper we are concerned with the four adjacency where each entry is adjacent to
its vertical and horizontal neighbors (see Fig. 1). The properties h, v and p can be satisfied simultaneously by a matrix. For
example, a binary matrix is an hv-matrix if it is both h-convex and v-convex, i.e. the ones occur contiguously in each row
and column. A binary matrix is a phv-matrix if it is an h-convex and v-convex polyomino.
For an m × n matrix, we suppose that the columns are numbered 1 to n from the left to the right and the rows are
numbered 1 to m from the top to the bottom. A matrix decomposition problem consists in expressing a given matrix as a
positive linear combination of matrices of a given class. For instance, consider the following integer matrix A:
A =
2 2 3 3
2 5 3 3
3 3 2 2

A can be decomposed into h-convex matrices as follows:
A =
2 2 3 3
2 5 3 3
3 3 2 2

= 2
1 1 0 0
0 1 0 0
1 1 1 1

+ 1
0 0 1 1
0 1 1 1
1 1 0 0

+ 2
0 0 1 1
1 1 1 1
0 0 0 0

.
We note that a decomposition always exists for the classes of p-, h- and v-matrices. The objective is to find the best
decomposition according to some criteria.
Two optimization problems arise in matrix decomposition. The minimum time (MT) decomposition problem consists
in minimizing the sum of coefficients. The minimum cardinality (MC) decomposition problem consists in minimizing the
number of different matrices in the decomposition, i.e., the number of coefficients. As an example, the previous matrix A
can be decomposed in hv-matrices as:
A =
2 2 3 3
2 5 3 3
3 3 2 2

= 2
1 1 0 0
1 1 0 0
0 0 1 1

+ 3
0 0 1 1
0 1 1 1
1 1 0 0

.
The value of time decomposition is 5 and the value of cardinality decomposition is 2. Several polynomial time algorithms
have been proposed to solve minimum time decomposition in h-matrices [1–4].
Also A can be decomposed in phv-matrices as:
A =
2 2 3 3
2 5 3 3
3 3 2 2

= 2
1 1 0 0
1 1 0 0
0 0 0 0

+ 2
0 0 0 0
0 0 0 0
0 0 1 1

+ 3
0 0 1 1
0 1 1 1
1 1 0 0

.
The value of time decomposition is 7 and the value of cardinality decomposition is 3.
Baatar et al. [2] show that the minimum cardinality decomposition in h-matrices is NP -complete in the strong sense
even for single row matrices. So, noting that for a single row matrix, the properties h-convex, hv-convex and phv-convex
are equivalent, we have the following.
Proposition 1. The two problems, minimum cardinality decomposition into hv-matrices and minimum cardinality decomposi-
tion into phv-matrices, areNP -complete even for single row matrices.
3. Decomposition of binary matrices into hv-matrices
Here we study the decomposition of a binary matrix A into hv-matrices. Note that since A is binary a minimum time
decomposition is also a minimum cardinality decomposition and vice versa.
Since the matrices we are interested throughout this section are binary, most often we deal only with the entries
A[i, j] = 1, excepted when it is explicitly stated. So by an entry we understand an entry of A which contains a one. By a
sequence we understand a maximal sequence of ones (successive entries in the same line, row or column). We denote by
A1, . . . , Ak a decomposition of A into k hv-matrices, A = Σki=1Ai. We say that an entry A[i, j] = 1 is contained in Ap if it is an
entry of Ap, Ap[i, j] = 1 and Aq[i, j] = 0, 1 ≤ q ≤ k, q ≠ p.
We show that it is NP -complete to decide if a binary matrix can be decomposed into k ≥ 3 hv-matrices whereas it is
polynomial to decompose a binary matrix into two hv-matrices or into two phv-matrices.
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Fig. 2. Encoding of a vertex vi .
3.1. Decomposition into three hv-matrices
Theorem 2. The problem of deciding whether a binary matrix has a decomposition into three hv-matrices isNP -complete.
Proof. The transformation is from the 3-vertex-coloring problem which is NP -complete even in the case of 4-regular
graphs [9].
Let G be a 4-regular graph with vertex set V (G) = {v1, . . . , vn} and edge set E(G). From G we polynomially build A a
binary matrix as follows (see Fig. 3).
(1) dimension of the matrix: the size of A is (24n)× (24n)
(2) encoding of a vertex: (see Fig. 2) for each vertex vi, 1 ≤ i ≤ n, we set to 1 the thirteen following entries of A:
A[21i− 12, 21i− 11], A[21i− 11, 21i− 11], A[21i− 11, 21i− 10], A[21i− 11, 21i− 9], A[21i− 11, 21i− 8], A[21i−
10, 21i− 11], A[21i− 10, 21i− 10], A[21i− 10, 21i− 9], A[21i− 9, 21i− 12], A[21i− 9, 21i− 11], A[21i− 9, 21i−
10], A[21i− 9, 21i− 9], A[21i− 8, 21i− 9].
Among these entries we distinguish four of them which are in correspondence with the four neighbors of vi (recall that
G is 4-regular). We arbitrary label the four neighbors of vi by its first neighbor, its second neighbor, its third neighbor and
its fourth neighbor.
• A[21i− 12, 21i− 11], denoted by a1i , corresponds to the first neighbor of vi;
• A[21i− 11, 21i− 8], denoted by a2i , corresponds to the second neighbor of vi;
• A[21i− 8, 21i− 9], denoted by a3i , corresponds to the third neighbor of vi;
• A[21i− 9, 21i− 12], denoted by a4i , corresponds to the fourth neighbor of vi.
An edge {vi, vj}, i < j, is of type Ep-q if j is the pth neighbor of i and i is the qth neighbor of j.
(3) encoding of an edge: (see Fig. 3) for every edge {vi, vj}, i < j, we do the following:
if vj is the first neighbor of vi:
E1-1 if vi is the first neighbor of vj, we set to 1 the four entries A[21i − 16, 21j − 11], A[21i − 14, 21j − 11], A[21i −
13, 21j− 11], A[21i− 12, 21j− 11];
E2-2 if vi is the second neighbor of vj, we set to 1 the entries A[21i−16, 21j−8], A[21i−14, 21j−8], A[21i−13, 21j−
8], A[21i− 12, 21j− 8];
E1-3 if vi is the third neighbor of vj, we set to 1 the entries A[21i−16, 21j−9], A[21i−14, 21j−9], A[21i−13, 21j−
9], A[21i− 12, 21j− 9];
E1-4 if vi is the fourth neighbor of vj, we set to 1 the entries A[21i − 16, 21j − 12], A[21i − 14, 21j − 12], A[21i −
13, 21j− 12], A[21i− 12, 21j− 12];
moreover for each of E1-1,. . . ,E1-4 we set to 1 the four entries A[21i − 16, 21i − 11], A[21i − 16, 20j + k], A[21i −
14, 20j+ k], A[21i−12, 20j+ k], where k = |{i′ : {vi′ , vj} ∈ E(G), i′ < j}| (the number of neighbors of vj with an index
less than j);
if vj is the second neighbor of vi:
E2-1 if vi is the first neighbor of vj, we set to 1 the entries A[21j− 12, 21i− 8], A[21j− 12, 21i− 7], A[21j− 12, 21i−
6], A[21j− 12, 21i− 4];
E2-2 if vi is the second neighbor of vj, we set to 1 the entries A[21j−11, 21i−8], A[21j−11, 21i−7], A[21j−11, 21i−
6], A[21j− 11, 21i− 4];
E2-3 if vi is the third neighbor of vj, we set to 1 the entries A[21j − 8, 21i − 8], A[21j − 8, 21i − 7], A[21j − 8, 21i −
6], A[21j−, 21i− 4];
E2-4 if vi is the fourth neighbor of vj, we set to 1 the entries A[21j− 9, 21i− 8], A[21j− 9, 21i− 7], A[21j− 9, 21i−
6], A[21j− 9, 21i− 4];
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Fig. 3. Encoding of an edge {vi, vj} of type E1-1 in the case where k = 2, and vertex uniformity for vi (the vertex uniformity for vj is omitted).
moreover for each of E2-1,. . . ,E2-4 we set to 1 the four entries A[20j+ k, 21i− 8], A[20j+ k, 21i− 6], A[20j+ k, 21i−
4], A[21i− 11, 21i− 4], where k = |{i′ : {vi′ , vj} ∈ E(G), i′ < j}|;
if vj is the third neighbor of vi:
E3-1 if vi is the first neighbor of vj, we set to 1 the entries A[21i− 8, 21j− 11], A[21i− 7, 21j− 11], A[21i− 6, 21j−
11], A[21i− 4, 21j− 11];
E3-2 if vi is the second neighbor of vj, we set to 1 the entries A[21i− 8, 21j− 8], A[21i− 7, 21j− 8], A[21i− 6, 21j−
8], A[21i− 4, 21j− 8];
E3-3 if vi is the third neighbor of vj, we set to 1 the entries A[21i − 8, 21j − 9], A[21i − 7, 21j − 9], A[21i − 6, 21j −
9], A[21i− 4, 21j− 9];
E3-4 if vi is the fourth neighbor of vj, we set to 1 the entries A[21i−8, 21j−12], A[21i−7, 21j−12], A[21i−6, 21j−
12], A[21i− 4, 21j− 12];
moreover for each of E3-1,. . . ,E3-4 we set to 1 the four entries A[21i− 4, 21i− 9], A[21i− 8, 20j+ k], A[21i− 6, 20j+
k], A[21i− 4, 20j+ k], k = |{i′ : {vi′ , vj} ∈ E(G), i′ < j}|;
if vj is the fourth neighbor of vi:
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E4-1 if vi is the first neighbor of vj, we set to 1 the entries A[21j−12, 21i−12], A[21j−12, 21i−13], A[21j−12, 21i−
14], A[21j− 12, 21i− 16];
E4-2 if vi is the second neighbor of vj, we set to 1 the entries A[21j − 11, 21i − 12], A[21j − 11, 21i − 13], A[21j −
11, 21i− 14], A[21j− 11, 21i− 16];
E4-3 if vi is the third neighbor of vj, we set to 1 the entries A[21j− 8, 21i− 12], A[21j− 8, 21i− 13], A[21j− 8, 21i−
14], A[21j− 8, 21i− 16];
E4-4 if vi is the fourth neighbor of vj, we set to 1 the entries A[21j−9, 21i−12], A[21j−9, 21i−13], A[21j−9, 21i−
14], A[21j− 9, 21i− 16];
moreover for each of E4-1,. . . ,E4-4 we set to 1 the four entries A[20j+k, 21i−12], A[20j−k, 21i−14], A[20j+k, 21i−
16], A[21i− 9, 21i− 16].
We add the following ones to force all the ones associated with a vertex vi to be contained in the same matrix
Ak, k ∈ {1, 2, 3}.
(4) vertex uniformity: (see Fig. 3) for each vertex vi, 1 ≤ i ≤ n, we set to 1 the eight entries A[21n+3i−2, 21i−10], A[21n+
3i, 21i− 10], A[21i− 10, 21n+ 3i− 2], A[21i− 10, 21n+ 3i], A[21n+ 3i− 2, 21n+ 3i− 2], A[21n+ 3i− 2, 21n+
3i], A[21n+ 3i, 21n+ 3i− 2], A[21n+ 3i, 21n+ 3i].
Moreover, for each edge {vi, vj}, i < j, depending of its type Ep-q we set to 1 the following entries:
E1-1 or E1-3: A[21n+ 3i− 2, 21i− 11] = 1; E1-2: A[21n+ 3i− 2, 21i− 11] = 1 and A[21j− 11, 21n+ 3j− 2] = 1;
E1-4: A[21n+ 3i− 2, 21i− 11] = 1 and A[21j− 9, 21n+ 3j− 2] = 1;
E2-1: A[21i − 11, 21n + 3i − 2] = 1, A[21n + 3j − 2, 21j − 11] = 1, and A[21n + 3j, 21j − 11] = 1; E2-2 or E2-4:
A[21i−11, 21n+3i−2] = 1; E2-3:A[21i−11, 21n+3i−2] = 1, A[21n+3j−2, 21j−9] = 1, andA[21n+3j, 21j−9] = 1;
E3-1 or E3-3: A[21n + 3i − 2, 21i − 9] = 1; E3-2: A[21n + 3i − 2, 21i − 9] = 1, A[21j − 11, 21n + 3j − 2] =
1, A[21j − 11, 21n + 3j] = 1; E3-4: A[21n + 3i − 2, 21i − 9] = 1 and A[21j − 9, 21n + 3j − 2] = 1, and
A[21j− 9, 21n+ 3j] = 1;
E4-1: A[21i − 9, 21n + 3i − 2] = 1, A[21n + 3j − 2, 21j − 11] = 1, and A[21n + 3j, 21j − 11] = 1; E4-2 and E4-4:
A[21i−9, 21n+3i−2] = 1; E4-3: A[21i−9, 21n+3i−2] = 1, A[21n+3j−2, 21j−9] = 1, and A[21n+3j, 21j−9] = 1.
(5) every other entry of A is set to 0.
Claim 3. If A1, A2, A3 is a hv-decomposition of A then all the thirteen entries corresponding to a vertex vi, 1 ≤ i ≤ n, are
contained in the same matrix Ak, k ∈ {1, 2, 3}.
Proof. Suppose that A can be decomposed into three hv binary matrices. Since A[21n + 3i − 2, 21i − 10] = A[21n +
3i, 21i − 10] = 1, A[21n + 3i − 1, 21i − 10] = 0, and A[21i − 10, 21n + 3i − 2] = A[21i − 10, 21n + 3i] =
1, A[21i − 10, 21n + 3i − 2 − 1] = 0, the entries A[21i − 11, 21i − 10], A[21i − 10, 21i − 11], A[21i − 10, 21i − 10],
A[21i− 10, 21i− 9], A[21i− 9, 21i− 10] are contained in the same Ak.
Now consider the entry a1i . Suppose that the vertex vj is the first neighbor of the vertex vi. We distinguish two cases
according to the values of i and j.
• If i < j the edge {vi, vj} is of type E1-1 or E1-2 or E1-3 or E1-4. By (3) there is an entry A[21i− 16, 21i− 11]. By (4) there
is also an entry A[21n+ 3i− 2, 21i− 11].
• If i > j the edge {vi, vj} is of type E1-1 or E2-1 or E3-1 or E4-1 because vj is the first neighbor of vi. In the case E1-1, by
(3) there are four entries A[21j − 16, 21i − 11], A[21j − 14, 21i − 11], A[21j − 13, 21i − 11], A[21j − 12, 21i − 11] in
the column (21i− 11). In the case E3-1, by (3) there are four entries A[21j− 8, 21i− 11], A[21j− 7, 21i− 11], A[21j−
6, 21i − 11], A[21j − 4, 21i − 11] in the column (21i − 11). In the cases E2-1 and E4-1, by (4) there are two entries
A[21n+ 3i− 2, 21i− 11] and A[21n+ 3i, 21i− 11] in the column (21i− 11).
Hence in the column (21i−11) there are three blocks of ones. So the four consecutive entries A[21i−12, 21i−11], A[21i−
11, 21i− 11], A[21i− 10, 21i− 11], A[21i− 9, 21i− 11] are contained in the same matrix Ak.
By a similar reasoning for the three other entries a2i , a
3
i and a
4
i , we conclude that all the thirteen entries encoding vi are
contained in the same matrix Ak. 
Claim 4. If A1, A2, A3 is a hv-decomposition of A then for every edge {vi, vj} ∈ E(G) the two corresponding entries api and aqj are
contained in two distinct matrices Ak and Al.
Proof. For the sake of simplicity we prove the claim for E1-1, i.e. a1i and a
1
j , (the other cases are similar after an appropriate
permutation of rows and/or columns). Suppose that A can be decomposed into three hv-matrices and the ones a1i and a
1
j are
contained in the same matrix, say A1. Without loss of generality we suppose that A[21i − 16, 21j − 11] is contained in A3.
So A[21i− 14, 21j− 11], A[21i− 13, 21j− 11], A[21i− 12, 21j− 11] are contained in A2; since A[21i− 16, 21i− 11] lies
in the same row as A[21i − 16, 21j − 11] and lies in the same column as a1i then A[21i − 16, 21i − 11] is contained in A2;
thus A[21i− 16, 20j+ k] is contained in A1. This implies that one entry among A[21i− 14, 20j+ k], A[21i− 12, 20j+ k] is
contained in A2: a contradiction since A[21i− 14, 21j− 11] and A[21i− 12, 21j− 11] are contained in A2. 
It follows from Claims 3 and 4 that if A1, A2, A3 is an hv-decomposition of A then G can be colored with three colors.
Now suppose that G can be coloredwith three colors, say 1, 2, 3.We obtain A1, A2, A3 an hv-decomposition of A as follows
(see Fig. 4):
• if vi, 1 ≤ i ≤ n, is colored with c ∈ {1, 2, 3} then its thirteen corresponding entries are contained in Ac ;
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Fig. 4. A three-coloring of Gwhere vi has color 1 and vj has color 2.
• here we show how the eight entries associated with an edge {vi, vj} are assigned to A1, A2, A3. For the sake of
simplicity we show how to do that for the case E1-1 (the other cases are obtained after a suitable permutation of
rows and/or columns). Without loss of generality we suppose that vi has color 1 and vj has color 2. We assign the
entries A[21i − 14, 20j + k], A[21i − 16, 21j − 11] to A1, A[21i − 12, 20j + k], A[21i − 16, 21i − 11] to A2, and
A[21i− 14, 21j− 11], A[21i− 13, 21j− 11], A[21i− 12, 21j− 11], A[21i− 16, 20j+ k] to A3;
• here we show how the entries defined in (4) are assigned to A1, A2, A3. We treat the case where vi has color 1
(the other cases are similar). A[21n + 3i − 2, 21n + 3i − 2], A[21n + 3i, 21n + 3i] are assigned to A1, A[21n +
3i, 21i − 10], A[21i − 10, 21n + 3i − 2], A[21n + 3i − 2, 21n + 3i] are in A2, A[21n + 3i − 2, 21i − 10], A[21i −
10, 21n + 3i], A[21n + 3i, 21n + 3i − 2] are in A3. Moreover, in the case where they are defined by (4), the entries
A[21n+3i, 21i−11], A[21n+3i, 21i−9], A[21i−11, 21n+3i−2], A[21i−9, 21n+3i−2] are assigned to A2 and the
entries A[21n+ 3i− 2, 21i− 11], A[21n+ 3i− 2, 21i− 9], A[21i− 11, 21n+ 3i], A[21i− 9, 21n+ 3i] are assigned to A3.
Now we check that there are no more than three sequences of ones in each row or column of A and that these sequences
are correctly assigned to A1, A2, A3. We do this by checking only for the columns of A, the case of rows is similar. One does
keep in mind that G is undirected, simple, and 4-regular.
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• column 20i+ k, 1 ≤ k ≤ 4, 0 ≤ i ≤ n− 1: this corresponds to (3) E1-1, E1-2, E1-3, E1-4 or E3-1, E3-2, E3-3, E3-4; from
the definition of k (the number of neighbors vj of vi with j < i) there are either three nonadjacent ones (each assigned to
a distinct matrix) or zero one in such a column;
• column 21i−16, 1 ≤ i ≤ n: recall E4-1, E4-2, E4-3, E4-4, there are exactly three ones: two in rows 21i−16 and 20j+ k,
and one either in the row 21j− 12 or 21j− 11 or 21j− 9 or 21j− 8, j ≠ i;
• column 21i−14, 1 ≤ i ≤ n: recall E4-1, E4-2, E4-3, E4-4, there are exactly two ones in rows 20j+k and either in 21j−12
or 21j− 11 or 21j− 9 or 21j− 8, j ≠ i;
• column 21i− 13, 1 ≤ i ≤ n: recall E4-1, E4-2, E4-3, E4-4, there is exactly one one either in row 21j− 12 or 21j− 11 or
21j− 9 or 21j− 8, j ≠ i;
• column 21i − 12, 1 ≤ i ≤ n: a4i is in row 21i − 9; in case E1-4 (resp. E3-4) there are three successive ones in row
21i′ − 14, 21i′ − 13, 21i′ − 12 (resp. 21i′ − 8, 21i′ − 7, 21i′ − 6), and a one in 21i′ − 16 (resp. 21i′ − 4), i ≠ i′; for the
cases E4-1, E4-2, E4-3, E4-4 there is a one in row 20j+ k and another one either in row 21j− 12 or 21j− 11 or 21j− 9
or 21j− 8;
• column 21i− 11, 1 ≤ i ≤ n: there are four successive ones in rows 21i− 9, 21i− 10, 21i− 11, 21− 12; the other cases
are similar to the one of the column 21i− 12; considering the possible ones in rows 21n+ 3i− 2, 21n+ 3i by (4) there
is exactly three sequences of ones;
• column 21i− 10, 1 ≤ i ≤ n: there are three successive ones in rows 21i− 9, 21i− 10, 21i− 11, and two ones in rows
21n+ 3i− 2, 21n+ 3i;
• columns 21i− 9, 21i− 8, 1 ≤ i ≤ n: these cases are similar to the cases of columns 21i− 12 and 21i− 11, respectively;
• columns 21i− 7, 21− 6, 21i− 4, 1 ≤ i ≤ n: these cases are similar to the cases of columns 21i− 13, 21i− 14, 21− 16,
respectively, considering E2-1, E2-2, E2-3, E2-4;
• columns 21n+ 3i− 2, 21n+ 3i, 1 ≤ i ≤ n: there are a one in rows 21n+ 3i− 2, 21n+ 3i, another one in row 21i− 10
plus the possible ones in rows 21i− 9, 21i− 11;
• the other columns have no entries set to one.
So if G can be colored with three colors then A can be decomposed into three hv-matrices. This completes the proof. 
Corollary 5. For every k ≥ 3, the problem of deciding if a binary matrix can be decomposed into k hv-matrices isNP -complete.
Proof. We proceed by induction on k. TheNP -completeness for k = 3 is proved by the previous theorem even in the case
where thematrix to be decomposed is a squarematrix. For k > 3weuse a polynomial time transformation from the problem
where k′ = k− 1. From A′ an n′× n′ binary matrix we build A an n× nmatrix as follows: n = n′+ 2k, A[i, j] = A′[i, j], 1 ≤
i, j ≤ n′,A[n′+2, j] = 1, 1 ≤ j ≤ n′+2, A[i, n′+2] = 1, 1 ≤ i ≤ n′+1, A[n′+2, n′+2p] = 1, 2 ≤ p ≤ k, A[n′+2p, n′+2] =
1, 2 ≤ p ≤ k. If A′1, . . . , A′k−1 is a decomposition of A′ we obtain a decomposition of A into k hv-matrices as follows: for
1 ≤ p ≤ k−1, Ap[i, j] = A′p[i, j], 1 ≤ i, j ≤ n′ and Ap[n′+2, n′+2+2p] = A[n′+2, n′+2+2p], Ap[n′+2+2p, n′+2] =
A[n′ + 2 + 2p, n′ + 2], and Ak[n′ + 2, j] = A[n′ + 2, j], 1 ≤ j ≤ n′ + 2, Ak[i, n′ + 2] = A[i, n′ + 2], 1 ≤ i ≤ n′ + 1. Now
suppose that A can be decomposed into k hv-matrices A1, . . . , Ak: there are k sequences in row (resp. column) n′ + 2, so a
matrix, say Ak, contains all the entries A[n′ + 2, j], 1 ≤ j ≤ n′ + 2, A[i, n′ + 2], 1 ≤ i ≤ n′ + 1. Thus the k− 1 n′ × n′ upper
left submatrices of Ap, 1 ≤ p ≤ k− 1, form a decomposition of A′ into k− 1 hv-matrices. 
3.2. Decomposition into two hv-matrices
Here we show how to decompose a binary matrix A into two hv-matrices in polynomial time. We give some necessary
conditions for a solution to exist, and we show how to construct a graph from Awhich is used in the design of a polynomial-
time algorithm. We suppose that the entries of the matrix A to be decomposed are connected otherwise each component
can be independently treated. We suppose also that A is not hv-convex otherwise the decomposition is trivial.
Fact 6. A binary matrix A can be decomposed into two hv-binary matrices A1, A2 only if
@ p, k, q, l, r, 1 ≤ p < k < q < l < r ≤ n, such that A(i, p) = A(i, q) = A(i, r) = 1 and A(i, k) = A(i, l) = 0, 1 ≤ i ≤ m
and
@ p, k, q, l, r, 1 ≤ p < k < q < l < r ≤ m, such that A(p, j) = A(q, j) = A(r, j) = 1 and A(k, j) = A(l, j) = 0, 1 ≤ i ≤ m.
This condition can be checked in time O(mn) by scanning the elements for each row and each column.
From A we build a graph G = (V , E) as follows (see Fig. 5): the set of nodes is V = {vij : A[i, j] = 1}; the edge set is
E = {{vij, vij′} : ∃k, j < k < j′ A[i, k] = 0, 1 ≤ i ≤ m} ∪ {{vij, vi′j} : ∃k, i < k < i′ A[k, j] = 0, 1 ≤ j ≤ n}. So if
there is an edge linking two vertices vij, vi′j′ the entries A[i, j], A[i′, j′] cannot be in a same hv-matrix. It is easily seen that
|E| ≤ 14 (mn2 + nm2). Thus G can be built in time O(mn(m+ n)).
Fact 7. A binary matrix A has a decomposition into two binary hv-matrices A1, A2 only if G is bipartite.
Proof. If A1, A2 are two binary hv-matrices that decompose A, any pair of vertices corresponding to the same matrix
Ai, i = 1, 2, cannot be linked by en edge, so G is bipartite. 
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Fig. 5. A matrix A and its associated bipartite graph G(V , E). (Plain lines and broken lines are used to distinguish the connected components.)
Fig. 6. The literals associated with the connected components of G.
Recall that breadth-first search can decide in time O(|E|) if a graph is bipartite.
Let X = {x, y, . . . , z} such that |X | ≤ |V | be a set of binary variables. As usual we denote by x¯ the complement of a
variable x. To any entry A[i, j] an unique literal x or x¯ will be associated. In the following it will be written A[i, j] = x or
A[i, j] = x¯. The assignment true or false to xwill be used to decide if the entry A[i, j]will be either in A1 or in A2.
From G we associate the literals to the entries of A (see Fig. 6): if {vij, vkl} ∈ E then A[i, j] = x if and only if A[k, l] = x¯.
A variable x ∈ X is associated with each connected component Cx of G: hence for any vertex vij ∈ Cx that corresponds to
A[i, j] = x all its neighbors vkl correspond to A[k, l] = x¯. Since the cycles of Cx have an even length for any entry A[i, j], a
contradiction cannot occur (i.e., A[i, j] = x and A[i, j] = x¯).
If G contains an unique connected component Cx we assign to A1 the entries A[i, j] = x and to A2 the entries A[i, j] = x¯,
and thus we have a decomposition of A.
We define a triplet (x, y, z) as three literals such that A[i, j] = x, A[i, k] = y, A[i, l] = z or A[j, i] = x, A[k, i] = y, A[l, i] =
z, with j < k < l or j > k > l.
If there is more than one variable in X we define some rules that we will use either to merge two variables or to detect a
failure (A cannot be decomposed into two hv-matrices).
inner-rule For any row i (resp. column i): if A[i, j] = A[i, k] = x, j ≤ k + 2 (resp. A[j, i] = A[k, i] = x, j ≤ k + 2), then
A[i, l] = x, j < l < k (resp. A[l, i] = x, j < l < k).
outer-rule For any row i (resp. column i): if A[i, j] = x (resp. A[j, i] = x) and A[i, k] = x¯ (resp. A[k, i] = x¯), j < k, then all
the A[i, l] = x (resp. A[l, i] = x), l < j, and all the A[i, l] = x¯ (resp. A[l, i] = x¯), l > k.
Applying these two rules we can detect the inconsistency of A if A[i, j] = x and A[i, j] = x¯ for an entry A[i, j], or if a triplet
(x, x¯, x) or (x¯, x, x¯) exists. Note that by applying one of these rules the number of variables in X decreases.
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Fact 8. If a binary matrix A has a decomposition into two binary hv-matrices A1, A2 then
• If there are two triplets (x, y, z) and (x, y, z¯) then x = y;
• If there are two triplets (x, y, z) and (x, y¯, z) then x = z¯;
• If there are two triplets (x, y, z) and (x, z, y) then z = y;
• If there are two triplets (x, y, z) and (x, z¯, y) then x = z¯;
• If there are two triplets (x, y, z) and (x, z, y¯) then x = y.
Proof. We suppose that A1, A2 is a decomposition of A.
If there exist two triplets (x, y, z) and (x, y, z¯) and x ≠ y: from the first triplet we have y = z and from the second y = z¯,
a contradiction.
If there exist two triplets (x, y, z) and (x, y¯, z) and x = z: from the first triplet we have y = x = z and from the second
y¯ = x = z, a contradiction.
If there exist two triplets (x, y, z) and (x, z, y) and y ≠ z: from the first triplet we have y = x and from the second x = z,
a contradiction.
If there exist two triplets (x, y, z) and (x, z¯, y) and x = z: from the first triplet we have y = x = z and from the second
z¯ = x = y, a contradiction.
If there exist two triplets (x, y, z) and (x, z, y¯) and x ≠ y: from the first triplet we have y = z and from the second x = z,
a contradiction. 
Note that if one condition of Fact 8 is satisfied the number of variables in X decreases.
We will now design the following algorithm:
ALGORITHM 2-hv-DEC
Input: A anm× n binary matrix such that the ones are connected
Output: Either a decomposition of A into A1, A2 twom× n binary hv-matrices or failure
(1) Check the necessary condition given by Fact 6; if it is not satisfied exit with failure;
(2) Build the graph G and verify that G is bipartite otherwise exit with failure;
(3) Assign a distinct Boolean variable x ∈ X to each connected component of G;
(4) apply inner-rule, outer-rule, or the conditions given by Fact 8 while it is possible
• If only one variable x remains then A1 contains the entries with A[i, j] = x and A2 contains the entries with A[i, j] = x¯;
• If the inner-rule or the outer-rule leads to an inconsistency then exit with failure;
(5) While there is a pair x, y of variables such that literals x or x¯, and y or y¯, lie in the same row or column, firstly do x = y,
and then apply, one variable at a time, the inner-rule, or the outer-rule, or a condition given by Fact 8 as long as it is
possible;
(6) A1 contains the entries A[i, j] = x, and A2 contains the entries A[i, j] = x¯.
Proposition 9. The algorithm 2-hv-DEC solves the problem of decomposition of a binary matrix into two hv-matrices in
polynomial time.
Proof. ALGORITHM 2-hv-DEC is correct up to step (4): the inner-rule and outer-rule are clearly necessary conditions to
satisfy the hv-convexity. The other conditions are given by Facts 6–8.
Now we prove the correctness of (5). Firstly, since at each iteration the number of variables in X decreases the step (5)
terminates. Now we prove by contradiction that after each iteration of (5) an inconsistency is not possible. We suppose
there is a row i (the case of a column is the same) where A[i, j] = x, A[i, k] = x¯, A[i, l] = x, j < k < l (by symmetry we
can exchange the roles of x and x¯). Remark that this situation cannot occur before the step (5). Remark also that just after
the step (4) A[i, j] = x, A[i, l] = x or A[i, j] = x, A[i, k] = x¯ or A[i, k] = x¯, A[i, l] = x is impossible. Firstly, we suppose that
A[i, j] = x before the iteration of (5) we are considering. Moreover, we suppose that the new assignment of A[i, k] is done
before the new assignment of A[i, l] during this iteration: due to the outer-rule A[i, l] = x¯, a contradiction. The case where
the new assignment of A[i, k] is done after the assignment of A[i, l] is similar due to the inner-rule. Secondly, suppose that
A[i, k] = x¯ before the iteration: due to the outer-rule A[i, j] = x¯ or A[i, l] = x¯, a contradiction. Finally, we suppose that
before the iteration we have A[i, j] = y and A[i, k] = z and A[i, l] = t: considering the first entry A[i, j], A[i, k] or A[i, l]
which is assigned to x or x¯ during the iteration we fall in a case described above.
Since after the step (5) X contains exactly one variable the step (6) correctly works.
The steps (1)–(3) run in polynomial time. The number of triplets is O(max(n3,m3)). The steps (4) and (5) run in
polynomial time since the number of variables decreases at each iteration. Then since the step (6) runs in time O(mn) the
algorithm 2-hv-DEC runs in polynomial time. 
Fig. 7 illustrates an execution of ALGORITHM 2-hv-DEC.
3.3. Decomposition into two phv-matrices
As for the previous section we prove some necessary conditions for a solution to exist and we give some properties of
hv-convex polyominoes to use in the design of a polynomial time algorithm.
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Fig. 7. How 2-hv-DEC decomposes the binary matrix A.
We suppose that the entries of the binary matrix A to decompose form a polyomino: otherwise, if there are more than
two components A cannot be decomposed into two phv-matrices, if A consists of two components each of them has to be a
hv-polyomino. We also suppose that, A is not a phv-matrix else there is nothing to do, and the necessary condition of Fact 6
is satisfied. So there is at least one line of A, row or column, with two sequences.
We recall some properties of hv-polyominoes. Let A[i, j] and A[i′, j′] be two entries of an hv-polyomino, up to symmetries
we suppose that i < i′, j ≤ j′. A path P from A[i, j] to A[i′, j′] is monotone if and only if for two successive entries of
P, (A[k, l], A[p, q]), either k = p and q = l+ 1 or l = q and p = k+ 1. Up to the other relative positions of A[i, j] and A[i′, j′]
a monotone path between A[i, j] and A[i′, j′] is defined similarly. We have the following (see [5]): a polyomino is hv-convex
if and only if for each pair of entries A[i, j], A[i′, j′] there exists a monotone path from A[i, j] to A[i′, j′].
A Boolean variable is associated with each entry of A. We write by A[i, j] = x or A[i, j] = x¯ the assignment of A[i, j]. At
the end of the procedure, if A can be decomposed in two phv-matrices A1, A2, all the entries will be assigned either to x or
to x¯. The entries A[i, j] = x and A[i, j] = x¯make A1 and A2, respectively.
We denote by C and R the sets of columns and rows with two sequences of ones, respectively. For a column j ∈ C (resp.
row i ∈ R) the two sequences contained in it are called the upper sequence and the lower sequence (resp. the left sequence
and the right sequence). Without loss of generalities we suppose that C ≠ ∅. Fact 10 shows the assignment of x and x¯ for
each column j ∈ C .
Fact 10. If a binary matrix A has a decomposition into two phv-matrices A1, A2 then for each pair of columns j, k ∈ C, if for the
column j we have A[i, j] = x for the entries of the upper sequence and A[i, j] = x¯ for the entries of the lower sequence then for the
column k we have A[i, k] = x for the entries of the upper sequence and A[i, k] = x¯ for the entries of the lower sequence.
Proof. Suppose that for column j we have A[i, j] = x for the entries of the upper sequence, A[i, j] = x¯ for the entries of the
lower sequence, and for column kwe have A[i, k] = x¯ for the entries of the upper sequence and A[i, k] = x for the entries of
the lower sequence. Then it is impossible to have both a monotone path P1 in A1 from an entry A[i, j] of the upper sequence
of j to A[l, k] an entry of the lower sequence of k, and a monotone path P2 in A2 from an entry A[i, j] of the lower sequence
of j to A[l, k] an entry of the upper sequence of k. 
By symmetry we have the following:
Fact 11. If a binary matrix A has a decomposition into two phv-matrices A1, A2 then for each pair of rows i, k ∈ R, if for row i
we have A[i, j] = x for the entries of the left sequence and A[i, j] = x¯ for the entries of the right sequence then for row k we have
A[k, j] = x for the entries of the left sequence and A[k, j] = x¯ for the entries of the right sequence.
It follows from Facts 10 and 11 that a decomposition into two phv-matrices, if it exists, is one of the two types below; we
suppose that A[i, j] = x for the entries of the upper sequence and A[i, j] = x¯ for the entries of the lower sequence for every
column j ∈ C:
Type1 for each row i the entries A[i, j] = x are situated at the left of the entries A[i, k] = x¯;
Type2 for each row i the entries A[i, j] = x are situated at the right of the entries A[i, k] = x¯.
Now we need to define several kinds of monotone paths that will be used in the procedure. Let A[i, j] and A[i′, j′] be two
entries of an hv-polyomino, and suppose that i < i′, j ≤ j′. A path P from A[i, j] to A[i′, j′] is Rightmost-Downmonotone if and
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only if P is monotone and for two successive entries (A[k, l], A[p, q]), if A[p, q] = A[k+ 1, l] then A[k, l+ 1] is not an entry
of the polyomino. One can observe the following: If there is a monotone path from A[i, j] to A[i′, j′] then there is a unique
Rightmost-Down monotone path. A path P from A[i, j] to A[i′, j′] is Downmost-Right monotone if and only if P is monotone
and for two successive entries (A[k, l], A[p, q]), if A[p, q] = A[k, l+1] then A[k+1, l] is not an entry of the polyomino. Up to
the other relative positions of A[i, j] and A[i′, j′] a Rightmost-Up, Upmost-Right, Leftmost-Down, Leftmost-Up, Downmost-Left,
Upmost-Left monotone path between A[i, j] and A[i′, j′] is defined similarly and is unique.
Fact 12. If a binary matrix A has a decomposition into two phv-matrices A1, A2 then
(1) If A[i, j] = x, A[i′, j′] = x, j < j′ and i′ < i then each entry A[k, l] of the Upmost-Right monotone path from A[i, j] to A[i′, j′]
satisfies A[k, l] = x;
(2) If A[i, j] = x, A[i′, j′] = x, j < j′ and i′ > i then each entry A[k, l] of the Rightmost-Down monotone path from A[i, j] to
A[i′, j′] satisfies A[k, l] = x;
(3) If A[i, j] = x¯, A[i′, j′] = x¯, j < j′ and i′ < i then each entry A[k, l] of the Rightmost-Up monotone path from A[i, j] to A[i′, j′]
satisfies A[k, l] = x¯;
(4) If A[i, j] = x¯, A[i′, j′] = x¯, j < j′ and i′ > i then each entry A[k, l] of the Downmost-Right monotone path from A[i, j] to
A[i′, j′] satisfies A[k, l] = x¯.
Proof. We prove the case (1). Necessarily there is a monotone path P from A[i, j] to A[i′, j′] with each of its entries set to x.
Suppose that there is an entry A[k, l] of the Upmost-Right monotone path such that A[k, l] = x¯. There is at least one entry
A[h, l] of P such that h > k. Let j ∈ C . Recall that A[p, j] = x for all the entries of the upper sequence and A[q, j] = x¯ for all
the entries of the lower sequence of column j. Hence we get j ≠ l. Moreover there are two monotone paths: the first from
an entry of the upper sequence A[p, j] to A[h, l]with all its entries set to x; the second from an entry of the lower sequence
A[q, j] to A[k, l]with all its entries set to x¯. These two paths are crossing which is impossible.
Using similar arguments we prove the three other cases. 
Nowwe are ready to design the algorithm that computes the decomposition. The inner-rule and outer-rule are the same
as in Section 3.2.
ALGORITHM 2-phv-DEC
Input: A anm× n binary matrix such that the ones are connected
Output: Either a decomposition of A into twom× n binary phv-matrices A1, A2 or failure
(1) Check the necessary condition given by Fact 6; if it is not satisfied exit with failure;
(2) for each column with two sequences fill the upper sequence with x and fill the lower sequence with x¯;
(3) apply the monotone path rule according to Fact 12, the inner-rule, the outer-rule, the rules described by Fact 8 while it
is possible and exit with failure if a monotone path cannot be found or a cell receives both x and x¯;
(4) Check if the preceding fillings force the decomposition to be of Type 1 or of Type 2:
• if there is a row iwith A[i, j] = x and A[i, j′] = x¯, j < j′: Type 1;
• if there is a row iwith A[i, j] = x¯ and A[i, j′] = x, j < j′: Type 2;
• if the decomposition is of Type 1 and Type 2 exit with failure;
• else the type of decomposition is free
(5) if the decomposition is free and there is a row iwith two sequences make the decomposition of Type 1 and go to (3);
(6) fill all the non-assigned cells with x;
(7) A1 contains the entries A[i, j] = x, and A2 contains the entries A[i, j] = x¯.
Proposition 13. ALGORITHM 2-phv-DEC solves the problem of decomposition of a binary matrix into two phv-matrices in
polynomial time.
Proof. The correctness of the algorithm follows first from the facts and claims proved above and second by the assumption
that C ≠ ∅, so there is at least one column which is entirely assigned at step (2). Moreover, just before step (6), all
the ones of the sets R and C are assigned. Thus as for the proof of Proposition 9, it is not possible to find a row i with
A[i, j] = x, A[i, k] = x¯, A[i, l] = x, j < k < l. The algorithm is trivially polynomial. 
4. Conclusion
In this paper, we have considered the minimum decomposition of binary matrices into hv-convex matrices or into
hv-convex polyominoes. Note that here the two optimization problems, minimum time decomposition and minimum
cardinality decomposition, are the same. It is shown that the decomposition into two hv-matrices and the decomposition
into two phv-matrices are polynomially solvable. For the decomposition into three hv-matrices the problem becomes
NP -complete. The complexity status of the decomposition into three phv-matrices problem remains open.
In the case of the decomposition of an integer matrix the minimum cardinality problem isNP -complete even for single
rowmatrices. However the minimum time decomposition of integer matrices into two hv-convex binary matrices remains
open. It will be of great importance to determine the complexity of this last problem.
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