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Abstract
As the cornerstone of modern portfolio theory,
Markowitz’s mean-variance optimization is consid-
ered a major model adopted in portfolio manage-
ment. However, due to the difficulty of estimating
its parameters, it cannot be applied to all periods.
In some cases, naive strategies such as Equally-
weighted and Value-weighted portfolios can even
get better performance. Under these circumstances,
we can use multiple classic strategies as multiple
strategic arms in multi-armed bandit to naturally
establish a connection with the portfolio selection
problem. This can also help to maximize the re-
wards in the bandit algorithm by the trade-off be-
tween exploration and exploitation. In this pa-
per, we present a portfolio bandit strategy through
Thompson sampling which aims to make online
portfolio choices by effectively exploiting the per-
formances among multiple arms. Also, by con-
structing multiple strategic arms, we can obtain the
optimal investment portfolio to adapt different in-
vestment periods. Moreover, we devise a novel
reward function based on users’ different invest-
ment risk preferences, which can be adaptive to var-
ious investment styles. Our experimental results
demonstrate that our proposed portfolio strategy
has marked superiority across representative real-
world market datasets in terms of extensive evalua-
tion criteria.
1 Introduction
The portfolio selection problem is a fundamental issue in the
financial sector for many asset investments, including funds,
stocks, bonds, and options. According to Gary Brinson, the
father of global asset allocation, “Asset allocation is the main
factor that affects all overall returns.” In the long run, more
than 90% of a portfolio’s performance is attributable to its
asset allocation [Brinson et al., 1995]. Thus, asset allocation
of a portfolio is the key determinant of performance, risk, and
volatility over time.
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Modern portfolio theory and analysis tend to build upon
the seminal work of Markowitz [Markowitz, 1952]. Up to
now, the mean-variance paradigm has remained the main-
stream choice for academia and industry. However, the main
problem of using a single strategy is that it cannot be adapted
to the changing environment. For instance, in an event of
the stock market crash, the sold-all strategy with cash will
have a good performance. Meanwhile, during the bull mar-
ket, the buy-and-hold strategy is likely to perform even bet-
ter. In terms of this issue, a simple approach in the invest-
ment field is to periodically review the effectiveness of the
current strategy and appropriately adjust the strategy for the
next phase. This is a typical problem of exploration and ex-
ploitation. Therefore, we use reinforcement learning to solve
the problem of how to determine optimal portfolio strategy to
adapt for different investment periods.
Meanwhile, each investor’s pursuit of risk and benefit is
different, which is called the user’s investment risk prefer-
ence. Although a good strategy can ultimately help in achiev-
ing a good return, not every investor is willing to take on some
risks in the process. For example, users with a low risk toler-
ance are unlikely to consider short-term losses, whereas users
with high risk tolerance tend to pursue high returns and usu-
ally do not care about retracement. For this reason, we take
the users’ investment risk preferences into account and pro-
pose a novel reward function, which can be adaptive to vari-
ous investment styles such as high-risk-high-return and low-
risk-low-return investment style.
In this paper, we first turn the portfolio problem into a
multi-armed bandit problem and construct a series of strate-
gic arms basing on the classic strategies. Subsequently, we
apply Thompson sampling method to select strategic arm and
further update the Beta distribution of strategic arms based
on the user’s investment risk preference. The contributions of
the present work are summarized as follows:
• To adapt to different market conditions in different peri-
ods, we utilize the multi-armed bandit problem to adap-
tively select the most suitable strategy to form an online
portfolio strategy.
• We devise a novel reward function based on the users’
investment risk preferences to ascertain that the method
fits a variety of users’ needs. This helps to achieve dif-
ferent return-to-risk ratio.
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• Experimental results indicate that the proposed portfo-
lio strategy has marked superiority across representa-
tive real-world market datasets in terms of a series of
standard financial evaluation indicators, which include
Sharpe ratios, cumulative wealth, volatility, and maxi-
mum drawdowns.
2 Related Work
In this section, we briefly discuss two topics, that is, multi-
armed bandit and portfolio selection problem.
2.1 Multi-armed Bandit and Thompson Sampling
This section contains theories, solutions for the multi-armed
bandit problem and Thompson sampling.
There are many exploration vs exploitation dilemmas in
many aspects of our life. At the same time, investment strate-
gies attempt to balance existing portfolios and new portfolios
to achieve higher returns. In this case, if we can speculate the
future trend of all assets in the market, we can find the best in-
vestment strategy by just simulating brute-force instead of us-
ing several other smart approaches. This dilemma originates
from the incomplete information: we need to gather enough
information to make best overall decisions while keeping the
risk under control. With exploitation, we can take advantage
of the best known option. With exploration, we can take some
risk to collect information about unknown options. There-
fore, the best long-term strategy may involve short-term sac-
rifices.
The multi-armed bandit problem is a classic problem that
exhibits the exploration vs exploitation dilemma. It is like
facing multiple slot machines in a casino and each is config-
ured with an unknown probability of how likely you can get
a reward at one play. The aim is to maximize the cumulative
reward. If we know the optimal action with the best reward,
then the goal is same as to minimize the potential regret or
loss by not picking the optimal action.
The possible methods that can be used to solve this prob-
lem are roughly divided into three distinct categories, -
greedy algorithm, upper confidence bounds (UCB) algorithm
[Auer et al., 2002] and Thompson sampling [Thompson,
1933].
Thompson sampling has a simple idea. However, it works
great for solving the multi-armed bandit problem [Chapelle
and Li, 2011; Russo and Van Roy, 2014]. At each time step,
select action a according to the Beta probability that a is op-
timal. After observing the true reward, update the Beta distri-
bution accordingly. This essentially involves doing Bayesian
inference to compute the posterior with the known prior and
the likelihood of getting the sampled data.
With the rise of reinforcement learning, numerous works
study how to apply multi-armed bandit to various fields, such
as recommender [Li et al., 2010; Wu et al., 2016] and e-
commence [Brode´n et al., 2017; Brode´n et al., 2018]. Be-
sides, some scholars have tried to incorporate reinforcement
learning into the field of portfolio optimization [Liang et al.,
2018; Jiang et al., 2017; Sani et al., 2012]. Still, other studies
have used assets directly as arms in multi-armed bandit. For
instance, Shen [Shen et al., 2015] proposed to use the UCB
algorithm to achieve online portfolio selection by construct-
ing an orthogonal portfolio. Meanwhile, other studies have
only used Thompson sampling to generate portfolio. For ex-
ample, Shen [Shen and Wang, 2016] presented an online port-
folio algorithm that leverages Thompson sampling to mix two
different strategies. Inspired by these studies, we combine the
multi-armed bandit and Thompson sampling, use the classic
strategies as strategy arms to achieve an adaptive portfolio.
2.2 Portfolio Strategy
This section presents the current state of research on port-
folios, including mean-variance models, forecast trends, and
the Universal portfolio. Existing studies have specially based
upon classical financial theory and have combined with ma-
chine learning to achieve better performance.
In 1952, Markowitz put forward the mean-variance model,
which was the first of its kind in modern portfolios
[Markowitz, 1952]. This model constrains the relevant condi-
tions of portfolio issues to pursue a balance of risk and return.
In particular, some scholars attempted to improve the effect
of the mean-variance model by adding regularity [Brodie et
al., 2009; Shen et al., 2014]. Other studies have improved
the performance of the mean-variance model by changing the
sampling method. For instance, Shen [Shen and Wang, 2017]
proposed a new portfolio strategy through resampling subsets
of the original large universe of assets.
In addition, some scholars pursued the maximum return-
to-risk ratio of the portfolio through trend forecasting, such
as by predicting stock price movements in the stock market.
For example, Palmowski et al. [Palmowski et al., 2018] stud-
ied a portfolio selection problem in a continuous-time Itoˆ-
Markov additive market in which the prices of financial assets
were described by Markov additive processes. Meanwhile,
Paolinelli [Paolinelli and Arioli, 2019] proposed a model
for stocks dynamics based on a non-Gaussian path integral,
which connected between time horizons and trading strate-
gies.
The third type of research is based on the Universal port-
folio theory. This is a portfolio selection algorithm from the
field of machine learning and information theory. The algo-
rithm learns adaptively from historical data and maximizes
the log-optimal growth rate in the long run. Huang et al.
[Huang et al., 2015] designed semi-universal portfolio strat-
egy under transaction fee, which tries to avoid rebalancing
when the transaction fee outweighs the benefit of trading.
All of the above methods are all based on a single financial
theory to construct an online investment portfolio. However,
the method of this paper adaptively adopts different invest-
ment strategies in multiple cycles to achieve the highest long-
term return-to-risk ratio.
3 Methodology
In this section, we first introduce the notations and finance
terms used in this paper. We will also discuss several strategic
arms based on classic portfolios, formulate portfolio blending
a multi-armed bandit problem, and how to solve this problem
using Thompson sampling. Lastly, we summarize the pro-
posed algorithm.
3.1 Notations and Problem Definition
To start with, we give the problem an abstract definition.
We consider a self-financing, limited time and limited as-
set financial environment. The trading periods consist of
tk = k∆t, k = 0, ...,m, where ∆t represents one day, week
or month, depending on the cycle of rebalancing and m is the
total cycles of participation in the transaction. We also rep-
resent the return vector of n assets at time tk−1 to tk time
as Rk. The formula of the return Rk,i of the i-th asset is
Rk,i = Pk,i/Pk−1,i, where Pk−1,i and Pk,i represent the
price of the i-th asset at times tk−1 and tk. The transaction
fee is also an important factor in the final benefit. For the sake
of simplifying the model, however, it is not considered in this
model. Still, we think about how to reduce trading behavior.
Wk as the portfolio weight vector at time tk denotes the
investment decision at time tk, where Wk,i represents the al-
location weight of the i-th asset in the entire portfolio. We
assume that the sum of the combined weights is 1 (except for
pure cash position), i.e., WTk 1 = 1, where 1 is a column
vector with ones as its entities. Also, we correspond to the
following two cases of Wk and the actual trading strategy:
wk,i > 0 indicates that we need to take a long position of the
i-th asset at market price; while wk,i < 0 shows that we need
to take a short sale position of i-th asset. The actual opera-
tion requires a deposit, and also needs to pay dividends for
short-selling assets, etc. However, for the sake of simplifi-
cation, we will not consider this situation for the time being,
and only consider the gains or losses caused by stock price
changes.
3.2 Strategic Arms Based on Classic Portfolios
In our research, we do not directly use assets as arms in multi-
armed bandit. Instead, we use classic portfolio strategies in
finance as strategic arms to reduce the number of arms, and
also to reduce transaction volume as well as increase stability.
We use the following strategies:
Buy and Hold (BH): This is an intuitive idea which in-
volves doing nothing and continuing to hold the existing port-
folio in this time window.
WBHk = Wk−1. (1)
Sold All (SA): Involves selling all the assets so that the
combination is an empty position or a pure cash position.
WSAk = 0. (2)
Equally-weighted portfolio (EW): Regardless of the as-
set, all assets are directly placed into equal weight positions
during each rebalancing period.
WEWk =
1
n
1. (3)
Value-weighted portfolio (VW): As a passive investment
strategy, positions in each rebalancing period are allocated as
per the current capital of each asset.
WVWk =
Wk−1 ◦Rk−1
WTk−1Rk−1
. (4)
Mean-variance portfolio (MV): Mean-variance model is
a strategy constructed in line with the Markowitz’s theory. It
captures the aforementioned risk-return trade-off.
WMVk = arg min
Wk1=1
WTk ΣkWk −RTkWk, (5)
where RTkWk is the expected return and W
T
k ΣkWk is the
variance of portfolio returns.
3.3 Portfolio Bandit via Thompson Sampling
(PBTS)
Each strategy has its own suitable period and scene, thus they
also have a certain probability to get the most profit. Basing
on this idea, this paper regards the portfolio selection problem
as a multi-armed bandit problem, and classic portfolio strate-
gies as the strategic arms in order to achieve higher long-term
returns. The specific definition is as follows:
The multi-armed bandit of the portfolio strategy is <
a;Ra >. a is a collection of strategic arms (classic portfo-
lio strategies),
ak = [ak,1, ..., ak,l],
ak,1 = w
BH
k , ak,2 = w
SA
k , ak,3 = w
EW
k ,
ak,4 = w
VW
k , ak,5 = w
MV
k , (6)
where l represents the total number of strategic arms. There
are l arms at each time k, and which arm is selected according
to which strategy is used to adjust the weight of the portfolio.
Assume Raj,r = P (r|aj) is the probability distribution
function of the return, at each time k, θk,j ∼ Raj,r . And the
probability of each strategic arm is a Beta distribution θj ∼
Beta(αj , βj).
At time k, each arm randomly samples a value θk,j from its
respective Beta distribution, then the arm jk of this selection
is:
jk = arg max
j
θk,j . (7)
In order to judge whether this choice is successful, we com-
prehensively consider the users’ investment risk preferences
and use the Sharpe ratio as a measure. Therefore, we give
a (0, 1) criterion based on the top-k strategy. The judgment
formula is:{ ∑l
j=1(1A) ≥ c success∑l
j=1(1A) < c failure
A = {j | SR(ak,jk)− SR(ak,j) ≥ 0 } ,
(8)
where 1A is an indicator function and SR(ak,j) represents
the Sharp ratio of user’s historical selection of arm j at time
tk. Usually, the international average generally takes a 36-
month net growth rate to calculate the Sharpe ratio.
The choice of c can be selected based on users’ investment
risk preferences. If the user prefers to pursue high-risk and
high-return, the smaller the c can be; the larger the c can be,
if the user tends to pursue a relatively stable investment.
Then update the Beta distribution of arm jk, expressed as:{
success θjk ∼ Beta(αjk + 1, βjk)
failure θjk ∼ Beta(αjk , βjk + 1) , (9)
Algorithm 1 Portfolio Bandit via Thompson Sampling
Input: Total cycles of participation in the transaction (m),
number of asserts (n), daily return (R), sliding window (τ ),
the top (c)
Output: Portfolio weight (w)
1: Initialize the Beta distribution θj ∼ Beta(αj , βj) of each
strategic arm by α1 = ... = αl = β1 = βl = 1.
2: for k = 1 to m do
3: Calculate the weight ratio of each basic portfolio strat-
egy according to Eqs. (1) - (5).
4: Sampling each arm’s θj,k from the Beta(αj , βj) dis-
tribution .
5: Select arm jk according to Equation (7).
6: if k > τ then
7: Assign the portfolio weight wk = ak,jk at tk.
8: end if
9: Update αj and βj according to Eqs. (8)-(9).
10: if Success then
11: αj = αj + 1.
12: else
13: βj = βj + 1.
14: end if
15: end for
where success/failure is determined by Equation (8).
Additionally, for each arm’s Beta distribution, we first use
Beta(1, 1) as the initial prior of each arm and update the a
priori results using sliding window τ of historical data. Since
there is no investment strategy performance, Beta(1, 1), the
even distribution of standards, is a reasonable initialization
for investors. At each rebalancing time, the investor builds
the Bernoulli test described above, observes subsequent suc-
cesses or failures, and updates the posterior distribution ac-
cordingly.
Algorithm 1 summarizes the process of building a multi-
armed bandit problem and solving problem via Thompson
sampling.
4 Experiments
4.1 Data
In our experiment, we consider two types of datasets. The
first one is the FF dataset, which was built by Fama and
French based on the US stock market and continues to be up-
dated to date [Fama and French, 1992]. Overall, they have an
extensive coverage of assets classes and span a long period.
In our experiments, the FF25, FF49, FF100 datasets include
monthly returns of 25, 49, and 100 assets more than half a
century. Among them, FF25 and FF100 are formed on size
and book-to-market, while FF49 is an industry portfolio. The
second one is a more frequent stock market data, which in-
cludes constituents of the SP500 and ETFs in the US stock
market. We exclude assets with missing data for the past five
years. Thus, we remain with 476 stocks from 500 constituent
stocks as well as 608 ETFs retained by 1,340 ETFs.
Table 1 is a summary of the datasets, representing different
investment perspectives in the market. The FF datasets em-
phasize long-term gains, spanning more than half a century.
They include the different periods of the US stock market as
well as multiple financial crises that can reflect the long-term
gains of the strategy. Meanwhile, the SP500 and ETF datasets
reflect at high trading frequencies. Regardless of the extreme
market, the medium-term performance of the strategy is high-
lighted. In particular, we choose the timing of our datasets to
avoid the latest financial crisis after 2007.
4.2 Evaluation Metrics
We use the standard criteria in finance [Brandt, 2010] to mea-
sure the performance of the portfolio strategy outside the
training sample: (1) Sharpe Ratio; (2) Cumulative Wealth;
(3) Maximum Drawdown; (4) Volatility.
Sharpe Ratio (SR) measures the return-to-risk ratio of a
portfolio strategy and normalizes the return on the portfolio
using its standard deviation. It is expressed as:
SR =
µˆ
σˆ
, µˆ =
1
m− τ
m∑
t=τ+1
µt, σˆ =
√√√√ 1
m− τ
m∑
t=τ+1
(µt − µˆ)2,
(10)
where µt = RtTwt − 1.
SR is a comprehensive measure that combines both returns
and risks into the evaluation, giving the return value of each
risk of the portfolio.
Cumulative Wealth (CW) is a weighted cumulative return
measuring the time at which each asset’s revenue in a portfo-
lio strategy begins to accumulate to the last calculated return.
It is expressed as:
CW =
m∏
t=τ+1
Rt
Twt. (11)
Maximum Drawdown (MDD) is the maximum amount of
wealth reduction that a cumulative wealth has produced from
its maximum value over time, expressed as:
MDD = max
t∈(τ,m)
(Mt − CWt),Mt = max
k∈(τ,t)
CWk, (12)
where retracement Mt−CWt represents to the loss from the
maximum wealth value Mt during its operation to the time
t, and CWt denotes to the cumulative wealth up to the time
t. Since the sharp decline inevitably causes investors to panic
and cause divestment, the maximum retracement is usually
the primary risk measure for the money management indus-
try.
Volatility (VO) is a quantitative risk metric for the invest-
ment industry. The calculation of portfolio volatility is related
to the standard deviation in Equation (10). To measure the
portfolio strategy with different weight adjustment frequen-
cies, we calculate the annualized volatility using the follow-
ing formula:
V O =
√
Hσˆ, (13)
whereH is the number of times the weights are adjusted each
year. In our experiment, H = 12 for the monthly datasets,
and H = 365 for the daily datasets.
Dataset Frequency Time Period m n Description
FF25 Monthly 06/01/1963 - 11/31/2018 545 25 25 portfolios of firms sorted by size and book-to-market
FF49 Monthly 07/01/1969 - 11/31/2018 472 49 49 industry portfolios representing the U.S. stock market
FF100 Monthly 07/01/1963 - 11/31/2018 544 100 100 portfolios of firms sorted by size and book-to-market
ETFs Daily 12/08/2011 - 11/10/2017 1,138 608 Exchange-traded funds in U.S. stock market
SP500 Daily 02/11/2013 - 02/07/2018 1,355 476 500 firms listed in the S&P 500 Index
Table 1: Summary of the datasets
(a) FF25 (b) FF49 (c) FF100
(d) ETFs (e) SP500
Figure 1: The curves of cumulative wealth across the investment periods for different portfolios on (a) FF25, (b) FF49, (c) FF100, (d) ETFs,
and (e) SP500 datasets.
4.3 Competing Portfolios
To comprehensively assess the proposed method, we consider
ten modern competing portfolios according to our literature
review:
Equally-weighted portfolio (EW): EW is one of classic
strategies, which. It has outperformed 14 sophisticated mod-
els across seven real-world datasets at monthly frequency of
2000 years [DeMiguel et al., 2007]. Therefore, EW is the
first benchmark algorithm for portfolio research.
Value-weighted portfolio (VW): VW is a strategy that im-
itates the market’s passive portfolio, which is the same as the
market index’s volatility. It is also an important benchmark
strategy.
Mean-variance portfolio (MV): MV is one of our basic
strategies based on Markowitz’s theory and outperforms in
different markets and time spans.
Orthogonal Bandit portfolio (OBP): OBP constructs
multiple assets by constructing orthogonal portfolios. It also
uses the upper confidence bound bandit framework to derive
the optimal portfolio strategy that represents the combination
of passive and active investments as per a risk-adjusted re-
ward function [Shen et al., 2015].
Portfolio Blending via Thompson Sampling (TS-EM,
TS-VM): This strategy is applied by Thompson sampling to
the portfolio field for mixing EW and MV as TS-EM, VW
and MV as TS-VM [Shen and Wang, 2016].
Portfolio Selection via Subset Resampling (SSR): The
SSR method estimates the parameters by re-sampling subsets
of the original assets, and aggregates the subsets of the mul-
tiple constructs to obtain the portfolio of all assets [Shen and
Wang, 2017].
Generally, EW, VW, and MV are three portfolio strategy
arms of PBTS, which should be compared with the hybrid
model proposed in this paper. OBP, TS-EM, TS-VM, and
SSR are the heuristic experiments of the model. They are
well recognized as important portfolio strategies based on the
exploration and exploitation problem. Therefore, to be more
convincing, we also compare with these four models.
4.4 Parameter Settings
We use the “rolling range” setting proposed by DeMiguel
[DeMiguel et al., 2007]. In regard to the model proposed
in this paper, we set the sliding window as τ = 120. For
the parameter c of the PBTS, we utilize cross validation to
establish the optimal parameters. And for the parameters of
other comparison algorithms, we use the parameter settings
recommended in the relevant studies.
4.5 Results and Analysis
Results Table 2 summarize portfolio performance evaluated
by the SR, CW, MDD, and VO for all the tested benchmarks,
Dataset Metrics PBTS EW VW MV OBP TS-EM TS-VM SSR
FF25
SR 22.60 20.02 19.84 19.30 15.92 19.82 19.93 19.08
CW 589.41 291.93 398.67 766.58 241.60 588.41 520.81 772.46
MDD (%) 43.83 54.10 55.91 57.98 59.41 57.07 56.60 58.49
VO (%) 17.71 17.51 17.68 18.20 22.03 17.71 17.60 18.41
FF49
SR 24.20 23.15 23.22 11.77 18.55 15.77 15.93 13.22
CW 29.94 19.46 17.26 12.43 24.65 15.23 16.21 12.68
MDD (%) 38.30 52.83 51.42 79.90 51.97 68.72 68.35 75.79
VO (%) 14.39 15.10 15.05 29.76 18.87 22.19 21.96 26.44
FF100
SR 21.76 20.71 21.43 19.21 15.81 20.85 20.62 20.21
CW 57.27 28.12 53.28 18.04 43.14 29.42 22.69 28.78
MDD (%) 30.76 58.73 53.72 50.26 54.80 51.80 53.29 52.38
VO (%) 16.06 16.88 16.33 18.18 22.16 16.77 16.94 17.30
ETFs
SR 194.49 197.22 147.67 17.93 70.94 31.38 31.42 19.40
CW 1.15 1.28 1.51 0.15 1.88 0.63 0.58 0.38
MDD (%) 15.40 16.20 18.46 96.44 23.71 78.77 79.58 88.09
VO (%) 9.83 9.69 12.94 106.56 26.95 60.89 60.81 98.54
SP500
SR 126.88 124.49 127.56 41.27 52.54 66.71 66.56 39.77
CW 1.65 1.52 1.53 1.27 1.30 1.49 1.47 1.32
MDD (%) 14.97 16.41 14.97 36.81 41.09 20.82 21.24 46.49
VO (%) 15.06 15.35 14.98 46.32 36.38 28.65 28.72 48.07
Table 2: Performance of portfolio strategies
respectively. From the comparisons of the various meth-
ods, the values in bold represent the winners’ performance.
The proposed PBTS method achieves a better performance in
most of the cases. On the one hand, for the SR, the results
of the PBTS are in the first echelon on all datasets, with a
slightly lower EW on the ETFs dataset as well as less than
VW on the SP500 dataset. This indicates that the PBTS ba-
sically has a better return-to-risk ratio. For the absolute re-
turn indicator, we use Figure 1 to reflect the change in earn-
ings over time. PBTS outperforms other methods on most
datasets, only below the MV and SSR on the FF25 dataset and
lower than VW and OBP on the ETFs dataset. However, the
OBP and SSR method has large fluctuations on other datasets.
As well, the robustness is lower than the PBTS method. On
the other hand, PBTS performs better on the risk indicators.
As summarized in Table 2, the MDD of PBTS is the small-
est; while PBTS’s VO is lower than EW in the ETFs dataset,
which is usually the lowest VO in the classic strategies, and
is superior to other comparison methods in other datasets.
Analysis In summary, through the performance of the three
long-term FF datasets, we believe that the PBTS method has
an outstanding performance in terms of long-term perfor-
mance. This is consistent with the goal of PBTS of achieving
excellent long-term returns. However, in the mid-term high
frequency situation, through the ETF and SP500 datasets, we
realize that PBTS is not robust enough and depends on the
performance of basic strategies.
Parameter effect analysis We analyze the performance of
PBTS in the case of different c, as shown in Figure 2. In
FF25 dataset, as c becomes larger, the volatility decreases,
but the cumulative wealth decreases. This is consistent with
our hypothesis that the larger the c, the lower the user’s risk
reference and the lower the risk that can be borne, but the
return is reduced.
Figure 2: The effect of different c on the performance of PBTS in
FF25 dataset
5 Conclusions and Future Work
In this paper, we constructed the portfolio selection problem
into a multi-armed bandit problem, wherein we used the clas-
sic portfolio strategies as the strategic arms to form a dynamic
portfolio strategy with multiple cycles to adapt for different
periods. Moreover, we devise a reward function based on the
user’s investment risk preference to judge the standard and se-
lect the optimal arm of each period via Thompson sampling.
Our algorithm could appropriately balance the benefits and
risks well and achieve higher returns by controlling risk.
In the future work, we will consider the correlation be-
tween the strategic arms and the impact of the previous se-
lection path on the next choice. Also, the actual status of
financial scenarios such as transaction fee, tax, and dividend
should be considered as factors to build a portfolio strategy
that is more consistent with the real scenario.
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