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Many real-world analytics problems involve two significant challenges: prediction and optimization. Due to
the typically complex nature of each challenge, the standard paradigm is predict-then-optimize. By and large,
machine learning tools are intended to minimize prediction error and do not account for how the predictions
will be used in the downstream optimization problem. In contrast, we propose a new and very general
framework, called Smart “Predict, then Optimize” (SPO), which directly leverages the optimization problem
structure, i.e., its objective and constraints, for designing better prediction models. A key component of our
framework is the SPO loss function which measures the decision error induced by a prediction.
Training a prediction model with respect to the SPO loss is computationally challenging, and thus we
derive, using duality theory, a convex surrogate loss function which we call the SPO+ loss. Most importantly,
we prove that the SPO+ loss is statistically consistent with respect to the SPO loss under mild conditions.
Our SPO+ loss function can tractably handle any polyhedral, convex, or even mixed-integer optimization
problem with a linear objective. Numerical experiments on shortest path and portfolio optimization problems
show that the SPO framework can lead to significant improvement under the predict-then-optimize paradigm,
in particular when the prediction model being trained is misspecified.
Key words : prescriptive analytics; data-driven optimization; machine learning; linear regression
1. Introduction
In many real-world analytics applications of operations research, a combination of both
machine learning and optimization are used to make decisions. Typically, the optimization
model is used to generate decisions, while a machine learning tool is used to generate a
prediction model that predicts key unknown parameters of the optimization model. Due to
the inherent complexity of both tasks, a broad purpose approach that is often employed in
analytics practice is the predict-then-optimize paradigm.
For example, consider a vehicle routing problem that may be solved several times a day.
First, a previously trained prediction model provides predictions for the travel time on all
edges of a road network based on current traffic, weather, holidays, time, etc. Then, an opti-
mization solver provides near-optimal routes using the predicted travel times as input. We
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emphasize that most solution systems for real-world analytics problems involve some compo-
nent of both prediction and optimization (see Angalakudati et al. (2014), Chan et al. (2012),
Deo et al. (2015), Gallien et al. (2015), Cohen et al. (2017), Besbes et al. (2015), Mehrotra
et al. (2011), Chan et al. (2013), Ferreira et al. (2015) for recent examples and recent expo-
sitions by Simchi-Levi (2013), den Hertog and Postek (2016), Deng et al. (2018), Mišić and
Perakis (2019)). Except for a few limited options, machine learning tools do not effectively
account for how the predictions will be used in a downstream optimization problem. In this
paper, we provide a general framework called Smart “Predict, then Optimize” (SPO) for
training prediction models that effectively utilize the structure of the nominal optimization
problem, i.e., its constraints and objective. Our SPO framework is fundamentally designed
to generate prediction models that aim to minimize decision error, not prediction error.
Our SPO approach fundamentally maintains the paradigm of sequentially predicting and
then optimizing. However, when training our prediction model, the structure of the nominal
optimization problem is explicitly used. The quality of a prediction is not measured based
on prediction error such as least squares loss or other popular loss functions. Instead, in
the SPO framework, the quality of a prediction is measured by the decision error. That is,
suppose a prediction model is trained using historical feature data (x1, . . . , xn) and associated
parameter data (c1, . . . , cn). Let (cˆ1, . . . , cˆn) denote the predictions of the parameters under
the trained model. The least squares loss, for example, measures error with the squared norm
‖ci− cˆi‖22, completely ignoring the decisions induced by the predictions. In contrast, the SPO
loss is the true cost of the decision induced by cˆi minus the optimal cost under the true
parameters ci.
In this paper, we focus on predicting unknown parameters that appear linearly in the
objective function, namely, the cost vector of any linear, convex, or integer optimization
problem. The core of our SPO framework is a new loss function for training prediction
models. Since this loss function is difficult to work with, significant effort revolves around
deriving a surrogate loss function that is convex and therefore can be optimized efficiently.
To show the validity of this surrogate, we prove a highly desirable statistical consistency
property, and show it performs well empirically compared to standard predict-then-optimize
approaches. Empirically, our framework works quite well, and suggests that even when the
prediction task may be challenging, making near-optimal decisions is still possible. We believe
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our SPO framework provides a clear foundation for designing machine learning tools that
can be leveraged in real-world optimization settings.
Our contributions may be summarized as follows:
1. We first formally define a new loss function, which we call the SPO loss, that measures the
error in predicting the cost vector of a nominal optimization problem with linear, convex,
or integer constraints. The loss corresponds to the suboptimality gap – with respect to the
true/historical cost vector – due to implementing a possibly incorrect decision induced
by the predicted cost vector. Unfortunately, the SPO loss function can be nonconvex and
discontinuous in the predictions, implying that training ML models under the SPO loss
may be challenging.
2. Given the intractability of the SPO loss function, we develop a surrogate loss function
which we call the SPO+ loss. This surrogate loss function is derived using a sequence of
upper bounds motivated by duality theory, a data scaling approximation, and a first-order
approximation. The resulting SPO+ loss function is convex in the predictions. Moreover,
when training a linear model to predict the objective coefficients of a linear program, only
a linear optimization problem needs be solved to minimize the SPO+ loss. We provide
a general algorithm for minimizing the SPO+ loss which is based on stochastic gradient
descent.
3. We prove a fundamental connection to classical machine learning under a very simple
and special instance of our SPO framework. Namely, under this instance the SPO loss is
exactly the 0-1 classification loss and the SPO+ loss is exactly the hinge loss. The hinge
loss is the basis of the popular SVM method and is a surrogate loss to approximately
minimize the 0-1 loss, and thus our framework generalizes this concept to a very wide
family of optimization problems with constraints.
4. We prove a key consistency result of the SPO+ loss function, which further motivates its
use. Namely, under full distributional knowledge, minimizing the SPO+ loss function is in
fact equivalent to minimizing the SPO loss if two mild conditions hold: the distribution of
the cost vector is continuous and symmetric about its mean. For example, these assump-
tions are satisfied by a Gaussian random variable. This consistency property is widely
regarded as an essential property of any surrogate loss function across the statistics and
machine learning literature. For example, the famous hinge loss and logistic loss functions
are consistent with the 0-1 classification loss.
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5. Finally, we validate our framework through numerical experiments on the shortest path
problem. We test our SPO framework against standard predict-then-optimize approaches,
and evaluate the out of sample performance with respect to the SPO loss. Generally, the
value of our SPO framework increases as the degree of model misspecification increases.
This is precisely due to the fact the SPO framework makes “better” wrong predic-
tions, essentially “tricking” the optimization problem into finding near-optimal solutions.
Remarkably, a linear model trained using SPO+ even dominates a state-of-the-art random
forests algorithm, even when the ground truth is highly nonlinear.
1.1. Applications
Settings where the input parameters (cost vectors) of an optimization problem need to
be predicted from contextual (feature) data are numerous. Let us now highlight a few, of
potentially many, application areas for the SPO framework.
Vehicle Routing. In numerous applications, the cost of each edge of a graph needs to be
predicted before making a routing decision. The cost of an edge typically corresponds to the
expected length of time a vehicle would need to traverse the corresponding edge. For clarity,
let us focus on one important example – the shortest path problem. In the shortest path
problem, one is given a weighted directed graph, along with an origin node and destination
node, and the goal is to find a sequence of edges from the origin to the destination at minimum
possible cost. A well-known fact is that the shortest path problem can be formulated as a
linear optimization problem, but there are also alternative specialized algorithms such as the
famous Dijkstra’s algorithm (see, e.g., Ahuja et al. (1993)). The data used to predict the
cost of the edges may incorporate the length, speed limit, weather, season, day, and real-time
data from mobile applications such as Google Maps and Waze. Simply minimizing prediction
error may not suffice nor be appropriate, as over- or under-predictions have starkly different
effects across the network. The SPO framework would ensure that the predicted weights lead
to shortest paths, and would naturally emphasize the estimation of edges that are critical to
this decision. See Figure 1 in Section 2 for an in-depth example.
Inventory Management. In inventory planning problems such as the economic lot sizing
problem (Wagner and Whitin (1958)) or the joint replenishment problem (Levi et al. (2006)),
the demand is the key input into the optimization model. In practical settings, demand is
highly nonstationary and can depend on historical and contextual data such as weather,
seasonality, and competitor sales. The decisions of when to order inventory are captured by
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a linear or integer optimization model, depending on the complexity of the problem. Under
a common formulation (see Levi et al. (2006), Cheung et al. (2016)), the demand appears
linearly in the objective, which is convenient for the SPO framework. The goal is to design a
prediction model that maps feature data to demand predictions, which in turn lead to good
inventory plans.
Portfolio Optimization. In financial services applications, the returns of potential invest-
ments need to be somehow estimated from data, and can depend on many features which
typically include historical returns, news, economic factors, social media, and others. In
portfolio optimization, the goal is to find a portfolio with the highest return subject to a
constraint on the total risk, or variance, of the portfolio. While the returns are often highly
dependent on auxiliary feature information, the variances are typically much more stable
and are not as difficult nor sensitive to predict. Our SPO framework would result in predic-
tions that lead to high performance investments that satisfy the desired level of risk. A least
squares loss approach places higher emphasis on estimating higher valued investments, even
if the corresponding risk may not be ideal. In contrast, the SPO framework directly accounts
for the risk of each investment when training the prediction model.
1.2. Related Literature
Perhaps the most related work is that of Kao et al. (2009), who also directly seek to train
a machine learning model that minimizes loss with respect to a nominal optimization prob-
lem. In their framework, the nominal problem is an unconstrained quadratic optimization
problem, where the unknown parameters appear in the linear portion of the objective. Their
work does not extend to settings where the nominal optimization problem has constraints,
which our framework does. Donti et al. (2017) proposes a heuristic to address a more general
setting than that of Kao et al. (2009), and also focus on the case of quadratic optimization.
These works also bypass issues of non-uniqueness of solutions of the nominal problem (since
their problem is strongly convex), which must be addressed in our setting to avoid degenerate
prediction models.
In Rudin and Vahn (2014), ML models are trained to directly predict the optimal solution
of a newsvendor problem from data. Tractability and statistical properties of the method are
shown as well as its effectiveness in practice. However, it is not clear how this approach can
be used when there are constraints, since feasibility issues may arise.
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The general approach in Bertsimas and Kallus (2014) considers the problem of accurately
estimating an unknown optimization objective using machine learning models, specifically
ML models where the predictions can be described as a weighted combination of training
samples, e.g., nearest neighbors and decision trees. In their approach, they estimate the
objective of an instance by applying the same weights generated by the ML model to the
corresponding objective functions of those samples. This approach differs from standard
predict-then-optimize only when the objective function is nonlinear in the unknown param-
eter. Note that the unknown parameters of all the applications mentioned in Section 1.1
appear linearly in the objective. Moreover, the training of the ML models does not rely on
the structure of the nominal optimization problem, in contrast to the SPO framework.
The approach in Tulabandhula and Rudin (2013) relies on minimizing a loss function that
combines the prediction error with the operational cost of the model on an unlabeled dataset.
However, the operational cost is with respect to the predicted parameters, and not the true
parameters. We also note that our SPO loss, while mathematically different, is similar in
spirit to the notion of relative regret introduced in Lim et al. (2012) in the specific context
of portfolio optimization with historical return data and without features. Other approaches
for finding near-optimal solutions from data include operational statistics (Liyanage and
Shanthikumar (2005), Chu et al. (2008)), sample average approximation (Kleywegt et al.
(2002), Schütz et al. (2009), Bertsimas et al. (2014)), and robust optimization (Bertsimas
and Thiele (2006), Bertsimas et al. (2013), Wang et al. (2016)). There has also been some
recent progress on submodular optimization from samples (Balkanski et al. (2016, 2017)).
These approaches typically do not have a clear way of using feature data, nor do they directly
consider how to train a machine learning model to predict optimization parameters.
Another related stream of work is in data-driven inverse optimization, where feasible or
optimal solutions to an optimization problem are observed and the objective function has
to be learned (Aswani et al. (2015), Keshavarz et al. (2011), Chan et al. (2014), Bertsimas
et al. (2015), Esfahani et al. (2015)). In these problems, there is typically a single unknown
objective, and no previous samples of the objective are provided. We also note there have
been recent approaches for regularization (Ban et al. (2016)) and model selection (Den Boer
and Sierag (2016), Sen and Deng (2017)) in the context of an optimization problem.
Finally, we note that our framework is related to the general setting of structured prediction
(see, e.g., Osokin et al. (2017), Goh and Jaillet (2016) and the references therein). Motivated
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by problems in computer vision and natural language processing, structured prediction is a
version of multiclass classification that is concerned with predicting structured objects, such
as sequences or graphs, from feature data. The SPO framework presents a new paradigm for
structured prediction where the structured objects are decision variables associated with a
natural optimization problem.
2. “Predict, then Optimize” Framework
We now describe the “Predict, then Optimize” framework which is central to many applica-
tions of optimization in practice. Specifically, we assume that there is a nominal optimization
problem of interest with a linear objective where the decision variable w ∈ Rd and feasible
region S ⊆ Rd are well-defined and known with certainty. However, the cost vector of the
objective, c ∈ Rd, is not observed directly, and rather an associated feature vector x ∈ Rp
is observed. Let Dx be the conditional distribution of c given x. The goal for the decision
maker is to solve, for any new instance characterized by x,
min
w∈S
Ec∼Dx[c>w|x] = min
w∈S
Ec∼Dx[c|x]>w . (1)
The predict-then-optimize framework relies on using a prediction for Ec∼Dx[c|x], which we
denote by cˆ, and solving the deterministic version of the optimization problem based on cˆ, i.e.,
minw∈S cˆ>w. Our primary interests in this paper concern defining suitable loss functions for
the predict-then-optimize framework, examining their properties, and developing algorithms
for training prediction models using these loss functions.
We now formally list the key ingredients of our framework:
1. Nominal optimization problem, which is of the form
P (c) : z∗(c) := min
w
cTw
s.t. w ∈ S ,
(2)
where w ∈Rd are the decision variables, c∈Rd is the problem data describing the linear
objective function, and S ⊆ Rd is a nonempty, compact (i.e., closed and bounded), and
convex set representing the feasible region. Since S is assumed to be fixed and known
with certainty, every problem instance can be described by the corresponding cost vector,
hence the dependence on c in (2). When solving a particular instance where c is unknown,
a prediction for c is used instead. We assume access to a practically efficient optimization
oracle, w∗(c), that returns a solution of P (c) for any input cost vector. For instance, if
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(2) corresponds to a linear, conic, or even a combinatorial or mixed-integer optimization
problem (in which case S can be implicitly described as a convex set), then a commercial
optimization solver or a specialized algorithm suffices for w∗(c).
2. Training data of the form (x1, c1), (x2, c2), . . . , (xn, cn), where xi ∈ X is a feature vector
representing contextual information associated with ci.
3. A hypothesis class H of cost vector prediction models f : X → Rd, where cˆ := f(x) is
interpreted as the predicted cost vector associated with feature vector x.
4. A loss function `(·, ·) : Rd × Rd → R+, whereby `(cˆ, c) quantifies the error in making
prediction cˆ when the realized (true) cost vector is actually c.
Given the loss function `(·, ·) and the training data (x1, c1), . . . , (xn, cn), the empirical risk
minimization principle states that we should determine a prediction model f ∗ ∈H by solving
the optimization problem
min
f∈H
1
n
n∑
i=1
`(f(xi), ci) . (3)
Provided with the prediction model f ∗, a natural decision rule is induced for the nominal
optimization problem when presented with a feature vector x, namely the optimal solution
with respect to the predicted cost vector, w∗(f ∗(x)), is chosen. Example 1 contextualizes our
framework in the context of a network optimization problem.
Example 1 (Network Flow). An example of the nominal optimization problem is a
minimum cost network flow problem, where the decisions are how much flow to send on
each edge of the network. We assume that the underlying graph is provided to us, e.g., the
road network of a city. The feasible region S represents flow conservation, capacity, and
required flow constraints on the underlying network. The cost vector c is not known with
certainty, but can be estimated from data x which can include features of time, day, edge
lengths, most recent observed cost, and so on. An example of the hypothesis class is the
set of linear prediction models given by H= {f : f(x) =Bx for some B ∈Rd×p}. The linear
model can be trained, for example, according to the mean squared error loss function, i.e.,
`(cˆ, c) = 1
2
‖cˆ− c‖22. The corresponding empirical risk minimization problem to find the best
linear model B∗ then becomes minB 1n
∑n
i=1
1
2
‖Bxi − ci‖22. The decision rule to find the
optimal network flow given a feature vector x is w∗(B∗x). 
In standard applications of the “Predict, then Optimize” framework, as in Example 1, the
loss function that is used is completely independent of the nominal optimization problem.
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In other words, the underlying structure of the optimization problem P (·) does not factor
into the loss function and therefore the training of the prediction model. For example, when
`(cˆ, c) = 1
2
‖cˆ− c‖22, this corresponds to the mean squared error. Moreover, if H is a set of
linear predictors, then (3) reduces to a standard least squares linear regression problem. In
contrast, our focus in Section 3 is on the construction of loss functions that intelligently
measure errors in predicting cost vectors and leverage problem structure when training the
prediction model.
Useful Notation. Let p be the dimension of a feature vector, d be the dimension of a decision
vector, and n be the number of training samples. Let W ∗(c) := arg minw∈S
{
cTw
}
denote
the set of optimal solutions of P (·), and let w∗(·) : Rd→ S denote a particular oracle for
solving P (·). That is, w∗(·) is a fixed deterministic mapping such that w∗(c)∈W ∗(c). Note
that nothing special is assumed about the mapping w∗(·), hence w∗(c) may be regarded as
an arbitrary element of W ∗(c). Let ξS(·) :Rd→R denote the support function of S, which
is defined by ξS(c) := maxw∈S{cTw}. Since S is compact, ξS(·) is finite everywhere, the
maximum in the definition is attained for every c ∈ Rd, and note that ξS(c) = −z∗(−c) =
cTw∗(−c) for all c∈Rd. Recall also that ξS(·) is a convex function. For a given convex function
h(·) :Rd→R, recall that g ∈Rd is a subgradient of h(·) at c∈Rd if h(c′)≥ h(c) + gT (c′− c)
for all c′ ∈Rd, and the set of subgradients of h(·) at c is denoted by ∂h(c). For two matrices
B1,B2 ∈Rd×p, the trace inner product is denoted by B1 •B2 := trace(BT1 B2).
3. SPO Loss Functions
Herein, we introduce several loss functions that fall into the predict-then-optimize paradigm,
but that are also smart in that they take the nominal optimization problem P (·) into account
when measuring errors in predictions. We refer to these loss functions as Smart “Predict,
then Optimize” (SPO) loss functions. As a starting point, let us consider a true SPO loss
function that exactly measures the excess cost incurred when making a suboptimal decision
due to an imprecise cost vector prediction. Following the PO paradigm, given a cost vector
prediction cˆ, a decision w∗(cˆ) is implemented based on solving P (cˆ). After the decision
w∗(cˆ) is implemented, the cost incurred is with respect to the cost vector c that is actually
realized. The excess cost due to the fact that w∗(cˆ) may be suboptimal with respect to c is
then cTw∗(cˆ)− z∗(c). Definition 1 formalizes this true SPO loss associated with making the
prediction cˆ when the actual cost vector is c, given a particular oracle w∗(·) for P (·).
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Definition 1. Given a cost vector prediction cˆ and a realized cost vector c, the true SPO
loss `w∗SPO(cˆ, c) w.r.t. optimization oracle w∗(·) is defined as `w∗SPO(cˆ, c) := cTw∗(cˆ)− z∗(c) .
Note that there is an unfortunate deficiency in Definition 1, which is the dependence on
the particular oracle w∗(·) used to solve (2). Practically speaking, this deficiency is not a
major issue since we should usually expect w∗(cˆ) to be a unique optimal solution, i.e., we
should expect W ∗(cˆ) to be a singleton. (Note that if any solution from W ∗(cˆ) may be used
by the loss function, then the loss function essentially becomes minw∈W ∗(cˆ) cTw−z∗(c). Thus,
a prediction model would then be incentivized to always predict cˆ= 0 since W ∗(0) = S, and
therefore the loss would be trivially 0.)
In any case, if one wishes to address the dependence on the particular oracle w∗(·) in
Definition 1, then it is most natural to “break ties” by presuming that the implemented
decision has worst-case behavior with respect to c. Definition 2 is an alternative SPO loss
function that does not depend on the particular choice of the optimization oracle w∗(·).
Definition 2. Given a cost vector prediction cˆ and a realized cost vector c, the (unam-
biguous) true SPO loss `SPO(cˆ, c) is defined as `SPO(cˆ, c) := maxw∈W ∗(cˆ)
{
cTw
}− z∗(c).
Note that Definition 2 presents a version of the true SPO loss that upper bounds the version
from Definition 1, i.e., it holds that `w∗SPO(cˆ, c) ≤ `SPO(cˆ, c) for all cˆ, c ∈ Rd. As mentioned
previously, the distinction between Definitions 1 and 2 is only relevant in degenerate cases.
In the results and discussion herein, we work with the unambiguous true SPO loss given by
Definition 2. Related results may often be inferred for the version of the true SPO loss given
by Definition 1 by recalling that Definition 2 upper bounds Definition 1 and that the two
loss functions are almost always equal except for degenerate cases where W ∗(cˆ) has multiple
optimal solutions.
Notice that `SPO(cˆ, c) is impervious to the scaling of cˆ, in other words it holds that
`SPO(αcˆ, c) = `SPO(cˆ, c) for all α> 0. This property is intuitive since the true loss associated
with prediction cˆ should only depend on the optimal solution of P (·), which does not depend
on the scaling of cˆ. Moreover, this property is also shared by the 0-1 loss function in binary
classification problems. Namely, labels can take values of ±1 and the prediction model pre-
dicts values in R. If the predicted value has the same sign as the true value, the loss is 0,
and otherwise the loss is 1. Therefore, the 0-1 loss function is also independent of the scale
on the predictions. This similarity is not a coincidence; in fact, Proposition 1 illustrates that
binary classification is a special case of the SPO framework.
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Proposition 1. The 0-1 loss function associated with binary classification is a special
case of the SPO loss function.
Proof. Let d= 1 and the feasible region be the interval S = [−1/2,+1/2]. Here the “cost
vector” c corresponds to a binary class label, i.e., c can take one of two possible values, −1 or
+1. (However, the predicted cost vector is allowed to be any real number.) Notice that, for
both possible values of c, it holds that z∗(c) =−1/2. There are three cases to consider for the
prediction cˆ: (i) if cˆ > 0 then W ∗(cˆ) = {−1/2} and `SPO(cˆ, c) = (1− c)/2, (ii) if cˆ < 0 then
W ∗(c) = {+1/2} and `SPO(cˆ, c) = (1+ c)/2, and (iii) if cˆ= 0 thenW ∗(cˆ) = S = [−1/2,+1/2]
and `SPO(cˆ, c) = (1 + |c|)/2 = 1. Thus, we have `SPO(cˆ, c) = 0 when cˆ and c share the same
sign, and `SPO(cˆ, c) = 1 otherwise. Therefore, `SPO is exactly the 0-1 loss function. 
Now, given the training data, we are interested in determining a cost vector prediction
model with minimal true SPO loss. Therefore, given the previous definition of the true SPO
loss `SPO(·, ·), the prediction model would be determined by following the empirical risk
minimization principle as in (3), which leads to the following optimization problem:
min
f∈H
1
n
n∑
i=1
`SPO(f(xi), ci) . (4)
Unfortunately, the above optimization problem is difficult to solve, both in theory and in
practice. Indeed, for a fixed c, `SPO(·, c) may not even be continuous in cˆ since w∗(cˆ) (and
the entire set W ∗(cˆ)) may not be continuous in cˆ. Moreover, since Proposition 1 demon-
strates that our framework captures binary classification, solving (4) is at least as difficult
as optimizing the 0-1 loss function, which may be NP-hard in many cases (Ben-David et al.
2003). We are therefore motivated to develop approaches for producing “reasonable” approx-
imate solutions to (4) that (i) outperform standard PO approaches, and (ii) are applicable
to large-scale problems where the number of training samples n and/or the dimension of the
hypothesis class H may be very large.
3.1. An Illustrative Example
In order to build intuition, we now compare the SPO loss against the classical least squares
(LS) loss function via an illustrative example. Consider a very simple shortest path problem
with two nodes s and t. There are two edge that go from s to t, edge 1 and edge 2. Thus,
a cost vector c is 2-dimensional in this setting, and the goal is to simply choose the edge
with the lower cost. We shall not observe c directly at the decision-making time, but rather
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just a 1-dimensional feature x associated with the vector c. Our data consists of 20 (xi, ci)
pairs where xi are between 0 and 2, and ci are generated nonlinearly as a function of xi. See
Figure 1 for the raw data represented by the black points. The dotted black line represents
the optimal decision boundary – to the right, one should always select edge 1 and to the left,
one should always select edge 2.
Figure 1 Illustrative example.
Note. The circles correspond to edge 1 costs and the squares correspond to edge 2 costs. Red lines and points
correspond to the least squares fit and predictions, while green lines and points correspond to the SPO fit and
predictions. The vertical dotted lines correspond to the decision boundaries under the true and prediction models
The goal of the decision maker is to predict the cost of each edge from the feature using
a simple linear regression model. The intersection of the two lines (corresponding to each
edge) will signal the decision boundary in the predict-then-optimize framework. The decision
maker shall try both the SPO and LS loss functions to do the linear regression. In the left
panel of Figure 1, we plot the best LS fit to the data, and in the right panel we plot the
best SPO fit. (In fact, the right side is also simultaneously an example of the best SPO+ fit
which we derive in Section 3.2.)
One can see from Figure 1 that the LS lines very closely approximate the nonlinear data,
although the decision boundary for LS is quite far from the optimal decision boundary.
For any value of x between the dotted black and red lines, the decision maker will choose
the wrong edge. In contrast, the SPO lines do not remotely approximate the data, yet its
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decision boundary is nearly-optimal. In fact, the SPO lines have 0 training error, despite
not fitting the data at all. The key intuitition is that the SPO loss guides the choice of lines
into making optimal decisions, and does not concern itself with predictions. Of course, a
convex combination of SPO and LS loss may be used to overcome the unusual looking lines
generated. In fact, there are many optimal solutions to the ERM problem for the SPO loss,
all of which just require that the intersection of the lines occurs between the x values of 0.8
and 0.9.
3.2. The SPO+ Loss Function
In this section, we focus on deriving a tractable surrogate loss function that reasonably
approximates `SPO(·, ·). In fact, our surrogate function `SPO+(·, ·), which we call the SPO+
loss function, can be derived from a series of three upper bounds on `SPO(·, ·). We shall first
derive the SPO+ loss function, and then in Section 3.3 motivate why each upper bound is
a reasonable approximation. Ideally, when finding the prediction model that minimizes the
empirical risk using the SPO+ loss, this prediction model will also approximately minimize
(4), the empirical risk using the SPO loss.
To begin the derivation of the SPO+ loss, we first observe that for any α ∈ R, the SPO
loss can be written as
`SPO(cˆ, c) = max
w∈W ∗(cˆ)
{
cTw−αcˆTw}+αz∗(cˆ)− z∗(c) (5)
since z∗(cˆ) = cˆTw for all w ∈W ∗(cˆ). Clearly, replacing the constraint w ∈W ∗(cˆ) with w ∈ S
in (5) results in an upper bound. Since this is true for all values of α, then the first upper
bound is
`SPO(cˆ, c) ≤ min
α
{
max
w∈S
{
cTw−αcˆTw}+αz∗(cˆ)}− z∗(c) . (6)
Now simply setting α= 2 in the right-hand side of (6) yields an even greater upper bound:
`SPO(cˆ, c) ≤ max
w∈S
{
cTw− 2cˆTw}+ 2z∗(cˆ)− z∗(c) . (7)
Finally, since w∗(c) is a feasible solution of P (cˆ), an even greater upper bound is
`SPO(cˆ, c) ≤ max
w∈S
{
cTw− 2cˆTw}+ 2cˆTw∗(c)− z∗(c) . (8)
The final upper bound (8) is exactly what we refer to as the SPO+ loss function, which we
formally state in Definition 3. (Recall that ξS(·) is the support function of S, i.e., ξS(c) :=
maxw∈S{cTw}.)
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Definition 3. Given a cost vector prediction cˆ and a realized cost vector c, the surrogate
SPO+ loss is defined as `SPO+(cˆ, c) := ξS(c− 2cˆ) + 2cˆTw∗(c)− z∗(c).
Next, we state the following proposition which formally shows that, in addition to the
SPO+ loss being an upper bound on the SPO loss, the SPO+ loss function is convex in cˆ.
(This follows immediately from the convexity of the support function ξS(·).) Note that while
the SPO+ loss is convex in cˆ, in general it is not differentiable since ξS(·) is not generally
differentiable. However, we can easily compute subgradients of the SPO+ loss by utilizing the
oracle w∗(·), namely since w∗(−c˜)∈ ∂ξS(c˜) the chain rule implies that 2(w∗(c)−w∗(2cˆ−c))∈
∂`SPO+(cˆ, c). We exploit this fact in developing computational approaches in Section 5.
Proposition 2. Given a fixed realized cost vector c, it holds that `SPO+(cˆ, c) is a convex
function of the cost vector prediction cˆ. Moreover, `SPO(cˆ, c) ≤ `SPO+(cˆ, c) for all cˆ∈Rd.
The convexity of this SPO+ loss function is also shared by the hinge loss function, which is
a convex upper bound for the 0-1 loss function. Recall that the hinge loss given a prediction
cˆ is max{0,1 − cˆ} if the true label is 1 and max{0,1 + cˆ} if the true label is −1. More
concisely, the hinge loss can be written as max{0,1− ccˆ} where c ∈ {−1,+1} is the true
label. The hinge loss is central to the support vector machine (SVM) method, where it is
used as a convex surrogate to minimize 0-1 loss. In fact, in the same setting as Proposition 1
where the SPO loss captures the 0-1 loss, Proposition 3 shows that the SPO+ loss function
exactly matches the hinge loss. Moreover, the hinge loss satisfies a key consistency property
with respect to the 0-1 loss (Steinwart (2002)), which justifies its use in practice. In Section
4 we show a similar consistency result for the SPO+ loss with respect to the SPO loss under
some mild conditions.
Proposition 3. The hinge loss is equivalent to the SPO+ loss, under the same conditions
where the 0-1 loss is equivalent to the SPO loss.
Proof. In the same setup as Proposition 1, we have that S = [−1/2,+1/2] and c ∈
{−1,+1} corresponds to the true label. Note that ξS(c− cˆ) = 12 |c− cˆ| and w∗(c) =−c/2 for
c∈ {−1,+1}. Therefore,
`SPO+(cˆ, c) =
1
2
|c− cˆ| − cˆc/2 + 1/2 = 1
2
|1− cˆc| − cˆc/2 + 1/2 = max{0,1− cˆc} ,
where the second equality follows since c∈ {−1,+1}. Thus, in this setting, `SPO+ is precisely
the hinge loss. 
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Applying the ERM principle as in (4) to the SPO+ loss yields the following optimization
problem for selecting the prediction model:
min
f∈H
1
n
n∑
i=1
`SPO+(f(xi), ci) . (9)
Much of the remainder of the paper describes results concerning problem (9). In Section 4 we
demonstrate the aforementioned Fisher consistency result, in Section 5 we describe several
computational approaches for solving problem (9), and in Section 6 we demonstrate that (9)
often offers superior practical performance over standard PO approaches. Next, we provide
a theoretically motivated justification for using the SPO+ loss.
3.3. Justifying the SPO+ Loss Function
In the following, we provide intuitive and theoretical justification for each of the upper
bounds, (6)-(8), that were used in the derivation of the surrogate SPO+ loss function. Our
reasoning is confirmed by the computational results in Section 6, which evaluate the perfor-
mance of the SPO+ loss function in various problem instances.
Justification of upper bound (6). Since the first upper bound in (6) involves optimizing over
α, in a sense one may view (6) as a “weak duality” bound. It turns out that this intuition
can be made precise by applying Lagrangian duality within the definition of the SPO loss
function, and moreover strong duality actually holds in this case. Thus there is no loss in
approximation from this step. Proposition 4 formalizes this result.
Proposition 4. For any cost vector prediction cˆ∈Rd and realized cost vector c∈Rd, the
true SPO loss function `SPO(cˆ, c) := max
w∈W ∗(cˆ)
{
cTw
}− z∗(c) may be expressed as
`SPO(cˆ, c) = inf
α
{ξS(c−αcˆ) +αz∗(cˆ)}− z∗(c) . (10)
Proof. We will actually prove that
`SPO(cˆ, c) = inf
α≥0
{ξS(c−αcˆ) +αz∗(cˆ)}− z∗(c) , (11)
where notice that the inf in (11) is over α≥ 0 as opposed to α∈R in (10). Then, given (6), it
is clear that (11) also implies that (10) holds. The proof of (11) employs Lagrangian duality
(see, e.g., Bertsekas (1999) and the references therein). First, note that the set of optimal
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solutions with respect to cˆ, W ∗(cˆ) := arg minw∈S
{
cˆTw
}
may be expressed as W ∗(cˆ) = S ∩
{w ∈Rd : cˆTw≤ z∗(cˆ)}. Therefore, it holds that:
max
w
cTw = max
w
cTw
s.t. w ∈W ∗(cˆ) s.t. w ∈ S
cˆTw≤ z∗(cˆ) .
(12)
Let us introduce a scalar Lagrange multiplier α∈R+ associated with the inequality constraint
“ cˆTw≤ z∗(cˆ)” on the right side of (12) and then form the Lagrangian:
L(w,α) := cTw+α(z∗(cˆ)− cˆTw) .
The dual function q(·) :R+→R is defined in the standard way and satisfies:
q(α) := max
w∈S
L(w,α) = max
w∈S
{
cTw+α(z∗(cˆ)− cˆTw)}
= max
w∈S
{
(c−αcˆ)Tw}+αz∗(cˆ)
= ξS(c−αcˆ) +αz∗(cˆ) .
Weak duality then implies that max
w∈W ∗(cˆ)
{
cTw
} ≤ inf
α≥0
q(α) and hence:
`SPO(cˆ, c) = max
w∈W ∗(cˆ)
{
cTw
}− z∗(c) ≤ inf
α≥0
{ξS(c−αcˆ) +αz∗(cˆ)}− z∗(c) .
To prove (11), we demonstrate that strong duality holds by applying Theorem 4.3.8 of
Borwein and Lewis (2010). In our setting, the primal problem is the problem on the right-
hand side of (12). This problem corresponds to the primal minimization problem in Borwein
and Lewis (2010) by considering the objective function given by −cTw + IS(w) and the
constraint function cˆTw− z∗(cˆ). (Note that IS(w) is the convex indicator function equal to
0 when w ∈ S and +∞ otherwise.) Since S is a compact and convex set, we satisfy all of the
assumptions of Theorem 4.3.8 of Borwein and Lewis (2010) and hence strong duality holds.

Justification of upper bound (7). The justification for the upper bound in (7) can be seen by
first reformulating the true SPO loss ERM problem (4) using the alternate characterization
of the SPO loss from Proposition 4. The SPO loss ERM can thus be formulated as
min
f∈H, α∈Rn
1
n
n∑
i=1
ξS(ci−αif(xi)) +αiz∗(f(xi))− z∗(ci) . (13)
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We note that the scalar αi is specific to observation i, and serves as a multiplier of the
prediction f(xi). Now consider forcing each scalar αi in (13) to be the same, i.e., αi = α for
all i ∈ {1, . . . , n}. Although this assumption is an approximation (and upper bounds (13)),
Proposition 5 implies that it is a reasonable one if we take the common multiplier α to be
large enough. In fact, Proposition 5 shows that the optimal value of each αi tends to∞, and
is achieved by a large constant when S is polyhedral. Thus we see that α now plays the role
of a parameter that uniformly controls the size of the predictions. Instead, we can assume
that the size of the predictions are directly controlled by the size of f by setting α as a fixed
value, say α= 2, which yields the upper bound in (7). Note that setting α= 2 may also be
interpreted as a change of variables f˜ := α
2
f . (We note that the choice of α = 2 is not yet
apparent but is somewhat analogous to including the 1
2
constant in the least squares loss
function. This will be made clear in Section 4.)
Proposition 5. For any cˆ, c∈Rd, the SPO loss function may be expressed as
`SPO(cˆ, c) = lim
α→+∞
{ξS(c−αcˆ) +αz∗(cˆ)}− z∗(c) . (14)
Moreover, if S is polyhedral then the minimum in (10) is attained, i.e, there exists α¯ ≥ 0
such that for all α≥ α¯ the SPO loss function may be expressed as
`SPO(cˆ, c) = ξS(c−αcˆ) +αz∗(cˆ)− z∗(c) . (15)
Proof. It suffices to show that the function q(α) = ξS(c − αcˆ) + αz∗(cˆ) is monotone
decreasing on R, from which (14) follows from the basic monotone convergence theorem.
Clearly q(·) is a convex function and moreover a subgradient g of q(·) for any α is given by
g := z∗(cˆ)− cˆTw∗(αcˆ− c). Since z∗(cˆ) = min
w∈S
cˆTw, we have that g≤ 0 for any α. Now, for any
α′ ≤ α, the subgradient inequality implies that:
q(α′) ≥ q(α) + g · (α′−α) ≥ q(α) ,
since g and α′−α are both nonpositive. Thus, q(·) is monotone decreasing.
The representation of (15) follows from a similar proof of Proposition 10, but uses a
direct application of a different strong duality result (see, for example, Proposition 5.2.1 of
(Bertsekas 1999)) that exploits the assumption that S is polyhedral to additionally obtain
both primal and dual attainment. 
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Justification of upper bound (8). The final step in the derivation of our convex surrogate
SPO+ loss function involves approximating the concave (therefore nonconvex) function z∗(·)
with a first-order expansion. Namely, we apply the bound z∗(cˆ) ≤ cˆTw∗(c), which can be
viewed as a first-order approximation of z∗(cˆ) based on a supergradient computed at c
(i.e., it holds that w∗(c)∈ ∂z∗(c)). The first-order approximation of z∗(cˆ) can be intuitively
justified since one might expect w∗(c), the optimal decision for the true cost vector, to be
a near-optimal solution to z∗(cˆ), the nominal problem under the predicted cost vector. If
the prediction is reasonably close to the true cost vector, then this upper bound is indeed
reasonable. In fact, Section 4 provides a consistency property suggesting that the predictions
cˆ are indeed reasonably close to the true value c if the prediction model is trained on a
sufficiently large dataset.
4. Consistency of the SPO+ Loss Function
In this section, we now assume full knowledge of the true underlying distribution of (x, c), and
prove a key consistency condition to describe when minimizing the SPO+ loss is equivalent
to minimizing the SPO loss. This result is analagous to the well-known consistency results
of the hinge loss and logistic loss functions with respect to the 0-1 loss – minimizing hinge
and logistic loss under full knowledge also minimizes the 0-1 loss – and provides theoretical
motivation for their success in practice.
We let D denote the distribution of (x, c), i.e., (x, c) ∼ D, and consider the population
version of the true SPO risk minimization problem:
min
f
RSPO(f) :=E(x,c)∼D[`SPO(f(x), c)] , (16)
and the population version of the SPO+ risk minimization problem:
min
f
RSPO+(f) :=E(x,c)∼D[`SPO+(f(x), c)] . (17)
Note here that we place no restrictions on f(·), meaning H consists of any function mapping
features to cost vectors. We let f ∗SPO denote any optimal solution of (16) and let f ∗SPO+ denote
any optimal solution of (17). The goal of this section is to demonstrate that the SPO+ loss
function is Fisher consistent with respect to the SPO loss, i.e., f ∗SPO+ is also an optimal
solution of the population version of the true SPO risk minimization problem (16).
Throughout this section, we consider a non-parametric setup where the dependence on
the features x is dropped without loss of generality. To see this, first observe that RSPO(f) =
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Ex [Ec [`SPO(f(x), c) | x]] and likewise for the SPO+ risk. Since there is no constraint on
f(·) (the hypothesis class consists of all prediction models), then solving problems (16) and
(17) is equivalent to optimizing each f(x) individually for all x ∈ X . Therefore, for the
remainder of the section unless otherwise noted, we drop the dependence on x. Thus, we
now assume that the distribution D is only over c, and the SPO and SPO+ risk is defined as
RSPO(cˆ) := Ec[`SPO(cˆ, c)] and RSPO+(cˆ) := Ec[`SPO+(cˆ, c)], respectively. Moreover, f ∗SPO and
f ∗SPO+ can now each be described as a single vector.
Next, we fully characterize the minimizers of the true SPO risk problem (16) in this setting.
For convenience, let us define c¯ :=Ec[c] (note that we are implicitly assuming that c¯ is finite).
Proposition 6 demonstrates that for any minimizer c∗ of RSPO(·), all of its corresponding
solutions with respect to the nominal problem, W ∗(c∗), are also optimal solutions for P (c¯).
In other words, minimizing the true SPO risk also optimizes for the expected cost in the
nominal problem (since the objective function is linear). Proposition 6 also demonstrates
that the converse is true – namely any cost vector prediction with a unique optimal solution
that also optimizes for the expected cost is also a minimizer of the true SPO risk.
Proposition 6. If a cost vector c∗ is a minimizer of RSPO(·), then W ∗(c∗) ⊆W ∗(c¯).
Conversely, if c∗ is a cost vector such that W ∗(c∗) is a singleton and W ∗(c∗)⊆W ∗(c¯), then
c∗ is a minimizer of RSPO(·).
Proof. Consider a cost vector c∗ that is a minimizer of RSPO(·). Let w¯ be an optimal
solution of z(c¯), i.e., w¯ ∈W ∗(c¯), and let c˜ be chosen such that w¯ is the unique optimal
solution of z(c˜), i.e., W ∗(c˜) = {w¯}. (Note that if w¯ is the unique optimal solution of z(c¯)
then it suffices to select c˜← c¯, otherwise we may take c˜ as a slight perturbation of c¯). Then
it holds that:
0≤RSPO(c˜)−RSPO(c∗) = Ec
[
max
w∈W ∗(c˜)
{
cTw
}]−Ec [ max
w∈W ∗(c∗)
{
cTw
}]
=Ec[cT w¯]−Ec
[
max
w∈W ∗(c∗)
{
cTw
}]
= c¯T w¯−Ec
[
max
w∈W ∗(c∗)
{
cTw
}] ≤ c¯T w¯− max
w∈W ∗(c∗)
{
c¯Tw
}
,
where the first inequality and first equality are by definition, the second equality usesW ∗(c˜) =
{w¯}, the third equality uses linearity of expectation, and the final inequality is Jensen’s
inequality. Finally, we conclude that, for any w ∈W ∗(c∗), it holds that c¯Tw ≤ c¯T w¯ = z∗(c¯).
Therefore, W ∗(c∗)⊆W ∗(c¯).
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To prove the other direction, consider a cost vector c∗ such that W ∗(c∗) = {w∗(c∗)} is a
singleton and W ∗(c∗) ⊆W ∗(c¯), i.e., w∗(c∗) ∈W ∗(c¯). Let c∗∗ be an arbitrary minimizer of
RSPO(·). Then,
RSPO(c
∗)−RSPO(c∗∗) =Ec
[
max
w∈W ∗(c∗)
{
cTw
}]−Ec [ max
w∈W ∗(c∗∗)
{
cTw
}]
= c¯Tw∗(c∗)−Ec
[
max
w∈W ∗(c∗∗)
{
cTw
}]
= z∗(c¯)−Ec
[
max
w∈W ∗(c∗∗)
{
cTw
}]
≤ z∗(c¯)− max
w∈W ∗(c∗∗)
{
c¯Tw
} ≤ 0 ,
where the second equality uses W ∗(c∗) = {w∗(c∗)}, the third equality uses w∗(c∗) ∈W ∗(c¯),
and the first inequality is Jensen’s inequality. Finally, we conclude that since c∗∗ is a minimizer
of RSPO(·) and c∗ has at most the same risk, then c∗ is also a minimizer of RSPO(·). 
Example 2 below demonstrates that, in order to ensure that c∗ is a minimizer of RSPO(·),
it is not sufficient to allow c∗ to be any cost vector such thatW ∗(c∗)⊆W ∗(c¯). In fact, it may
not be sufficient for c∗ to be c¯. This follows from the unambiguity of the SPO loss function,
which chooses a worst-case optimal solution in the event that the prediction allows for more
than one optimal solution.
Example 2. Suppose that d = 1, S = [−1/2,+1/2], and c is normally distributed with
mean c¯ = 0 and variance 1. Then W ∗(c¯) = S and `SPO(c¯, c) = ξS(c)− z∗(c) = |c| for all c.
Clearly though, `SPO(1, c) =−c/2+ |c|/2. Moreover, `SPO(1, c) strictly dominates `SPO(c¯, c) in
the sense that `SPO(1, c)≤ `SPO(c¯, c) for all c and `SPO(1, c)< `SPO(c¯, c) for c > 0. Therefore,
RSPO(1)<RSPO(c¯) and hence c¯ is not a minimizer of RSPO(·). 
Note that Proposition 6 implies that if W ∗(c¯) is unique, then c¯ is a minimizer of the SPO
loss. In fact, c¯ is the minimizer of the least squares loss under the population setting, making
least squares consistent with the SPO loss. We next show that the SPO+ loss function is
also consistent under mild conditions, and show that SPO+ is also empirically superior in
Section 6.
4.1. Consistency of the SPO+ Estimator
We now examine Fisher consistency of the SPO+ loss function, which implies that minimizing
the SPO+ risk (17) also minimize the SPO risk (16). Recall that the expected risk for the
SPO+ loss is defined as RSPO+(cˆ) :=Ec[`SPO+(cˆ, c)]. It turns out that the SPO+ loss function
is not always consistent with respect to the SPO loss, i.e., it is possible that a minimizer of
RSPO+(·) may be strictly suboptimal for the problem of minimizing the true risk RSPO(·).
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Assumption 1 presents a set of natural sufficient conditions on the distribution of c that lead
to Fisher consistency of the SPO+ estimator.
Assumption 1. The following are conditions that imply Fisher consistency of the SPO+
loss function.
1. The distribution of c is continuous on all of Rd.
2. The distribution of c is centrally symmetric about its mean c¯.
3. The mean c¯ has a unique optimal solution, i.e., W ∗(c¯) is a singleton.
4. The feasible region S is not a singleton.
More formally, “continuous on all of Rd” means that c has a probability density function
that is strictly greater than 0 at every point in Rd and “centrally symmetric about its mean”
means that c− c¯ is equal in distribution to c¯− c. The Gaussian distribution with any mean
and covariance matrix is an example which satisfies Assumption 1. (Note that this is a
typical assumption when the true model is assumed to have the form c = f(x) + , where
 is a Gaussian random variable.) Requiring c¯ to have a unique optimizer with respect to
the nominal problem is a minimal assumption, as the measure of the space of vectors with
multiple optimizers is minimal. Finally, the case where S is a singleton is actually trivial
since every function is a minimizer of the true SPO risk.
Under these conditions, Theorem 1 shows that c¯ is the unique minimizer of RSPO+(·),
which, by Proposition 6, implies that minimizing RSPO+(·) also minimizes RSPO(·). Thus,
under Assumption 1, the SPO+ loss function is Fisher consistent with respect to the SPO
loss function.
Theorem 1 (Consistency of SPO+). Suppose Assumption 1 holds. Then there is a
unique global minimizer c∗ of RSPO+(·). Moreover, c∗ = c¯ and thus c∗ also minimizes RSPO(·).
Proof. The proof works in two steps. First, we show that c¯ is an optimal solution of
min
cˆ∈Rd
RSPO+(cˆ) by considering the optimality conditions of this problem. Second, we directly
show that c¯ is the unique such minimizer. Since W ∗(c¯) is assumed to be a singleton, then
Proposition 6 implies that c¯ also minimizes RSPO(·).
Step 1: First, note that it is straightforward to show that RSPO+(cˆ) is finite valued for all cˆ,
which follows since S is compact and c¯ :=E[c] is finite. Moreover, by Proposition 2, it is clear
that RSPO+(·) is convex on Rd. In particular, for any point cˆ the subdifferential ∂RSPO+(cˆ)
is nonempty and, since RSPO+(cˆ) is finite, we have that ∂RSPO+(cˆ) = Ec [∂`SPO+(cˆ, c)] (see
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Strassen (1965), Bertsekas (1973)), where the latter refers to the selection expectation over
the random set ∂`SPO+(cˆ, c) (see Molchanov (2005)). By the linearity of selection expectation,
note that ∂RSPO+(cˆ) = −2Ec [W ∗(2cˆ− c)] + 2Ec[w∗(c)] = −2Ec [w∗(2cˆ− c)] + 2Ec[w∗(c)],
where the second equality follows since the distribution of c is continuous on all of Rd which
implies thatW ∗(2cˆ−c) is a singleton with probability 1 (see, e.g., the introductory discussion
in Drusvyatskiy and Lewis (2011)).
Now, the optimality conditions for the convex problem min
cˆ∈Rd
RSPO+(cˆ) state that c∗ is a
global minimizer if and only if 0∈ ∂RSPO+(c∗). By the discussion in the previous paragraph,
the optimality conditions may be equivalently written as Ec[w∗(c)] =Ec[w∗(2c∗−c)]. Finally,
since c is centrally symmetric around its mean, we have that c is equal in distribution to
2c¯−c; hence Ec[w∗(c)] =Ec[w∗(2c¯−c)]. Therefore c¯ satisfies 0∈ ∂RSPO+(c¯) and is an optimal
solution of min
cˆ∈Rd
RSPO+(cˆ).
Step 2: Consider any vector ∆ 6= 0, and let us rewrite the difference RSPO+(c¯ + ∆) −
RSPO+(c¯) as follows:
RSPO+(c¯+ ∆)− RSPO+(c¯) = Ec[ξS(c− 2(c¯+ ∆)) + 2(c¯+ ∆)Tw∗(c) − z∗(c)] −
Ec[ξS(c− 2c¯) + 2c¯Tw∗(c) − z∗(c)]
= Ec[ξS(c− 2c¯− 2∆) − ξS(c− 2c¯) + 2∆Tw∗(c)]
= Ec[ξS(c− 2c¯− 2∆) − (c− 2c¯)Tw∗(2c¯− c) + 2∆Tw∗(c)]
= Ec[ξS(c− 2c¯− 2∆) − (c− 2c¯− 2∆)Tw∗(2c¯− c)]
= Ec[(c− 2c¯− 2∆)T (w∗(2c¯+ 2∆− c) − w∗(2c¯− c))] .
The first equality above uses the definitions of RSPO+(·) and `SPO+(·, ·), the second uses
linearity of expectation, the third uses the definition of ξS(·), the fourth uses the optimal-
ity conditions Ec[w∗(c)] = Ec[w∗(2c¯ − c)] and linearity of expectation, and the fifth uses
the definition of ξS(·). Since w∗(2c¯ + 2∆ − c) is the maximizer for c − 2c¯ − 2∆, we have
that (c− 2c¯− 2∆)T (w∗(2c¯+ 2∆− c)−w∗(2c¯− c)) is a nonnegative random variable. More-
over, since the distribution of c is continuous on all of Rd and S is not a singleton, it
holds that P(w∗(2c¯ + 2∆ − c) 6= w∗(2c¯ − c)) > 0 and note also that w∗(2c¯ + 2∆ − c) is
the unique maximizer for c − 2c¯ − 2∆ with probability one. Thus, we have P((c − 2c¯ −
2∆)T (w∗(2c¯+ 2∆− c)−w∗(2c¯− c))> 0)> 0 and therefore
RSPO+(c¯+ ∆) − RSPO+(c¯) =Ec[(c− 2c¯− 2∆)T (w∗(2c¯+ 2∆− c) − w∗(2c¯− c))] > 0 .
Thus c¯+ ∆ is not a minimizer of the SPO risk, and c¯ must be the unique minimizer. 
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As mentioned previously, the minimizer for the least squares (LS) loss function is also
c¯, and thus the least squares loss is also Fisher consistent with respect to the SPO loss. A
priori, one cannot claim LS or SPO+ to be better than the other, but we now derived a
brand new loss function, SPO+, that maintains a fundamental consistency property of the
de facto standard LS loss function. Since this consistency property only holds under full
information and no model misspecification, numerical testing is needed to demonstrate that
SPO+ indeed outperforms least squares, primarily due to its well-motivated derivation.
We also remark that the first two, and most important, conditions of Assumption 1 are
not individually sufficient to ensure consistency on their own. Example 3 demonstrates a
situation where the distribution of c is symmetric about its mean but there exists a minimizer
of the SPO+ risk that does not minimize the SPO risk. Example 4 demonstrates a situation
where c is continuous on Rd and the minimizer of SPO+ is unique, but it does not minimize
the SPO risk. Note also that Example 2 in the previous subsection demonstrates a situation
where all of the conditions of Assumption 1 are satisfied except the mean c¯ does not have
a unique optimal solution. Hence, for this example, RSPO+(·) has a unique optimal solution
given by c¯ but c¯ does not minimize RSPO(·).
Example 3. Define S as the two-dimensional simplex with extreme points at (0,0), (1,0),
and (0,1). Let c have a two point distribution on the points (−2,1) and (0,−1), each with
probability of 0.5. One can confirm that c¯= (−1,0), W ∗(c¯) = {(1,0)}, Ec[w∗(c)] = (0.5,0.5),
and that c is symmetric around its mean (c is equal in distribution to 2c¯− c).
Now we claim c∗ = (−0.25,−0.5) is a minimizer of SPO+ risk. This is confirmed by
checking that Ec[w∗(2c∗ − c)] = (0.5,0.5). However, W ∗(c∗) = {(0,1)} 6⊆ {(1,0)} = W ∗(c¯).
Thus by Proposition 6, c∗ is not a minimizer of the SPO risk. 
Example 4. Define S as the two-dimensional unit square with extreme points at
(0,0), (1,0), (1,1) and (0,1). Let c have a continuous distribution on Rd defined in the follow-
ing manner. The probability that c occurs in each quadrant is exactly 0.25. The distribution
over each quadrant is a folded normal. The mean of the folded normals is (9,9) in quadrant 1,
(−1,1) in quadrant 2, (−1,−1) in quadrant 3, and (1,−1) in quadrant 4. Thus, c¯= (2,2) and
W ∗(c¯) = {(0,0)}. Note that all cost vectors in quadrant 1 are minimized by (0,0), quadrant
2 by (1,0), quadrant 3 by (1,1), and quadrant 4 by (0,1). Therefore, Ec[w∗(c)] = (0.5,0.5).
Now we claim c∗ = (0,0) is the unique minimizer of SPO+ risk. Since the w∗(c) only
depends on which quadrant c lies in and both c and −c lie in each of the four quadrants with
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equal probability, it holds that Ec[w∗(2c∗ − c)] = Ec[w∗(−c)] = Ec[w∗(c)] = (0.5,0.5) which
implies that c∗ is optimal. Finally, observe thatW ∗(c∗) = S 6⊆ {(0,0)}=W ∗(c¯), which means
that by Proposition 6, c∗ is not a minimizer of the SPO risk. 
5. Computational Approaches
In this section, we consider computational approaches for solving the SPO problem (9).
Herein, we focus on the case of linear predictors, H = {f : f(x) = Bx for some B ∈ Rd×p},
with regularization possibly incorporated into the objective function, using the regularizer
Ω(·) : Rd×p→ R. (This is equivalent to working with the hypothesis class H = {f : f(x) =
Bx for some B ∈Rd×p,Ω(B)≤ ρ} for some ρ> 0.) For example, we may use the ridge penalty
Ω(B) = 1
2
‖B‖2F , where ‖B‖F denotes the Frobenius norm of B, i.e., the entry-wise `2 norm.
Other possibilities include an entry-wise `1 penalty or the nuclear norm penalty, i.e., an `1
penalty on the singular values of B. In any case, these presumptions lead to the following
version of (9):
min
B∈Rd×p
1
n
n∑
i=1
`SPO+(Bxi, ci) +λΩ(B) , (18)
where λ≥ 0 is a regularization parameter. Since the SPO loss is convex as stated in Propo-
sition 2, then the above problem is a convex optimization problem as long as Ω(·) is a
convex function. We mainly consider two approaches for solving problem (18): (i) refor-
mulations based on modeling `SPO+(·, c) using duality, and (ii) stochastic gradient based
methods that instead rely only on an optimization oracle for problem (2). The reformulation
based approach (i) requires an explicit description of the feasible region S, for example if
S is a polytope then this approach necessitates working with an explicit list of inequality
constraints describing S. On the other hand, the stochastic gradient based approach (ii)
does not require an explicit description of S and instead works by iteratively calling the
optimization oracle w∗(·). Therefore it is much more straightforward to adapt the stochastic
gradient descent approach to problems with complicated constraints, such as mixed integer
or nonlinear problems. While approach (i) is more restrictive in its requirements, it does
offer a few advantages. Depending on the structure of S, for example if S is a polytope with
known linear inequality constraints, then approach (i) may able to utilize off-the-shelf conic
optimization solvers such as CPLEX and Gurobi that are capable of producing high accuracy
solutions for small to medium sized problem instances. However, for large scale instances
where d, p, and n might be very large, conic solvers based on interior point methods do not
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scale as well. Stochastic gradient methods, on the other hand, scale much better to instances
where n may be extremely large, and possibly also to instances where d and p are large but
the optimization oracle w∗(·) is efficiently computable due to the speical structure of S.
5.1. Reformulation Approach
Let us first discuss the reformulation approach (i), which aims to recast problem (18) in
a form that is amenable to popular optimization solvers. To describe this approach, we
presume that S is a polytope described by known linear inequalities, i.e., S = {w : Aw ≥
b} for some given problem data A ∈ Rm×d and b ∈ Rm. The same approach may also be
applied to particular classes of nonlinear feasible regions, although the complexity of the
resulting reformulated problem will be different. The key idea is that when S is a polytope,
then `SPO+(·, c) is a (piecewise linear) convex function of the prediction cˆ and therefore the
epigraph of `SPO+(·, c) can be tractably modeled with linear constraints by employing linear
programming duality. Proposition 7 formalizes this approach. (Recall that, for w ∈ Rd and
x∈Rp, wxT denotes d× p outer product matrix where (wxT )ij =wixj.)
Proposition 7. The regularized SPO problem (18) is equivalent to the following opti-
mization problem:
min
B,p
1
n
n∑
i=1
[−bTpi + 2(w∗(ci)xTi ) •B− z∗(ci)] + λΩ(B)
s.t. ATpi = 2Bxi− ci for all i∈ {1, . . . , n}
pi ∈Rm, pi ≥ 0 for all i∈ {1, . . . , n}
B ∈Rd×p .
(19)
Proof. Recall that `SPO+(Bxi, ci) = ξS(ci − 2Bxi) + 2(Bxi)Tw∗(ci)− z∗(ci). Linear pro-
gramming strong duality implies that:
ξS(ci− 2Bxi) = max
w
(ci− 2Bxi)Tw = min
p
−bTpi
s.t. Aw≥ b s.t. −ATp= ci− 2Bxi
p≥ 0 .
Note also that 2(w∗(ci)xTi ) • B is just a rewriting of 2(Bxi)Tw∗(ci) as an explicit linear
function. Thus, introducing variables pi ∈Rm for each i ∈ {1, . . . , n}, it is clear that (19) is
equivalent to (18). 
26 Elmachtoub and Grigas: Smart “Predict, then Optimize”
Thus, as we can see, problem (19) is almost a linear optimization problem – the only part
that may be nonlinear is the regularizer Ω(·). For several natural choices of Ω(·), problem
(7) may be cast as a conic optimization problem that can be solved efficiently with interior
point methods. Proposition 8 summarizes results for three common regularizers.
Proposition 8. Consider the equivalent form of (18) given in (19). Then, it holds that:
1. If Ω(·) is the entrywise `1-norm, Ω(B) = ‖B‖1, then (19) is equivalent to a linear pro-
gramming (LP) problem.
2. If Ω(·) is the ridge penalty, Ω(B) = 1
2
‖B‖2F , then (19) is equivalent to quadratic pro-
gramming (QP) problem.
3. If Ω(·) is the nuclear norm penalty, Ω(B) = ‖B‖∗, then (19) is equivalent to a semidef-
inite programming (SDP) problem.
5.2. Stochastic Gradient Approach
The idea of this approach is to apply a stochastic gradient method (see, for example, (Robbins
and Munro 1951), Bottou et al. (2016), and the references therein) directly to problem
(18) in its original format. For this approach, we assume that the regularizer is convex
and differentiable. For example, the ridge penalty Ω(B) = 1
2
‖B‖2F satisfies this assumption.
Extensions to other non-differentiable regularizers, such as the entrywise `1 or nuclear norm
penalties, may be done by using a subgradient oracle for Ω(·) but are typically best handled
with the use of more intricate proximal gradient type methods.
Let us now describe some more details about how to apply this approach. For convenience,
let us write the objective function of (18) as LnSPO+(B) :=
1
n
∑n
i=1 φi(B), where φi(B) :=
`SPO+(Bxi, ci)+λΩ(B). As mentioned in Proposition 2, `SPO+(·, c) is convex (but not neces-
sarily differentiable) for a fixed c and therefore φi(·) is equal to the sum of a non-differentiable
convex function and a differentiable convex function. To compute subgradients of φi(·), recall
from the discussion in Section 3 that 2(w∗(c)−w∗(2cˆ− c)) ∈ ∂`SPO+(cˆ, c) and therefore for
any B,B′ it holds that:
`SPO+(B
′xi, ci) ≥ `SPO+(Bxi, ci) + 2(w∗(ci)−w∗(2Bxi− ci))T (B′xi−Bxi)
= `SPO+(Bxi, ci) + (2(w
∗(ci)−w∗(2Bxi− ci))xTi ) • (B′−B) ,
and hence 2(w∗(ci)−w∗(2Bxi− ci))xTi ∈ ∂`SPO+(Bxi, ci) and 2(w∗(ci)−w∗(2Bxi− ci))xTi +
λ∇Ω(B)∈ ∂φi(B).
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Algorithm 1 presents the application of stochastic gradient descent with mini-batching to
problem (18). Algorithm 1 is a standard application of stochastic subgradient descent in our
setting, and closely follows Nemirovski et al. (2009). It is important to emphasize that the
main computational requirement of Algorithm 1 is access to the optimization oracle w∗(·)
for problem (2), which is utilized N times during each iteration of the method. The main
parameters that need to be set are the batch size parameter N and the step-size sequence
{γt} (in addition to the regularization parameter λ). In Section 6, we describe precisely how
we set these parameters for our experiments. In general, we recommend setting the batch
size parameter to a fixed constant such as 5 or 10. The choice of the step-size depends
on the properties of the regularizer Ω(·). For general convex Ω(·), or simply when λ = 0,
we recommend following Nemirovski et al. (2009) where it is suggested to set the step-size
sequence to γt = θ√t+1 for a fixed constant θ > 0. In the case of the ridge penalty Ω(B) =
1
2
‖B‖2F and when λ> 0, since this function is strongly convex one may alternatively set the
step-size sequence to γt = 2λ(t+2) . Since the SPO+ loss function is convex but non-smooth
(and also Lipschitz continuous), these are essentially the only two options that will lead to
a precise convergence rate guarantee. Indeed, for the sequence γt = θ√t+1 , Nemirovski et al.
(2009) derive an O(1/2) complexity guarantee in terms of the number of iterations required
to ensure that the averaged iterate is -suboptimal in expectation. It is also straightforward
to see that this guarantee can be extended to cases when the optimization oracle w∗(·) is only
computed approximately with an additive approximation error, as long as we only desire
convergence on the order of the accuracy of the oracle. On the other hand, Lacoste-Julien
et al. (2012) derive a similar O(1/(λ)) complexity guarantee for the γt = 2λ(t+2) sequence.
It is important to note that Algorithm 1 is a standard and basic application of stochastic
subgradient descent, and that one may consider making several adjustments to the method in
order to improve its practical and possibly theoretical performance (see, e.g., Bottou (2012),
and Bottou et al. (2016) and the references therein). We also mention that one may employ
early stopping with this method, whereby we maintain a validation set to monitor (estimates
of) the out-of-sample true SPO loss as the algorithm runs and then ultimately choose the
averaged iterate B¯t with the smallest true SPO loss `SPO on the validation set as the final
model.
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Algorithm 1 Stochastic Gradient Descent with mini-batching for problem (18)
Initialize B0 ∈Rd×p (typically B0← 0), t← 0. Set batch size parameter N ≥ 1.
At iteration t≥ 0:
1. For j = 1, . . . ,N :
Sample i uniformly at random from the set {1, . . . , n} .
Compute w˜jt ←w∗(2Btxi− ci) .
Set G˜jt ← (w∗(ci)− w˜jt )xTi +λ∇Ω(Bt) .
2. Select γt > 0 and set:
Gt← 1N
∑n
j=1 G˜
j
t
Bt+1←Bt− γtGt
B¯t← 1∑t
s=0 γs
∑t
s=0 γsBs .
6. Computational Experiments
In this section, we present computational results of synthetic data experiments wherein we
empirically examine the quality of the SPO+ loss function for training prediction models,
using the shortest path problem and portfolio optimization as our exemplary problem classes.
Following Section 5, we focus on linear prediction models, possibly with either ridge or
entrywise `1 regularization. We compare the performance of four different methods:
1. the previously described SPO+ method, (18).
2. the least squares method that replaces the SPO+ loss function in (18) with `(cˆ, c) =
1
2
‖cˆ− c‖22 and also uses regularization whenever SPO+ does.
3. an absolute loss function (i.e., `1) approach that replaces the SPO+ loss function in (18)
with `(cˆ, c) = ‖cˆ− c‖1 and also uses regularization whenever SPO+ does.
4. a random forests approach that independently trains d different random forest models for
each component of the cost vector, using standard parameter settings of dp/3e random
features at each split and 100 trees.
Note that methods (2.), (3.) and (4.) above do not utilize the structure of S in any way
and hence may be viewed as independent learning algorithms with respect to each of the
components of the cost vector. For methods (1.), (2.), and (3.) above, we include an intercept
column in B that is not regularized. In order to ultimately measure and compare the perfor-
mance of the four different methods, we compute a “normalized” version of the SPO loss of
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each of the four previously trained models on an independent test set of size 10,000. Specif-
ically, if (x˜1, c˜1), (x˜2, c˜2), . . . , (x˜ntest, c˜ntest) denotes the test set, then we define the normalized
test SPO loss of a previously trained model fˆ by NormSPOTest(fˆ) :=
∑ntest
i=1 `SPO(fˆ(x˜i),c˜i)∑ntest
i=1 z
∗(c˜i)
. Note
that we naturally normalize by the total optimal cost of the test set given full information,
which with high probability will be a positive number for the examples studied herein.
6.1. Shortest Path Problem
We consider a shortest path problem on a 5× 5 grid network, where the goal is to go from
the northwest corner to the southeast corner and the edges only go south or east. In this
case, the feasible region S can be modeled using network flow constraints as in Example 1.
We utilize the reformulation approach given by Proposition 7 to solve the SPO+ training
problem (18). Specifically, we use the JuMP package in Julia (Dunning et al. (2017)) with the
Gurobi solver to implement problem (19). The optimization problems required in methods
(2.) and (3.) are also solved directly using Gurobi. In some cases we use `1 regularization
for methods (1.), (2.), and (3.), in which case, in order to tune the regularization parameter
λ, we try 10 different values of λ evenly spaced on the logarithmic scale between 10−6 and
100. Furthermore, we use a validation set approach where we train the 10 different models
on a training set of size n and then use an independent validation set of size n/4 to pick the
model that performs best with respect to the SPO loss.
Synthetic Data Generation Process. Let us now describe the process used for generating
the synthetic experimental data instances for both problem classes. Note that the dimen-
sion of the cost vector d = 40 corresponds to the total number of edges in the 5× 5 grid
network and that p is a given number of features. First, we generate a random matrix
B∗ ∈ Rd×p that encodes the parameters of the true model, whereby each entry of B∗ is
Bernoulli random variable that is equal to 1 with probability 0.5. We generate the training
data (x1, c1), (x2, c2), . . . , (xn, cn) and the testing data (x˜1, c˜1), (x˜2, c˜2), . . . , (x˜n, c˜n) according
to the following generative model:
1. First, the feature vector xi ∈Rp is generated from a multivariate Gaussian distribution
with i.i.d. standard normal entries, i.e., xi ∼N(0, Ip).
2. Then, the cost vector ci is generated according to cij =
[(
1√
p
(B∗xi)j + 3
)deg
+ 1
]
· εji
for j = 1, . . . , d, and where cij denotes the jth component of ci and (B∗xi)j denotes
the jth component of B∗xi. Here, deg is a fixed positive integer parameter and εji is a
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multiplicative noise term that is generated independently at random from the uniform
distribution on [1− ε¯,1 + ε¯] for some parameter ε¯≥ 0.
Note that the model for generating the cost vectors employs a polynomial kernel function
(see, e.g., Hofmann et al. (2008)), whereby the regression function for the cost vector given the
features, i.e., E[c | x], is a polynomial function of x and the parameter deg dictates the degree
of the polynomial. Importantly, we still employ a linear hypothesis class for methods (1.)-(3.)
above, hence the parameter deg controls the amount of model misspecification and as deg
increases we expect the performance of the SPO+ approach to improve relative to methods
(2.) and (3.). When deg = 1, the expected value of c is indeed linear in x. Furthermore, for
large values of deg, the least squares method will be sensitive to outliers in the cost vector
generation process, which is our main motivation for also comparing against the absolute
loss approach that is less sensitive to outliers. On the other hand, the random forests method
is a non-parametric learning algorithm and will accurately learn the regression function for
any value of deg. However, the practical performance of random forests depends heavily on
the sample size n and, for relatively small values of n, random forests may perform poorly.
Results. In the following set of experiments on the shortest path problem we described, we
fix the number of features at p = 5 throughout and, as previously mentioned, use a 5× 5
grid network, which implies that d= 40. Hence, in total there are pd= 200 parameters to
estimate. We vary the training set size n ∈ {100,1000,5000}, we vary the parameter deg ∈
{1,2,4,6,8}, and we vary the noise half-width parameter ε¯ ∈ {0,0.5}. For every value of n,
deg, and ε¯, we run 50 simulations, each of which has a different B∗ and therefore different
ground truth model. For the cases where n ∈ {100,1000}, we employ `1 regularization for
methods (1.)-(3.), as previously described. When n= 5000 we do not use any regularization
(since it did not appear to provide any value). As mentioned previously, for each simulation,
we evaluate the performance of the trained models by computing the normalized SPO loss
on a test set of 10,000 samples. Figure 2 summarizes our findings, and note that the box
plot for each configuration of the parameters is across the 50 independent trials.
From Figure 2, we can see that for small values of the deg parameter, i.e., deg ∈ {1,2},
the absolute loss, least squares, and SPO+ methods perform comparably, with the least
squares method slightly dominating in the case of noise with ε¯= 0.5. The slight dominance
of least squares (and sometimes the absolute loss as well) in these cases might be explained
by some inherent robustness properties of the least squares loss. It is also plausible that,
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Figure 2 Normalized test set SPO loss for the SPO+, least squares, absolute loss, and random forests methods on
shortest path problem instances.
since the SPO+ loss function is more intricate than the “simple” least squares loss function,
it may overfit in situations with noise and a small training set size. On the other hand,
as the parameter deg grows and the degree of model misspecification increases, then the
SPO+ approach generally begins to perform best across all instances except when n= 5000,
in which case random forests performs comparably to SPO+. This behavior suggests that
the SPO+ loss is better than the competitors at leveraging additional data and stronger
nonlinear signals.
It is interesting to point out that random forests generally does not perform well except
when n= 5000, in which case it performs comparably to SPO+, which uses a much simpler
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linear hypothesis class. Indeed, when n∈ {100,1000}, random forests almost always performs
worst, except for when n= 1000 and deg∈ {6,8}, in which case random forests outperforms
least squares, performs comparably to the absolute loss method, and is strongly dominated by
SPO+. Indeed, the cases where n∈ {1000,5000} and deg∈ {6,8} suggest that least squares
is prone to outliers whereas the absolute loss is not, random forests is slow to converge due
to its non-parametric nature, and SPO+ is best able to adapt to the large degree of model
misspecification even with a modest amount of data (i.e., n= 1000).
6.2. Portfolio Optimization
Here we consider a simple portfolio selection problem based on the classical Markowitz model
(Markowitz 1952). As discussed in Section 1, we presume that there are auxiliary features
that may be used to predict the returns of d different assets, but that the covariance matrix
of the asset returns does not depend on the auxiliary features. Therefore, we consider a model
with a constraint that bounds the overall variance of the portfolio. Specifically, if Σ ∈Rd×d
denotes the (positive semidefinite) covariance matrix of the asset returns and γ ≥ 0 is the
desired bound on the overall variance (risk level) of the portfolio, then the feasible region S
in (2) is given by S := {w :wTΣw≤ γ, eTw≤ 1,w≥ 0}. Here e denotes the vector of all ones
and since we only require that eTw ≤ 1, the cost vector c in (2) represents the negative of
the incremental returns of the assets above the risk-free rate. In other words, it holds that
c=−r˜ where r˜= r− rRFe, r represents the vector of asset returns, and rRF is the risk-free
rate.
In this experiment, we set the number of assets d= 50 and the return vectors and features
are synthetically generated according to a similar process as before. As before, we generate
a random matrix B∗ ∈ Rd×p that encodes the parameters of the true model, whereby each
entry of B∗ is Bernoulli random variable that is equal to 1 with probability 0.5. Then, for
some noise level parameter τ ≥ 0, we generate a factor loading matrix L ∈R50×4 such that
each entry of L is uniformly distributed on [−0.0025τ,0.0025τ ] independently of everything
else. To generate a training/testing pair (xi, ci), as before we first generate the feature vector
xi ∈ Rp from a multivariate Gaussian distribution with i.i.d. standard normal entries, i.e.,
xi ∼N(0, Ip). Then, the incremental return vector r˜i is generated according to the following
process:
1. The conditional mean r¯ij of the jth asset return is set equal to r¯ij :=(
0.05√
p
(B∗xi)j + (0.1)1/deg
)deg
, where deg is a fixed positive integer parameter.
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2. The observed return vector r˜i is set to r˜i := r¯i +Lf + 0.01τε, where f ∼N(0, I4) and
ε∼N(0, I50). The cost vector ci is set to ci :=−r˜i.
It follows from step (2.) above that, conditional on the observed features xi ∈ Rp, the
covariance matrix of the returns is Σ =LLT +(0.01τ)2I50. We set the risk level parameter γ,
which is part of the definition of the feasible region S, to γ := 2.25 · w¯TΣw¯ where w¯ := e/10
is the equal weight portfolio. Note that the particular functional form of the conditional
mean returns in step (1.) above is also a polynomial function of the features x and that the
parameters are set so that r¯ij ∈ [0,1] with high probability. In this experiment, the number
of features p is again kept fixed at 5. We varied the training set size n ∈ {100,1000}, the
parameter deg∈ {1,4,8,16}, and the noise level parameter τ ∈ {1,2}. For each combination
of these two parameters, we again ran 50 independent trials and used a test set of size 10,000.
We do not use any regularization in this experiment, we use the SGD approach for training
the SPO+ model of method (1.), and in the same manner as before we directly solve the
optimization problems of methods (2.) and (3.) using Gurobi. Note that, out of fairness to
the other methods, we did not use the early stopping technique for SGD.
Figure 3 displays our results for this experiment. Generally we observe similar patterns
as in the shortest path experiment, although comparatively larger values of deg are needed
to demonstrate the relative superiority of SPO+. In summary across all of our experiments,
our results indicate that as long as there is some degree of model misspecification, then
SPO+ tends to offer significant value over competing approaches, and this value is further
strengthened in cases where more data available. The SPO+ approach is either always close
to the best approach, or dominating all other approaches, making it a fairly suitable choice
across all parameter regimes.
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Figure 3 Normalized test set SPO loss for the SPO+, least squares, absolute loss, and random forests methods on
portfolio optimization instances.
7. Conclusion
In this paper, we provide a new framework for developing prediction models under the
predict-then-optimize paradigm. Our SPO framework relies on new types of loss functions
that explicitly incorporate the problem structure of the optimization problem of interest.
Our framework applies for any problem with a convex feasible region and a linear objective,
even when there are integer constraints.
Since the SPO loss function is nonconvex, we also derived the convex SPO+ loss function
using several logical steps based on duality theory. Moreover, we prove that the SPO+ loss is
consistent with respect to the SPO loss, which is a fundamental property of any loss function.
In fact, our results also directly imply that the least squares loss function is also consistent
with respect to the SPO loss. Thus, least squares performs well when the ground truth is
near linear, although, at least empirically, SPO+ strongly outperforms all approaches when
there is a significant degree of model misspecification. Naturally, there are many important
directions to consider for future work including more empirical testing and case studies,
handling unknown parameters in the constraints, and dealing with nonlinear objectives.
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