Introduction
Object class recognition within 2D imagery can be achieved through modelling of an object as a collection of parts that have known geometric relationships [5] . Alternatively any relationship can be ignored and a 'bag of features' paradigm can be used [3, 23] . An alternative approach is to mimic the functionality of the visual cortex. Investigations into the operation of the visual cortex has a long history [24] and recently software models have been constructed that demonstrate excellent recognition performance in standard 2D photographic imagery [15, 20] . Here we present a novel extension to this work to consider the recognition of 3D objects within complex volumetric imagery applied to an airport security screening context using CT security scan imagery.
X-ray type technologies have been used for airport security checks for several decades but the use of computer vision within this domain is limited to techniques that purely aid human baggage screeners [1] . Items of interest can be generally difficult to detect within this environment due to a range of orientation, clutter and density confusion in a traditional 2D X-ray projection [17] . An example of this is shown in Figure 1 where we see (a) an example bag (photograph), (b) an overhead 2D X-ray revealing an item of interest within and (c) a different scan of the same bag with the item of interest in an orientation that does not reveal its salient features. This potential problem of object self occlusion ( Figure 1c ) is a limitation of 2D X-ray scanners which makes detection (automatically or by human operators) particularly challenging. In this work we specifically look at the use of increasingly popular Computed Tomography (CT) volumetric imagery where a three dimensional voxel image of the baggage/parcel item is obtained in an attempt to overcome some of these issues. An example of a 3D scan of an item of baggage is shown in Figure 2 where we see the presence of an item of interest amongst more general cluttered items from three views. Upon creation of the CT volume the baggage item can be interrogated from any viewpoint. Recent advances in imaging technology now facilitate the use of dual energy CT scanners for the real time scanning of bags in airport baggage/parcel handling operations [22] . It is from these scanners that we obtain a series of image slices through the bag which can be reconstructed as a traditional CT 3D volume ( Figure 2 ) akin to those encountered within medical CT imaging [7] . It is worth noting that, when compared to medical scans, CT baggage imagery is of a inferior quality suffering from both poor resolution and significant artefacts caused by the presence of metallic objects.
Prior work on the automatic recognition of objects within this complex 3D volumetric imagery is limited [2, 6, 12] .
[2] discussed the recognition of pistols but reduced the problem to an examination of the characteristic crosssection with no published results. [12] examined the recognition of bottles segmented from 3D CT imagery using volumetric shape characteristics. The work produced good results though was only applied to a small dataset. [6] used a 3D extension to the seminal SIFT descriptor [10] for specific instance recognition of a revolver and pistol frame with mixed results. No attempt at object class recognition was performed. Research into action recognition (where video can be viewed as a spatio-temporal volume) has also seen a 3D extension to the SIFT methodology [18] but extensions to the visual cortex approach have not resulted in a full volumetric implementation [9] . Here we extend the visual cortex methodology of [15, 20] to address object class recognition in complex 3D volumetric imagery.
Prior Visual Cortex Modelling for Object Recognition
Biological vision has been an area of research interest for many years [24] and computer modelling has recently yielded results that are of interest in the 3D recognition task we are dealing with. The visual cortex appears to be arranged in distinct sub-regions with one sub-region, the primary visual cortex (V1), being the most studied area. It was discovered that V1 is hierarchical in structure with Simple (S) and Complex (C) neurons forming the basis of the hierarchy [16] . Serre et al. [20] proposed a hierarchical model comprising alternating Simple and Complex layers ( Figure  3 ).
In this model the V1 region is modelled by layers S1 and C1. The S1 layer takes images and applies a collection of Gabor filters [13] of varying size and orientation. The C1 layer is obtained from S1 though a localized pooling operation that mimics the limited receptive field aspects of the visual cortex. Above S1/C1 the higher regions in the visual cortex such as V4 and the Inferotemporal Cortex are modelled using template matching with learnt salient features (S2), a final pooling operation (C2) and subsequent classification using a SVM ( Figure 3 ). The work of Serre et al. [20] was extended by Mutch and Lowe [15] through the introduction of a scale-space pyramid structure in each layer of the hierarchy (allowing the use of fixed size Gabor and pooling filters) with the addition of some biologically plausible functionality (spar-sity of input to S2, lateral inhibition from S1/C1, limiting position/scale invariance in C2). Finally the classification features undergo a selection process rather than being randomly selected from the training images (as in [20] ) in order to choose features that are significant to the recognition task. Classification on the Caltech 101 dataset [4] was performed and results demonstrated a significant improvement over the model of [20] . Classification rates of 56% with 30 training images were achieved though misclassification rates are unclear (e.g. false positive rate).
As noted by [21] the visual cortex hierarchical approach is not inherently invariant to rotation(2D)/orientation(3D). Recognition that shows invariance to such transformations is achieved through training with a set that contains a wide variety of examples in all possible poses [21] .
Extending Visual Cortex Modelling to 3D
Object Recognition
Our extension follows the 2D object recognition work of [15] comprising a hierarchy of layers within which are volumetric pyramids constituting a number of levels ( Figure 4 ). We begin with the image layer: a volumetric scale space pyramid comprising 10 levels. Each level in the pyramid is 2 1/4 smaller in voxel dimension than the former and produced using bi-cubic interpolation from one level to the next. We can view the volumes as a 3D image pyramid akin to that common in 2D image processing with relation to the number of voxels in each dimension. However it is also useful to note that we can also regard each volume as being the same physical size (in mm) with the size of voxels increasing as the pyramid is constructed over the same spatial volume (i.e. resolution reduction). Interpreting the volumes in this manner is useful during the generation of the C1 layer (Section 3.2) where we must ensure identical absolute location of points between pyramid levels.
In the prior work of [15, 20] input images were rescaled in either width or height to a fixed pixel dimension prior to construction of the scale space pyramid which facilitated scale invariant object recognition. Unlike the prior work on 2D photographic imagery our CT imagery relates directly to physical object dimensions (in mm), and does not suffer from the perspective distortion suffered in the 2D imagery equivalent. The CT imagery has voxel dimensions in a similar range to the rescaled imagery of [15, 20] , sufficient for the construction of the image layer scale space pyramid, and so we choose not rescale the input volumes that are used to form the image layer (Figure 4 ).
S1 Layer
The S1 layer is formed through application of 3D Gabor filters to each volume of the image layer. The derivation of these filters is achieved using a coordinate transform that results in a 3D filter orientation in the specified direction. We extend the 2D Gabor definition from [15] into 3D using the directions given from the 20 vertices of a dodecahedron. The vertices are in pairs on opposite sides of the dodecahedron resulting in 10 unique directions and hence 10 Gabor filters. The vertices are defined as coordinates using the golden ratio:
From which we thus define the 10 direction vectors for our Gabor filtering as follows:
We convert each direction vector to polar coordinates by defining the azimuth, θ {−π : +π}, and elevation, ϕ {−π/2 : +π/2}, as follows:
(b) 2D as used in [15, 20] Figure 5: Subset of Gabor filters used in the S1 layer
From these definitions we create two matrices that specify rotations around the y and z axes: R y (ϕ) and R z (θ).
We can now define a coordinate transform in 3D for a given voxel at location
Using the rotation matrices, R y and R z , we form a new coordinate set:
From which the Gabor filter is defined:
where γ is the aspect ratio, σ is the effective width and λ is the wavelength. Following [15] we define the size of each Gabor filter as an N G × N G × N G voxel volume with (N G = 11) where x and y vary between −5 and +5. We also set γ = 0.3, σ = 4.5 and λ = 5.6 as defined by [20] . Finally each filter is adjusted to have zero mean and then normalized to give a unity sum of squares. Figure 5 shows a subset of the 3D volumetric Gabor filters used in the construction of this layer and by contrast the 2D filters used in the prior work. In both cases we can see the varying orientations and truncated extent.
The response to a given volumetric patch of voxels, X, in each volume to a Gabor filter, G, is defined by:
An example of the Gabor filter responses is given in Figure 6 where we see the transformation from an image layer volume containing a pistol and several items of clutter (golf balls, belt buckle, etc.) into a collection of 10 Gabor filtered response volumes. For each pyramid level within the scale space pyramid the Gabor filtered output volumes are aggregated to form a single S1 layer vector volume -each voxel contains a vector of 10 elements representing the response to each of the 10 Gabor filters.
C1 Layer
The functionality of this layer is to provide local invariance through maximum retention in a localized region (max-pooling) as a means to mimic the functionality of the complex cells in V1 . Extending the work of [15] a maxpooling filter comprising 2 levels (scales) with 10 × 10 × 10 voxels at the lowest scale is scanned through the input S1 aggregate volumes recording the peak S1 response in each Gabor orientation throughout the complete S1 volumetric scale space pyramid. Sub-sampling of the data takes place by adjusting the max-pooling filter location in steps of 5 voxels (at the bottom level). The max-pooling filter has nominally 8.4 × 8.4 × 8.4 voxels in its higher scale level. When considering the pooling operation in volumetric scale space it is useful to consider the voxel positions in real world dimensions (mm) rather than in voxel space to ensure correct operation. The result of the C1 layer process is again a pyramid structure comprising 9 scales with smaller volume dimensions which result from the max-pooling volume sub-sampling.
S2 Layer
The S2 layer is the final filtering stage that performs template matching between the C1 layer and a set of predetermined classification features. This stage represents the beginning of a higher level of recognition within the visual cortex.
Mutch and Lowe [15] found that selection of salient patches improved recognition performance. We wish to use patches that make a strong contribution to the classification of a given volume as either a positive or negative instance of a given object class. The work of Mladenić et al. [14] proposed the use of linear Support Vector Machines in the identification of salient features for classification tasks. The SVM derives a hyperplane whose normal can indicate the relative contribution of candidate features to the classification task. By rejecting features with a low contribution (small hyperplane normal coefficient) we can retain only those patches that are salient to the classification task in hand. This approach was used by [15] and we choose to follow that method. We first randomly choose N r (N r = 12, 000) patches from the C1 layers of the training set of volumes. We split this selection into four sets of 3000 Figure 6 : Gabor filtering applied to volume from image layer resulting in S1 vector volume patches and use the SVM selection method to leave four sets of 1500. These are combined to form 2 sets of 3000 and the process repeated. This continues until we are left with N p (N p = 1500) patches that are used for the classification process.
Following [15] the filtering response, R(X, P ), of a patch of C1 units, X, to a predetermined classification feature, P , is given by a radial basis function:
In our work both patches X and P are n × n × n voxels in size with each voxel containing a vector of 10 values derived from the 10 Gabor filters used in the creation of the S1 Pyramid Layer (Section 3.1). We follow both [15] and [21] in setting σ = 1.0. The setting of α is used by [15] to provide a normalisation term for patches of differing size.
For 3D we modify this term to reflect the increased dimension, assuming a lower setting of n = 4:
The response for each salient patch (Equation 8) is calculated at every location in the C1 scale space pyramid with the result that the S2 output is another scale space volumetric pyramid but in this case each voxel contains a vector of N p response values. This is illustrated in Figure 4 where we see the evaluation of the response between the C1 layer and salient patches resulting in the S2 layer as output. It is worth noting that this process will reduce the size of each volume in the S2 layer when compared to the C1 input due to the size of the salient patch being used.
C2 Layer
This layer forms the 'bag of features' style vector for presentation to a Support Vector Machine [3] and is achieved through a final pooling stage. We establish a classification feature response vector by taking the largest patch response for each feature in the S2 layer of the baggage item being analyzed. For example, the first element in the feature response vector is obtained by examining the first element in each voxel of the S2 scale space pyramid and retaining the largest value. This is repeated for each element so that, given N p salient feature patches, we now have a vector of N p values that describes the volumetric imagery in terms that can be used by a machine learning algorithm for training or classification.
3D Bag of Features Comparison
As an evaluation method we also seek to compare the visual cortex methodology against the conventional bag of features codebook approach [3, 23] . The SIFT descriptor [10] has proven to be adept for this purpose in 2D datasets and so we use the 3D SIFT implementation of [6] to derive a set of descriptors for each baggage item. Interest point locations are obtained using a 3D extension to the difference of Gaussians method [10] . An invariant coordinate system is established at each point (to counter arbitrary orientation) prior to characterization that results in an 864 element descriptor. We use k-means clustering [11] on these descriptors to establish the visual codewords and then use the uncertainty assignment methodology outlined in [25] to establish the codebook for each volumetric image. The uncertainty assignment method of [25] has been shown to improve classification performance over more conventional hard assignment though it does require empirical tuning of an assignment parameter to achieve optimal performance.
Experimental Results
The type of baggage scanner machine used to capture the CT volumetric imagery for this work is primarily aimed at dual energy explosives detection [22] and as a result two additional consequences are generally suffered within the imagery-(1) the presence of metal items causes significant artefacts within the imaging and (2) the resolution is anisotropic and limited to [1.6mm ×1.6mm × 5mm]. The metal artefacts radiate out in the xy plane and do not remain consistent from one scan to another if the metallic region changes orientation. We choose to resample the anisotropic volumes to create cubic voxels of uniform 2.5mm dimension using cubic spline interpolation. The volumetric data is rescaled to the continuous range {0.0 ⇒ 1.0} from the original integer CT scanner output (Figure 2, key as shown) .
We use two classes of object in our experiment: handguns and bottles. The handgun and bottle datasets have 284/971 and 534/1170 for threat/clear scan volumes respectively. Note that both object classes are varied in shape and size with the bottles containing a varied amount of liquid. In order to achieve orientation invariance for the final classification stage the objects are scanned within baggage items in random poses. In each case the objects are extracted from volumetric imagery with a 30mm margin. Formation of the negative dataset in each case is made through dicing of baggage items that do not contain a threat item to produce subvolumes that have a similar size to the threat subvolumes. Figure 7 shows some examples of the data used for this experiment.
Each volume in the test and training sets is processed to obtain the C1 layer. We then process the training set to obtain the classification features by randomly selecting 12000 volumetric patches (4 × 4 × 4) and retaining 1500 that are most salient. The salient patches are then used on the training and test sets to obtain the S2 and C2 layers prior to application to a Support Vector Machine (Section 3).
We use a ten-fold cross validation approach in the evaluation process. A Support Vector Machine using a RBF kernel is used -its settings are obtained through a grid search and a ten-fold cross validation on the C2 layer of the training set [8] . The SVM parameters that achieve the lowest misclassifications are used to retrain the SVM on the complete training set.
Generation of the visual codebooks using the 3D SIFT descriptor methodology (Section 4) is made using the same data sets. We vary the number of clusters and uncertainty assignment parameters to achieve a setting that minimizes the number of classification errors. A ten-fold cross validation machine learning approach is used on the training set codebooks in the same manner as for the visual cortex approach. Table 1 shows the classification results for each class where we can see the performance for the visual cortex method with a clear out-performance over the 3D SIFT codebook approach. The visual cortex method produces similar results for both handguns and bottles with a high true positive rate (above 96.0%) and low false positive rate (≃ 1.0%). The precision and recall are both good (above 0.96 for both) illustrating consistency over multiple objects.
The 3D SIFT codebook approach lags behind with a distinct difference between the handgun and bottle results. For handguns we have a true positive rate of 87.0% and for bottles 82.8% with false positive rates ≃4.0%. The number of codewords used to optimized the recognition rate was 1024 for handguns and 2048 for bottles. The lesser performance of the 3D SIFT codebook method is primarily due to variations in achieving an invariant orientation in the 3D SIFT descriptor caused by metallic artefact disruption in the baggage imagery -this results in a more noisy codebook which hinders the classification process. It has also been noted that for 2D recognition at the descriptor level the visual cortex methodology outperforms the SIFT descriptor [19] which further supports the results obtained within this work. Figure 10 a possible attribution may be confusion between a book and a bottlethe book has a similar size and density to a bottle with flat surfaces resembling some bottles.
By way of contrast, Figures 11, 12 show a range of misclassifications for the bag of features codebook methodology that were correctly classified by the visual cortex approach. Again there are is no clear reason for the misclassifications.
Conclusions
In this work we have demonstrated that a 3D extension to the visual cortex models can achieve strong classification results with low false positives for complex 3D volumetric baggage imagery. We have also shown that this method outperforms a codebook methodology that uses a 3D SIFT descriptor as its basis.
Future work will investigate the use of a volumetric sliding window approach for object localization with large baggage items and additionally consider further objects (e.g. knives, electronic circuitry). We will also investigate the application of this volumetric hierarchy to action recognition within spatio-temporal volumes [9, 18] 
