The study was conducted with the aim to find out random variationallike inclusion involving relaxed monotone, random operators in Hilbert space and construct a new iterative algorithm. The study also proves the existence of random solution of random variational-like inclusion problem and convergence of random iterative sequences generated by random iterative algorithm. The results in this paper unify, improve and extend some well-known results from the literature.
Introduction and preliminaries
Variational inclusions are one of the significant generalizations of variational inequalities, which have wide applications in mechanics, optimization and control, economics and transportation, equilibrium and engineering sciences. For further detail, we refer to Baiocchi and Capelo (1984) , Bensoussan, Goursat, and Lions (1973) , Chang (1991) , Huang (1991a, 1991b) , Hartman and Stampacchia (1966) , Mosco (1976) and Verma (2004) . Hassouni and Moudaffi (1994) have applied the resolvent operator technique for maximal monotone mappings which are called variational inclusions and developed a perturbed algorithm for finding the approximate solutions for mixed variational inequalities. For recent development of the mentioned subject, one may see Adly (1996) , Ahmad and Ansari (2000) , Ansari and Siddiqi (2002) , Balooee (2013) , Huang (1996) and Jin and Liu (2004) .
Random operator theory is a fascinating subject needed to study for various classes of random equations. The initial point in the study of fixed point theory belongs to Prague School of Probabilistic in 1950s. Random fixed point theory was introduced and studied by many authors like
PUBLIC INTEREST STATEMENT
Variational-like inclusions are the generalization of variational inequality problems. Since we know that projection method can't be applied to solve varilational-like inclusions. In this work, we use the proximal operator techniques to find the solution of our problem and also proposed the iterative algorithm, which has very useful applications in engineering, mathematical finance, economics and several branches of applied sciences. Economist, engineers and others with a good background of mathematics who are interested in algorithms and its numerical solutions could use this paper. Definition 1.7 A random mapping f :Ω × H × H → R ∪ {+∞} is said to be 0-diagonally quasi-concave (in short, 0-DQCV) in y(t) if, for any finite set {x 1 (t), … , x n (t)} ⊂ H and for any 
is lower semicontinuous on each compact subset of D;
(ii) for each finite set {x 1 (t) … x n (t)} ⊂ D and for each y(t) = ∑ n i=1 i (t)x i (t) with i (t) ≥ 0 and ∑ n i=1 i (t) = 1, min 1≤i≤n f (t, x i (t), y(t)) ≤ 0; (iii) there exists a nonempty compact convex subset D 0 of D and a nonempty compact subset K of D such that for each y(t) ∈ D⧵K, there is an
Definition 1.8 Let :Ω × H → R ∪ {+∞} is a proper -subdifferential (may not be convex) functional, :Ω × H × H → H, J:Ω × H → H be the random mappings and I:Ω × H → H be an identity mapping. If for any given z(t) ∈ H and (t) > 0, there exists a unique point x(t) ∈ H satisfying (T(t, x(t)), T(t, y(t) (z(t)) and hence the relaxed -proximal operator of is well defined.
Proof For any given (t) > 0 and
Using the continuity of the mapping I, J, and lower semicontinuity of , we have for each
) is a lower semicontinuous on H.
We claim that f (t, y(t), x(t)) satisfies the condition (ii) of Lemma 1.1. If it is false, then there exists a finite set {y 1 (t), … , y n (t)} ⊂ H and x 0 (t) = ∑ n i=1 i y i with i ≥ 0 and 
we have which contradicts the inequality (1.2). Hence f (t, y(t), x(t) ) satisfies condition (ii) of Lemma 1.1.
We take a point ȳ(t) ∈ dom and is -differentiable at ȳ(t), there exists a point f * y (t) ∈ H such that
(1.1)
Since is strongly monotone with constant (t), Lipschitz continuous with constant (t) and J is -relaxed Lipschitz continuous with constant (t), we have
} and K are both weakly compact convex subset of H, and for each
Hence, all the conditions of Lemma 1.1 are satisfied. Then, there exists an
Now, we show that x(t) is a unique solution of problem (1.1). Suppose that x 1 (t), x 2 (t) ∈ H are two arbitrary solution of problem (1.1). Then, we have Taking y(t) = x 2 (t) in (1.3) and y(t) = x 1 (t) in (1.4) and adding the resulting inequalities, we obtain
Since (t, x(t), y(t)) = − (t, y(t), x(t)), for all x(t), y(t) ∈ H, we can write
As is strongly monotone with constant (t) and J is -relaxed Lipschitz continuous with constant (t), from (1.5), it follows that and hence we must have x 1 (t) = x 2 (t). This completes the proof.
Theorem 1.2 If all the conditions of Theorem 1.1 are satisfied, then the relaxed -proximal operator
J t (t), I of (t) is (t) (t)+ (t) -Lipschitz continuous. (t, x(t)) − (t,ȳ(t)) ≥ ⟨f * y (t), (t, x(t),ȳ(t))⟩, ∀ x(t) ∈ H. f (t,ȳ(t), x(t)) = ⟨z(t) − (I − J)x(t), (t,ȳ(t), x(t))⟩ + (t) (t, x(t)) − (t) (t,ȳ(t)) ≥ ⟨ȳ(t) − J(ȳ(t)) − x(t) + J(t, x(t)), (t,ȳ(t), x(t))⟩ + ⟨z(t) −ȳ(t) + J(ȳ(t)), (t,ȳ(t), x(t))⟩ + (t)⟨f * y (t), (t, x(t),ȳ(t)⟩ = ⟨ȳ(t) − x(t), (t)(ȳ(t), x(t))⟩ − ⟨J(ȳ(t)) − J(x(t)), (t,ȳ(t), x(t))⟩ + ⟨z(t), (t,ȳ(t), x(t))⟩ + ⟨J(ȳ(t)) −ȳ(t), (t,ȳ(t), x(t))⟩ + (t)⟨f * y (t), (t, x(t),ȳ(t)⟩ ≥ (t)‖ȳ(t) − x(t)‖ 2 + (t)‖ȳ(t) − x(t)‖ 2 − (t)‖z(t)‖‖ȳ(t) − x(t)‖ − (t)(‖J(ȳ)(t)‖ + ‖ȳ(t)‖)‖ȳ(t) − x(t)‖ − (t) (t)‖f * y (t)‖‖ȳ(t) − x(t)‖ = ‖ȳ(t) − x(t)‖[( (t) + (t))‖ȳ(t) − x(t)‖ − (t){‖z(t)‖ + ‖J(ȳ(t)‖ + ‖ȳ(t)‖ + (t)‖f * y (t)‖}].
⟨(I − J)x(t) − z(t), (t, y(t),x(t))⟩ + (t) (t, y(t)) − (t) (t,x(t))
(1.5)
Taking y(t) = x 2 (t) in (1.6) and y(t) = x 1 (t) in (1.7) and adding the resulting inequalities, we have 
RVLIP and iterative algorithm
is the -subdifferentiable of (⋅, ⋅, x(t)). We consider the following RVLIP:
u(t) ∈ A(t, x(t)), v(t) ∈ B(t, x(t)), w(t) ∈ C(t, x(t)), e(t) ∈ D(t, x(t)), z(t) ∈ E(t, x(t))
such that
and
⟨P(t, u(t)) − f (t, v(t)) + N(t, h(t, w(t)), m(t, e(t)), q(t, z(t)), (t, y(t), g(t, x(t)))⟩ ≥ (t, g(t, x(t)), x(t)) − (t, y(t), x(t)), ∀y(t) ∈ H.
Special Cases:
m are identity mappings and (t, y(t)x(t)) = (y(t)) then (RVLIP) reduces to the following generalized multivalued RVLIP (GMRVLIP):
Find measurable mappings x, u, v, w:Ω → H such that for all t ∈ Ω, x(t) ∈ H, u(t) ∈ C(t,
x(t)), v(t) ∈ D(t, x(t)), w(t) ∈ A(t, x(t))
and (1.6)
(1.8)
‖z 2 (t) − z 1 (t)‖. http://dx.doi.org/10.1080/23311835.2017.1305639
⟨P(t, u(t)) − N(t, u(t), v(t)), (t, y(t), g(t, x(t)))⟩ ≥ (g(t, x(t))) − (y(t)), ∀ y(t) ∈ H. Problem
(GMRVLIP) is considered and studied by Ahmad and Salahuddin (2011) .
(ii) If f is an identity mapping,
N(t, h(t, w(t)), m(t, e(t)), q(t, z(t)) = h(t, w(t)) − (m(t, e(t)) − q(t, z(t))
, 
x(t)), e(t) ∈ D(t, x(t)), and z(t) ∈ E(t, x(t))
A slight variant form of (RGNMVIP) is considered by Ahmad and Bazán (2005) .
h is an identity mapping and
(t, g(t, x(t)), x(t)) − (t, y(t), x(t)) = (t, g(t, x(t)) − (t, y(t)) then (RVLIP) reduces to following generalized nonlinear random variational inclusions problem (GNRVIP):
Find measurable mappings x, u, v, w:Ω → H such that for all t ∈ Ω, x(t) ∈ H, y(t) ∈ H A slight variant form of (GNRVIP) is considered by Agarwal et al. (2005) .
It is clear, from these special cases that our problem (RGVLIP) is more general than the problem considered in Agarwal et al. (2005) , Ahmad and Bazán (2005) and Ahmad and Salahuddin (2011) and generalizes many problems in the literature. 
⟨P(t, u(t)) − v(t)w(t)h(t, w(t)) − (m(t, e(t)) − q(t, z(t)), y(t) − g(t, x(t)))⟩ ≥ (t, g(t, x(t))) − (t, y(t)).

⟨f (t, u(t)) − v(t) − w(t), (t, y(t), g(t, x(t)))⟩ ≥ (t, g(t, x(t))) − (t, y(t))
. (t, y(t) ) and x(t), y(t) ∈ H.
y(t)) and x(t), y(t) ∈ H.
(ii) relaxed monotone with respect to h, if there exists a constant c(t) > 0 such that
We first transfer the (RVLIP) in to a fixed point problem.
Lemma 2.1 (Chang, 1984) 
(t) ∈ H, u(t) ∈ A(t, x(t)), v(t) ∈ B(t, x(t)), w(t) ∈ C(t, x(t)), e(t) ∈ D(t, x(t)), z(t) ∈ E(t, x(t))) satisfying the following relation
−1 is the relaxed t -proximal operator of (⋅, x(t)) and :Ω → (0, ∞) is a measurable function.
Proof Assume that x(t) ∈ H, u(t) ∈ A(t, x(t)), v(t) ∈ B(t, x(t)), w(t) ∈ C(t, x(t)), e(t) ∈ D(t, x(t)) and z(t) ∈ E(t, x(t))
satisfies relation (2.1), i.e.
, the above equality holds if and only if By the definition of t -subdifferential (⋅, x(t)), the above relation holds if and only if
Hence, we have i.e. (x, u, v, w, e, z) is a random solution of (RVLIP). This fixed point formulation enables us to suggest the following iterative algorithm for approximating the solution of (RVLIP).
Algorithm 2.1.
Let P, J, f , g, h, m, q:Ω × H → H, :Ω × H × H → H and N:Ω × H × H × H → H are the singlevalued random mappings such that g(t, H) = H, A, B, C, D, E:Ω × H → CB(H)
be the set-valued random mappings and I:Ω × H → H be the identity mapping. Let :Ω × H × H → R be a lower
⟨h(t, u 1 (t)) − h(t, u 2 (t)), x(t) − y(t)⟩ ≤ −k(t)‖x(t) − y(t)‖
2 , H. http://dx.doi.org/10.1080/23311835.2017.1305639 semicontinuous, -subdifferentiable, proper functional on H (may not convex) satisfying
∀ u 1 (t) ∈ C(x(t)), u 2 (t) ∈ C(y(t)) and x(t), y(t) ∈ H;
⟨h(t, u 1 (t)) − h(t, u 2 (t)), x(t) − y(t)⟩ ≥ −c(t)‖x(t) − y(t)‖ 2 ∀ u 1 (t) ∈ C(x(t)), u 2 (t)
∈ C(y(t)) and x(t), y(t) ∈ H. (2.1) g(t, x(t)) = J t (⋅, x(t)) (t), I [(I − J)g(t, x(t)) − (t){P(t, u(t)) − f (t, v(t)) + N(t, h(t, w(t)), m(t, e(t)), q(t, z(t)))}] g(t, x(t)) = J t (⋅, x(t)) (t), I [(I − J)g(t, x(t)) − (t){P(t, u(t)) − f (t, v(t)) + N(t, h(t, w(t)), m(t, e(t)), q(t, z(t)))}]. (I − J)g(t, x(t)) − (t){P(t, u(t)) − f (t, v(t)) + N(t, h(t, w(t)), m(t, e(t)), q(t, z(t)))} ∈ (I − J)g(t, x(t))
+ (t) t (g(t, x(t)), x(t))). (t, y(t), x(t)) − (t, g(t, x(t)), x(t)) ≥ ⟨−P(t, u(t)) + f (t, v(t)) − N(t, h(t, w(t)), m(t, e(t)), q(t, z(t))), (t, y(t), g(t, x(t)))⟩, ∀y(t) ∈ H.
⟨P(t, u(t)) − f (t, v(t)) + N(t, h(t, w(t)), m(t, e(t)), q(t, z(t))), (t, y(t), g(t, x(t)))⟩ ≥ (t, g(t, x(t)), x(t)) − (t, y(t), x(t)) ∀ y(t) ∈
g(t, h(t))
⋂ dom(
and z 0 (t) ∈ E(t, x 0 (t)) as g(t, H) = H, there exists a point x 1 (t) ∈ H such that By Nadler (1969) , there exists
and z 1 (t) ∈ E(t, x 1 (t)) such that
Let
Continuing the above process inductively, we can define the following iterative sequences {x n (t)}, {u n (t)}, {v n (t)}, {w n (t)}, {e n (t)} and {z n (t)} for solving (RVLIP) as follows:
where (t) > 0 is a constant and n = 0, 1, 2, …
We also prove the existence of the solution of RVLIP (RVLIP).
Theorem 2.2 Let P, J, f , g, h, m, q:Ω × H → H, N:Ω × H × H × H → H and :Ω × H × H → H be the singlevalued random mappings. A, B, C, D, E:Ω × H → CB(H) be the multi-valued random mappings. I:Ω × H → H be an identity mapping. For any z(t) ∈ H the mapping h(t, y(t), x(t)) = ⟨z(t) − (I − J)x(t), (t, y(t), x(t))⟩ is 0-DQCV in y(t). Let :Ω × H × H → R ⋃ {+∞} be such that for each x(t) ∈ H, (⋅, x(t)) is lower semicontinuous, -subdifferential, proper functional satisfying g(t, x(t)) ∈ dom( t (⋅, x(t))), where t (⋅, x(t)) is the -subdifferential of (⋅, x(t)). Suppose that there exists constant
+ N(t, h(t, w 0 (t)), m(t, e 0 (t)), q(t, z 0 (t)))}].
and the following conditions are satisfied:
(i) P, J, g, f , h, m, q are Lipschitz continuous with corresponding constants P (t), J (t), g (t),
respectively. is Lipschitz continuous with constant (t) such that (t, x(t), y(t)) = − (t, y(t), x(t)) and N is N 1 (t), N 2 (t) and N 3 (t) Lipschitz continuous with respect to first, second and third argument respectively.
(ii) g is strongly monotone with constant (t) such that g(t, h(t)) = h and strongly monotone with constant (t).
(iii) A is relaxed monotone with respect to P with constant c(t).
(iv) R is relaxed Lipschitz continuous with constant (t), B is relaxed Lipschitz continuous with respect to f(t) with constant k(t) and N is relaxed Lipschitz continuous with respect to C, D and E in the first, second and third argument with constants r 1 (t), r 2 (t) and r 3 (t), respectively.
(v) R is strongly monotone with respect to g with constant R (t) (vi) A, B, C, D and E are  -Lipschitz continuous with corresponding constants A (t), B (t), C (t),
where
Then there exists a set of elements (x(t), u(t), v(t), w(t), e(t), z(t)) such that x(t) ∈ H, u(t) ∈ A(t, x(t)), v(t) ∈ B(t, x(t)), w(t) ∈ C(t, x(t)), e(t) ∈ D(t, x(t)) and z(t) ∈ E(t, x(t))
which is a solution of random variational-like inclusion problem (RVLIP) and
as n → ∞, where {x n (t)}, {u n (t)}, {v n (t)}, {w n (t)}, {e n (t)} and {z n (t)} are the sequences obtained by Algorithm 2.1.
Proof By Cauchy-Schwartz inequality and strong monotonicity of g with constant (t), we have which implies that By Algorithm 2.1, we have
+ N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n (t)))}].
Hence, we have
Since ‖x + y‖ 2 ≤ 2(‖x‖ 2 + ‖y‖ 2 ), using the Lipschitz continuity of relaxed -resolvent operator and condition (2.2), we have Now, we have
Since g is Lipschitz continuous with constant g (t), J is Lipschitz continuous with constant J (t) and strongly monotone with respect to g with constant R (t), we have
(2.4)
(2.5)
(2.6)
Since B is relaxed Lipschitz continuous with respect to f with constant k(t), A is relaxed monotone with respect to P with constant c(t), P is Lipschitz continuous with constant P (t), f is Lipschitz continuous with constant f (t) and A, B are  -Lipschitz continuous with constant A (t), B (t), respectively, we have
Since N is Lipschitz continuous with respect to first, second and third argument with constants
, respectively and relaxed Lipschitz continuous with respect to C in the first argument with constant r 1 (t), relaxed Lipschitz continuous with respect to D in the second argument with constant r 2 (t), relaxed Lipschitz continuous with respect to E in the third argument with constant r 3 (t) and C, D, E are  -Lipschitz continuous with constant C (t), D (t) and E (t), respectively, we have Combining (2.6)-(2.8) with (2.7), we have (2.7)
(2.8)
− N(t, h(t, w n−1 (t)), m(t, e n−1 (t)), q(t, z n−1 (t)))]‖ 2 ≤ ‖x n (t) − x n−1 (t)‖ 2 + 2 (t)‖N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n−1 (t)))
− N(t, h(t, w n−1 (t)), m(t, e n (t)), q(t, z n−1 (t)))‖ 2 + 2 (t)‖N(t, h(t, w n−1 (t)), m(t, e n (t)), q(t, z n−1 (t)))
− N(t, h(t, w n−1 (t)), m(t, e n−1 (t)), q(t, z n−1 (t)))‖ 2 + 2 (t)‖N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n (t)))
− N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n−1 (t)))‖ 2 + 2 (t)⟨N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n−1 (t)))
− N(t, h(t, w n−1 (t)), m(t, e n (t)), q(t, z n−1 (t))), x n (t) − x n−1 (t)⟩ + 2 (t)⟨N(t, h(t, w n−1 (t)), m(t, e n (t)), q(t, z n−1 (t)))
− N(t, h(t, w n−1 (t)), m(t, e n−1 (t)), q(t, z n−1 (t))), x n (t) − x n−1 (t)⟩ + 2 (t)⟨N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n (t)))
− N(t, h(t, w n (t)), m(t, e n (t)), q(t, z n−1 (t))), x n (t) − x n−1 (t)⟩ ≤ ‖x n (t) − x n−1 (t)‖ 2 + 2 (t) 
2 E (t)‖x n (t) − x n−1 (t)‖ 2 − 2 (t)r 1 (t)‖x n (t) − x n−1 (t)‖ 2 − 2 (t)r 2 (t)‖x n (t) − x n−1 (t)‖ 2 − 2 (t)r 3 (t)‖x n (t) − x n−1 (t)‖ 2 = [1 − 2 (t)(r 1 (t) + r 2 (t) + r 3 (t)) + 2 (t){ 
(t)
2 E (t)}]‖x n (t) − x n−1 (t)‖ 2 .
We have which implies that d(u(t), A(t, x(t))) = 0. Since A(t, x(t)) ∈ CB(H), it follows that u(t) ∈ A(t, x(t)).
Similarly, we can prove that v(t) ∈ B(t, x(t)), w(t) ∈ C(t, x(t)), e(t) ∈ D(t, x(t)) and z(t) ∈ E(t, x(t)). By Theorem 2.2, we conclude that (x(t), u(t), v(t), w(t), e(t), z(t))
is the solution of random variationallike inclusion problem (RVLIP). This completes the proof.
Conclusion
The purpose of this paper to introduce and study a new random variational-like inclusion involving relaxed monotone operators in Hilbert space. The concept of a new resolvent operator call it relaxed -proximal operator is introduced and have shown that under suitable conditions, the relaxed -proximal operator is Lipschitz continuous. By using the relaxed -proximal operator, we also define an iterative algorithm. By using this iterative algorithm, we also prove the existence of solution of RVLIP and the convergence of iterative sequences generated by the iterative algorithm is also discussed. The results are improvement of many results in literature (see Agarwal et al., 2005; Ahmad & Bazán, 2005; Ahmad & Salahuddin, 2011 etc.) as special cases. Therefore, the new relaxed -proximal operator seems to be widely applicable.
