Abstract: Strip-plot designs are very useful when the treatments have a factorial structure and the factors levels are hard-to-change. We develop a randomization-based theory of causal inference from such designs in a potential outcomes framework. For any treatment contrast, an unbiased estimator is proposed, an expression for its sampling variance is worked out, and a conservative estimator of the sampling variance is obtained. This conservative estimator has a nonnegative bias, and becomes unbiased under between-block additivity, a condition milder than Neymannian strict additivity. A minimaxity property of this variance estimator is also established. Simulation results on the coverage of resulting confidence intervals lend support to theoretical considerations.
Introduction
Strip-plot designs are of much practical utility when the treatments have a factorial structure and the factor levels are hard-to-change, so that they have to be applied to larger clusters of experimental units. For instance, in an agricultural field experiment with two factors, irrigation and harvesting, both requiring larger plots, the experimental units can be laid out in several blocks, each block being a rectangular array of rows and columns. One can then randomize the methods of irrigation among the rows and the methods of harvesting among the columns, in each block. A second example where a strip-plot design can be very useful comes from industry. In a semiconductor experiment, it makes much sense to randomize the implant and annealing factors, respectively, among the rows and columns of a rectangular array of wafers, with each such array constituting a block. Again in a painting experiment, primers and paints may be randomized, respectively, among the horizontal and vertical strips on a wall and each such wall may constitute a block. See Casella (2008, Section 5.6 .1) and Milliken and Johnson (2009, Chapters 5, 25) for more details and examples.
With reference to a potential outcomes framework, the present paper aims at developing a randomization-based theory of causal inference from strip-plot designs. In contrast to the traditional method of analysis of such designs, our approach does not hinge on rigid linear model assumptions.
After introducing the setup in Section 2, we present the main theoretical results in Section 3 where an unbiased estimator is proposed for any treatment contrast and an expression for its sampling variance is worked out in terms of the various mean squares and products of potential outcomes that arise in a strip-plot setting. We also obtain in Section 3 a conservative estimator of the sampling variance. This conservative estimator is seen to have a nonnegative bias which vanishes under between-block additivity, a condition milder than Neymannian strict additivity (Neymann, 1923 (Neymann, / 1990 . A minimaxity property of our variance estimator, over a class of nonnegative quadratic estimators, is established via a matrix analysis. Finally, Section 4 reports simulation results on the coverage of confidence intervals based on the conservative variance estimator. These are found to match what one expects from theoretical considerations. All longer proofs appear in the appendix.
Before concluding the introduction, we note that causal inference in a potential outcome framework has been of much current interest; recent literature in this general area includes Imbens and Rubin (2015) , Dasgupta, Pillai and Rubin (2015) and Mukerjee, Dasgupta and Rubin (2018) , where further references are available. Very recently, Zhao, Ding, Mukerjee and Dasgupta (2018) explored at length randomization-based results on causal inference from split-plot designs where the levels of one factor are hard to change while those of the other factor are not. Here, on the other hand, the levels of both factors are hard to change and, consequently, the randomization as well as the final results, including the variance formula, are different from theirs.
Preliminaries
Consider two experimental factors F and G with levels coded as 1,…, P and 1,…, Q, respectively; P, Q ≥ 2. The PQ treatment combinations are then pq, 1≤ p ≤ P, 1≤ q ≤ Q. The factor levels are randomized among BPQ experimental units arranged in B (≥ 2) blocks, where each block has PQ units in the form of an PxQ array. Specifically, we consider a strip-plot design as given by the following randomization which is performed independently for each block and independently for the rows and columns within each block: (i) levels 1,…, P of F are permuted randomly over the P rows, with one row assigned to each level, all such permutations of the P levels over the P rows being equiprobable; (i) levels 1,…, Q of G are permuted randomly over the Q columns, with one column assigned to each level, all such permutations of the Q levels over the Q columns being equiprobable.
Thus, in every block, one unit is assigned to any treatment combination pq; this us the unit whose row and column are assigned to levels p and q of F and G, respectively.
We next introduce the potential outcomes framework underlying our randomization-based approach. Let Y b (rc; pq) be the potential outcome from the unit at row r and column c in block b, when exposed to treatment combination pq, where 1≤ b ≤ B, 1≤ r, p ≤ P and 1≤ c, q ≤ Q. Then a typical unit-level treatment contrast is of the form ) (rc
denote mean potential outcomes for treatment combination pq over the PQ units in block b, and over all the BPQ units, respectively. Then
defines a block-level treatment contrast for any fixed b, while
defines a treatment contrast for the finite population of BPQ units.
We shall be concerned with inference on the population level treatment contrast  on the basis of the potential outcomes observed from the strip-plot design. Note that our definition of  is quite general and theory developed here will apply immediately to factorial main effect and interaction contrasts as given by specific patterns of the l(pq) in  .
Main results

Unbiased estimator of treatment contrast
For any block b, let ) ( 
and from (2)-(4), Proposition 1 below is evident. Part (b) of this proposition yields ˆas an unbiased estimator of the treatment contrast .
Sampling variance
We now proceed to find the sampling variance of the unbiased treatment contrast estimatorˆ. As randomization is done independently across blocks, by (4),
(6) Thus, it will suffice to find an expression for )} ( ), ( cov{ , for then ) var( can be readily obtained for any treatment contrast . Consideration of mean squares and products, natural to a strip-plot setting, enables us to obtain such an expression in a neat form in Theorem 1 below.
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To that effect, for any fixed b, p 1 , p 2 , q 1 and q 2 , let
) , (
is as in (1). We also write (.,.)
 for Kronecker delta which equals 1 when the two arguments are equal, and 0 otherwise. Then the following result, proved in the appendix, holds.
The proof of Theorem 1 requires much more effort than that of Proposition 1. As seen in the appendix, a lemma, inspired by finite population sampling, and a conditioning argument help.
Conservative estimator of sampling variance
By ( by (4), and this prompts one to consider an estimator of ) var( as given by
. Hence the result follows noting that
using (3), (6) 
Minimaxity of the conservative variance estimator
We now establish, in Theorems 3 and 4 below, a minimaxity property of ) ( r â v 0  , with regard to its bias Δ 0 , over a class of comparable variance estimators. Theorem 3, which is the main plank of this subsection, gives a characterization for the variance estimators in the competing class. Its proof in the appendix involves a matrix analysis and makes use of the sampling variance formula obtained in (6) , 1≤ p ≤ P and 1≤ q ≤ Q.
Consider now a class, V, of variance estimators of the form
where A is any known nonnegative definite (nnd) matrix of order BPQ, such that )} ( r â v {  E = ) var( , whenever between-block additivity holds. Thus V consists of nonnegative variance estimators which are quadratic in the potential outcomes, and which, like ) ( r â v 0  , become unbiased under between-block additivity. Indeed, from (4), (10) 
Because U is nnd, by Theorem 3, every variance estimator in V turns out to be conservative, like our ) ( r â v 0  , in the sense of having a nonnegative bias Δ. Note also that by (10) and Theorem 2, ) ( r â v 0  and its bias Δ 0 are also as per Theorem 3, with 
Simulation results
We now present simulation results on the coverage of the confidence interval
 , where z is the (1-α/2)th quantile of the standard normal distribution, i.e., the target coverage is 1-α. In the simulation, factors F and G have two and three levels, respectively, and each block is a 2x3 array of units, i.e., P = R = 2, Q = C = 3. The potential outcomes Y b (rc; pq) are generated as 
In the simulations reported here, the target coverage is taken as 1-α = 0.95, and we work with h = 0, 0.5, and B = 20, 40, 60. By (14), the bias Δ 0 vanishes for h = 0, while it is of order O(1) for h = 0.5. Therefore, for h = 0, the confidence interval
for  is expected to attain the target coverage at least for large B, whereas for h = 0.5, over-coverage is anticipated even for large B unless ψ 2 is small. We consider five normalized treatment contrasts in our simulation, namely, Of these, the first one represents main effect F, the next two represent man effect G, and the last two represent interaction FxG.
For each h and B as stated above, we generate the potential outcomes following (13), and obtain 10000 strip-plot designs via appropriate randomization. For each such design and each of the treatment contrasts mentioned above, the confidence interval
is found on the basis of the observed potential outcomes. Thus, for each of these contrasts and each h and B, the simulated coverage of this interval is obtained from 10000 randomly obtained strip-plot designs. The results are summarized in Table 1 
Appendix
The following lemma, in the spirit of finite population sampling, will be used repeatedly in proving Theorem 1 in a unified manner that avoids a somewhat cumbersome separate consideration of the four cases arising from equal or unequal p 1 and p 2 , and equal or unequal q 1 and q 2 . 
Proof of Theorem 1. For any fixed block b,
be random permutation of {1,…, P} and {1,…, Q}, respectively, such that row )
for any treatment combination pq, by (7) and Lemma A.1,
in view of (8) and (9). The above, when combined with (A.1) and (A.2), yields the result. □ Proof of Theorem 3. For ease in presentation, the proof is split into three steps.
Step 1 (expectation of variance estimator): Because randomization is done independently across blocks, by (5) 
Step 2 (use of between-block additivity): In (i)-(iii) below, we consider three configurations for the potential outcomes, each entailing between-block additivity, and obtain useful identities invoking the fact that )} ( r â v {  E equals ) var( under such additivity. In the process, we note that the PQ rows and columns of any A bb* correspond to the treatment combinations and write a bb* (p 1 q 1 , p 2 q 2 ) for the (p 1 q 1 , p 2 q 2 )th element of A bb* .
(i) Suppose the potential outcomes are all equal to some nonzero constant t in the interval T that represents their common range. Then, Y =  t , where  is the BPQx1 vector of ones, and by (7)- (9), each covariance in Theorem 1 vanishes, i.e., each W b equals the null matrix. Hence by (6) 
where θ is as in (ii) above and 0 Combining this with (A.5), we get in matrix notation
where l is PQx1 with elements l(pq), 1≤ p ≤ P, 1≤ q ≤ Q.
Step 3 (matrix analysis): Because A is nnd, we get A = SS', for some matrix S. In conformity with the partitioned form (A bb* ) of A, partition S as S = ] ... , where  denotes Kronecker product and, as before, I is the identity matrix of order B. Hence U is nnd because so is A. Therefore, to complete the proof, in view of (A.9)-(A.11), it remains to show that U has each row sum zero. To that effect, without loss of generality, suppose l(11)  0 and consider a configuration of the potential outcomes such that Y b (rc; 11) = t 1 for every b, r, c, while Y b (rc; pq) = t 2 for every b, r, c and pq (  11), as be- 
