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AN ABSTRACT 
of 
ON THE OPTIMAL NUMBER 0? REPAIRMEN IN A SYSTEM 
OF N MACHINES WITH EXPONENTIAL (ERLANO) FAILURE 
TIKES AND EXPONENTIAL (7RLANG) REPAIR TIMES 
by 
Roberto Ley-Borras 
For a system of N machines and a maximum of L 
repairmen where the times between failures have the 
exponential (Erlang) distribution and the repair times 
have the exponential (Erlang) distribution, the optimal 
repairmen assignment policy is found as a function of 
the number of failed machines. 
A cost per repairman on duty per time unit and a 
profit per running machine per time unit are considered. 
The problem is solved by using Howard's method 
(1), and both discounting and non-discounting caees are 
considered. It is found that the optimal policies assign 
as many repairmen as machines broken down under certain 
parameter conditions. There is a small transition region 
ana beyond that th^ optimal policy Is to assign no re- 
pairmen whatever the state of the system. The gain of 
the system changes linearly with changes in the ratio 
cost/profit and non-linearly with changes in the rate 
of repair or failure. 
-1- 
CHAPTER 1 
INTRODUCTION 
1.1 DESCRIPTION OP THE PROBLEM 
Conplder a production system consisting of a 
finite number of machines and a multi-server repair 
facility that can Include any number of Identical re- 
pairmen. It Is assumed that all the machines are Iden- 
tical and that any machine is In either running or 
failed condition. When a machine Is In running condition 
It Is UBed for production and It Is subject to failure, 
the time between failures being a sequence of Independent 
random variables each having a given probability distri- 
bution. Exponential and Erlang distributions will be 
analyzed. 
When a machine fails It is sent to the repair 
facility where it undergoes repair if any repairman 18 
idle. Otherwise, it waits until a repairman is free. The 
repair time is assumed to have a given probability dis- 
tribution. Exponential and Erlang distributions will ba 
considered. 
The repair facility is assumed to be a first-come, 
first-serve queue where only one repairman can work in a 
piven machine at one time. 
There is a cost associated with the waiting for 
repair of one machine per time unit due to loss In pro- 
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duction. There la a cost associated with each repairman 
on duty per each time unit whether or not he le busy. 
An extended cost structure in which there is a cost 
associated with the failure itself, like parts and re- 
location, and other cost associated with the repair, 
like installation and test, will also be conslderad. 
The objective is to find the optimal number of 
repairmen as a function of the state of the system (the 
state of the system is given by the number of machines 
broken down) Buch that the cost of operating the system 
in the long run is minimized. 
This problem can be seen as one of optimization 
of a closed queue, or as optimization of a queue network 
with a single node. It is frequently called the machine 
interference problem. 
The methodology used consist in establishing 
transition rate matrices and reward vectors representing 
the system and amenable to the application of Howard's 
method (1),which is basically an application of dynamic 
programming to markovian stochastic processes that finds 
an optimal decision vector. 
1.2 HOWARD'S METHOD 
In I960 Ronald A. Howard published a book (1) 
presenting a method for optimization of markov processes 
using dynamic programming. The method has simplicity 
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and usefulness as its main features. Howard presente 
algorithms for several kinds of rnarkovlan declelon 
processes. Of these, the continuous-time decision proc- 
ess vrhea the system is completely ergodlc in both dis- 
counting and non-discounting case is the algorithm I 
use to solve the machine Interference problem. 
TRANSITION RATES 
Let us start with some notation and definition* 
that will be used throughout this work. To describe an 
N-state process whose time between transitions is random 
we will use transition rates. 
If we call a(i,J) the transition rate of a from 
state 1 to state J, for i?^J. The quantity a(i,J) is Buch 
that in a short time interval dt, a process that is now 
in state i will make a transition to Etate J with prob- 
ability a(i,J)dt,i^J, and the probability of two or 
more state transitions is of the order of (dt)  or higher 
and is assumed to be zero if dt is taken sufficiently 
small. The processes considered are those for which the 
transition rates a(i,J) are constants. 
We may now describe the continuous time Markov 
process by a transition rate matrix A with components 
a(i.J). 
The probability that the system occupies state i 
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at time t after the start of the process will be the 
state probability p(l,t). 
We may relate the state probabilities at time t 
to those a short time later by the equations 
P(J,t+dt)=pU,t)(l-2a(J,l)dt+^p(l,t)a(i,J)dt 
J=l,2 N  (1.1) 
There are two exclusive ways In wlch the system 
can occupy the state J at t+dt. First, It could have 
been In state J at time t and made no transition during 
the time dt. These events have probability p(i,t), and 
l-HE!a( J,i)dt respectively, because the probability of 
multiple transitions is of order higher than dt and la 
negligible, and because the probability of making no 
transation in dt is 1 minus the probability of making 
a transition in dt to some state ij^J. The second way 
the system can be In state J at time t+dt is to be at 
state ij^J at time t and to have made a transition from 
1 to J during the interval dt. These events have proba- 
bilities p(l,t) and a(i,J)dt, respectively. The proba- 
bilities must be added over all 1 that are not tqual to 
J because the system could have entered the state J 
from any other state 1. 
The diagonal elemente of matrix A are 
a(J,J)=-Za(J,l) (1.2) 
Using equation 1.2 in 1.1 we get 
-5- 
p(J,t+dt)-p(J,t)=Zp(i,t)a(i,J)dt (1.3) 
/=i 
And dividing both sides of this equation by dt 
and taking the limit as dt-^O we get 
§£ P(j,t)=fp(i,t)a(l,j), 1=1,2,...,N        (1.4) 
Equations 1.4 are a set of N linear conetant- 
coeficient differential equations that relate the state 
probabilities to the the transition rate matrix A • In 
matrix form we can write them as 
|e P(t)= p(t) A (1.5) 
where £(t) is the vector of state probabilities at time 
t. We can note that each of the rows of A sum to zero, 
i.e.  a(i,J)=0 . 
Taking the Laplace transform of equations 1.4 we 
obtain 
sP(s)-£(0)=P(s) A 
or    P(s)(sl-A)= £(0) (1.6) 
where P(s) is the Laplaoe-transform of £(0 and I ls tn* 
identity matrix. Then we have P(s)=£(0)(sI-A)~  that 
finally leads to H(t)=S+T(t), where H(t) is the inverse 
transform of (sI-A)~  , S is the stochastic matrix of 
limiting probabilities and T(t) contains the transient 
components of probability. 
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REWARDS 
Let us assume that the system earns a reward at 
the rate r(ifl) dollars per unit time during all the 
time that It occupies state 1. Assume further that when 
the eystem makes one transition  from state 1 to state 
J, l^J , It receives a reward of r(i,J) dollars. It Is 
not necessary that the system earn according to both 
reward rates and transition rewards, In fact, the models 
will be first developed considering only reward rates 
and only later, under the heading of extended reward 
structure, the transition rewards will be considered. 
We are Interested In the expected earning of the 
system If It operates for a time t with a given Initial 
condition. Calling v(l,t) the expected total reward that 
the system will earn In a time t If It starts In state 
1, we can relate the total expected rewardB In a time 
t+dt, that Is v(l,t+dt), to v(l,t) by the equation 
v(i,t+dt)=(l-5:a(i,j)dt)(r(i,l)dt+v(i,t))+ 
^a(l,J)dt( 
J* ( 
J* r(ifJ).MrM,t) 
Let us define a quantity q(l), the earning rate 
of the system, as 
Q(i)=p(i,l)+Ia(l,J)r(i,J) (1.8) 
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The average reward per time unit for a system 
will be called the pain of the system and represented 
by 6« 
We will uae the Index k to denote the number of 
repairmen on duty. 
OPTIMIZATION ALGORITHM 
Let us now use those concepts an notation to 
present the optimization algorithm. When all possible 
policies of the problem are completely ergodlc (as they 
are in our problem), all states of each Markov process 
have the same gain g. The first part of the optimization 
process, called value determination operation, involves 
the solution of the equation 
g=q(i)+£a(i,j)v(j) ,  1=1,2 N     (1.9) 
for the pain g and each of the relative values v(J) and 
setting v(N) equal to zero in order of reducing the num- 
ber of unknowns by one and have the same number of 
equations and unknowns (N). The solution for g and the 
remaining v(j) is then used to find an Improved policy 
(the first policy, set of decisions, can be arbitrary). 
The second part of the optimization algorithm, 
called policy-improvement routine, consist in finding 
for each state k the alternative that maximizes 
-8- 
q(i,k)+£a(i,J,k)v(j) (1.10) 
where q(l,k) 1B the earnlnp rate In state 1 when using 
k repairmen, a(i,J,k) Is the transition rate from stats 
1 to state J when there are k repairmen on duty, and v(j) 
are the relative values (relatives because the last one 
was made arbitrarily equal to zero) of the previous 
policy. 
This alternative, the one that maximizes 1.10, 
become the new decision at the 1-th state. A new policy 
has been found when this procedure has been performed for 
every state. If the new policy Is the same that the pre- 
vious one, the process has converged , and the optimal 
policy has been found. Otherwise, we perform the value 
determination operation and continue the Iterations. 
Let us finally consider the case In wich we are 
Interested In the value of money throught the time, that 
we have an Interest rate to apply to the money we earn 
or spend. We c?.n define a discount rateoc, 0^°v<*>ln such 
a way that a unit quantity of money received after a 
short time Interval dt Is now worth l-*dt. This defi- 
nition corresponds to the continuous compounding at the 
rate *< . An alternative interpretation of *>  that allows 
the process an indefinite duration is that there is a 
probability xdt that the orocess will terminate in that 
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Interval dt. 
Let the vector v represent the '2i?counted future 
earnings In a very long time If the system Is started In 
each state. 
Now, the value-determination operation consists 
In solving the set of N equations with N unknowns 
*xv(i)=q(l) + 2a(l,J)v(J) ,  1=1,2 N (1.11) 
In the policy-Improvement routine we are Inter- 
ested In finding the policy that hae the highest present 
values In all the states. This c-n be achieved by finding 
the alternative k that maximizes 
q(l.lc)+Sa(l,J,k)v(J) (1.12) 
for each ntate 1 and using the discounting future earn- 
ings v(J) of the previous policy. The alternative that 
maximizes 1.1? become the nev? decision at the 1-th state. 
When the procedure has been repet^d for all rtatea 
a new policy has been found. If the new policy le the 
same that the previous one, the Iteration process has 
converged and the optimal policy has been found. Other- 
wise we repeat the value-deterr.ination operation. 
In both discounting and non-discounting cases, 
when performing the policy-improvement routine, if the 
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old decision In the i-th ptate yield as high a value of 
the test quantity as any other alternative, leave the old 
decision unchanged. Thie rule assures convergence in the 
case of equivalent policies. 
If the iteration is started in the policy- 
improvement routine with all v(i)=0, the Initial policy 
selected is the one that maximizes the inmedlate earning 
rate of each state. 
1.3 PREVIOUS WORKS 
The kind of problems presented in this paper 
appeared at an early date in the textile Industry, where 
is a common practice to have an operator attending 
several textile machines. The problem was called machine 
Interference. In the case of the textile Industry, the 
operator does not properly repair the machines, but he 
re-starts them when for some cause, lack of row material, 
end of cycle, containers at full capacity, etc., they 
stop. 
If one machine stops and the operator is idle, 
he does whatever le  necessary to re-stt-.rt it. But if 
while he is busy one or more other machines fail, they 
have to wait with the consequent lo?s in production. 
This is what is called machine interference. 
One of the flret quantitative works on this matter 
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is the one due to Ashcroft (?) in 1950, where he 
analyzes the problem of finding the optimal number of 
machines to be assigned to one operator riven a ratio of 
repair time to running time. He calculates tables of 
the average number of machines running (the efficiency 
of the system) for different combinations of ratios and 
number of machines assigned. 
Benefcn and Cox (3) published in 1957 an extensive 
paper that includes references to earlier works and the 
derivation of methods,for estimating the loss of pro- 
duction due to machine interference for several situa- 
tions, Including different kind of stoppages, exponential 
andconstant clearing (repair) time and one or a team of 
operators. All this assumed that the operator is 
inmedlately available, that 1B, he does not have other 
duties. They consider too the case in wlch there are 
other duties, and a more complete treatment is given by 
Benson (4) in 1952. 
P. Naor (5) in a paper published in 1956 reviews 
the previous work on the subject and presente a sim- 
plified method for finding the solution previously 
obtained by Ashcroft, and 3enson ani Cox. He attacks th« 
problem of evaluating the machine Interference problem 
when several repairmen are in charge of a group of 
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machines. He uses tabulated Poisson functions to ease 
the calculations. And later, in 1957, he presented an 
approximate solution (6) for the same problem when the 
number of repairmen is very large, more than 100, and 
the solution is difficult to calculate using his pre- 
vious method, using the normal distribution. 
Benson and Gregory (7) in 1961 state that the 
machine interference problem is a particular form of 
closed queue system and they obtain some results for 
two limiting cases of this more general set. 
In recent years the problem haB been considered 
as a closed queue and several optimizations atteppte 
have been made under various aeanptions. Crablll (8) in 
1974 presents a single server model with exponential 
failures and repairs and a number of spare machines, 
such that there are two possible queues, one of machines 
waiting for repair and one of machines waiting to enter 
productive service. There is a penalty cost when th« 
number of machines in good condition falls below certain 
number, and different cost rates associated with utili- 
zation of different repair rates. He finds a decision 
rule for determining the optimal repair rate as a func* 
tion of the state of the system. 
Tcha and Pliska (9) present another single server 
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model, but considering not only two connected queues 
but a queue network with K service stations and con- 
sidering general service time with non-preemptlv« 
service dlclpllne, and exponential service time with 
preemptive service diclpline. The problem they solve is 
the maximization of the expected discounting reward by 
determinating what service station if any, the single 
operator should serve at any decision point. They 
consider a holding cost per time unit when a customer 
Is staying at each station and a reward when a customer 
is served at one station and routed to the next. 
Fisher(lO) presente an approximate solution to . 
a loop service system where the single server cyclically 
serves a fixed number of machines, perlphereal ptatlons, 
and the server is allowed to service a particular station 
for a fixed length of time each cycle. 
Winston (11) presents a maintenance system consist 
lng of a number of machines and a single-server repair 
facility that can be operated at several rates. Failures 
and repairs are markovlan and he derives conditions that 
ensure that, for a discrete time maintenance system, the 
optimal repair rate is a non-increasing function of th« 
number of machines in pood condition. He reaches similar 
conclusions for a continous model considering it as a 
-14- 
limit of a secuence of discrete maintenance systems. 
Finally, Goheen (12) develops an optimal solution, 
utilizing non-linear programming, for a model conflating 
of m+n machines, m operating and n spare, and k repair 
facilities, ench one with c given number of repairman. 
Failure and repair time have Erlang distribution and it 
has to be decided at the time of each failure to what 
repair facility the machine should be sent to minimize the 
long-run average cost. 
1.4 DESCRIPTION OF THIS WORK 
In the following chapters I will present the case 
in which both the time between failures and the repair 
time have each the exponential distribution. I will 
develop the transition rate matrices for each alterna- 
tive and a cost structure with rewards and penalties 
depending only on the state of the system and the number 
of repairmen on duty. This cost structure will be later 
extended to allow for rewards depending on the transi- 
tion of the system. 
I present a computer program that solves this 
problem for both the discounting and non-dlrcounting 
case, ond a sample output is given. Numerical results 
are condensed in eeveral graphs showing the variation 
of the expected gain per period (in the non-discounting 
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case) or the average preeent gain (discounting case) 
when the ratio profit/cost, the rate of failure, or the 
repair rate change. 
Some observations on the structure of the problt 
and the numerical resultB are given next. 
The second problem that I attack is to find an 
optimal policy when the time between failures has the 
exponential distribution and the repair time has the 
Erlanp distribution. Now the problem is no longer 
markovlan, but by using the concept of service given in 
stages having each the exponential distribution, and 
developing transition rate matrices and reward vector* 
in terms of stages, Howard's method can be applied. A 
computer program that solve both discounting and non- 
dlecountig cases is developed and sample outputs and 
graphs showing the behavior of the system are given. 
The symmetrical problem to the one Just mentioned 
consists in time between failures having the Erlang 
distribution, and the repair rate being exponential. 
This is, too, a non-markovlan Bystem, but by doing the 
consideration that the machines fail in stages with time 
between failures having each the exponential distribution 
it is possible to apply the method and find optimal 
policies in terms of stages. 1 develop the computer 
-16- 
program for solving this third problem and material 
showing numerical results is presented. 
Finally, the extended reward structure concept 
is applied to the first problem, and further study is 
suggested. 
-17- 
CHAPTER 2 
MARKOVIAN FAILURES AND MARKOVIAN REPAIRS 
This first caae consists of a system of N ma- 
chines, the time between failures being a sequence of 
independent random variables each having the exponential 
distribution with parameter X and at most L repairmen, 
the repair times having the exponential distribution 
with parameter /*  • 
This means that the stochastic prooess is com- 
pletely markovian and that Howard's method for continu- 
ous time decision processes can be readily applied. 
Consequently, the next step iB the definition of the 
transition rate matrices and reward vectors. 
2.1 TRANSITION RATES AND REWARDS 
We call y,   the parameter of the exponential 
distribution corresponding to the time between failures, 
that 1B, we can expect that on the average one machine 
will fail each l/>* time units. Similarly, we denominate 
s*  the parameter corresponding to the exponential dis- 
tribution of the repair time. The average repair time is 
\/j*    . N la the number of machines in the system and L 
the maximuta number of repairmen available. The number of 
repairmen on duty is always less than or equal to L. 
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We should note that there la no sense In having 
L greater than N since we are assuming that only one 
repairman can work In a machine at one time. 
We will start by establishing the equations that 
relate the probability that the system be In state 1 at 
time t+dt with the probability that the system be In 
each state at time t. 
Let us consider the expression for state zero, 
when all machines are running. In the short time dt at 
most one machine can be repaired, so, the system could 
have been In state 1, one machine broken down, at time 
t and In Ptete zero at time t+dt with probability 
P(l,t)>'dt. The only other way It can be In state zero 
at time t+dt Is by having been In Ftate zero at time t 
and havlrnc made no transatlon. This has probability 
P(0,t)(l-NA)dt, that Is, none of the N machines failed. 
Then we.have 
P(0,t+dt)=P(0,t)(l-N> )dt+P(l,t)>idt   (2.1) 
Let us now consider the probability expression 
for state 1. The system can arrive to state 1 by being 
in state 2 at time t and having one machine repaired In 
the interval dt. This can happen with probability 
P(2,t)2/*dt since any of the 2 machines can be repaired. 
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The system couli have been in rtate 0 at time t and one 
machine failed in Interval dt. The probability that this 
happen is P(0,t)N>*dt. ?inr.lly, it couli have been In 
state 1 r.t time t and no repair and no failure occurred 
in dt. The probability is P(l,t)(1-(N-1 )X -J* )dt. 
Therefore we have 
P(l,t+dt)=P(0,t)NXdt+P(l,t)(l-(N-l)*-^)dt+P(2,t)2Adt 
(2.2) 
In a similar manner we can continue the formu- 
lation for the remaining states, the failure rates being 
proportional to the number of machines in pood condition, 
and the repair rate being proportional to the number of 
machines broken down until that number reaches L from 
where the repair rate remains constant an', equal to L^dt. 
For the N-th state, there is no way of arriving 
from the repair side, and the probability of being in 
state N-l at time t and having a failure In the Interval 
dt is P(N-l,t) *dt, and the probability of having 
remained at state N is P(N,t)(l-L^ )dt. So that we have 
P(N,t+dt)=P(N-l,t) >>dt+P(N,t)(l-L>< )dt (2.3) 
Dividing each of the N+l equations by dt and 
taking limit when dt-*0, we get 
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^P(0,t)=-NXP(0,t) + ^P(l,t) 
^P(l,t)=(N-l)XP(l,t)-((N-l)X+2/0P(l,t)+2^P(2,t) 
^P(2,t)=(N-2)X P(?,t)-((N-2)X *3^P(2»t)+3^P(3,t) 
(2.A) 
and so on. 
This system of constant coefficient, linear 
differential equations can be represented In matrix form 
bv
 8r ^^A ?-{t) » where vector P(t) contents P(J,t), 
J=0,N, and matrix A has the coefficients of P(t) in the 
right hand eide of the equations. 
Matrix A is very useful in visualizing the prob- 
lem structure and will be used extensively throughout 
this work. 
As an example, matrix A for a system of A machines 
and 3 repairmen would be 
(2.5) 
4X 4> 0 0 0 
/ -3A-^ * 0 0 
0 2M -2h-2M 2S 0 
0 0 3* ->-3* 3M 
0 0 0 3/* -> 
Now let us think about the inmediate reward vector 
q^, and define c as the cost of having each repairman 
available for one time period, and p as the production 
profit for running machine per period. Let k be the 
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number of repairmen on duty. Then, In state 0, the Imme- 
diate reward is q(C)=Np-kc; in ptate 1, q(l)=(N-l)p-ko; 
in Ftate 2, q(2)=(N-2)p-kc, an- so on. We have an imme- 
diate reward vector for each alternative k, k=0,L. 
2.2 PROGRAMMING CONSIDERATIONS 
In the non-discountinp case the value determina- 
tion operation ask us to polve a system of N+l equa- 
tions with N+2 unknowns by setting the last unknown 
equal to zero and solving for the remaining variables. 
To perform this operation we need to have a "previous 
policy" that in the first iteration can be arbitrary. 
However it is convenient to start with the policy that 
maximizes the expected lnmediate reward, and that is 
what is done in the computer program. 
The system of equations for a particular alter- 
native k can be represented by 
= A 
vjO)\    /q(0) 
v(l)      / q(D 
kv(N-l)/    \ q(N-l)/ 
0 I \q(N) 
(2.6) 
and to be able to use a standar simultaneous equations 
solution subroutine it can be put in the form 
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A(0,0)  A(0,1) ... A(0,N-1)  -1 \ /v(0) \ /-q(0) 
A(1,0)  A(l,l) ... A(l.N-l)  -1  /v(l)  \ /-q(l) 
A(N,0)  A(N,1) ... A(N,N-1)  -1/ \v(N-l)/ \-q(N-l) 
g /  \-q(M) 
(2.7) 
In the value-determination operation for the 
discounting case we are asked to solve the system 
:l?f Si?: 
♦ I  *• I      (2.8) 
kv(N)/    \q(N) 
that In standar form la 
A(0,0)-o<  A(0,1)  . . . A(0,N) U(0)\   /-q(O)1 
A(1,0)    A(l,l)-* . . . A(1,N)  |v(l)|  |-q(D 
A(N*,0)     A(N1I)  . . . A(N,N)—c/\v(N)/   \-q(N)y 
(2.9) 
In solving the system of simultaneous equations, 
the subroutines SOLVE and DECOMP presented by Foreith© 
(13) are used. These subroutines give us an estimator 
of the degree of singularity of the system . The 
estimator Is called condition number. The optimal (and 
minimum) value of the condition number is the unity and 
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It mean? an orthogonal matrix. The larger the condition 
number, the nearer to singular the matrix la, and the 
larper the data errors amplification la. 
The decisions made as a result of the application 
of the policy-Improvement routine In the 1-th state are 
stored In the policy vector IPOL. When all the new 
decisions have been made, IPOL la compared with the 
previous policy vector POL. If IP0L(1)=P0L(1) for every 
1, 1=0,N, the optimal policy haB been found, otherwise 
POL takes IPOL values and the value determination opera- 
tion Is performed. 
2.3 PRINTOUT INTERPRETATION AND RESULTS 
We present In figure 1 a detained printout of an 
specific problem. This problem Is about a Bystem of 7 
machines with a maximum of 7 repairmen available. The 
rate of failure is 4. The rate of repair is 2. The profit 
per running machine is 4 and the cost per repairman la 1. 
The rate of discount 1B set to 0. It is assumed that 
these values are expresed in the same monetary and tine 
units and that they correspond to the individual (not the 
group) machine or repairman. 
The 8 transition rate matrices corresponding to 
the use of a fixed number of repairmen are given first, 
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they are presented in the usual matrix form. Then we • 
have the set of immediate reward vectors, they are 
presented as a matrix (this is the way they are handled 
in the program) in which each column represents one of 
the vectors. The first column represents the inmediate 
reward when no repairman le on duty, the Becond one the 
case when there is one repairman on duty, etc.. The rows 
correspond to the states of the system. These data 
correspond to both the non-diBcounting and discounting 
cases. 
We have next the initial policy, which le the one 
that maximizes the immediate expected reward. The way of 
reading this policy, and several others, Is as follow: 
The number in the row ie the r.umber of repairmen we 
should have when there are zero machines broken down, the 
second number in the row is the number of repairmen we 
should have when there is one machine broken down, etc. 
In the example, and in general, the Initial policy is a 
row of zeros. 
The next item in the printout is the condition 
number of the transition rate matrix given by taking the 
i-th row from matrix el, where el is the decision (number 
of repairmen) at state i (el=IPOL(i) ). The condition 
number is large and thlp is something we should care 
about. 
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TRANSITION RATE MATRICES 
RATE OF CHANGE MATRIX   0  REPAIRMEN 
32.0 32.0 .0 .0 .0 .0 .0 .0 
.0 -28.0 58 .0 .0 .0 .0 .0 .0 
.0 .0 -24 .0 24.0 .0 .0 .0 .0 
.0 .0 .0 -20.0 20.0 .0 .0 .0 
.0 .0 .0 .0 -16.0 16.0 .0 .0 
.0 .0 .0 .0 .0 -12.0 12.0 .0 
.0 .0 .0 .0 .0 .0 -8.0 8.0 
.0 .0 .0 - .0 .0 .0 .0 -.0 
• 
RATE OF CHANGE MATRIX 1  REPAIRMEN 
32.0 32.0 .0    .0    .0 .0 • 0 .0 
2.0 -30.0 28.0    .0    .0 .0 .0 .0 
.0 2.0 -26.0  24.0    .0 .0 .0 .0 
.0 .0 2.0 -22.0  20.0 .0 .0 .0 
.0 .0 .0   2.0 -18.0 16.0 .0 .0 
.0 .0 .0    .0   2.0 -14.0 12.0 .0 
.0 .0 .0    .0    .0 2.0 -10.0 8.0 
.0 .0 .0    .0    .0 .0 2*0 -2.0 
RATE OF CHANGE MATRIX   2  REPAIRMEN 
32.0 32 .0 .0 .0 .0 .0 .0 .0 
2.0 -30 .0 28.0 .0 .0 .0 .0 .0 
.0 4 .0 -28.0 24.0 .0 .0 .0 .0 
.0 .0 4.0 -24.0 20.0 .0 .0 .0 
.0 .0 .0 4.0 -20.0 16.0 ♦ 0 .0 
.0 .0 .0 .0 4.0 -16.0 12 .0 • 0 
.0 .0 .0 .0 .0 4.0 -12 .0 8.0 
.0 .0 .0 .0 .0 .0 4 .0 -4.0 
Figure 1 
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RATE OF CHANGE MATRIX   3  REPAIRMEN 
32.0 32 .0 .0 .0 .0 .0 .0 .0 
2.0 -30 .0 28.0 .0 .0 .0 .0 • 0 
.0 4 .0 -28.0 24.0 .0 • 0 .0 .0 
.0 .0 6*0 -26.0 20.0 • 0 .0 .0 
.0 .0 .0 6.0 -22.0 16.0 .0 .0 
.0 .0 .0 .0 6.0 -18.0 12 .0 .0 
• 0 • 0 .0 • 0 .0 6.0 -14 • 0 8.0 
.0 .0 .0 .0 .0 .0 6 .0 -6.0 
RATE OF CHANGE MATRIX   4  REPAIRMEN 
32.0 32 .0 .0 .0 .0 .0 .0 • 0 
2.0 -30 .0 28.0 .0 .0 .0 .0 .0 
.0 4 .0 -28.0 24.0 .0 .0 • 0 .0 
.0 .0 6.0 -26.0 20.0 .0 .0 • 0 
.0 .0 .0 8.0 -24.0 16.0 .0 .0 
.0 .0 .0 .0 8.0 -20.0 12 .0 .0 
• 0 .0 .0 .0 .0 8.0 -16 .0 8.0 
♦ 0 .0 .0 .0 .0 .0 8 .0 -8.0 
RATE OF CHANGE MATRIX   5  REPAIRMEN 
32.0 32.0 .0 .0 .0 .0 .0 .0 
2.0 -30.0 28.0 .0 .0 .0 • 0 .0 
.0 4.0 -28.0 24.0 .0 .0 .0 .0 
.0 .0 6.0 -26.0 20.0 .0 .0 .0 
.0 .0 .0 8*0 -24.0 16.0 .0 .0 
.0 .0 .0 .0 10.0 -22.0 12 .0 .0 
.0 • 0 .0 .0 .0 10.0 -18 .0 8.0 
.0 .0 • 0 .0 .0 .0 10 .0 -10.0 
Figure 1 (cont.) 
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RATE OF CHANGE MATRIX 6  REPAIRMEN 
32.0 32 .0 .0 .0 .0 .0 .0 .0 
2.0 -30 .0 28 .0 .0 .0 .0 .0 .0 
.0 4 .0 -28 .0 24*0 .0 .0 .0 .0 
.0 .0 6 • 0 -26.0 20.0 .0 .0 .0 
.0 .0 .0 8.0 -24.0 16 .0 .0 .0 
.0 .0 .0 .0 10*0 -22 *0 12 .0 .0 
.0 .0 .0 .0 .0 12 .0 -20 *0 8.0 
.0 .0 .0 .0 .0 .0 12 .0 -12.0 
RATE OF CHANGE MATRIX   7  REPAIRMEN 
32.0 32.0 .0 .0 .0 .0 .0 .0 
2.0 -30.0 28.0 .0 .0 .0 .0 .0 
.0 4.0 -28.0 24.0 .0 .0 .0 .0 
.0 .0 6.0 -26.0 20.0 .0 *0 .0 
.0 .0 .0 8.0 -24.0 16.0 .0 *0 
.0 .0 .0 .0 10.0 -22.0 12 .0 .0 
.0 .0 .0 .0 .0 12.0 -20 .0 8.0 
*0 .0 .0 .0 .0 .0  14*0 -14*0 
EXPECTED INMEDIATE REWARD FOR O TO  7  REPAIRMEN 
28.0 27.0 26.0 25.0 24.0 23.0 22.0 21.0 
24.0 23.0 22.0 21.0 20*0 19.0 18.0 17.0 
20.0 19.0 18*0 17*0 16*0 15.0 14.0 13.0 
16.0 15.0 14.0 13.0 12*0 11.0 10.0 9.0 
12.0 11.0 10.0 9.0 8.0 7.0 6.0 5.0 
8.0 7.0 6*0 5.0 4*0 3.0 2.0 1.0 
4.0 3.0 2.0 1*0 .0 -1.0 -2.0 -3.0 
-0 -1.0 -2.0 -3.0 -4.0 -5.0 -6.0 -7.0 
Figure 1 (cont.) 
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ITERATIONS,   NCN-DISCCUNTING CASE 
INITIAL   POLICY   IS 
OOOOOOOO 
THE   CONDITION   NUMBER   IS .18691E+03 
THE VALUES OF THE RELATIVE VARIABLES ARE 
5.26214 
4.40714 
3.55000 
2.71667 
1.91667 
1.16667 
.50000 
.00000 
EXPECTED GAIN FOR THIS POLICY IS .00000 
************** NEXT ITERATION 
************** NEW POLICY IS 
BROKEN MACHINES  REPAIRMEN MAXIMUM 
0    0 .00000 
1    1 .75000 
2    2 1.42B57 
3    3 2.00000 
4    4 2.40000 
5    5 2.50000 
6    6 2.00000 
7    0 .00000 
THE CONDITION NUMBER IS .32838E+03 
THE VALUES OF THE RELATIVE VARIABLES ARE 
6.90921 
6.03421 
5.15028 
4.25296 
3.33376 
2*37416 
1.32450 
.00000 
EXPECTED GAIN FOR THIS POLICY IS     .00000 
Figure 1 (cont.) 
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************** NEXT ITERATION 
************** NEU POLICY IS 
:OKEN MACHINES REPAIRMEN MAXIMUM 
0 0 .00000 
1 1 .00000 
2 2 .00000 
3 3 .00000 
4 4 .00000 
5 5 .00000 
6 6 -.00000 
7 7 11.54297 
THE CONDITION NUMBER IS .26036E+02 
VALUES OF THE RELATIVE VARIABLES ARE 
5*39650 
4.58008 
3.76729 
2.95994 
2.16147 
1.37940 
.63391 ♦00000 
EXPECTED GAIN 1 FOR THIS POLICY IS    1.87470 
************** NEXT ITERATION 
************** NEU POLICY IS 
BROKEN MACHINES  REPAIRMEN 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
MAXIMUM 
1.87470 
1.87470 
1.87470 
1.87470 
1.87470 
1.87470 
1.87470 
1.87470 
**********  FINAL   SOLUTION  **********        M-M-S 
THE  OPTIMAL   POLICY   IS 
01234567 
3   ITERATIONS 
7  MACHINES 7  REPAIRMEN 
PROFIT   IS 4.000 COST   IS 1.000 
RATE  OF  FAILURE        4.00 
RATE  OF  REPAIR        2.00 
RATE  OF  DISCOUNT .0000 
Figure 1  (cont.) 
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The relative values for this policy ore listed 
next, and the expected pain per period In the long run 
Is given. Then a new policy Is calculated and printed In 
a more explicit form. The number? that appear under th« 
heading of "maximum" are the ones that were selected 
the largest In the policy-Improvement routine. Again, 
the condition number Is calculated and the Iterations 
are continued until we get convergence. Then the process 
stops and under a "Final Solution" heading, the optimal 
policy,the number of iterations needed, and the data of 
the problem are printed. 
The optimal policy Is to aesign as many repairmen 
as machines broken down, and the expected gain per 
period is I.87A7. 
In the discounting case, Figure 2, instead of the 
relative values, the expected present values (given that 
we Ptart In state i, where 1 is given by the position in 
the column) are given. And lnetead of the gain per period, 
the average present value is calculated. Thle value is 
also called average present gain. 
We investigate the behavior of the pystem when 
confronted with different variations by changing one at 
a time the basic parameters. The parameters not presented 
in a given graph keep the values they have In the exam- 
ples of Figures 1 and 2. 
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INITIAL POLICY IS 
OOOOOOOO 
THE CONDITION NUMBER IS .46835E+04 
THE EXPECTED PRESENT VALUES ARE 
5.19491 
4.33615 
3.49449 
2.67572 
1,88910 
1.15090 
.49383 
.00000 
THE AVERAGE PRESENT GAIN IS 2.40439 
****#**#*#*#*#* NEXT ITERATION 
•******#****** NEU POLICY IS 
BROKEN MACHINES  REPAIRMEN 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
0 
THE CONDITION NUMBER IS 
MAXIMUM 
.51949 
1.15115 
1.71608 
2.18021 
2.48188 
2.49702 
1.93429 
.00000 
.49537E+04 
THE EXPECTED PRESENT VALUES ARE 
6.64868 
5.79445 
4.93270 
4.05963 
3.16801 
2.24200 
1.23900 
.00000 
THE AVERAGE PRESENT GAIN IS 3.51056 
Figure 2 
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•••**#•«#*#*•#* NEXT ITERATION 
•***##**#**#*# NEU POLICY IS 
BROKEN MACHINES  REPAIRMEN 
1 
2 
3 
4 
5 
6 
7 
1 
2 
3 
4 
5 
6 
7 
THE CONDITION NUMBER IS 
THE EXPECTED PRESENT VALUES ARE 
22.83414 
22*03050 
21*23035 
20.43545 
19.64916 
18.87882 
18.14419 
17.51906 
MAXIMUM 
.66487 
.57945 
.49327 
.40596 
.31680 
.22420 
.12390 
10.34603 
.14464E+04 
THE AVERAGE PRESENT GAIN IS 
*******#***#*#* NEXT ITERATION 
*#********#*## NEU POLICY IS 
20.09021 
BROKEN MACHINES  REPAIRMEN 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
MAXIMUM 
2*28341 
2.20305 
2.12303 
2.04354 
1.96492 
1.88788 
1*81442 
1.75191 
*#********   FINAL   SOLUTION   *****##«**        M-M-S 
THE   OPTIMAL   POLICY   IS 
01234567 
3   ITERATIONS 
THE   AVERAGE   PRESENT   GAIN   IS 20.09021 
7 MACHINES       7 REPAIRMEN 
PROFIT IS    4.000 COST IS    1.000 
RATE OF FAILURE   4.00 
RATE OF REPAIR   2.00 
RATE OF DISCOUNT       .1000 
FigUML2 (cont.) 
In the non-discounting case. Figure 3, the varia- 
tion of the pain to the changes in cost per repairman 
(Figure 3a) shows one abrupt change in slope. The seg- 
ment of zero slope and zero gain correspond to all the 
policies that recommend to have zero repairmen in other 
than state zero, that is, they let the system stop. The 
negative slope line shows ue how below a certain cost, 
that we will call critical cost, the expected gain grove 
in direct proportion to the reductions in cost. 
The graph showing the relationship between the 
expected gain and the rate of repair, Figure 3b, looks 
similar to the first graph, after a certain crltloal 
rate of repair (for fixed cost, profit, and rate of 
failure), the gain grows with the increase in rate of 
repair. However, the straight line is actually part of 
a decreasing elope curve, and it is only the narrow 
range of the repair rate values what makes it look 
straight. An extended range graph is shown in Figure 3o. 
Finally, the expected gain is related to the 
rate of failure, Figure 3d, and the graph shows clearly 
the critical rate of failure that separates the gain 
and no gain sectore. These critical points indicate 
where the systems starts to be profitable in the long 
run. Again, the curve seems to be a straight line, but 
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it is actually concave, like the non-iiscount case shown 
in Figure Ad where a wider range is used. 
No graph is given for variations in profit per 
running machine since the optimal policies and gains are 
exactly the same for constant ratios cost/profit, that 
is, if we divide the x-axis values of Figure 3a, we will 
have a graph for any cost and profit satisfying those 
ratios. 
The next graphs, Figure 4, correspond to the dis- 
counting case and show the behavior of the average 
present gain when we change the cost (or the ratio coBt/ 
profit), the rate of repair and the rate of failure. The 
relation between average present gain and the cost of 
repair, Figure 4a, is completely linear In the negative 
slope eegment and there is a small transition region 
before the line become horizontal. A slight difference 
with respect to the non-discounting case. 
The graph showing the changes in gain when the 
rate of repair changes, Figure 4b, presents in its 
almost horizontal part slight changes corresponding to 
policy changes, and a straight positive-slope line 
corresponding to the "full" policy. However, as in the 
non-discounting case, this is only part of a convex 
curve. 
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—T 
The graph showing the varlatlos of gain with the 
change of the rate of failure, Figure Ac, presents two 
well defined segments. One of them seems to be a straight 
line (but it is not, as it is shown in Figure Ad) 
corresponding to the "full" policy, and the other is a 
slightly concave segment that represents the "incom- 
plete" policies. In Figure Ad it is shown how the gain 
increases exponentially as the rate of failure goes to 
zero. 
Finally, Figure Ae shows how each one of the 
expected present values given that we start In a given 
state changes when the rate of failure changes. These 
are the components of the curve In Figure Ac. 
2.A OBSERVATIONS 
The most immediate observation is that the 
optimal policies have a simple form consisting in 
assigning as many repairmen as available up to the 
number of machines broken down when the conditions 
(rate of repair, rate of failure, cost, and profit) 
are favorable. There le a critical point for a given 
parameter, being the other ones fixed, above which 
this policy is advised (critical point one), and there 
is another critical point (critical point two) below 
-AO- 
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which It is advised to "abandon" the system, by never 
assigning any repairman. And there is n  small region 
between the two critical points where it is advised a 
policy of "taking care of the system" (assigning as many 
repairmen as machines broken down) until the number of 
failed machines exceeds a certain number, when we should 
abandon the system. 
Although the optimal policy changes quickly in 
that small region, the gain varies slowly in the dis- 
counting case, and it is zero in the non-discounting 
case since that gain is the one in the long run, and 
the policies in thie region advice abandon the system 
at certain point. 
We should aleo note that the optimal policies 
are exactly the same for the discounting and non-dis- 
counting cases for a given set of parameters. This 
holds true for different rates of discount too, the 
expected present gains are different, but the optimal 
policies are the same. 
The convexity of the gain curve when the rate 
of repair increases shows us how the repairmen effi- 
ciency decreases due to increasing idle time. 
The fast increase in gain when the rate of 
failure goes to zero is due to the fact that the system 
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ten is to be running without stoppages. . 
The convergence of the algorithm is very faBt. 
An average of three iterations gives the optical so- 
lution. The computer time required for the execution 
of the program is less than one second for T program 
of this elze (the compilation time is longer, about two 
seconds) on the CDC 6400. However, the memory re- 
quirements are rolatively large, and a program of 
this size uses a maximum of around 35000 (octal base) 
words. 
The program can be modified such that it uses 
less memory. By accepting an increase in computation 
time it is possible to save memory generating the 
transition rates and rewards when they are needed 
instead of storing the matrices as the program does 
now. 
The large condition number of most of the 
matrices would be the source of sericu? problems in 
real applications where the data have inherent errors, 
since they would be greatly magnified. 
It does not seem to be any way of reducing the 
condition number. It is intrinsic to tho structure 
of the problem. However, the use of seme techniques, 
like the singular value decomposition (13) that using 
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dlagonsllzlnet matrices avoid.? the xagnl float Ion of data 
errors, can Improve the perforaance of the algorithm. 
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CHAPTER 3 
HARROVIAN FAILURES AND ERLAKG REPAIRS 
We will now consider the case In which the time 
between failures has the exponential distribution with 
parameter A and the repair time has the Erlang distri- 
bution with parameters-^ and r. The eyetem is not com- 
pletely markovian and some modifications are needed to 
apply the optimization method. 
We can consider, as similarly Klelrock (14) does, 
that the repair? are made in stages and that the dura- 
tion of each strge hap the exponential distribution 
with parameter r/*. Now we can define the state of the 
system In terms of stages broken down, and have a com- 
pletely markovian sy?tem. It is perfectly correct to 
consider the Erlang diPtribution as composed of several 
exponential distributions since that is one way in 
which the Erlang distribution is defined. 
3.1 TRANSITION RATES AND REWARDS 
The observations made In section 2.1 are valid 
in this case in terms of stages, and we will center in 
the presentation of the coeficlent matrix A that repre- 
sents the structure of the problem.We should remember 
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that the rate of repair Is proportional to the number 
of machines being repaired. The rate of failure is 
proportional to the number of machines broken down. 
It 1B important to note that the repairs are not 
actually performed in stages. This Is only a considera- 
tion for algorithmic purposes. 
As an example, we present the traneltlon rate 
matrix A for e. system with A machines, A repairmen, and 
each machine consisting of two phases. The number of 
phases broken down is given on the side of the matrix, 
(under ph) as well ae the number of machines broken down 
(under M). The symbol -() ie used to represent the 
negative of the sum of all the other elements in the row, 
M    ph • 
0    0 /-AX    AA 
0     1     / 0       -AX AX 0 1     2    / 2/<      0 -() 3X 1
     I 2j* 0 -() 3X 2     A A/- 0 -0 2X 
2     5    \ 
V   0 
A/4 0 
-() 2X 
3     6     \ 6S> 0 -()        X 
3    7 ey o     -OX 
A    8 X %J>      0    -8/* 
Thereward structure ie given directly by the 
state of the system as the profit per machine times the 
number of machines in running condition, minus the cost 
per repairmen times the number of repairmen on duty, 4 
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In our example. 
3.2 PRINTOUT INTERPRETATION AND RESULTS 
In Figure 5 we present r-.  detailed printout of 
the solution of a problem In which there are A machines, 
4 repairmen maximum, and 2 stapes or phase per machine. 
The rate of failure Is A, the rate of repair 1B 2, the 
profit per running machine Is 2, and the cost per re- 
pairman on duty Is 3. This Is the non-dlscountig case. 
The transition rate matrices are given for the 
5 "pure" policies of using a constant number of repair- 
men for every state. This Is done solely as Illustration 
since the number of repairmen can be different for each 
state. The computer program has a printing option (key5) 
that gives the actual transition rate matrix corre- 
sponding to each chosen policy. 
The expected immediate rewards are presented as 
in the previous case. We can observe their periodicity 
r (2) by rows (states). 
The initial policy is the one that maximizes the 
expected inmediate reward, and no repairmen are assigned. 
In the printout the policies are always given In terms 
of stages. 
The relative values are given next and, of course, 
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KARXOVIAN  FAILURES AND ERLANG REPAIRS 
RAT£   OF   CHAi/GE   N.URJX 0     REPAIRMEN 
16.0      16.0 
.0   -16.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
16.0 
-12.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
12. 0 
-12 .0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
12.0 
-8.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
8.0 
-8.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
8.0 
-4.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
4.0 
-4.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
4.0 
-.0 
RATE OF CHANGE MATRIX REPAIRMEN 
■16.0     16.0 
.0   -16.0 
4.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
16.0 
,0   -16.0 
.0 4.0 
.0 
.0 
.0 
.0 
.0 
4.0 
.0 
.0 
.0 
.0 
.0 
.0 
12.0 
■16.0 
4.0 
.0 
.0 
.0 
.0 
.0 
.0 
12.0 
.0   -12.0 
4.0 
.0 
.0 
.0 
.0 
.0 
.0 
8.0 
.0   -12.0 
.0 
4.0 
.0 
.0 
.0 
.0 
.0 
.0 
a.o 
-8.0 
.0 
4.0 
.0 
.0 
.0 
.0 
.0 
.0 
4.0 
-8.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
4.0 
-4.0 
RATE OF CHANGE MATRIX 2  REPAIRMEN 
16.0 16 .0 .0 .0 .0 .0 .0 .0 .0 
.0 -16 .0 16 .0 .0 .0 .0 .0 .0 .0 
4.0 .0 -16 .0 12.0 .0 .0 .0 .0 .0 
.0 4 .0 .0 -16.0 12.0 .0 .0 .0 .0 
.0 .0 8 .0 .0 -16.0 8 .0 .0 .0 .0 
.0 .0 .0 8.0 .0 -16 .0 8.0 .0 .0 
.0 .0 .0 .0 8.0 .0 -12.0 4.0 .0 
.0 .0 .0 .0 .0 8 .0 .0 -12.0 4.0 
.0 .0 .0 .0 .0 .0 8.0 .0 -8.0 
Figure 5 
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RATE OF CHANGE MATRIX 3 REPAIRMFN 
16.0 16.0 .0 .0 .0 .0 .0 .0 .0 
.0 -16.0 16.0 .0 .0 .0 .0 .0 .0 
4.0 .0 - 16.0 12.0 .0 .0 .0 .0 .0 
.0 4.0 .0 -16.0 12.0 .0 .0 .0 .0 
.0 .0 0.0 .0 -16.0 0.0 .0 .0 .0 
.0 .0 .0 0.0 .0 16.0 n.o .0 .0 
.0 .0 .0 .0 12.0 .0 -16.0 4.0 .0 
.0 .0 .0 .0 .0 12.0 .0 -16.0 4.0 
.0 .0 .0 .0 .0 .0 12.0 .0 -12.0 
RATE OF CHANGE MATRIX 4 REPAIPKEN 
-16.0  16.0    .0    .0    .0 .0 .0 .0 .0 
.0 -16.0  16.0    .0    .0 .0 .0 .0 .0 
4.0    .0 -16.0  12.0    .0 .0 .0 .0 .0 
.0   4.0    .0 -16.0  12.0 .0 .0 .0 .0 
.0    .0   8.0    .0 -16.0 8.0 .0 .0 .0 
.0 -16.0 8.0 .0 .0 
12.0 .0 -16.0 4.0 .0 
.0 12.0 .0 -16.0 4.0 
.0 .0 16.0 .0 -16.0 
EXPECTED INMEDIATE REWARD FOR 0 TO  4  REPAIRMEN 
.0 .0 .0 8.0 
.0 .0 .0 .0 
.0 .0 .0 .0 
.0 .0 .0 .0 
8.00 5.00 2.00 -1.00 -4.00 
8.00 5.00 2.00 -1.00 -4.00 
6.00 3.00 .00 -3.00 -6.00 
6.00 3.00 .00 -3.00 -6.00 
4.00 1.00 
-2.00 -5.00 -8.00 
4.00 1.00 -2.00 -5.00 -8.00 
2.00 -1.00 -4.00 -7.00 -10.00 
2.00 -1.00 -4.00 -7.00 -10.00 
.00 -3.00 -6.00 -9.00 -12.00 
Figure 5 (cont) 
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ITERATIONS!   NCN-DISCCUKTIO CASE 
THE   INITIAL   POLICY   IS 
OOOOOOO 
THE CONDITION NUMBER IS .22067E+03 
THE RELATIVE VALUES ARE 
4.00000 
3.50000 
3.000CO 
2.50000 
2.00000 
1.50000 
1.00000 
.50000 
.00000 
EXPECTED GAIN FOR THIS POLICY .00000 
*********** NEW POLICY IS! 
BROKEN STAGES REPAIRMEN MAXIMUM 
0 0 .00000 
1 0 .00000 
2 1 1.00000 
3 1 1.00000 
4 n 4. 2.00000 
5 o 2.00000 
6 3 3.00000 
7 3 3.00000 
8 4 4.00000 
ON NUMBER IS .63182E+01 
Figure 5 (cont.) 
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THE RELATIVE VALUED ARE 
3.33333 
2.7166/ 
2.50000 
2.0Q333 
1,6666? 
1.25000 
.03333 
.41667 
.00000 
EXPECTED GAIN FOR THIS POLICY 1.33333 
**##i*1*ttt NEW POLICY IS 
BROKEN STAGES   REPAIRMEN MAXIMUM 
0 
1 
2 
3 
4 
5 
6 
7 
8 
0 
0 
1 
1 
r> 
*» 
A— 
3 
3 
4 
1 
1 
1 
1 
1 
1 
1 
1 
33333 
33333 
33333 
33333 
33333 
33333 
33333 
33333 
1.33333 
#***##*t#*#t FINAL SOLUTION *********** 
THE OPTIMAL POLICY IS 
00112233 
2 ITERATIONS 
M-ER-S 
THE EXPECTED GAIN IS      1.33333 
4 MACHINES       4 REPAIRMEN 
PROFIT IS    2.000     COST IS    3.000 
RATE OF FAILURE   4.00 
RATE OF REPAIR   2.00 
RATE OF DISCOUNT       .0000 
STAGES PER MACHINE       ? 
Figure 5 (cont.) 
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the expected pain per period In the long run is zero. 
A new policy la then determined. We can observe Its 
periodicity, as well af the periodicity of the maximums. 
The condition number ie relativelly «--mall. When 
the next policy is determined, it la found that it is 
identical to the last one and consequently this la the 
optimal policy. 
The iteration for the discounting case with a 
rate of discount equal to 0.1 are presented In Figure 6. 
The data are the same that in the non-discounting case. 
Here we have expected present values Instead of relative 
values, and their average is the gain of the system. 
Again, the optimal policy is reached in Just two 
iterations and it is identical to the one for the non- 
discounting case. We can observe, however, that the 
condition number corresponding to the optimal policy is 
not small. 
Figure 7 presents the chance in the gain of the 
system in the non-discounting case when we change the 
cost per repairman (or the ratio coet/profit), the rate 
of repair, or the rate of failure. All parameters except 
the one in the x-axis have the values given in the 
example. 
Figure 7a shows how the gain decreases linearly 
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ITERATIONS! DISCOUNTING CASE 
THE INITIAL POLICY IS 
OOOOOOO 
THE CONDITION NUMBER IS    .27090Ef04 
THE EXPECTED fRCSENT VALUES ARR 
3, ,8326? 
3. ,3566b 
n 
.07763 
1 
,40161 
1 .9216L- 
1 .44564 
.96371 
.40700 
.00000 
I AVERAGE PRESENT VALUE IS 1 .720*32 
t#t*tttt#tt NEW POLICY IS: 
BROKEN -rTACCr:   REPAIRMEN 
0 
1 
3 
4 
5 
6 
7 
8 
0 
0 
1 
1 
*» 
2 
3 
3 
4 
MAXIMUM 
.38327 
.33566 
1.10803 
1.06032 
1.84021 
1.7922? 
2.59128 
2.54282 
3.4193? 
THE CONDITION NUMBER IS 7327?E+03 
Figure 6 
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THE EXPECTED FPESENT VALUES ARE 
THE 
M. .61350 
14, .204FK' 
13, , 7V3A1 
13, ,3052? 
12, ,97362 
12, .56580 
12, ,15340 
11, ,74657 
11, ,33257 
AVERAGE PRESENT VALUE IS 12.97435 
#**#***#ttt NEW POLICY IS? 
BROKEN STAGES   REPAIRMEN MAXIMUM 
0 
1 
-> 
3 
4 
5 
6 
7 
8 
0 
0 
1 
1 
*■> 
r> 
3 
3 
4 
46135 
42048 
37936 
33853 
29736 
25658 
21534 
17466 
1.13326 
#**##*tt*tt#   FINAL   SOLUTION   ♦tt*#tttttt 
THE   OPTIMAL   POLICY   IS 
00112233 
2   ITERATIONS 
M-ER-S 
THE AVERAGE PRESENT GAIN IS 12.97435 
4 MACHINES       4 REPAIRMEN 
PROFIT IS    2.000     COST IS 
RATE OF FAILURE   4.00 
RATE OF REPAIR   2.00 
RATE OF DISCOUNT       .1000 
STAGES PER MACHINE       2 
3.000 
Figure 6 (cont.) 
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until it reaches zero. This corresponds to a phlft froa 
a policy of as many repairmen as machines broken down 
to a no-repr.irinan policy. 
Figure 7b shows the pain increasing when the rate 
of repair increases. 3ut it happens only when a critical 
repair rate is reached. Before it the pain is zero for 
every repair rate because the optimal policy assigns 
zero repairmen for every state. We can clearly observe 
that the increse in gain is not linear and that the curve 
slope decreses. We can interprete this as a reduction in 
efficiency due to repairmen idle time. 
Finally, In Figure 7c the rate of failure change 
1B shown, and at first glance it seeme that the gain 
drops linearly when the rate of failure increases, but 
the curve is concave, so that increments near the 
critical point generate a slightly smaller reduction in 
gain that increases at a lower point. 
Here again the critical point marks an abrupt 
change in optimal policy from ae many repairmen as ma- 
chines broken down to zero repairmen, and vlceversa. 
Now we have the graphs corresponding to the die- 
counting case in Figure 8. They have the eame general 
shape that the set of graphs for the non-discounting 
case, but they do not fall to zero. Instead they stabl- 
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fVI 
OPTIMAL POLICY 
Ai  0 1  2 3  4 
Bl   OOOOO 
s 
O 
UJ 
h- 
CJ 
UJ 
Q_ 
>C 
UJ 
o 
5.0CC 
7* 
COST OF REPR:R 
GAIN VS.  COST M-ER-S 
Figure 7 
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CN 
o 
o 
x 
LU 
OPTIMAL POLICIES 
A:   0 0 0 0 0 
Bl   0  1  0 0 0 
Ct  0 1 2 3 4 
1.0DC 
RATE OF REPAIR 
7b    GAIN VS.   MU M-ER-S 
Figure 7 (cont.) 
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^.-4 
5 
UJ 
a. 
8 a 
4.000 
OPTIMAL POLICIES 
At   0 1  2 3  4 
B:   0 0 0 0 0 
RATE OF FAILURE 
TO     GRIN VS.   I flKDfl 
Figure 7 Tcont.) M-ER-S 
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lize quickly at the average present gain when zero re- 
pairmen are assigned, when coat/prof It increases, or/*- 
decresee, and decreases very slowly when A increases. 
In Figure 8c the change in the rate of repair 
is presented in another range, and it is clear that It 
has decreasing slope. 
f3.3 OBSERVATIONS 
The first thing that we can note is that the 
policies in terms of stages are consistent with the 
ideas used in generating the transition rate matrices. 
They have In every case periodicity r and do not advice 
to add a repairman until a machine has actually failed. 
Of course, this is only a minimum requirement. 
The policies are simple in the sense that they 
assign as many repairmen as machines broken down under 
"favorable" conditions. These conditions given by /■  ,X 
and the rewards. In this case the optimal policies do 
not change gradually when the parameters change ad- 
versely. There is a sudden change ouring a very short 
interval to an all zero repairmen policy. That is, the 
two critical points are very close to each other. 
Another important observation is the heavier non 
linearity of the changes in gain with changes in the 
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LU (O 
UJ 
QcL 
Q_ 
& 
en 
LU 
> 
a: 
3.000 
8a 
OPTIMAL POLICIES 
AJ 0 1 2 3 4 
BI 0 0 0 0 0 
COST OF REPAIR 
GRIN VS.  COST      M-ER 
Figure 8 
-64- 
c 
(T* 
CM 
UJ 
en 
UJ 
AC 
& 
CE 
QC 
UJ 
> 
OPTIMAL POLICIES 
At  0 0 0 0 0 
B:   0 1 0 0 0 
CJ  0 1 2 3 4 
1.000 
8b 
RATE OF REPAIR 
GAIN  VS.   MU M-ER-S 
Figure 8 (cont.) 
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UJ 
CO 
LU 
a: 
Q_ 
a: 
> 
a: 
OPTIMAL POLICY 
0 12 3  4 
o 
s 
< 
2.GOO 
80 
1 1 if 1 
RRTE OF REPAIR 
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4.0 
UJ 
en 
UJ 
or: 
£ 
LxJ 
:> (X 
OPTIMAL POLICIES 
At   0 1  2 3  4 
B»   0 0 0 0 0 
4.000 
8d 
RATE OF FAILURE 
GRIN  VS.   LflMDfl 
Figure 8 (cont.) 
M-ER-S 
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rate of repair^or failure. Thla le a reflection of the 
more complex structure of the Erlang distribution. 
The convexity when the rate of repair Increases 
can be Interpreted as repairmen loss In efficiency, 
Increase of Idle time. In the same way, the concavity 
when the rate of failure decreases can be Interpreted 
as a decrease In machine Idle time. 
We can aleo see that for J*  and X constants, the 
changes of g?in with changes In the ratio cost/profit 
are linear ones. 
There Is a big difference between the condition 
number In the discounting case and that number In the 
non-discounting case, being the former larger. This 
happen because in the n6n-dlscountlng case, when gen- 
erating the coefficient matrix for the value determina- 
tion operation, we change the entire last column to an 
all "-1" column. This new column is a very  linear Inde- 
pendent vector. On the other hand, the coefficient 
matrix for the discounting case i? generated by sub- 
tracting °< per cent from the elements in the main 
diagonal of the transition rate matrix. This does not 
Introduce a heavy vector independence. 
Finally, with respect to the convergence of the 
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algorithm, It is very fast. The optical solutions are 
found in two iterations In most cases ( the all zero 
repairmen policlee are determined in one iteration). 
The computation time did not increase if we compare it 
in terms of the size of the matrix, not in the number 
of machines. Using matrix A as reference, the memory 
requirements did not increaee with respect to the 
markovlan-markovlan case. 
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CHAPTER 4 
ERLANG FAILURES AND MARKOVIAK REPAIRS 
We will solve now a system In which the times 
between failures have the Erlang distribution with 
parameters X and r, and the repair time has the expo- 
nential distribution with parameter/'. The system la 
not completely markovlan and a modification Is needed 
to be able to use the continuous time optimization 
algorithm. 
We can consider that the machines fall In stages, 
the time between stages failures being exponentially 
distributed with parameter rX. This makes our system 
completely markovlan, and we can proceed. 
4.1 TRANSITION RATES AND REWARDS 
The observations of section 2.1 are the basis 
for the development of the transition rate matrix A, 
and we will only present it for this special case. 
The rate of failure is proportional to the num- 
ber of machines broken down times the phases per ma- 
chine. The rate of repair is proportional to the num- 
ber of repairmen actually working on the machines.; 
We should note that the machines do not actually 
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fail in stages, they fail in a single step. The stages 
are only for methodological purposes and have no physical 
equivalent. However, it ie possible to develop transition 
rate matrices representing machines failing in more than 
one step. 
As an illustration we will present matrix A for a 
system consisting of 4 machines, each including 2 stages, 
and 3 repairmen maximum. The number of phases (stages) 
broken down is given under \ph, and the number of ma- 
chines broken down is given under M. The symbol -() is 
used to represent the negative of the sum of all other 
elements in the row. 
M Ph 
0 0 /-&> 8X 
0 1 /    ° -8X 8X / r\ 1 2
     1 * 0 -() 6X ) 1 3 f / 0 -() 6X \ u 
2 A I r\ 2S 0 -() 4* 
2 5    ' \ (\ 2/* 0 -() 4* 
3 6 \ [) 3/ 0 -<> 2X 
3 7 \ \~/ 1* 0 -() 
4 8 \ V- 0 
As can be seen, a machine ie not considered in 
failed condition until all its stages have failed. 
The immediate expeoted expected rewards depend 
directly on the state of the system an- they are calcu- 
lated as the profit times the number of machines in 
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running condition minus the cost per repairman times 
the number of repairmen on duty, 3 in our example. 
4.2  PRINTOUT INTERPRETATION AND RESULTS 
A computer program printout for the non-dlscount- 
inp case is presented in Figure 9. This is a system 
with 4 machines and a maximum of 4 repairmen. There are 
2 stapes per machine. Rate of failure is 3, rate of re- 
pair is 1, profit is 4, and cost is 1. 
The transition rate matrices when a constant num- 
ber of repairmen (0 to 4) are used in every state are 
printed. The reward vectors are presented next. 
The optimal policy is found in Just 2 iterations. 
This policy, printed in terms of stages, tells us to 
assign as many repairmen as machines broken down. The 
expected gain per period in the long run is 1.0. 
The discounting case iterations for the same 
data and' rate of discount of 0.1 is given in Figure 10. 
The optimal policy is found in 2 iterations and it 1B 
identical to the one in the non-discounting case. 
Now we will analyze a set of graphs in which one 
parameter is gradually changed while the others have the 
value8 given in the examples. 
Figure 11 presents the variation of the expected 
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TRANSITION RATE MATRIX 0  REPAIRMEN 
4.0 L'4.0 .0 .0 .0 .0 .0 .0 .0 
.0 -24.0 24 .0 .0 .0 .0 .0 .0 .0 
.0 .0 -10 .0 18 .0 .0 .0 .0 .0 .0 
.0 .0 .0 -18 .0 18 .0 .0 .0 .0 .0 
.0 .0 .0 .0 -12 .0 12.0 .0 .0 .0 
.0 .0 .0 .0 .0 -12.0 12.0 .0 .0 
.0 .0 .0 .0 .0 .0 -6.0 6.0 .0 
.0 .0 .0 .0 .0 .0 .0 -6.0 6.0 
.0 .0 .0 .0 .0 .0 .0 .0 -.0 
TRANSITION RATE MATRIX REPAIRMEN 
■24.0     24.0 
.0   -24.0 
1.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
24.0 
.0   -19.0 
.0 
1.0 
.0 
.0 
.0 
1.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
10,0 
.0   -13.0 
1.0 
.0 
.0 
10.0 
-19.0 
.0 .0 
.0 
.0 
.0 
.0 
.0 
♦ 0 
.0 
12.0 
.0   -13.0 
1.0 .0 
.0        1.0 
.0 .0 
.0 
.0 
.0 
.0 
.0 
12.0 
-7.0 
.0 
1.0 
.0 
.0 
.0 
.0 
.0 
.0 
6.0 
-7.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
6.0 
1.0 
TRANSITION RATE MATRIX 2     REPAIRMEN 
4.0 24.0 .0 .0 .0 .0 .0 .0 .0 
.0 -24.0 24 .0 .0 .0 .0 .0 .0 .0 
1.0 .0 -19 .0 18.0 .0 .0 .0 .0 .0 
.0 1.0 .0 -19.0 18.0 .0 .0 .0 .0 
♦ 0 .0 i .0 .0 -14.0 12.0 .0 .0 .0 
.0 .0 .0 2.0 .0 -14.0 12.0 .0 .0 
.0 .0 .0 .0 2.0 .0 -8.0 6.0 .0 
.0 .0 .0 .0 .0 2.0 .0 -8.0 6.0 
♦ 0 .0 .0 .0 .0 .0 2.0 .0 -2.0 
ERLANG FAILUJJES AiiD k*RXC7IAN REPAIRS 
Figure 9 
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1 RAM I«JI new ! RATE MATRIX 3 REPAIRMEN 
24.0 24.0 .0 .0 .0 .0 .0 .0 .0 
.0 -24.0 24.0 .0 .0 .0 .0 .0 .0 
1.0 .0 - 17.0 13.0 .0 .0 .0 .0 .0 
.0 1 .0 .0 - IV.0 18.0 .0 .0 .0 .0 
.0 .0 2.0 .0 • -14.0 12 .0 .0 .0 .0 
.0 .0 .0 2.0 .0 - 14 .0 12.0 .0 .0 
.0 .0 .0 .0 3.0 .0 -9.0 6.0 .0 
.0 .0 .0 .0 .0 3 .0 .0 -9.0 6.0 
.0 .0 .0 .0 .0 .0 3.0 .0 -3.0 
TRANSITION RATE MATRIX 4 REPAIRMEN 
24.0 24.0 .0 .0 .0 .0 .0 .0 .0 
.0 -24.0 24.0 .0 .0 .0 .0 .0 .0 
1.0 .0 -19.0 18.0 .0 .0 .0 .0 .0 
.0 1.0 .0 - 19.0 18.0 .0 .0 .0 .0 
♦ 0 .0 2.0 .0 -14.0 12 .0 .0 .0 .0 
.0 .0 .0 2.0 .0 - 14 .0 12.0 .0 .0 
.0 .0 .0 .0 3.0 .0 -9.0 6.0 .0 
.0 .0 .0 .0 .0 3 .0 .0 -9.0 6.0 
.0 .0 .0 .0 .0 .0 4.0 .0 -4.0 
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Figure 10 
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CONDITION NUMDEfV .11930C+04 
THE EXPCCTLD PRESENT VALUES ARE 
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4 MACHINES       4 REPAIRMEN 
PROFIT IS    4.000     COST IS 
RATE OF FAILURE   3.00 
RATE Of REPAIR   1.00 
RATE OF DISCOUNT       .1000 
PHASES PER MACHINE    2 
Figure 10 (cont.) 
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gain when the basic parameters are changed, and the 
rate of discount is zero. In Figure 11a we can observe 
the linearity of that change when the ratio cost/profit 
changes. We can see also a sudden change in policy from 
a full repairmen policy to a no repairmen policy. 
In Figuere lib we can see again the quick policy 
change, but now in the oposite direction, when the rate 
of repair increases. We can note the convexity of the 
curve meaningdlsminushing return due to increase in 
repairmen idle time. 
Figure lie shows the slightly concave curve that 
represents the decrease on the expected gain in the long 
run when the rate of failure increases. Again, there 1B 
no smooth change in policy, but an abrupt one when we 
get gain equal zero. 
The discounting case le preRented in the graphs 
of Figure 12. The curves have the same general shape ae 
in the non-discountig case, but petting steady above the 
zero level, or decreasing slowly in the case of X • 
In Figure 12a the variations of gain with respect 
to cost/profit are shown to fellow a straight line. In 
Figure 12b the convexity of the gain curve is evident, 
and in Figure 12c we can see the behavior of the average 
preeent gain when ^ changes. 
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4.bo 
4.3 OBSERVATIONS 
As in the markovian-Erlang case, the periodic 
optimal policies in terms of stages are simple ones and 
change abruptly in a very short interval. We find non- 
linearity in the change of gain when the rate of repair 
or failure changes, and linearity when the ratio cost/ 
profit changes. The differences in condition number are 
due to the causes already ilscussed. 
The gain curves shape is consistent with queueing 
theory results, this confirm our previous comments about 
the Interpretation of the problem. 
Finally, it Is worthwhile to note that the con- 
vergence is very fast, 2 iterations in general, and 
that the computer time per solution was below one se - 
cond. In the same way, the memory requirements did not 
increase. 
-86- 
CHAPTER 5 
EXTENDED REWARD STRUCTURE 
5.1 TRANSITION REWARDS 
Until now our syptem has earned rewardB solely 
on the basis of the state it occupies. This is, the 
number of failed machines. It was not important If we 
had i failed machines because there were i+1 failed ma- 
chines and one was repaired, or there were i-1 and one 
failed. 
Since in the real world there are often situa- 
tions in which the system earns (or losses) according 
to transitions, we will now consider transition rewards. 
Following our Interpretation of the problem as 
a system of machines and repairmen, we can think of a 
cost associated with a failure, like the cost of parts 
and clearing the maohine, or maybe rellocation of the 
machine or the repairman. We can also think of a coat 
associated with a repair, like the cost of installation 
and test. Of course, there can be cases in which the 
rewards are positive ones,income instead of expenses, 
but analytically the problem is exactly the same. 
Let us consider a fixed failure coat for parts, 
PA, and a fixed test cost, TE, when the machine returns 
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to runninc condition. 
We will use an expression presented in Howard (1) 
for the Immediate expected reward when there are both 
state and transition rewards. The expression is 
q(l)=r(i,i)+ZA(i,J)r(l,j) (5.1) 
and it can be easily Incorporated into the computer 
programs. 
5.2 PROGRAMMING CONSIDERATIONS 
Since there can be only one failure or repair 
in a small time interval, we only have to consider 
both adjacent states. The reward matrix will be a three- 
diagonal one with the state rewards (earning rates) in 
the main diagonal. One adventage of this le that we 
can store the information in a 3xN matrix, with only 
slight increase in memory requirements. 
Furthermore, if we consider that PA and TE are 
state Independent, that is, if theee costs are the 
same whatever the number of failed machines (which le 
consistent with previous assumptions) we can Just cal- 
culate the immediate rewards and store them in a one- 
dimensional array, that can be the same q(i), and we 
will have no Increase in memory requirements. 
In the computer program PA and TE are given poe- 
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ltlve values, and the fact that they are negative re- 
wards  is incorporated in the expression that calcu- 
lates q(i). 
If ve are interested in modeling a system with 
state-dependent transition revarde only a pmall modi- 
fication in the program is needed. 
5.3 RESULTS AND OBSERVATIONS 
As shown in section 5.1, the cost of parts PA, 
and the coet of test TE are weighted by the coefficients 
of the transition rate matrix when we compute the im- 
mediate reward (expression 5.1). Consequently even 
small values of PA and TE send the system to an all 
zero repairmen optimal policy with paremeters that 
otherwise give a full repp-irmen policy. 
As expected, the form of the optir.al policies 
does not change, and the behavior of the expected gain 
per period and the average present gain are similar to 
those in which PA and TE are equal to zero. 
We investigate the behavior of the gain of the 
system when PA and TE change, and also when PA+TE 
changes. Only the discountinr case graphs are presented 
since the non-discountig graphs ore practically iden- 
tical. 
Figure 13a presents the variation of gain when 
-89- 
TE=0 and PA growe from 0 to 1 for the parametere shown 
In the upper part of the graph. The curve Is a straight 
line, very much like the Gain vs. Coat graph in Figure 
4a. However, we can expect it to be different after 
critical point 1 since PA ie associated with the 
failures themselves and there ere failures even when 
we do not assign any repairmen. Thie does not happen 
with the cost of repair that has to be paid only when 
repairmen are aesigned. 
Figure 13b showe the variations in average 
present gein when PA=0 and TE grows from 0 to 1. The 
characteristic abrupt change in elope of the curve and 
the straight line associated with changes in coat can 
be observed. 
Finally, Figure 3c shows the variation of gain 
when each PA and TE changes from 0 to 1. The x-axis 
represents the sum PA+TE. This extended range (0 to 2) 
let us see the changes in optimal policy and note that 
only the first policy change generates an elope change, 
the gain keeps decreasing smoothly while the other 
policy changes occur. 
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CHAPTER 6 
CONCLUSIONS AND SUGGESTED FURTHER STUDY 
6.1 CONCLUSIONS 
The main conclusion is that the machine inter- 
ference problen in the form presented in thif work is 
readily solved using Howard's method. In the caee of 
exponential failures and exponential repairs we apply 
the optimization procedure directly to the transition 
rate matrix in terms of machines broken down, and the 
optimal policy is found in a few iterations. 
In the case of exponential failures and Erlang 
repairs the concept of service given in stages proves 
useful in transforming the syptem into a completely 
markovian one. The optimization method is then applied 
to this transformed system and an optimal assignation 
of repairmen in terme of stages "broken down is quickly 
obtained. 
When the system presents Erlang failures and 
exponential repairs, the concept of failures occurring 
in etages is used to transform the system to a com- 
pletely markovian one. Again, Howard's continuous time 
stochastic optimisation method works well and optimal 
policies in terms of stages are found after no more than 
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three Iterations in the examples worked out. 
In these three cases we analyze the non-discount- 
ing case, in which the erpected pain per period in the 
long run le minimized, as well as the discounting case 
where for a given discounting rate we minimize the 
average present value (gain). We found that In the dis- 
counting case the optimal policy is independent of the 
discounting rate antf only the average present gain 1B 
different. 
The optimal policies assign as many repairmen as 
machines broken down, up to the number of available re- 
pairmen, when the relation between rate of failure, 
rate of repair, and the ratio cost/profit is "favorable", 
Beyond a critical point for each of the parameters 
(keeping the other ones conetant), the optimal policy 
starts assigning zero repairmen after a certain number 
of machines broken down is reached, until the optimal 
policy Is to assign no repairmen whatever the state of 
the system, this is a second critical point. 
The behavior of the gain of the system was 
investigated for changes in the rate of failure, rate 
of repair, and ratio cost/profit. This was done for 
each of the probability distributions pairs and for 
both discounting and non-diecounting cases. 
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For each pair of probability distributions It 
was found that the expected pain per period and the 
average prepent gain behave In the same way In the 
region In which the optimal policy assigns as many re- 
pairmen as machines broken down; but in the region 
between the critical polnte and beyond, the gain in the 
non-discounting case goes to zero while the gain in the 
discounting case either stabilizes at a low level or 
decreases slowly. 
In general, the gain of the system changes 
linearly with changes in the ratio cost/profit; it 
follows a positive increasing slope convex curve when 
the rate of repair increases; and when the rate of 
failure decreases, the gain of the system follows a 
negative decreasing slope concave curve. 
The curvatures are less pronounced in the expo- 
nential-exponential case than In the other two cases. 
The decreasing elope curve when the rate of re- 
pair increses can be interpreted ae a loes in repair- 
men efficiency due to idle time, and the increasing 
slope curve when the rate of failure decreases can be 
seen as a reduction In machine idle time. 
Finally, the exponential-exponential case was 
modified to allow for transition rewards. We found 
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that the traneition reward? have a heavy quantitative 
Influence, although the shape of the curve that repre- 
sent the pain variation with respect to changes In cost 
chanpes only slightly. 
6.2 OTHER INTERPRETATIONS OF THE STOCHASTIC SYSTEM 
This work has been develop using the machine 
interference problem framework, Interpreting data and 
results in terme of N machines with a maximum of L re- 
pairmen available. However, as mentioned in the Intro- 
duction (Chapter 1), this stochastic system can be 
seen as a cloeed queue, and can represent many dif- 
ferent situations. 
For example, an office in which L secretaries 
are shared by N executives in works like dictation and 
information retrlaval. 
The computer room where the N members of the 
project team use the L computer terminals. 
The control station where N instruments can each 
turn on its red light and demand the attention of one 
of the L operators. 
The N industrial workers that share the same L 
unite of a special tool. 
Of course, we have to check if this simplified 
model fits adecuately the real situation, otherwise, 
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some modifications can be needed. 
5.3 SUGGESTED FURTHER STUDY 
A logical extenrion to thie work would be the 
obtaining of solutions for different probability dis- 
tributions, like for example the Erlang-Erlang case. 
A significant Improvement to the model would be 
the consideration of costs associated with the assign- 
ment or exclusion of each repairman. I have been work- 
ing on this problem using a modified algorithm that 
includes an optimization process inside Howard's algo- 
rithm, but up to thie moment the results have not been 
conclusive. 
Another interesting extension would be to make 
the results random variables Instead of deterministic 
values. The work by Goldwerger (15) that considers 
normally distributed rewards could be a base for this 
modification. 
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