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Povzetek
V nalogi smo raziskali napovedljivost sentimentalnega pridiha oziroma cˇustve-
ne naravnanosti avtorjev v komentarjih spletnih novic. Na podrocˇju tovrstne
analize besedil je bilo v preteklih letih objavljeno vecˇje sˇtevilo sorodnih razi-
skav za anglesˇki jezik, a ker za slovensˇcˇino, razen v nedavni diplomski nalogi
na UL FRI, podobnih raziskav nismo zasledili, je to glede na vse posebnosti
slovenskega jezika za nasˇo nalogo predstavljalo sˇe dodatni izziv. Kratka bese-
dila smo zˇeleli cˇimbolj tocˇno razvrstiti v kategoriji pozitivnih oziroma nega-
tivnih komentarjev. Preucˇili smo, kako se ta problem razlikuje od klasicˇnega
razvrsˇcˇanja besedil glede na temo in kaksˇne so podobnosti med problem-
skima domenama. V nalogi ugotovimo, da uporabljene tehnike strojnega
ucˇenje ne dosegajo pricˇakovanih rezultatov. Mozˇen razlog za taksˇno odsto-
panje je predstavitev besedil z n-terkami znakov, ki ne uposˇteva semantike
besedila oziroma besed, iz katerih je komentar sestavljen ter ne uposˇteva nji-
hovih morebitnih interakcij. Dodatna tezˇavnost pri obravnavani nalogi so
tudi zelo kratki komentarji.
Kljucˇne besede: napovedovanje cˇustvene naravnanosti, rudarjenje mnenj,
odkrivanje znanj iz podatkov, strojno ucˇenje, n-terka, klasifikacijske metode,
logloss, ocena tocˇnosti, logisticˇna regresija, metoda podpornih vektorjev, me-
toda k najblizˇjih sosedov, metoda nakljucˇnih gozdov, skladanje.

Abstract
The project described in this Thesis dealt with machine learning-based clas-
sification of the sentimental impact and emotional affection of the comments
posted with news articles in Slovene language on the web. In the past years
sentiment analysis has become an important research topics with substantial
number of publications for texts in English language, while for the Slovene
language, except in the recent thesis at the University of Ljubljana, Faculty
of Computer and Information science, the topic has not been explored well.
In relation to all the features of the Slovenian language this represented an
additional challenge. Our goal was to determine, if a machine learning al-
gorithm can correctly classify these comments as positive or negative. We
examined how this problem differs from the classical topical classification
of texts and what are the similarities between problem domains. Our work
shows that the problem is hard and that a typical application of machine
learning based on k-mer representation of text does not yield the expected
results. A possible reason for poor predictive performance may be lack of
semantic information in such representation. Also, many of the texts we have
included in our analysis were very short.
Keywords: sentiment prediction, opinion mining, data mining, machine
learning, k-mer, classification methods, logloss, accuracy score, logistic re-
gression, support vector machines, k-nearest neighbours, random forests,
stacking.

Poglavje 1
Uvod
Skozi cˇas so se do danes na razlicˇnih spletnih medijih nabrale zelo velike zbirke
besedilnih podatkov. Ker razvoj sodobne tehnologije stremi k digitalizaciji
vseh podatkov in dostopnosti le-teh, je internet postal zˇe prava zakladnica
razlicˇnih dokumentov. Za boljˇso organizacijo tako velikih podatkovnih na-
borov se raziskovalci, razvijalci ter ponudniki spletnih stranih trudijo, da bi
uporabnikom obogatili uporabniˇsko izkusˇnjo z dodatno analizo besedil ter
pridobivanjem dodatnih informacij iz nestrukturiranih dokumentov.
Zacˇetki raziskovanja in razvrsˇcˇanja besedil v skupine so se zacˇeli z napove-
dovanjem tem, o katerih besedila govorijo. Eno takih razvrsˇcˇanj med drugim
opiˇsejo tudi Getoor in sodelavci na primeru razvrsˇcˇanj spletnih strani na
portalih glede na tematike, o kateri besedila govorijo [7].
V zadnjem cˇasu pa je zaradi potrebe po izrazˇanju mnenja vsakega po-
sameznika in zaradi enostavnosti le-tega v virtualnem svetu nastalo precej
forumov pa tudi socialnih omrezˇij, kjer posamezniki med seboj diskutirajo in
izmenjujejo svoje poglede na dolocˇeno temo. Pri tem se mnogokrat njihovi
komentarji ne osredotocˇajo vecˇ na samo temo, ki predstavlja ozadje disku-
sije, marvecˇ bolj na predhodno objavljene komentarje na forumih. Tovrstne
diskusije mnogokrat postanejo cˇustveno nabite, pri branju komentarjev pa
postane jasno, da se del diskutantov do teme ali pa do komentarjev izrazˇa
1
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pozitivno in se na primer z vsebino osnovnega prispevka strinja, drugi del pa
morda kazˇe odklonilen odnos do obravnavane tematike. Odprto vprasˇanje
je, ali in do kaksˇne stopnje lahko to cˇustveno naklonjenost komentatorjev av-
tomatsko razberemo iz njihovih komentarjev. Torej, ali se je mozˇno naucˇiti
napovednega modela, ki bi komentarje lahko na podlagi zapisanega besedila
razvrstil med pozitivne in negativne. Raziskovanje na tem podrocˇju lahko
pripomore pri sistemih poslovne inteligence in optimizacije poslovnih proce-
sov ali priporocˇilnih sistemih, kjer bi bilo mozˇno zajeti mnenje uporabnikov
v naravnem jeziku in iz tega avtomaticˇno izlusˇcˇiti vsa potrebna dejstva.
Zacˇetnim cˇlankom o raziskovanju sentimenta [2, 12] na anglesˇkih bese-
dilih je do danes sledilo zˇe precej raziskav na tem podrocˇju, za slovensˇcˇino
pa z izjemo nedavnega diplomskega dela na sorodno temo [3] sˇe nismo za-
sledili konkretnih raziskav. Slovenski jezik lahko zaradi svojih specificˇnosti
predstavlja sˇe dodaten izziv.
V pricˇujocˇi diplomski nalogi je bila nasˇa naloga preucˇiti, kako uspesˇne so
lahko razlicˇne metode strojnega ucˇenja pri razvrsˇcˇanju slovenskih besedil v
pozitivni ali negativni razred. Nasˇ cilj je bil gradnja napovednih modelov, ki
bi iz besedila komentarja zaznala naklonjenost avtorjev komentarjev k temi
cˇlanka, na katerega se komentarji nanasˇajo. S podobni problemom sta se za
anglesˇki jezik ukvarjala zˇe Pang in Lee [2] ter preucˇevale naravnanost ko-
mentatorjev pri kritikah filmov. V tej nalogi pa smo k problemu pristopili na
malo drugacˇen nacˇin, saj ne uporabimo prej pripravljenega korpusa subjek-
tivnosti ali leksikona, kot so to implemntirali Mihalcea in sodelavci [13]. Prav
tako se ne osredotocˇamo na kontekstualne fraze, ki lahko kazˇejo na dolocˇeno
nagibanje (Turney [12]). Cilj nasˇe naloge je bil namrecˇ odkriti, ali lahko,
za slovenski jezik, dober napovedni model tehnike strojnega ucˇenja odkrijejo
popolnoma avtomatsko, brez dodatnega semanticˇnega predznanja. V ta na-
men smo besedila predstavili atributno, s frekvencami n-terke cˇrk. Podobna
predstavitev se standardno uporablja pri klasifikaciji besedil, na primer na
3podrocˇju odkrivanja nezazˇelene posˇte [5].
Poleg ovrednotenja uspesˇnosti posameznih metod v nalogi predstavimo
tudi razmiˇsljanje o tem, zakaj je zaznavanje cˇustvene naravnanosti v bese-
dilih veliko tezˇji problem kot zaznavanje teme, ki jo je mozˇno razbrati zˇe iz
posameznih kljucˇnih besed. Ker smo metode preizkusili na razlicˇnih pred-
stavitvah podatkov, bomo uspesˇnost ovrednotili tudi s statisticˇno primerjavo
le-teh med seboj.

Poglavje 2
Problemska domena in podatki
Za potrebe nasˇe raziskave smo se odlocˇili, da bomo v podrobnogled vzeli ko-
mentarje, ki so razvrsˇcˇeni pod dolocˇenim cˇlankom, objavljenim na znanem
slovenskem spletnem portalu RTV-SLO1. Izbrali smo si cˇlanek z naslovom
”FDV: Magistrsko delo premierke Bratusˇek ni plagiat”, ki je bil objavljen 1.
julija 20132. Objavljeni cˇlanek je bil obsezˇno komentiran in smo zanj pred-
videvali, da se bodo v komentarjih pod cˇlankom kresala razlicˇna mnenja. Po
blizˇnji seznanitvi z vsebino cˇlanka in komentarjev smo ugotovili, da je to pri-
merno gradivo za preucˇevanje nasˇih pristopov, saj je bilo komentarjev precej
vecˇ kot pri ostalih cˇlankih, ki smo jih zasledili, ti pa so v dovolj veliki meri
zastopali oba razreda, ki ju bomo podrobneje opisali kasneje. V nadaljevanju
sledi obdelava komentarjev do te mere, da smo na njih lahko izvajali razlicˇne
matematicˇne operacije.
1http://www.rtvslo.si/
2http://www.rtvslo.si/slovenija/fdv-magistrsko-delo-premierke-bratusek-
ni-plagiat/312209
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2.1 Zajem podatkov
Besedilne podatke smo pred obdelavo s tehnikami strojnega ucˇenja morali
primerno predstaviti in jih zapisati v obliki, ki je primerna za izbrane teh-
nike. Za strojno ucˇenje smo v diplomski nalogi izbrali metode, ki uporabljajo
atributne zapise vhodnih podatkov. Nasˇe podatke tako predstavlja matrika,
ki jo sestavljajo vrstice (primeri) in stolpci (atributi) in ki za dani atribut
in primer v matriki vsebujejo dolocˇeno numericˇno vrednost. Vsaka vrstica v
ucˇnih podatkih vsebuje tudi razred primera.
Cˇlanek, ki smo ga izbrali za analizo, je bilo potrebno najprej prebrati, da
smo se seznanili s temo, na katero se bodo komentarji nanasˇali. Nato smo
vsak komentar, prikazan pod cˇlankom, rocˇno po lastni presoji razvrstili kot
pozitiven (“poz” oz. 1) oz. negativen (“neg” oz. 0) glede na to, ali avtor
komentarja izrazˇa strinjanje oz. nestrinjanje z napisanim v cˇlanku. Cˇe se
osredotocˇimo na tri glavne nacˇine za razvrsˇcˇanje primerov glede na mnenje,
ki jih v svojem prispevku opisujeta Kim in Hovy [14] - besedna raven, pove-
dna raven in dokumentna raven - lahko recˇemo, da nasˇa raziskava bazira na
dokumentni ravni, vendar pa primeri v nasˇih podatkih vcˇasih predstavljajo
le posamezne besede, en stavek ali pa odstavek.
V nasˇi problemski domeni torej primere izvorno predstavljajo razlicˇno
dolga besedila, ki smo jih rocˇno uvrstili v dva razreda. V tem prvem koraku
predobdelave podatkov je nastala tekstovna datoteka v spodnji obliki:
Razred Besedilo
poz A je sedaj g. Tanko zadovoljen, ali ga sˇe kaj mucˇi glede...
poz :D
neg ..hahahhaha,..hahahhaa,...fdv....hahah..
poz upam, da se bo zdej nehalo s temi preverbami...
poz Pricˇakujem cel kup komentator o tem, da je FDV pod polit...
neg in potem svizec zavije cˇokolado, sloni letijo in obstaja...
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neg Vrana vrani ne izkljuje ocˇi ... Sramota za rdecˇo fakulteto.
Sledila je obdelava komentarjev. Iz besedil smo odstranili vse znake in
locˇila, da smo na koncu dobili poljubno dolge nize cˇrk. Za odstranitev vseh
znakov razen cˇrk smo se odlocˇili, ker zˇelimo cˇustveno naravnanost avtorjev
v besedilih odkriti le na podlagi besed, ki bi kazale na dolocˇen sentiment
in bi se lahko pokazale pri tvorjenju n-terk. Po poglobitvi v razlicˇno lite-
raturo, ki se nanasˇa na temo nasˇega problema, smo se odlocˇili, da k resˇitvi
pristopimo na malo drugacˇen, bolj tehnicˇni nacˇin, z manj ozira na seman-
tiko in slovnicˇne zahteve slovenskega jezika. Znacˇilke so v nasˇem primeru
n-terke zaporednih cˇrk. Ker optimalne dolzˇine zaporednih cˇrk atributov ni-
smo poznali, smo vse napovedne modele preizkusili za n = 2 . . . 8 znakov.
Za ta razpon sˇtevila znakov smo se odlocˇili na podlagi tega, da je povprecˇna
dolzˇina vseh besed v izbranih slovenskih leposlovnih besedilih 4, 5 cˇrk, pov-
precˇna dolzˇina razlicˇnih besed v istih slovenskih leposlovnih besedilih pa 8
cˇrk (Vodopivec [15]). Trojice in dvojice cˇrk so bile v analizo dodane, da
bi pokazali razliko med informativnostjo samih atributov, torej kako dolzˇina
niza cˇrk vpliva na samo znacˇilnost nekega atributa za dani razred oz. kako
dolzˇina niza cˇrk pripomore k boljˇsemu ucˇenju metode na ucˇnih podatkih.
Glede na zgoraj zapisano, je vrednost atributov za dani komentar enaka
sˇtevilo ponovitev doticˇne n-terke cˇrk v danem primeru. Torej za vsak ko-
mentar sˇtejemo, kolikokrat se katera izmed n-terk v nizu cˇrk ponovi, to pa
predstavlja eno vrstico v nasˇih podatkih. Ker so komentarji razlicˇno dolgi, je
bilo potrebno vse vrstice normalizirati. Na koncu torej vrednosti atributov
predstavljajo delezˇe zastopanosti teh atributov v primeru, oziroma atributi
predstavljajo relativno frekvenco dane n-terke v komentarju.
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2.2 Predstavitev podatkov
Sedaj nam je torej znana struktura podatkov, nad katerimi bomo izvedli
strojno ucˇenje. Ker pa nas bo v nalogi zanimalo predvsem, kaj nam ti
podatki sploh povedo oziroma cˇesa se iz njih lahko naucˇimo, je prav, da
predstavimo nekaj kljucˇnih dejstev, na podlagi katerih bomo lazˇje potegnili
sklepne ugotovitve.
Cˇlanek, ki smo ga vzeli pod drobnogled, ima 540 komentarjev, kar pomeni,
da ima nasˇa podatkovna matrika 540 vrstic. Vsak komentar je en primer oz.
vrstica.
Komentarji oz. nizi cˇrk so bili razlicˇno dolgi. Najkrajˇsega predstavlja
le ena cˇrka, najdaljˇsega pa kar 2426 cˇrk. Povprecˇna dolzˇina enega niza cˇrk
znasˇa 195 znakov in predstavlja mejo med 34% komentarjev, ki so daljˇsi od
povprecˇne dolzˇine, in 66% komentarji, ki so od povprecˇne dolzˇine krajˇsi.
Vsakega od komentarjev smo rocˇno razvrstili v od enega od razredov
(”poz”in ”neg”), ti pa so v celotnem naboru podatkov zastopani v razmerju
poz:neg = 4:6; 40% komentarjev je bilo torej spoznanih za pozitivne.
Glede na to, da smo nabore atributov dolocˇili za sedem naborov n-terk
(n = 2 . . . 8), smo zato zgradili sedem razlicˇnih podatkovih matrik. Nekatere
njihove statisticˇne lastnosti predstavimo v tabeli 2.1.
Iz tabele je razvidno, da gre za redko porazdeljene matrike podatkov.
To je razvidno predvsem pri matrikah, kjer atribute predstavljajo terke z
vsaj 4 cˇrkami. Daljˇsa kot je n-terka, manjˇsa bo verjetnost, da bo specificˇna
kombinacija cˇrk zastopane tudi v besedilu komentarja.
2.3 Podporni podatki
Da bi pokazali in podprli trditev, da se tehnike strojnega ucˇenja, ki smo jih
izbrali za nasˇ problem, za razvrsˇcˇanje besedilnih podatkov sicer zelo dobro
obnesejo, vendar pa zaradi nekaterih dejavnikov niso pokazale dobrih rezul-
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Tabela 2.1: Zastopanost atributov v matrikah podatkov glede na razlicˇne
dolzˇine terk
n=2 n=3 n=4 n=5 n=6 n=7 n=8
Sˇt. vseh znacˇilk
(tiste, ki so priso-
tne v vsaj 1 pri-
meru)
627 5892 24606 50432 68412 78753 84790
Sˇt. vseh znacˇilk, ki
so prisotne v vsaj 2
primerih
571 4478 13406 17122 15184 12723 10918
Sˇt. vseh znacˇilk, ki
so prisotne v vsaj 6
primerih
487 2717 4423 2573 1351 797 507
Sˇt. vseh znacˇilk, ki
so prisotne v vsaj
11 primerih
440 1891 1980 841 393 211 117
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tatov, smo ustvarili podobno problemsko domeno, kjer smo se s tehnicˇnega
vidika zˇeleli kar najbolj priblizˇati dejanskim podatkom.
Tokrat smo s portala RTV-SLO vzeli 400 cˇlankov in jih razvrstili glede
na zˇanre (teme). V novi problemski domeni so torej nasˇi primeri namesto
komentarjev, ki se nanasˇajo na neko doticˇno tematiko, cˇlanki, ki se navezujejo
na dolocˇeno temo. Samo sˇtevilo primerov je tu sicer nekoliko manjˇse od
tistega pri komentarjih, vendar bomo v kasnejˇsih poglavjih pokazali, da je
bilo za ta eksperiment zajetih dovolj podatkov, da smo lahko dokazali nasˇe
domneve.
Da bi zajeli podoben aspekt pripisovanja primerov dolocˇenim razredom,
smo se tudi tu odlocˇili, da zajamemo cˇlanke iz dveh razlicˇnih tem. Razreda
”poz”oz. ”neg”tukaj zamenjata razreda ”sˇport”in ”novice”. Razred primera
smo dolocˇili skladno z zavihkom spletne strani, pod katerim so bili cˇlanki
razvrsˇcˇeni na spletnem portalu (sˇport, novice). Na tem mestu lahko omenimo
zˇe prvo bistveno razliko, ki je na prvi pogled med tema dvema domenama
morda ne bi opazili. Gre namrecˇ za to, da smo komentarje, kot je opisano
v prejˇsnjem podpoglavju, razvrstili glede na lastno subjektivno oceno, ki je
bila zasnova na podlagi ene osebe. Pri razvrstitvi cˇlankov v razlicˇna zˇanra pa
smo se izognili le enemu samemu mnenju, saj nam ni bilo potrebno oceniti, v
kateri zˇaner nek cˇlanek spada (za to so poskrbeli zˇe pisci besedil, ki so svoje
cˇlanke razvrstili v primeren zavihek na strani).
Ko so bili primeri dodeljeni razlicˇnima razredoma, je sledila enaka obde-
lava besedila kot pri razvrsˇcˇanju komentarjev. Tudi tokrat so bili seveda nizi
cˇrk razlicˇno dolgi, vendar v primerjavi s komentarji precej daljˇsi. Najkrajˇse
besedilo predstavlja 294 cˇrk, najdaljˇsega pa kar 2426 cˇrk. V povprecˇju so
imeli cˇlanki 2162 cˇrk, kar je priblizˇno 11-krat vecˇ kot pri komentarjih. Pov-
precˇje tu predstavlja mejo med 40% komentarjev, ki so daljˇsi od povprecˇne
dolzˇine, in 60% komentarji, ki so od povprecˇne dolzˇine krajˇsi.
Ker smo zˇeleli podatke cˇimbolj priblizˇali tistim, ki smo jih pridobili na
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komentarjih, smo se omejili na prvih 195 cˇrk vsakega cˇlanka. Tako smo
priˇsli do povprecˇne dolzˇine cˇrkovnega zaporedja, ki je 195 cˇrk, kar je ravno
povprecˇna dolzˇina niza cˇrk pri komentarjih.
Razmerje med izbranima razredoma je v tem primeru enakomerno poraz-
deljeno, za vsak zˇanr smo namrecˇ opredelili 50% od vseh primerov. V tem
pogledu se tudi to razmerje nekoliko razlikuje od tistega pri komentarjih,
vendar je odstopanje majhno.
Seveda smo tudi v tem primeru atribute dolocˇili kot n-terke v zˇe zna-
nem razponu sˇtevila cˇrk n, lastnosti dobljenih podatkovnih matrik pa za
lazˇjo primerjavo za tako dobljene podatke predstavljamo v tabeli 2.2. Tudi
iz te tabele lahko povzamemo, da gre za podobne podatke kot pri analizi
komentarjev.
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Tabela 2.2: Zastopanost atributov v matrikah podatkov glede na razlicˇne
dolzˇine terk pri cˇlankih
n=2 n=3 n=4 n=5 n=6 n=7 n=8
Sˇt. vseh znacˇilk
(tiste, ki so priso-
tne v vsaj 1 pri-
meru)
644 5937 22845 41764 53353 59919 63964
Sˇt. vseh znacˇilk, ki
so prisotne v vsaj 2
primerih
594 4374 10896 11056 8412 6228 4642
Sˇt. vseh znacˇilk, ki
so prisotne v vsaj 6
primerih
495 2413 2819 1393 719 414 263
Sˇt. vseh znacˇilk, ki
so prisotne v vsaj
11 primerih
431 1599 1130 423 215 122 77
Poglavje 3
Metode
V tem poglavju se bomo osredotocˇili na predstavitev uporabljenih tehnik
strojnega ucˇenja in pristopov k ocenjevanju njihove napovedne tocˇnosti. Opi-
sali bomo, kako metode delujejo in zakaj so prav te pomembne pri iskanju
odgovorov na vprasˇanja, ki se pojavljajo v zvezi s to tematiko.
3.1 Napovedni modeli
S tehnikami strojnega ucˇenja lahko iz ucˇnih podatkov gradimo klasifikacij-
ske napovedne modele, ki na podlagi atributnega opisa testnega primera
tega razvrstijo v enega od ciljnih razredov. V nasˇi problemski domeni je
bil ucˇni problem dvorazredni, problem pa klasifikacija v razred 0 oz. 1
(”poz”in ”neg”oziroma ”novice”in ”sˇport”). V nalogi smo preizkusili sˇtiri
dobro poznane in uveljavljene metode, dodatno pa skusˇali napovedno tocˇnost
izboljˇsati s tehniko ansambla klasifikatorjev.
3.1.1 Logisticˇna regresija
Logisticˇna regresija se uporablja za napovedovanje izida kategoricˇno odvi-
sne spremenljivke (razreda) na osnovi ene ali vecˇ neodvisnih spremenljivk
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(atributov). Verjetnosti, ki jih dobimo z uporabo logisticˇne funkcije, opisu-
jejo mozˇne izide glede na dano kombinacijo atributov. Logisticˇna regresija
se lahko nanasˇa na problem, v katerem je odvisna spremenljivka binarna –
to pomeni, da imamo dva mozˇna razreda – ali pa imamo na voljo vecˇ ra-
zredov, ki jih lahko pripiˇsemo dani kombinaciji znacˇilk. V nasˇem primeru
uporabljamo binarni razred, saj vsakega od primerov lahko klasificiramo kot
pozitivnega oz. negativnega (pri cˇlankih ali se nansˇa na sˇport ali na novice),
torej razred zavzema natancˇno dve vrednosti.
Logisticˇno regresijo [4] smo implementirali sami na podlagi predavanj
Andrewa Nga1 in si pri tem pomagali s knjizˇnico scipy2, iz katere je bil za
optimizacijo vzet algoritem L-BFGS.
Za grajanje modela logistcˇne regresije moramo najprej opredeliti funkcijo
hipoteze, ki vrne vrednosti med 0 in 1, saj napovedujemo dva mozˇna razreda.
Ta je predstavljena s formulo
hθ(x) = g(θ
Tx) = P (y = 1|x; θ) (3.1)
in vrne vrjetnost za y = 1 oz, da primeru x pripada razred y.
Funkcijo hipoteze izracˇunamo z logisticˇno funkcijo g in tako zagotovimo,
da bodo napovedne verjetnosti zavzemale vrednosti med 0 in 1. Sigmoidna
funcija je predstavljena s formulo
g(z) =
1
1 + e−z
. (3.2)
Torej cilj modeliranja je iskanje takega parametra θ, da bomo priˇsli do
cˇimbolj natancˇne vrednosti funkcije hipoteze oziroma do cˇimbolj tocˇne na-
povedi.
1http://openclassroom.stanford.edu/MainFolder/VideoPage.php?course=
MachineLearning&video=04.1-LogisticRegression-Classification&speed=100
2http://www.scipy.org/
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Podobno kot pri linearni regresiji, tudi tukaj opredelimo cenovno funk-
cijo, ki bo podala oceno napake funkcije hipoteze, ki se pri dani vrednosti θ
prilega nasˇim podatkom. Cenovna funkcija je prilagojena za regularizirano
(λ vecˇja od 0) in neregularizirano (λ = 0) logisticˇno regresijo. Regulariza-
cijski parameter bo na koncu vodil k manjˇsim vrednostim theta, s cˇimer se
izognemo prevelikemu prileganju tesnim podatkov za napovedovanje razreda.
Cenovna funkcija je predstavljena s formulo:
J(θ) = − 1
m
m∑
i=1
[
y(i) log(hθ(x
(i)) + (1− y(i)) log(1− hθ(x(i))
]
+
λ
2
n∑
j=1
θ2j .
(3.3)
Cˇe zˇelimo ugotoviti najprimernejˇso funkcijo hipoteze, moramo najti tako
vrednost θ, ki zmanjˇsuje vrednost J(θ). To je mogocˇe dosecˇi z iskanjem
gradienta cenovne funkcije. Parameter θ ponovno izracˇunamo na spodnji
nacˇin
θ(t+1) = θ(t) −H−1∇θJ, (3.4)
kjer je gradientna funkcija predstavljena s formulo:
∇θJ = 1
m
m∑
i=1
(hθ(x
(i))− y(i))x(i) + λ
m
θ. (3.5)
3.1.2 Metoda podpornih vektorjev
Metoda podpornih vektorjev zagotavlja uveljavljen in ucˇinkovit nacˇin razvrsˇ-
cˇanja za analizo podatkov in iskanje najmanj tvegane locˇitve med razlicˇnimi
razredi. Iskanje meje med razredoma je mocˇno odvisna od razpolozˇljivega
nabora podatkov in pa optimizacijskih parametrov. Tehnike za izbor naj-
boljˇsih atributov in SVM optimizacija parametrov sta v kombinaciji znana
po tem, da izboljˇsata natancˇnost klasifikacije.
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Za ucˇinkovito razvrstitev podatkov mora SVM najprej poiskati maksi-
malno mejo, ki locˇi dva razreda, nato pa postaviti separator s hiperravnino,
ki bo locˇila primere, ki se klasificirajo v en ali drug razred. Novi podatki
so razvrsˇcˇeni po odolocˇitvi, na katero stran hiperravnine spadajo, s tem pa
je odlocˇeno, kateremu razredu so bili dodeljeni. Vendar pa nekateri vhodni
prostori niso dovolj dobro locˇljivi v linearni ravnini, zato se pogosto upora-
bljajo preslikave vhodnega prostora v viˇsje dimenzionalni prostor, kjer pri-
mere lahko lazˇje locˇimo. Razdaljo vektorjev, ki lezˇijo najblizˇje hiperravnini,
pri tem maksimiramo, saj zˇelimo ustvariti cˇimbolj eksplicitne odlocˇitve tudi
za primere, ki niso cˇisto enaki tistim, na katerih smo se ucˇili. Za implemen-
tacijo SVM modela smo se posluzˇili knjizˇnice sklearn3.
SVM opiˇsemo z mnozˇico primerov:
{(x1, y1) , ..., (xm, ym)} , xi ∈ X, yi ∈ {−1, 1} (3.6)
yi tako predstavlja razred pripadajocˇemu primeru xi.
Klasifikator nato izracˇuna hiperravnino, ki mnozˇice primerov obeh razre-
dov locˇi karseda najbolje. Ta ravnina je podana z normalnim vektorjem w
in pragom b.
Za primer xi iz ucˇne mnozˇice se pri tem priredi predznak odlocˇitvene
funkcije:
yi = sgn (〈w, xi〉+ b) (3.7)
Rezultat je lahko pozitiven ali negativen in je odvisen od tega, ali se
dolocˇen primer nahaja na eni ali drugi strani hiperravnine. Za boljˇso pred-
stavo si to poglejmo na sliki 3.14.
3http://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
4http://www.pengyifan.com/blog/wp-content/uploads/2013/09/svm.png
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Slika 3.1: Prikaz locˇitve primerov v dva razreda s hiperravnino.
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Slika 3.2: Prikaz ugotavljanja najbljizˇjih sosedov.
3.1.3 Metoda k najbljizˇjih sosedov
Metoda k najblizˇjih sosedov za osnovo vzame kar ucˇne primere same. Ko
mora za novi primer dolocˇiti, v kateri razred ga bo potrebno klasificirati, ta
klasifikacijska tehnika poiˇscˇe v ucˇni mnozˇici k takih primerov, ki so novemu
primeru najbolj podobni. Rezultat napovedi je verjetnostna porazdelitev
sˇtevila primerov, ki pripadajo posameznim razredom v mnozˇici k najbolj po-
dobnih primerov. Za boljˇse razumevanje si poglejmo predstavitev algoritma
na sliki 3.25
V nasˇem primeru smo uporabili metodo KNN iz knjizˇnice sklearn6. Po-
dobnost med primeri smo ocenjevali z Evklidsko razdaljo.
5https://jeena.net/images/2013/catdog/k-nearest-neighbours.png
6http://scikit-learn.org/stable/modules/generated/sklearn.neighbors.
KNeighborsClassifier.html
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Slaba lastnost vecˇine glasov, ki klasifikacirajo nek primer v enega izmed
razredov, se pojavi, ko je porazdelitev razreda popacˇena. To pomeni, da
pogostejˇsi razred prevladuje pri napovedi novega primera zato, ker so po
navadi pogosti med k najblizˇjimi sosedi zaradi njihovega velikega sˇtevila. To
lahko resˇimo tako, da je vsak izmed k najblizˇjih sosedov nekega primera
utezˇen z nekim sˇtevilom tocˇk, uposˇtevajocˇ razdaljo med preskusno tocˇko za
vsako od svojih k blizˇnjih sosedov. Razred vsake izmed k najblizˇjih tocˇk se
pomnozˇi s tezˇo obratnosorazmerne oddaljenosti od te tocˇke do preskusnih
tocˇk. V nasˇem primeru smo to uposˇtevali s parametrom weights=’distance’.
3.1.4 Nakljucˇni gozdovi
Za razlago metode nakljucˇnih gozdov moramo najprej spoznati strukturo in
zgradbo enega klasifikacijskega drevesa. Le-to ima hierarhicˇno obliko, ki se
uporablja za razvrsˇcˇanje razredov glede na vrsto vprasˇanj ali pravil, ki se
nanasˇajo na atribute dolocˇenega razreda. Atributi razredov so lahko vse
spremenljivke z binarno, nominalno, ordinalno in kvantitativno vrednostjo.
Prvi korak gradnje drevesa je izracˇun verjetnosti za pojavitev nekega ra-
zreda pj. Uposˇtevati moramo, da se, ko racˇunamo verjetnosti, osredotocˇimo
le na pojavnost razredov in ne na njihove atribute. Ko poznamo verjetnosti
pojavitve posameznih razredov, lahko izracˇunamo stopnjo cˇistosti posame-
znih tabel z eno od treh meram, ki nam bodo pomagale pri gradnji klasifi-
kacijskega drevesa. To so entropija, Gini indeks in klasifikacijska napaka. V
nasˇem primeru smo uporabili Gini indeks po spodnji formuli:
Gini = 1−
∑
j
p2j (3.8)
Cˇe v podatkih obstaja le en razred, Gini indeks zasede vrednost 0, saj
je verjetnost pojavitve razreda enaka 1. Gini indeks prav tako dosezˇe svoj
maksimum, ko imajo vsi razredi v podatkih enake verjetnosti p = 1/n, ve-
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Slika 3.3: Potek razvejevanja in racˇunanja stopnje cˇistosti.
dno pa zasede vrednost med 0 in 1 ne glede na sˇtevilo razlicˇnih razredov v
podatkih.
Nasˇi podatki so predstavljeni v tabeli D z atrubuti in pripadajocˇimi ra-
zredi. Iz tabele D vzamemo vsak atribut posebej z njegovimi pripadajocˇimi
razredi in tako ustvarimo podtabele Si. Kolikor je razlicˇnih atributov, toliko
je tudi novih podtabel Si. Za vse elemente v strukturi nato izracˇunamo vre-
dnosti entropije, Gini indeksa in klasifikacijske napake. Za boljˇso predstavo
si oglejmo potek na sliki 3.3.
Razlicˇne nacˇine racˇunanja cˇistosti tabele D in podtabel Si uporabimo
zato, da primerjamo razlike v stopnji cˇistosti med njimi preden jih razdelimo
na vecˇ delov. Za mero, s katero primerjamo razlike v cˇistosti tabel, uporabimo
informacijo I. Zanima nas, kaksˇno informacijo dobimo, cˇe tabelo podatkov
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razdelimo glede na vrednosti atributov. To izracˇunamo po spodnji formuli:
Ii = GiniD −
∑
j
k
n
·GiniSij (3.9)
Spremenljivka k predstavlja sˇtevilo primerov v podtabeli Sij, n pa sˇtevilo
vseh primerov v tabeli D. Za vsak atribut v tabeli D tako izracˇunamo
informacijo in nato izberemo atribut, pri katerem je bila ta najvecˇja:
i = argmax {Ii} . (3.10)
Izbrani atribut i nato postane vozliˇscˇe (v prvi iteraciji koren) v odlocˇitve-
nem drevesu, tabelo D pa razdelimo v podtabele glede na vrednosti atributa
i. Nato postopek ponavljamo, dokler ne pridemo do listov odlocˇitvenega
modela, ki je prikazan na sliki 3.4.
Ko je odlocˇitveno drevo oblikovano, lahko vsakemu naslednjemu primeru
napovemo razred, tako da glede na pravila v drevesu in vrednosti atributov
pridemo do lista, ki predstavlja razred.
Sedaj, ko poznamo postopek gradnje enega klasifikacijskega drevesa, pa
razlozˇimo sˇe metodo nakljucˇnih gozdov [9]. Ta namesto enega klasifikacij-
skega drevesa uposˇteva kar mnozˇico oziroma l takih dreves. Za razvrsˇcˇanje
novega primera, je vhodni podatek za vseh l dreves prav vhodni vektor.
Vsako drevo iz gozda nato poda svojo napoved - oceno o tem, v kateri razred
primer spada. Nakljucˇni gozd primer razvrsti v razred, ki ga je napovedala
vecˇina klasifikacijskih dreves v gozdu. Za potrebe ocene verjetnosti razredov
pa so te izracˇunane iz sˇtevila dreves, ki glasujejo za posamezen razred.
Kakovost nakljucˇnih gozdov temelji na raznolikosti dreves. Da dosezˇemo
to raznolikost, ucˇne primere za posamezno drevo vzorcˇimo (s ponovitvami)
iz ucˇne mnozˇice tako, da je vzorec enako velik kot ucˇna mnozˇica. Cˇe je v
podatkih M vhodnih atributov, sˇtevilo m << M dolocˇimo nakljucˇno iz M
tako, da ta kar najbolje razdeli mnozˇico M . Vrednost m predstavlja sˇtevilo
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Slika 3.4: Gradnja klasifikacijskega drevesa na podlagi racˇunanja informacije
in deljenja tabel.
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atributov, ki jih uposˇtevamo pri gradnji klasifikacijskih dreves in je v nasˇem
primeru
√
M .
Za implementacijo metode nakljucˇnih gozdov smo se prav tako posluzˇili
knjizˇnice sklearn7.
3.1.5 Skladanje
Za posamezne metode smo kaj kmalu ugotovili, kaksˇne ocene lahko dosezˇejo,
dodatno pa nas je zanimalo, ali lahko napovedi posameznih razredov prime-
rom sˇe izboljˇsamo z zdruzˇevanjem razlicˇnih pristopov. Za tehniko zdruzˇevanja
smo izbrali in implementirali metodo skladanja tako, ko jo je predlagal Wol-
pert [6].
V namene zdruzˇevanja verjetnosti ocen razlicˇnih klasifikatorjev smo s
precˇnim preverjanjem na ucˇni mnozˇici za vsak primer izracˇunali verjetno-
sti razredov z uporabo vseh sˇtirih klasifikatorjev, torej z uporabo logisticˇne
regresije, metodo podpornih vektorjev, k najblizˇjih sosedov in nakljucˇnega
gozda dreves.
Metoda skladanja deluje v dveh korakih. Na prvem nivoji metode ucˇenja
podajo svoje napovedi, na drugem nivoju pa te napovedi zdruzˇimo v novo
matriko podatkov in na njej pozˇenemo metodo ucˇenja, ki bo podala koncˇne
napovedi.
Vsak od prej omenjenih sˇtirih klasifikatorjev torej sluzˇi kot ucˇenec na
prvem nivoju in pri precˇnem preverjanju vrne vektor napovedi. Tako smo
za vsako predstavitev podatkov dobili sˇtiri vektorje, ti pa na drugem nivoju
predstavljajo stolpce v novi matriki ucˇenja. Resnicˇne vrednosti razredov za
vsak primer iz podatkov ostajajo nespremenjene, paziti pa je potrebno tudi
na to, da pri precˇnem preverjanju z vsemi klasifikatorji podamo res pravo
napoved za doticˇni primer, torej da se originalna vrednost razreda ne izgubi
7http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.
RandomForestClassifier.html
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Slika 3.5: Gradnja nove tabele za ucˇenje na drugem nivoju pri metodi skla-
danja.
ali pomesˇa. Za boljˇso predstavo poglejmo sˇe potek skladanja na sliki 3.5.
Ker so novi podatki med seboj neodvisni, smo za ucˇenca na drugem
nivoju uporabili logisticˇno regresijo, ki bo vrnila koncˇne napovedi. Upamo,
da bodo nove napovedi morebiti boljˇse od tistih, ki so jih podale metode na
prvem nivoju. Ta postopek smo izvedli za vsak set podatkov posebej, torej
sedemkrat. Zaradi velike cˇasovne zahtevnosti celotnega postopka in priprave
nove tabele smo na prvem nivoju za vsak klasifikator izvedli 10-kratno precˇno
preverjanje, da smo pridobili stolpce za novo matriko, na drugem nivoju pa
5-kratno precˇno preverjanje, saj smo se zˇeleli izogniti nakljucˇnemu rezultatu
te metode.
3.2. OCENJEVANJE KAKOVOSTI NAPOVEDNIH MODELOV 25
3.2 Ocenjevanje kakovosti napovednih mode-
lov
Tocˇnost napovednih modelov smo ocenili z tehniko precˇnega preverjanja.
Ucˇno mnozˇico smo razdelili na 10 priblizˇno enakih mnozˇic, in potem v vsaki
od deset iteracij eno od teh izbrali za testiranje klasifikatorjev ki so bili
zgrajeni na primerih iz devetih preostalih mnozˇic. Pri tem smo uporabili dve
metrike ocenjevanja tocˇnosti, ki jih opiˇsemo spodaj. V rezultatih podajamo
njihove povprecˇne vrednosti preko desetih iteracij ucˇenja in testiranja.
3.2.1 Ocena LogLoss
Klasifikacijski modeli kot rezultat svojih napovedi vrnejo verjetnost pripa-
dnosti razredom. Navadno to pomeni, da nobena napovedna metoda ni
100-odstotno prepricˇana v svoje napovedi (razen, cˇe se v ucˇni mnozˇici niso
ponovili isti primeri kot v testni), vedno obstaja delezˇ, ki dopusˇcˇa mozˇnost
napake. Logaritem funkcije verjetja za Bernoullijevo nakljucˇno porazdelitev
se uporablja za oceno napake, ki jo napravimo pri napovedovanju tega, s
koliksˇno verjetnostjo nekaj drzˇi ali ne, kjer 1 pomeni popolni zadetek, 0 pa
zgresˇene napovedi. Ocena LogLoss torej pove, kako odlocˇen je bil napove-
dni model pri svojih napovedih, to pa naredi tako, da najbolj kaznuje tiste
napovedi, pri katerih smo najbolj zgresˇili. Izracˇunamo jo po naslednji enacˇbi:
LogLoss = − 1
N
N∑
i=1
yi log (yˆi) + (1− yi) log (1− yˆi) , (3.11)
kjer je N sˇtevilo primerov, log naravni algoritem, yˆi verjetnost napovedi
cˇustvene naravananosti avtorja besedila na mozˇne n-terke za i-ti primer in
yi prava vrednost razreda pri i-tem primeru (yi = 1, yi = 0). Manjˇsa kot je
ocena logloss, boljˇsi je model, s katerim podamo svoje napovedi.
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3.2.2 Delezˇ pravilno razvrsˇcˇenih primerov
Druga ocena, ki smo jo uporabili pri meritvi uspesˇnosti napovednih modelov,
je v literaturi veliko bolj pogosta. Prisotna je v vecˇini primerih, kjer govo-
rimo o metodah, ki na podlagi statisticˇnih principov napovedujejo prisotnosti
razredov v primerih. Ocenjevanje uspesˇnosti modela smo izvedli z izracˇunom
tocˇnosti. Za vsak primer iz mnozˇice smo primerjali napovedano vrednost z
dejansko. Ocena nam porocˇa o delezˇu primerov, za katerih so bile napovedi
klasifikacijskega modela pravilne in je predstavljena s spodnjo formulo, kjer
SPN pomeni sˇtevilo pravilno napovedanih, SV P pa sˇtevilo vseh primerov.
tocnost =
SPN
SV P
(3.12)
Poglavje 4
Izbira parametrov ucˇenja
Uporabljene metode ucˇenja, ki smo jih v nalogi uporabili, so odvisne od za
metodo specificˇnih parametrov. Od vrednosti teh parametrov je lahko od-
visna tocˇnost napovedi modelov, ki jo dobimo z tehniko strojnega ucˇenja.
Ustrezne vrednosti parametrov ocenimo tehniko internega precˇnega prever-
janja na samo ucˇnih primerih. Za dani nabor mozˇnih vrednosti parametrov
to storimo s 5-kratnem precˇnim preverjanjem na ucˇni mnozˇici, ter potem za
gradnjo klasifikatorja na celotni ucˇni mnozˇici uporabimo vrednost parametra,
pri katerem smo dosegli najviˇsjo povprecˇno tocˇnost. Spodaj predstavimo sˇe
razpon parametrov za vsako od uporabljenih metod.
4.1 Logisticˇna regresija
Logisticˇna regresija pri svojem racˇunanju potrebuje regularizacijski parame-
ter λ, zato zˇelimo vedeti, kako izbrati najboljˇso vrednost le-tega. Za izbiro
optimalnega parametra s pomocˇjo precˇnega preverjanja smo preizkusili vecˇ
razlicˇnih vrednosti λ:
λ =
 1e− 01, 1e− 02, 1e− 03, 1e− 04, 1e− 05,1e− 06, 1e− 07, 1e− 08, 1e− 09, 1e− 10
 (4.1)
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Optimalen parameter λ vodi do manjˇse vrednosti θ, to pa preprecˇuje, da
bi se metoda prevecˇ prilagodila ucˇnim podatkom.
4.2 Metoda podpornih vektorjev
Glede na prisotnost parametrov pri SVM, ki lahko vplivajo na izid ucˇenja in
klasifikacije, je povsem logicˇno, da to lahko izboljˇsa ucˇinkovitost algoritma.
Najbolj osnovni pristop pri SVM za izboljˇsanje razvrsˇcˇanja je kontrola utezˇi,
ki jo kaznujemo s parametrom c (s parametrom c mnozˇimo utezˇi) in iskanje
najboljˇsega kompromisa med nezaznanimi napakami in posplosˇitvijo modela.
Pri nasˇi problemski domeni smo ugotovili, da je smiselno preveriti naslednji
nabor parametrov:
c = {200, 300, 400, 500, 600, 700} (4.2)
Visoke vrednosti parametra c, bodo v veliki meri kaznovale napacˇno
obravnave primere, zato bo posledicˇno hiperravnina tista, kjer se bomo iz-
ognili napakam razvrsˇcˇanja. Cˇe pa parameter c zaseda nizke vrednosti in
tako le rahlo kaznuje napacˇne klasifikacije, je rezultat lahko napacˇna locˇitev
primerov v en in drugi razred (Gaspar in drugi [11]).
4.3 Metoda k najbljizˇjih sosedov
Najboljˇsa izbira parametra k je odvisna od podatkov samih. Na splosˇno vecˇje
vrednosti k vplivajo na zmanjˇsanje sˇuma v klasifikaciji, vendar meje med
razredi niso vecˇ tako zelo jasne. Natancˇnost KNN algoritma se lahko mocˇno
slabsˇa zaradi prisotnosti nepomembnih znacˇilnosti ali cˇe lestvice znacˇilnosti
niso v skladu z njihovo pomembnostjo (Han [16]). Pri tem algoritmu pricˇaku-
jemo, da se bodo bolje odrezale nizke k vrednosti, saj vecˇanje le-the naredi
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ves sistem bolj kompleksen. Mi smo optimalno vrednost k iskali v naslednjem
naboru vrednosti:
k = {4, 6, 8, 10, 12, 13, 20, 30, 40, 50, 100} (4.3)
V binarnih klasifikacijski problem, kot je nasˇ, je koristno, da za parameter
k izberemo liho sˇtevilo, saj se s tem izognemo izenacˇenim primerom, vendar
pa to ni nujno.
4.4 Nakljucˇni gozdovi
Glavno nacˇelo metode nakljucˇnih gozdov je, da lahko skupina klasifikacijskih
dreves skupaj tvori mocˇen model za ucˇenje. Vsak klasifikator je posame-
zno veliko slabsˇi ucˇenec od skupine vecˇih klasifikatorjev, ki delujejo znotraj
gozda vsak posamezno, navzven pa homogeno. Za nasˇ nabor podatkov smo
preizkusili naslednji razpon velikosti gozda:
n = {100, 150, 200, 250, 300, 350} (4.4)
Pri izbiri optimalnega sˇtevila dreves n v gozdu moramo uposˇtevati pred-
vsem to, da vecˇji kot je gozd, vecˇa se do neke mere uspesˇnost metode, vendar
pa se tudi kompleksnost in cˇasovna zahtevnost algoritma hitro povecˇujeta.

Poglavje 5
Rezultati in vrednotenje
V tem poglavju bomo predstavili, kaksˇne rezultate so dale metode na razlicˇnih
naborih podatkov, kateri podatki so za nasˇ problem najbolj primerni, kateri
parametri so privedli metode do taksˇnih vrednosti ocen tocˇnosti in logloss
in kaj je botrovalo k taksˇnim koncˇnim rezultatom. V nadaljnih tocˇkah tega
poglavja bomo predstavili strnjene ugotovite, podrobnejˇsi rezultati pa se na-
hajajo v prilogah A, B, C, D in E.
5.1 Napovedna tocˇnost
Glede na oceno logloss pri preucˇevanju komentarjev smo priˇsli do rezultatov,
ki so prikazani v tabeli 5.1. Najboljˇso tocˇnost je dosegla metoda nakljucˇnih
gozdov na podatkih, kjer so atribute predstavljale trojke cˇrk, in sicer vrednost
0.623. Temu rezultatu sledita sˇe logisticˇna regresija z oceno 0.624 in metoda
podpornih vektorjev z oceno 0.627.
Zanimivo je, da smo najslabsˇi rezultat dobili prav tako pri metodi na-
kljucˇnih gozdov na podatkih, kjer so znacˇilke predstavljale sedmerke cˇrk, in
sicer 0.744. Iz tega lahko razberemo, da je metoda nakljucˇnih gozdov najbolj
obcˇutljiva na to, kako so predstavljeni podatki. Za drugo najslabsˇo metodo
pa se je izkazala metoda k najbljizˇjih sosedov z oceno 0.697, ki je bila iz-
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merjena na osmerkah cˇrk. Prav vse metode so bile najbolje ocenjene na
podatkih, predstavljenih s trojkami cˇrk, najslabsˇe pa na podatkih iz osmerk
cˇrk, z izjemo metode nakljucˇnih gozdov, ki je najslabsˇo oceno dosegla pri
podatkih s sedmerkami cˇrk.
Tabela 5.1: Rezultati metod glede na oceno logloss pri razvrsˇcˇanju komen-
tarjev.
n-terka 2 3 4 5 6 7 8
LR 0.642 0.624 0.646 0.648 0.658 0.673 0.682
SVM 0.641 0.627 0.633 0.644 0.652 0.662 0.668
KNN 0.665 0.657 0.679 0.682 0.676 0.685 0.697
RF 0.634 0.623 0.647 0.699 0.744 0.779 0.770
Skladanje 0.657 0.645 0.641 0.653 0.658 0.668 0.671
Za boljˇsi pregled nad tem, kako so se odrezale metode, predstavljamo sˇe
graf n-terk v odvisnosti od ocene logloss na sliki 5.1. Slika kazˇe, da se v
vecˇini najbolje obnese metoda podpornih vektorjev, najslabsˇe pa metoda k
najbljizˇjih sosedov.
Vse predstavljene ocene so bile pridobljene na podlagi ocene parame-
trov s tehniko interne validacije. Metoda nakljucˇnih gozdov je v 10-kratnem
precˇnem preverjanju najvecˇkrat pokazala najboljˇsi rezultat pri 250-350 dreve-
sih, logisticˇna regresija se je najbolje obnesla pri λ = 0.01, metoda podpornih
vektorjev pa pri c = 200.
Glede na oceno napovednih tocˇnosti pa smo priˇsli do rezultatov, ki so
prikazani v tabeli 5.2. Tudi tukaj pridemo do podobnih ugotovitev kot pri
oceni logloss. Zmagovalna metoda nakljucˇnih gozdov se je najbolje obnesla
pri parih cˇrk z oceno 0.668, sledita pa ji logisticˇna regresija s tocˇnostjo 0.647
in metoda podpornih vektorjev s tocˇnostjo 0.644, dosezˇeni na trojkah cˇrk.
Tudi tu opazimo, da za doseganje dovolj dobrih rezultatov niso primerni
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Slika 5.1: Rezultati metod glede na oceno logloss pri napovedovanju razredov
komentarjem.
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podatki predstavljeni z najvecˇ cˇrkami, v nasˇem primeru z osmerkami. Naj-
slabsˇi rezultat je v tem primeru dosegla metoda k najbljizˇjih sosedov z oceno
0.594 pri osmerkah cˇrk.
Sˇe vedno velja, da je bila vecˇina metod najbolje ocenjenih na podatkih,
predstavljenih s trojkami cˇrk, z izjemo metode k najblizˇjih sosedov, ki je
najboljˇso oceno dosegla pri podatkih s cˇetvorkami cˇrk, najslabsˇe pa so bile
metode ocenjene na podatkih iz osmerk cˇrk.
Tabela 5.2: Rezultati metod glede na oceno tocˇnosti pri razvrsˇcˇanju komen-
tarjev.
n-terka 2 3 4 5 6 7 8
LR 0.640 0.647 0.635 0.642 0.631 0.619 0.614
SVM 0.634 0.644 0.642 0.632 0.634 0.614 0.611
KNN 0.596 0.608 0.627 0.616 0.605 0.613 0.594
RF 0.668 0.660 0.659 0.636 0.625 0.619 0.610
Skladanje 0.608 0.638 0.621 0.606 0.622 0.604 0.601
Za boljˇso predstavo si oglejmo sˇe sliko 5.2, kjer je jasno razvidno, kako
se metode obnasˇajo glede na razlicˇne vrste podatkov. Metoda nakljucˇnih
gozdov tudi tu kazˇe najvecˇja odstopanja pri doseganju dobrih rezultatov.
Vrednosti parametrov, ki so botrovale k taksˇnim ocenam, so bile tudi
v tem primeru skoraj enake, in sicer je metoda nakljucˇnih gozdov dosegla
najboljˇsi rezultat pri 350 drevesih, logisticˇna regresija se je najbolje obnesla
pri λ = 0.01, metoda podpornih vektorjev pa pri vrednosti parametra c =
200.
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Slika 5.2: Rezultati metod glede na oceno tocˇnosti pri napovedovanju razre-
dov komentarjem.
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5.2 Razprava
Numericˇne ocene tocˇnosti napovednih modelov so lahko kazalec tezˇe pro-
blema, ki ga modeliramo. Vsekakor je na mestu, da se vprasˇamo, zakaj so
nasˇe metode dosegale taksˇne rezultate in kaj to za nas pomeni.
Pri klasifikacijskih problemih, kot je nasˇ, je skoraj nemogocˇe zgraditi
model, ki bo 100-odstotno natancˇen. V nasˇem primeru lahko opazimo, da
se delezˇ pravilno napovedanih primerov giblje okoli vrednosti 65%. Nasˇa
pricˇakovanja so merila precej viˇsje, zato bo potrebno preucˇiti sˇe kaj, s cˇimer
bomo lahko razlozˇili zabelezˇene vrednosti ocen. Samo na podlagi teh rezulta-
tov torej ne moremo govoriti, ali je to najboljˇse, kar lahko dosezˇemo pri raz-
iskovanju nasˇe problemske domene. Da bomo lahko podali konkretno oceno
o tem, ali so te metode sploh primerne za resˇevanje tega problema in kaj jih
je morebiti zmotilo pri doseganju boljˇsih rezultatov, jih bomo preizkusili na
podobnem problemu in te rezultate primerjali z zˇe prej predstavljenimi.
Glede na oceno logloss pri preucˇevanju zˇanrov smo zabelezˇili uspesˇnosti
napovednih modelov, ki so prikazane v tabeli 5.3. Najboljˇso mozˇno oceno
je dosegla metoda podpornih vektorjev na podatkih, kjer so atribute pred-
stavljale peterke cˇrk, in sicer vrednost 0.075. Tudi pri drugih terkah je ista
metoda dosegala precej boljˇse ocene kot druge metode. Za najslabsˇi metodi
sta se tokrat izkazali metodi k najblizˇjih sosedov in nakljucˇnih gozdov.
Skoraj vse metode so bile najbolje ocenjene na podatkih, predstavljenih
s peterkami cˇrk, najslabsˇe pa na podatkih iz osmerk cˇrk.
Poglejmo sˇe graficˇno predstavitev na sliki 5.3. Razberemo lahko precej
podoben trend pri vseh metodah, ki nam pove, da metode pokazˇejo najboljˇso
mocˇ pri podatkih, predstavljenih s 4-5 cˇrkami. Z atributi, ki jih predstavlja
zelo majhno ali zelo veliko sˇtevilo cˇrk, precej ocˇitno izgubimo velik del infor-
macije, ki bi nam pomagal pravilno razvrstiti primere.
Glede na oceno tocˇnosti pri preucˇevanju zˇanrov smo zabelezˇili uspesˇnosti
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Slika 5.3: Rezultati metod glede na oceno logloss pri napovedovanju razredov
zˇanrom.
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Tabela 5.3: Rezultati metod glede na oceno logloss pri razvrsˇcˇanju zˇanrov.
n-terka 2 3 4 5 6 7 8
LR 0.347 0.126 0.130 0.174 0.226 0.299 0.368
SVM 0.332 0.122 0.080 0.075 0.091 0.129 0.164
KNN 0.523 0.313 0.310 0.410 0.372 0.356 0.432
RF 0.493 0.371 0.305 0.300 0.343 0.415 0.481
Skladanje 0.407 0.175 0.158 0.165 0.204 0.196 0.225
napovednih modelov, ki so prikazani v tabeli 5.4. Ponovno se izkazˇe, da
je najboljˇsa metoda podpornih vektorjev s tocˇnostjo 0.973, najslabsˇi pa sta
metodi nakljucˇnih gozdov in k najblizˇjih sosedov.
Sˇe vedno velja, da je bila vecˇina metod najbolje ocenjenih na podat-
kih, predstavljenih s peterkami cˇrk, opazimo pa tudi, da za doseganje dovolj
dobrih rezultatov niso primerni podatki predstavljeni z najmanj in najvecˇ
cˇrkami, v nasˇem primeru s pari in osmerkami. Najslabsˇi rezultat je v tem
primeru dosegla metoda nakljucˇnih gozdov z oceno 0.726.
Tabela 5.4: Rezultati metod glede na oceno tocˇnosti pri razvrsˇcˇanju zˇanrov.
n-terka 2 3 4 5 6 7 8
LR 0.864 0.952 0.960 0.970 0.960 0.942 0.937
SVM 0.856 0.951 0.966 0.973 0.969 0.959 0.942
KNN 0.829 0.919 0.881 0.906 0.885 0.887 0.901
RF 0.861 0.946 0.943 0.914 0.859 0.806 0.726
Skladanje 0.861 0.954 0.969 0.966 0.960 0.951 0.920
Za boljˇsi vpogled preucˇimo sˇe sliko 5.4. Vidimo lahko, da metoda pod-
pornih vektorjev, logisticˇna regresija in skladanje precej izstopajo, medtem
ko se za veliko slabsˇo izkazˇe metoda k najblizˇjih sosedov, metoda nakljucˇnih
gozdov pa spet prikazˇe ekstreme, s katerim odstopa od trenda, ki ga je mocˇ
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Slika 5.4: Rezultati metod glede na oceno tocˇnosti pri napovedovanju razre-
dov zˇanrom.
opaziti pri ostalih klasifikatorjih.
Cˇe sedaj primerjamo rezultate na prvi in drugi problemski domeni, so
razlike opazne. Pri zˇanrih so se vse metode odrezale mnogo bolje kot pri
komentarjih. Lahko recˇemo celo, da so v vecˇini z vecˇ kot 95% pravilno na-
povedanimi primeri odlicˇne tehnike za resˇevanje takih problemov. Potrdimo
lahko torej hipotezo, da metode na komentarjih sicer dobro delujejo, vendar
zaradi sˇlabih”podatkov ne dajejo pricˇakovanih rezultatov.
Prvo hipotezo smo torej potrdili, kar pomeni, da jedro nasˇih tezˇav ne lezˇi
v metodah, temvecˇ v edini drugi mozˇnosti - podatkih. Cˇe logicˇno razmislimo
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o tem, zakaj je klasificiranje komentarjev glede na cˇustveno naravnanost
njihovih avtorjev tako tezˇko, je smiselno preucˇiti razlike med komentarji in
cˇlanki, ki smo jih razvrsˇcˇali v razlicˇna zˇanra. Kaksˇne tezˇave po nasˇi oceni
lahko botrujejo h kvaliteti grajenja napovednih modelov, bomo predstavili v
naslednjih odstavkih.
Najprej se lahko osredotocˇimo na samo rabo slovenskega jezika, kjer bomo
zˇe takoj opazili precejˇsnjo razliko. Avtorji komentarjev namrecˇ ne upora-
bljajo knjizˇne slovensˇcˇine (gre bolj za zapise ”po domacˇe”oz. ”piˇsejo kot
govorijo”), zato o doslednosti uporabe jezika in slovnicˇni pravilnosti le-tega
ne moremo govoriti. Cˇe pomislimo zˇe na vecˇ kot 50 narecˇij, ki jih pozna slo-
venski jezik, lahko kaj kmalu ugotovimo, da gre za razlicˇno izrazˇanje na vecˇ
nivojih. Pri razvrsˇcˇanju cˇlankov v razlicˇne zˇanre pa lahko govorimo o visoki
stopnji knjizˇne slovensˇcˇine (ki je ena in edina z razliko od prej omenjenih vecˇ
deset narecˇij), saj tako avtorji cˇlankov opravicˇujejo tudi kredibilnost napi-
sanega. Sklepamo lahko, da imamo na eni strani torej neke nepravilnosti v
podatkih, ki niso konsistentne in se nanasˇajo na nepravilno rabo slovenskega
jezika, na drugi strani pa modele, ki iˇscˇejo podobnosti in sklepajo naprej na
podlagi konsistence v podatkih. Ker se besede in samo izrazˇanje v cˇlankih
uporabljajo bolj dosledno, je to lahko eden kljucˇnih razlogov, zakaj modeli
bolje klasificirajo besedila v zˇanre in ne glede na cˇustveno naravnanost.
Splosˇni problem, ki morda lahko nadaljuje razvoj zgornje teze in bi bil
najbrzˇ v takem smislu, kot mi predstavimo podatke (n-terke), zelo podoben
prejˇsnjemu, je tudi to, da ima slovensˇcˇina sklanjatve, kar se seveda odrazˇa
pri razlicˇnemu tvorjenju besed. Cˇeprav gre v osnovi za eno samo osnovno
besedo, katere koren ostaja enak, lahko variacije te besede na podlagi pripon
in koncˇnic pripiˇsemo popolnoma drugim znacˇilkam. V nasˇem primeru torej
atributi zavzamejo vse mozˇne kombinacije teh besed in ne samo ene.
Iz vidika sintakticˇne pravilnosti sta to najbrzˇ poglavitna razloga, zakaj
prihaja do taksˇnih razlik, vendar pa je nasˇ problem zelo verjetno tezˇek zaradi
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majhne semanticˇne vrednosti, ki jo nosijo obravnavana besedila. V nadalje-
vanju bomo poskusˇali prikazati, da bistvo lezˇi v pomenu samih besedil in
osebni razlagi le-tega.
Ker je bilo razvrsˇcˇanje komentarjev med pozitivne in negativne narejeno
po subjektivni oceni, lahko obrazlozˇimo razloge, zaradi katerih smo se tudi
sami v dolocˇenih trenutkih znasˇli v dilemi, ali naj nek komentar pripiˇsemo v
pozitivni razred ali ne in obratno.
V precej komentarjih smo zasledili uporabo sarkazma, ki je seveda iz vi-
dika matematicˇnih napovednih modelov precej problematicˇna. Samo poved
lahko celo napiˇsemo tako, da iz vidika vsake posamezne besede lahko da
cˇisto obraten vtis, kot cˇe jo preberemo v kontekstu in ji na podlagi predzna-
nja in razumevanja besedila kot celote pripiˇsemo neko informacijo. Enako
poved, lahko v enem primeru model klasificira kot pozitivno, v drugem pa
kot negativno. Iz matematicˇnega vidika to pomeni 50-odstotno verjetnost
za pripis primera v dolocˇen razred, kar je primerljivo s povsem nakljucˇnim
razvrsˇcˇanjem. Z razliko od cˇlovesˇkega razuma matematicˇne metode ne mo-
rejo zaznati tona, v katerem je bila izjava podana, saj za negativen prizvok
niti niso potrebne tocˇno dolocˇene besede, ki jih smatramo kot negativne.
Prav zaradi tega lahko izbrane metode ne dajejo pricˇakovanih rezultatov.
Rocˇno razvrsˇcˇanje komentarjev pa je bilo problematicˇno tudi iz vidika,
kako komentatorji razumejo bistvo cˇlanka. V komentarjih se pogosto raz-
vijejo debate med komentatorji, katerih tema ni nujno to, o cˇemer govori
cˇlanek, vendar kaj sorodnega, s cˇimer zˇelijo komentatorji opozoriti na po-
dobnost drugih tem oz. problematik. V komentarjih smo zasledili tudi po-
gosto spusˇcˇanje na osebno raven med dvema ali vecˇ komentatorji, kar se je
na koncu odrazˇalo v popolni zgresˇitvi teme, ki naj bi bila jedro cˇlanka. Taka
besedila so zˇe za nas predstavljala problem, pri matematicˇnem obravnavanju
le-tega pa padejo povsem ven iz konteksta in niso relevantna za problem, ki
ga raziskujemo.
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Cˇe gledamo s staliˇscˇa zˇanrov, je najbrzˇ povsem razumljivo, da pri dolocˇe-
nih temah obstajajo besede, ki so znacˇilne za dolocˇen zˇanr, zato je izbira,
v kateri razred spada neko besedilo, precej ocˇitna in posledicˇno tudi lazˇja,
kot pri ocenjevanju tega, ali je neko osebno mnenje izrazito pozitivno ali ne-
gativno. Mnogokrat se v komentarjih pojavijo deljena mnenja, ki nekatere
vidike pohvalijo, spet druge pa grajajo, zato je stopnja tezˇavnosti tega pro-
blema sˇe toliko vecˇja. Temu bi se lahko izognili z razvrsˇcˇanjem primerov v
nevtralni razred na nacˇin, ki ga opisuje Koppel [10], vendar nasˇa problem-
ska domena s priblizˇno 500 primeri ne bi mogla zagotoviti zadostno sˇtevilo
resnicˇno pozitivnih in negativnih primerov.
5.3 Statisticˇna primerjava klasifikatorjev
V prejˇsnjem poglavju smo se osredotocˇali le na en nabor podatkov - doticˇno n-
terko, in zˇeleli ugotoviti, katera metoda je najbolj primerna za katere podatke
ter s katero lahko dosezˇemo najviˇsjo stopnjo pravilnega napovedovanja. Nasˇ
cilj pa je, da na koncu porocˇamo, katera metoda ali vecˇ njih se v splosˇnem
najbolje obnesejo.
Za statisticˇno analizo smo izbrali postopek, ki ga v svojem delu opiˇse
Demsˇar [8] in je primeren za primerjavo vecˇ klasifikatorjev na vecˇ naborih
podatkov. V prvem delu bomo za ovrednotenje uporabili neparametricˇni
Friedmanov test, s katerim bomo potrdili ali zavrgli nicˇelno hipotezo. Za
bolj natancˇno nadaljnjo analizo bo sluzˇil Nemenyijev test, na koncu pa bomo
ugotovitve prikazali sˇe z grafom kriticˇne razdalje, ki smo ga izrisali s pomocˇjo
programskega sistema Orange1.
Friedmanov test rangira metode za vsak nabor podatkov posamezno - z
oceno od 1 do k ocenimo, kako so se metode odrezale pri posameznem naboru
1http://orange.biolab.si/docs/latest/reference/rst/Orange.evaluation.
scoring/
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podatkov, kjer 1 pomeni, da se je metoda odrezala najbolje, k pa najslabsˇe.
Nato test primerja povprecˇne range metod z nicˇelno hipotezo, ki pravi, da
so vse metode enako dobre. Friedmanova statistiko izracˇunamo po enacˇbi:
χ2F =
12N
k (k + 1)
[∑
j
R2j −
k (k + 1)2
4
]
(5.1)
kjer N pomeni sˇtevilo podatkovnih naborov, k sˇtevilo klasifikatorjev, Rj pa
povprecˇni rang metode na podatkih.
Ker pa je bilo ugotovljeno, da je ta statistika precej konzervativna, bomo
pri izracˇunu uporabili sˇe izboljˇsavo le- te, ki je prikazana z enacˇbo:
FF =
(N − 1)χ2F
N (k − 1)− χ2F
(5.2)
in je porazdeljena glede na F porazdelitev s k−1 in (k−1)(N−1) stopnjama
prostosti. Tabela kriticˇnih vrednosti je splosˇno znana.
Cˇe je bila nicˇelna hipoteza na zgoraj opisani nacˇin zavrnjena, lahko na-
daljujemo z nadaljnjimi testi. Nemenyijev test se uporablja ravno pri pri-
merjanju vecˇ klasifikatorjev med sabo.
Uspesˇnost dveh klasifikatorjev je bistveno drugacˇna, cˇe se pripadajocˇa
povprecˇna ranga med seboj razlikujeta vsaj za kriticˇno razdaljo
CD = qα
√
k (k + 1)
6N
(5.3)
kjer kriticˇne vrednosti qα lahko razberemo iz porazdelitve t-testa in jih
prilagodimo tako, da jih delimo s
√
2. Prilagojene vrednosti so prikazane v
tabeli 5.5.
V naslednjih podpoglavjih bomo predstavili podrobno analizo uspesˇnosti
klasifikatorjev na komentrajih in zˇanrih.
5.3.1 Komentarji
V tem poglavju bomo analizirali, kako so se metode odrezale na podatkih,
pridobljenih iz komentarjev, najprej glede na oceno logloss in nato sˇe glede
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qα Sˇt. klasifikatorjev = 5
q0.05 2.728
q0.10 2.459
Tabela 5.5: Kriticˇne vrednosti za test Nemenyi za 5 klasifikatorjev
na tocˇnost.
Najprej vse rezultate zberemo v tabeli in jih za vsak posamezen set po-
datkov rangiramo glede na to, katera metoda se je izkazala najbolje in katera
najslabsˇe. Postopek je prikazan v tabeli 5.6.
Tabela 5.6: Prikaz rangiranja metod pri Friedmanovem testu na podlagi
ocene logloss pri razvrsˇcˇanju komentarjev.
n-terke LR SVM KNN RF Skladanje
2 0,642 3 0,641 2 0,665 5 0,633 1 0,657 4
3 0,624 2 0,627 3 0,657 5 0,623 1 0,645 4
4 0,646 3 0,633 1 0,679 5 0,647 4 0,641 2
5 0,648 2 0,644 1 0,682 4 0,699 5 0,653 3
6 0,658 3 0,652 1 0,676 4 0,744 5 0,658 2
7 0,673 3 0,662 1 0,685 4 0,779 5 0,668 2
8 0,682 3 0,668 1 0,697 4 0,770 5 0,671 2
Povprecˇni rang 2,714 1,429 4,429 3,714 2,714
Friedmanov test preveri ali se povprecˇni rangi bistveno razlikujejo od
povprecˇnega ranga Rj = 3, ki je dolocˇen z nicˇelno hipotezo:
χ2F =
12 · 7
5 (5 + 1)
[(
2.7142 + 1.4292 + 4.4292 + 3.7142 + 2.7142
)− 5 (5 + 1)2
4
]
= 14.51
(5.4)
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Slika 5.5: Graf kriticˇne razdalje glede na oceno logloss pri zavrsˇcˇanju komen-
tarjev za α = 0.05.
FF =
(7− 1) · 14.51
7 (5− 1)− 14.51 = 6.45 (5.5)
S petimi metodami in sedmimi podatkovnimi nabori je FF vrednost po-
razdeljena s F porazdelitvijo s 5− 1 = 4 in (5− 1)× (7− 1) = 24 stopnjama
prostosti. Kriticˇna vrednost za F (4, 24) za α = 0.05 je 2.31, zato lahko
nicˇelno hipotezo zavrnemo.
Nadaljno analizo nato izvedemo z Nemenyijevim testom. Kriticˇna vre-
dnost za α = 0.05 je 2.728 (tabela 5.5). Izracˇunamo kriticˇno razdaljo
CD = 2.728
√
5 (5 + 1)
6 · 7 = 2.31 (5.6)
Ker je kriticˇna razdalja krajˇsa od razdalje med najboljˇso in najslabsˇo
metodo, bo ta primerjava zadostna za bistveno razlikovanje med algoritmi.
Rezultate nato predstavimo z grafom kriticˇne razdalje na sliki 5.5, iz
katerega bomo lazˇje nazorno predstavili nasˇe ugotovitve.
Glede na izracˇunane razdalje med algoritmi in graf kriticˇne razdalje lahko
sklepamo, da se metoda podpornih vektorjev bistveno razlikuje od metode
najblizˇjih sosedov, pri cˇemer je prva bistveno boljˇsa od druge. Za sklada-
nje, logisticˇno regresijo in metodo nakljucˇnih gozdov pa na podlagi nasˇih
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Slika 5.6: Graf kriticˇne razdalje glede na oceno logloss pri zavrsˇcˇanju komen-
tarjev za α = 0.10.
rezultatov ne moremo trditi, da se med sabo znacˇilno razlikujejo.
Cˇe vrednost α povecˇamo na 0.10 in s tem zajamemo vecˇji vzorec, se izkazˇe,
da je metoda podpornih vektorjev bistveno boljˇsa od metode najblizˇjih so-
sedov in nakljucˇnih gozdov, za skladanje in logisticˇno regresijo pa sˇe vedno
ne moremo govoriti o bistvenih razlikah. Razlike so prikazane na sliki 5.6.
Pri rezultatih metod glede na oceno tocˇnosti postopek ponovimo. Izracˇunani
rangi so prikazani v tabeli 5.7.
χ2F =
12 · 7
5 (5 + 1)
[(
1.8572 + 2.4292 + 4.5712 + 1.7142 + 4.4292
)− 5 (5 + 1)2
4
]
= 21.83
(5.7)
FF =
(7− 1) · 21.83
7 (5− 1)− 21.83 = 21.23 (5.8)
Kriticˇna vrednost F porazdelitve ostaja enaka, prav tako pa tudi kriticˇna
razdalja. Ker je slednja tudi v tem primeru krajˇsa od razdalje med najboljˇso
in najslabsˇo metodo, bo ta primerjava zadostna za bistveno razlikovanje med
algoritmi.
Rezultati so predstavljeni z grafom kriticˇne razdalje na sliki 5.7.
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Tabela 5.7: Prikaz rangiranja metod pri Friedmanovem testu na podlagi
ocene tocˇnosti pri razvrsˇcˇanju komentarjev.
n-terka LR SVM KNN RF Skladanje
2 0,640 2 0,634 3 0,596 5 0,668 1 0,608 4
3 0,647 2 0,644 3 0,608 5 0,660 1 0,638 4
4 0,635 3 0,642 2 0,627 4 0,659 1 0,621 5
5 0,642 1 0,632 3 0,616 4 0,636 2 0,606 5
6 0,631 2 0,634 1 0,605 5 0,625 3 0,622 4
7 0,619 2 0,614 3 0,613 4 0,619 1 0,604 5
8 0,614 1 0,611 2 0,594 5 0,609 3 0,601 4
Povprecˇni rang 1,857 2,429 4,571 1,714 4,429
Glede na oceno tocˇnosti lahko povzamemo, da sta metoda nakljucˇnih
gozdov in logisticˇna regresija znacˇilno boljˇsi od metode najblizˇjih sosedov in
skladanja. Za metodo podpornih vektorjev pa v tem trenutku eksperimen-
talni podatki ne zadostujejo za podajanje kakrsˇne koli trditve o bistvenem
razlikovanju.
Ob povecˇanju vrednosti α na 0.10 na sliki 5.8 ne opazimo sprememb.
Cˇe sedaj primerjamo metode glede na obe predstavljeni oceni, lahko v
splosˇnem povzamemo, da bo za nasˇ problem od teh petih algoritmov metoda
najblizˇjih sosedov vedno najslabsˇa izbira. Metoda podpornih vektorjev in
logisticˇna regresija pa spadata v skupino boljˇsih metod.
5.3.2 Zˇanri
V tem poglavju bomo analizirali, kako so se metode odrezale na podpornih
podatkih, pridobljenih iz zˇanrov, najprej glede na oceno logloss in nato sˇe
glede na tocˇnost. Rezultati rangiranja so prikazani v tabeli 5.8.
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Slika 5.7: Graf kriticˇne razdalje glede na oceno tocˇnosti pri zavrsˇcˇanju ko-
mentarjev za α = 0.05.
Slika 5.8: Graf kriticˇne razdalje glede na oceno tocˇnosti pri zavrsˇcˇanju ko-
mentarjev za α = 0.10.
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Tabela 5.8: Prikaz rangiranja metod pri Friedmanovem testu na podlagi
ocene logloss pri razvrsˇcˇanju zˇanrov.
n-terka LR SVM KNN RF Skladanje
2 0,347 2 0,332 1 0,523 5 0,493 4 0,407 3
3 0,126 2 0,122 1 0,313 4 0,371 5 0,175 3
4 0,130 2 0,080 1 0,309 5 0,305 4 0,158 3
5 0,174 3 0,075 1 0,410 5 0,300 4 0,164 2
6 0,226 3 0,091 1 0,372 5 0,343 4 0,204 2
7 0,299 3 0,129 1 0,355 4 0,415 5 0,196 2
8 0,368 3 0,164 1 0,432 4 0,481 5 0,225 2
Povprecˇni rang 2,571 1 4,571 4,429 2,429
χ2F =
12 · 7
5 (5 + 1)
[(
2.5712 + 12 + 4.5712 + 4.4292 + 2.4292
)− 5 (5 + 1)2
4
]
= 25.26
(5.9)
FF =
(7− 1) · 25.26
7 (5− 1)− 25.26 = 55.31 (5.10)
Kriticˇna vrednost F porazdelitve sˇe vedno ostaja enaka, zato lahko tudi
v tem primeru zavrnemo nicˇelno hipotezo. Prav tako kriticˇna razdalja za
α = 0.05 zadostuje za bistveno razlikovanje med algoritmi. Graf kriticˇne
razdalje na sliki 5.9 podrobno prikazˇe razlikovanja med metodami.
Zakljucˇimo lahko, da se metoda podpornih vektorjev po napovedni tocˇnosti
znacˇilno razlikuje od metode najblizˇjih sosedov in nakljucˇnih gozdov, pri
cˇemer je prva bistveno boljˇsa od drugih dveh. Za skladanje in logisticˇno
regresijo pa v tem trenutku eksperimentalni podatki ne zadostujejo za poda-
janje kakrsˇne koli trditve o bistvenem razlikovanju.
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Slika 5.9: Graf kriticˇne razdalje glede na oceno logloss pri zavrsˇcˇanju zˇanrov
za α = 0.05.
Slika 5.10: Graf kriticˇne razdalje glede na oceno logloss pri zavrsˇcˇanju zˇanrov
za α = 0.10.
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Cˇe vrednost α povecˇamo na 0.10, lahko dodamo sˇe ugotovitev, da je
metoda najblizˇjih sosedov bistveno slabsˇa od metode podpornih vektorjev in
skladanje. Razlike so prikazane na sliki 5.10.
Pri rezultatih metod glede na oceno tocˇnosti postopek ponovimo. Izracˇunani
rangi so prikazani v tabeli 5.9.
Tabela 5.9: Prikaz rangiranja metod pri Friedmanovem testu na podlagi
ocene tocˇnosti pri razvrsˇcˇanju zˇanrov.
n-terka LR SVM KNN RF Skladanje
2 0,864 1 0,856 4 0,829 5 0,861 2 0,861 3
3 0,952 2 0,951 3 0,919 5 0,946 4 0,954 1
4 0,960 3 0,966 2 0,881 5 0,943 4 0,969 1
5 0,970 2 0,973 1 0,906 5 0,914 4 0,966 3
6 0,960 2 0,969 1 0,885 4 0,859 5 0,960 3
7 0,942 3 0,959 1 0,887 4 0,806 5 0,951 2
8 0,937 2 0,942 1 0,901 4 0,726 5 0,920 3
Povprecˇni rang 2,143 1,857 4,571 4,143 2,286
χ2F =
12 · 7
5 (5 + 1)
[(
2.1432 + 1.8572 + 4.5712 + 4.1432 + 2.2862
)− 5 (5 + 1)2
4
]
= 17.71
(5.11)
FF =
(7− 1) · 17.71
7 (5− 1)− 17.71 = 10.33 (5.12)
Kriticˇna vrednost F porazdelitve ostaja enaka, prav tako pa tudi kriticˇna
razdalja. Ker je slednja tudi v tem primeru krajˇsa od razdalje med najboljˇso
in najslabsˇo metodo, bo ta primerjava zadostna za bistveno razlikovanje med
algoritmi.
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Slika 5.11: Graf kriticˇne razdalje glede na oceno tocˇnosti pri zavrsˇcˇanju
zˇanrov za α = 0.05.
Slika 5.12: Graf kriticˇne razdalje glede na oceno tocˇnosti pri zavrsˇcˇanju
zˇanrov za α = 0.10.
Rezultati so predstavljeni z grafom kriticˇne razdalje na sliki 5.11.
Glede na oceno tocˇnosti lahko povzamemo, da sta metoda podpornih
vektorjev in logisticˇna regresija bistveno boljˇsi od metode najblizˇjih sosedov
in metode skladanje. Za skladanje in nakljucˇne gozdove pa v tem trenutku
eksperimentalni podatki ne zadostujejo za podajanje kakrsˇne koli trditve o
bistvenem razlikovanju.
Ob povecˇanju vrednosti α na 0.10 na sliki 5.12 se pokazˇe tudi bistvena
razlika med uspesˇnostjo metode najblizˇjih sosedov in skladanja.
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Pri primerjavi metod glede na obe oceni, lahko recˇemo, da metodi naj-
blizˇjih sosedov in nakljucˇni gozdovi nista primerni za taksˇno problemsko
domeno. Metoda podpornih vektorjev je absolutni zmagovalec, dalecˇ za njo
pa ne zaostajata tudi skladanje in logisticˇna regresija.
5.3.3 Primerjava metod na podlagi obeh podatkovnih
domen
Iz prejˇsnjih izracˇunov kriticˇne razdalje, smo za vsako domeno posebej lahko
precej natancˇno ovrednotili, katere metode se obnesejo bolje in katere za raz-
iskovanje takih problemov niso najboljˇsa izbira. Cˇe pa zˇelimo na splosˇno
povedati, katere metode so za take probleme najbolj primerne, moramo poi-
skati skupne tocˇke prve in druge. Opazili smo lahko, da se metoda nakljucˇnih
gozdov pri komentarjih izkazˇe kot zelo dobra, pri zˇanrih pa kot slabsˇa kla-
sifikacijska metoda, zato ne moremo zagotovo govoriti, ali je na mestu za
podajanje kakrsˇnih koli ugotovitev. Za metodo k najblizˇjih sosedov lahko z
gotovostjo trdimo, da se vedno obnese precej slabsˇe kot ostale metode, me-
toda podpornih vektorjev pa je vedno v boju za prvo mesto med klasifikatorji.
Logisticˇna regresija in skladanje ne zaostajata veliko, vendar pa skladanje v
splosˇnem tu ne pripomore k izboljˇsanju rezultatov.

Poglavje 6
Sklepne ugotovitve
V zadnjem cˇasu ljudje cˇedalje bolj izrazˇamo svoje mnenje o kakrsˇni koli temi
predvsem na svetovnem spletu, saj tu nismo tako osebno izpostavljeni. Inter-
net je tako postal zbiralnica razlicˇnih besedil, iz katerih se je mozˇno marsicˇesa
naucˇiti. Raziskovanja na tem podrocˇju vodijo v smer avtomaticˇnega razvrsˇcˇa-
nja taksˇnih tekstov. Zacˇelo se je s klasifikacijo besedil v razlicˇne zˇanre, kjer
zˇelimo na podlagi znacˇilnih besed napovedati, o kateri temi besedilo govori
(npr. ali gre za vsebino politicˇne ali sˇportne narave). Ta razlikovanja so
precej ocˇitna in tudi za cˇloveka precej enostavna. Zadnji trendi pa gredo v
smer, kako in na podlagi cˇesa bi lahko s pomocˇjo racˇunalnika in primernih
algoritmov znali avtomaticˇno zaznati, kaksˇno cˇustveno stanje izrazˇa avtor v
besedilu - ali kazˇe naklonjenost temi, o kateri govori, ali se morda z njo ne
strinja.
V diplomskem delu smo ugotovili, da so za klasifikacijo pozitivnih in ne-
gativnih mnenj primerne predvsem metode, ki tudi pri razvrsˇcˇanju v razlicˇne
teme dajejo dobre rezultate. Kljub temu, da te metode znajo po principu
razvrsˇcˇanja glede na teme primere v vecˇ kot 90% tocˇno razvrstiti, pa se pri
ugotavljanju pripadnosti med negativne ali pozitivne pokazˇe precejˇsnje odsto-
panje. Izbrane tehnike strojnega ucˇenja so v le dobrih 60% znale napovedati,
ali se primer uvrsˇcˇa med pozitivne ali negativne, glede na to, da je zastopa-
55
56 POGLAVJE 6. SKLEPNE UGOTOVITVE
nost razredov predstavlja razmerje 6:4 za negativni razred. Med razloge za
tako velike razlike so se uvrstili problemi sintakticˇne in semanticˇne narave,
ki smo jih opisali pri vrednotenju rezultatov. Kljucˇna stvar pri sintaksi je ta,
da pri komentarjih ne moremo govoriti o dosledni uporabi slovensˇcˇine, pri
semantiki pa to, da je zˇe za cˇlovesˇki razum vcˇasih zaznava tona v besedilu
tezˇka, kar pa pomeni sˇe toliko vecˇji problem za matematicˇni klasifikacijski
model. V diplomski nalogi smo pokazali, da se pri tovrstnih primerih od
obravnavanih metod najbolje obneseta metoda podpornih vektorjev in logi-
sticˇna regresija. Precej dobre rezultate lahko poda tudi metoda skladanja,
ki z lahkoto prekasˇa drugo uvrsˇcˇeno metodo, zˇal pa v nasˇem primeru ni
izboljˇsala rezultatov zˇe najboljˇse metode.
Cˇe primerjamo nacˇin klasifikacije v razrede tega diplomskega dela z drugo
zˇe prej omenjeno diplomsko nalogo [3], je razlik kar nekaj. Pri obdelavi ko-
mentarjev je v obeh delih uporabljen podoben pristop, res pa se predhodnje
delo poleg strojnega ucˇenja posluzˇuje sˇe prej pripravljenega korpusa, ki be-
sede zamenja z njihovimi lemami, nato pa te dokumente predstavi z vrecˇo
besed in le-to pretvori s transformacijo TF-IDF. V tem delu z razlicˇnimi kla-
sifikacijskimi tehnikami pridejo do nekoliko, najbrzˇ neznacˇilno boljˇsih rezul-
tatov, ki smo jih prikazali tudi mi s predstavitvami podatkov v obliki n-terk.
Prav tako se v obeh delih za najboljˇso metodo v vecˇini primerov izkazˇe me-
toda podpornih vektorjev, metoda k najblizˇjih sosedov pa za najslabsˇo. Do
vecˇjih razlik v rezultatih pride kasneje z uposˇtevanjem nevtralnega razreda,
ki se izkazˇe za pomemben del te raziskave, a smo ga v nasˇem delu zaradi
lazˇjega razumevanja zanemarili. Metoda podpornih vektorjev je v tem pri-
meru dosegla precej viˇsjo klasifikacijsko tocˇnost, in sicer 82 %. Do boljˇsih
rezultatov so v drugem delu priˇsli tudi na podlagi zajema veliko vecˇ podatkov
in tematike z bolj enakomerno porazdelitvijo razredov. V obzir jemljejo vecˇ
cˇlankov in njihovih komentarjev, mi pa analize izvedemo le na podlagi ko-
mentarjev enega politicˇnega cˇlanka, kjer se izkazˇe, da prevladujejo predvsem
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negativni komentarji.
Problem, ki smo ga raziskovali, je predmet cˇedalje vecˇje obravnave. Po-
doben primer je bilo mocˇ zaslediti npr. v cˇasu zadnjih predsedniˇskih volitev,
kjer so mnenja o posameznih kandidatih s strani ljudi, ki so o tem razglabljali
na socilnih omrezˇjih, zajemali in na njih izvajali razlicˇne klasifikacijske algo-
ritme (Gama System R© PerceptionAnalytics1). S pomocˇjo teh metod so lahko
sproti avtomaticˇno napovedovali, kaksˇen je trend, kateri posameznik ima pri
volivcih najvecˇjo podporo in kako se je ta na podlagi razlicˇnih dogodkov in
soocˇenj kandidatov v cˇasu volilnih kampanij tudi spreminjala. Rezultati ana-
liz so bili objavljeni na spletnem mestu http://predsedniskevolitve.si/.
To je le eden od bolj znanih primerov, ki so se pojavili tudi na slovenskem
obmocˇju, sicer pa so taksˇne statisticˇne obravnave besedil lahko pomembne
tudi v poslovnem svetu. Danes podjetja na trg prihajajo z raznoraznimi pro-
dukti in storitvami, vsak tak prodor pa je lahko uspesˇen ali neuspesˇen glede
na to, kako je sprejet v svetu potrosˇnikov. Seveda je cilj vsake novosti na trgu
ponuditi resˇitev za potrosˇnikov problem, zaradi cˇesar bo le-ta kupil proizvod
ali storitev, podjetju pa s tem prinesel dobicˇek. Trg je dandanes zelo nepred-
vidljiv in mnenje skupine posameznikov v dolocˇen podjetju ne odrazˇa nujno
mnenja ljudi, ki bi dolocˇen produkt tudi kupili. Cilj je torej optimizirati po-
slovni proces in na trzˇiˇscˇe poslati produkt, ki ima vecˇjo mozˇnost za uspeh, in
odstraniti izdelke, ki podjetju prinasˇajo le izgubo. Neko podjetje bi tako pred
veliko izdajo novega produkta lahko na podlagi taksˇne raziskave ugotovilo,
ali bo le-ta dobro sprejet med potrosˇniki, in temu primerno prilagodilo samo
strategijo vlozˇenih sredstev in prodaje izdelka. Podobno raziskavo o mnenju
ljudi iz dolocˇenih aspektov izdelkov so opisali tudi Lopezova in drugi [1] ter
s tem pokazali pomembnost raziskovanja mnenj v poslovnem svetu.
Ker smo ugotovili, da je problem taksˇne narave precej trd oreh, ima raz-
iskovanje v tej smeri sˇe precej odprtih poti. Cˇe se osredotocˇimo na resˇevanje
1http://www.gama-system.si/sl/produkti/gama-system-perceptionanalytics
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doticˇnega problema v tej diplomski nalogi, bi bilo gotovo vredno raziskati po-
sledice drugacˇne priprave podatkov. Za zacˇetek bi komentarje morda lahko
napisali v knjizˇni slovensˇcˇini in opazovali, kako veliko vlogo ima pri taki kla-
sifikaciji res sintaksa in kako velika tezˇa temelji na semantiki. Drugi korak pa
bi bil lahko splosˇno klasificiranje posameznih besed med take s pozitivnim
ali take z negativnim prizvokom s predhodno obdelavo, kjer bi vse variacije
besede predstavljale eno entiteto.
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Tabela A.1: Napovedne tocˇnosti na podlagi ocene logloss za logisticˇno regre-
sijo, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 0.01 0.01 0.001 0.001 0.001 0.001 0.01
1 OP 0.634 0.629 0.633 0.645 0.661 0.671 0.678
OUM 0.692 0.643 0.649 0.631 0.628 0.639 0.67
ZP 0.01 0.01 0.001 0.001 0.001 0.001 0.001
2 OP 0.663 0.643 0.651 0.651 0.663 0.670 0.675
OUM 0.577 0.567 0.556 0.576 0.608 0.638 0.655
ZP 0.1 0.01 0.001 0.001 0.001 0.001 0.001
3 OP 0.665 0.632 0.612 0.629 0.649 0.661 0.670
OUM 0.634 0.612 0.646 0.645 0.653 0.662 0.675
ZP 0.01 0.01 0.01 0.001 0.001 0.001 0.001
4 OP 0.659 0.645 0.653 0.656 0.661 0.668 0.675
OUM 0.575 0.574 0.616 0.603 0.625 0.631 0.636
ZP 0.01 0.01 0.001 0.001 0.001 0.001 0.001
5 OP 0.643 0.634 0.632 0.644 0.657 0.664 0.670
OUM 0.651 0.618 0.655 0.659 0.662 0.681 0.691
ZP 0.01 0.01 0.001 0.001 0.001 0.001 0.01
6 OP 0.647 0.633 0.638 0.644 0.658 0.667 0.676
OUM 0.631 0.648 0.636 0.639 0.663 0.684 0.675
ZP 0.01 0.01 0.01 0.001 0.001 0.001 0.001
7 OP 0.644 0.637 0.649 0.651 0.656 0.663 0.666
OUM 0.696 0.677 0.671 0.708 0.72 0.724 0.727
ZP 0.01 0.01 0.001 0.001 0.001 0.001 0.001
8 OP 0.640 0.630 0.623 0.632 0.648 0.658 0.667
OUM 0.631 0.632 0.747 0.75 0.743 0.736 0.755
ZP 0.01 0.01 0.01 0.01 0.01 0.01 0.01
9 OP 0.635 0.636 0.655 0.666 0.676 0.680 0.684
OUM 0.673 0.610 0.618 0.643 0.648 0.656 0.660
ZP 0.01 0.01 0.01 0.001 0.001 0.01 0.01
10 OP 0.652 0.636 0.650 0.660 0.668 0.676 0.680
OUM 0.651 0.657 0.661 0.621 0.629 0.673 0.675
Ocena 0.642 0.624 0.646 0.648 0.658 0.673 0.682
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Tabela A.2: Napovedne tocˇnosti na podlagi ocene tocˇnosti za logisticˇno re-
gresijo, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 0.01 0.01 1e-06 1e-06 1e-05 0.1 0.1
1 OP 0.628 0.657 0.678 0.639 0.618 0.622 0.612
OUM 0.575 0.590 0.666 0.606 0.651 0.621 0.636
ZP 0.01 0.001 1e-04 1e-06 0.1 0.1 0.1
2 OP 0.623 0.654 0.656 0.639 0.614 0.610 0.611
OUM 0.666 0.714 0.690 0.738 0.666 0.666 0.714
ZP 1e-05 1e-05 1e-06 1e-06 1e-04 1e-04 1e-05
3 OP 0.621 0.665 0.680 0.667 0.653 0.652 0.642
OUM 0.661 0.661 0.693 0.677 0.661 0.661 0.596
ZP 0.01 0.01 1e-04 0.001 1e-04 0.01 1e-04
4 OP 0.630 0.638 0.647 0.630 0.631 0.632 0.642
OUM 0.735 0.792 0.603 0.641 0.641 0.622 0.547
ZP 0.001 0.01 1e-04 1e-04 0.01 0.1 0.1
5 OP 0.655 0.667 0.662 0.646 0.635 0.636 0.617
OUM 0.6 0.618 0.618 0.563 0.581 0.581 0.563
ZP 0.01 0.01 0.001 1e-04 0.1 0.001 0.01
6 OP 0.638 0.656 0.648 0.635 0.613 0.612 0.619
OUM 0.6 0.625 0.625 0.675 0.65 0.65 0.625
ZP 0.01 0.01 0.01 1e-05 1e-06 1e-05 1e-05
7 OP 0.642 0.651 0.643 0.647 0.650 0.656 0.650
OUM 0.566 0.566 0.566 0.583 0.583 0.566 0.566
ZP 0.01 0.001 1e-06 0.001 0.001 1e-05 0.001
8 OP 0.639 0.679 0.670 0.657 0.660 0.657 0.642
OUM 0.725 0.627 0.607 0.568 0.568 0.588 0.568
ZP 0.01 0.001 0.1 1e-06 0.001 0.01 1e-05
9 OP 0.640 0.664 0.630 0.636 0.622 0.629 0.622
OUM 0.588 0.627 0.627 0.666 0.686 0.627 0.705
ZP 0.01 0.01 0.01 1e-05 1e-04 0.01 1e-04
10 OP 0.613 0.674 0.650 0.629 0.633 0.631 0.617
OUM 0.683 0.65 0.65 0.7 0.616 0.6 0.616
Ocena 0.640 0.647 0.635 0.642 0.631 0.619 0.614
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Tabela A.3: Napovedne tocˇnosti na podlagi ocene logloss za logisticˇno regre-
sijo, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 0.001 1e-06 1e-10 1e-10 1e-10 1e-10 1e-10
1 OP 0.349 0.133 0.141 0.191 0.259 0.329 0.401
OUM 0.359 0.168 0.173 0.212 0.273 0.333 0.396
ZP 1e-04 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
2 OP 0.360 0.131 0.143 0.181 0.241 0.323 0.392
OUM 0.217 0.079 0.087 0.152 0.167 0.261 0.335
ZP 0.001 1e-06 1e-10 1e-10 1e-10 1e-10 1e-10
3 OP 0.348 0.133 0.145 0.201 0.260 0.326 0.395
OUM 0.417 0.169 0.132 0.171 0.234 0.302 0.375
ZP 0.001 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
4 OP 0.385 0.154 0.152 0.198 0.262 0.329 0.400
OUM 0.261 0.065 0.094 0.160 0.215 0.284 0.345
ZP 0.001 1e-05 1e-10 1e-10 1e-10 1e-10 1e-10
5 OP 0.355 0.147 0.144 0.190 0.259 0.326 0.394
OUM 0.300 0.097 0.128 0.170 0.238 0.300 0.368
ZP 0.001 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
6 OP 0.335 0.129 0.139 0.180 0.243 0.320 0.387
OUM 0.439 0.134 0.126 0.172 0.243 0.318 0.392
ZP 1e-04 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
7 OP 0.320 0.137 0.144 0.191 0.258 0.332 0.399
OUM 0.278 0.164 0.149 0.170 0.204 0.260 0.335
ZP 0.001 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
8 OP 0.329 0.133 0.137 0.184 0.240 0.310 0.378
OUM 0.442 0.150 0.161 0.24 0.297 0.418 0.483
ZP 1e-04 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
9 OP 0.326 0.136 0.147 0.208 0.267 0.335 0.403
OUM 0.477 0.127 0.139 0.176 0.230 0.299 0.367
ZP 0.001 1e-10 1e-10 1e-10 1e-10 1e-10 1e-10
10 OP 0.358 0.148 0.140 0.188 0.256 0.331 0.405
OUM 0.271 0.106 0.106 0.116 0.156 0.207 0.278
Ocena 0.347 0.126 0.130 0.174 0.226 0.299 0.368
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Tabela A.4: Napovedne tocˇnosti na podlagi ocene tocˇnosti za logisticˇno re-
gresijo, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 0.001 1e-06 1e-04 1e-05 1e-05 1e-05 1e-04
1 OP 0.860 0.964 0.976 0.967 0.956 0.946 0.924
OUM 0.857 0.918 0.959 0.959 0.959 0.938 0.938
ZP 1e-04 1e-06 0.001 1e-05 1e-04 1e-05 1e-05
2 OP 0.854 0.955 0.965 0.970 0.954 0.943 0.930
OUM 0.939 0.969 1.0 1.0 1.0 0.939 0.939
ZP 1e-04 0.01 1e-05 1e-05 1e-05 1e-05 1e-05
3 OP 0.857 0.955 0.971 0.969 0.955 0.938 0.915
OUM 0.822 0.933 0.955 0.955 0.955 0.955 0.977
ZP 0.001 0.001 0.001 1e-04 1e-06 1e-05 1e-07
4 OP 0.834 0.946 0.964 0.956 0.943 0.941 0.921
OUM 0.921 0.973 1.0 0.973 1.0 0.947 0.973
ZP 1e-05 1e-05 0.01 0.001 1e-04 0.01 1e-04
5 OP 0.843 0.950 0.971 0.970 0.967 0.946 0.929
OUM 0.942 0.971 0.914 0.914 0.914 0.885 0.914
ZP 1e-06 1e-04 0.001 1e-04 1e-04 0.001 0.001
6 OP 0.868 0.953 0.974 0.963 0.950 0.930 0.922
OUM 0.805 0.972 0.972 1.0 0.972 0.972 0.944
ZP 1e-04 1e-04 1e-04 1e-04 1e-06 1e-06 1e-06
7 OP 0.872 0.948 0.971 0.974 0.953 0.941 0.934
OUM 0.931 0.954 0.954 0.977 0.954 0.954 0.954
ZP 0.001 0.001 0.001 0.001 1e-05 1e-05 1e-05
8 OP 0.879 0.953 0.968 0.973 0.954 0.935 0.928
OUM 0.761 0.904 0.952 0.976 0.952 0.928 0.857
ZP 1e-04 0.001 1e-06 1e-05 0.1 1e-05 0.001
9 OP 0.861 0.956 0.969 0.964 0.952 0.932 0.911
OUM 0.789 0.947 0.921 0.973 0.921 0.921 0.921
ZP 0.001 0.001 1e-04 1e-05 1e-04 1e-05 0.1
10 OP 0.853 0.948 0.975 0.978 0.965 0.936 0.912
OUM 0.871 0.974 0.974 0.974 0.974 0.974 0.948
Ocena 0.864 0.952 0.960 0.970 0.960 0.942 0.937
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Tabela B.1: Napovedne tocˇnosti na podlagi ocene logloss za metodo podpor-
nih vektorjev, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 200 200 200 200 200 200 200
1 OP 0.635 0.638 0.637 0.649 0.664 0.671 0.676
OUM 0.680 0.636 0.639 0.646 0.653 0.662 0.663
ZP 200 200 200 200 200 200 200
2 OP 0.653 0.640 0.643 0.647 0.656 0.663 0.668
OUM 0.606 0.564 0.569 0.586 0.609 0.627 0.634
ZP 200 200 200 200 200 200 200
3 OP 0.661 0.629 0.612 0.624 0.640 0.651 0.657
OUM 0.600 0.603 0.642 0.636 0.629 0.631 0.639
ZP 200 200 200 200 200 200 200
4 OP 0.658 0.654 0.647 0.649 0.653 0.659 0.664
OUM 0.602 0.604 0.608 0.613 0.625 0.633 0.640
ZP 200 200 200 200 200 700 200
5 OP 0.655 0.625 0.622 0.635 0.645 0.651 0.655
OUM 0.649 0.619 0.654 0.653 0.657 0.662 0.671
ZP 200 200 200 200 200 200 200
6 OP 0.647 0.641 0.634 0.641 0.650 0.657 0.663
OUM 0.626 0.654 0.639 0.644 0.658 0.668 0.671
ZP 400 200 200 200 200 700 700
7 OP 0.657 0.644 0.642 0.642 0.647 0.652 0.656
OUM 0.684 0.669 0.636 0.664 0.675 0.690 0.692
ZP 200 200 200 200 200 700 700
8 OP 0.649 0.630 0.621 0.630 0.642 0.650 0.657
OUM 0.640 0.636 0.700 0.733 0.723 0.736 0.745
ZP 200 200 200 200 200 200 700
9 OP 0.643 0.634 0.652 0.659 0.669 0.672 0.673
OUM 0.677 0.633 0.607 0.626 0.638 0.650 0.656
ZP 200 200 200 200 200 200 200
10 OP 0.654 0.641 0.651 0.653 0.657 0.661 0.665
OUM 0.640 0.648 0.633 0.630 0.645 0.658 0.6659
Ocena 0.641 0.627 0.633 0.644 0.652 0.662 0.668
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Tabela B.2: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo pod-
pornih vektorjev, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 400 200 200 200 200 200 300
1 OP 0.654 0.658 0.638 0.612 0.61 0.606 0.605
OUM 0.560 0.606 0.636 0.606 0.590 0.590 0.590
ZP 200 200 200 200 200 200 200
2 OP 0.639 0.637 0.631 0.634 0.614 0.615 0.609
OUM 0.595 0.690 0.666 0.690 0.666 0.666 0.666
ZP 200 300 400 500 600 400 300
3 OP 0.613 0.658 0.673 0.664 0.637 0.624 0.617
OUM 0.758 0.709 0.677 0.693 0.677 0.677 0.661
ZP 200 200 200 200 500 300 400
4 OP 0.628 0.646 0.635 0.628 0.619 0.606 0.602
OUM 0.773 0.679 0.698 0.679 0.660 0.641 0.622
ZP 200 300 200 300 600 500 200
5 OP 0.636 0.661 0.660 0.652 0.634 0.623 0.612
OUM 0.563 0.618 0.545 0.581 0.618 0.6 0.6
ZP 300 300 200 300 200 200 200
6 OP 0.641 0.651 0.644 0.632 0.624 0.611 0.612
OUM 0.675 0.6 0.65 0.65 0.675 0.625 0.625
ZP 600 200 200 200 200 500 200
7 OP 0.630 0.645 0.641 0.641 0.634 0.622 0.614
OUM 0.583 0.6 0.583 0.583 0.616 0.6 0.6
ZP 200 200 700 400 300 600 200
8 OP 0.625 0.654 0.657 0.666 0.649 0.641 0.628
OUM 0.647 0.647 0.588 0.568 0.588 0.529 0.529
ZP 500 200 400 200 300 400 200
9 OP 0.636 0.647 0.631 0.625 0.609 0.604 0.598
OUM 0.568 0.686 0.725 0.647 0.627 0.607 0.627
ZP 600 200 200 300 300 300 300
10 OP 0.625 0.652 0.636 0.634 0.631 0.619 0.615
OUM 0.616 0.6 0.65 0.616 0.616 0.6 0.583
Ocena 0.634 0.644 0.642 0.632 0.634 0.614 0.611
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Tabela B.3: Napovedne tocˇnosti na podlagi ocene logloss za metodo podpor-
nih vektorjev, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 200 200 400 300 300 300 300
1 OP 0.340 0.131 0.092 0.083 0.098 0.142 0.182
OUM 0.302 0.145 0.105 0.105 0.153 0.219 0.257
ZP 200 500 400 300 300 300 300
2 OP 0.337 0.135 0.093 0.084 0.105 0.148 0.188
OUM 0.277 0.091 0.028 0.035 0.033 0.062 0.088
ZP 200 200 400 300 300 300 300
3 OP 0.327 0.118 0.096 0.093 0.115 0.158 0.200
OUM 0.468 0.171 0.064 0.047 0.076 0.099 0.128
ZP 200 200 400 300 300 300 300
4 OP 0.382 0.154 0.108 0.095 0.109 0.147 0.191
OUM 0.238 0.068 0.033 0.042 0.053 0.094 0.096
ZP 200 200 400 300 300 300 300
5 OP 0.337 0.148 0.093 0.088 0.114 0.158 0.202
OUM 0.278 0.109 0.093 0.102 0.100 0.136 0.195
ZP 200 200 400 300 300 300 300
6 OP 0.314 0.121 0.086 0.085 0.112 0.158 0.197
OUM 0.428 0.088 0.069 0.047 0.058 0.089 0.128
ZP 200 400 300 300 300 300 300
7 OP 0.328 0.123 0.081 0.088 0.107 0.149 0.185
OUM 0.257 0.178 0.129 0.120 0.122 0.130 0.144
ZP 200 200 300 300 300 300 300
8 OP 0.319 0.129 0.097 0.094 0.114 0.150 0.187
OUM 0.426 0.157 0.082 0.082 0.125 0.215 0.300
ZP 200 200 300 300 300 300 300
9 OP 0.322 0.138 0.101 0.096 0.120 0.165 0.207
OUM 0.355 0.120 0.114 0.117 0.137 0.175 0.195
ZP 200 200 300 300 300 300 300
10 OP 0.338 0.142 0.083 0.084 0.107 0.149 0.199
OUM 0.283 0.092 0.080 0.050 0.047 0.067 0.106
Ocena 0.332 0.122 0.080 0.075 0.091 0.129 0.164
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Tabela B.4: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo pod-
pornih vektorjev, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 200 200 200 200 200 200 200
1 OP 0.852 0.956 0.969 0.967 0.958 0.947 0.938
OUM 0.857 0.938 0.959 0.959 0.938 0.938 0.918
ZP 400 200 300 200 300 300 200
2 OP 0.861 0.944 0.972 0.967 0.964 0.955 0.929
OUM 0.909 0.939 1.0 1.0 1.0 1.0 0.969
ZP 700 400 300 200 200 300 300
3 OP 0.861 0.953 0.974 0.969 0.960 0.946 0.930
OUM 0.755 0.933 0.955 0.977 0.955 0.955 0.955
ZP 200 200 200 300 200 200 200
4 OP 0.836 0.942 0.952 0.958 0.960 0.950 0.929
OUM 0.921 0.973 1.0 1.0 1.0 0.973 0.973
ZP 400 200 200 200 200 200 200
5 OP 0.832 0.948 0.969 0.970 0.966 0.956 0.938
OUM 0.914 0.971 0.971 0.942 0.971 0.942 0.942
ZP 200 200 300 300 300 200 200
6 OP 0.868 0.957 0.974 0.963 0.950 0.943 0.934
OUM 0.777 0.972 0.944 1.0 0.972 1.0 0.972
ZP 600 200 200 200 200 200 300
7 OP 0.857 0.950 0.968 0.972 0.960 0.951 0.939
OUM 0.954 0.954 0.954 0.977 0.931 0.931 0.931
ZP 500 300 200 200 200 300 200
8 OP 0.868 0.950 0.970 0.971 0.966 0.954 0.942
OUM 0.785 0.928 0.976 0.976 0.976 0.928 0.833
ZP 400 200 200 200 200 200 200
9 OP 0.862 0.957 0.971 0.967 0.951 0.948 0.926
OUM 0.842 0.921 0.921 0.921 0.973 0.947 0.947
ZP 200 300 200 200 200 300 200
10 OP 0.866 0.953 0.980 0.975 0.967 0.941 0.921
OUM 0.846 0.974 0.974 0.974 0.974 0.974 0.974
Ocena 0.856 0.951 0.966 0.973 0.969 0.959 0.942

Dodatek C
Metoda k najblizˇjih sosedov -
rezultati
75
76 DODATEK C. METODA K NAJBLIZˇJIH SOSEDOV - REZULTATI
Tabela C.1: Napovedne tocˇnosti na podlagi ocene logloss za metodo k naj-
blizˇjih sosedov, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 50 50 8 12 40 20 100
1 OP 0.668 0.672 0.659 0.658 0.669 0.683 0.694
OUM 0.671 0.666 0.666 0.683 0.688 0.665 0.710
ZP 50 13 30 30 40 40 30
2 OP 0.667 0.661 0.663 0.669 0.670 0.680 0.687
OUM 0.606 0.596 0.629 0.617 0.649 0.643 0.669
ZP 40 20 30 30 40 100 100
3 OP 0.669 0.663 0.670 0.668 0.670 0.684 0.686
OUM 0.671 0.603 0.650 0.663 0.629 0.641 0.641
ZP 50 30 20 30 20 30 30
4 OP 0.664 0.663 0.667 0.674 0.667 0.678 0.687
OUM 0.644 0.673 0.718 0.662 0.651 0.724 0.698
ZP 50 100 8 50 30 12 100
5 OP 0.665 0.672 0.664 0.673 0.672 0.683 0.690
OUM 0.654 0.658 0.718 0.658 0.658 0.694 0.673
ZP 40 100 20 10 30 40 100
6 OP 0.655 0.667 0.668 0.660 0.668 0.675 0.692
OUM 0.664 0.652 0.707 0.741 0.700 0.695 0.694
ZP 40 13 13 30 40 20 50
7 OP 0.657 0.664 0.669 0.673 0.671 0.679 0.679
OUM 0.676 0.684 0.660 0.686 0.727 0.715 0.756
ZP 40 8 10 13 20 30 100
8 OP 0.659 0.645 0.644 0.653 0.655 0.676 0.690
OUM 0.668 0.660 0.729 0.708 0.690 0.696 0.695
ZP 30 100 12 10 50 30 30
9 OP 0.663 0.667 0.660 0.665 0.673 0.676 0.682
OUM 0.718 0.700 0.668 0.721 0.700 0.729 0.745
ZP 30 20 20 30 40 20 30
10 OP 0.674 0.664 0.666 0.670 0.679 0.687 0.684
OUM 0.676 0.672 0.639 0.674 0.660 0.647 0.686
Ocena 0.665 0.657 0.679 0.682 0.676 0.685 0.697
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Tabela C.2: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo k naj-
blizˇjih sosedov, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 8 12 12 10 40 6 12
1 OP 0.618 0.628 0.631 0.619 0.610 0.616 0.608
OUM 0.560 0.545 0.545 0.590 0.590 0.560 0.590
ZP 6 13 13 10 12 8 40
2 OP 0.632 0.622 0.613 0.607 0.618 0.605 0.599
OUM 0.619 0.738 0.714 0.714 0.690 0.690 0.666
ZP 10 10 8 20 10 4 4
3 OP 0.604 0.621 0.613 0.615 0.608 0.620 0.616
OUM 0.629 0.661 0.709 0.677 0.725 0.677 0.661
ZP 4 13 10 4 12 10 12
4 OP 0.620 0.629 0.624 0.616 0.618 0.605 0.629
OUM 0.641 0.566 0.622 0.622 0.603 0.641 0.603
ZP 20 4 13 30 30 8 4
5 OP 0.615 0.627 0.618 0.614 0.608 0.614 0.615
OUM 0.636 0.545 0.654 0.618 0.636 0.618 0.618
ZP 6 10 8 8 8 6 6
6 OP 0.614 0.626 0.623 0.615 0.630 0.628 0.624
OUM 0.55 0.65 0.6 0.6 0.6 0.625 0.55
ZP 20 12 13 20 13 12 8
7 OP 0.616 0.627 0.627 0.617 0.611 0.616 0.612
OUM 0.583 0.616 0.633 0.566 0.583 0.616 0.566
ZP 40 6 8 8 8 8 8
8 OP 0.621 0.647 0.653 0.621 0.629 0.650 0.650
OUM 0.588 0.588 0.549 0.568 0.490 0.549 0.568
ZP 20 50 12 4 8 12 10
9 OP 0.622 0.611 0.626 0.626 0.630 0.628 0.626
OUM 0.568 0.549 0.588 0.549 0.549 0.568 0.529
ZP 10 12 13 8 6 40 40
10 OP 0.617 0.633 0.615 0.612 0.609 0.609 0.611
OUM 0.583 0.616 0.65 0.65 0.583 0.583 0.583
Ocena 0.596 0.608 0.627 0.616 0.605 0.613 0.594
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Tabela C.3: Napovedne tocˇnosti na podlagi ocene logloss za metodo k naj-
blizˇjih sosedov, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 10 8 10 10 8 20 20
1 OP 0.466 0.358 0.390 0.408 0.353 0.482 0.486
OUM 0.370 0.327 0.364 0.384 0.306 0.443 0.452
ZP 10 10 8 6 8 10 12
2 OP 0.459 0.345 0.334 0.322 0.351 0.371 0.417
OUM 0.356 0.293 0.230 0.240 0.213 0.260 0.317
ZP 13 10 8 12 10 8 12
3 OP 0.461 0.352 0.331 0.385 0.359 0.333 0.458
OUM 0.487 0.401 0.368 0.414 0.372 0.373 0.411
ZP 8 6 10 10 10 10 8
4 OP 0.453 0.302 0.371 0.367 0.361 0.379 0.461
OUM 0.424 0.261 0.240 0.283 0.267 0.296 0.298
ZP 12 10 8 10 10 10 8
5 OP 0.457 0.356 0.329 0.349 0.342 0.348 0.441
OUM 0.449 0.267 0.303 0.405 0.295 0.382 0.326
ZP 6 10 8 10 8 10 12
6 OP 0.406 0.339 0.340 0.369 0.321 0.366 0.413
OUM 139.957 0.364 0.369 0.361 0.321 0.383 0.327
ZP 20 12 8 10 8 8 8
7 OP 0.504 0.379 0.360 0.395 0.342 0.379 0.370
OUM 0.396 0.288 0.269 0.258 0.209 0.254 0.289
ZP 8 8 6 6 6 10 12
8 OP 0.402 0.301 0.278 0.282 0.269 0.351 0.389
OUM 0.566 0.436 0.458 1.255 1.244 0.520 0.471
ZP 8 8 8 6 8 8 8
9 OP 0.433 0.323 0.350 0.335 0.327 0.347 0.335
OUM 0.478 0.313 0.355 0.331 0.338 0.348 0.350
ZP 10 8 6 8 8 20 10
10 OP 0.461 0.332 0.295 0.344 0.339 0.474 0.384
OUM 0.303 0.178 0.127 0.160 0.153 0.292 1.075
Ocena 0.523 0.313 0.309 0.410 0.372 0.356 0.432
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Tabela C.4: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo k naj-
blizˇjih sosedov, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 10 4 6 4 4 4 4
1 OP 0.819 0.891 0.878 0.878 0.887 0.875 0.870
OUM 0.795 0.918 0.857 0.897 0.897 0.918 0.897
ZP 10 6 6 4 4 6 4
2 OP 0.814 0.907 0.909 0.900 0.895 0.864 0.867
OUM 0.909 0.909 0.909 0.939 0.909 0.939 0.939
ZP 8 6 4 4 4 4 4
3 OP 0.828 0.923 0.912 0.897 0.903 0.879 0.858
OUM 0.777 0.888 0.844 0.933 0.888 0.911 0.933
ZP 6 8 4 4 4 4 4
4 OP 0.797 0.900 0.887 0.886 0.888 0.880 0.870
OUM 0.842 0.947 0.947 0.947 0.947 0.921 0.842
ZP 4 6 6 4 4 4 4
5 OP 0.830 0.909 0.904 0.901 0.918 0.897 0.892
OUM 0.828 0.942 0.828 0.885 0.828 0.828 0.885
ZP 4 4 4 4 6 4 4
6 OP 0.837 0.937 0.905 0.892 0.890 0.878 0.873
OUM 0.777 0.944 0.861 0.916 0.944 0.861 0.944
ZP 12 4 8 4 6 4 6
7 OP 0.818 0.908 0.878 0.888 0.887 0.871 0.870
OUM 0.909 0.931 0.931 0.931 0.886 0.863 0.886
ZP 6 4 6 4 4 6 4
8 OP 0.866 0.933 0.899 0.911 0.897 0.879 0.883
OUM 0.738 0.833 0.809 0.761 0.785 0.785 0.809
ZP 20 4 4 4 4 4 4
9 OP 0.816 0.906 0.891 0.899 0.890 0.879 0.875
OUM 0.789 0.921 0.868 0.868 0.815 0.894 0.921
ZP 30 4 4 4 4 6 4
10 OP 0.829 0.928 0.921 0.907 0.880 0.884 0.888
OUM 0.923 0.948 0.948 0.974 0.948 0.948 0.948
Ocena 0.829 0.919 0.881 0.906 0.885 0.887 0.901
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Tabela D.1: Napovedne tocˇnosti na podlagi ocene logloss za metodo na-
kljucˇnih gozdov, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 350 250 300 350 100 300 100
1 OP 0.641 0.634 0.666 0.724 0.775 0.791 0.789
OUM 0.621 0.609 0.649 0.699 0.756 0.778 0.730
ZP 300 200 350 350 300 350 150
2 OP 0.639 0.633 0.662 0.711 0.759 0.780 0.753
OUM 0.590 0.555 0.560 0.614 0.636 0.689 0.709
ZP 350 250 350 100 100 350 150
3 OP 0.643 0.622 0.641 0.706 0.759 0.794 0.791
OUM 0.597 0.587 0.629 0.660 0.654 0.670 0.690
ZP 100 300 150 250 350 250 250
4 OP 0.642 0.635 0.695 0.811 0.894 0.961 0.922
OUM 0.678 0.677 0.701 0.797 0.889 0.970 0.876
ZP 150 350 150 350 100 100 100
5 OP 0.628 0.614 0.645 0.708 0.747 0.775 0.760
OUM 0.657 0.656 0.735 0.740 0.795 0.825 0.818
ZP 350 250 100 100 100 350 100
6 OP 0.639 0.626 0.661 0.722 0.769 0.809 0.791
OUM 0.625 0.640 0.639 0.650 0.688 0.702 0.713
ZP 350 150 350 200 200 100 100
7 OP 0.622 0.617 0.661 0.717 0.760 0.792 0.773
OUM 0.680 0.696 0.705 0.759 0.801 0.844 0.848
ZP 250 350 350 350 300 350 350
8 OP 0.637 0.628 0.660 0.703 0.746 0.765 0.749
OUM 0.621 0.595 0.627 0.724 0.808 0.806 0.825
ZP 300 350 350 350 300 350 350
9 OP 0.638 0.632 0.676 0.742 0.785 0.808 0.781
OUM 0.616 0.566 0.571 0.634 0.648 0.702 0.697
ZP 350 350 300 350 100 200 100
10 OP 0.640 0.626 0.652 0.704 0.740 0.760 0.743
OUM 0.645 0.640 0.647 0.704 0.757 0.800 0.794
Ocena 0.634 0.623 0.647 0.699 0.744 0.779 0.770
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Tabela D.2: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo na-
kljucˇnih gozdov, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 200 100 250 100 150 100 200
1 OP 0.674 0.676 0.648 0.634 0.623 0.606 0.606
OUM 0.681 0.651 0.621 0.621 0.606 0.606 0.590
ZP 300 250 250 350 150 100 150
2 OP 0.636 0.639 0.637 0.630 0.605 0.604 0.604
OUM 0.714 0.738 0.738 0.738 0.690 0.690 0.690
ZP 350 300 250 100 200 150 250
3 OP 0.684 0.680 0.656 0.621 0.618 0.613 0.609
OUM 0.725 0.661 0.693 0.661 0.661 0.629 0.629
ZP 350 350 300 100 200 300 300
4 OP 0.659 0.654 0.633 0.618 0.610 0.605 0.604
OUM 0.679 0.679 0.679 0.622 0.584 0.584 0.603
ZP 150 350 300 350 150 150 150
5 OP 0.678 0.681 0.665 0.645 0.629 0.622 0.612
OUM 0.636 0.581 0.6 0.6 0.618 0.618 0.618
ZP 150 250 300 150 100 200 150
6 OP 0.668 0.680 0.656 0.640 0.627 0.610 0.606
OUM 0.675 0.65 0.7 0.65 0.625 0.65 0.625
ZP 300 150 300 150 350 100 100
7 OP 0.680 0.682 0.664 0.651 0.630 0.616 0.618
OUM 0.6 0.666 0.633 0.616 0.616 0.6 0.583
ZP 350 250 350 350 150 150 100
8 OP 0.659 0.689 0.643 0.635 0.616 0.611 0.609
OUM 0.647 0.666 0.588 0.568 0.568 0.549 0.529
ZP 300 350 150 150 300 100 150
9 OP 0.666 0.672 0.645 0.615 0.607 0.603 0.598
OUM 0.686 0.686 0.705 0.627 0.647 0.627 0.607
ZP 350 350 150 100 100 300 150
10 OP 0.661 0.693 0.665 0.643 0.619 0.610 0.612
OUM 0.633 0.616 0.633 0.65 0.633 0.633 0.616
Ocena 0.668 0.660 0.659 0.636 0.625 0.619 0.610
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Tabela D.3: Napovedne tocˇnosti na podlagi ocene logloss za metodo na-
kljucˇnih gozdov, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 350 250 250 350 200 300 350
1 OP 0.505 0.385 0.321 0.319 0.365 0.438 0.508
OUM 0.504 0.381 0.322 0.362 0.450 0.559 0.624
ZP 200 350 100 150 300 350 100
2 OP 0.506 0.391 0.331 0.339 0.378 0.450 0.496
OUM 0.457 0.356 0.264 0.243 0.266 0.340 0.386
ZP 350 200 200 300 150 200 150
3 OP 0.491 0.390 0.333 0.334 0.373 0.441 0.488
OUM 0.523 0.389 0.304 0.266 0.301 0.344 0.407
ZP 350 100 100 100 350 300 100
4 OP 0.510 0.390 0.327 0.326 0.371 0.443 0.494
OUM 0.464 0.345 0.280 0.270 0.291 0.357 0.386
ZP 350 350 150 150 350 300 200
5 OP 0.496 0.388 0.316 0.324 0.377 0.450 0.524
OUM 0.498 0.385 0.328 0.320 0.362 0.476 0.595
ZP 350 350 100 100 200 350 150
6 OP 0.498 0.381 0.318 0.329 0.370 0.440 0.497
OUM 0.486 0.371 0.294 0.293 0.327 0.407 0.496
ZP 250 100 150 350 100 200 300
7 OP 0.507 0.393 0.322 0.340 0.391 0.477 0.541
OUM 0.476 0.366 0.347 0.362 0.421 0.487 0.605
ZP 300 100 250 250 350 300 200
8 OP 0.490 0.389 0.324 0.322 0.358 0.421 0.471
OUM 0.541 0.413 0.344 0.333 0.372 0.447 0.498
ZP 350 250 150 350 100 150 200
9 OP 0.502 0.387 0.333 0.343 0.380 0.447 0.499
OUM 0.504 0.363 0.288 0.255 0.298 0.324 0.365
ZP 250 150 150 150 200 200 200
10 OP 0.496 0.390 0.330 0.342 0.396 0.474 0.544
OUM 0.474 0.340 0.277 0.291 0.334 0.402 0.446
Ocena 0.493 0.371 0.305 0.300 0.343 0.415 0.481
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Tabela D.4: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo na-
kljucˇnih gozdov, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 350 300 250 100 100 250 350
1 OP 0.874 0.955 0.940 0.894 0.842 0.775 0.707
OUM 0.836 0.938 0.938 0.857 0.795 0.653 0.612
ZP 300 200 250 250 200 350 200
2 OP 0.895 0.951 0.944 0.901 0.851 0.771 0.739
OUM 0.878 1.0 1.0 0.939 0.878 0.848 0.818
ZP 300 250 300 200 100 250 200
3 OP 0.883 0.951 0.952 0.903 0.855 0.818 0.790
OUM 0.888 0.933 0.955 0.911 0.866 0.844 0.777
ZP 150 150 250 150 350 300 100
4 OP 0.867 0.944 0.956 0.909 0.858 0.797 0.772
OUM 0.894 0.973 0.973 0.947 0.894 0.842 0.789
ZP 300 300 100 150 200 100 200
5 OP 0.874 0.949 0.960 0.893 0.842 0.765 0.706
OUM 0.828 0.885 0.828 0.857 0.8 0.714 0.657
ZP 300 350 100 200 200 250 250
6 OP 0.881 0.949 0.944 0.893 0.843 0.808 0.751
OUM 0.888 0.972 0.972 0.944 0.833 0.805 0.722
ZP 200 250 150 300 200 250 150
7 OP 0.877 0.940 0.936 0.865 0.813 0.741 0.714
OUM 0.863 0.909 0.886 0.886 0.840 0.772 0.636
ZP 150 300 150 250 250 300 100
8 OP 0.895 0.950 0.944 0.908 0.878 0.819 0.782
OUM 0.809 0.952 0.952 0.928 0.833 0.809 0.738
ZP 300 350 200 350 200 350 200
9 OP 0.876 0.949 0.948 0.902 0.860 0.807 0.774
OUM 0.921 0.947 0.973 0.947 0.947 0.947 0.789
ZP 200 200 150 100 300 100 200
10 OP 0.881 0.937 0.925 0.870 0.815 0.750 0.699
OUM 0.794 0.948 0.948 0.923 0.897 0.820 0.717
Ocena 0.861 0.946 0.943 0.914 0.859 0.806 0.726

Dodatek E
Skladanje - rezultati
Tabela E.1: Napovedne tocˇnosti na podlagi ocene logloss za metodo sklada-
nja, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 0.1 0.1 0.1 0.1 0.1 0.1 0.1
1 OP 0.646 0.593 0.614 0.634 0.644 0.660 0.666
OUM 0.646 0.665 0.667 0.651 0.644 0.661 0.655
ZP 0.01 0.1 0.1 0.1 0.1 0.1 0.1
2 OP 0.640 0.655 0.646 0.650 0.652 0.664 0.665
OUM 0.658 0.631 0.662 0.671 0.690 0.697 0.689
ZP 0.01 0.1 0.1 0.1 0.1 0.01 0.01
3 OP 0.664 0.662 0.659 0.668 0.670 0.677 0.678
OUM 0.605 0.592 0.577 0.587 0.594 0.607 0.622
ZP 0.01 0.1 0.1 0.1 0.1 0.1 0.01
4 OP 0.644 0.646 0.638 0.651 0.662 0.665 0.662
OUM 0.688 0.656 0.645 0.667 0.687 0.697 0.707
ZP 0.01 0.1 0.1 0.01 0.1 0.1 0.01
5 OP 0.638 0.633 0.645 0.646 0.655 0.659 0.661
OUM 0.687 0.680 0.654 0.687 0.674 0.674 0.678
Ocena 0.657 0.645 0.641 0.653 0.658 0.668 0.671
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Tabela E.2: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo skla-
danja, izvedeno na komentarjih.
n-terka 2 3 4 5 6 7 8
ZP 0.01 0.1 0.01 0.001 0.01 0.1 0.1
1 OP 0.672 0.665 0.636 0.581 0.640 0.614 0.615
OUM 0.582 0.591 0.591 0.6 0.678 0.634 0.626
ZP 0.1 0.01 0.001 0.01 0.1 0.001 0.01
2 OP 0.644 0.653 0.617 0.620 0.634 0.629 0.618
OUM 0.58 0.64 0.59 0.59 0.58 0.58 0.59
ZP 0.01 0.001 0.01 0.1 0.01 0.1 0.1
3 OP 0.601 0.602 0.603 0.616 0.574 0.546 0.578
OUM 0.71 0.71 0.7 0.68 0.7 0.66 0.66
ZP 0.001 0.01 0.001 0.1 0.001 0.1 0.01
4 OP 0.646 0.642 0.657 0.642 0.621 0.620 0.618
OUM 0.573 0.598 0.590 0.598 0.540 0.540 0.524
ZP 0.01 0.1 0.1 0.1 0.001 0.1 0.01
5 OP 0.661 0.615 0.584 0.635 0.641 0.615 0.613
OUM 0.592 0.650 0.631 0.563 0.611 0.601 0.601
Ocena 0.608 0.638 0.621 0.606 0.622 0.604 0.601
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Tabela E.3: Napovedne tocˇnosti na podlagi ocene logloss za metodo sklada-
nja, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 0.1 0.01 0.01 0.01 0.01 0.01 0.01
1 OP 0.476 0.191 0.132 0.141 0.150 0.167 0.185
OUM 0.388 0.268 0.246 0.242 0.295 0.225 0.274
ZP 0.01 0.01 0.1 0.1 0.01 0.01 0.01
2 OP 0.457 0.234 0.189 0.170 0.215 0.237 0.264
OUM 0.370 0.103 0.128 0.124 0.149 0.131 0.158
ZP 0.1 0.1 0.01 0.1 0.01 0.01 0.01
3 OP 0.412 0.209 0.109 0.138 0.137 0.179 0.218
OUM 0.452 0.203 0.161 0.172 0.206 0.220 0.246
ZP 0.1 0.01 0.01 0.1 0.01 0.01 0.01
4 OP 0.488 0.219 0.157 0.132 0.240 0.269 0.276
OUM 0.423 0.099 0.148 0.133 0.203 0.242 0.235
ZP 0.01 0.1 0.01 0.01 0.01 0.01 0.01
5 OP 0.462 0.213 0.161 0.123 0.161 0.184 0.223
OUM 0.401 0.202 0.104 0.148 0.163 0.158 0.209
Ocena 0.407 0.175 0.158 0.165 0.204 0.196 0.225
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Tabela E.4: Napovedne tocˇnosti na podlagi ocene tocˇnosti za metodo skla-
danja, izvedeno na zˇanrih.
n-terka 2 3 4 5 6 7 8
ZP 0.01 0.001 0.01 0.01 0.1 0.1 0.1
1 OP 0.820 0.960 0.970 0.974 0.962 0.945 0.940
OUM 0.852 0.931 0.931 0.931 0.943 0.954 0.897
ZP 0.001 0.001 0.001 0.1 0.1 0.1 0.1
2 OP 0.806 0.932 0.959 0.958 0.941 0.926 0.912
OUM 0.861 0.972 0.986 0.986 0.986 0.958 0.944
ZP 0.01 0.1 0.01 0.01 0.1 0.1 0.001
3 OP 0.858 0.945 0.978 0.977 0.969 0.951 0.948
OUM 0.828 0.947 0.973 0.960 0.960 0.947 0.921
ZP 0.01 0.1 1e-04 0.001 0.1 0.01 0.001
4 OP 0.828 0.939 0.954 0.946 0.938 0.922 0.905
OUM 0.860 0.989 0.967 0.978 0.967 0.935 0.892
ZP 0.01 0.01 0.01 0.01 0.01 0.1 0.01
5 OP 0.820 0.932 0.958 0.969 0.961 0.948 0.928
OUM 0.9 0.928 0.985 0.971 0.942 0.957 0.942
Ocena 0.861 0.954 0.969 0.966 0.960 0.951 0.920
