Abstract. Standard optimal control methods perform optimization in the time domain. However, many experimental settings demand the expression of the control signal as a superposition of given waveforms. Since this type of constraint is not time-local, Optimal Control Theory cannot be used without modifications. Simplex methods, used as a substitute in this case, tend to be less efficient and less reliable than Optimal Control Theory. In this paper, we present an extension to Optimal Control Theory which allows gradient-based optimization for superpositions of arbitrary waveforms. Its key is the use of the Moore-Penrose pseudoinverse as an efficient means of transforming from a time-local to a waveform-based description. To illustrate this optimization technique, we study the parametrically driven harmonic oscillator as model system and reduce its energy, considering both Hamiltonian dynamics and opensystem dynamics. We demonstrate the viability and efficiency of the method for these test cases.
Introduction
Optimal control theory aims at driving a dynamical system towards a final state that minimizes a figure of merit and at finding the required time-dependent controls. In classical physical systems, optimal control schemes have been applied successfully since long [1, 2] and for some time various optimal control algorithms have been applied to a wide range of quantum systems, see e.g. [3, 4, 5, 6, 7, 8] . However, for increasingly complex systems, the standard methods become numerical costly. Therefore, the development of new efficient numerical methods is still a huge field of interest, based on well established algorithms like the Krotov algorithm [9] or gradient methods [10] , new control techniques are developed for control problems of increasing complexity [11, 12, 13, 14] . Speed-up of optimization is often achieved by restriction of the control pulses to certain pulse families, such as, e.g., Gaussian pulse cascades [15] or Fourier expansions [16, 17, 18, 19] . Also, more elaborate ways of truncating the search space have been formulated, like e.g. the CRAB algorithm [14] . These methods are especially successful, if the underlying dynamics is well known and understood, which allow for a sophisticated choice of the basis functions. Additionally, the comparatively easy shape of the pulse (limited, e.g., to a few frequency components only), allows for a straight forward interpretation. In order to gain experimentally realizable control pulses, additional constraints must be taken into account, such as restricting the total energy or limiting the control functions [10, 11, 20, 21, 22, 23, 24] . Not all control algorithms cope with this requirement equally well, for the effects, such constraints have on the convergence behaviour of control algorithms, see [25] . Also, there is no general applicable method to consider restrictions on the shape of the control pulse.
In this paper we present a control algorithm, which takes additional experimental constraints into account, and, while it exploits the numerical advantages of a restricted subspace, choosing this subspace does not require additional information about the system. The method is tested by examining a generic model system, for which methods for comparison are available. However, the method is not restricted to such simple systems, but, as in section II described, broadly applicable. The Paper is organized as follows: In section 2 the general method is described which is then applied to generic test cases in section 3. A short summary together with a discussion of future developments follow in section 4.
Method: experimentally realizable control functions
The aim is to control a dynamical system (degrees of freedom z(t)), which follows equations of motion:ż = f (z, u). An optimal control function u(t) is searched, which changes the dynamics of the system towards a desired property of a final state at given time τ . The objective can be quantified by a cost functional Φ[z(τ )]. For the sake of clarity, only a scalar control signal u(t) is considered; but this is easily generalized to the case of multiple control variables. To find the optimal control function u(t), which also considers the constraint that the equations of motion needs to be satisfied, the augmented cost functional
has to be extremized. λ(t) denotes the Lagrange multiplier.
Variational calculus on (1) yields equations of motion also for the Lagrange multipliers, which are therefore referred to as co-states. Variation of the system state at the final time yields a final-time boundary condition for the co-state, which depends on the final-time value of the state variable z(τ ). Furthermore, variation with respect to u(t) leads to the gradient
The optimal control function u(t) can then be found by searching for zeros of this gradient. For solving optimal control problems gradient methods are well established [1, 10] . As computing the gradient is relatively cheap (only twice the effort of a simple evaluation of the cost functional), it is almost always favourable to adopt an optimization technique which makes use of the information supplied by the gradient to determine the direction and width of the search step for the next optimization iteration. The method presented here is therefore based on a gradient method. The numerical representation of the control function u(t) is, due to the discrete time steps δt, a N-dimensional vector:
with τ ≡ t N , t i ≡ t 1 and in short hand notation
. The underlying N-dimensional function space will be called full function space or control space. The conventional strategy to find an optimal control pulse is to search for a set of
However, depending on the problem under study, additional constraints for the control function u(t), the dynamical variable z(t) or a function E(z, u, t) may be required. Hard boundaries for the variables just mentioned can be expressed as inequality conditions E(z, u, t) > 0. There are different approaches to consider these restrictions: Either additional Lagrange terms in the augmented cost functional (1) are included in the formalism or a suitable change of variables is performed. For details see [11, 20, 21] . Another way is to take into account additional cost functionals of the
, where Θ denotes the Heaviside-function and α is a parameter to set priority to this constraint. A large enough value of α enforces the restriction, but there is no guarantee that it will not be violated for brief periods of time, when using additional cost functionals. (color online) Schematic representation of the function spaces in which the optimization problem can be formulated. In full control space (big box in the upper left) the time discretized control pulse is a N -dimensional vector u. In a n-dimensional subspace (bottom right), spanned by not necessarily orthogonal generating functions combined in a matrix B, the control pulse is describable by a coefficient vector c. After transforming to the subspace and back, u cannot be retrieved, but u, a time dependent vector in the n-dimensional subspace. Due to the non-orthogonality of the generating function, B is not invertible and the transformation between full space and subspace is not trivial. Hence, the indicated indirect path via enlarging the subspace to N dimensions, performing the transformation and then neglect the additional dimensions is not feasible. More efficient is a direct transformation (curved arrows) based on the Moore-Penrose pseudoinverse B + .
On the other hand, an important, experimentally relevant class of constraints cannot be expressed through inequality constraints or an additional time-local term in the cost functional. E.g, pulse shapes available for optical control signals are often characterized by a set of parameters determining a pulse sequence through central frequencies and shape parameters. Such constraints could be expressed through equations involving functionals of the control signal, however, we are going to take the simpler, more transparent approach of working directly in the lower-dimensional space implied by the parametrization.
This approach can also be very beneficial in terms of numerical cost. For N time steps, finding the optimal control function means to perform an N-dimensional optimization. For some algorithms such as quasi-Newton methods [26, 27, 28] , this is very expensive, as N is usually of order of a few thousand time steps. Optimization using simplex methods [29] becomes practically impossible in this regime. In the examples in section 3, we have N = 2250.
In this paper we present a method to take into account the type of constraint implied by a parametrization of the control u(t) as the superposition of n experimentally (4), composed of the basis functions {b}, which span the n-dimensional subspace in which the optimization will be performed. As it contains n generating functions b (rows of B), each a Ndimensional vector, with n < N , it is not quadratic. The generating functions {b} need not to be orthogonal.
realizable waveforms b l (t) (cf. figure 1 ). For functions b l (t) with finite support, this type of constraint cannot be accommodated within the standard form of Optimal Control Theory, which needs independent weights and constraints for each time step. However, we shall point out below how Optimal Control Theory can be applied to this setting even though the constraint considered here is not time-local. Additionally, we note that this reduction of the dimensionality of the optimization problem saves computational resources.
The functions b l (t) can be interpreted as vectors, defining a linear space through their span. This space is obviously a subspace of the space of control functions u(t) admissible in the absence of constraints. In the numerical representation, we get Ndimensional vectors b l . These vectors form an n × N matrix
which can be used to tranform the coefficient vector {c 1 , . . . c l , . . . , c n } ≡ c of a superposition of waveforms into the time domain, i.e., the superposition
can be written in the compact form
The matrix B is schematically shown in figure 2.
The optimization now consists in the task of finding a control u within the subspace for which Φ[ u] is at an extremum. We shall see below that this is feasible without placing any restrictions on the vectors {b l }. Note that the {b l } need not be linearly independent, in particular they need not be normalized or orthogonal, but we may choose them normalized for convenience. Since the choice n ≪ N is possible, and typically consistent with experimental constraints, the problem about high optimization costs is solved, which is also adressed in [16, 17, 18] .
Lack of any restrictions on the vectors {b l } makes our approach highly flexible. Functions {b l (t)} with arbitrary shapes may be chosen -symmetric or asymmetric pulses, ramps and plateaus, chirped pulses, virtually anything a given application may require. Since orthogonality is not a criterion, pulse shapes can also easily be modified for smooth rise or fall to/from an initial or final value of zero. Now we want to minimize Φ[ u] with the aid of the gradient (2). The gradient can be calculated by first solving the equation of motion for the system degrees of freedoṁ z = f (z, u). Then the final time value z(τ ) fixes the end-time value of the Lagrange multiplier, which can be propagated backwards in time to get the solution λ(t). This is the standard computational approach to obtain the gradient (2) . In the present context, the equations of motion and the gradient depend on the truncated control u, as the optimization is performed in the subspace. However, the gradient vector obtained from (2) typically lies outside the subspace of interest, it needs to be projected back each time it is computed. It is therefore essential to find an efficient way to perform this projection as well as the transformations between the time domain and the coefficients of the waveform decomposition.
Since the waveforms cannot be assumed to be orthogonal functions, the transformation cannot be performed using a simple scalar product
This also means that l b t l ·b l cannot be used as a projector on the constrained subspace, which would be the case for an orthonormal basis. Moreover, if the {b l } are not linearly independent, the coefficients c l are not unique. However, we shall demonstrate below that even in this case the constrained optimization problem is well-defined and converges to unambiguous solutions u(t).
Even for the case of linearly independent {b l }, completing the matrix B into a quadratic matrix with full rank, computing its inverse and performing a projection onto the subspace (dotted indirect path in 1) would generally be much more tedious than the method we introduce here.
To be able to perform the transformation with ease, we suggest the use of the Moore-Penrose-Pseudoinverse B + [30] (PINV). It has the following defining properties:
B + exists for any matrix B. Both B + B and BB + are projection matrices. This definition contains the ordinary inverse as a special case, where
The pair of equations
provides the required transformations in both directions (see figure 1) . When transforming back to the time domain in the case n < N, it is not necessarily the original vector u that is recovered, but u, which is the result of the projection B t B t+ . But this is exactly what is required for a consistent iterative optimization in the subspace: The gradient needs to be transformed and projected from the time domain to a coefficient vector of the waveform decomposition.
Suitable algorithms for the precise and efficient computation of the pseudoinverse exist and are implemented in numerical libraries and software packages.
We are now in a position to formulate an iteration scheme which computes a solution of the constrained control problem while making use of the gradient of the objective functional in the full space, which can be obtained from the dynamics of states and costates. Now the following step-by-step instruction for the PINV method can be given:
(i) Define the cost functional and choose the generating system {b l } for the subspace.
Choose an initial guess u i for the optimal control pulse.
(ii) Compute the values of the cost functional and the gradient and project the gradient on the subspace:
∇ u denotes the gradient with respect to u.
(iii) Perform the optimization search step, e.g., a line search, in the n-dimensional subspace. This can be done by a "black box" routine implementing standard optimization techniques. In most cases, one thus finds a control signal u i+1 with
(iv) Set u i = u i+1 and start again at step (ii) until J[
where ǫ then defines the convergence criterion.
Using these steps, both the gradient search and conjugate gradient algorithms as well as quasi-Newton optimization algorithms [26, 27, 28] can be adapted to perform optimal control in a parameter subspace. The latter algorithms use values of the gradient from previous iterations to build an approximate Hessian matrix to accellerate convergence.
Test cases and Results
As a proof of concept, we apply our method to two simple model systems, for which comparison data can easily be obtained. In order to show the flexibility of the tested PINV method and the compatibility with different optimization algorithms, the results presented here are computed using a different gradient-based optimization method. . In (b) this control is truncated to a n = 12-dimensional subspace defined in (14) . This control leads to E(15) = 31.654. In (c) the result achieved with the PINV method in the same subspace as in (b) is shown. Using this control function one achieves E(15) = 0.0475.
Control of deterministic dynamics
The system of interest for this section is a parametrically driven harmonic oscillator. Its dynamics is described by the set of differential equationṡ
with a parametric control function u(t). For convenience, we set ω 0 = 1 and m = 1 in the following (natural units) and choose an initial state (q 0 , p 0 ) = (1/ √ 2, 1/ √ 2) with initial energy E(0) = 0.5. The control objective is the minimization of energy at the fixed final time τ = 15, i.e.
As generating set for the subspace in which the optimization will be performed we choose the following (non-orthogonal) functions
on [0, τ ] with a scaling constant N and an envelope function e(t) enforcing initial and final values b k (0) = b k (τ ) = 0, modeled on the finite time needed to switch a real-world pulse. The function e(t) rises from zero to unity within a specified time interval [0, t 0 ], followed by a plateau and a symmetric decline in the interval [τ − t 0 , τ ]. For the initial rise, t ∈ [0, t 0 ], we choose
with y(t) = 2t t 0 − 1 and the parameters t 0 = 0.5 and η = 2. Note that e(t) is smooth at t = t 0 and t = τ − t 0 , all its derivatives are zero at these points.
In figure 3 the control functions (blue solid lines) and the corresponding energies (green dashed lines) are shown for three different approaches to optimal control. The top panel displays results for optimization in the full space.
Using the BFGS quasi-Newton algorithm [28] , a solution with a very small final energy E(τ ) = 1.647 · 10 −5 is computed. As might be expected for parametric control, the dominant frequency of this control is twice the system frequency 2ω 0 , which can be qualitatively understood as follows: When the particle is in the minimum of the potential, the control makes the potential well narrower, decreasing its amplitude after traversing the minimum. When the particle is near the turning points, the potential is opened to extract energy.
In panel (b) of figure 3 , the control pulse optimized in full function space [panel (a)] is truncated to the subspace after the iteration has been performed, instead of using the PINV scheme described in section 2. The basis functions are given by (14) with n = 12. Although the truncated control signal still looks fairly similar to the original one, the dynamics results in a huge final-state energy. (Note the different scales). The naive post-optimization truncation shown here is definitely not a viable approach to control theory with superpositions of waveforms. In the bottom panel (c) the control pulse is determined using the PINV-based approach described in section 2, applying it to the L-BFGS algorithm [28] . The same subspace as in panel 3(b) is used, however, the final energy E(τ ) = 0.0475 is quite small, but larger than in the unconstrained case. The dynamics shows no regularities open to easy interpretation, as is often the case in optimal control results.
The initial guess for the control is u i = 0, and the convergence criterion is set to ǫ = 10 −6 for all runs shown in figure 3 . Reducing the dimensionality of the control problem from N = 2250 to n = 12 reduces the cpu time of MATLAB-based implementations by a factor of about ten from ∼ 230s down to ∼ 20s.
Control of an open system at finite temperature
In this section we look again at a harmonic oscillator (ω 0 = 1, m = 1), but now in contact with an environment in thermal equilibrium at temperature T as illustrated in figure 4 .
A general description for open classical systems is the Langevin-equation [31] , which reads for the system under study and a parametric control
where the stochastic force ξ(t) satisfies the Fluctuation-Dissipation Theorem,
We assume a Drude damping for the environment associated with a friction-kernel
with damping constant γ 0 and cut-off frequency ω c . The parameters are set to γ 0 = 0.1, ω c = 10 and k B T = 1. Based on this description valid for single noise realizations ξ(t), the expectation value IE[·] is estimated by taking the average of many realizations. The presented results are achieved with M = 1000 realizations.
Initially the system is prepared with gaussian distributed random numbers to satisfy IE[E(0)] = 0.5. In absence of any control the system would equilibrate to IE[E] = k B T = 1. The objective here is to further extract energy from the system towards a low energy state
First we want to search for a control function in full function space, as reference solution to which PINV-based results can be compared. As the numeric cost is very high to do optimal control in a N = 2250 dimensional function space, in particular as for every iteration step (16) has to be solved for M = 1000 realizations and averaged, the reference result is computed more efficiently from a Fokker-Planck equation [31] , which can be mapped to a system of ordinary differential equations in the case of Gaussian probability densities [32, 33] . The top panel of figure 5 shows an optimized full-space control signal obtained using Krotov's algorithm [9] , as well as its windowed-Fourier-transformed [34] . This algorithm is similar to a gradient search near convergence points, but has the advantage of better robustness in its dependence on the initial guess. The resulting control signal is basically a ramp superposed with periodic oscillations. Shortly before the end time these oscillations increase in amplitude, leaving the control signal at a very high value at the final time τ = 15. A detailed discussion of this result is given in [35] . With this control the system has its energy reduced to E(15) = 0.305, well below both its initial and thermal equilibrium values.
As generating system for the subspace, which we now assume to be the experimentally realizable domain of the full control space, we choose again the modified Fourier basis (14) with n=10.
The Fokker-Planck result is now projected onto this subspace and shown in the middle panel of figure 5 . In the projected control signal a ramp phase can still be distinguished, but the signal is markedly altered at the beginning and end of the time interval. Notably, the high value at the final time is suppressed. Near the beginning and the end the potential becomes highly repulsive. Applying this control leads to a poor optimization result, E(15) = 0.804.
The optimization result obtained with the PINV method, see panel (c) in figure  5 is E(15) = 0.361, a result only slightly inferior to that obtained with the complex signal shown in (a). The shape of the control pulse found with the PINV method is clearly different to the Fokker-Planck result; apart from a few rapid changes related to the envelope function e(t), it is dominated by lower frequencies. Different control signals yielding comparable values for the optimization objective are not unusual when a simple system is controlled for an extended period of time.
When using a gradient method, there is no guarantee that the minimum it finds is a global one. A good initial guess for the control function can improve the end result significantly. Starting near a minimum also reduces the required number of optimization iterations. Here we search for a good initial guess for the control using the Nelder-Mead optimization [29] with a very low convergence tolerance (ǫ = 10 −3 ). The result shown in (c) is obtained by subsequently applying the PINV version of a steepest descent algorithm with convergence tolerance ǫ = 10 −8 . As in the deterministic case, we see that the PINV method has significant advantages over a simple projection of a control signal obtained in the unconstrained function space. Although the number of independent variables is drastically reduced in the PINV approach, optimization results of a quality similar to the unconstrained case are obtained.
Conclusion and discussion
We have developed a method to adapt standard, gradient-based techniques to the problem of experimentally realizable control functions which are characterized by a function space of finite, typically small dimension. This reduced space is defined as the span of an arbitrary set of functions. Despite this generality, the projection of arbitrary functions to the reduced space as well as transformation between a vector of function values over a discretized time axis and a coordinate vector in the reduced space can be easily accomplished by using the Moore-Penrose pseudoinverse.
It is imperative that the iterative computation of optimal control solutions be performed entirely in the control subspace of interest. Imposing a single projection on a control solution computed without constraints yields unacceptable results. It is therefore of great importance that the transformations and projections implicit in each iteration step are efficiently computed; this is the case for the Moore-Penrose pseudoinverse.
The reduced dimensionality of the function space to be searched greatly reduces the numerical cost of optimization. In addition, we note parameterizations of admissible control fields, which were so far mainly treated by simplex methods, can now be treated by gradient methods, which typically converge much faster. This advantage is of particular importance when high-precision solutions are required, as is the case, e.g., in the context of quantum information processing.
Our method is easily generalized to non-linear parameterizations of admissible control functions. In this case, the sets of admissible control functions are manifolds rather than linear spaces. However, the present approach can be adapted by computing the projected gradient in the tangent space at the current iteration point and using the natural mapping from the parameter space to the manifold.
The class of algorithms studied here may find applications beyond optimal control theory. Dynamic programming can be thought of as a formal analogue of optimal control theory, with time replaced by an arbitrary parameter of a recursion relation formally analogous to an equation of motion. This opens up the prospect of interdisciplinary applications or applications outside physics, e.g., problems in economics.
