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On Form Factors of SU(2) Invariant Thirring Model
Atsushi Nakayashiki∗ and Yoshihiro Takeyama†‡
Abstract
Integral formulae for form factors of a large family of charged local operators in SU(2) invariant
Thirring model are given extending Smirnov’s construction of form factors of chargeless local operators
in the sine-Gordon model. New abelian symmetry acting on this family of local operators is found. It
creates Lukyanov’s operators which are not in the above family of local operators in general.
1 Introduction
We study the problem to determine all local operators in the SU(2)-invariant Thirring model (SU(2)
ITM). In [15] F. Smirnov has constructed sufficient number of charge zero local operators of the quantum
sine-Gordon model (SGM) by giving their form factors and conjectured that they exhausted all local
operators of the theory. In this paper we shall give a similar construction of form factors of local operators
with any charge (or weight) for SU(2) ITM.
One of the important problems in the study of integrable quantum field theories is to determine all
local operators in the theory. The form factor bootstrap approach is one of the most appropriate methods
to study this problem. In this approach the problem is reduced to determining sets of functions which
satisfy certain axioms [14], the axioms for locality. After the pioneering work of Karowski et al.[8] and
Smirnov et al. [7, 14] there was an important progress in constructing form factors of local operators in
the last decade [4, 9, 15]. Recently there is a progress in determining the form factors of several specific
operators [2, 3, 10, 11]. Nevertheless to calculate the character of the space of local operators of SGM or
SU(2) ITM for example is not yet carried out. There are some results on this problem for models with
diagonal S-matrices [6, 1]. The problem is not yet solved for models with non-diagonal S-matrices.
Thus it is important to study a general structure of the operators of [15]. By this reason we are
interested in a more general situation, the description of the charged local operators. The construction
of Smirnov [15] is applicable to the non-zero charged case without much change. Unexpectedly we have
found that the form factors of some local operators are not obtained by this construction in the charged
case. The operator Λ−1(y) introduced by Lukyanov in [9] gives such an example (see §6 and §7 for more
precise statement). To improve this drawback we have found a new symmetry. It produces a family of
local operators from the ones constructed by Smirnov’s way. We conjecture that this larger family of local
operators contains all operators defined in [9].
Let us explain the construction given in this paper briefly. For SU(2) ITM the axioms for locality
imply that the n-particle form factor satisfies the SU(2) qKZ equation of level zero (cf. [12]);
f(β1, · · · , βj − 2πi, · · · , βn) = (−1)n/2Kj(β1, · · · , βn)f(β1, · · · , βn), (1)
Kj(β1, · · · , βn) = Sj,j−1(βj − βj−1 − 2πi) · · ·Sj,1(βj − β1 − 2πi)
× Sj,n(βj − βn) · · ·Sj,j+1(βj − βj+1),
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where βj ’s are rapidities of particles, S(β) is the S-matrix of SU(2) ITM, Sij(β) is S(β) acting on i-th and
j-th tensor components, f takes the value in V ⊗n, V ≃ C2 is the vector representation of SU(2). Thus to
describe solutions of qKZ equation (1) becomes a first step to determine sets of form factors. The integral
formulae for solutions of (1) were studied in [12]. The solution space of (1) was determined in [17] as the
space of certain polynomials which we call cycles. More precisely, in [17], a set of cycles which generate
the solution space is given and all relations among them are described. We remark that, these relations,
the deformed Riemann bilinear relations and some linear dependence relations of cycles, are originally
discovered by Smirnov [16]. Thus we know the complete description of the solutions of (1).
The remaining condition for form factors to define local operators is on certain residues which relates
n-particle form factor to (n − 2)-particle form factor. The strategy of the construction is as follows. To
each solution of the m-particle qKZ equation, which is regular at βm = βm−1 + πi and S-symmetric (cf.
§2.2 (II)), we shall construct a set of S-symmetric solutions fn, n = m + 2,m + 4, ... of n-particle qKZ
equation satisfying the residue condition. In this way we construct a set of form factors {fn} which satisfy
fn = 0 (n < m) for given m and fm. The operator given by such form factor {fn} is called m-minimal
and fm is called the initial form factor. The charge of such operator is the SU(2) weight of the vector
function fn which should be same for all n. To summarize we construct, for given m and an initial form
factor fm, a set of form factors of an m-minimal local operator with the charge equal to the SU(2) weight
of fm.
The formula of the cycle of fn, n ≥ m + 2, at weight zero is given by Smirnov [15] using certain
determinant. As a matter of fact these formulae of cycles are valid at non-zero weight cases with small
change. Nevertheless there are some subtleties. In order to give the initial function fm arbitrary, assuming
the S-symmetry and the regularity condition at βm = βm−1+πi, we need to take a different type of integral
formula from the zero weight case of [15]. This fact is found in [17] for the solutions of (1). By this reason
the non-zero weight case is technically more involved.
The construction of the paper is as follows. In section 2 we shall introduce the SU(2) ITM and describe
the axiom of locality for form factors. We review the description of the solutions of the SU(2) qKZ equation
at level zero in section 3. In section 4 the formula of cycles for form factors of charged local operators
are presented. The proof is given in section 5. In section 6 we introduce new symmetry. The cycles for
Lukyanov’s operators Λ−1(y) and T (y) are given as special cases of section 6 in section 7. In section 8 one
time integrated formulae for form factors of chargeless local operators are given. The formulae by Smirnov
for the form factors of the energy momentum tensor [13, 14] are originally given as a special case of this
form. A list of cycles for important local operators is given in appendix A.
2 SU(2) ITM
2.1. Model. We mainly follow the notations in [13, 14]. Let V = Cv+ ⊕ Cv− be the two dimensional
vector space describing the one particle states created by the Faddeev-Zamolodchikov creation operator,
where v+ and v− correspond to the kink and the anti-kink respectively. We denote by β the rapidity of
the particles. It parametrizes the energy p0 and the momentum p1 by
p0 =Mcoshβ, p1 =Msinhβ,
where M is the mass of the particles. The S-matrix is considered as the operator S(β) ∈ End(V ⊗2) given
by
S(β) = S0(β)
β − πiP
β − πi ,
where P is the permutation operator and the scalar function S0(β) is given by
S0(β) =
Γ(12 +
β
2πi)Γ(− β2πi )
Γ(12 − β2πi)Γ( β2πi)
.
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This S-matrix satisfies the following unitarity and crossing symmetry relations:
S(β)S(−β) = 1, S(πi − β) = C1t1S(β)C1,
where t1S(β) is the transpose with respect to the first component, C1 = C ⊗ 1 and C is the two by two
matrix given by
C =
[
0 1
−1 0
]
.
Notice that C is not symmetric as opposed to the usual case.
2.2. Axioms for locality.
Consider a set of functions f(β1, · · · , βn) with values in V ⊗n for all non-negative even integers n. The
operator whose form factors are {fn} is a local operator if and only if the following conditions are satisfied
[13, 14].
(I). Pi,i+1Si,i+1(βi − βi+1)f(β1, · · · , βn) = f(· · · , βi+1, βi, · · · ).
(II). Pn−1,n · · ·P1,2f(β1 − 2πi, β2, · · · , βn) = (−1)n2 f(β2, · · · , βn, β1).
(III). The functions f(β1, · · · , βn) are analytic in βn except the simple poles at βn = βj + πi in the strip
0 < Imβn < 2π for real β1, ..., βn−1. The residues at βn = βn−1 + πi should be given by
2πiresβn=βn−1+πif(β1, · · · , βn)
=
(
I − (−1)n2−1Sn−1,n−2(βn−1 − βn−2) · · ·Sn−1,1(βn−1 − β1))f(β1, · · · , βn−2
)⊗ e0,
where e0 = v+ ⊗ v− − v− ⊗ v+, Pij and Sij(β) are the operators acting on the i-th and j-th components
as P and S(β) respectively.
The model has the SU(2)-invariance. Let us briefly describe the corresponding properties of form factors.
We denote by E, F , H the standard basis of sl2:
[E,F ] = H, [H,E] = 2E, [H,F ] = −2F.
The vector space V is considered as the vector representation of sl2 by
v+ =
[
1
0
]
, v− =
[
0
1
]
, E = σ+, F = σ−, H = 2σ3,
where σa(a = 3,±) is the Pauli matrices
σ+ =
[
0 1
0 0
]
, σ− =
[
0 0
1 0
]
, σ3 =
[
1 0
0 −1
]
.
Then V ⊗n becomes a representation of sl2 by
E = Σ+, F = Σ−, H = 2Σ3,
where Σa =
∑n
j=1 σ
a
j and σ
a
j acts on j-th tensor component. The operators S(β) and P commute with
the action of sl2 on V
⊗2. This is the SU(2) invariance of the model. The vector e0 in (III) is the sl2
singlet. Thus if a set of functions {f(β1, · · · , βn)} satisfies (I), (II), (III), so does {Xf(β1, · · · , βn)} for
any X ∈ sl2.
In this paper we consider even particle form factors only. By this reason n is always assumed to be
even in this paper.
3
3 Solutions of qKZ equation
3.1 qKZ equation.
If the function ψ(β1, · · · , βn) satisfies the axioms (I) and (II) for locality then
ψ(β1, · · · , βj − 2πi, · · · , βn) = (−1)n/2Kj(β1, · · · , βn)ψ(β1, · · · , βn), (2)
Kj(β1, · · · , βn) = Sj,j−1(βj − βj−1 − 2πi) · · ·Sj,1(βj − β1 − 2πi)
× Sj,n(βj − βn) · · ·Sj,j+1(βj − βj+1). (3)
This is nothing but the rational qKZ equation of level zero (cf.[12]). The integral formulae for solutions
of this equation have been studied in [12, 13, 14, 17]. Let us recall the results in these papers.
Denote by K̂j(β1, · · · , βn) the operator obtained from Kj(β1, · · · , βn) by replacing S(β) by Ŝ(β) :=
S(β)/S0(β). We first consider the equation
ψ(β1, · · · , βj − 2πi, · · · , βn) = K̂j(β1, · · · , βn)ψ(β1, · · · , βn). (4)
3.2 Deformed cocycles.
For a subset M = {m1, · · · ,mℓ} ⊂ {1, · · · , n}, m1 < · · · < mℓ, let gM and wM be functions defined by
gM (α1 · · ·αℓ) :=
ℓ∏
a=1
(
1
αa − βma
ma−1∏
j=1
αa − βj + πi
αa − βj
) ∏
1≤a<b≤ℓ
(αa − αb + πi),
wM := Asym gM ,
where anti-symmetrization of a function f(α1, · · · , αℓ) is defined by
Asym f :=
∑
σ∈Sn
(sgnσ) · f(ασ(1), · · · , ασ(ℓ)).
3.3. Deformed cycles.
Let C be the space of 2πi periodic functions of β1,...,βn. Define the vector spaces Fˆq, F¯q and Fq by
Fˆq :=
n⊕
k=0
C A
k∏n
j=1(1−AB−1j )
⊃ F¯q :=
n−1⊕
k=0
C A
k∏n
j=1(1−AB−1j )
⊃ Fq :=
n−1⊕
k=1
C A
k∏n
j=1(1 −AB−1j )
,
where A = exp(−α) and Bj = exp(−βj). Then the vector space F¯⊗ℓq (∧ℓF¯q) can be identified with the
space of functions of the form
f(α1, · · · , αℓ;β1, · · · , βn)∏ℓ
a=1
∏n
j=1(1 −AaB−1j )
(5)
where f is a (n anti-symmetric) polynomial of A1,...,Aℓ of order less than n in each variable with the
coefficients in C. The spaces Fˆ⊗ℓq , ∧ℓFˆq, F⊗ℓq and ∧ℓFq are similarly understood.
We call the elements of Fˆ⊗ℓq cycles. We sometimes use the term cycle for the elements of Fˆ⊗ℓq multiplied
by the denominator of (5).
3.4 Solutions.
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Let φ(α) be the function
φ(α) = φ(α;β1, · · · , βn) :=
n∏
j=1
Γ(
α−βj+πi
−2πi )
Γ(
α−βj
−2πi )
.
For a subset M = {m1, · · · ,mℓ} ⊂ {1, · · · , n}, m1 < · · · < mℓ we denote by vM the vector in V ⊗n defined
by
vM := vǫ1 ⊗ · · · ⊗ vǫn ,
where M = {i | ǫi = −}. Sometimes vM is denoted by vǫ1,··· ,ǫn for the sake of convenience.
For any W ∈ Fˆ⊗ℓq define the V ⊗n valued function ψW by
ψW (β1, · · · , βn) :=
∑
♯M=ℓ
vM
∫
Cℓ
ℓ∏
a=1
dαa
ℓ∏
a=1
φ(αa)wMW. (6)
The contour C is a simple curve going from −∞ to ∞, separating sets ∪nj=1(βj − πi − 2πiZ≤0) and
∪nj=1(βj − 2πiZ≥0) (Figure 1).
β1 + πi
β1
β1 − πi
β1 − 2πi
βn + πi
βn
βn − πi
βn − 2πi
C · · ·
· · ·
· · ·
· · ·
Figure 1
In [12] it is proved that the integral (6) converges. Let (V ⊗n)λ and (V
⊗n)singλ be the spaces defined by
(V ⊗n)λ := { v ∈ V ⊗n |Σ3v = λv},
(V ⊗n)singλ := { v ∈ (V ⊗n)λ |Σ+v = 0}.
The following Theorem was proved in [12].
Theorem 1 Suppose that n ≥ 2ℓ. Then for any W ∈ ∧ℓFˆq the function ψW takes the value in (V ⊗n)singn−2ℓ
and is a solution of the qKZ equation (4). If W is symmetric with respect to β1,...,βn, then it satisfies the
equations
ψW (· · · , βj+1, βj , · · · ) = Pj,j+1Ŝj,j+1(βj − βj+1)ψW (· · · , βj , βj+1, · · · ), (7)
Pn−1,n · · ·P1,2ψW (β1 − 2πi, β2, · · · , βn) = ψW (β2, · · · , βn, β1). (8)
The assignment W 7→ ψW defines a map
Iℓ : ∧ℓF¯q −→ C ⊗C (V ⊗n)singn−2ℓ.
This map has a kernel [17]. Let us recall it. Let Θ(A) be the function
Θ(A) :=
n∏
j=1
1 +AB−1j
1−AB−1j
.
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Then we define Ξ(1)(A) ∈ F¯q and Ξ(2)(A1, A2) ∈ ∧2F¯q by
Ξ(1)(A) := Θ(A)− 1,
Ξ(2)(A1, A2) := (Θ(A1)Θ(A2)− 1)A1A
−1
2 − 1
A1A
−1
2 + 1
+ Θ(A1)−Θ(A2).
The following theorem was proved in [17].
Theorem 2 The map Iℓ is surjective and its kernel is
Ker Iℓ = Ξ
(1) ∧ℓ−1 F¯q + Ξ(2) ∧ℓ−2 F¯q.
By the theorem we have
∧ℓF¯q
Ξ(1) ∧ℓ−1 F¯q + Ξ(2) ∧ℓ−2 F¯q
≃ C ⊗C (V ⊗n)singn−2ℓ. (9)
Let us simplify the LHS. Notice that
Ξ(1)(A) = 2
e¯1(B)A + e¯3(B)A
3 + · · ·+ e¯n−1(B)An−1∏n
j=1(1−AB−1j )
, (10)
where
e¯k(B) :=
∑
i1<···<ik
B−1i1 · · ·B−1ik .
We solve (10) in An−1 and substitute it in LHS of (9). In this way, if we set
F¯redq = ⊕n−2k=0C
Ak∏n
j=1(1−AB−1j )
,
then
LHS of (9) ≃ ∧
ℓF¯redq
Ξ
(2)
red ∧ℓ−2 F¯redq
.
Here Ξ
(2)
red is obtained from Ξ
(2) by substituting
An−1 =
−1
e¯n−1(B)
(e¯1(B)A+ e¯3(B)A
3 + · · ·+ e¯n−3(B)An−3). (11)
To summarize, the solution space (9) is isomorphic to
∧ℓF¯redq
Ξ
(2)
red ∧ℓ−2 F¯redq
, (12)
as a vector space over C. This space is generated, over C, by functions
Asym(Ar11 · · ·Arℓℓ )∏ℓ
a=1
∏n
j=1(1−AaB−1j )
, 0 ≤ r1 < · · · < rℓ ≤ n− 2.
Remark. For W ∈ Fˆ⊗ℓq we have Asym(W ) ∈ ∧ℓFˆq and ψW = 1ℓ!ψAsym(W ). Thus we sometimes specify
W ∈ Fˆ⊗ℓq to specify the element Asym(W ) in (9).
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4 Form factors
4.1. Double gamma function.
To connect the solutions of (4) to (2), we shall introduce the double gamma function Γ2(x|ω1, ω2)
following [5].
We assume that Reωj > 0. Γ2(x|ω1, ω2)−1 is an entire function of x. Γ2(x|ω1, ω2) is meromorphic with
poles at
x ∈ ω1Z≤0 + ω2Z≤0 (13)
and symmetric with respect to ω1, ω2. The following formula holds:
Γ2(x+ ω1|ω1, ω2)
Γ2(x|ω1, ω2) =
1
Γ1(x|ω2) , (14)
where
Γ1(x|ω) := ω
x
ω
− 12√
2π
Γ(
x
ω
). (15)
With this function, we define
ζ(β) :=
Γ2(−iβ + 3π)Γ2(iβ + π)
Γ2(−iβ + 2π)Γ2(iβ) , Γ2(x) = Γ2(x|2π, 2π). (16)
This function satisfies the following equations
ζ(β − 2πi) = ζ(−β), ζ(β)ζ(β − πi) = 1
Γ1(−iβ + π)Γ1(iβ) , (17)
where Γ1(x) = Γ1(x|2π).
4.2. Solution of (I) and (II).
Given a solution ψ of the equations (7) and (8), define
f := e
n
4
∑n
j=1 βj
∏
1≤j<j′≤n
ζ(βj − βj′)ψ. (18)
Then it can be easily checked that f satisfies (I) and (II) in the axioms for locality. In particular f is a
solution of the qKZ equation (2).
4.3. Minimal form factors.
Definition 1 An operator O is called m-minimal if its n-particle form factors vanish for all n ≤ m− 1.
To each m even and each solution of the equations (I), (II) with n = m, we shall construct a set of
form factors {f(β1, · · · , βn)} of an m-minimal operator such that the initial form factor f(β1, · · · , βm) is
the given one.
For
W =
P (A1, · · · , Aℓ)∏ℓ
a=1
∏n
j=1(1 −AaB−1j )
∈ F̂⊗ℓq ,
we set
ΨP := ψW .
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Define En(t|B) and Eoddn (t|B) by
En(t|B) := exp (
∞∑
k=−∞
tk
n∑
j=1
Bkj ), E
odd
n (t|B) := exp (
∞∑
k=−∞
t2k−1
n∑
j=1
B2k−1j ).
Let
Pm(±)(A1, · · · , Ar|B1, · · · , Bm) = Em(t|B)(
m∏
j=1
Bj)
s
∏
1≤j<j′≤m
(B±1j +B
±1
j′ )
r∏
a=1
Akaa , r ≥ 0, (19)
Pm(±)(B1, · · · , Bm) = Eoddm (t|B)(
m∏
j=1
Bj)
s, r = 0, (20)
be the cycles for initial form factors, where 0 ≤ ka ≤ m for all a and 0 ≤ s ≤ m2 . We consider both (19)
and (20) for r = 0. In the case of r = 0, ΨPm(±) is understood as (notice that M = φ)
ΨPm(±) = Pm(±)v+ ⊗ · · · ⊗ v+.
Set
Pn(±)(A1, · · · , Aℓn |B1, · · · , Bn) = cm,r,sn En(t|B)(
n∏
j=1
Bj)
s
r∏
a=1
Akaa
ℓn∏
a=r+1
An+1−2s+2r−2aa
×D±n (A1, · · · , Ar|B1, · · · , Bn), (21)
where
cm,r,sn := (−1)
1
2 (n−m)s+
1
2m(m−1)
( −2π
ζ(−πi)
)n−m
2
(−2πi) (m−n)(2n+2r−m)4 , (22)
D±n (A1, · · · , Ar|B1, · · · , Bn) :=
1∏
1≤j<j′≤n(B
±1
j −B±1j′ )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1
B±21 · · · B±2n
...
...
...
B
±(n+m−2)
1 · · · B±(n+m−2)n
H±1 (B1) · · · H±1 (Bn)
...
...
...
H±ℓn−r(B1) · · · H±ℓn−r(Bn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,(23)
D±n (B1, · · · , Bn) := (−1)
1
8 (n−m)(n−m+2) exp (−
∞∑
k=−∞
t2k
n∑
j=1
B2kj ), (24)
H±p (B) := exp (−2
∞∑
k=−∞
t2kB
2k)B±(2p−1)
r∏
a=1
(1−A2aB−2). (25)
Here n is even, n ≥ m, ℓn = r + (n−m)/2, (23) is for r ≥ 0, and (24) is for the initial form factor (20).
We set Pn = 0 for n < m.
Theorem 3 The set of functions
fPn(±) = e
n
4
∑n
j=1 βj
∏
1≤j<j′≤n
ζ(βj − βj′)ΨPn(±) (26)
satisfies (I), (II), (III) and defines an m-minimal local operator. Each form factor of (26) is in (V ⊗n)singm−2r.
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We will prove this theorem in Section 5.
On the space of local operators defined by the form factors in Theorem 3, two kinds of abelian sym-
metries manifest.
One corresponds to tk with k odd. It describes the action of local integrals of motion. The other is tk
for k even. It describes some non-trivial symmetry. It is interesting to study wether one can define this
abelian symmetry without using the explicit form of form factors.
4.4. Spins of local operators.
Definition 2 Let fO(β1, · · · , βn) be the form factor of a local operator O. If
fO(β1 + θ, · · · , βn + θ) = exp(θS(O))fO(β1, · · · , βn)
for all n and a parameter θ, then S(O) is called the spin of O.
Let us calculate the spin of the operator O whose n-particle form factor is given by (26) with all tk = 0.
By shifting βj ’s and αa’s simultaneously, one easily finds that
fPn(±)(β1 + θ, · · · , βn + θ)|∀tj=0 = exp(θS±s,m(k1, · · · , kr))fPn(β1, · · · , βn)|∀tj=0,
where
S±s,m(k1, · · · , kr) = −
r∑
a=1
ka +
m2
4
−ms∓ 1
2
m(m− 1), for (21) with (23),
=
m2
4
−ms, for (21) with (24).
Thus we have
Proposition 1 The spin of the local operator whose form factor is fPn(±) |∀tk=0 is S±s,m(k1, · · · , kr).
The multiplication of
I2k−1 =
n∑
j=1
B
−(2k−1)
j ,
to n-particle form factor for all n simultaneously increases the spin of the operator by 2k − 1. As we
mentioned I2k−1 corresponds to the local integrals of motion of spin 2k − 1. The differentiation with
respect to t2k increases the spin by −2k.
4.5. su(2) current.
Let us describe the form factors of su(2) currents as a special case of fPn(±) of Theorem 3.
The form factors of the su(2) currents were determined in [7, 13]. The form factor f+σ of the current
j+σ , σ = ±, is (cf. [12])
f+σ (β1, · · · , β2n) = Cj
+
σ exp(
n
2
2n∑
j=1
βj)
∏
1≤j<j′≤2n
ζ(βj − βj′ )ΨPσ (β1, · · · , β2n), (27)
where ℓ = n− 1 in the formula of ΨPσ and
P+ = (−1)n−1c2,0,12n
2n∏
j=1
Bj
n−1∏
a=1
A2a−1a , P− = (−1)n−1c2,0,02n
n−1∏
a=1
A2a+1a .
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The number Cj
+
σ is a constant which does not depend on n and σ. The cycle P+ is P2n(+)|∀tj=0 with
m = 2, r = 0, s = 1 and P− is P2n(+)|∀tj=0 with m = 2, r = 0, s = 0. In both cases we use (21) and (24).
In particular
S(j+σ ) = −σ.
The two particle form factors are without integral and given by
f+σ (β1, β2) = C
j+σ exp(
−σ
2
(β1 + β2))v+ ⊗ v+.
4.6. Energy momentum tensor.
The n-particle form factor fµν of the energy momentum tensor Tµν was determined in [14]. It is given
by
fµν(β1, · · · , β2n) = CTµν exp(n
2
2n∑
j=1
βj)
∏
1≤j<j′≤2n
ζ(βj − βj′)ΨPµν ,
where Pµν is
Pµν = c
2,1,0
2n
( 2n∑
j=1
B−1j − (−1)ν
2n∑
j=1
Bj
)(
(−1)µ+n
2n∏
j=1
Bj
n−1∏
a=1
A2a−1a +
n−1∏
a=1
A2a+1a
)
.
The number CTµν is a constant given by (30) which is independent of n, µ, ν. The following proposition is
proved in [14]. Since there is a misprint in [14], we shall give a proof of it. It will also serve to understand
the role of the relation (11) between cycles in proving the properties of form factors.
Proposition 2 1. fµν = fνµ. 2. ∂0f0ν − ∂1f1ν = 0.
Proof. 1. For two polynomials P and Q of A1, ..., An−1, we write P ∼= Q if Asym(P ) = Asym(Q) in (9).
Precisely speaking we consider Asym(P ) as an element of (9) after dividing it by the denominator of (5).
Notice that
e¯2n−1(B) =
2n∏
j=1
B−1j
2n∑
j=1
Bj
in the relation (11), where n is replaced by 2n. Using (11) we can rewrite Asym(
∏n−1
a=1 A
2a+1
a ) in terms of
Asym(
∏n−1
a=1 A
2a−1
a ) and get
Pµν ∼= c2,1,12n
( 2n∑
j=1
B−1j − (−1)ν
2n∑
j=1
Bj
)( 2n∑
j=1
B−1j − (−1)µ
2n∑
j=1
Bj
)∏2n
j=1 Bj∑2n
j=1 Bj
n−1∏
a=1
A2a−1a , (28)
where we use c2,1,12n = (−1)n−1c2,1,02n . Thus 1 is proved.
2. Since ∂0 and ∂1 act on 2n-particle form factors by the multiplication of −iM
∑2n
j=1 cosh(βj) and
−iM∑2nj=1 sinh(βj) respectively, the claim is equivalent to
(
2n∑
j=1
B−1j +
2n∑
j=1
Bj)f0ν = (
2n∑
j=1
B−1j −
2n∑
j=1
Bj)f1ν .
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This follows from the equation for cycles
(
2n∑
j=1
B−1j +
2n∑
j=1
Bj)P0ν ∼= (
2n∑
j=1
B−1j −
2n∑
j=1
Bj)P1ν .
Let us prove this equation. Since, by the expression (28),
1
2
(P0ν − P1ν) ∼= −c2,1,12n (
2n∑
j=1
B−1j − (−1)ν
2n∑
j=1
Bj)
2n∏
j=1
Bj
n−1∏
a=1
A2a−1a ,
1
2
(P0ν + P1ν) ∼= c2,1,12n (
2n∑
j=1
B−1j − (−1)ν
2n∑
j=1
Bj)
∑2n
j=1 B
−1
j∑2n
j=1 Bj
2n∏
j=1
Bj
n−1∏
a=1
A2a−1a ,
we have
2n∑
j=1
Bj(P0ν + P1ν) ∼= −
2n∑
j=1
B−1j (P0ν − P1ν). (29)
Thus 2 is proved. q.e.d
Using (11) we have
Pz := c
2,1,0
2n (
2n∑
j=1
B−1j )
n−1∏
a=1
A2a+1a
∼= 1
4
(P00 + P11 + 2P01),
Pz¯ := c
2,1,1
2n
2n∏
j=1
Bj(
2n∑
j=1
Bj)
n−1∏
a=1
A2a−1a
∼= 1
4
(P00 + P11 − 2P01),
where we have defined Pz and Pz¯ by these equations. These are special cases of our cycles, Pz is described
by P2n(−) with r = 1, m = 2, s = 0, k1 = 0 and Pz¯ by P2n(+) with r = 1, m = 2, s = 1, k1 = 0.
The form factors fPz , fPz¯ describe the operators Tz and Tz¯ which correspond to holomorphic and
antiholomorphic part of the energy momentum tensor in the CFT limit. It follows from the description of
the cycles above that the spins of Tz and Tz¯ are 2 and −2 respectively.
Let us introduce the coordinates
z = x0 + x1, z¯ = x0 − x1.
Define the trace Θ of the energy momentum tensor by
Θ =
1
4
(T11 − T00).
Then the conservation laws of Tµν are written as
∂z¯Tz = ∂zΘ, ∂zTz¯ = ∂z¯Θ,
which are in turn equivalent to the relations of cycles:
(
2n∑
j=1
Bj)Pz ∼= (
2n∑
j=1
B−1j )Ptr , (
2n∑
j=1
B−1j )Pz¯
∼= (
2n∑
j=1
Bj)Ptr ,
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where Ptr is the cycle which describes Θ:
Ptr = c
2,1,0
2n (
2n∑
j=1
Bj)
n−1∏
a=1
A2a+1a .
These relations among cycles can be directly checked using (11) as in the previous proposition.
The two particle form factors fµν(β1, β2), fPz(β1, β2), fPz¯(β1, β2) are given by
fµν(β1, β2) = 4πiC
Tµν ζ(β1 − β2)e
1
2 (β1+β2)
eβ1 + eβ2
2∑
i=1
(eβi − (−1)µe−βi)
2∑
j=1
(eβj − (−1)νe−βj)
× 1
β2 − β1 − πi (v+ ⊗ v− − v− ⊗ v+),
fPz(β1, β2) = 4πiC
Tµν ζ(β1 − β2)e 12 (β1+β2)(eβ1 + eβ2) 1
β2 − β1 − πi (v+ ⊗ v− − v− ⊗ v+),
fPz¯(β1, β2) = 4πiC
Tµν ζ(β1 − β2)e− 12 (β1+β2)(e−β1 + e−β2) 1
β2 − β1 − πi (v+ ⊗ v− − v− ⊗ v+).
Notice that the formulae for two particle form factors of Tµν are given by one fold integral. In the case
of weight zero, which is the case for Tµν , this integral can be calculated by some general reason [12].
The above formulae for two particle form factors can be calculated in such a way. The general one time
integrated formulae for n-particle form factors of weight zero are given in §6.
The constant CTµν is determined by the condition
Pµ|β >±=M e
β + (−1)µe−β
2
|β >±, Pµ =
∫ ∞
−∞
Tµ0(x0, x1)dx1,
where |β >± is the one particle states of the kink (+) and the anti-kink (−) with the rapidity β. Explicitly
it is given by
CTµν = − M
2
32π2ζ(−πi) . (30)
5 Proof of Theorem 3
Fix non-negative integers r and m such that m − 2r ≥ 0 and m is even. For an even integer n set
ℓn = r + (n − m)/2. Consider the set of polynomials Pn(A1, · · · , Aℓn |B1, · · · , Bn) in Aj ’s with the
coefficients in the polynomials of B±1j ’s satisfying the following conditions.
(i). 0 ≤ degAa Pn ≤ n for 1 ≤ a ≤ ℓn.
(ii). There exists a set of polynomials Pn = Pn(A1, · · · , Aℓn |B1, · · · , Bn−2|B) such that
Asym {Pn(A1, · · · , Aℓn |B1, · · · , Bn−2, B,−B)} = Asym
{
ℓn−1∏
a=1
(1−A2aB−2)Pn
}
, (31)
Pn(A1, · · ·, Aℓn−1,±B|B1, · · ·, Bn−2|B) = ±Bn−1dnPn−2(A1, · · ·, Aℓn−1|B1, · · ·, Bn−2), (32)
where dn is the constant given by (67).
We shall prove the following two things.
(a). If {Pn} satisfies (i) and (ii), then {fPn} defined by (26), satisfies (III) in the axioms for locality.
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(b). The Pn(±)’s of (21) satisfy (i) and (ii).
Proof of (a). In the following we set ℓ = ℓn for the sake of simplicity. We calculate the residue of fPn at
βn = βn−1 + πi explicitly. Note that the function
∏
j<j′ ζ(βj − βj′ ) is regular at βn = βn−1 + πi. Hence,
it suffices to calculate the residue of ΨPn .
Recall the definition of ΨPn :
ΨPn(β1, · · · , βn) =
∑
#M=ℓ
vM
∫
Cℓ
ℓ∏
a=1
dαa
ℓ∏
a=1
φ(αa)wM (α1, · · · , αℓ) Pn(A1, · · · , Aℓ)∏ℓ
a=1
∏n
j=1(1−AaB−1j )
, (33)
where Aa = e
−αa , Bj = e
−βj . We set
ϕ(α) = ϕ(α;β1, · · · , βn) := (2πi)n φ(α;β1, · · · , βn)∏n
j=1(1−AB−1j )
=
n∏
j=1
{
e
α−βj
2 Γ
(
α− βj + 2πi
2πi
)
Γ
(
α− βj + πi
−2πi
)}
, (34)
where A = e−α. Using this function, we rewrite (33) as
ΨPn(β1, · · · , βn) = (2πi)−nℓ
∑
#M=ℓ
vMIM ,
IM :=
∫
Cℓ
ℓ∏
a=1
dαa
ℓ∏
a=1
ϕ(αa)wM (α1, · · · , αℓ)Pn(A1, · · · , Aℓ). (35)
The singularity at βn = βn−1 + πi comes from pinches of the contour C by poles of the integrand of IM .
Proposition 3 The solution ΨPn has a simple pole at βn = βn−1 + πi.
Proof. Note that the function wM is anti-symmetric with respect to α1, · · · , αℓ. Hence we have
IM =
∫
Cℓ
ℓ∏
a=1
dαa
ℓ∏
a=1
ϕ(αa)gM (α1, · · · , αℓ)
∏
1≤a<b≤ℓ
(Aa −Ab)L(A1, · · · , Aℓ), (36)
where L(A1, · · · , Aℓ) is the polynomial satisfying∏
1≤a<b≤ℓ
(Aa −Ab)L(A1, · · · , Aℓ) = Asym {Pn(A1, · · · , Aℓ)} . (37)
In the limit βn → βn−1 + πi, the contour C may be pinched at αa = βn−1 − πi, βn−1, and βn−1 + πi
(Figure 2).
βn−1 + πi
βn−1
βn−1 − πi
βn−1 − 2πi
βn + πi
βn
βn − πi
βn − 2πi
C
Figure 2
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In order to avoid these pinches, we deform C by taking residues at these points. Then we shall prove that,
once we take the residue with respect to one integration variable αa, the remaining integrand has no poles
that may pinch the contour for other integration variables. The proof is given by dividing the cases.
(I). M ⊂ {1, · · · , n− 2}.
We shall prove that IM has a simple pole at βn = βn−1 + πi in the case M ⊂ {1, · · · , n− 2}. Since there
are no poles at αa = βn−1, βn for any a, the contour C is pinched only by the poles at αa = βn−1−πi and
αa = βn−2πi. To avoid this pinch, we deform the contour for αa by taking the residue at αa = βn−1−πi:∫
C
dαa =
∫
C′
dαa + 2πiResαa=βn−1−πi. (38)
The integration contour C′ is such that it satisfies the same conditions as C for βj + πiZ, j 6= n− 1, n and
it goes between βn−1 and βn−1 − πi, between βn − πi and βn − 2πi (Figure 3).
βn−1 βn
βn−1 − πi βn − πi
βn−1 − 2πi βn − 2πi
C′
Figure 3
The residue in (38) is given by
Resαa=βn−1−πi = e
1
2
∑n−2
j=1 (βn−1−βj−πi)Γ(
1
2
)(−2πi)Γ(βn−1 − βn + πi
2πi
)Γ(
βn−1 − βn
−2πi )ϕ
′(βn−1 − πi)
×
∫
Cℓ−1
ℓ∏
a′ 6=a
dαa′
ℓ∏
a′ 6=a
ϕ(αa′)
{
gM
∏
1≤a′<b′≤ℓ
(Aa′ −Ab′)L
}∣∣∣
αa=βn−1−πi
, (39)
where
ϕ′(α) := ϕ(α;β1, · · · , βn−2). (40)
In (39)
∏
1≤a′<b′≤ℓ(Aa′ −Ab′)|αa=βn−1−πi contains the divisor∏
b6=a
(e−αb − e−βn−1)
which vanishes at αb = βn−1 − πi. Thus the integration contour Cℓ−1 in (39) can be replaced by C ′ℓ−1.
Then Resα1=βn−1−πi has a simple pole at βn = βn−1 + πi which comes from Γ(
βn−1−βn+πi
2πi ). Making the
decomposition (38) in all variables αa we find that IM has a simple pole at βn = βn−1 + πi.
(II). M =M ′ ∪ {n− 1}, M ′ ⊂ {1, · · · , n− 2}.
Notice that there are no poles at αa = βn. The pinches of the integration contour in the limit βn →
βn−1 + πi can occur at αa = βn−1, βn−1 − πi. We decompose the integarl as (Figure 4)∫
C
dαa =
∫
C′
dαa − 2πiResαa=βn−1 + 2πiResαa=βn−1−πi.
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βn
βn−1 − πi βn − πi
βn−1 − 2πi βn − 2πi
C′
Figure 4
βn−1
It can be easily checked that there do not occur pinches of the integration contour in the limit βn →
βn−1 + πi for both Resαa=βn−1 and Resαa=βn−1−πi.
(III). M =M ′ ∪ {n}, M ′ ⊂ {1, · · · , n− 2}.
The pinches of integration contour in the limit βn → βn−1 + πi can occur at αa = βn−1, βn−1 ± πi. We
decompose the integral as∫
C
dαa =
∫
C′′
dαa + 2πiResαa=βn−1+πi − 2πiResαa=βn−1 + 2πiResαa=βn−1−πi. (41)
The integration contour C′′ separates the same sets as C for βj + πiZ, j 6= n− 1 and separates {βn−1 ±
πi} ∪ {βn−1 − 2πiZ≥1} and {βn−1} ∪ {βn−1 + πi+ 2πiZ≥1} (Figure 5).
βn−1 + 2πi
βn−1 + πi
βn−1
βn−1 − πi
βn−1 − 2πi
βn + 2πi
βn + πi
βn
βn − πi
βn − 2πi
C′′
Figure 5
It follows from the calculation of (I) that, for Resαa=βn−1−πi, the pinches of the integration contour in the
limit βn → βn−1 + πi do not occur.
Notice that there are no poles at αa = βn−1, a 6= ℓ in the integrand of IM . For Resαℓ=βn−1 it is not
difficult to check that the pinches of the integration contour in the limit βn → βn−1 + πi do not occur.
Let us consider Resαa=βn−1+πi. The integrand of IM does not have poles at αa = βn, a 6= ℓ. Thus it
is sufficient to consider the case a = ℓ. Since∏
1≤a<b≤ℓ
(Aa −Ab)|αℓ=βn−1+πi =
∏
1≤a<b≤ℓ−1
(Aa −Ab)
ℓ−1∏
b=1
(Ab +Bn−1)
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has zeroes at αb = βn−1± πi, (∀b), the pinches of the integration contour do not occur at αb = βn−1± πi.
Moreover the integrand of Resαℓ=βn−1+πi does not have poles at αb = βn−1, ∀b. Thus for Resαℓ=βn−1+πi
the pinches of the integration contour in the limit βn → βn−1 + πi do not occur. In gM |αℓ=βn−1+πi there
is a simple pole at βn = βn−1+πi. Other factors of the integrand of IM do not produce poles there. Thus
as a whole IM has a simple pole at βn = βn−1 + πi.
(IV). M =M ′ ∪ {n− 1, n}, M ′ ⊂ {1, · · · , n− 2}.
Again we decompose the integral as in (41). It follows from the calculation of (I) that there are no poles
at αb = βn−1 ± πi, βn−1, ∀b in the integrand of Resαa=βn−1−πi.
Let us consider Resαa=βn−1+πi. If a 6= ℓ, there are no poles at αa = βn in the integrand of IM .
Therefore it is sufficient to consider Resαℓ=βn−1+πi. In a similar manner to (III) we find that there are no
poles at αb = βn−1 ± πi, βn−1, ∀b in the integrand of Resαℓ=βn−1+πi.
Next consider Resαa=βn−1 . If a 6= ℓ− 1, ℓ, then Resαa=βn−1 = 0. Consider the case a = ℓ. There are no
poles at αb = βn, βn−1, βn−1−πi (∀b) in the integrand of Resαℓ=βn−1 . Thus the pinches of the integration
contour do not occur.
Let us consider Resαℓ−1=βn−1 . There are no poles at αb = βn (b 6= ℓ), αℓ = βn−1 + πi, and αb =
βn−1, βn−1 − πi (∀b). Thus the pinches of the integration contour do not occur.
Thus the proposition is proved. QED.
By Proposition 3, in the calculation of the residue of ΨPn at βn = βn−1 + πi, we can replace Pn by
Pn|βn=βn−1+πi. Then we apply the assumption (31) and consider the decomposition
ℓ−1∏
a=1
(1−AaB−2n−1)Pn(A1, · · · , Aℓ|B1, · · · , Bn−2|Bn−1) = P+n + P−n , (42)
where
P±n = P
±
n (A1, · · · , Aℓ|B1, · · · , Bn−2|Bn−1) :=
1±AℓB−1n−1
2
ℓ∏
a=1
(1 −AaB−2n−1)Pn. (43)
Then we have
Resβn=βn−1+πiΨPn = Resβn=βn−1+πiΨP+n +Resβn=βn−1+πiΨP−n . (44)
Proposition 4 We have
Resβn=βn−1+πiΨP+n = UnΨP̂+n ⊗ e0, (45)
Resβn=βn−1+πiΨP−n = (−1)
n
2−1UnSn−1,n−2(βn−1 − βn−2) · · ·Sn−1,1(βn−1 − β1)ΨP̂−n ⊗ e0, (46)
where
P̂±n (A1, · · · , Aℓ−1|B1, · · · , Bn−1) := Pn(A1, · · · , Aℓ−1,±Bn−1|B1, · · · , Bn−2|Bn−1), (47)
Un = Un(β1, · · · , βn−1) := (−1)ℓ−1(2πi)ℓ(−2π)n2−1e 12
∑n−2
j=1 (βn−1−βj)
×
n−2∏
j=1
{Γ1(−i(βj − βn−1) + π)Γ1(i(βj − βn−1))} , (48)
e0 = v+ ⊗ v− − v− ⊗ v+. (49)
Proof. First, we calculate ResΨP+n . We expand the coefficient IM as follows.
IM =
∑
σ∈Sℓ
(sgnσ)
∫
Cℓ
ℓ∏
a=1
dαa
ℓ∏
a=1
ϕ(αa)gM (ασ(1), · · · , ασ(ℓ))P+n (e−α1 , · · · , e−αℓ), (50)
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where
P+n (e
−α1 , · · · , e−αℓ) = 1 + e
−(αℓ−βn−1)
2
ℓ−1∏
a=1
(1− e−2(αa−βn−1))Pn(e−α1 , · · · , e−αℓ). (51)
Let us consider the poles of the integrand which may pinch the contour C. Because P+n has zeroes at
αa = βn−1 ± πi, (a = 1, · · · , ℓ), the contour C may be pinched by poles at αa = βn−1 and αa = βn − πi
(the contour C can be deformed to the contour in Figure 6).
βn−1 βn
βn−1 + πi
βn−1 + 2πi
βn + πi
βn + 2πi
βn−1 − πi
βn−1 − 2πi
βn − πi
βn − 2πi
Figure 6
Moreover, since P+n has also zeroes at αa = βn−1, (a = 1, · · · , ℓ − 1), only the contour for αℓ may be
pinched. Note that the singularity at αℓ = βn−1 comes from gM . Hence, the pinch does not occur if
M ⊂ {1, · · · , n− 2}, and it suffices to consider the case of M ∩ {n− 1, n} 6= φ.
(I). M =M ′ ∪ {n− 1}, (M ′ ⊂ {1, · · · , n− 2}) case
In the expansion (50), the integrand has a pole at αℓ = βn−1 only when σ(ℓ) = ℓ. For such terms, we
deform the contour C for αℓ by taking the residue at αℓ = βn−1, that is,∫
C
dαℓ = (regular term) + (−2πi)Resαℓ=βn−1. (52)
The residue above is given by
Resαℓ=βn−1 =
∫
Cℓ−1
ℓ−1∏
a=1
dαa
ℓ−1∏
a=1
ϕ(αa)
× ϕ′(βn−1)Γ
(
−1
2
)
e
βn−1−βn
2 Γ
(
βn−1 − βn + 2πi
2πi
)
Γ
(
βn − βn−1 + πi
−2πi
)
× gM ′(ασ(1), · · · , ασ(ℓ−1))
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
ℓ−1∏
a=1
(αa − βn−1 + πi)
×
ℓ−1∏
p=1
(1− e−2(αp−βn−1))Pn(e−α, e−βn−1). (53)
Here ϕ′(β) is given by (40).
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Using
Resβn=βn−1+πiΓ
(
βn − βn−1 + πi
−2πi
)
dβn = 2πi,
Γ(−1
2
)Γ(
1
2
)e−
πi
2 = 2πi,
ϕ(α)|βn=βn−1+πi = ϕ′(α)×
−(2πi)3
(α − βn−1 + πi)(1 − e−2(α−βn−1))
, (54)
we get
Resβn=βn−1+πiIM = (−1)ℓ(2πi)3ℓϕ′(βn−1)
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
×
∫
Cℓ−1
ℓ−1∏
a=1
dαa
ℓ−1∏
a=1
ϕ′(αa)wM ′ (α)P n(e
−α, e−βn−1). (55)
(II). M =M ′ ∪ {n}, (M ′ ⊂ {1, · · · , n− 2}) case
In a similar manner to (I), it sufficies to consider the terms of σ(ℓ) = ℓ. The pole of the integrand at
αℓ = βn−1 stems from gM and the residue of gM at αℓ = βn−1 is given by
Resαℓ=βn−1 gM = gM ′(ασ(1), · · · , ασ(ℓ−1))
πi
βn−1 − βn
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
ℓ−1∏
p=1
(αp − βn−1 + πi).
This differs from the case (I) by the term πiβn−1−βn which becomes −1 if βn → βn−1+πi. Other calculations
are the same as in the case (I). Therefore the residue is given by minus of (55):
Resβn=βn−1+πiIM = (−1)ℓ+1(2πi)3ℓϕ′(βn−1)
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
×
∫
C
dα
ℓ−1∏
p=1
ϕ′(αp)wM ′ (α)P n(e
−α, e−βn−1). (56)
(III). M =M ′ ∪ {n− 1, n}, (M ′ ⊂ {1, · · · , n− 2}) case
The function gM (ασ(1), · · · , ασ(ℓ)) has a pole at αℓ = βn−1 only if σ(ℓ− 1) = ℓ or σ(ℓ) = ℓ.
Let us consider the case σ(ℓ − 1) = ℓ first. In the calculation of the residue at αℓ = βn−1, only the
residue of gM at αℓ = βn−1 can differ from the calculation in (I). We have
Resαℓ=βn−1 gM = gM ′(ατ(1), · · · , ατ(ℓ−2))
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
1
ατ(ℓ−1) − βn
n−1∏
j=1
ατ(ℓ−1) − βj + πi
ατ(ℓ−1) − βj
×
ℓ−2∏
p=1
{
(ατ(p) − βn−1 + πi)(ατ(p) − ατ(ℓ−1) + πi)
}
(βn−1 − ατ(ℓ−1) + πi)
where τ := σ · (ℓ− 1, ℓ). Then∑
σ∈Sℓ,σ(ℓ−1)=ℓ
(sgnσ)Resαℓ=βn−1 gM |βn=βn−1+πi
=
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
∑
τ∈Sℓ−1
sgn τ gM ′(ατ(1), · · · , ατ(ℓ−2))
n−1∏
j=1
ατ(ℓ−1) − βj + πi
ατ(ℓ−1) − βj
×
ℓ−2∏
p=1
{
(ατ(p) − βn−1 + πi)(ατ(p) − ατ(ℓ−1) + πi)
}
.
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For the case σ(ℓ) = ℓ, we find
Resαℓ=βn−1 gM
= gM ′(ασ(1), · · · , ασ(ℓ−2))
πi
βn−1 − βn
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
× 1
ασ(ℓ−1) − βn−1
n−2∏
j=1
ασ(ℓ−1) − βj + πi
ασ(ℓ−1) − βj
ℓ−1∏
p=1
(ασ(p) − βn−1 + πi)
ℓ−2∏
p=1
(ασ(p) − ασ(ℓ−1) + πi). (57)
Then ∑
σ∈Sℓ,σ(ℓ)=ℓ
(sgnσ)Resαℓ=βn−1 gM |βn=βn−1+πi = −(57). (58)
Thus
Resβn=βn−1+πi IM = 0.
By (55) and (56) we get
Resβn=βn−1+πiΨP+n = (2πi)
−nℓ(−1)ℓ−1(2πi)3ℓϕ′(βn−1)
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj
×
 ∑
#M ′=ℓ−1
vM ′
∫
Cℓ−1
ℓ−1∏
a=1
dαa
ℓ−1∏
p=1
ϕ′(αp)wM ′ (α)P n(e
−α, e−βn−1)
 ⊗ (v+ ⊗ v− − v− ⊗ v+)
= (2πi)−n+ℓ+2(−1)ℓ−1ϕ′(βn−1)
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj ΨP̂+n ⊗ e0 (59)
Using (15), it is not difficult to show
(2πi)−n+ℓ+2(−1)ℓ−1ϕ′(βn−1)
n−2∏
j=1
βn−1 − βj + πi
βn−1 − βj = Un. (60)
This completes the proof of (45).
Next we prove (46). Note that ΨP−n satisfies (7) and (8). Hence we have
ΨP−n (β1, · · · , βn) = Ŝn−1,n−2(βn−1 − βn−2) · · · Ŝn−1,1(βn−1 − β1)
× Pn−1,nΨP−n (β1, · · · , βn−2, βn, βn−1 + 2πi). (61)
Here we should note that the cycle P−n of ΨP−n in the rhs of (61) is given by
P−n = P
−
n (A1, · · · , Aℓ|B1, · · · , Bn−2|Bn−1), (62)
which means that we do not change the order of β’s in P−n .
From (61), it suffices to calculate
Resβn=βn−1+πiΨP−n (β1, · · · , βn−2, βn, βn−1 + 2πi). (63)
19
The calculation of this residue is quite similar to that of ResΨP+n . The result is
Pn−1,nResβn=βn−1+πiΨP−n (β1, · · · , βn−2, βn, βn−1 + 2πi)
= (2πi)−n+ℓ+2(−1)ℓ−1ϕ′(βn−1 + πi)
n−2∏
j=1
βn−1 − βj + 2πi
βn−1 − βj + πi ΨP̂−n ⊗ e0. (64)
Moreover it can be shown that
(2πi)−n+ℓ+2(−1)ℓ−1ϕ′(βn−1 + πi)
n−2∏
j=1
βn−1 − βj + 2πi
βn−1 − βj + πi
= (−1)n2−1Un
n−2∏
j=1
S0(βn−1 − βj). (65)
This completes the proof of (46).
Thus if we define fP by
fP = e
n
4
∑n
j=1 βj
∏
1≤j<j′≤n
ζ(βj − βj′)ΨP ,
then
Resβn=βn−1+πifPn = (−2πi)ℓ+
n
2
ζ(−πi)
2π
B
−(n−1)
n−1
×
{
fP̂+n ⊗ e0 + (−1)
n
2−1Sn−1,n−2(βn−1 − βn−2) · · ·Sn−1,1(βn−1 − β1)fP̂−n ⊗ e0
}
. (66)
Here we used (17).
If (32) is satisfied, that is,
P̂±n (A1, · · · , Aℓ−1|B1, · · · , Bn−2|Bn−1) = ±Bn−1n−1dnPn−2(A1, · · · , Aℓ−1|B1, · · · , Bn−2)
with
dn :=
2π
ζ(−πi) (−2πi)
−ℓ−n2 , (67)
then
RHS of (66) =
{
I − (−1)n2−1Sn−1,n−2(βn−1 − βn−2) · · ·Sn−1,1(βn−1 − β1)
}
fPn−2 ⊗ e0.
Thus (a) is proved.
Proof of (b). It is easy to see that degAa Pn ≤ n for all a. We shall prove (ii).
Using
H±k+1(Bj)−B±2Hk(Bj) = (B±2j −B±2)H±k (Bj), (68)
we find
D±n (A1, · · · , Ar|B1, · · · , Bn−2, B,−B)
= (−1)n+m2 exp (−2
∞∑
k=−∞
t2kB
2k)
r∏
a=1
(1−A2aB−2)D±n−2(A1, · · · , Ar|B1, · · · , Bn−2). (69)
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Lemma 1 For any integer N and a pair of integers (r, ℓ) such that r < ℓ we have
Asym
(
ℓ∏
a=r+1
A−2aa
)
= Asym
(
(−1)ℓ−r−1
ℓ−1∏
a=r+1
(1−A2aB−2)A−2(r+1)ℓ
ℓ−1∏
a=r+1
A−2a−2a
)
,
where Asym is the anti-symmetrization with respect to Ar+1, · · · , Aℓ.
Proof. For two functions P1 and P2 of Ar+1, · · · , Aℓ we write P1 ≃ P2 if Asym(P1) = Asym(P2). Then
ℓ∏
a=r+1
A−2aa ≃ (−1)
1
2 (ℓ−r)(ℓ−r−1)
( ℓ∏
a=r+1
A−2ℓa
) ℓ∏
a=r+1
A2(a−r−1)a
≃ (−1) 12 (ℓ−r)(ℓ−r−1)( ℓ∏
a=r+1
A−2ℓa
) ℓ∏
a=r+1
A2(a−r−1)a (1−A2r+1B−2)
...
≃ (−1) 12 (ℓ−r)(ℓ−r−1)( ℓ∏
a=r+1
A−2ℓa
) ℓ∏
a=r+1
A2(a−r−1)a
ℓ−1∏
a=r+1
(1 −A2aB−2)
= (−1) 12 (ℓ−r)(ℓ−r−1)
ℓ−1∏
a=r+1
(1−A2aB−2)A−2(r+1)ℓ
ℓ−1∏
a=r+1
A−2ℓ+2(a−r−1)a
≃ (−1)ℓ−r−1
ℓ−1∏
a=r+1
(1 −A2aB−2)A−2(r+1)ℓ
ℓ−1∏
a=r+1
A−2−2aa .
q.e.d.
By the lemma we have
Asym
(
ℓn∏
a=r+1
An+1−2s+2r−2aa
)
= Asym
(
(−1)ℓn−r−1
ℓn−1∏
a=r+1
(1−A2aB−2)An−1−2sℓn
ℓn−1∏
a=r+1
An−1−2s+2r−2aa
)
. (70)
It follows from (69) and (70) that Pn given by (21) satisfies (31) with
Pn(±) = (−1)s−1
cm,r,sn
cm,r,sn−2
B2sAn−1−2sℓn Pn−2(±)(A1, · · · , Aℓn−1|B1, · · · , Bn−2). (71)
Here we used ℓn = r + (n−m)/2.
Note that n is even. From (22) and (67), we see that (71) implies (32). This completes the proof of
(b).
6 New symmetry
In the construction of §4.3, the cycles of initial form factors for m-minimal local operators with charge m,
which means r = 0, are either of the following two cycles;
Em(t|B)(
m∏
j=1
Bj)
s
∏
1≤j<j′≤m
(B±1j +B
±1
j′ ), E
odd
m (t|B)(
m∏
j=1
Bj)
s.
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The form factors of some m-minimal local operators can not be obtained from linear combinations of
the expansion coefficients in tj ’s of these two cycles. Important examples of such operators are given
by the operators Λ−1(y) and compositions of it introduced by Lukyanov [9] (see the next section). To
improve this drawback we shall introduce some functions which create new cycles from the ones in §4.3 by
multiplication. The functions are extracted from the integral formula of the form factors of Λ−1(y) [12]
(see §7).
Consider m and r which satisfy m− 2r ≥ 0 and fix them. Set
Qn(+)(y) = Qn(+)(y|A1, · · · , Aℓn |B1, · · · , Bn) =
∏ℓn
a=r+1(1−A2ae2y)∏n
j=1(1 −Bjey)
, (72)
Qn(−)(y) = Qn(−)(y|A1, · · · , Aℓn |B1, · · · , Bn) =
n∏
j=1
B−1j
∏ℓn
a=r+1(e
−2y −A2a)∏n
j=1(1 −B−1j e−y)
, (73)
where ℓn = (n−m)/2 + r as before. Notice that Qn(−)(y) = emyQn(+)(y).
Proposition 5 Consider a set of polynomials Pn(A1, · · · , Aℓn |B1, · · · , Bn) in Aj’s with the coefficients
in symmetric Laurent polynomials of B±1j ’s. Suppose that there exist sets of polynomials of Aj’s, P˜n =
P˜n(A1, · · · , Aℓn |B1, · · · , Bn−2|B) and Pn = Pn(A1, · · · , Aℓn |B1, · · · , Bn−2|B), such that
Pn(A1, · · · , Aℓn |B1, · · · , Bn−2, B,−B) =
r∏
a=1
(1−A2aB−2)P˜n, (74)
Asym
{
P˜n
}
= Asym
{
ℓn−1∏
a=r+1
(1−A2aB−2)Pn
}
, (75)
Pn(A1, · · ·, Aℓn−1,±B|B1, · · ·, Bn−2|B) = ±Bn−1dnPn−2(A1, · · ·, Aℓn−1|B1, · · ·, Bn−2), (76)
where dn is a set of constants and Asym is the anti-symmetrization with respect to Ar+1, ..., Aℓn . Then
Pnewn = PnQn(+)(y) is symmetric in Bj’s and satisfies (74), (75) and (76) for appropriate P˜
new
n and
P
new
n .
Proof. Since Qn(y) does not contain A1, ..., Ar and is symmetric with respect to Ar+1, ..., Aℓn , one has
to prove (76). This follows from
Qn(+)(y)|Bn=−B,Bn−1=B,Aℓn=±B = Qn−2(+)(y).
q.e.d
In the proof of (b) of the proof of Theorem 3 we have proved that Pn(±) given by (21) actually satisfies
(74), (75), (76). Thus we have
Corollary 1 Suppose that m, r, s satisfy m − 2r ≥ 0, 0 ≤ s ≤ m2 . Let Pn(±) be given by (21) and
Pn(±)(y1, · · · , ys) be defined by
P ǫn(±)(y1, · · · , ys) = Pn(±)
s∏
i=1
Qn(ǫ)(yi), (77)
for ǫ = ±. Define the set of functions
fP ǫ
n(±)
(y1,··· ,ys) = e
n
4
∑n
j=1 βj
∏
1≤j<j′≤n
ζ(βj − βj′)ΨP ǫ
n(±)
(y1,··· ,ys). (78)
If we expand (78) into the series of exp(ǫyi)’s at exp(ǫyi) = 0 respectively, then each coefficient of them
satisfies (I), (II), (III) and defines an m-minimal local operator. Moreover each function of (78) is in
(V ⊗n)singm−2r.
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Proof. By Proposition 5, (77) satisfies condition (i) in the beginning of the proof of Theorem 3. The
condition (ii) on the degree of Aa is easily verified. q.e.d
7 Form factors of Lukyanov’s operators Λ−1(y) and T (y)
In [9] Lukyanov has introduced the operators Λk(y), k = 0,±1 and T (y) which produce the generating
functions of form factors of local operators. The n-particle form factors corresponding to Λ±1(y), Λ0(y)
form the 3-dimensional irreducible representation of sl2 whose highest weight vector is the form factor
corresponding to Λ−1(y). The form factors corresponding to T (y) belong to the trivial representation of
sl2.
The integral formulae of form factors corresponding to those operators in [9] take different form from
those in this paper. In [12] the cycles of Λ−1(y) and T (y) in the sense of this paper are found. The
cycles given in [12] are determined up to multiplying 2πi-periodic and symmetric functions of βj ’s. This
is because the solutions of the qKZ equation were mainly concerned there and the 2πi-periodic functions
of βj ’s simply play the role of constants. Here we shall give the cycles of Λ−1(y) and T (y) including those
functions of βj ’s. They are in fact special cases of (77).
First of all we remark that all the local operators obtained from Λ−1(y) and T (y) are 2-minimal.
7.1. Λ−1(y).
The 2n-particle form factor corresponding to Λ−1(y) is described by the cycle
PΛ−1(y) = c2,0,12n (−1)
1
2n(n−1)
2n∏
j=1
Bj
n−1∏
a=1
A2n−1−2aa Q2n(+)(y) (79)
up to overall multiple of a function of y, where m = 2, r = 0. Define the expansion coefficients P
Λ−1(y)
l(±) by
PΛ−1(y) =
∞∑
l=0
P
Λ−1(y)
l(+) exp(ly), e
2yPΛ−1(y) =
∞∑
l=0
P
Λ−1(y)
l(−) exp(−ly).
Let us calculate them. To this end we introduce the complete symmetric function hl(B) and h¯l(B) by
1∏2n
j=1(1−Bjx)
=
∞∑
l=0
hl(B)x
l,
1∏2n
j=1(1−B−1j x)
=
∞∑
l=0
h¯l(B)x
l.
We write P ∼= Q if Asym(P ) = Asym(Q) in the space (9) (cf. §4.6). Then we have
P
Λ−1(y)
l(+)
∼= c2,0,12n (−1)
1
2n(n−1)
2n∏
j=1
Bj
n−1∑
k=0
(−1)k
k∏
a=1
A2n+1−2aa
n−1∏
a=k+1
A2n−1−2aa hl−2k(B)
P
Λ−1(y)
l(−)
∼= c2,0,02n (−1)
1
2n(n−1)
n−1∑
k=0
(−1)k
n−k−1∏
a=1
A2n+1−2aa
n−1∏
a=n−k
A2n−1−2aa h¯l−2k(B).
We can rewrite these cycles to forms close to those of su(2) currents as
P
Λ−1(y)
l(+)
∼= c2,0,12n (−1)
1
2n(n−1)
1
e1(B)
2n∏
j=1
Bj
n−1∑
k=0
e2k+1(B)hl−2k(B)
n−1∏
a=1
A2n−1−2aa
P
Λ−1(y)
l(−)
∼= c2,0,02n (−1)
1
2n(n−1)
1
e1(B)
n−1∑
k=0
e2k+1(B)h¯l−2k(B)
n−1∏
a=1
A2n+1−2aa .
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The poles at e1(B) = 0 of P
Λ−1(y)
l(+) and e1(B) = 0 of P
Λ−1(y)
l(−) are of course apparent.
For l = 0, P
Λ−1(y)
0(±) are overall constant multiples of P± which describe the su(2) currents j
+
± . It is
obvious that the spins of the operators corresponding to P
Λ−1(y)
l(±) are ∓(l+ 1).
7.2. T (y).
The 2n-particle form factor corresponding to T (y) is described by the cycle
PT (y) = c2,1,12n (−1)
1
2n(n−1)
2n∏
j=1
Bj
n∏
a=2
A2n+1−2aa Q2n(+)(y) (80)
up to overall multiple of a function of y, where m = 2, r = 1. Define the expansion coefficients by
PT (y) =
∞∑
l=0
P
T (y)
l(+) exp(ly), e
2yPT (y) =
∞∑
l=0
P
T (y)
l(−) exp(−ly).
They are given by
P
T (y)
l(+)
∼= c2,1,12n (−1)
1
2n(n−1)
2n∏
j=1
Bj
n−1∑
k=0
(−1)k
k+1∏
a=2
A2n+3−2aa
n∏
a=k+2
A2n+1−2aa hl−2k(B)
P
T (y)
l(−)
∼= c2,1,02n (−1)
1
2n(n−1)
n−1∑
k=0
(−1)k
n−k∏
a=2
A2n+3−2aa
n∏
a=n−k+1
A2n+1−2aa h¯l−2k(B).
Again we can rewrite these cycles as
P
T (y)
l(+)
∼= c2,1,12n (−1)
1
2n(n−1)
1
e1(B)
2n∏
j=1
Bj
n−1∑
k=0
e2k+1(B)hl−2k(B)
n∏
a=2
A2n+1−2aa
P
T (y)
l(−)
∼= c2,1,02n (−1)
1
2n(n−1)
1
e1(B)
n−1∑
k=0
e2k+1(B)h¯l−2k(B)
n∏
a=2
A2n+3−2aa .
For l = 1, P
T (y)
l(+) and P
T (y)
l(−) are overall constant multiples of Pz¯ and Pz respectively. The spins of the
operators corresponding to P
T (y)
l(±) are ∓(l+ 1).
We remark that P
T (y)
l(±) for even l do not correspond to local operators. They satisfy axioms (I) and
(II). Moreover they satisfy axiom (III) for 2n and 2n−2 particle form factors with n > 2. But they do not
satisfy (III) for two particle form factors, that is, two particle form factors have a pole at β2 = β1 + πi.
8 Another form factor formula for weight zero
If the weight of ψW is zero, that is n = 2ℓ, then ψW = 0 for W ∈ F⊗ℓq (see [12]). Using this property one
can rewrite the form factor formula. This rewriting was done in [12] for the solutions of qKZ equation.
Again, there, the 2πi-periodic functions of βj ’s were not taken care of. Here we present the form factor
formulae which satisfy the axioms for locality.
We use 2n instead of n in this section since it is more convenient. We recall some notations from [12].
For M ⊂ {1, ..., 2n} we set
P+M (α) =
∏
j∈M
(α− βj + 2πi), P−M (α) =
∏
j /∈M
(α− βj + 2πi).
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Define the operator Tx by
Txf(α) = f(α)− f(α+ x).
For a rational function f(α) we define the polynomial [f(α)]+ in such a way that f(α)− [f(α)]+ is regular
at α =∞. Using these notations we define polynomials Q(a)M (α) 1 ≤ a ≤ n− 1 by
Q
(a)
M (α) = P
+
M (α− πi)
[
T−πi
( P−M (α)
P+M (α− πi)
[P+M (α − πi)
(α− πi)a
]
+
)]
+
+ P−M (α)
[
T−πi
(P+M (α)
αa
)]
+
.
Let vSM = v
S
M (β1, · · · , β2n), ♯M = n be the basis of
(
V ⊗2n
)
0
which satisfies the conditions
vS··· ,ǫk+1,ǫk,···(· · · , βk+1, βk, · · · ) = Pk,k+1Ŝ(βk − βk+1)vS··· ,ǫk,ǫk+1,···(· · · , βk, βk+1, · · · ), (81)
vSMext = vMext +
∑
M 6=Mext
cMvM , (82)
whereM = {k|ǫk = −},Mext = {1, · · · , n} and cM ’s are some constants. It is known that vSM are uniquely
determined by the conditions (81) and (82). For the explicit construction of vSM see [12]. We set
v˜SM =
vSM∏
j /∈M,k∈M (βj − βk − πi)
.
Consider the cycle
W =
n∏
k=1
Wk(αk), Wk(α) =
Pk(α)∏2n
j=1(1−AB−1j )
.
Suppose that Wk ∈ Fq for k 6= n and Wn ∈ Fˆq. Then it is proved in [12] that
ψW (β1, · · · , β2n) = 2n(−2πi)
(
Wn(+∞)−Wn(−∞)
)
×
∑
♯M=n
v˜SM
∫
Cn−1
n−1∏
a=1
dαa
n−1∏
a=1
φ(αa) det(Q
(a)
M (αb))
n−1
a,b=1
∏n−1
k=1 Pk(αk)∏n−1
a=1
∏2n
j=1(1 −AB−1j )
.
If Pn = 1 then
Wn(+∞) = lim
A→0
1∏2n
j=1(1−AB−1j )
= 1, Wn(−∞) = lim
A→∞
1∏2n
j=1(1 −AB−1j )
= 0.
For a polynomial P of A1,...,An−1 satisfying P |Aa=0 = 0 and degAa P ≤ 2n− 1, (a = 1, · · · , n− 1), set
Ψ˜P (β1, · · · , β2n) =
∑
♯M=n
v˜SM
∫
Cn−1
n−1∏
a=1
dαa
n−1∏
a=1
φ(αa) det(Q
(a)
M (αb))
n−1
a,b=1
P∏n−1
a=1
∏2n
j=1(1−AB−1j )
.
Let
P2m(±)(A1, · · · , Am−1|B1, · · · , B2m) = E2m(t|B)(
2m∏
j=1
Bj)
s
∏
1≤j<j′≤2m
(B±1j +B
±1
j′ )
m−1∏
a=1
Akaa
be the cycle for initial form factor, where 1 ≤ ka ≤ 2m− 1 for all a and 0 ≤ s ≤ m. Set
P2n(±)(A1, · · · , An−1|B1, · · · , B2n) = c˜2m,m,s2n E2n(t|B)(
2n∏
j=1
Bj)
s
m−1∏
a=1
Akaa
n−1∏
a=m
A2n−1−2s+2m−2aa
×D˜±2n(A1, · · · , Am−1|B1, · · · , B2n), (83)
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where
D˜±2n = D
±
2n
∣∣
Am=0
, c˜2m,m,s2n = 2
n−mc2m,m,s2n .
Then by Theorem 3 we have
Theorem 4 The set of functions
f˜P2n(±) = e
n
2
∑ 2n
j=1 βj
∏
1≤j<j′≤2n
ζ(βj − βj′ )Ψ˜P2n(±) (84)
satisfies (I), (II), (III) and is 2m-minimal. Each form factor of (84) is in (V ⊗n)sing0 .
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A Appendix
Here we list cycles corresponding to important local operators. The cycles are decribed modulo constant
multiple. In the part ”Representation of sl2”, the dimension of the irreducible representation of sl2 to
which the operator belongs is written. For example the form factors of j++ is the highest weight vector of
the 3-dimensional irreducible representation of sl2.
As explained in §7, Λ(y) and T (y) describe the generating functions of form factors of local operators.
More precisely in the expansion of the form factor corresponding to T (y) only the coefficients of the odd
power of exp(±y) are the form factors of local operators.
Operator P-cycle (2n particle) Spin Minimality Representation of sl2
j++
∏2n
j=1 Bj
∏n−1
a=1 A
2a−1
a −1 2 3
j+−
∏n−1
a=1 A
2a+1
a 1 2 3
Tz (
∑2n
j=1 B
−1
j )
∏n−1
a=1 A
2a+1
a 2 2 1
Tz¯ (−1)n−1
∏2n
j=1 Bj(
∑2n
j=1 Bj)
∏n−1
a=1 A
2a−1
a −2 2 1
Θ (
∑2n
j=1 Bj)
∏n−1
a=1 A
2a+1
a 0 2 1
Λ−1(y)
∏2n
j=1 Bj
∏n−1
a=1 A
2a−1
a
∏n−1
a=1 (1−A
2
ae
2y)∏
2n
j=1(1−Bje
y)
∗ 2 3
T (y)
∏2n
j=1 Bj
∏n
a=2A
2n+1−2a
a
∏n
a=2(1−A
2
ae
2y)∏
2n
j=1(1−Bje
y)
∗ 2 1
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