Abstract-Recursive prediction of the state of a nonlinear stochastic dynamic system cannot be efficiently performed in general, since the complexity of the probability density function characterizing the system state increases with every prediction step. Thus, representing the density in an exact closed-form manner is too complex or even impossible. So, an appropriate approximation of the density is required. Instead of directly approximating the predicted density, we propose the approximation of the transition density by means of Gaussian mixtures. We treat the approximation task as an optimization problem that is solved offline via progressive processing to bypass initialization problems and to achieve high quality approximations. Once having calculated the transition density approximation offline, prediction can be performed efficiently resulting in a closed-form density representation with constant complexity.
I. INTRODUCTION Estimation of uncertain quantities is a typical challenge in many engineering applications like information processing in sensor-actuator-networks, localization of vehicles or robotics and machine learning. One aspect that arises is the inference of a given uncertain quantity through time. Particularly the recursive processing of this so-called prediction requires an efficient implementation for practical applications.
Typically, random variables are used to describe the quantities and their uncertainties. For such a representation the prediction problem is solved by the Bayesian estimator. In general, the probability density of the predicted quantity cannot be calculated in closed form and the complexity of the density representation increases with each time step. The consequence of this is an impractical computational effort. Only for some special cases full analytical solutions are available. For linear systems with Gaussian random variables the Kalman filter provides exact solutions in an efficient manner [7] . Versatile approximative techniques exist for the case of nonlinear systems: To overcome the problem of representing the whole predicted density, particle filters use samples instead [2] . They are easy to implement and to parallelise, but it is still a hard task to obtain adequate samples at every prediction step. Another possibility arises from the usage of generic parameterized density functions. The well known extended Kalman filter uses linearization to apply the Kalman filter equations on nonlinear systems [10] , while the unscented Kalman filter offers in addition higher order accuracy by using a deterministic sampling approach [6] . The [8] are a much better approach for parameterized density functions. The bandwidth of estimators using Gaussian mixtures is wide. It ranges from the efficient Gaussian sum filter [1] that allows only an individual updating of the mixture components up to computationally more expensive but precise methods [5] .
In this paper, we introduce a new closed-form prediction approach for nonlinear systems by means of a Gaussian mixture approximation of the transition density. The transition density is used to propagate the probability density of the current system state to the next time step. By approximating it, the prediction step can be solved analytically and results in a Gaussian mixture representation of the predicted density. To avoid getting trapped in local optima, and thus ensure a high accuracy, we approximate the transition density in a progressive way. For that purpose, a parameterized transition density is introduced, which starts from a simple density and continuously approaches the true transition density. The necessary demanding computations can be calculated offline, whereas the prediction still remains an online task, that is reduced to simple multiplications of Gaussian densities. Hence, an efficient prediction is available.
In the following section, we will review the Bayesian estimator for discrete-time systems and point out the relation between transition density and system model. Furthermore, the requirements for offline approximation are formulated. The rest of the paper is structured as follows: Section III derives the closed-form prediction of nonlinear systems using a special case of Gaussian mixtures for transition density approximation. The actual approximation and its progressive processing is explained in Section IV together with an example application comprising a cubic system model. Section V further investigates the cubic system model in order to compare and discuss the results of the new prediction approach with those of the extended Kalman filter and the Bayesian estimator. The paper closes with a conclusion and an outlook to future work. where Xk is the scalar system state at time step k and Wk is additive noise representing the unknown disturbance acting upon the system. It is assumed as a white, stationary Gaussian random process with density fW(Wk) = A(Wk1w,j (7w), where ,Uw is the mean and arw is the standard deviation.
To simplify matters, we just consider the state evolution in abscence of a system input as in (1) . All results of this paper also hold in the presence of a non-zero system input.
While dealing with the measurement or filter step depending on the measurement equation is subject of future work, we focus in this paper on the system equation (1) . Given an estimate fox(xo) for x0 at k = 0, this equation is used in a Bayesian setting for a recursive system state propagation in time. According to [11] this so-called prediction step of the Bayesian estimator results in a density fkx(Xk+1) = fT(Xk+l)fkx(Xk)dXk (2) for Xk+1, where fT(Xk+l) is the transition density fT (X+) = f(Xk+l Xk) = fw(Xk+l a(Xk)) which depends upon the noise density of wk and the structure of the system equation. Since (1) is time-invariant and Wk is stationary, this bivariate density is also time-invariant, i.e., its shape is constant for all time steps k.
In general, the recursive Bayesian estimator is computationally impractical. The complex shape of the transition density fT(Xk+l) prevents a closed-form and above all an efficient solution of (2). In general, no exact analytical density can be generated in the prediction step. Hence, for the general case of nonlinear systems with arbitrary distributed random variables an approximation of the true predicted density is inevitable. From now on true densities will be denoted by a tilde, e.g. f(.), while the correspondig approximation will be denoted by f (.).
Since directly approximating the true predicted density fj+[1 (X+±1) is difficult, we use a Gaussian mixture representation fT(Xk+l, r) of fT(Xk+l) for approximation purposes', that depends upon the parameter vector r1. For high quality approximations, an appropriate parameter vector rj has to be calculated, that minimizes a given distance measure G(r1) between the true transition density fT(Xk+l) and its approximation fT(Xk+l, r). This resulting optimization task can be solved offline and independent of the prediction as shown in Figure 1 . For this we take advantage of the fact that in real systems the system state is usually restricted to a finite interval, i.e., 
III. THE PREDICTION STEP
The transition density approximation allows to perform an efficient, closed-form prediction step online, depicted in Figure 1 . For this purpose we assume that all involved densities are represented as Gaussian mixtures.
First we assume fk[ (Xk) is given by PROOF. Using the Bayesian prediction equation (2) (6) with Wk+1,i = Wi Zk1 Wk,jZi,.
The number of components in f x1 (Xk+l) depends only on the number of components in fT(Xk+l, rj). Thus, the complexity of fk+< (Xk+1) remains constant over time.
For getting the result in (6), only the integral over a multiplication of two Gaussian densities, denoted as zij, has to be solved. This corresponds exactly to the prediction step of a Kalman filter. Hence, (6) provides the closed-form and efficient solution for the prediction step by means of the Gaussian mixture approximation of a transition density. D
Generally, the more components fT(Xk+l, rj) contains, the more accurate the approximation of fx1(xk±) is. Using a non axis-aligned Gaussian mixture for fT(Xk+l, r) instead an exponential growth of components for fx1(xk±) would be the consequence. The two following remarks give attention to some consequences of Theorem 1.
Remark I (Gaussian Mixture Reduction) Several estimators using Gaussian mixture density representations suffer from the exponential growth of components. Theorem ] offers a simple method for Gaussian mixture component reduction by applying additional prediction steps with the transition density approximation of the linear system Xk+1 = Xk + Wk .
To keep the introduced error small, wk is Gaussian with zero-mean and standard deviation 0 <cw «<1. (8) Although this measure has been selected for its simplicity and convenience, it has been found to give excellent performance. Of course, the methods of this paper are not restricted to this measure. Independent of the selected distance measure, Gaussian mixture approximations are considered a tough problem. In general, no closed-form solution of (7) can be derived. In addition, the high dimension of r1 complicates the selection of an initial solution, so that the direct application of numerical minimization routines causes insufficient local optima for r1.
A. Approximation by Means of Progressive Processing
Instead of attempting to directly approximate the transition density, we pursue a progressive approach for finding r1 as shown in Figure 2 . This type of processing has been proposed in [5] , [9] . In doing so, a parameterized transition density fT(Xk+l,-:) with the progression parameter -y C [0,1] is introduced. This progression parameter ensures a continuous transformation of the solution of an initial, tractable optimization problem towards the desired true transition density fT(Xk+l) by tracking a gradually changing distance measure G(71, -y).
For a = 0 the initial optimization consists of approximating the transition density of the linear system Xk+1 AXk-+Wk , (9) where A C R. As discussed in Section IV-E, this problem easily allows calculating an optimum by numerical opimization without an initial parameter selection by the user. Starting from this optimum the progression parameter a is gradually incremented by A-y. In every single so-called progression step the distance measure G(r1, -) between the parameterized transition density fT(Xk+l, -y) and its approximation fT(Xk+l, rq) is minimized by employing of the BFGS formula [3] , a well known optimization method.
The approximation fT(Xk+l, r), or more precisely the parameter vector rT, follows gradually .fT(Xk+l, -y) until the desired true transition density fT(Xk+l) is finally reached forty= 1. Hence, for fT(Xk+l,:y) we obtain fT(Xk+±l 0) =f(X +1 Xk) (10) fT(Xk±l, 1) =fT (Xk+) if Xk e Q, otherwise
This progressive processing of (7) bypasses the choice of insufficient starting parameters. Hence, the typical problem of obtaining suboptimal solutions is attenuated or even prevented with a proper choice of A-y. This yields the modified system equation Xk+1 = a(Xk, )+wk (11) The dependence of fT(Xk±+l, ) fw (Xk+1 -a(Xk, )) on system equation (11) automatically causes its parameterization according to (10) . (2) and is used as reference. Figure 4 shows the resulting densities of the predicted system state Xk+1 for four consecutive prediction steps at time k = 0, ... , 3. It is obvious that there is almost no shape difference between the predictions of the Bayesian estimator and our approach. Especially both modes of the optimal predicted density fkx+l(Xk+l) are approximated almost exactly. Same is true for the means, see (6) . So, higher approximation accuracy is available and enhanced with an increasing number of components LT.
VI. CONCLUSIONS AND FUTURE WORK This paper introduced a novel approach for closed-form prediction of dynamic time-invariant nonlinear systems based on approximate transition densities. Approximating transition densities by means of Gaussian mixtures with axis-aligned components leads to an optimization problem. As most of the optimization methods suffer from getting trapped in local optima, a progressive processing is proposed that transforms the solution of an initial, tractable optimization problem continuously towards the desired transition density. As a result, high quality approximations are obtained. Since the optimization problem is solved offline, great effort can be spent without restricting the efficiency of the prediction step.
Due to the Gaussian mixture representation of the transition density, the prediction result is calculated analytically. Using axis-aligned Gaussian mixtures leads to a constant number of components describing the approximation of the predicted density. Thus, we obtain an efficient recursive prediction, whose accuracy depends on the adjustable transition density approximation. These properties were demonstrated by recursively predicting the system state of a cubic system.
The described approach has been introduced for scalar random variables for the sake of brevity and clarity. It can be generalized to random vectors in a straightforward manner. Considering the filter step is also part of future work. Generally, the progressive processing offers room for improvement. For example, an adaptive progression parameter increment and adjustment of the number of Gaussian mixture components during the progression for additional approximation quality enhancement are possible. 
