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Introducción
En las tres últimas décadas, el estudio de ciertas ecuaciones no lineales en
derivadas parciales, conocidas como sistemas integrables, ha recibido gran
atención por parte de los investigadores en Física-Matemática. El motivo
de este interés son sin duda las propiedades sobresalientes que tales sistemas
presentan tanto desde el punto de vista físico como del matemático. Podemos
decir que los sistemas integrables tienen un doble caracter de universali-
dad. En Física son ecuaciones que aparecen de forma sistemática cuando
se analizan límites asintóticos de diferentes modelos. Así fenómenos físicos
en dinámica de fluidos, óptica no lineal, etc son ejemplos en donde aparecen
dichas ecuaciones integrables. Desde el punto de vista matemático presentan
rasgos notables, esto es, dichas ecuaciones poseen propiedades inesperadas
que en general una ecuación no lineal en derivadas parciales no tiene.
El fenómeno solitón es algo caraterístico de los sistemas integrables. Los
solitones son soluciones de estas ecuaciones con la estructura de una onda
que presentan comportamientos típicos de partículas. Supongamos que para
1 = —~ se da el dato inicial siguiente: la función esta localizada en pequeños
entornos de ±~. Este dato inicial evolucionará con la dinámica dada por la
ecuacion integrable. Dicha evolución es aproximadamente libre, esto es, las
pequeñas ondulaciones se acercan la una a la otra sin influirse mutuamente,
hasta que llegan a la región de interacción. En dicha zona la dinámica es
considerablemente no lineal, pero curiosamente ambas ondulaciones emergen
de la región de interacción sin modificación en su forma y tan solo hay un
retraso con respecto a la evolución libre. Esta solución que hemos descrito
someramente es el típico 2-solitón, pudiéndose extender estas consideraciones
a soluciones tipo N-solitón. Debemos comentar que lo dicho es válido en
1 + 1 dimensiones y que la situación en 2 + 1 dimensiones es bastante mas
compleja.
Los solitones se pueden hallar al menos por tres métodos distintos. El
primero de ellos, la transformada espectral inversa, se basa en la construccion
7
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de un problema espectral que con la dinámica del sistema integrable evolu-
ciona de forma sencilla. La resolución del problema inverso da la solución
al sistema integrable. Este método fue usado por primera vez en Gardner, —
Greene, Kruskal y Miura(1967). El segundo método es el del formalismo
bilineal y la función r expuesto en Hirota(1971) y desarrollado en profundi-
dad por la escuela japonesa de Kyoto. Un tercer método es el introducido
en Novikov(1974) y Krichever(1976), en estos trabajos se buscan soluciones
cuasiperiodicas de ¡<dV y para ello se estudian ciertas superficies de Riemann
y se emplea la geometría algebraica. mt
Los sistemas integrables tienen propiedades matemáticas importantes.
Se observa que existen un número infinito de leyes de conservación locales
y no triviales. Estas leyes de conservación se encuentran ligadas a simetrías
del sistema integrable reflejándose este hecho en la aparición de la jerarquía
integrable. Esto es, un conjunto infinito de ecuaciones integrables que son
cada una de ellas simetrías del resto. También estos sistemas integrables
son a veces completamente integrables. El espacio de fases es el espacio
de soluciones con las condiciones de contorno adecuadas y es en general —
un espacio de Sobolev. Con respecto al corchete de Poisson presente en el
espacio de fases las cantidades conservadas están en involución y el sistema es
completamente integrable en el sentido de la Mecánica Clásica. Las variables S
acción-ángulo se obtienen a partir de la transformada espectral inversa.
Muchos sistemas integrables se encuentran conectados entre sí mediante a
transformaciones no lineales, Esto es, dada una solución de un sistema in-
tegrable se pueden hallar soluciones de otro mediante una transformac¡on
no lineal. El ejemplo más sobresaliente es la transformación de Miura.
Miura( 1968).
Como se ha comentado, los sistemas integrables poseen un número in- a
finito de simetrías y por tanto debe existir un grupo de Lie de dimension
infinita que genere dichas simetrías. En ecuaciones integrables en 1+1 dimen-
siones es un grupo de lazos y su álgebra de Lie es un álgebra de ¡<ac-Mood3’ —
de tipo afín. Cuando se estudian sistemas integrables en 2 + 1 dimensiones
aparecen grupos de automorfismos sobre un espacio de Hilbert, las álgebras
de Lie son álgebras de Kac-Moody de rango infinito.
Existen excelentes tratados sobre la teoría de los sistemas integrables, al-
gunos de ellos son Drazin y Johnson(1989), Newell(1985), Faddeev y Takhta- O
jan(1987) y Novikov, Manakov, Pitaevskii y Zakharov(1983).
a
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La teoría de los sistemas integrables ha experimentado una larga evolución.
En 1834 J.S.Russell descubrió el fenómeno de la propagación de ondas loca-
lizadas de gran longevidad, él las llamo ‘great waves of transíation’, Ruselí
(1844). A partir de ese momento se dedicó a perfeccionar diferentes técnicas
para la producción de este tipo de ondas en su laboratorio. Ello le permitió
el estudio experimental de dicho fenómeno, y concluyó empíricamente que
la velocidad de la onda, y, obedece a la fórmula y2 — y(h + a) donde a es
la amplitud de la onda, b la altura del agua en el canal sin perturbar y
y la aceleración de la gravedad. En los trabajos Boussinesq(1871,1872) y
Rayleigh(1876) se desmostraba esta fórmula a partir de las ecuaciones para
un fluido incompresible y sin viscosidad y se obtenía la primera expresión
explícita de un 1-solitón. Esto es, si z es la variable que parametriza la
posición en el canal y 1 es el tiempo la perturbación es u = a sech(/3(x — vi))
donde 2hfl = En Boussinesq(1872) se encontró la tercera ley de
conservación que fue denominada tercer momento de inestabilidad. Hubo
que esperar al trabajo Korteweg y de ‘¿ries, Korteweg y de Vries(1896),
pata tener una ecuación simple para u. Dicha ecuación fue hallada usando
límites asintóticos en las ecuaciones iniciales y se conoce como ecuación de
Korteweg-de Vries(l<dV). Esta ecuación se puede escribir, tras renormali:iar
las variables, como
411t = urrx — CutiX.
El siguiente paso hacia la teoría de los sistemas integrables fue consecuen-
cia de los estudios en teoría del sólido. Cuando se modela un sólido mediante
una red unidimensional de muelles, con interacción lineal tipo Hooke entre
ellos, la conductividad térmica efectiva es infinita. Esto se debe a que los
diferentes modos normales no interaccionan entre síy por tanto la energía
se transporta libremente en cada modo. En 1914 Debye apuntó que s:~ la
interacción es no lineal entonces los modos normales pueden interaccionar
mutuamente y de este modo dar una conductividad térmica efectiva finita.
En el trabajo de Fermi, Pasta y Ulam(1955) se llevó a cabo el siguiente
experimento numeríco. Supusieron una red de muelles con la interacción
tipo Hooke a la que se le añade un término cuadrático en el desplazamiento.
Construyeron un esquema numérico para este modelo teórico esperando que
sí en el estado inicial la energía se encontraba en el modo fundamental o en
los modos excitados más bajos, el sistema se relajaría a un estado de equili-
brio estadístico debido a los acopios no lineales. Por tanto, en el estado final
del sistema la energía se encontraría equidistribuida por todos los modos y
la conductividad sería proporcional al inverso del tiempo de relajación. Lo
e’
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que obtuvieron sin embargo fue totalmente diferente. La energía, después de
visitar algunos modos excitados, retornaba aproximadamente al estado ini-
cial tras un tiempo mucho menor que el tiempo de recurrencia de Poincaré, e
repitiendo este proceso periódicamente. En realidad, estaban observando la
primera simulación en ordenador del fenómeno solitón.
Zabusky y Kruskal estudiaron en Zabusky y Kruskal(I965) plasmas sin —
colisión. Tras un análisis perturbativo llegaron a la ecuación de ¡<dV usando
un esquema numérico que preserva la energía. Aparecieron pulsos separados
e
y cuando estos pulsos colisionaban la interacción era no lineal pero ambos
emergían de esta zona de colisión sin cambio en la forma o velocidad. Tan
solo había una desfasaje con respecto a un pulso que no hubiera interac-
acionado. Tras un tiempo pequeño los pulsos reconstruían e] dato inicial
describiendo correctamente los resultados de Fermi, Pasta y 131am. Fueron
Kruskal y Zabusky los que acuñaron e! nombre de solitón para este tipo de
solución.
La ecuación de ¡<dV posee dos leyes de conservación obvias, la propia
ecuación y la asociada a la energía. Zabusky y Kruskal fueron capaces de e
hallar otras leyes de conservación adicionales y Miura algunas más. Kruskal
y Miura tenían la convicción de que existían infinitas leyes de conservación
para ¡<dV. A su vez en Gardner, Greene, Kruskal y Miura(1967) se elaboró —
un método efectivo para la construcción de soluciones, la transformacion
espectral inversa. A la ecuación de ¡<dV se le puede asociar una ecuación
de Schrédinger cuyo potencial es la solución de ¡<dV. La evolución de los O
datos de ‘scattering’ según la dinámica de ¡<dV es fácilmente integrable y el
problema inverso da soluciones de ¡<dV a partir de estos datos de ‘scatrering’
evolucionados. Este método está relacionado con la ecuación de ¡<dV mo-
dificada (mKdV), hallada en Miura(1968), que se encuentra conectada con
¡<dV a través de una transformación no lineal, la transformación de Miura.
En dicho trabajo se demuestra que m1<dV tiene un número infinito de leyes
de conservación y por tanto la ecuación de ¡<dV debe tener también una
colección infinita de cantidades conservadas.
e
En Lax(1968) se introdujo una nueva formulación de ¡<dV a través de
ecuaciones de compatibilidad para operadores diferenciales. Se había halla-
do el par de Lax para ¡<dv. El método introducido aclara los resultados de e
Gardner, Greene, Kruskal y Miura(l967) y es fundamental en el desarrollo
de la teoría.
e
Después hubo un desarrollo rápido de la teoría de los sistemas inte-
a
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grables. Apareció una formulación equivalente a la de los pares de Lax
que se conoce como la condición de curvatura nula. Los trabajos pioneros
en este sentido fueron Ablowitz, Kaup, Newell y Segur(1974), Zakharov y
Shabat(1974,1979) y Novikov(1974); se puede consultar la exposición de
N’ovikov, Manakov, Pitaevskii y Zakharov(1984) y Dubrovin, ¡<richever y
Novikov(1990). En Zakharcv y Shabat(1979) ya aparecen problemas de
factorización del tipo Riemann-Hilbert. Con este método se integraron un
gran numero de ecuaciones, la primera de ellas fue una ecuación importante
en óptica no lineal, la ecuación de Schr6dinger no lineal, Zakharov y Sha-
bat (1971).
Ya en Gardner, Greene, ¡<ruskal y Miura(1967) se utilizaba una primera
estructura hamiltoniana de KdV. La ecuación de KdV posee una segunda
estructura hamiltoniana relacionada con la ecuación de mKdV, Magri(1978).
Estos hechos dieron pie a la introducción en Gel’fand y Dikii(1976,1977) del
álgebra de operadores pseudodiferenciales y la consecuente generalización
de la ecuación de ¡<dV. En Adler(19’79) y en Lebedev y Manin(1979) se
interpretaba esta construcción a través del corchete de Lie-Poisson en el
álgebra de Lie de operadores pseudodiferenciales o álgebra de Volterra. En
este sentido ver Manin(1979) y Wilson(1979).
Al mismo tiempo que se estudiaban estas estructuras hamiltonianas un
trabajo de Novikov, Novikov(1974), dio lugar a una serie de artículos en los
que se analizaban las soluciones cuasiperiódicas de ¡<dV. El uso de curvas
hiperelípticas y de la geometría algebráica fue fundamental, ver ¡<richever
(1977) y Dubrovin(1981). Aparecieron así nuevos métodos procedentes de
la geometría algebráica en la construcción de las soluciones cuasiperiódicas
de ¡<dV. La construcción de tales soluciones con la transformada espectral
inversa es muy compleja, para ello ver Dubrovin, ¡<richever y Novikov(1990).
La matriz-r apareció como consecuencia del desarrollo de la teoría cuánti-
ca de los sistemas integrables y de la transformada espectral inversa cuántica
ver Sklyanin, Takhtajan y Faddeev(1980), Takhtajan y Eaddeev(1979) y Fad-
deev(1980). Estos trabajos se vieron influidos por el trabajo Baxter(19723.
y el limite clásico de esta ecuación fue encontrado en Sklyanin(1979). E]
papel de la matriz-r clásica en la técnica de la transformación espectral
inversa ha sido importante desde entonces, ver ¡<ulish y Sklyanin(1980).
Estas formulaciones permiten la introducción de corchetes de Lie-Poissorr
tensoriales en relación con los pares de Lax. La aproximación de Semenov-
Tyan-Shanskii(1983) a estas construcciones ha sido muy fructífera, dando
e’
e
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lugar a toda una serie de aplicaciones de las que esta tesis constituye un
ejemplo.
a
Las álgebras de Kac-Moody de tipo afín se usaron para la generalización
de la ecuación de ¡<dV en los trabajos Drinfel’d y Sokolov(1981,1985-1) y
la teoría de Gel’fand-Dikii se encuentra como caso particular de estas cons-
trucciones. En los artículos de la escuela japonesa de Kyoto, Date, limbo,
Kashiwara y Miwa(1982), se usaron las álgebras afines de rango infinito para
la formalización de la teoría de Hirota en el caso de ¡<dV bidimensional, esto —
es la ecuación de Kadomtsev-Petviashvili. Para ello emplearon un álgebra de
Clifford, cuyos generadores eran los campos de una teoría cuántica de campos
holónoma. También explicaban el papel de la grassmannxana de Sato y el de
la función r. Por último en Wilson(1984,1985) y Segal y Wilson(1YSS) se da
la relación de la teoría geométrica de los grupos de lazos y las grassmannianas
con la función r y la técnica geometro-algebráica dada en Krichever(1976) —
En esta tesis estudiamos algunas propiedades geométricas de los sistemas
integrables. La condición de curvatura nula y los problemas de factorizacion
a
en grupos de Lie son esenciales en el desarrollo de la misma. Veremos que
muchos sistemas integrables aparecen como descripción de la siguiente cons-
trucción. Dado un grupo de Ile O y un subgrupo O~ los flujos conmutativos
por la izquierda en Ose proyectan en el espacio homogéneo 0/0+. Cuando
existe un subgrupo O-. de O, difeomorfo al espacio homogéneo C/G~ pode-
mos analizar dicha proyección en el álgebra de Lie g... de 0.... Este esquema
a
se resumen en el diagrama
donde In es la función inversa de la aplicación exponencial. Una forma
sistemática para conseguir estas construcciones se obtiene mediante el for-
malismo de la matriz JI. En concreto, dado un endomorfismo del álgebra
de Lie g de O que satisfaga la ecuación denominada de Yang-Baxter clásica
modificada se pueden plantear problemas de factorización en el grupo de Lie
O. Tales problemas generalizan el conocido problema de Riemann-1lilbert
a
Ciertas matrices 1? generan subálgebras g~ C 9 tales que
e = e+ + ~.
Todo X Eg se puede escribir entonces como X = X.~ — ¿XL con >C~ E 9~. —
Esto induce el siguiente problema de factorización para 4’ E O, encontrar
4t~., 4’ en 0+ y G respectivamente tales que
a
4’ = 474 .
a
a
a
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Con esta construcción el ‘coset’ derecho 4’ 0+ está, al menos localmente,
en correspondencia biunívoca con 4’~ E O. Como veremos estas construc-
ciones enlazan de modo natural con la técnica de revestimiento de 1-formas
de curvatura nula.
Estas ideas se desarrollan en los primeros capítulos. Así, en el primer
capitulo se introducen los grupos de lazos y las álgebras afines. Estos serán
los grupos de Lie de dimensión infinita que servirán de soporte a futuras cons-
trucciones. Debemos comentar que generalizaciones a grupos de Lie-Banach
de automorfismos sobre un espacio de Hilbert se pueden encontrar en Gui!
(1989,1990-2). donde se obtuvieron los problemas de factorización para las
ecuaciones de Kadomtsev-Petviashvilii y Davey-Stewartson así como para
sus modificaciones. A continuación, en el segundo capítulo examinamos la
teoría de la matriz-r clásica en el espíritu de Semenov-Tyan-Shanskii(1983),
analizando descomposiciones en el álgebra de Lie y problemas de factoríza-
cion asociados. Pasamos en el capítulo III a un estudio de algunas matríces-r
clásicas relevantes en la teoría de los sistemas integrables. Debemos comentar
que en los apéndices A y 13 se encuentra información adicional sobre la
matriz-r clásica.
La técnica del revestimiento, esto es, la construcción de 1-formas de cur-
vatura nula a partir de 1-formas de curvatura nula ya conocidas se presenta
en el cuarto capítulo. La matriz-r y los problemas de factorización asociados
son fundamentales en estas construcciones.
Los siguientes capítulos nos sirven para demostrar que la mayoría de los
sistemas integrables aparecen en el marco esbozado en los primeros capítulos
de esta tesis. Escogemos en el grupo de lazos LSIi(2, C) flujos conmuta-
tivos generados por dos subálgebras de Heisenberg del álgebra de lazos las
subálgebras homogénea y principal. Obtenenemos de esta forma sistemas
integrables modificados del tipo AKNS y ¡<dV en cada caso. Variando el
problema de factorización, pero no la pareja de flujos, se obtiene un con-
junto amplio de sistemas integrables. En los capítulos quinto y sexto se
presenta la teoría de los sistemas integrables del tipo AKNS y modificados,
también aparecen los modelos de Tbirring masivo y de transparencia au-
toinducida, todos ellos asociados a flujos homogéneos. En el capitulo VII la
matriz-r elíptica se usa para factorizar los flujos conmutativos homogéneos. el
sistema integrable que describe esta factorización es la ecuación de Landau-
Lifshitz. En el capítulo octavo se analizan los flujos conmutativos generados
por la subálgebra principal. Aparecen las versiones potenciales de ¡<dV y
UF
UF
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m¡<dV, también encontramos la ecuación de ‘sine’-Gordon. Aprovechamos
el capítulo IX para dar una aproximación completa a la teoría de la modifi-
cación de la ecuación de ¡<dV. Estas modificaciones de la ecuación de ¡<dV a
son las ecuaciones mKdV, las dos ecuaciones integrables de Calogero y De-
gasperis(1981) y dos degeneraciones de la ecuación de ¡<richever y Novikov.
Se presentan explícitamente transformaciones de Miura directas e inversas a
así como problemas de factorización asociados. En el décimo capítulo la
matriz-r eliptica vuelve a ser utilizada para factorizar los flujos principales,
obteniéndose la ecuación de Krichever-Novikov. a
Los dos capítulos siguientes se dedican, abandonando el álgebra Ls 1(2, C),
a estudiar las oportunas generalizaciones a álgebras de lazos arbitrarias de]
tipo L9 con ~ un álgebra simple. En particular en el capítulo XI exten-
demos las construcciones del capítulo \J obteniendo AI’CNS generalizado a
espacios homogéneos. En el capítulo XII las ecuaciones de N-ondas y los
modelos quirales principales aparecen como consecuencia de diferentes fac-
torizaciones de flujos conmutativos.
Por tanto, a lo largo de estos capítulos demostramos que el método de
construcción de sistemas integrables propuesto en esta tesis abarca a una
gama amplia de ecuaciones integrables. Es llamativo que baste factorizar
los flujos generados por el subgrupo homogéneo por un lado y principal
por otro para obtener, asociados a LSL(2, C), todos los sistemas integrables
presentados en los capítulos V, VI, VII, VIII, IX y X. También queremos
a
subrayar que la teoría expuesta en esta tesis da una explicación completa de
las ecuaciones del tipo
?Ij ~ +f(ti1~,ti~,t4) e
con un número infinito de simetrías, Svinolupov, Sokolov y Yamilov(1983).
a
Para finalizar estudiamos la relación de la teoría de los sistemas inte-
grables con las ecuaciones de autodualidad para los campos de Yang-MilIs.
Demostramos que las construcciones de muchos sistemas integrables dadas e
a lo largo de esta tesis son soluciones de las ecuaciones de autodualidad.
Por tanto, el marco grupo-teórico dado en la tesis nos da una explicacion
del porqué muchos sistemas integrables son reducciones de Yang-MilIs auto- e
duaL Este hecho nos lleva a pensar que existen casos intermedios entre Ss
ecuaciones de autodualidad y por ejemplo la ecuación de ¡<dV, los mode-
los quirales se pueden entender en este sentido. Un campo abierto es la
investigación de los posibles sistemas integrables de este tipo.
e
e
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Es necesario comentar que no hemos considerado aspectos simplécticos o
hamiltonianos de los sistemas integrables. No hacerlo así amplia el número
de posibles sistemas integrables a considerar. A medida que se modifica
un sistema integrable las estructuras hamiltonianas se hacen más pobres.
Por ejemplo ¡<dV posee dos estructuras hamiltonianas locales compatibles,
m¡<dV tan solo posee una y la ecuación de Calogero-Degasperis tiene una
estructura hamiltonian no local. Esto mismo ocurre con Krichever-Novikov
que su estructura hamiltoniana es no local. Tampoco analizamos las con-
secuencias de las técnicas de revestimiento en el grupo de operadores pseu-
dodiferenciales, los métodos asociados a la función r o los procedentes de
la geometría algebráica. Los sistemas asociados a ecuaciones con poten-
ciales dependientes de la energía son un problema aparte. Tan sólo el caso
de Jaulent-Miodek parece acoplarse bien al esquema grupo-teórico seguido
aqui.
Finalizamos esta introducción con un breve resumen, a modo de conclu-
siones, de los resultados originales obtenidos
1. La consideración de matrices-r clásicas que no son diferencias de proyec-
tores nos ha llevado a la construcción de una serie de sistemas inte-
grables de los que no se conocía su estructura grupo-teórica, en este
sentido ver Guil y Mañas(1990).
2. Para las ecuaciones con un número infinito de simetrías del tipo
= ~~rrr + f(urx, ~r, u)
se han obtenido los problemas de factorización asociados en grupos
de lazos, la relación con la ecuación de KdV y las transformaciones
de Miura directas e inversa en términos de soluciones del mencionado
problema de factorización, consultar Guil y Mañas(1991-2) y Mañas
(1991).
3. La factorización elíptica introducida en Sklyanin(1979) nos ha per-
mitido estudiar las analogías de la ecuación de Krichever-Novikov y
Landau-Lifshitz. Este análisis nos ha llevado a escribir un nuevo par
de Lax para la ecuación de ¡<richever-Novikov. Este nuevo par de
Lax enlaza con el par de Lax hallado en Sklyanin(1979) para Landau-
Lifshitz, ver Gui! y Mañas(1991-í).
4. Por último, la relación de las ecuaciones de autodualidad para íos
campos de Yang-Milis con los sistemas integrables. Obtenemos la es-
UF
UF
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tructura algebráica que liga las mencionadas ecuaciones de autoduali-
dad con sistemas integrables asociados a problemas de factorización de
Birkhoff modificados. De este modo es sencillo demostrar que muchos —
sistemas integrables son reducciones de las ecuaciones de autodualidad.
mt
a.
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Capítulo 1
Grupos de lazos y álgebras afines
En este capítulo se introducen los conceptos y resultados de interés, para
el desarrollo de esta tesis doctoral, sobre lo que se conoce en la literatura
como grupos de lazos. Los grupos de lazos son grupos de Lie de dimensión
infinita, cuyas álgebras de Líe, las álgebras de lazos, aparecieron en Física
como álgebras de corrientes, y que hoy en día juegan un papel relevante no
solo en la teoría de los sistemas integrables sino también en las teorías de
cuerdas y campos conformes, y como se verá en la realización de las álgebras
de ¡<ac-Moody tipo afín.
Las álgebras afines son álgebras de Lie de dimensión infinita y poseen
una teoría estructural profunda que generaliza la bien conocida teoría de
Cartan-Nilling, ver Humphreys(1972), Jacobson(1961) y Serre(1987), de las
álgebras simples. Además, cuando se buscan realizaciones explícitas de estos
objetos abstractos se encuentran las álgebras de lazos.
Las álgebras afines junto con las álgebras afines de rango infinito, cuyas
realizaciones son las álgebras de Lie-Banach clásicas asociadas a un espacio
de flilbert, son las únicas álgebras de ¡<ac-Moody para las que se conocen
realizaciones del grupo de Lie adjunto, Tits(1988).
La teoría geométrica de los grupos de lazos se puede encontrar desarrolla-
da ampliamente en el libro Pressley y Segal(1986), también en los artículos
Segal(l98l), Segal y Wilson(l985), Wilson(1985) y Freed(1988) se detalla
información de interés sobre estos grupos de lazos, pudiéndose encontrar en
este último un estudio completo de aspectos puramente geométricos como
pueden ser clases características de Chern, curvatura, etc.
La teoría estructural, así como la teoría de representaciones de las álgebras
17
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afines, se encuentra expuesta con detalle en Kac(1985) y Helgason(1978);
también es interesante consultar Frenkel y Kac(1980) y Drinfeld y Sokolov-
(1985-1). Sobre las aplicaciones en Física se puede acudir a las monografías
Dolan(1984), Goddard y Olive(1986), Cornwell(1990).
Se supone al lector familiarizado con la teoría de grupos y álgebras de
Lie de dimensión finita, por ejemplo en el espíritu de Cornwell(1988), He]-
gason(1978), Humphreys(1§72), Jacobson(1961) y Serre(1987>.
Este capítulo se divide en dos secciones. En la primera se presentan los —
grupos de lazos, haciendo especial énfasis en el caso LSL(2, C).
En la sección segunda se introduce la teoría estructural de las álgebras
de Lic afines: matriz de Cartan, sistemas de raíces, graduaciones, automor-
fismos, etc; se verá después como estas álgebras son isomorfas a las álgebras
de lazos de la sección primera, permitiendo esto dar una teoría algebráica
para las álgebras de lazos. De nuevo el caso L5[(2, C) sirve de guía.
ej
1.1 Grupos de lazos
Dado el grupo de Lic SL(2,C), que es el conjunto de matrices complejas —
2 x 2 de determinante unidad, se puede considerar el conjunto LSL(2, C) de
aplicaciones suaves del círculo unidad S~ a valores en el grupo SL(2, C). La
estructura de grupo es la heredada de SL(2, C), es decir el producto de dos
funciones será la función que en cada punto de .91 tiene como valor el pro-
ducto de dichas matrices evaluadas en el punto del círculo en consideracion.
Esta familia de funciones LSL(2, C) es lo que se conoce como grupo de lazos a
asociado a SL(2, C). Si sI(2, C) es el álgebra de Lic de SL(2, C), el conjunto
de matrices complejas 2 x 2 de traza nula, el álgebra de lazos Ln¡(2, C) se
define de forma análoga. Obviamente estas definiciones se extienden a otros a
grupos de Lie simples O distintos de SL(2, C), con álgebras de Lie ~.
Se puede demostrar que Le~(2,C) es un espacio vectorial topológico com-
pleto y separable, pero no es un espacio de Banach. Cuando se requiere tan a.
solo diferenciabilidad hasta cierto orden finito r el álgebra que se obtiene es
de Lie-Banach, y cuando se consideran compleciones de Sobolev adecuadas,
Freed(1988), un álgebra de Lie-Hilbert. a.
La aplicación exponencial
e
exp : Lst(2, C) — LSL(2, C),
e
mt
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es un homomorfismo en un entorno de la identidad. Cuando se considera la
forma compacta 513(2) de SL(2,C) la imagen de la aplicación exponencial
es densa en la componente conexa con la identidad LoSU(2) del grupo de
lazos LSU(2).
El grupo de automorfismos de LoSL(2, C) es el producto semidirecto
Diff(51)KL Aut(SL(2, C)).
Existen subgrupos de LSL(2,C) que serán utilizados más adelante. Ftr
ejemplo los lazos analíticos LSL(2,C); sus elementos son lazos cuyos coefi-
cientes matriciales son funciones analíticas en E Sí, esto es, admiten desa-
rrollos de Laurent convergentes en alguna corona entorno a S~. Denotando
por C[>, )c’] dicho espacio de funciones se puede escribir L~.
1..SL(2, C)
SL(2, C[A, >jl]). Cuando se pide que estos coeficientes sean cocientes de
polinomios en 2, esto es funciones racionales, entonces el subgrupo se de-
nota por LratSL(
2, C), y sus elementos son los llamados lazos racionales.
Ambos subgrupos son densos en el grupo de lazos. Un subgrupo de interés
es el subgrupo de lazos polinómicos L~
0iSL(2, C), si y E L~0iSL(2, C) en-
tonces las componentes tanto de y como de g’ son polinomios de Laurent
finitos en la variable 2; son pues lazos analíticos con sólo un número finito de
coeficientes no nulos en el desarrollo de Fourier. Se tiene la identificación, en
el sentido de la geometría algebráica, L~0¡SL(2, C) = SL (2, C[A, >1]). Los
lazos polinómicos forman un subconjunto denso en el grupo de lazos. Todas
estas propiedades son también ciertas cuando se sustituye el grupo SL(2, C)
por otro grupo simple.
Debemos citar también otros subgrupos importantes corno son L±SL(2,C)
Estos están formados por los lazos que son valores frontera de funciones bolo-
morfas en el interior (caso +) o en el exterior (caso —) de la circunferencia
51 considerada como subconj unto de la esfera de Riemann. Los subgrupos
L~SL(2, C) son lazos de L±SL(2,C) tales que sus extensiones holomorfas. se
anulan en el 0 (caso +) o en el —- (caso —).
Además de los grupos de lazos se pueden considerar los grupos de lazos
girados (‘twisted loop groups’), que son necesarios entre otras cosas para la
realización de los grupos adjuntos a las álgebras de Lie afines. Sea pues un
automorfismo a de 0, grupo de Lie simple, y defínase
/1<~>G = {g R — G,g(O + 2w) = uy(O), VG E R),
se puede demostrar que sólo aparecen grupos nuevos cuando u es un auto-
morfismo externo. Si O es simple serán los automorfismos generados por
It
mt
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los automorfismos del diagrama de Dynkin, y por tanto de orden finito,1,
2 6 3. Estos grupos de lazos girados se pueden interpretar como librados
principales no triviales sobre S~ con grupo estructural O, en tanto que en el
mt
caso no girado son triviales. En SL(2, C) no existen automorfismos externos
y en consecuencia no aparecen grupos de lazos girados.
Denotemos por 71(2) L2(S’,C2) el conjunto de clases de equivalencia
de funciones de cuadrado integrable sobre 51 con valores a C2. Dado un
g E LSL(2,C) se obtiene el operador de multiplicación M
2 E GL(7t<
2l),
perteneciente al grupo de Lie-Banach de automorfismos en 71(2) de la forma n
que sigue. Representando por y(A) la matriz
U,( a(A) b9)
g(.A) = cQA) d(.X) }
a
con aljA)d(A) — b9>c(,A) = 1, V> ES’, y por 4’(A) un vector en
¡ a( ~;~t)
a
se tendrá
a(A) 6(A)M
2[4’(A)] = >~4’~ — ( >) dQ’) w2W)
De esta forma LSL(2, C) se puede considerar como un subgrupo de GL(71(2)),el subgrupo de operadores de multiplicación. Esta inclusión es importante
a la hora de estudiar la geometría de los grupos de lazos en consideración,
Pressley y Segal(1986). mt
1.2 Álgebras afines
Para dar una teoría estructural de las álgebras de Kac-Moody es necesario in- —
troducir generalizaciones de los conceptos usados en la teoría de las álgebras -
simples, Jacobson(1961), Humphreys(1972), Serre(1987). Trataremos aquí
dos aspectos diferentes de la teoría; en 1.2.1 se desarrolla la teoría estructural
a
y en 1.2.2 nos ocuparemos de las realizaciones de las álgebras afines.
u,
a
a
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1.2.1 Teoría estructural
Recuérdese que en el álgebra s~(2, 42) la base de Cartan-Weyl está formada
por los vectores
~=(~ ~~)h=(t zj’=(? U,
cuando se representa e [(2,42) por el álgebra de matrices complejas 2 x 2 de
traza nula. Dichos generadores satisfacen las relaciones de conmutación
[he] = 2e, [hí] = —2f, [e,f] = Ii.
Definamos ahora los vectores
Co = A!, e1 = e, —h0 = lii = h, fo = r
1e, f, =
donde A e
ciones
51 Dichos vectores verifican las reglas de conmutación y reía-
[c~,Jj =
[h<,e
5]= aíáeá,
ad
3e
1(e1) = 0,
[h1,h5] = o,
[fr,fi] = ~aij
ad
3fí(f,) = O,
en las que los números aíj son los coeficientes de la matriz
2
—2
-2)
que es por definición la matriz de Cartan de Ls[(2,C). El conjunto {e~, f~}~o,i
forma un conjunto de generadores de Chevalley de L~
0isl(2. 42), y la matriz
de Cartan A define de forma unívoca la estructura del álgebra de lazos, con
la restricción de que h0 + fi1 = O. La matriz de Cartan de Ls~(2,C) es una
extensión de la de n[(2, 42).
A partir de esta construcción podemos definir lo que se conoce como ma-
triz de Cartan generalizada. Una matriz cuadrada A = (alj t—o E M,~i(Z)
será de este tipo siempre que se satisfagan las dos condiciones siguientes:
1 a—2yaj, EZ..ÁJ{Olcuandoi#j
2. aú = O si y sólo si ag~ = O.
e’
e’
e’
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La matriz será indescomponible siempre que para cualquier permutación de
las columnas la matriz no se descomponga en suma directa de submatrices.
Por ejemplo, las matrices de Cartan generalizadas indescomponibles con u,
todos los menores principales positivos son las matrices de Cartan asociadas a
las álgebras de Lie simples, Humphreys(1972), Jacobson(1961) y Serre(1987).
e,
Las de tipo aUn son aquellas con todos los menores principales propios po-
sitivos y detA = O. El rango de una matriz de Cartan generalizada de tipo
afín, que a pártir de ahora se llamará matriz de Cartan afín, es 1; las matrices
a
de Cartan afines de rango infinito son aquellas con 1 = card 7.
Las matrices de Cartan simples se clasifican mediante la teoría de Cartan-
¡<illing, en los tipos A,, B~, C,, D,, £6, £7, Es, E’4, 02. Las cuatro primeras se —
denominan clásicas y las cinco últimas excepcionales. Las de tipo afín han
sido clasificadas por Kac en los tipos xjj~, A<2~, A~2~ D~2~ E(2), ~ aquíU 2f+I (—1 6 4
2N representa una matriz de Cartan del tipo simple. Por último, las afines —
de rango infinito son Ac,c,, A+oc,, Roo, Coc,, Doc,.
Buena parte de la teoría de los sistemas integrables, en un álgebra de
Kac-Moody de tipo afín, está ligada a la teoría estructural del álgebra en
cuestión. Recordaremos brevemente los aspectos esenciales de esta teoría
estructural. a
Para construir el álgebra afin derivada correspondiente a la matriz de
Cartan afín A, consideremos un espacio vectorial complejo 1” de dimensión
3(1 + 1) con una base {e~, h¿, f~}=~. Esta base genera un álgebra de Lie ~ —
con los conmutadores y relaciones siguientes
[e~,f
5]= 615h1, [h1,h5]= O, mp
[h1,e5]aqe5, [li1,!5]= —01,15,
ad’””e1(e5) = O, ad
1’’f¿(f,) = O
La subálgebra abeliana Fj = {h
5}%0 G ~ es lo que se conoce como subálgebra
de Cartan. En su dual Ej existe un subconjunto discreto TI = {crj...0, el
a.
conjunto de raíces simples, tales que
a5(h1) = a~>.
a
Este conjunto genera la red de raíces Q = ¿TI en cuyo seno se encuentra el
sistema de raíces A. Así a E [j es una raíz si el subespacio de ~,
= {X E ~: [lix]= a(h)X,Vh E ¡4
e
a.
e
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es distinto de {O}. La multiplicidad de a es por definición la dimensión de
~c,. El sistema de raíces se descompone en la unión de los conjuntos de raíces
positivas y negativas, A = A+U&, con A+ = AriNil = —A. En el caso
Ls[(2,C) resulta ser III = {ao,ai} y A = <nao + (ti ±1)a,,n(ao + ai)}
La red de raíces Q es un grupo abeliano que induce una graduación del
álgebra ~ en subespacios ~
~= ®~a,
aEQ
Discutiremos a continuación otras posibles graduaciones de ~, las gradua-
ciones de tipos, Kac(1985). Sea sun homomorfismo algebráico entre grupos
abelianos, s : Q — Z, con los 5(a
1) = s, números enteros. Se tendrá entonces
e
s(±Zkíctí) = ±Zkisi.
í=O
Las ¡-graduaciones del álgebra ~ en subespacios de dimensión finita están
asociadas a los homomorfismos s = (so,. . . se) para los que s~ E N u {O), ~
dan lugar a las relaciones
g = ~ ~~(s) = ® ~a’ [~~(s),~~(s)] c ~
SEZ s(afrj
Por ejemplo, en la graduación principal s = 1 = (1 1) se obtiene ~o(1)=
Ej ~,(1) = C{e.}$0, ~_ = .fY=0. Cuando 5, = 9 si i ~ n y s,~ = 1 se
dice que la graduación es estandar. En general, ~o(~) se descompone en
la suma directa de un álgebra semisimple y un centro de dimensión £ — r
donde r es el número de elementos s~ nulos; cuando la graduación es estandar
es una subálgebra regular maximal de g, un álgebra simple de tipo XN.
cuando ~ es de tipo (k)• La descomposición triangular inducida por unaXN
graduación de tipo s, de gran importancia en la teoría de la matriz-r clasíca
objeto del próximo capítulo, está definida por
= n<s) e “o(s) e n..(s), [n±(s), rEo(s)] c n±(s)
donde e ~±Á~) no(s) :=
no
e’
e’
te’
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Dos graduaciones s,¡ generan la misma descomposición triangular cuando
= O si y sólo si xj = O. Por tanto, para considerar descomposiciones
triangulares tan sólo son necesarias las graduaciones binarias, s, E 12. e
El rango de At es t y por tanto existe un único vector (oS,... , a9 que
genera su núcleo, cuyas componentes son números naturales primos entre
si. Pues bien~ el centro de ~ es unidimensional y esta generado por c = mt
21~=0 a~h¿ E Ej. Por tanto en el álgebra ~ ¡Cc se tiene la ligadura
>iI.~ a~h1 = O, de donde se concluye que la subálgebra de Cartan, como
w ej
subálgebra del álgebra cociente, tiene dimensión 1. En el caso A~ se obtiene
Ls((2, 42).
u,
¡.2.2 Realizaciones
En ¡.1 se definieron los grupos de lazos asociados a un automorfismo
a del grupo O. Denotando también por a el automorfismo inducido en el
algebra 9 podemos definir el álgebra de lazos L(6)9 análogamente, y resulta
ser el álgebra de Lie del grupo de lazos en cuestión. Veremos a continuacion
que L(0)9 tiene la estructura de un álgebra de Kac-Moody afín mediante
una elección conveniente de los generadores. Si 9 es simple basta considerar
automorfismos de orden finito n, esto es z id. El álgebra de Lie g se
a.
descompone en suma directa de subespacios propios £l~ de a, asociados a los
valores propios e~ (e raíz n-ésima de la unidad) de a, y esta descomposícion
da lugar a la Z~-graduación de 9 siguiente e,
= ® 9y, [9,, 9,] C L+s modn
mt
Para L(~>9 tendremos la 7-graduación
= G.A’9mn,odn a
jEz
De esta forma se puede demostrar que el álgebra de lazos Lg, donde g es mt
de tipo XN, es isomorfa al álgebra ~ de tipo ¾. Como ya se comentó, para
las álgebras simples 9, los únicos automorfismos ji que generan álgebras de
alazos no isomorfas a las Lg son externos, esto es, asociados a una simetría
del diagrama de Dynkin de g. Basta considerar por tanto ji de orden 2
cuando 9 es del tipo AN, DN, £6. En este caso L(~)9 tiene la estructura de
fo’ a
un álgebra ~ de tipo XJ~$’, según g sea uno de los tres tipos anteriores. Por
a
a
a
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otra parte ji es de orden 3 cuando ges de tipo D~, L(g)9 da lugar entonces
(3)
a una de tipo
Sea g~ la subálgebra de 9 invariante bajo el automorfismo ji y <E1, FiliE!
un conjunto de generadores de Chevalley de g~, donde ¡ es un subconjunto
de £ elementos de <O,... 1 }. Podemos definir una pareja de vectores en
Ea, Fa, con a E <0,... 4 \I tales que [EG,F.] E lj, la subálgebra de Cartan
de 9, y además {E~}f0 es un sistema de generadores de 9. El automorfismo
a de g asociado a estos datos se construye como sigue. Si m = k 2~=o OISI
definamos el automorfismo a,;k sobre este conjunto de generadores como
2,TS
a3kEI = etE1.
Con esta definición el álgebra de lazos ~ contiene el sistema de
generadores de Chevalley
(k)
y su cierre es isomorfo al álgebra ~ de tipo XN por lo que este isomorfismo
da lugar a una 1-graduación de tipo s. Los automorfismos asociados a dos
graduaciones s, ~ son congujados bajo la acción del grupo de automorfismos
de 9 si y sólo si s y ~ lo son bajo la acción de la simetrías del diagrarna
de Dynkin, y de ahí la equivalencia de las descomposiciones triangulares
asociadas. Por ejemplo en el caso Ls((2, 42) se obtiene la realización
e0=>A~f,e> =Yie, h0=h, =h,f0=A
80c f —X”f,
para la graduación tipo (so, si). El caso considerado al comienzo de la sub-
sección es la graduación básica (1,0) en tanto que la principal es (1, 1).
El último de los objetos de interés para nuestros propósitos en un álgebra
de lazos son las álgebras de Heisenberg. Estudiaremos dos subálgebras de
Heisenberg (módulo extensión central) de Ls[(2,C), la homogénea y la prin-
cipal.
La subálgebra homogénea 5~ se define como
=
con
S~_ _
UF
u
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donde g~ son sendas subálgebras de g; si Pl., IR.. son los proyectores aso-
ciados a esta descomposición, el endomorfismo 1? = — It. es solución de
la ecuación. La demostración de este hecho es un sencillo cálculo. Se tiene
[X,Y]R = [P+X1P4Y] — [P..X,P..Y], y por tanto RR(X,Y) = [P~X —
JtX,P~Y — P.Y] — 2([P~X,P~Y] + [It.X,ItY]), esto es BR(X,1’) =
—([P~X + P..X,R~.Y + ItY]) = —[X,Y] por lo que este endomorfismo
satisface la ecuación de Yang-Baxter clásica modificada.
11.2 Resolución de un álgebra de Lic. Transformada de Cay-
ley
Pasaremos ahora a un estudio detallado de aquellas matrices-r clásicas 1?
que satisfacen la ecuación de Yang-Baxter clásica modificada. Es claro que
~(R ±id) son homomorfismos entre las álgebras de Lie 9~ y 9
R±[X,1’]n = [R..±X,R±Y].De aquí que sea interesante estudiar tanto sus
núcleos como sus imágenes.
Definición 11.2.1 Dada R solución de la ecuación de Yang-l3arter clá-
sica modificada se definen los espacios, núcleos e imagenes de R±= ~(R ±
id),
9±:im&.
Obviamente los núcleos e±son ideales de 9~ y las imagenes 9±subálgebras
de 9. Es evidente, de la definición, que RIe = R±Ie = ±id,de donde es
inmediato que t~ c g~, *~nL. = {01; también [t±, 9~] = R±[e±,gIR C t~
y por ello t±es un ideal de 9± Así pues los subespacios m1 := g±/e±son
álgebras de Lie. Estos resultados se resumen en la
Proposición ¡1.2.1 Los núcleos e±son ideales de
9R y los subespacios
9±son subálgebras dc g. Además e~ C 9± siendo 4 ideales dc 9± y por
¡anta m±: g±/e±son álgebras de Lic.
Capítula II
Matriz-r clásica
Se analiza en este capítulo el concepto de matriz-r clásica, que tan impor-
tante papel juega en la teoría de los sistemas integrables, Jimbo(1989), tal y
como aparece en los trabajos Semenov-Tyan-Shanskii(1 983,1985,1987,1989).
Trataremos primero en detalle la idea de matriz-r clásica como endomor-
fismo en un álgebra de Lic para desarrollar después la relación con el proble-
ma de factorización en grupos de Lic y la ecuación de Yang-Baxter clas~ca
modificada. Esta elección se debe a la mayor versatilidad de la nocion
de matriz-r clásica dada en Semenov-Tyan-Shanskii(1983) con respecto al
modo tradicional de entender estas ideas, ver Faddeev y Takhtajan(1987I y
Jimbo(1989), y la amplitud de su rango de aplicabilidad en la teoría de tos
sistemas integrables.
En 11.1 se presenta la definición de matriz-,- clásica, la ecuación de Yang-
I3axter clásica y se muestra el ejemplo más sencillo y fundamental de matriz-
,-. En la siguiente sección se pasa a describir la estructura asociada a toda
solución de la ecuación de Yang-Baxter clásica modificada, es decir la reso-
lución del álgebra de Lic en la que actúa una matriz-r. En la tercera seccíoíí
se estudian estas soluciones en el cuadrado del álgebra de Lic donde están
definidas; esto es. la suma directa de dos copias del álgebra.
En los apéndices finales hemos recogido otros aspectos de la teoría de la
matriz-r clásica, que no están directamente relacionados con los resultados
de esta tesis, pero son de interés en sí mismos.
27
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a,
11.1 Definiciones
Comenzemos con la definición de matriz-r clásica en el espíritu de Semenov-
u,
Tyan-Shanskii(1983). Para mayor motivación se puede considerar el caso
Ls[(2,C) donde se tiene la descomposición
Lsl(2,C) = L~sL(2,C)SLfsl(2,C),
que induce para toda matriz X en Lek2,C) la descomposición
x = x~ —x~, 21~. E L~s~(2,C), X e Lj-s[(2,C). .
De esta forma se puede introducir un nuevo corchete de Lie en Ls((2,C)
dado por
La identidad de Jacobi resulta de un simple cálculo. Existen pues dos es-
tructuras de álgebra de Lie sobre LsL(2, 42), por tanto es lógico plantearse
la posibilidad de generalizar estos argumentos y analizar sus consecuencias.
mtDefinición 11.1.1 Dada un álgebra de Lie 9, con corchete de Lie [., .],
y un endomorfismo lineal .1? del espacio vectorial 9 se define la aplicacion
bilineal y antisimétrica [, .]p.~ : 9 x — g como
u,
[X,Y]n
—([RX Y]+[X,UY]).2
e
Cuando [.,.]n sea un corchete de Lie para el espacio vectorial g entonces 1?
sc llamará matriz-r clásica, y se denotará por 9R el álgebra de Lic asociada,(g,R) se dice que es un álgebra de Lic doble.
e
Para que R sea una matriz-r clásica es necesario y suficiente que se verifique
la propiedad de Jacobi JR = O, donde la aplicación trilineal de Jacobi J~
e
9 x 9 x 9 — 9 asociada a [., ]n viene definida como
JR(X, Y, Z) : [X. Y]n, Z]~ + [Z, X]n, Y]R + [Y, Z]n, X]~
Si además tenemos en cuenta que
Jp(X, Y, Z) = [BR(X, Y), Z] + [Bn(Z, X),Y] + LBR(Y, Z),X VX, Y, Z 6 9
e
donde
Bn(X, Y) := [RA,UY] — 2R[X, Y]R,
y que se cumple la propiedad de Jacobi para [.3 se concluye la
a
e
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Proposición ¡¡.1.1 Una condición suficiente para que U sea una matriz-
r clásica es que se satisfaga la ecuación, que llamaremos de Yang-Baxler
clásica it-modifica da,
BR(X,Y) = —t2[X,Y] VX,Y E 9.
Esta ecuación contiene esencialmente dos casos, el primero es it = O, obteniéndose
lo que se conoce como ecuacion de Yang-Haxter clasíca
R([UX, Y] + Vr’, Rl’]) = [RX, UY] VX, Y E 9.
El segundo es cuando it ~ O; ahora es posible construir el endomorfismo
dilatado R~ = }R, que cumple la ecuación BR~(X,Y) = .—[X,Y]VX,Y E 9,
y continúa por tanto siendo una matriz-r clásica. Por consiguiente, basta
considerar la ecuación de Yang-Baxter clásica modificada, esto es el caso
= 1,
R([RX, Y] + [X, UY]) = [RX, UY] + L~, Y] VX,Y e 9.
Si a E Aut 9 se define entonces U
0 := a o Re a
1. Es fácil comprobar que
Jp~ = o-O J,qOU y también que BR
0 = aoBRoa’. Por tanto, si Res una
matriz-r clásica y satisface la ecuación de Yang-Haxter clásica 1-modificada
así lo hará U0.
Habitualmente las matrices-r clásicas que verifican las ecuaciones de
Yang-Baxter clásica o bien su modificada son las que se prestan a un mayor
número de aplicaciones. Por ejemplo, el caso modificado es el marco natural
para la generalización del problema de factorización de Riemann-Hilbert,
pero no son las únicas matrices-r de interés. De hecho en los artículos Rey-
man y Semenov-Tyan-Shansky( 1988) y Reyman y Sémenov-Tyan-Shanskii
(1989-2) se presentan matrices-r clásicas de la forma UÁ = U o A donde
U es una matriz-r clásica y A es un endomorfismo lineal que conmuta
con las derivaciones del álgebra 9. En concreto, si U cumple la ecuacion
de Yang-Baxter clásica it-modificada se verificará entonces BRA(X, Y) =
—t
2[AX, .41’] VX. 1’ E 9. Estas matrices-y clásicas aparecen ligadas por
ejemplo a ciertos problemas espectrales asociados a KdV dependiente de la
energía y generalizaciones de la ecuación de Harry-Dym,(Fordy, Reyman y
Semenov-Tyan-Shansky(1989) y Marshall(1990)).
Un ejemplo sencillo de solución de la ecuación de Yang-Baxter clásica
modificada lo da toda descomposícion
9 = w~. e g.
a,
a,
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u.
donde 9~ son sendas subálgebras de g; si P+1 IR.. son los proyectores aso-
ciados a esta descomposición, el endomorfismo U = P.~ — P.. es solución de
la ecuación. La demostración de este hecho es un sencillo cálculo. Se tiene
[X,Y]R = [P+X,P+Y] — [P.X,P.Y], y por tanto Bnl¿X,Y) = [P~X —
P.X,P~Y — R.YJ — 2([P+X,P~Y] + [R.X,P.Y]), esto es BR(X,Y) =
—([P~X + FQX,P~Y + JLY]) = —[X,Y] por lo que este endomorfismo
satisface la ecuación de Yang-Baxter clásica modificada.
mt
11.2 Resolución de un álgebra de Lie. Transformada de Cay-
ley
mt
Pasaremos ahora a un estudio detallado de aquellas matrices-r clásicas U
que satisfacen la ecuación de Yang-Baxter clásica modificada. Es claro que
± id) son homomorfismos entre las álgebras de Lie 9R Y 9 e,
R±[X,Y]n = [R±X,R±Y]. De aquí que sea interesante estudiar tanto sus
núcleos como sus imágenes.
a
Definición ¡¡.2.1 Dada U solución de la ecuación de Yang-Barter clá-
sica modificada se definen los espacios, núcleos e imagenes de R±= ~(R ±
—
#±:=kerlk,
Obviamente los núcleos t~ son ideales de 9>~ y las imagenes g~ subálgebras
de 9. Es evidente, de la definición, que Ule = R±Ie = ~id, de donde es
inmediato que ~ C 5±,t.~nL = <01; también [t~,9±] = R±[e+,5]n c e~
y por ello e±es un ideal de 9~. Así pues los subespacios m±:= 9~/t± son
algebras de Lie. Estos resultados se resumen en la
Proposición 11.2.1 Los núcleos e±son ideales de g>~ y los subespacios
9±son subálgebras dc g. Además e~ c 9± siendo e±ideales de 9~, y por
tanto ttt~ 9±/~±son álgebras de Lic.
a
Ello permite la
Definición ¡¡.2.2 El homomorfismo e entre las álgebras de he m4 y a
m... dado por
E? tu
a
se llamará transformación de Cayley asociada a U.
a
a
a.
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Que es un homomorfismo se deduce de e([R+X+t+, 1L1Y+h]) =
R4YJ+t4) = e(R+ [X,Y]n+ t~) = IL[X,Y]n+L = [R~X,R~Y]+& =
[&(R.~X + e+>, 64R+Y + e+)]. La transformación de Cayley es inyectiva
ya que ker E? es el conjunto de aquellas clases de equivalencia R4X + e+
tales que X E % (si R...X E L. siempre se puede escoger algún X tal que
R4X sea un representante de la misma clase de equivalencia en n1~ pero con
= O) y por tanto este núcleo tan solo contiene alo, como evidentemente
es suprayectivo es un isomorfismo, m4 ~ m.
Dados X± E s±la ecuación E?(X4 + e+) = X... + U es equivalente a
la existencia de un único vector X = X.~. — X.. E g, tal que X~ = R±X.
La unicidad es evidente a partir de la relación U4 — R = id. La existencia
se deduce del siguiente modo: puesto que X+ E imR+ existe un X tal c1ue
= R.~X, y La propiedad con respecto a la transformación de Cayley
asegura que RX — X. e U, luego el vector X = X + (U.X — X.j =
R4X — X. = X.~. — X.. cumple las propiedades deseadas. Todo ello permite
enunciar el
Teorema 11.2.1 La transformación de Cayley es un isomorfismo entre
las álgebras de Lic m4 y vn.... Para cada X E g existe una única descom-
posición de la forma
x=x+—x X±E~1, &(X÷+e4)=X+L.
Dadas subálgebras 9~ C 9 e ideales suyos t±G 9±es interesante conocer to-
dos los posibles endomorfismos lineales U E End9 que satisfacen la ecuacion
de Yang-Baxter clásica modificada con im U±= g~ y ker 14 = fi±. Es
claro que se deberá tener 9 = 9~ + 9 k n e~ = fO} así como el iso-
morfismo 94/e4 g ¡U. Supóngase que existen subálgebras isomorfas
vn1 ~ 91/e±tales que es posible escribir
9±= e1 e vn1.
Sea
O : vn4 — m...
un isomorfismo lineal entre ambos subespacios vectoriales, que es regular, lo
que significa que im (id—O) complementa a t4 eL en g. Estos isomorfismos
regulares permiten escribir todo X E 9 como
X = — X... + (id — O)X0
a,
a
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a,
con X±E 4 y X0 E it+. En tal caso es posible definir el endomorfismo U6
asociado a este isomorfismo regular O como
u,
R0XX4+X+(id+6)Xo.
Además, estos endomorfismos son los únicos tales que 9~ = im (R&)±y
4 = ker (Re)~. La transformada de Cayley, en el supuesto que & cumpla a
la ecuación de Yang-Baxter clásica modificada, será E? ((Ro)+X + t4) =
(Re)....X + It. Ahora bien, (Re)+X = )<.. + Xo y (Ro<X = X + OX0, —
y como X± E 4 entonces la transformada de Cayley se puede escribir
t9(Xo+ t~) = OXo+t...., donde los representantes de las clases de equivalencia
se escogen en m±.De ahí se deduce que la transformacíon de Cayley O es
a
identificable con O, y como además E? es un homomorfismo entre álgebras de
Lie se deberá cumplir
[OXo,0Y0] + L = O[Xo, Y0] + L.
Esta condición de homomorfismo algebráico módulo U es la única ecuacion
a satisfacer por O para que fi6 verifique la ecuación de Yang-Baxter clásica
modificada. De aquí se concluye el
Teorema ¡¡.2.2 Sean 9~ subálgebras de 9 con 9 = 94+9..., y 4 C 9± e
ideales suyos con I~ n U = {O}, tal que es posible la descomposición
9±= t±e m±, —
donde nt~., it... son subálgebras isomorfas. Sea O : it4 —~ m.. un isomor-
fismo regular, esto es im(id—O)+(t+ e U) = g, entonces todo vector X E 9 a.
es expresable coma
X = X4 — X + (id — O)Xo,
con X~ E I±,X0 E m4. Además cualquier endomorfismo fi de g que satis-
faga la ecuación de Yang-Baxter clásica modificada, con = ker (RT id) y
9±= im (U ±id) está asociado a algún isomorfismo regular O, que verifique a[OXo,O1~] = O[Xo, YO] modí_ con
RX=X4-i-t+(id+O)Xo.
e
Cuando it4 m. ~ vn la situación se simplifica ya que en este caso se
tiene la descomposición triangular
a
9= 1+emet,
e
e
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y la matriz-r sera
& = E’4 — P + (id + 6)(id —
donde P4. E’0, 1< son los proyectores asociados a la descomposición triangu-
lar. Se debe subrayar aquí que O es un isomorfismo lineal en vn, y ademas
(id + O)(id — ay-’ es la transformada de Cayley usual, Postnikov(1986), de
a,
11.3 Matriz-r en un producto directo
A toda álgebra de Lie doble (g,R) se le puede asociar su cuadrado D = 9E~9.
Se tendrá la inclusión
1R Dn ‘—~ ~ definida por iRX := (U
4X, R...X) E
g~ S 9.... Sea el álgebra de Lie
= ím
2R = {(X
4. X4 E Z :24 E 9~, &(X4 + k) = X + U.
Argumentos análogos a los utilizados a lo largo de esta sección permiten
concluir que ‘R : — es un isomorfismo entre álgebras de Lie. La
identidad
(X. Y) = (R4Y — UX, R4Y — R...X) + (U4(X — Y), IL(X — Y))
da lugar a la descomposición del álgebra fl como
—
5g e ~
con 8g = {(X, X) E D, X E DI, la subálgebra diagonal. En términos de esta
descomposición podemos definir el endomorfismo
que está ligado a los proyectores asociados a la descomposición del álgebra
de Lie D. El operador R
0 que verifica la ecuación de Yang-Baxter clásica
modificada y es por tanto una matriz-r clásica. De esta forma vemos que
el cuadrado de (g, U) es el álgebra de Ile doble (b, U,) y el estudio de este
cuadrado es equivalente a estudiar U.
11.4 El problema de factorización en el grupo
Se vera aquí como la descomposición de un álgebra de Lie doble, asociada
a un endomorfismo U que cumple Yang-Baxter clásica modificada genera
UF
e,
UF
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a,
problemas de factorización en grupos de Lie. Sean Clac y (OÍÚíoc gérmenes
de grupos de Lie locales con álgebras de Lie 9 y g~ respectivamente, Li y
Parmentier(1989).
Definición ¡¡.4.1 Se definen 1t, (GR»ac — 0loc como los homomor-
fismos, entre grupos de Lic locales, ¡ales que 2’~1h = R±. Denotamos por St
0± R±(OR)Ioclos gérmenes de grupos de Lic locales con álgebras dc Líe
9±y por K±a los subgrupos normales de C±con álgebras de Líe los ideales
I~, 1<±= <gE 0í~~: B
4g = e)>
La transformación de Cayley e también se puede exponencíar a un homo-
morfismo e entre grupos de Lie, —
04/1<4 —
R49.K4 h—* RgK...
Definición II42 Dado Clac, definimos D =
0íoc X Clac, el cuadrado
de Clac, y la inclusión ‘R : (GR)lac —. D con iRg = (R±g,R..g).
e
La imagen de i~, que es un homomorfismo de grupos de Lie, resulta ser
(GRhoc := im in {(g+,g—) : gj E 0±,~(
9+.1=7±)= g.. At}, a
y es isomorfa al grupo (GR)í~~. La transformación
(GR)íoc —~
0í~ mt~~) ~, g~ 9+~
compuesta con 1R se denota por a = o i~q : (GR)loc —. 0~ con cg = u,
(FLgY~’ - (R
49).
En el caso en que sea posible Ja extensión de estos gérmenes de grupos
ade Lie locales a grupos de Lie conexos y simplemente conexos 0, GR con
álgebras de Lie 0~ DR respectivamente, se puede demostrar que 11± son
extendibles. Por ello, tanto
1R como ~ son a su vez extendibles y resulta
e
posible definir la extensión o- : G~q —~ O que tiene como imagen una célula
abierta en O, ver Semenov-Tyan-Shansky(1985). Por tanto, siempre que
g E im a la solución al problema de factoriz ación
g = 93’ - g.~., g~ E 0±,e(9±1<0 = g .1<...
existe y es única. Dados h,g E
0R su producto en 0r{ viene dado por a.
h*g=a(¿C’g-a~ h)
9’ -hg4.
a
mp
a
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En el cuadrado Dde Ose encuentra el subgrupo diagonal 60. <(g,g) E
Dj~. Es inmediato comprobar igualmente que existe una única solución al
problema de factorizacion
Todas estas propiedades de factorización en grupos de Lie y de descom-
posición en sus respectivas álgebras de Lie están asociadas a matríces-r
clásicas que satisfacen la ecuación de Yang-Baxter clásica modificada. Para
este caso se tiene gar~ntizada la existencia los homomorfismos R±.Cuando
el endomorfismo U cumple la ecuación de Yang-Baxter clásica no se tiene
esta pareja de homomorfismos, aparece ahora sólo un homomorfismo ~U en-
tre las álgebras de be 9R y 9. Todas las propiedades de descomposición y
factorización desaparecen, conviertiéndose este caso 1 = O en una degenera-
ción del caso modificado.
El teorema de factorización de Birkhoff en LSL(2, 42) corresponde a la
matriz-r U = — E’... en el esquema anterior.
Teorema II.4A Existe un subconjunto abierto y denso de L
0SL(2, 42)
tal que todo elemento suyo g es factorizable como
—1
= ~— -~+ y... e LÍSL(2, 42)94 e L
4SL(2,C).
El espacio homogéneo X = LSL(2, 42)/L4SL(2, 42) es localmente homeo-
morfo a la variedad LSL(2, 42). Más aún, se puede demostrar que este es-
(2)
pacio homogéneo es isomorfo a cierta grassmanniana Gr~,., Porteous(198 1)
de subespacios del Hilbert 71(2), ver Pressley y Segal(1986).
Terminaremos escribiendo la expresión de la acción coadjunta en Gn.
—1Claramente si y = g.. - g+,g± E G±,e(g+ - 1=4)= g.. - 1<.... Y X = 24 —
6 g~, i9(X
4 + 1+) = A? + &. se tendrá la acción adjunta de Gn
sobre
9R
AdRS(X) = Adg
4(X~) — Adg.4X.).
De aquí se concluye de forma inmediata que la acción coadjunta será
Ad7~g(a) = (U4 )*Ad* (a) — (R.j*Adg.Áo),
donde se ha utilizado el operador U E End 9* dual de U, R%4X) = a(UX).
a,
a
a
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Capítulo III
Soluciones de la ecuaci6n de Yang-Baxter
En este capítulo se presentan diferentes tipos de soluciones de la ecuación de
Yang-Baxter clásica modificada. En 111.1 se estudia la ecuación en el álgebra
simple sl(2,C). En la siguiente sección se construyen soluciones asociadas a
descomposiciones triangulares del álgebra. En la tercera sección se emplea
la teoría de Cartan-Killing para las álgebras simples, Humphreys(1972) y
Serre(1987), para la construcción de soluciones asociadas a descomposicio-
nes parabólicas del álgebra. En 111.4 estudiamos algunas posibilidades en
álgebras afines. Por último, en las dos secciones siguientes analizaremos las
soluciones racionales y elípticas en un álgebra de lazos. En relación con estas
soluciones ver ]3elavin( 1980,1981) y Belavin y Drinfel’d(1982,1984).
IIL1 Soluciones de la ecuación de Yang-Baxter en sI(2,C)
La clasificación de todas las posibles soluciones en z[(2C) se llevo a cabo en
Guil y Mañas(1990) módulo el grupo de automorfismos Aut s((2,C) que en
este caso sólo contiene automorfismos internos; esto es, sus elementos seran
conjugaciones por puntos g del grupo simple SL(2, 42). También se tuvo en
cuenta en el trabajo citado que si E es solución —R también lo es, donde
la transición U — —1? es equivalente a 9~, fi±— ~, %. Empleando estas
simetrías aparecen las siguientes posibilidades.
1. Si dim g.~ = 3 entonces 94 = s((2,42) y por ello sus únicos ideales
seran 14 = 4O~ ó sl(2,C), de aquí que it4 = 94/14 sea M(2,C) ó
{O} respectivamente. La primera opción obliga a que m. = 9/L =
s[(2,42) y por ello g.. = st(2,C) y I.. = <O}. Luego vn4 m. —
sl(2,C) y por ello la solución asociada será Ro = (id + O)(id — O) con
37
a,
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O un automorfismo regular. Debe recordarse que t.. = {O}, y por ello u,
O no ha de tener puntos fijos, pero tales automorfismos sin puntos fijos
no existen cuando el álgebra es simple como es el caso, Belavin(1984).
La segunda opción es 1.4. = z[(2,42) de donde la solución asociada es —.
R=id.
2. El caso dim = 2 no es tan sencillo. Denotemos mediante <e, h, f) a.
la base de Cartan-WeyI de s((2,C>. Pues bien, no es difícil comprobar
que todo vector X E a 1(2,42) pertenece a la órbita adjunta bien de
e o bien de h, según su determinante sea nulo o no. De este modo e
las subálgebras bidimensionales serán conjugadas a una de las dos si-
guientes: C<h, X} ó C{e,X} respectivamente; aplicando la calidad de
subálgebra de estos subespacios se concluye que todas las subálgebras —
bidimensionales de a 1(2,0) son conjugadas a la subálgebra de BoreJ
C{e, 14. Por tanto, en este caso se podrá escoger g+ C{e, Ii}, pues
la clasificación se realiza módulo automorfismos. El uso de la transfor-
mación U —, —R permite restringir los casos posibles a dirn g. = 2,1
Si 1+ = 9+ entonces L = ~, como £~ = <O) es necesario que
dim 9... = 1 esto es 9 = C<f + ph + ve); como m4 tu = {O} la
solución será la diferencia U = lt.4. —ir. de los proyectores r±asociadas
a la descomposición z[(2,C) = 9.~. e 9.
Como dim tj. = 1 implica que 1+ = Ce, ya que es este el uníco a.
ideal unidimensional del álgebra de Borel, se tiene a it4 = Ch y por
ello tu es ‘nídimensional lo que con el uso de la fórmula dim e4 +
dim U + dim tu = 3, lleva a la conclusión de que dim U = 1 y —
dim 9 = 2. Así pues existirá g E SL(2, 42) tal que 9... = 0<14, h3
con f9 := Adg(f), h9 := Adg(h). La subálgebra bidimensional C{f, Ii)
es invariante bajo la acción adjunta del subgrupo bimensional adjunto;
como 9 complementa a la subálgebra de Borel g se puede escoger de
la forma g = e’>~. Así pues 4 = f-4-vh—v2c, h9= h—2veyí..42f9
Por tanto se debe construir la solución asociada a los datos u,
94 = C{c,h}, í~ = Ce, it4 = Ch
= C<f2,h9}, & = Cf9, tu. = Chg. —
Sea pues O : —. it... definido por OH = zH9, z E 42 \ <O). Supon-
gamos un vector arbitrario X = w4e + w0h + utf, con coordenadas e
a
a
a
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complejas w±,u.~ E 42. Que O sea regular significa que este vector X se
pueda expresar como X = v4e + v0h2 + v..f9. Esto es siempre posible
si : ~ 1. También concluimos las relaciones
= tv-~. ~2v1~!~~iníy+i,2 ~t:~1’
= i-ztvo —VjrW...
v~. UD—.
Por tanto la solución se escribe como
z l+z
Ro(w+e + woh + w~f) = (tú4 —
4vj—wo + 2v2—wi>e 4-1—z
1+z 1
(—túo — 2u—wjh — wf.
1—z 1—:
Por último si e+ <01 entonces dim vn... = 2, de donde se desprende
que e = {O} lo que es una contradicción, ya que dime
4 + dim L +
dimi½ = 3.
3. El caso restante dim 94 = 1 como es obvio de la discusión previa no da
nada nuevo.(Sólo que dimg = 1 seria novedoso y esto es imposible.)
Todas estas conclusiones se resumen en el
Teorema 111.1.1 Las únicas soluciones de la ecuación de Yang-Baxler
clásica modificada en el álgebra de Lic simple s((2, 42) seran ±1?,-, donde r
es una congujactón por algún g E SL(2, 42) y R puede ser, usando la notac:íon
X = w4e + woh + vtf:
i) U = id,
u)
U(w+e + woh + w~f) = (tú4 — 2pwjie + (UDO — 2vut)h —
con pv
ni)
R(rvg..e + woh + wf) = (tú+ — 4v-
2----tv
0 + 1+:
hz 2v
2j—w.i)c +(—tú
0-- 2v—wjh —
donde y eC y :642 \ {O, 11.
a,
a,,
u,
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111.2 Descomposiciones triangulares a’
Por lo que acabamos de ver la búsqueda de soluciones de la ecuación de
Yang-Baxter clásica modificada no es tarea fácil en el caso de un álgebra st
de Lie arbitraria 9. Presentaremos a continuación dos métodos particulares
para generar nuevas soluciones a partir de soluciones ya conocidas.
Teorema ¡11.21 Dada la descomposición triangular
g=n+enoen~,
y la solución p de la ecuación de Yang-Barter clásica modificada en la a
subálgebra u0, entonces
RP4+poE’o-R, a
es solución en g, donde E’±,E’0son los proyectores asociados a lo descori-
posición inangular.
a
De aquí que E’4 + E’0 — P.. sea solución, las demás soluciones con ji ~ id son
modificaciones de esta. El segundo método necesita de un homomorfismo
s~ E Hom (n+ e no, no),
para obtener la solución
U = (id + 2p o p) o E’4 PoE’ a
denominándose esta solución deformación de la solución E’4 — E’0 — It.
Aunque en esta tesis las soluciones deformadas no se utilizan es importante
a
subrayar que con su uso es posible la construcción de la ecuación cono-
cida como de Calogero-Degasperis que es una n~¡odificación de mICdV, ver
Guil(1984). La demostración de estos hechos es elemental, Guil(1989,1990-
1), y en Guil y Mañas(1990) se da su aplicación a la construcción de sistemas
integrables de tipo AKNS modificado. Ambos tipos de soluciones contienen
el caso analizado al final de 11.1. Si el álgebra 9 se descompone en suma
directa de dos subálgebras
g = g4 e g.,
y P±son los proyectores asociados, entonces su diferencia a
R=P4-P
es solución de la ecuación de Yang-Baxter clásica modificada. Si existe una a
forma bilineal, Ad-invariante y no degenerada tal que las subálgebras 9~ son
isotropas, esta solución es antisimétrica. De hecho, en el cuadrado D de 9 la
solución R~, asociada a una solución arbitraria en 9 es de este tipo. —
e,
a
a
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111.3 Álgebras simples y descomposiciones parabólicas
Sea 9 un álgebra de Lie simple y Ej una subálgebra de Cartan de 9. Denote-
mos por A, II = {a~}f.1 y A4 las raíces, raíces simples y las raíces positivas,
respectivamente, del par (g,[f). Se puede escribir entonces
~= Eje(~ Da),
aEA
con 9,, = CE,,, subespacios unidimensionales, tales que B(E,,, E0) =
B(E,,, [3)= O para toda raíz a y BIEj es no degenerada. Aquí E es la forma
de Cartan-Killing.
Si Ho c fI es un subsistema de raíces simples y se denota por Ao =
Zilo fl A y su componente positiva por A0,4 = NH0 fl A4, obtenemos la
descomposición triangular asociada
n~= ® ~ n0=Eje(& gc>)
±aEA+\Ao,+ oeA0
donde no es una subálgebra regular ([3-invariante) reductiva, no = [no, no] e
3 aquí [no, no] es un álgebra semisimple y j c Ej es el centro de no con
dimensión el cardinal de II \ U0. Por construcción es claro que n± son
ideales nilpotentes de n~ e no y por tanto la descomposición es triangular.
La subálgebra ~ = ¡14 en0 es una subálgebra parabólica estandar y esta
descomposición como suma directa de n4 y no es de Levi, Postnikov(1986).
Aquí n4 es el radical (ideal soluble maximal) y no es un álgebra semisimple.
Si 0, E’ son los subgrupos adjuntos de 9 y p el espacio homogéneo X = O/E’
es una ‘fiag manifold’ generalizada, Baston y Eastwood(1990). Por tanto,
si ji es solución de la ecuación de Yang-Eaxter clásica modificada en n0 y
ir±,ir0 los proyectores asociados a la descomposición triangular, entonces
U = ir4 + p o ir0 — ir...
es solución en 9. Cuando ji = id los problemas de factorización en el grupo
O inducidos por esta descomposición se describen mediante el espacio ho-
mogéneo X = C/P.
En el caso de que el álgebra parabólica p coincida con la subálgebra de
Borel estandar, esto es H~ = 0, tendremos n0 = Ej y basta que ji ~ End (3
sea un endomorfismo arbitrario de la subálgebra de Cartan para que U sea
solución.
e,
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u,.
La soluciones antisimétricas más generales, se pueden encontrar en Belavin
y Drinfel’d(1982,1984). También en Semenov-Tyan-Shanskii(1983) se intro-
ducen soluciones no ya antisimétricas sino graduadas en un cierto sentido. a
Esto extiende los resultados de AABelavin y VG.Drinfel’d.
11L4 Álgebras afines y graduaciones
Recordemos que en 1.2 construimos descomposiciones triangulares de las
algebras de Kac-Moody ~ tipo afín —
~= n+(s)etio(s)en<s)
asociadas a graduaciones tipo s = (so, - . - ,se) y que basta considerar aquellas a.
con s~ = 0,1-
Si ji es solución de la ecuación de Yang-I3axter clásica modificada en el
a
algebra semisimple no(s) es fácil construir una solución en el álgebra afín
con el método de modificación descrito anteriormente.
Las graduaciones estandar binarias contienen todas las posibles solu- a
ciones generadas de este modo. Si i es una graduación binaria no estandar
siempre existirá una estandar s tal que no(A) se obtenga como una descom-
posición triangular, asociada a un álgebra parabólica, del álgebra semisimple
no(s); se concluye que a cada una de estas subálgebras maximales regulares
está asociada una familia de soluciones.
a.
111.5 La solución racional
Dada la descomposición triangular del álgebra de lazos Lg u,
L9—L4gegeLjg,
u,
y la solución ji de la ecuación de Yang-Baxter clásica modificada en el
algebra simple 9, entonces U = E’
4 + ji o Fo — It es solución en L9, aquí
íd = E’4 + E’o + P es la resolución de la identidad asociada a la descom- —
posición triangular. Cuando ji = id llegamos a la conocida solución racional
de Yang, ver Faddeev y Takhtajan(1987) y Semenov-Tyan-Shanskii (1983),
1? = P++Po—ft. dada por la descomposición de Birkhoff L9 = L
49®LE9.
Es interesante describir con un poco más de detalle la solución de Yang,
para ello introducimos la forma bilineal E, simétrica Ad-invariante y no a.
a.
a
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degenerada, en el álgebra de lazos L9,
É(x,Y) = 1 f
~
donde B es la forma de Cartan-Killing en 9. Con la parametrización A =
e’
6OE [O,2< B se reescribe como
B(X, Y) = 1 ¡ dOe0B(X(O),Y(O)).
Con respecto a esta forma en el álgebra de lazos la solución de Yang es
antisimétrica, ya que (E’
4 + 190)t = E’. Por tanto, la solución racional dota
a Lg de una estructura de álgebra de Haxter y de de biálgebra de Lie, ver
Apéndice E.
Además, U E End Lg se puede interpretar, en el sentido de distribu-
ciones, Vladimirov(1979), como
(RX)(6) = ¡2ff dstR(6,st)X(st),
donde el núcleo integral R(6, ~o) E End ges, en general, una distribución. En
Reyman y Semenov-Tyan-Shanskii(198§-2) se introduce la notación equiva-
lente RX(A) = ~ dp r(A,p)X(g). Es evidente que
Rt(O, ~)— e~’1~0’~)R(st, 6)t
Los desarrollos de Fourier permiten escribir los núcleos integrales
P±(6,y)= >3 ~ Po(O,p) = 1,
n>O
de donde se obtiene
(E’4 + Po)(6, p) = ~-(6(O — sc) + R(6, 0))
P.4
6st) =
con, Pressley y Segal(1986),
o—st
R(O, st) = VP(1 + icotg(—~--—))
a,
a,
u.
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que es el núcleo integral singular de la matriz-r clásica de Yang y VP denota
el valor principal de Cauchy.
a.
Veremos ahora la relación de la teoría de Sochocki para integrales tipo
Cauchy y la solución racional de Yang. Introducimos la integral de tipo
Cauchy, Markusevich(197O),
a
X(>)=
donde X E L9. La función k : 42 \ S~ —* 9 es holomorfa en su dominio a
de definición y se anula en oc. Yu W.Sochocki demostró que existian los
límites Ñ+(Ao), X..dAo) de X(A) cuando A —~ Ao ES1 desde el interior del
disco unitario D(O; 1) o desde el exterior de este, respectivamente. También a.
es cierta la relación X(Ao) = Ñ
4(A0) — X<Ao). Como X es holomorfa se
tendrá X4 E lfrg y X E LTD de donde A’4 = (E’4 +Fo)X y X. =
Así pues la teoría de valores frontera de integrales tipo Cauchy de Sochocki a
está en íntima relación con el teorema de factorización de l3irkhoff y la
matriz-r clásica de Yang. De las fórmulas de Sochocki
<(A) = 1 1 a.
rtVP ¡ dpifú+ —X(A),p—> 2
1 r X<p\ 1
— y—NP] dp—~-
2-— —X(>), —
ji—> 2
obtenemos
1
RX(A)=—WP ldp, a.
ira Jsx ji—A
ver Novikov, Manakov, Pitaevskii y Zakharov(1984) y Faddeev y Takhta-
jan(1987). Con ello se justifica la aparición de las fórmulas de Sochocki con a.
distribuciones, Vladimirov(1979), para los núcleos integrales (E’
4 + E’o)(G, s~)
y
Cuando se consideran la subálgebras de lazos polinórnicos L~,íg es fácil a
observar la validez de las relaciones, Reyman y Semenov-Tyan-Shanskii(1989-
1),
a.
B(X, Y) = Resodp B(X(p), 1’(p))
X(p)(E’4+E’o)X(A) = Res~dp—
a.
P.X(A) = Resodp—,
donde la notación Res2 indica el residuo en el punto z E C. a.
a.
a
a
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111.6 La solución elfptica
Nos ocuparemos ahora de la solución elíptica de Baxter-Sklyanin-Belavin
o solución XYZ. Esta fue la primera matriz-r clásica que se consideró,
Sklyanin(1979), y como veremos se encuentra relacionada con el álgebra
~ [(2,42) y la integrabilidad del modelo ferromagnético de Landau-Lifshitz.
Sklyanin demostró que este es el límite clásico del modelo continuo de la red
cuántica XYZ (como se sabe es un modelo estádistico cuántico integrado
en Baxter(1972)). Con posterioridad, Belavin(1980,1981), se extendió esta
solución elíptica a las álgebras sE(n, 42), demostrándose en Belavin y Drin-
fel’d(1982.1984) que son este tipo de álgebras las únicas que admiten solu-
ciones elípticas. PiHolod construyó un álgebra de Lie a base de relaciones
y generadores que daba la estructura de esta solución, Holod(1987-1,2).
Finalmente en Semenov-Tyan-Shanskii(1987) y Reyman y Semenov-Tyan-
Shanskii(1989-1) se escribe esta solución como la diferencia de los proyec-
tores asociados a una descomposición elíptica del álgebra de lazos analíticos
LM,S[(n, 42). De esta formase generalizan los resultados de Holod. Las solu-
ciones elípticas no admiten modificaciones mediante una matriz p pues no
presentan de modo natural descomposiciones triangulares asociadas.
Sea la curva elíptica E = C/(Zwi + 7w2) de periodos fundamentales
w1,w2. A cada par a = (ai,a2) E 4 le asociamos una única función elíptica
w0 meromorfa en E, con sus poíos, que son simples, situados en los puntos
E~ de orden n del toro E~ = <~(bíwi + b2w2) : bí E Z,,}, normalizada
de modo que su residuo en el origen, A = O, es la unidad y verificando la
propiedad de automorfia
1
w0(A + —(biwi + b2w2)) = ~ ~. aíbi)~ (A)
n
Si ir = ~, para cada pareja (rj,r2) introducimos la función
9[rí,ríí~ que
se llamará función theta de características (r
1, r2) asociada al toro E ver
Cherednik(1987) y Dubrovin(1981), definida por
8[r, ,r21(A) := >3 exp(iri(n + r2)2r + 2iri(n + r2)(A + ri)).
nEl
Las funciones theta de Jacobi, Markusevich(197O), Og se definen en términos
de las anteriores como
= = —ie[11]
03 ~-O[ií] 04 = ie[~1J.
a,
e,’
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Utilizando estas funciones theta es posible dar una expresión explícita de
las funciones automorfas, con a ~ O, Cherednik(1987),
nirO2(O)63(0)04(0) e1~4~,~4~j(~- A
)
wc(A) — wle[~L4¡54I](0) 61(~A)
Por ejemplo cuando n = 2, si p denota la función de Weierstrass en la
curva elíptica E, Markusevich(1970) y iones y Singerman(1987), y e1 =
= ~~ea — ~j(~i.±~) se llega a
W(1,o>9) = 2 ~o(2A) — e1
= 2 ~(2>) — e2
W(O,I>(A) = 2 p(2A) — e3.
Recordemos la
42”. Se definen las
T140
erepresentación proyectiva irreducible del grupo Z~ sobre
matrices
o o...
e 0...
0e2 OJT2..~(0 ~ 9
00...
donde e es un raíz n-ésima de la unidad, y la acción de 4 sobre el espacio
vectorial 42” viene dada a través de a = (ai, a2) 24 := 7” . T’
2 con
T~ Tb 2fl(a2bí~aib2)Tb Ef’,,.
Esta representación se extiende a g[(n, 42) por medio de la acción adjunta
a — AdT,,; además, admite la reducción a la subálgebra s((n,C) donde
Ta)a#o es una base.
a
a.
u,
a
El teorema de Mittag-Leffler en curvas elípticas tiene como consecuencia
el
a
Teorema I¡I.6.1 Los lazos analíticos Lana I(n, 42) se descomponen en
42) — L4st(n,C) e L~íz((n,C), a
donde L~is [(n, 42) denota la restricción a 51 de funciones elípticas A’ cuyos
polos yacen en E~ y que satisfacen la condición de automorfía
n
X(A + a) AdT,,(X(A)).
a
a
46
a,,
•1
a,,
e
a
111.6 La solución elíptica ‘17
Con respecto a la estructura algebráica de L~isI(n, 42) puede consultarse
Sklyanin(1983) y Odesskii y Feigin(199O). (1<) ,pk dk es—
Proposición ¡¡¡.6.1 Con la notacián w,, = se puede
cribir
L~iSI(n, 42) = c<w~k)T~ : k =O, a E
Por tanto la solución elíptica a la ecuación de Yang-Haxter clásica mod:i-
ficada es U = E’4 — FE, donde F4, FE son los proyectores asociados a la
descomposición del álgebra de lazos. Esta solución es antisimétrica con res-
pecto a B y por tanto los lazos analíticos forman de nuevo un álgebra de
Baxter y son una biálgebra de Lie, ver apéndice B.
El operador FE se puede describir de forma explícita. Para ello se define
el núcleo integral
Definición 11L6.1
rei(A) : >3 e,,i ~2w4A)T..,,®
donde la forma de Cartan-.Killing en S [(n, 42) está dada por B(X, Y) --
‘Tr(X - Y), bT,, E g~ con KTÁ(X) = B(T,,, A’), ver apéndice A, y ~
es es símbolo de Levi-Civita.
El proyector PE se podrá escribir como
¡‘EX(A) = Resodg reí(A — p)X(p),
en particular
FE(>3ckaAk
1T ) — >3 cj~,,w7’>(A)T,,.
ka Ic>O,a
En el caso u = 2 se puede poner
2ioo, = id, T(o,i) = a
1, T(lo) = a3, T(n) = ja2,
donde c~ son las matrices de Pauli. Introduciendo la notación
= W1, W(i,o) = W3, W(i,i) =
e1=A3 e2=A2.
tendremos las variables w1 en la cuádrica dada por las ecuaciones
2
— w~=4(A~—A5)
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a,
que no es más que una parametrización de la curva elíptica de partida.
También será w2(A) := ~(w~ + w~ + w~)(A) = 4p(2A) y wiw2w3(A) . =
(0> (1> —1 (2) 2
—4~p~<2A) y por tanto w1 w5, w~ = w5 w1w2w3, w3 = ww5+2A,w1, a,~
etc. De aquí que el álgebra elíptica LdZL(2,C) tenga como generadores a
—1 2w5a5,w5 w1W2W3a5,W w.iai,...1
que es precisamente la construcción dada en Holod(1987-1).
Daremos ahora una versión más geométrica de la descomposición elíptica
que nos permitirá plantear problemas de factorización asociados en el grupo
de lazos.
Sea f una función meromorfa sobre 42 y denotemos por Pj el conjunto de a,,
sus polos. Escogemos f de modo que sus poíos son simples, y el origen, A = O,
es un polo simple con residuo la unidad. Sea ~‘ c 42 una curva de Jordan,
cerrada y rectificable, tal que está contenida en un entorno suficientemente
pequefio del origen y rodea una vez a este punto en el sentido horario. Dada
A’ E C(y) definimos la integral de tipo Cauchy generalizada
a
k(A) = ~L¡ dp f(p — A)X(p).
a
Pues bien, A’ esta definida en C \ y + Pf donde es una función holomorfa.
La linea de argumentación de Markusevich(1970) cuando trata la teoría de
Sochocki se extiende a este caso tras la sustitución { —. J(A). Tan sólo es —
necesario la modificación de los razonamientos que incluyen argumentos tipo
c-6. Como en la sección anterior es posible demostrar que existen los límites
kI(Ao),ÁD(Ao) de X en el punto A0 E y por la derecha e izquierda dey
1
X4Ao) dp f(p — Ao)X(p) + —X(Ao)2~jVPj 2
1 r 1 0
XD(AO) — 2iriVP] d¡¡ f(p — Au)X(p) — ~X(Ao),
respectivamente, a.
Sea -y una pequena circunferencia centrada en el origen y contenida en
la curva elíptica E. Obviamente C~(y,aL(n,C)) LSI(n,42); tomemos
a
A’ E LZI(n, 42) y definamos la integral de tipo Cauchy siguiente
X(>) := ~-. j’ dp reí(p — A)X(p), a.
u,
a
a
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donde reí esta definido en la Definición 111.6.1. Por construcción X es una
función definida en E \ E~ + y, holomorfa y con la propiedad de automorfia
k(A + a) = AdT,,(X(A)), Va E 4.
Con el uso de la base <T~d,,!=ose podra expresar X = B,,!=oXaTacon X,, —
~Tr(T,,X), esto es,
X,,(A) = ij dpi e,,,~w,,(p— A)X,,(p).
Cuando )~ — >~o E y las fórmulas de Sochoki generalizadas, en el sentido
expresado anteriormente, serán
Á+(Ao) = ~-1-vp ¡dii r0i(p — Ao)X(p) + 4X(Ao)
X~i(Ao) = ¡ dpi reí(pi — Ao)X(g) — 4X(Ao).
Estas dos fórmulas sirven para descomponer A’ E LS((n, 42) de forma
elíptica
X(A) = Ñ+(A) — Xei(A).
La función X4 E L
4o L(n, 42). Esto se debe a la localidad entorno al origen
del circuito de integración y, ya que A’
4 es el valor frontera de una función
holomorfa en el disco D con borde y. Sin embargo la función A’01 es el
valor frontera de una función holomorfa en el exterior de la región no conexa
E~+D (no existiendo argumentos de localidad en este caso), elíptica y con las
propiedades de automorfía descritas; el conjunto de dichas funciones forma
una subálgebra que denotará por L~10(n,C) c LS((n,C). Ahora bien,
L
4s~(n,C) flL
0i~((n,C) c a~(n,C) ya que las únicas funciones holomorfais
en una superficie de Riemann compacta son las constantes. La propiedad de
automorfia obliga a que esa constante se anule, esto se debe a que nl(n, 42)
es simple. Obtenemos el teorema de descomposición siguiente
Teorema ¡1L62 Sea L~1s L(n, 42) el conjunto de los valores frontera en
gl = OD G E de las funciones holomorfas A’ en el exterior de E~ + D a
valores en Sl(n,C) y que satisfacen lo propiedad de automorfía X(A + a)
a E E~. Entonces
Lt((n,C) = L~sL(n,42) e L01z1(n,C),
a,
u
st
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a
Esta es la extensión natural al álgebra de lazos de la descomposición que
aparece en Reyman y Semenov-Tyan-Shanskii(1989-1) para los lazos analí-
ticos. Además, esta interpretación, en términos geométricos, de la descom-
posición elíptica permite plantear problemas de factorización asociados a la
—1
matriz-r elíptica, con g = gg donde 9E E L~iSL(n, 42). Este grupo se
define de modo análogo a como se definía el álgebra elíptica L01s1(n, 42). La —
propiedad de automorfTa será ahora YE(A + a) = - gE(A) - fl-~ , a E E~.
Los proyectores E’4 y E’E los dan las fórmulas
1 1 —
E’4X(A) VP i dpi —X(A)
— 2iri J.-~ rel(pi — )X(pi) + 2
1 t 1
PEX(A) — 2iri ~ dpi r01(p — A)X(pi) — 5X(fl. e
De aquí deducimos que
u
RX(>) = + VFJ dpi rel(pi — A)X(pi).
a
En el siguiente gráfico se ilustra la geometría asociada a la subálgebra
Leifl 1(2,42).
a
a
e
a.
Tenemos un toro de periodos w1, w2 y w3 = w1 + w2. Las funciones de
LeiS L(2, 42) serán valores frontera sobre 9 de funciones holomorfas fuera de
la región sombreada y con las propiedades de automorfía descritas anterior- a
mente. La subálgebra L
4L((2, 42) es en este caso el conjunto de los valores
frontera sobre S1 de las funciones holomorfas en el disco centrado en el punto
O del toro y con borde 9 a.
a
Capítulo IV
La condición de curvatura nula
En este capítulo se introduce la formulación de curvatura nula para los sis-
temas integrables en relación con los problemas de factorización en grupos
de Lic. La aparición de los pares de Lax en esta construcción es decisiva en
la integración de dichos sistemas con el método de la transformada espectral
inversa. El ejemplo más conocido es sin duda la ecuación de Korteweg-de
Vries (KdV), una ecuación no lineal en derivadas parciales para el campo
escalar u dependiente de las variables xi,
= u1, + 6uu~,.
Usaremos la notación = i& = &u. El operador de Schródinger £ = —u
guarda una estrecha relación con esta ecuación de evolución. Consideremos
que u(.,t) es un potencial que depende del parametro 1 y sea st(z,t) tal
que £st = O y que con respecto de 1 satisface Ast = 4
0t, donde A = ~ +
~~8x + ~tir- Pues bien, la condición de compatibilidad de este sistema no
es más que xC~ = [A, U, formulación equivalente de la ecuación de KdV.
Esta es la construcción presentada en Lax(1968) aclarando el método de la
transformada espectral inversa introducido en Gardner, Greene, Kruskal y
Miura(1967) para la integración de la ecuación de KdV, y de ahí que el par
U-A sea conocido como par de Lax. En Novikov(1§74) se reformula esta idea
de par de Lax para KdV; el problema de autovalores £p = A~o es equivalente
a = Lib con
y el sistema
= Lt,b
=
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donde
A= ( A2—4uA--~¡u1~--2u2) A-4ju )
tiene como condición de compatibilidad o integrabilidad u,
= A±+ [A,11]
u
que no es más que la ecuación Oe KdV para u. Esta reformulación del par de
Lax es la que permite la interpretar la ecuación de KdV como una condición
de curvatura nula sobre la 1-forma diferencial Ldz + Mt, y por tanto usar u
las técnicas presentadas en Zakharov y Shabat(1974,1979).
Para una descripción correcta de la condición de curvatura nula es nece-
sario introducir ciertos conceptos geométricos. Así en IV.1 se estudian el
espacio de formas diferenciales con valores en un álgebra de Lie, las trans-
formaciones de ‘gauge’ y las condiciones de curvatura nula. En IV.2 pre- u
sentamos la técn a de revestimiento, que es fundamental en la teoría de
sistemas integrables
a
IV.1 Transformaciones de ‘gauge’ y curvatura nula
Se comienza esta sección con la
Definición ¡Vil Sea H una variedad diferenciable y 9 un álgebra de
Lic, definimos a
A(H,9) =®A”IH,D),
n>0
e
donde A”(H, 9) es el conjunto de n-formas diferenciales sobre .11 con valores
en el álgebra de Lic 9.
aDebido a la estructura de álgebra no asociativa de D dada por el corchete
de Lie consideramos en A(H, 9) una multiplicación del siguiente tipo
a.
Definición ¡V.1.2 Dadas las formas a E A~(H, 9) y 3 6 ~~(hJ, 9) se
define el producto [a,/3] E ~P+~(H, 9) como
[a,/fl(h)(Xi,..-, Xp, Xp+i,.,Xp+q):= u,
>3 sgnir[a(h)(X~
1 X,~), I3(h)(X,(~±j)
rES,+9
u,
a
e
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donde h E II, A’1 E ThH, S~4q es el conjunto de permutaciones de p + q
elementos que mezclan los p-pnmeros con los q-tiltimos y sgn es la signatura
de la permutación sobre la que se evali.ía.
Este producto verifica la propiedad de anticonmutatividad graduada
[aP] = ( 1)P9+í[p,a].
Si y E Ar(H, 9) se cumple la propiedad de Jacobi graduada
(~1)P~[cr, ¡3], .y] + (—1)”[’y, a], I~] + (~1)~r[~3, y], a] = O.
Con esta operación ACtA 9) es un álgebra de Lie Z2-graduada, esto es,
una superálgebra de Lie, con
A(H,Dt = eA2”41(H,D) i = 0,1n>0
que da lugar a la descomposición
A(H, 9) = A(H, 9)o e Ai~ 9)1
y se verifica [ACtAD)i,A(H, 9)1] C A(H, 9)i45,n,od2.
La derivada exterior d K H — A’4’ H se extiende a AYA ~) ~ A H®g
así como cualquier endomorfismo del álgebra de Lie 9.
A continuación introducimos el importante concepto de curvatura de una
1-forma.
Definición IV.1.3 Dada w E A’(IJ, g) se introduce su curvatura
Q .....dw![ww]EA2(HD)
y se dice que w es de curvatura nula si Q~> = O, esto es
1
-[ca, ca].
2
El espacio de las funciones de onda C~(I1, O), en donde se ha supuesto
que O es el grupo de Lie adjunto al álgebra de Lie 9, genera transformaciones
llamadas de ‘gauge’ en el espacio A’(H, g),
a,
st
a,
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a.
Definición ¡V.1.4 Si 4) E C~(H,G) la transformada ‘gauge’ de
ca E A’(H,g) u
se define por
d4’ . 4’~~’ + Ad4’(ca), u,,
donde d4) . 4C1 es la diferencial derecha de 4) H — O.
La diferencial derecha, ver Dieudonné(1970-1975), se define como u.
d4’ . 4)’(h) := o 4)) — T,p(h)R$ o Th4’ T~H —* g.
Aquí 2’,, indica la derivada de la función a la que se aplica en el punto 11,
esto es la aplicación tangente. La diferencial derecha posee las siguientes
propiedades
a.
•
• 4) = t. d4) . 4c’ = —(A#fl’(#.
a
• si In 4) = X E C~(H, g) entonces
d4)
4i-~ yj~ (adXY’ dx.
~ (n + 1)!
a.Además, la forma de Maurer-Cartan O E A1(O, 9), Dieudonné(197O-1975), definida por la relación
O(g)(X) = T
9R;’X, a.
con y E G,X E 7~C, permite escribir la diferencial derecha d4) . 4É’(h) =
por lo que esta resulta ser una extensión de la forma de Maurer- a.
Cartan, y de aquí que se utilice la notación O = dg g
1.
La curvatura de una 1-forma se comporta frente a transformaciones de
a.
‘gauge’ de la siguiente manera
Proposición ¡Vil Si ca~ d4) . 4)..i + Ad4)(w), entonces
a.
= Ad4)(I2~),
luego si ca es de curvatura nula también lo es cualquier transformada ‘gauge’ a.
suya.
a
e
a
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La diferencial derecha d4) 4)—1 de cualquier función de onda es de cur-
vatura nula. El teorema de Frobenius, Flanders(1963), permite asegurar que
dada ca de curvatura nula existe un entorno Uh para todo h E II tal que se
puede hallar una función de onda local 4) E C~”’(Uh,G) con ca = d< . 4P’.
Obviamente ca no distingue entre elementos en el mismo ‘coset’ 4) 0, si 4)
es solución también lo es 4) g para todo g en O.
Todas estas construcciones se generalizan de forma natural a fibrados
principales, Dieudonné(1970—1975) y Husemoller(1974). Sin embargo al ser
los intereses de esta tesis puramente locales, los aspectos globales asociados
a fibrados, en relación con condiciones de contorno y soluciones de sistemas
integrables, no seran tratados aquí. Así pues las ideas de la técnica de
revestimiento que se introducirán más adelante serán puramente locales.
IiV.2 La técnica de revestimiento
La 1-forma wKdv := Ldx + Adt del comienzo del capítulo es de curvatura
nula. En dicha expresión se puede considerar A E ~1 y como TrL =
TrA = O concluimos que esta 1-forma toma sus valores en el álgebra de lazos
L4s((2, 42). En la teoría de los sistemas integrables tanto la formulación de
curvatura nula como la técnica de revestimiento, para la generación de solu-
ciones, se utilizan de forma exhaustiva en Zakharov y Shabat(1974,1979).
Así la solución u = O de ¡<dV, que se conoce como solución desnuda o vacio,
tiene asociada la 1-forma desnuda Adx+A2dt con A — e+Af. EstaWKdV =
1-forma puede ser revestida mediante transformaciones de ‘gauge’. Esto es,
(O)
buscaremos funciones de onda 4) tales que ca = d4) . 4)1 + Ad4)(caKdv) sea del
tipo WKdv. De esta manera conseguimos generar nuevas soluciones a partir
de soluciones conocidas y triviales.
En Cuil(1987) se presentó la siguiente extensión del método de reves-
timiento anterior. Sea x E A’(H, 2)~ 1-forma de curvatura nula,
dx =
y 1? solución de la ecuación de Yang-Baxter clásica modificada en g (ver
capítulo 11). Si la función de onda 4)... e C’~(II, O...) es solución de la ecuación
d4)... .4)2 = LAdt,Ñdx), (IV.2.1)
entonces la 1-forma revestida
ca Ad4).4x) (1V .2.2)
a,
st
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u,
satisface
1 1
dw = ~[w,w]n = ~[Rw,w].
Este resultado es inmediato pues rica = [d4)... 4)2,w] + [ca,ca], aquí se ha
utilizado (IV.2.2) y que x es de curvatura nula, y usando (IV.2.1) se obtiene
la conclusión buscada. Así pues, revistiendo x E A ‘(H,g) de curvatura nula a
se obtiene ca E A ‘(H, g~) que también es de curvatura nula.
Recordando que 14 DR —~ 9 son homorfismos entre álgebras de Lie y —
representando por ca±= 14w E A’(H, 9±)concluimos que
rica =~[ca,ca]R @t dw~ = ~[w±,w±]. a
Luegow4 = R+Ad4).Áx) = d4)... .4ú’+Ad4).Áx) es una 1-forma de curvatura
a
nula que toma valores en 94, obtenida a partir de x 1-forma de curvatura
nula, a través de la transformación de ‘gauge’ generada por 4).
Localmente siempre existirá la función de onda 4) tal que x sea su dife- a.
rencial derecha
donde debemos tener en cuentaX = d4) . 4)1 eque todos los elementos en el ‘coset’ derecho
4) . O también son solución a este problema diferencial. Consideremos el
problema de factorizacion a.
4)g = 4):1 4).~., im4)~ C G±,8(4)~ . K.1.) = 4) . K_
e
generado por la solución 1? de la ecuación de Yang-Baxter clásica modificada.
Calculando la diferencial derecha se obtiene
e
d4). 4)2 + Ad4)Áx) = . 4);1
y por tanto e
4)-1 = JkAd4).Áx),
luego la solución 4) del problema de factorización es a su vez solución de
a.(IV.2.1) y 4)~ resuelve el problema de encontrar la función de onda tal que
su diferencial derecha sea la 1-forma de curvatura nula revestida ca4. Parte
de estas ideas se perfilan también en Cherednik(19851990). ‘todos estos
e’
resultados se resumen en el
e
e
e
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Teorema ¡V.2.1 Sea x E A’(H,9) una 1-forma de curvatura nula
dx = ;[~~ x]~ y 4)— E C”0(H,rL.) una función de onda solución de
d4) .4’) = JLAd4’4x),
entonces
ca = Ad4t.Áx) E A’(HDn)
es una 1-forma de curvatura nula rica — ~[ca,w]n. Si 4’ permite expresar
localmente x como x = d4) . 4)1 entonces las soluciones al problema de
factorización 4) . g = 4)) . 4).~., con g E O, dan soluciones 4’... al problema
diferencial iniciaL
En el cuadrado D = 9e9 de 9 se tiene la solución, construida a partir de
R, 14 = — E’
2 de la ecuación de Yang-Baxter clásica modificada, vease
el capítulo II. La técnica de revestimiento presentada más arriba se puede
desarrollar en este cuadrado.
Sea Ñ = (xl,x2) E A1(H,b), donde Xi E A1(H,9) son de curvaturanula, una 1-forma de curvatura nula con valores en b. Se plantea la ecuacion
d4’ = R~Ad4)(*), (IV.2.3)
con 4’ E C¶H,Cn) y R~ = —1%--, luego 4) = (4)~,4)) con 4) E
C”’(H, 0±)y e(4)+ .1=4)= 4)... K_ además 4) := ~4)= 4)) .4)+, donde ~
se definió en 11.2; así pues la 1-forma
= Ad4«)
es de curvatura 14-nula. Es fácil concluir que la eCuación (IV.2.3) en el
cuadrado se traduce en
d4’
1 . = R±(Ad4)...(x2)— Ad4)+(xi)>. (IV.2.4)
Tendremos también las identidades
a &.~ = Fe 9c~ = R+Ad4)..4x2) — &Ad4)+(xr),
y si ca 2= Ad4).4x2) — Ad4)+(xi) entonces
= F2w = (ca4,caj = inca,
donde ca±= 14w. Por tanto a E A1(H2g) y &.... E A’(H, ~) son ambasde curvatura nula, dcx = ~[a, a] y por tanto ca verifica dca = ~[ca,ca]n.
e,
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La relación con los problemas de factorización de esta extensión de la
técnica del revestimiento es la que se explica a continuación. Localmente
existirá ~ = (ti t2) con valores en el grupo D = O x O tal que j es su
diferencial derecha y por tanto X’ = d#1 . t~
1 El problema de factorización —
será
a
donde ~ = f~p 92) E D, a toma sus valores en el subgrupo diagonal W y 4)
lo hace en GR. Se llega pues a los problemas de factorización
u,
tigi =
= 4)2a,
a.
y por tanto 4’±serar~ solución de
a.
—1donde g 92 . , así pues las soluciones a este problema de factorizacion
son soluciones a (IV.2.3,IV.2.4).
a
Señalemos por último que a = 4’+ & Yr = 4)— g2 y por tanto
a = d4’
4 .4’;’ + Ad4’+(xí) = d4’ .4)2 + Ad4’4x2), —
luego a es transformada ‘gauge’ de Xi y X2 simultaneamente.
Estos resultados se resumen en el —
Teorema ¡V.2.2 Sean XI,X2 E A’(H, g) sendas 1-formas de curvatura
nula, dx~ = !ha,x¡], 1 = 1,2, y 44 E CtH,O±) funciones de onda —
soluciones de
d4)~ 44’ = 14(Ad4)..4x2) — Ad4)+(xi)). a
En Ion ces
ca := Ad4)...(x2) — Ad4)+(xi) E A’(H9R) a.
y
a 2= R4Ad4)...(x2) — R...Ad4)+(xi) E A’(H~)
son de curvatura nula
dca 4[ca,ca]n, darr 4[aa]. a
a
a.
u,
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Si las funciones de onda &, ~ permiten expresar localmente las 1-formas
xí y X2 como
Xi = d4q t1 X2 = d~2 .
entonces la solución al problema de factori2acion
~2 y = 4)2 4>
donde g E O, da lugar a las soluciones 4)~, del sistema diferencial planteado.
Si U C O es un subgrupo abeliano y x es la 1-forma de Maurer-Cartan
en H, x = dh .1<1 = dIn h, entonces 4)(h) = hg son traslaciones por muí-
tiplicación a la izquierda por elementos de grupo abeliano 11, definiendo por
tanto una familia de flujos conmutativos, Wilson(1984), ya que 4)(hi Ii2) =
• lii). La construcción de la 1-forma revestida ca = Ad4t(x) a través
de la resolución de d4) . 4)~ = JLAd4).Áx) no es más que la descripción
diferencial del problema de factorización 4) = 4)2 . 4).~.. La obtención de
ca4, revestir la forma de Maurer-Cartan en H, sirve para describir infinite.-
simalmente, en términos del álgebra de Lie g~, la proyección de los flujos
conmutativos en O, generados por el subgrupo abeliano 11, en el espacio
homogéneo 0/04, variedad difeomorfa a 0.
En el cuadrado E? se escoge 11 = H~ x ~2 donde H~ son subgrupos
abelianos de O. La forma de Maurer-Cartan en 11 será Ñ = (db1 . h~ , dh2
con A¿ EH,. Se tienen los flujos conmutativos 4’ = (h1 ~gi,h2 92) ge-
nerados por multiplicación a la izquierda por elementos de 11, y las 1-formas
w±,a, con ¿2 = (aa) — (w4,caj = Ad4)(k), que describen diferencialmente
la proyección de los flujos conmutativos generados por H en la variedad
homogénea DIO11 localmente difeomorfa a 60. Las órbitas de los flujos
4) = h2 g h~ son puntos en el espacio de dobles ‘cosets ‘i2 \ 0/111. Si
O/H1 y A’2 := Ifl \ O se introduce el O-espacio A’ = A’2 x A’1,
Dieudonné(1970-1975), la acción derecha de O viene dada por
en donde se tiene la fibración r 2 A’ —. M, con la base M = A’2 >c A’1 modO
el conjunto de órbitas de O en A’, (112 ~92,91 . It) -~ (H2 • ~22í Hi) si y
sólo si 92 9í = 92 ~1, fácilmente se concluye la identidad M = 112 \ O/Ha (a
la clase de equivalencia (112.92,91.111 )modO le corresponde el doble ‘coset’
112 92 9i Hl).
Cuando I11flH2 = {e} entonces x2(Xi) = xdX2) = O donde X~ e X(11,)
son campos vectoriales. Por tanto si X2,Y2 E Xi(112) (donde Xí denota el
st
a,
e
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a.
conj unto de campos vectoriales invariantes izquierda) [A’2,Y2] = O ya que
112 es abeliano, la condición de curvatura nula de ca; £t = O, implica la
ecuación X2ca(Y2) — Y2w(X2) — [ca(X2),ca(Y2)N = O. Esta es la ecuación que a
se hubiera obtenido fijando los flujos generados por 11~ y permitiendo tan
sólo evolucionar con H2, las variaciones infinitesimales serán las dadas por
elementos de X(H2). El cuadrado desaparece y se obtiene la descripción de a
los flujos conmutativos generados por 112 en O y su proyección en el espacio
homogéneo G/G~.
eEn los próximos capítulos se verá que la técnica del revestimiento aquí
introducida tiene como consecuencia (en los grupos de lazos) la aparícion
de jerarquías integrables (en 1+1 dimensiones) asociadas a ca, y de retículos
integrables continuos (en 1+1) dados por a. Los pares de Lax los dan los coe-
ficientes de estas 1-formas, las familias infinitas de leyes de conservación de
estos sistemas aparecen en relación a ciertos subgrupos de isotropía. Además,
la teoría de la modificación y la generalización de las transformaciones de
Miura recibe un tratamiento grupo-teórico. Cuando se estudie ca se permitirá
la restricción a X(112) sin embargo la 1-forma a involucra a todo el grupo 11.
Los subgrupos utilizados seran los asociados a las subálgebras de Heisenberg
(módulo extensión central) homogéneo y principal, ver Guil(1989).
Las construcciones de revestimiento dadas en este capitulo enlazan con U
las que aparecen en la literatura como se explica a continuación. En Za-
kharov y Shabat(1974,1979), como ya se mencionó, se introdujo la tecníca
del revestimiento en relación con las transformaciones de ‘gauge’. La escuela a.
japonesa de Kyoto dirigida por M.Sato generaliza estas ideas en los traba-
jos Date, Jirnbo, Kashiwara y Miwa(1982) construyendo grupos de trans-
formaciones de revestimiento. En Segal y Wilson(1985) y Wilson(1985) a.
se da una interpretación de estos grupos en el marco de las álgebras de
lazos .-- - Finalmente--en- Semetnov.=Ty-an=Shanskii(-1-985 ,1Q8-7-)- se- -presenta -un
tratamiento completo con el uso de la matriz-r clásica (ver también Lu y Wc- e
instein(1990)). Lo interesante es que estas transformaciones de revestimiento
son acciones de los grupos de Lie presentes en la teoría sobre el espacio de
funciones de onda. En particular, en Semenov-Tyan-Shanskii(1985) se da
una accion de O¡j sobre el espacio de funciones de onda con la propiedad
de que O~ x O — O es una aplicación de Poisson, donde O es un grupo de
Poisson-Lie. La dada en Segal y Wilson(1985) difiere de esta acción tan sólo a.
en un factor de normalización. Así la acción de Segal y Wilson(1985) de O
sobre C~(11, O) es
go4):(4).g4)
1)... .4), —
a.
a
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que recordando que 4’ .g 4’’ = (4>.g. ~1):1 (4’. g 401)+ se reescribe
como
go4’ = (4i ~g 4’’)+ 4’
Que esto es una acción se deduce del siguiente cálculo
92091 o4) = ((g: o4j.g~ (9’ o4’fl’fl. .(g,o4j.g;’ =
(4’gi 4’’)±4’(929IY’.
Ahora bien, si a.... E 0. !=. (a.... b)4 = b4 para todo b E O, luego se obtiene
92091 o4’ = (92 .91)0 4’.
En el caso de que la función de onda 4’ tome sus valores en O— entonces la
acción de revestimiento de Segal-Wilson es
y de aquí la relación con el método presentado en Guil(1987), una vez que
se considera la acción derecha análoga a de Segal-Wilson. La acción de 011
sobre C¶ JI, O) de Semenov-Tyan-Shanskii es como sigue,
—1go4> 2= (4)9 .4,—1) .4) •gi = (4).~ ~ .4) 94
El que es una accion izquierda de 011
92091 o4) = (92 * g,)o 4),
se deduce del mismo modo que en el caso de la acción de Segal-Wilson, de
la que tan sólo difiere en un factor de normalización.
a,
a,
a,
st,
e’
a
a
a
a.
a.
a
a
a.
e
a.
a.
a
e
e
Capítulo V
Integrabilidad en LSL2: subálgebra homogénea
En los capítulos que siguen se entrelazan las ideas expuestas anteriormente.
Debemos recordar que la formulación de los sistemas diferenciales del capítulo
anterior se basa en los siguientes datos: un grupo de Lie, un endomorfismo
del álgebra de Lie del grupo que satisfaga la ecuación de Yang-Haxter clásica
modificada y por último 1-formas de curvatura nula.
Es interesante investigar las consecuencias de dichas construcciones en
grupos de Li, de dimensión infinita. Necesitaremos que los grupos sean
ta que se pueda definir la diferencial derecha, que exista un teorema de
la función implícita para poder construir la aplicación exponencial, etc. En
definitiva el grupo de Lie debe ser el soporte para un cálculo diferencial
habitual, y por tanto será de Lie-Banach o que una compleción adecuada
lo sea. En Guil(1989,1990-2) se presentó el estudio de los sistemas diferen-
ciales exteriores en el grupo de Lie-Banach de automorfismos de un espacio
de Hilbert, detallandose allí las jerarquías integrables obtenidas, problemas
de factorización, función T, etc. En esta tesis se analizaran dichos sistemas
diferenciales exteriores sobre grupos de lazos, grupos que poseen comple-
ciones de Sobolev que les convierten no sólo en variedades de Banach sino
también de Ililbert.
Entre los grupos de lazos el más asequible es, sin duda alguna,
LSL(2, 42). Por ello los capítulos Y, VI, VII, VIII, IX y X se dedicarán al
estudio del sistema diferencial exterior en este grupo de lazos. Del capítulo
V hasta el VII los flujos conmutativos seran los generados por la subálgebra
de Heisenberg (módulo extensión central) homogénea. Las soluciones de
la ecuación de Yang-I3axter clásica modificada serán las modificaciones de
la solución racional de Yang particularizada al álgebra de lazos. Cuando la
63
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e
modificación sea antisimétrica con respecto a alguna forma bilineal simétrica
Ad-invariante y no degenerada, se tendrá una biálgebra de Lie, ver Apéndice
H, y por ello parece posible la cuantificación del sistema integrable asociado. u,
Se obtendrán diversas jerarquías integrables, sus familias de leyes de conser-
vación locales y no triviales, transformaciones de Miura generalizadas entre
sistemas modificados y no modificados, pares de Lax y los problemas de fac- a
torización relacionados. Todo ello, por supuesto, dentro del espíritu marcado
por los capítulos anteriores.
a
La subálgebra homogénea Ji está asociada a la subálgebra de Cartan
Ej de s[(2, 42), si {e, Ii,fl es la base de Cartan-Weyl de sí(2, 42) entonces
= Ch. Así
a
JI = ‘1+
con
u,
= 41~.
Sean H±los grupos de Lie adjuntos a ñ~, y 11 = H~ x H~. Los flujos
conmutativos seran
4’=hj.9.h4, h±EH±
donde y E LSL(2, 42) es la condición inicial. Como H~ H y 112 = 11~ a.
las 1-formas XI,X2 son las formas de Maurer-Cartan en 11, H~, respectiva-
mente.
e
Las matrices-r clásicas 1? que consideraremos aquí están asociadas a la
descomposición triangular de Birkhoff
a.
Ls¡(2, 42) — L4s [(2, C) e z1(2,42) e LEs 1(2,42),
ya que si id = E’
4 + E’o ..... es la resolución de la identidad asociada a la
a.
descomposición triangular, entonces R = E’4 — E’.. + pPo donde p es solución
de la ecuación de Yang-Baxter clásica modificada en s[(2,C).
En la primera sección estudiaremos la contracción de la ecuación (IV.2.4) —
con el campo vectorial invariante izquierda & E X1(H+). tJi(e) = Ah.
Parametrizaremos la función de onda 4). en función de variables 5,14 y
de sus Sí-derivadas. —
En V.2 contraeremos la ecuación (IV.2.4) con el campo 52 E X1(114),
02(e) = A
2Ii, y utilizando la parametrización obtenida en la subsección an- a.
tenor se llega a una ligadura diferencial dei tipo ce un sistema de evolucion
u,
a
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para 5V4, que es un sistema de ecuaciones no lineales en derivadas par-
ciales, (01,02), para los campos 5, V4. Este sistema es integrable, se puede
construir un par de Lax que depende de 5, Y4 y existe una colección in-
finita de leyes de conservación locales y no triviales en las variables S, V.~
y sus Si-derivadas. La consideración de campos vectoriales O,. E X1(114),
54(e) = A~Ii, lleva consigo la construcción de la jerarquía integrable asocia-
da. Existen reducciones reales de estos sistemas, esto es, las formas reales
de 61(2,42) dan nuevas, álgebras de ]azos reiles que permiten el estudio de
nuevos problemas de factorización y por tanto nuevas jerarquías integrables.
Este proceso se puede realizar mediante lo que se llama una reducción del
sistema inicial.
En V.3 estudiamos la 1-forma a. Así se parametriza 4>+ en las varia-
bIes 2’ W contrayendo la ecuación (IV.2.4) con el campo vectorial O—i E
Xí(11<, 5...í(e) = >J1h. La ecuación de curvatura nula que debe cumplira, una vez evaluada sobre ~ implica unas ecuaciones diferenciales so-
bre 5, lj,T, W__ con variables independientes t
1,L.1. Aquí ti,t.1 son las
coordenadas de los flujos exponenciales exp((t1A +t~1A—’)h) de los campos
,O...j. Es un sistema con una doble familia de infinitas leyes de conser-
vación locales y no triviales. Las formas reales se estudian igualmente. De la
construcción se concluye que estas ecuaciones son simetrías de las ecuaciones
de evolución halladas en V.2 para 5V4, por un lado, y de T, W, por otra
parte.
En la cuarta sección damos una aproximación grupo-teórica a las trans-
formaciones de Miura generalizadas. Así la solución del caso no modificado
(p = id) se expresa en términos de las soluciones 5, 14 de un sistema modi-
ficado p ~ id.
Comentemos por último que en los trabajos Mikahailov y Shabat(1985-
1,2> y Mikhailov, Shabat y Yamilov(19S7) se llega a una clasificación com-
pleta de los sistemas integrables con infinitas leyes de conservación del tipo
Pt = Pxr + f(p,q,p~,q~)
= q~r +g(p,q,px,qr),
y que en Miklíailov, Shabat y Yamilov(1987) se da una lista completa de tales
sistemas. A pesar de ser dicha lista extraordinariamente extensa, estamos
convencidos de que la mayoría de los sistemas integrables de este tipo se
pueden explicar con los métodos aquí expuestos.
a,
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Vi Parametrización de 4<
Queremos resolver la ecuación (IV.2.4) para 4>, con la matriz-r clásica 1? = a
E’4 — E’.... + pPo, donde id = E4 + Fo + E’... es la resolución de la identidad
asociada a la descomposición triangular de Birkhoff
u.
L51(2, 42) = L~s((2, 42) ® sI(2,C) e LES((2, 42),
y Xi, X2 las formas de Maurer-Cartan en los subgrupos homogéneos H, H.~..
La descomposición
Ls((2,Cy. = LESI(2,42) e s((2,42)..., —
con s[(2, 42)... = imp.., permite proponer la factorízacion
= O a
donde O y a toman sus valores en LESL(2,C) y SL(2, 42) respectivamente.
En particular a = 4>.4~), aquí se entiende por 4t(oc) el valor de la ex- a
tensión holomorfa de 4> al exterior de 51 calculado en oc.
La descomposición simétrica de LS[(2,C) inducida por Ii
Ls[(2,42) = te m,
acon
htkeradh, m=imadh
lleva consigo la descomposición a
C~(H, LS ~(2,42)) = t.~ e ms,
donde a.
= Ada(C~(11, fl), m5 = Ada(C~}H, m)).
Si a.
5 = Ada(h)
entonces
= keradS, m5 = imadS. —
Se llega así a la factorización
a.
19 = u a &
u,
e
a.
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donde U := In u E m5 y ~ E C¶11, It). Por tanto
= u a í6.
Contraigamos ahora la ecuación (IV.2.4) con el campo Si E Xi(114), Oí(e) =
Ah. Con la factorización del párrafo anterior obtenemos
01ut0
1 +Adu(Oiaa’+E r,.5í$,.S) = (—F..+p...Fo)Adu(AS) (Vil)
5>0
donde se ha expresado sb(A) 2= exp(~~>o A-54>,.h) y las 4’,. son funciones
sobre 11 a valores en 42.
Insertando el desarrollo de Fourier
U(A) := 3
sMi
donde los coeficientes de Fourier U,. pertenecen a ms ri C~O(H, 61(2,42)), en
la ecuación (Vil) se llega a un conjunto infinito de ecuaciones entre estos
coeficientes. Las dos primeras son
bia.a’—p4Ui,S]0 (V.1.2)
y
1
OiUi+[Ui,Oía.a’]+5i4>íS+[U
2,S]+—[Uí [U1,S]]=O (V.1.3)2’
De la definición de 5 se concluyen las fórmulas
OiS= [01a a
1,S1
1
~(adS)2 = id.
Ambos hechos se usarán en lo que sigue.
Se introduce la notación
V:=[U
1,S].
Por tanto (V.1.2) implica que 01S = [W,S] = [1’+, 5]— [VS]. Como 1’ E
tUs, entonces V se puede expresar en función de 5,015,14 como sigue
y = j([SOiS]-i- [S,[S,V4]]),
a,
a
u.
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u.
y de aquí la ligadura
1
= —p4([S,5íS1+[S,[S,V4]]). (‘,‘.1.4) a,,4
Debe notarse que U1 es expresable en términos de S,V4 ya que U1 = 1[V,S]
y por ello e
U1 =
El corchete de Lie de 5 con (V.1.3) da lugar la siguiente expresión para a.
U2
LI2 =
a
Recordemos que la forma de Cartan-Killing en s[(2,C) es B(X,Y) =
4TrXY y que con respecto a ella keradS 1 imadS (es una forma Ad-
invariante). Por ello, contrayendo (V.1.3) con 5 a través de B, se obtiene a
= —~B([V, S], [V,S]),
en donde se ha tenido en cuenta la normalización B(S, 5) = 1. a
Si hubiéramos considerado más ecuaciones hubiéramos llegado a expre-
siones analogas para U3, U4,... y 51t, 51~,... en función de 5,14 y sus a
Si-derivadas. Por tanto, hemos construido una parametrización no local de
4>.
a
Teorema Vil El campo invariante izquierda Sí 6 X1(H4), 51(e) =
Xli, induce una parametrización de la solución 4> de (IV.2.4). Así si
4>... = u a & e
donde a esta evaluada en SL(2, 42)..., In u(A) 2= Z~>O A~U~ toma sus va-
lores en Ada(imadh) fl L76((2,C) ji «A) 2= exp(Z~>oY%,.) en 11 a.
entonces las variables 5 = Ada(h) y y4 permiten expresar los elementos de
{ Un,84n}n>o como polinomios en {5rS,0i~V+1m>o.
Las primeras relaciones son *1
= ~(—0
1S+[V+,S]) —
1
U2 = ——(01V+[V4,V])4
0d~ = —~B([V,Sj[V,S]). —
a
a.
a
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V,2 La jerarqufa integrable
En la anterior sección se parametrizó la solución 4L en las variables 5, 14
y sus 5,-derivadas, donde los campos 5, V4 satisfacen la ligadura diferenciai
(V.1.4). Veremos en esta sección qué condiciones deben cumplirse entre 5
y 1’4 cuando la ecuación (IV.2.4) se contrae con otro campo vectorial. Sea
02 6 Xi(114), 02(e) = VIi. La contracción de la ecuación (IV.2.4) para 4>
con este campo da lugar a un numero infinito de ecuaciones en los coeficientes
de Fourier. Las dos primeras son
102aU —p....([U
2,51+—[Uí, [U1,Sfl)=O2
¿½U1+ [U1, 820 cf’] + 02t +
[Ua,S]+ ~([U,,[U2,S]]+[U2,[U,,5]])+ ~[U1,[U1,[U1,S]]] = O
Introduciendo en estas ecuaciones las expresiones obtenidas anterior-
mente para los elementos de {U,.}n>o en función de S, V4 y sus 8j-derivadas
se llega a nuevas ligaduras entre estas dos variables, pero ahora con la pre-
sencia de 02-derivadas. También se consiguen expresiones para 52’I,. como
polinómios en 5, l”4 y sus Si-derivadas. Dada la equivalencia de la ecuación
(IV.2.4) para 4’. con la condición de curvatura nula paraca4, la restricción de
esta 1-forma al subespacio generado por 01,02 se expresará en las variables
5,1~4. Así
ca4 = Ldt1 + Adt2,
donde
ti, ~2 son las coordenadas generadas por el flujo exponencial de Ah, VIi,
respectivamente, y L, A son
L = (E’
4 +p4Fo)Adu(AS)
A = (P4 + p4Fo)Adu(A25).
Introduciendo en estas expresiones la parametrización de In u se llega a la
Proposición V.2.1 La restricción de de ca
4 al subgrupo de 114 con 61-
gebra de Lie 42{Ah, A2h} es
ca
4 = Ldt1 +Adt2.
Tanto L como A se expresan en función de 5,14 como
L = AS+1~4
A = A
2S+AV+Q+,
a,
a,
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stdonde V = i([S,OiS] + [5, [5,14]]) y Q~ = con
1Q= [—01V+[V,V4],5]—-[v[V,5]]. a.
8’
a
La condición de curvatura nula que verifica ca4 es la única ecuación a
satisfacer por 5, 1~4 para que 4)... parametrizada en el Teorema Vil sea
solución de la ecuación (IV.2.4) cuando se contrae con 82. Por ello se con-
cluye el
u,
Teorema V.2.1 La tinica condición que pesa sobreS y 14 para que 4),
parametrizada en el Teorema V.l.1, cumpla la ecuación (IV.É?.4) contraida
con 82 es el sistema a
82S = 81V+[V,V.4j+[Q+,S]
82V4 = 81Q++[Q4,V4] —
donde V ~‘Q+ estan definidos en Proposición V.2.l.
a.
El sistema diferencial que aparece en este último teorema es de hecho
un sistema integrable, posee el par de Lax LA, y una familia infinita de a.
leyes de conservación locales y no triviales. Como se ha visto las densidades
ln .
0t~n y m~ 2= 8
2’Z’,. se expresan como polinomios en 5,14 y sus
derivadas, aplicando la regla de Schwartz sobre las derivadas cruzadas (los e
campos son suaves) se obtienen las infinitas leyes de conservación 02?,. =
81m, para todo n >0.
La consideración de campos 0,~ E Xi(114) con &n(e) — A
7h n > 3
llevaría a la construcción de la jerarquía integrable con tiempos {~~1~>
0•
En vez de considerar en estas dos primeras secciones el álgebra 6 ~(2,C) —
se podrían haber utilizado formas reales suyas, Helgason(1978) y Cornwell
(1988-1990), la compacta su(2) y las no compactas 611(1,1) y 61(2,R). Las
formas reales son subálgebras de z[(2, 42), en concreto son el conjunto de e
puntos filos de ciertos antiautomorfismos involutivos. Por ello cuando p deje
invariante esta subálgebra se podrán reducir los resultados obtenidos para
el caso complejo a la forma real. a.
a.
e
e
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La parametrización de 4). inducida por O~ en las variables 5, V’4 expuesta
en Teorema V.1.1 se puede extender a 4t~., siendo en este caso el campo
0—1 6 X¡(IL),&í(e) — A’h el que induce la parametrización en las va-
nabíes T, W..... Introducimos la factorización 4t~. = y b ~ donde Ii está
evaluadaen s[(2,42)+, lnv(.A) 2= Z~>oA~V,. en Adb(imadh)flLt6((2,42) :v
<A) 2= exp(Z,.>0 A’bp,.) en H~. Entonces las variables T, W_ donde T =
Adb(h) y TV... tiene su recorrido en 61(2,42)..., permiten expresar 1/,. y
corno polinomios en estas variables y sus 0...i-derivadas. Estas expresiones
son las mismas que las obtenidas para ~ sustituyendo 5 por T y
y4 por — W.. Concretamente W = {([T, 8—iT] — [T, [T, W...]]) y W... —
— [T, [Y, WA]). Las jerarquías integrables a las que conduce
este 4).~., cuando se estudian las consecuencias sobre campos vectoriales tipo
&,. E XftH...), 0~n(e) = .V”h, son las mismas que las dadas en Teorema
V.2.1 con —p en vez de p.
La 1-forma a es de curvatura nula, por tanto £2a(Oi,&i) = O da nuevas
ligaduras entre 5V4, T y W.
Y~S— [S,Wj = O
a-1v4+o~w- —[V4,W..j+[5,T] =0
OíT+ [TV4] = O.
ElpardeLaxdeestesistemaesL=AS+V+yA=A
1T—W Se
conocen expresiones polinómicas para 4, = bit, y 4, = O—wn en función
de S, V
4 y sus Si-derivadas y de T, W y sus 8...i-derivadas respectivamente.
Pero 8—jt, y
0í~n no se han parametrizado todavía. Para ello contraemos
la ecuación (IV.2.4) para 4)... con el campo &~, obteniendo
0—ju . u1 + Adu(&ía a1 + 3 A~&it,S) = A1T — 1V
n>O
que se desacopla en un número infinito de ecuaciones siendo las tres primeras
0...
1a c§~ =—VVL
¿L1U, + [U,,&1a . afl -1- ¿Lpb,S = Y
1 1 1
&-1tS+ [U1tL,41] = O.
a,
a,,
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a
Introduciendo en estas ecuaciones la parametrización de los elementos de
{ U~},.>0 en función de 5, V~ ¿ sus Si-derivadas se obtienen expresiones
polinómicas para f,. := &1$n en las variables S, V-~. y sus 5~, 0—1-derivadas u..
y en T y W... El mismo argumento es cierto para f~ 2= 8íS~n, permutandopor 0—~ y 5, 14 por 2’, —w... Se llega pues a una doble familia infinita
de leyes de conservación locales &~l,. = Oífn y O—ífn = Oíl,.. st
Debemos comentar que este sistema integrable no es más que una de las
condiciones de compatiblidad para la proyección de los flujos conmutativos.
aAsí cuando sólo se estudia la descripción de esta proyección con flujos gene-
rados por H
4 ó 11.... ( siendo (tí,12, . . .) 6 (L.1,t..2, . . .) las etiquetas de las
evoluciones respectivas) se obtienen sendas jerarquías integrables para S, y4 a.
ó Y W con p en el primer caso y —p en el segundo. Sin embargo 5, V4
también dependen de las variables t.1,t..2,... y T W de tít2 Las
ecuaciones halladas en esta subsección son sólo una parte de las ligaduras
aque existen entre 5, 1/4, T y W como variables dependientes de {1±,.},>o.
Si se considera la dependencia de 5, y4 en la variable t..1 se concluye que
son solución de la jerarquía integrable para todo Li, luego las ecuaciones
a.
recién obtenidas son simetrías de las jerarquías integrables. El argumento
inverso también es verdadero.
st
VA Transformaciones de Miura
Entre las elecciones posibles de p se encuentra p = id. Este caso se conoce a.
como no modificado, y se cumple 5 = h y 1/4 = pe + qf donde p,q son
funciones sobre H a valores en 42. Denotando = a~ 19 a se llega a
= a 4>(id> Luego 4)(id> es solución de la ecuación (IV.2.4) para 4). en el —
caso no modificado, p = id. Por tanto si a := a —i se tendrá
(Id) a
factorización que conecta la version modificada con la no modificada. To-
mando la diferencial derecha de esta ecuación se llega a a.
da. ñ~
1 + Adñ(ca~) = ca~d),
a
generando pues ñ una transformación de ‘gauge’ entre la 1-forma de curva-
(id) -1tura nula modificada ca
4 y la no modificada ca4 . La ecuación Oía a =
a
0í5] + [5, [5, Vi]] se puede integrar y obtener una expresíon
1/.... = 1/4 —
a
a.
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no local de a en las variables 5, 1/4 invirtiendo esta matriz se llega a una
expresión similar para ñ. Por tanto la ecuación
8,a .a’ -~- Ada(V4) =pe-$-qf,
constituye una transformación tipo Miura, pues expresa soluciones de la
jerarquía integrable no modificada en función de soluciones de la modificada.
st
a,
e
u,,
a,’
e
u,
a
u’
a
a
a.
a
a.
u,
a
Capítulo VI
Modificaciones de AKNS
Itataremos en este capítulo una serie de ejemplos que ilustran las construc-
ciones del anterior. En VI.1 se describe la jerarquía integrable de AKNS,
Ablowitz, Kaup, Newell y Segur(1974), para después, en las siguientes sec-
ciones, ir modificandola y llegar, entre otros, a los diversos sistemas inte-
grables conocidos en la literatura. Construimos explícitamente las transfor-
maciones de Miura, primera densidad conservada y pares de Lax. Todo ello
es consecuencia de la condición de curvatura nula que pesa sobre ca4. La
consideración de la 1-forma & lleva, por ejemplo, los modelos de transparen-
cia autoinducida, Gibbon(1985), y de Thirring masivo, Gerdhzikov, Ivanov
y Kulish(19SO).
Todas las jerarquías integrables calculadas se pueden interpretar como
la descripción diferencial de la proyección de los flujos conmutativos en los
espacios homogéneos dados por el problema de factorización. Como se sabe
en el caso de la factorización de Birkhoff este espacio homogéneo se modela
mediante una grassmanniana, la jerarquía de AKNS se enmarca dentro de
esta variedad.
Para enlazar con la notación estandar de la literatura se define x = ti, 1 =
12.
VIi AKNS y NLS
El primer ejemplo ya se ha comentado en el capitulo anterior, es el caso
no modificado, p = id. Por tanto p.~. id y p.. = O. Luego, como ya se
adelant¿en V.4, se tendráS = II y 1/ = 1/4 = pe+qf donde p,q son campos
75
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a,
escalares suaves. También es fácil obtener Q = = ~(—pq h + p,,e — q,,f).
El sistema integrable es pues
1
= ~prr—2p2q
1
= ——q
5~+2q
2p. a,,2
Esta es la primera de las ecuaciones de la jerarquía de AKNS que es
el conjunto de todos los posibles flujos t,.. Esta jerarquía fue hallada en
Ablowitz, Kaup, Newell y Segur(1974), trabajo que generaliza el método de
la transformada espectral inversa usado en Zakharov y Shabat(1971). Sin
embargo en Zakharov y Shabat(1974,1979) la técnica fue depurada y es en
estos artículos donde más claramente se expuso el papel predominante que
tiene la condición de curvatura nula en la teoría de los sistemas integrables.
De estos trabajos emergió lo que se conoce como esquema AKNS-ZS. El a
papel del álgebra de lazos se expuso con claridad en Flasckha, Newell y
Ratiu(1983).
El par de Lax del sistema es L = >.h+pe+qf y A— A2h+A(pe+qf)+ a
~(—pqh +pxe — qxf), y la primera densidad conservada pq, (pq» E imO~,
se denomina en la literatura el número de pseudo-partículas.
Por tanto, la jerarquía de AKNS es interpretable como la proyección de
los flujos conmutativos, generados por traslaciones por multiplicación a la
izquierda por elementos del subgrupo de Heisenberg homogéneo H~, en la —
grassmanniana Gr~2~.
Claramente el sistema admite todas las reducciones reales, entre estas e
las más interesantes son la forma compacta zu(2) y la forma no compacta
6U(1, 1). Los sistemas que se obtienen así son equivalentes a sustituir II por
ib, esto es 1—. jIz — ix, y q = —p ó q = p~ según sea el caso compacto o e
no. La primera de las ecuaciones de lajerarquía de AKNS se transforma, con
estas reducciones, en la conocida ecuación de Schr¿dinger no lineal(NLS)
1 —
‘Pi = ~Pxx ±2¡p¡2p,
donde el signo + corresponde a la reducción compacta y el — a la no com- a.
pacta, denotandose cada caso por NLS±.
La ecuación de NLS fue resuelta en Zakharov y Shabat(1971) generali-
zando el método de la transformada espectral inversa de Gardner, Greene, U
e
a.
a.
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Kr uskal y Miura(1967). Es una ecuación universal en Física: describe la am-
plitud, pl, de un paquete de onda debilmente no lineal en un referencial movi~
con la onda. NLS4 es la ecuación que rige el autoenfoque, por efecto Kerr, de
la onda envolvente en un medio óptico, generando solitones ópticos. NLS
da el autodesenfoque, efecto Kerr negativo, y por tanto aparecen los ‘dark
solitons’ (que modelan la ausencia de pulso luminoso). También Hasegawa
y Tappert demostraron la relevancia de ambas ecuaciones en el estudio de
fibras (dieléctricas) ópticas, ver Hasegawa(199O) y Mollenauer(1985). Es
importante esta ecuación en el estudio de ondas de Langmuir en plasmas,
Zakharov(l972), en la teoría de ondas profundas en el agua, Lake, Yuen,
Rungalder y Ferguson(1977) y en la descripción del transporte de energía
en proteinas del tipo ‘alpha-helix’, Davydov(I981), Hyman, McLaughlin y
Scott(19S1) y Scott(1985). En la teoría de la superconductividad la ecuación
de Gizburg-Landau es NLS con un término lineal añadido. Para mayor in-
formación consultar Scott, Chu y McLaughlin(1973).
VI.2 El modelo ferromagnético de Heisenberg
El siguiente ejemplo es p = —id, por tanto p~ = O y p = —id. Luego
1/4 = = O y 1/ = k[5 Ss]. El sistema integrable que obtenemos es
1
— 45 Sn],4
con la ligadura adicional 52 = id, 5 = Ada(h) con a tomando valores en
SL(2,C). Esta ligadura lleva a la igualdad [S,S~]= 25 &. Una primera
densidad conservada es ~ = ~B(5~, Sr), y el par de Lax es L = AS y
A — >25+ rs s~]
Ciertamente la construcción admite reducciones a formas reales. En el
caso compacto se llega al modelo ferromagnético de Heisenberg, 5 es un
‘5pm’ en una cadena lineal continua. En cada punto de la cadena (que
se parametriza mediante x) se encuentra un momento magnético unitario
5, siendo la interacción entre diferentes momentos de vecinos próximos e
isotropa, ver Chikazumi(1964). La evolución de la cadena la da el sis-
tema integrable obtenido. El modelo fue integrado en Takhtajan(1973) y
en Eicheherr(1982) se mostraba su relación con el álgebra de lazos, con-
siderandose conjuntamente con la ecuación de NLS.
La transformación de Miura con AKNS se sigue de 0r cf1 = —4[S, S~j.
Integrando esta ecuación se llega a una expresión no local de a en 5, S~,
a,,
st
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u,
invirtiéndola obtenemos ñ, de donde se concluye ñ~ d1 = p e + qf con p, q
soluciones de AKNS. Por tanto se expresan soluciones de AKNS en términos
de soluciones del modelo ferromagnético de Heisenberg. La relación contraria
es también cierta, la ecuación diferencial para d permite hallar a en función
de p, q y por tanto 5 = Ada(h) será solución del modelo ferromagnético de
Heisenberg. La equivalencia ‘gauge’ de NLS con el modelo ferromagnéti-
co de Heisenberg fue puesta de manifiesto en Zakharov y Takhtajan(1979)
aunque ya en Lakshamanan(1977) aparece la relación existente entre ambos
sistemas. Para un estudio detallado ver Faddeeev y Takhtajan(1987). a.
VI.3 El sistema de Dodd-Fardy —
En el ejemplo que se expone a continuación la solución de la ecuación de
Yang-Baxter clásica modificada es p(w
4e + w0h + w f) = e +cw0h — itt f, —
cE 42. Se llega a 6~(2,42)4 = C{e, (c + 1)b} y M(2,42)... = 42{f, (c — 1)14
Por tantoS = h+2vf y 1/4 = 2ve—(c+ 1)uvh. De donde 1/ = 2ve —
2uv h — (2(c — 1)nv
2 — v,,)f y Q-i. = (nr + 2(c — 1)~~2vW + ((~ + UÓ~vx — a.
vn») + (e + 1)(2c — 1)u2v2)h. El sistema integrable es
lii = ~Urr + 2(c — 1)vuu» + 2cu2v» — 2c(c + 1)u3v2 a
= —iv,,» + 2(c — 1)uvv» + 2cv2 u» + 2c(c + 1)v3v2.
a.
Una primera densidad conservada es (c+1)uv y el par de Lax adopta la forma
L = A(h—2vf)+2ue—(c+1)uvh y A = A2(h—.2v1)+A(2ue—2uvh+(2(c—
1)uv2— v»)f+(2(c— 1)u2v+u»)e+ (i(c+ 1)(uv»—vu»)— (c+ 1)(2c— 1)u2v2)h a.
Lajeraquía integrable, de las que este sistema constituye tan solo la primera
pareja de ecuaciones, se puede interpretar como la descripción de los flu-
jos conmutativos generados por el subgrupo homogéneo en la variedad ho-
mogénea LSL(2, 42)/(LtSL(2, 42) x SL(2, 42)~). Considerar —p es equivalente
al estudio realizado y supone sustituir c por —c.
a.
Las formas reales, c E R, tienen asociada la ecuacion
1
tu
1 = ;jV»r T 2i(c — 1)¡uj2u» ~ 2icu2u + 2c(c + 1)¡u¡4u,
aquí el signo — se toma en el caso compacto sxí(2) y el signo + en el no
compacto 6U(1, 1). Esta ecuación fue encontrada en Dodd y Fordy(1984), a.
junto con el par de Lax en su forma real, por el método de prolongación
st
a.
a.
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de Wahlquist-Eastabrook. En la ecuación de Dodd y Fordy(1984) apare-
cen dos parametros reales, en tanto que en el sistema integrable que hemos
obtenido aquí tan solo hay uno. Sin embargo la equivalencia entre ambas
ecuaciones es completa una vez que las coordenadas x,t se someten a dila-
taciones. La ecuación se particulariza fijando el valor de c. Cuando c = —1,
en el caso compacto, se llega a la ecuación de Schrédinger no lineal derivada
(DNLS), que fue integrada en Kaup y Newell(1978); cuando c = O se ob-
tiene la ecuación que aparece en Chen, Lee y Liu(1979) cuyas soluciones
multisolitónicas se hallaron en Nakamura y Chen(1980).
Como en casos anteriores este sistema integrable se conecta con AI<NS
mediante una transformación de Miura generalizada. Insertando
(a~ o
a— —1k 02 a~
en la ecuación diferencial
1)uv (—2(c +
a» . a = —(c — h + — 1)uv2 y»)!
se llega a la solución no local
aí(x,t) = exp (—(c— I)Jduuv(ut))
a
2(r,t) = vexp (—(c— 1)Jd~uv(v~t))
Como
a» w’ + Ada(2u e — (c + 1)uv h) = p e + q f,
donde a = a
1, se obtiene la transformación de Miura generalizada
p(x,t) = 2u(x,t)exp (2(c— l)Jdyuv(y1))
q(x,1) = (—v,<(x,t)+2(2c— 1)uv2)exp (—2(c— 1)Jdyvv(Y,1))
La transformación de Miura generalizada nos permite asegurar que uy» —
2(2c — l)u2y2 es una densidad conservada del sistema modificado ya que es
proporcional a la primera densidad conservada pq de AKNS. Obsérvese que
las formas reales, u = ±v*,del sistema modificado, no se hallan relacionadas
mediante una transformación de Miura con NLS. Sin embargo estas ecua-
ciones se conectan entre si para diferentes valores de c, ver Mañas(1988).
a,
a,
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VI.4 Ecuaciones de Jaulent-Miodek y Burgers —
El ejemplo dado ahora enlaza con el problema del operador de Schrbdinger
u,dependiente de la energía así como con la ecuación de Burgers. La solución
p de la ecuación de Yang-Baxter clásica modificada está asociada a la des-
composición
a
sI(2, 42) = sI(2, 42)4 e sI(2, C)..,
con
a
42{e+—h ~ 1= 1 ——h}
2’ 2
= C{II}.
Ahora serán 5 = hl’4 = v(e + ~h)+ t4f — ~h). También 1/ = ue + yf
y Q4 = ~(u» — v(u — v»(e + h) — (v» + v(u — v))(f — ~h). El sistema
eintegrable asociado es
1 1
= —u»»+—(2uv—v
2)» u,
1 1
= —~v~ — —(2uv — y2)».
2
e
El sistema fue estudiado en Nijhoff. Quispel. van der Lienden y Capel(1982),
y aparece como la ecuación zg en Mikhailov, Shabat y Yamilov(1987). Una
primera densidad conservada es uy. Admite la reducción real no compacta —.
su(1, 1), u = ?, con la ecuación integrable
1
= + ~(2ju¡ — u2)».
La transformación de Miura generalizada con AKNS se halla como en
casos anteriores a.
p(z,1) = u(r,t)exp (—J»dv(u —
q(x,t) = v(x,1)exp (J»dv(u — v)(~,t)) , a.
que en el caso de la reducción no compacta conecta la ecuación con NLS a a.
través de la relación
p(x,t) = u(r,t)exp (—2íJ»d~ímv(Yí)) , a.
a.
a.
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donde Im denota la parte imaginaria. Las ecuaciones se pueden conectar con
el modelo ferromagnético de Heisenberg teniendo en cuenta que la solución,
5, de dicho modelo se expresa en función de soluciones de AKNS (NLS
en formas reales) y por tanto en términos de soluciones del sistema aquí
construido.
El par de Lax del sistema es L = Ah + u(e + ~h) + v(f — ~h) y A --
A21I +A(ue+ vf) + ~(u» — u(u — v))(e+ ~h)— (v~ +v(u— v))(f— h). Si
L se conjuga con el elemento
g (11 {) EGL(2,C),
se obtiene L9 = Adg(L) con L9 — —A(e + 1) — (u + v)h + (u — v)f. El
problema de encontar 4)~. se puede plantear, en su dependencia en x, como
L=4)+,x..4)V;obien, L~=4».4>’,con4=g.4>+.f’. Sea pues
4>2 _ (~1 S02
k 4’1 ~2 )
entonces se concluye
— (A2 + >tu¾ + wo)scí = O,
donde
u>
1 = u — y, u>o = 4((u + y)» + ~(u+ y)
2).
Luego las yj son soluciones de la ecuación de Schr6dinger con un potencial
dependiente de la energía, los campos w~, u>
0 son soluciones del sistema de
Jaulent-Miodek, y las variables u — u, ~(u + y) lo son del problema depen-
diente de la energía modificado, en esta dirección vease Martínez Alonso y
Guil(1981) en donde se trata también la relación con AKNS. Con la reducción
real no compacta las variables modificadas del problema de Jaulent-Miodek
son 2ilmu,Reu.
Se puede considerar las reducción y = O, esto es equivalente a trabajar
con el álgebra resoluble fi = C{e, h} de s[(2, 42), es decir con el álgebra de
lazos LB. La ecuación que se obtiene es
= —u»» — uu»,
2
a,
a,
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que es la ecuación de Burgers, que se usa como modelo de fluidos turbu-
lentos en un canal, Burgers(1948), también aparece en la teoría estructural
de las ondas de choque, Lighthill(1956). Comentemos que la misma re- a,.
ducción en la jerarquía AKNS, q = O conduce a la ecuación del calor, y
por tanto la transformación de Miura generalizada hallada con AKNS, con
esta reducción, conecta la ecuación del calor con la ecuación de Burgers,
1
linealizándola. La ecuación del calor sera = ip»», y sí p es solución en-
tonces k(x,t) = 7 dyp(y,t) también lo es. Reduciendo la transformacíon
de Miura generalizada se obtiene p(x,t) = —(exp(f» dyu(y,t)))» que im-
plica u = (lnp»,. Esta transformación es conocida desde principios de
siglo, ver Forsyth(1906), pero habitualmente se la conoce como transfor-
mación de Hopf-Cole, Hopf(1950) y Cole(1951). La ecuación de Burgers u,
no posee un número infinito de leyes de conservación, la estructura del
problema de factorización impone que 4> no dependa de it. Sin embargo
si posee un número infinito de simetrías, las dadas por flujos de orden u,,
mayor, u1,, = 2—~0»(8» — u)”u (ver (Juil(1989)), flujos que en conjunto
forman la jerarquía de Hurgers. (El flujo asociado a A~h se linealiza a una
ecuación del tipo ~ = O~p.) La ecuación de Burgers tiene un par de Lax: a
L = >h -4- u(e + 41Z) y A — A
2h + >u e + j(U» — u2)(e + 4h).
eVI.5 Otros sistemas integrables
En Guil y Maiias(1990) se consideraron dos ejemplos más. El primero de ellos
es el dado por p(u>+e+u>oh+ut.f) = (w
4—2pwje+woh—uxj,p E 42. La —
ligadura entreS y ¡‘4 se resuelve con 5 = h+2ptf, 4>:= j-(1—exp(—2gq)),
y V4 = 2pe + (pq» — 2p4>)h. El sistema de evolución es
a
1
Pi = 2Pxx —
2ppq,,» + 2(1 — 4p2ck2)p2q» + 4pq$2pp» —
4(1— 2p4>»2p3 —
1 2
= —~qxx—pq»—4p¿9pq»+44>3p2.
También se presentó el caso p(w
4e + w0h + wf) = (2pttt — w4)e +
(2vw..wo)h + w...f,p,v E 42. Ahora la parametrizacion es 5 = h +
2qf y
1/4 = 2p(e + ph + uf, y el sistema integrable asociado es
1
Pi = ~P»x — 2(p2<¿q + p))x
= 1 — + 2p)h + u(p» + 4;j2(q + p)). a.
2(pq(q
a
a.
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VI.6 Los modelos de transparencia autoinducida y Thirring
masivo
Para finalizar este capítulo presentaremos dos reticulos continuos integrables
asociados a la 1-forma a. Por ejemplo cuando p = id, se tiene 5 = h, 1/4 =
pe + qf,T = Y4 e + Yo II + 2? f(T¿ + T42 = —1), W = O, obviamente
p, q son soluciones de la jerarquía AKNS en los tiempos tí = x,t2 = 1,...
en tanto que Y es un momento magnético unitario que satisface el modelo
ferromagnético de 1-Ieisenberg en las variables L.1 = y, t2 = s
Las ecuaciones seran
p~+2T+=O, q~—2T....=O
Y+,»+2Top=O, T—,»—2Toq=0
= pl.- — q
14.
Se observa que —p, q son potenciales, en la variable y, para las compo-
nentes Y
4, 1?. del momento magnético Y, será
1 1
Y4 = ~ 71 =
Teniendo esto en cuenta, y fijándonos en que la última ecuación es consecuen-
cía de las primeras (en realidad es una ley de conservación T0» = (~pq)y) y
de la ligadura 12 — id, que pesa sobre Y, las ecuaciones se convierten en
PxL’ —
41op = O, q»y — 41o~i = O
4(Y¿ + 1) = pyqy,
y por tanto se cumple la ecuación
= pq:r~
Este sistema es integrable con par de Lax, infinitas leyes de conservacion
locales en p, ql y además es simetría de AKNS (en los campos p, q) y del
modelo ferromagnético de Heisenberg (para 1).
Las formas reales de las ecuaciones las dan las reducciones q = T~t Yo =
:11 — R),71. = ET;, según la forma real escogida sea compacta ono.
Las ecuaciones seran
Prs’ + 42P = O
4(1 ¡fi) = TIp~I2.
st
a,
a,
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u.
Este sistema aparece en La teoría de la transparencia autoinducida, ver Cib-
bon(1985) y McCall y Hahm(1967). Las soluciones de estas ecuaciones
son simetrías de NLS y del modelo ferromagnético de Heisenberg. El sis- a,,
tema obtenido se puede considerar como una extensión de la ecuacion in-
tegrable conocida por ‘sine’-Gordon. Si se supone p real, y por tanto Y4
real, parametrizamos fi = cosh ~, cos cp según sea el caso compacto o no y
obtenemos la ecuación, pe. en e] caso no compacto,
so»~ + 2senso = O. a,,
Supóngase, por último, que p es como en VI.3, entonces
Sh+2vf, V4=2ue+(l+c)uvh
T.h+2ne, W=2mf+(1—c)mnh.
Los campos nt satisfacen la forma compleja de las ecuaciones de Dodd-
Fordy en las variables xi en tanto que rn, n lo hacen en las variables y, s
con la sustitución c — —c. Las ecuaciones que ligan estos campos en las
variables r, y son
ú~+2(1—c)umn+2n=O, v~—2(1—c)vmn+2mO
vn»+2(1+c)muy+2v~zO, n»—2(1+c)nuv+2u=O, —
siendo este un sistema integrable, con par de Lax, infinitas leyes de conser-
vación locales en los campos u, vm, n y ademas son simetrías de las ecua- a
ciones de Dodd-Fordy.
Las reducciones reales dan
a
iuv T 2(1 — c)uInl2 + 2n = O,
~ 2(1 + c)nJuj2 + 2u = O,
a.
donde — corresponde a la reducción compacta y el signo + a la no compacta
Este sistema que es una generalización del modelo de Thirring masivo, caso
que se recupera cuando c = O.
Dicho modelo fue propuesto por W.Thirring en 1958 como una teoría de
campos relativista y en Coleman(1975) se puso de manifiesto su relación con
a
la ecuación de ‘sine’-Gordon. Fue integrado en Mikhailov(1976), Kuznesov y
Mikhailov(1977) y en Kaup y Newell(1977), en este último trabajo se subrayó
que la conjetura de Coleman es tan solo válida para las soluciones de 1- —
solitón. En las demás soluciones la relación con la ecuación de sine-Gordon
e
u’
e
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desaparece. Sin embargo la dinámica de los solitones de ambos sistemas esta
relacionada como se demuestra en Martínez Alonso(1984) y Martínez Alonso
y Olmedilla(1985). En el trabajo Kuznesov y Mikhailov(1977) se encontró
una doble familia de leyes de conservación locales, debe recordarse que en a
sección V.3 se dio un método efectivo para su construccion.
Del análisis realizado se concluye que el modelo de Thirring masivo
(c = O) es una simetría de la ecuación integrada en Chen, Lee y Liu(1979).
Si u y n son solución del modelo de Thirring masivo en las variables x, y,
entonces son solución de la ecuación de Chen-Lee-Liu en las variables x,t
e y, s respectivamente. Aunque en Kaup y Newell(1977) se hace algún co-
mentario sobre la utilidad del par de Lax del modelo de Thirring masivo en
ciertas ecuaciones NLS derivadas, no se encontró allí este papel de simetría
de dicho modelo.
Digamos que la conjetura de Coleman es cierta en el siguiente contexto.
Si no se consideran reducciones reales, las soluciones de AKNS, y por tanto
las del modelo ferromagnético, se expresan en función de las soluciones del
sistema considerado en VI.3, cuyos campos son precisamente los que apare-
cen en la extensión compleja del modelo de Thirring masivo. Por tanto
las soluciones del primer retículo, que contiene la generalización de ‘sine’-
Gordon, se pueden escribir en función de las del segundo, que es una gene-
ralización del modelo de Thirring masivo.
st
a,
e
e
a
a
u,
u,
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Capítulo VII
La subálgebra homogénea en el caso elíptico y la
ecuación de Landau-Lifshitz
En este capítulo consideraremos los mismos flujos que en el capítulo V, pero
ahora la matriz-r clásica ya no es una modificación de la solución racional
de Yang, sino que en este caso se trabaja con la matriz-r elíptica de Baxter-
Belavin-Sklyanin, 1? = — I’n (consultar 111.6). Para parametrizar la
solución 4)+ contraemos la ecuación (V.2.4) con el campo O—í. Para ello
utilizamos la factorización de 4)~ introducida en V.3
4).~. = y . b .
as como la descomposición de Fourier
lnv(A) = 3 A’~V,,, ~p(A) = 3 A’~,,.
n>0 n>0
De esta forma obtenemos una familia infinita de ecuaciones para estos coe-
ficientes de Fourier, las dos primeras son
+ LVi,5] = O,
—23 A, Y a2
.2
Aquí se ha tenido en cuenta que
E’EAdy(>J
1T) = 3w
5(A)7a~,
2
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u,
siendo Y := r]—~ Tja3 el vector definido en V.3, y A3 las constantes definidas
en 111.6.
u.Introduciendo el operador de anisotropía J E End £ ((2,42) definido como
Ja3 := 2A5a3 se llega a las expresiones
1 1 u,
= ——&~T, &i~o1 = ——B(&1T, &iT) — B(JT, Y),4 8
=
La consideración de más ecuaciones hubiera llevado, como en anteriores ca-
pítulos, a expresiones polinómicas para V,,
0—í~n en 2’ y sus &.
1-derivadas.
En resumen, se ha obtenido una parametrización para 4)~. e’
En el espíritu de V.2 contraemos la ecuación (IV.2.4) para 4)4 con 82.
Para que la parametrización recién obtenida sea válida en la subvariedad a
con las variables t...~ = y,t..-~ = s como coordenadas Y ha de satisfacer la
ecuación de Landau-Lifshitz
1 a
2’, = $T~T~~] + 2[JT,T].
También se consiguen expresiones polinómicas para ~
0n,s en T, Tu,..., por lo a.
que se puede construir una colección infinita de leyes de conservación locales
y no triviales (S”n,y)s = (sOn,s)v.
El par de Lax es el obtenido en Sklyaninf¿1979) a
a
L = 3w,(A)ta,
A = Z(wt(A)7k
5 + ~eJk¡wJ(A)TkT¡,»)aJ. a
.2=1
Si hubieramos considerado los campos O__ habríamos llegado a la jerarquía
de Landau-Lifshitz, Holod(1987-I). a
La ecuación de Landau-Lifshitz describe, como en el modelo ferromagné-
tico de Heisenberg una cadena lineal continua, etiquetada por la variable y,
de momentos magnéticos unitarios, T, pero con un término de interaccion
anisótropo. La anisotropía de dicha interacción aparece ligada al opera-
dor J, pues el bamiltoniano es proporcional a ~ ver Chikazumi(1964) ~ e
Roberts y Thompson(1988). La ecuación fue integrada en Borovik(1978) y
a
e
a
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Sklyanin(1979); en Mikhailov(1982) y Rodin(1983) se resolvía el problema
de Riemann-Hilbert sobre el toro, ver también Date, Jimbo, Kashiwara y
Miwa(1983>.
a,
si
u,,
-t
a
a
e’
a.
a.
u,
a.
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Capftulo VIII
LSL2, la suhálgebra principal y KdV
Analizamos en este capítulo el revestimiento de los flujos conmutativos ge-
nerados por el subgrupo de Heisenberg principal. La ecuación de KdV y
su modificación, en sus versiones potenciales, son los sistemas integrables
que emergen dentro de este marco. En 1.2.2 se estudió la estructura de la
subálgebra principal de Lz~(2,42). Recordemos que
donde
= C{A
2”41},.=
0, y— =
cori A = e + .AJ el elemento cíclico del álgebra de lazos. Dicho elemento
cumple que A
2”4’ = VA con n E Z.
Usaremos los flujos conmutativos de Wilson(1984). El subgrupo abeliano
11 = Hí x 112 G LSL(2, 42) x LSL(2, 42) que aparecía en el capítulo IV y que
generaba los flujos conmutativos será en este caso 11 = 11— x H
4 con
los grupos de Lie adjuntos a ~ Los flujos son
4)=h4.ghZ’, h±EH±,
donde g E LSL(2, 42). Asimismo xv X2 serán las 1-formas de Maurer-Cartan
en Ii~ := II..., 112 2= 11±respectivamente. Las matrices-r clásicas serán como
sigue: en la primera sección se emplea la solución racional de Yang, y en la
segunda se trabaja con una modificación suya asociada a p(w4e + tr0h +
utf) = w4e + cu0h — utf, e E 42.
En la primera sección repetimos el análisis realizado en Vi y V.2 que
en este nuevo contexto da lugar a la forma potencial de la ecuación de KdV
91
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e(pKdV), al par de Lax e infinitas leyes de conservación locales y no triviales.
En la segunda sección se estudia la forma potencial de la ecuación de ¡<dV
modificada, que se denotará por pmKdV. La transformación de Miura entre
estas versiones potenciales se hace explícita en esta segunda subsección. Es-
tos resultados son desarrollos de los ya expuestos en Guil(1987), en donde
se trataba de dar una explicación sistemática de los trabajos Drinfel’d y u,
Sokolov(1981,1985-1). En la tercera sección se analizan las consecuencias de
la condición de curvatura nula que pesa sobre a. En el caso particular de
pmKdV se obtiene la ecuación de ‘sine’-Gordon. u,,
VIII 1 La factorización de Birkhoff y la forma potencial de
u,
KdV
La ecuación (IV.2.4) para 4), siendo Ría solución de Yang, se contrae con
el campo vectorial Oí E Xi(H4), con Oi(e) = A. Esto nos servíra para
parametrizar 4).... Recordemos la descomposición
L6((2,42) = <~em, a
con it = imadA = 42{A”h,A”e — A”
41f}nez. Esta descomposición induce
Lj6[(2,42) = $- e ny, —
con = L6[(2, 42) n~J y m = (Lj7sI(2,C) nm) e 42{t~’e}. Factori-
zamos 4). como sigue
= u .4>,
donde In u toma valores en m y 4> en 11.... La ecuación (IV.2.4) para 4).
contraida con Oj en términos de la factorización recién introducida es
8,u u’ + Adu(0, ln4>) = —P...Adu(A).
a
Introduciendo los desarrollos de Fourier
lnu(A) = pA’e + 3(u
2,.A~”h + u2,.41(A”’e —
n>0
In 4> = 3 t~+iA2”’n>0
u,
se obtiene una serie infinita de ecuaciones que ligan estos coeficientes de
Fourier, las primeras son
Oip +2v
2— 9=0 a
a.
a.
u,
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81u2 + 2ua — U2P = O
1
— pOiu2) + 8~4’a — 2v3p + 2u~ = O
1
Oiua+—(u281p—p81u2)—usp+2u4 = O.2
El análisis de este conjunto infinito de ecuaciones nos permite expresar los
elementos de {ufl,O1~Z’2fl..1}fl>o como polinomios en p y sus 01-derivadas,
parametrizando 4) en función dep. Por ejemplo, obtenemos las expresiones
u2 = ~~4(0ip~p2)
1
u3 = —(O?p—SpOíp+p
3)
4
= 1
—(p0j2p—p8~p— (Oip)2).4
Como en V.2 se contrae la ecuación (IV.2.4) para 4).. con el campo 03 E
Xi(11
4), 03(e) = A
3. Introduciendo la parametrización obtenida aparecen
una serie de ligaduras. Si t
2~.~-i son las coordenadas asociadas a los flujos de
02~+í E X¡(114), 82,,4i(e) = A
2”41, denotaremos t
1 x,tg = t. La primera
ligadura es 4p1 = p»»» — 6p~,
que es la versión potencial de la ecuación de KdV. Se llega también a ex-
presiones locales para 03$2n41 en P,P» lo que da lugar a una colección
de infinitas leyes de conservación de pKdV. La consideración de los campos
02r¿+1 nos llevaría a la forma potencial de la jerarquía de ¡<dV. El par de
Lax es L = e +pFz + (A +Px —p2)f y A = (A —p»)e + (pA + ip»» —pp»)h +
(>2± (p — p2)A + 4v»»» 12 +
— PPn p2p»)f. La condición de curvatura
nula sobre Lic + A& asegura que la ecuación pKdV es la única condición
sobre p para que la parametrización de 4).. en función suya sea válida en la
subvariedad de coordenadas x,t.
Por tanto, la versión potencial de la jerarquía de ¡<dV describe diferen-
cialmente la proyección de los flujos conmutativos en LSL(2,C), generados
(2)por el subgrupo principal, 114, en la grassmanniana Gr~
VIII.2 La versión potencial de KdV modificada
Se escoge la matriz-r clásica usada en VI.3, esto es, 1? = — P. + pEo,
con p(w
4e + u>0!> + wf) = w4e + cu>0h — zttf, c E 42. Sea «& solución de
a,
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e’-
(IV.2.4) con esta R, y factoricemos 4)...,
= a «,Gd>con a = 4).4oo), donde se entiende que lo que se calcula en -- es la extensiónh lomorfa de 4)... al exterior de 51 en a esfera de Riemann. Fijémono e(íd) —que 4).. es la solución al problema de factorización de Birkhoff de la anterior
sección. Es decir, 4úd> se parametriza a través de p, solución de la jerarquía
de ¡<dV en ~u forma potencial. Observando que a,jj
Oía. cf
1 = p..Ada(e +ph + (0,p — p2)f)
y a
e’
se obtiene 20
1b = —O?r + (O,r)
2 y
= 12 + (Oír)2), a
(íd>
luego 4)... se puede expresar en la variable r.
e
Como
p+Ada(Po(L(>á>dx + A0~>dt)) =: Lodx + A
0dt
con := ~(c+ 1)r»h + exp((c — 1)r)e y A0 := ~(ir»»»— r)h — ~(r,,»+ —
4) exp((c — 1)r)e es de curvatura nula, obtenemos la ligadura
4r~ = “»»» — 24, —
que es la versión potencial de mKdV. Cálculos análogos con los campos 02,,41
nos llevarían a la versión potencial de la jerarquía de mKdV. a.
Tengamos en cuenta ahora la factorizacion
4)— = exp(r II) u 4>, —
donde
In u(A) = 3 u2~41(t~”’e — A”f) + u2~A”b —
n>O
y
ln4>(A) = 3 ~2~41A2”’.n>0
e
a.
e
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Introduciendo la factorización anterior en la ecuación (IV.2.4) se obtienen
expresiones para
~n,
12n+1 2 ~‘2n41,r, m2~+1 d’2n41,t
en función de r, r», r»» ..., as como la ecuación de pmKdV para r. Esta
ecuación tiene infinitas leyes de conservación locales y no triviales, 12n41,í —
tu
2,.41». La componente L del par de Lax, es L = Aexp(—(c—1)r)f+~(c-i-
1)r»h + exp((c — 1)r)e.
VIII.3 La ecuación de ‘sine’-Gordon
Cuando se considera la 1-forma a asociada a la ecuación pmKdV, se concluye
que la 1-forma Lic + Ady es de de curvatura nula, donde
L = exp((c — 1)r)e + ~(c + 1)r»h + A exp(—(c — 1)r)f
A = A’ exp(—(c + 1)q)e — ~(c— 1)q»h + exp((c + l)q)f,
con r, q son soluciones de pmKdV en las variables independientes x,t y y, s
respectivamente. La condición de curvatura nula impone (r+q)» = (r+q)y —
O, por tanto se puede escoger q = —r, llegándose
= 2 senh 2r,
tras la sustitución r = obtenemos la ecuación de ‘sine-Gordon
= 4senw.
Se deduce que la ecuación de ‘sine-Gordon es una simetría de pmKdV. Las
leyes de conservación se obtienen como en V.3. Esto es, se conocen expre-
siones locales para ~2,i41 = ~2n41,» en las variables r, y» introduciendo
la factorización 4)... = exp(r Ii) u. 4> en la ecuación (IV.2.4) contraida con
campo 0~, se obtiene
+ Adu(3 t,.+,,~A
2”1) = A,
n>0
donde A = ct(0~). De aquí se construyen expresiones polinómicas para
‘2n41 2 ~2n41,y en r y sus O», Orderivad as, y por tanto se llega a las leyes
de conservación locales ~ = ‘2n+1,x.
a,.
a,
a,
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u,
La ecuación de ‘sine’-Gordon (cuyo nombre fue acuñado por Kruskal,
ver Rubinstein(1970)) fue resuelta en Ablowitz, Kaup, Newell y Segur(1973)
y Lamb(1970,1971), su formulación de curvatura nula se puede encontrar e’
en Takhtajan y Faddeev(1974) y Zakharov,Takhtajan y Faddeev(1975). La
ecuación de ‘sine’-Gordon apareció en la literatura científica en 1870, en
estudios de geometría diferencial sobre superficies de curvatura constante e’
negativa, Eneper(1870). A,V.Bácklund encontró las conocidas transforma-
ciones que llevan su nombre, al buscar nuevas soluciones de la ecuación en
función de otras conocidas. e’
Esta ecuación posee infinidad de aplicaciones. En Frenkel y ¡<ontorova
(1939) se puso de manifiesto que ‘sine’ Gordon es la ecuación que rige la
propagación de dislocaciones en un cristal cuya periodicidad se representa
por sen u>. En teoría de campos modela el esquema presentado en Perring y
Skyrme(1962) para una teoría de partículas elementales, y en Coleman(1975) e
se relacionan algunas de sus soluciones con las de el modelo de Thirring (ver
VI.6). También se interpreta sen u> como la corriente Josephson, a través de
un aislante entre dos superconductores, donde u> es la diferencia de potencial,
ver Scott, Chu y McLaughlin(1973). En un fluido bilaminar, estructurado en
dos capas diferenciadas, la ecuación de ‘sine’-Gordon gobierna la dinamíca
de un paquete de ondas baroclínico y débilmente inestable, Gibbon, James y a.
Moroz(1979); también es útil en el estudio de fronteras de Bloch en cristales
magnéticos. En el artículo McCall y Hahm(1967) se describe el fenómeno
de transparencia autoinducida mediante el uso de esta ecuacion. a.
a.
a.
e
a.
e
a.
Capítulo IX
KdV, la ecuación de Schrbdinger y modificaciones
Este capítulo está dedicado a la teoría de la modificación de la ecuación
¡<dV. En la sección lxi estudiamos la relación de ¡<dV con la ecuacion de
Schrédinger lo que da lugar a la teoría general de la modificación en ¡<dV.
La segunda sección contiene un tratamiento grupo-teórico de una cadena de
tres modificaciones de ¡<dV. Finalmente en IX.3 se presentan dos degenera-
ciones de la ecuacion de Krichever-Novikov (1(N) que son modificaciones de
¡<dV. Las transformaciones de Miura generalizadas, directa e inversa, entre
¡<dV y estas modificaciones se calculan explícitamente, así como los proble-
mas de factorízacion asociados. En relación a este capítulo ver Drinfel’d y
Sokolov(1985-2), Guil y Mañaslll99l-2) y Mañas(1991).
De los resultados de Svinolupov y Sokolov(1983) y Svinolupov, Sokolov
y Yamilov(1983) se sigue que los únicos sistemas integrables módulo intro-
ducción de un potencial h(v»), con un número infinito de cantidades conser-
vadas, del tipo
½= V»n + f(v, y»,
son precisamente K¿V, la cadena de tres modificaciones comentada y la
ecuación de ¡<richever-Novikov (esta ecuación será motivo de estudio en el
capítulo X). De estos resultados se sigue igualmente que las únicas modifica-
ciones de ¡<dV son la cadena de tres modificaciones y las dos degeneraciones
de ¡<N.
97
st
a,
a,.
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e
IIX.1 La ecuación de Schr5dinger y KdV
La transformación de ‘gauge’ generada por g = exp(pf), donde p es solución u,
de pKdV, convierte el par de Lax de pKdV en
U = (A — u)f + e
a
1/ = (A+ 4u)e— jua~h+(A2 — $~> 1 +2 ~(u»» u11~,
donde u := —
2p». Recordemos que {e, b,f} es la base usual de s[(2, 42). La a
ecuacion de KdV para u
4v
1 = u»»» + Cnn». a
es consecuencia de la condición de curvatura nula para
X = Udx + Vdt. a.
Este par de Lax se introdujo en Novikov(1974).
e
Sea 4) una función de onda con valores en L+SL(2, 42) tal que
= d4) 4)¾ —
La estructura de 4) la determina el sistema lineal
4)» = U 4),
que impone
4)=4» U -
donde p y ~ son dos soluciones linealmente independientes de la ecuacion
de Schródinger a.
= (A — ufto,
a.
con det 4) = 1, esto es con wronskiano la unidad W(sc, s3) = — = 1Se observa aquí como aparece el problema espectral que fue utilizado en
Gardner, Greene, Kruskal y Miura(1967) para la integración de ¡<dV. e
Si wV~> es la reducción de ca
4 a la subvariedad 114, la transformación de
‘gauge’ generada por exp(p f) transforma lajerarquía de p¡<dV en la de ¡<dV a.
Esta jerarquía describe por tanto la proyección de los flujos conmutativos
a.
a.
a.
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generados por el subgrupo principal en la grasamanniana Gr~>. La función 4)
representa la familia de flujos conmutativos de KdV, en el grupo L4SL(2, 42).
Este es el marco adecuado para aplicar el Teorema IV.2.1, con £3 =
L4SL(2, 42), los flujos desnudos 4) esta vez serán los de ,KdV, y las matrices-r
clásicas son las que a continuación se detallan. Las soluciones de la ecuación
de Yang-Baxter clásica modificada serán R = — P.., donde id = P+ + E.-
es la resolución de la identidad dada por la descomposición en subálgebras
L4sq2,42) = L4sI(2,C)+ e L4s~2,C<.
El problema de factorización asociado es 4, = 4,2 4’~, con a valores en
L4SL(2,C)t, y 4ú deberá satisfacer
• 4,2 + P..-Ad4,~(U) = O (¡Xli)
Ot4) 4,2 + RAd4,..4V) = O. (IX.1.2)
La ecuación (lxii) representa una transformación de Miura genera-
lizada con KdV. Cuando u se exprese explícitamente en términos de 4)
(lo que no es siempre posible), introduceremos esta información en (IX.1.2),
llegando a una ecuación de evolución para 4,< será la correspondiente version
modificada de ¡<dV. Que U y 1/ se parametricen mediante las funciones u
y sus 8»-derivadas es crucial en esta construcción. Más aún, la solucion
al problema de factorización del que (lxii) y (IX.1.2) son consecuencia,
determina una solución 4) a la ecuación modificada en función de 4), y de
aquí la inversión de la transformación de Miura generalizada.
Los flujos conmutativos 4,~ con valores en L4SL(2, 42) y
= P+Ad4,..jx)
sirven de punto de partida para la repetición del proceso y obtener una mo-
dificación de la modificación ya obtenida de ¡<dV. Como se verá en próximas
secciones todas las modificaciones de ¡<dV y transformaciones de Miura se
obtienen de este modo.
IX.2 Subgrupos unidimensianales y modificaciones
Algunas modificaciones de ¡<dV admiten una descripción a través de des-
composiciones del álgebra L4s((2,C) en las que la subálgebra L45((2,C»
es unidimensional. La descomposiciones que se utilizarán en esta sección y
a,
e
a,
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la próxima se deben entender como sigue. Como los lazos de L4M(2,42) u,
se extienden de modo único y holomorfo al interior de S~, cuando se exija
que un determinado lazo satisfaga cierta propiedad en un punto interior al
a,
círculo unidad, en realidad se pide que su extensión analítica cumpla tal
propiedad en dicho punto.
Tomemos en primer lugar x = d4) . 4)1 — Udx + Viii. Si A~ E D(O, 1) mv
escogemos
L4sI(2,C) = L4nI(2, 42)4 e L4s¡(2,C)..,
u’
con
= 42{f} u,
Lts[(2, 42)4 = {X E g : X(A,) E C{e.h}} . (IX.2.3)
El problema de factorización para 4), 4) = 4)2 .4).~.> con e
~-=C ?) u,
impone la transformación de Miura clásica
a.’
u = y» — y2 + Ni
que se sigue de (IX.1.1). De 4) 4) = 4)~. se llega a
u,
Pi»
y = ——, 2= p(Ai). (IX.2.4)
a
Se concluye la fórmula
sc
p»+y~c ~x+#) —
y la correspondiente 1-forma ca
4 = d4)4 .4)71 = P+Ad4)...(x) está parametrí- u,
zada por y, y sus O»-derivadas; contrayendo con O» se obtiene
ca+(O~) = e—vb + (A— Aí)f. —
La ecuación (IX.1.2) implica para y la ecuacion mI<dV
413±= y»»» — Ov2y» + 6>~ y». e’
a
a
e
IX.2 Subgrupos unudimension ales y modificaciones 101
Esta ecuación fue encontrada en Miura(1968), donde se demostrc5 que era
una ecuacion ligada por una transformación no lineal con ¡<dV, la conocida
hoy en día como transformación de Miura clásica, y que poseía un número
infinito de leyes de conservación locales en y y no triviales. En Zabusky(1967)
se demostró que esta ecuacion modela el comportamiento de los fonones en
una red anarmónica y en Kakutani y Ono(1969) se dió su relación con las
ondas Alfvén en plasmas frios no colisionantes.
Comentemos que la transformación de Miura convierte soluciones de la
ecuación de mKdV en soluciones de ¡<dV. La transformacíon inversa se ob-
tiene de (IX.2.4) una vez conocidas las soluciones de la ecuación de Schró-•
dinger con potencial la solución de ¡<dV u y energía A,, es decir una vez
resuelto el problema espectral directo. Se introduce entonces esta infor-
mación en (IX.2.4), y el resultado es solución de mKdV. La transformación
(IX.2.4) es la que se emplea para linealizar la ecuación tipo Ricatti que es la
transformación de Miura.
Consideremos ahora la 1-forma con valores a L4e[(2, 42), x = d4) . 4)1 =
Udx + 1/di para la que
U = e — vii + (A — A
1)!
y
~=C fl(4 Li
Esto es, x denota aquí la 1-forma de curvatura nula de mKdV. Tómese
>2 6 D(O, 1), >2 ~ >~ y defínase la descomposición de L
4s ~(2,42) utilizada
en la construcción de m¡<dV con >2 en vez de A,. Se escoge 4) de la forma
4)-. = (1 ~)
La ecuación (lxii) se reduce a
— >i) (IX.2.5)2v = — — u> +
IV U)
Que 4)(A
2) sea triangular superior significa que 4)4 adopta la expresión
st
a
e’
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e
donde
p(A5),j = 1,2 (IX.2.6)
Pi P2 —
determina u> como función de 4,.
La ecuación (IX.1.2) da en este caso
a4W±= u>»»» w»w»» 3w~ — — —
+ 2 ~(A
1
2~u>2 + 3(A, + >2)11)»
a.
Esta ecuación es conocida en la literatura como de Calogero-Degasperis, pues
fue resuelta, con ayuda de la transformada espectral inversa, en Calogero y
Degasperis(1981). Sin embargo en Nakamura y Hirota(198O) también fue —
resuelta con ayuda del formalismo bilineal. La fórmula (IX.2.5) convierte
soluciones de la ecuación de Calogero-Degasperis en soluciones de mKdV, y
estas se pueden transformar a su vez en soluciones de ¡<dV a través de la a.
transformación de Miura clásica. El proceso inverso lo da (IX.2.6), una vez
resuelto el problema espectral de ¡<dV con energías Ni y >2, como ya se ha
explicado en la primera modificacion.
Cuando se pretende repetir esta construcción para A~, aparecen relaciones
diferenciales no solubles a diferencia de lo que ocurría en (IX.2.5). Para
u,
evitar esto consideremos la descomposición
L4n!(2, C)~ = L4sI(2,Cfl. e L4s((2,42)- —
con
L~s((2,C)... = 42{h} —
L42((2,42h = IX e a: X(A¾ e Cte -4- ti. 1.— (IX.2.7)
1. 2 2%’ a.
Como 1-forma ix se toma la correspondiente a mKdV. El problema de fac-
torízacion para 4) implica para 1 en
a.
4)-=(~ pi)’
a.
la transformacíon
y = :t. — ~ (í2 (>2— A,)f—2) . u’
a.
u,
a.
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El subgrupo L4SL(2, C)+ consiste en aquellas funciones 4)+
4)+=(~ :)
con det4)
4 = 1 ytal que en A = A2 se cumplep—s = q—r. Que 4)....4) = 4).~.
pertenezca a L
4SL(2, 42)~ determina f2 en términos de 4),
= Pi» _ P~r
—
Pi P2—P2
La función i7 = 12 es solución de la ecuación para u>, y está igualmente
conectada con y a través de (IX.2.5) como lo estaba u> en (IX.2.5). La
correspondiente 1-forma de curvatura nula ix = d4) . 4)1 — Udx + 1/dl es
U = zZ(e + 4!>) + (A — Aí)iTr’(f — 1!>)
y
Para A
3 en D(O; 1) la descomposición triangular (IX.2.3) con este A3 en
vez de A, implica para 4)..,
4)-=(: ~).
Introduciendo esta expresión en la ecuación (lxii) obtenemos
z(z — 1)zh
2— z»ifl + (A
2— >í)z — (A3 — A,) = O.
La condición de que 4).. .4) sea triangular superior en el punto As determina
z como
— P3X/P3 -~
2=
Pi»/PI —
y (IX.1.2) da
~ZjZrx + 1/2P’(z))
2 + 12(Aí — >
2)zz» + 6(A3 + >2 —
2 z3+P(z)
con
P(z) = 4z(z — 1) ((A, — >2)2 + (A~ — A,))
st
a,
a,;
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y P’(z) = ~(z). Esta ecuación fue resuelta en Calogero y Degasperis(1981)
y en Nakamura(1981) se construye la cadena de modificaciones presentada
en esta sección con ayuda del formalismo bilineal de Ilirota.
Factorizaciones adicionales dan lugar a relaciones diferenciales que no
pueden ser resueltas explícitamente como en casos previos.
u;
La cadena de tres factorizaciones podría haber sido calculada en cada
eslabón con descomposiciones del tipo
L4s((2, 42) = L4o((2, 42)4 e L4s[(2, 42) a
donde L4s((2,42y. es una subálgebra unidimensional de s((2,42). La sub-
eálgebra L4s((2,C).. es siempre conjugada a través de g E SL(2,C) a una
de las subálgebras consideradas en (IX.2.3) y (IX.2.7). En cada eslabón de
esta cadena de modificaciones la solución v~ a la ecuación de evolución que
a
se obtendría con esta nueva descomposición se conecta con la solución y a la
ecuación de evolución obtenida con la descomposición primitiva a través de
una transformación homográfica, o de M¿ibius, ver Maurin(1980) y Jones y
Singerman(1987). Más explícitamente
= c + dv
a.a + ¿‘y’
donde
~=(:~).
IX.3 La ecuación de Krichever-Novikov y su relación con u,
KdV
Existen dos casos particulares de la ecuación de ¡<N que se encuentran conec-
tados con ¡<dV a través de una transformación de Miura generalizada. Se
analizarán estos dos casos por separado.
a
i) Con >o E .0(0,1) se tiene la descomposición
L4sL(2, 42) = L4~I(2, 42)4 e L4at(2, 42)...
con
= s((2,42), L4s((2,42).- = {X c L4si(2,42) 2 X(Ao) = 01. —
a.
a.
a.
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Sea ix la 1-forma de curvatura nula de ¡<dV, entonces (lxii) en este
caso es
4,<Ao) = id. (IX.3.8)
Es una transformación que conecta U(A) con U(Ao). El problema de fac-
torización 4) = 4)2 • 4,~ con 4, la función de onda de ¡<dV, se resuelve en
términos de 4). Se tiene
4,4 =
Se empleará la notacion
4,-(A)= (
4,4>) = 4)(>o) 4)9)1
p( A)
r(A)
q(A)
s(A) )
con la que (IX.3.8) se convierte en
— r + (A — u)q = O
q» + p — s = O
r» + (A — u)s — (Ao — u)p = O
s» + r — (>o — u)q = O.
Si 13 2= p + s, el sistema se escribe como
2p = y + (A — Ao)1v~
2s = y — (A —
13»
r = (A—)o) (1v2 — — — í)
y la solución u de ¡<dV es, en función de y
ly»»» lv~»
u — —~— +~y+(>—>o) y~ + 4(> + Ao).
La variable dependiente y se puede expresar en términos de 4). Como y =
Tr 4)... se encuentra
u = Tr (4)(Ao) .
La ecuación de evolución para y, que se deriva de (IX.1.2), es
4u~ = v~» ~
2 13»
3
+ fA- Ao)2 ~2 —
13»
+ 3(A + Ao)v».
“4
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Es un caso particular de KN. Nótese que y depende aquí de A y >o.
II) El segundo caso se trata a continuación. Se introduce el cociente del
álgebra de Lie L4s[(2, C) con el ideal{ (A — Ao)2X(.A),X e L~s((2,C)} , >06 D(O, 1).
En esta nueva álgebra de Lie 9 la ecuación de ¡<dV es consecuencia de la
a
condición de curvatura nula sobre la 1-forma
k = Údx + 1/di, (IX.3.9) a
con
U = U = e + (A— u)f a.
= A ...~ + 1 1
2Ú2)) ,.—u> — —(u»» +( + ~v)e ~u»h ~>ú + 2>o(> — >o) 2 4 a
inducida por la 1-forma ix de ¡<dV. El álgebra de Lie 9, donde Ñ toma sus
valores, es el espacio de polinomios
= {M+ (A — >o)JV, M,N E s((2,42)} o
con corchete de Lie
u,
[Mí +(>—Ao)N
1, M2+(>—>o)N2] = [M,,M2]±(A—Ao)([Al,, N2] + [N,,Al2])
El álgebra de Lie 9 es isomoifa al producto semidirecto de s[(2.C) con el
algebra de Lic abeliana 423, —
9 = £I(2,42)KC3. a.
Se definen las subálgebras 9~, g. con g = ~ e 9... y
9.~. = £I(2, 42), 9... = «A — >o)A,A 6 s!(2,42)}
El problema de factorización asociado a (IX.3.9) implica para 4) la repre-
sentación 4~ = 4)2•4)4 donde k = d4) .4)’ y u’
4)(A) = 4,(A
0) + (A — Ao)4)’(Ao).
Aquí 4)(>o) es el valor de la función de onda de ¡<dV 4) en el punto >o y a
4)’(>o) = d
~
a.
u,
u’
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Las funciones 4).- y 4)~. se expresan en la variable 4) de acuerdo a las fórmulas
4,.- = id — (A— >o)4,’(>o) .
= 4,(A0).
Si
4< = id + (A —
con A in s~(2, 42) entonces (Lxii) implica
O»A + A . U(Ao) — U(A0) . A + URAo) = O.
Recordando que
U(>o) = e + (>o — u)!, U’(>o) = U(A)
donde u satisface ¡<dV, se obtiene la expresión de A siguiente
=1=(
—~; (¡y»» + y)
y»1
~y»»
en donde y = detA, que se conecta con la solución u de ¡<dV a través de la
transformación
Ao — ti = ~—1 (!y — 112 j\y; (—y +13)1.4»»)
Finalmente, la ecuación de evolución de y es
= o»»» — — 6-y- + OAoy»2y» y»
corno se sigue de (IX.1.2) particularizada al presente caso. Es esta otra
degeneración de Krichever-Novikov.
a,;
a,
u,
u,
u,
a
a.
u,
u,
u,
a.
a.
a.
u,
u’
a
a
a.
a.
Capítulo X
La factorización elíptica, la suhálgebra principal
de LSL2 y la ecuación de Krichever-Novikov
Estudiamos en este capítulo el caso elíptico y construimos la ecuación de
Krichever-Novikov. Se da una familia de infinitas leyes de conservación lo-
cales y se halla un nuevo par de Lax, ver Guil y Mañas(1991-1), que con-
trasta por su sencillez con el que se encuentra en Dubrovin, Krichever y
Novikov(1990).
Utilizaremos la matriz-r clásica elíptica R = — FE, para obtener la
ecuación de Krichever-Novikov. La ecuación (IV.2.4) para 44 se contrae con
el campo &~ e X¡(Hj, &i(e) — JU
1. Introducimos la factorización
= b y
donde 6, in y y ~ toman sus valores en SL(2, C), m fl Ltsl(2, C) y H±res-
pectivamente, donde m y 11+ los definimos en el capítulo VIII. La ecuación
a la que se llega es
tL,b b’ + Adb(&ív. + Adv((&í lnp) + A—’) =
PEAdbV(A1).
Fácilmente concluimos
PEAdbv(A1) EwÁ>)L
5a~,
j
con L, definido por Adb (e) = E L3a,.
109
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La introducción de los desarrollos de Fourier
lii y(A) = Z(v2,~A~h + ~ (.Afle —
rt>O
ln ~c= >3 SC2n+1
n>O
permite obtener una serie infinita de ecuaciones entre estos coeficientes
IP
1 O—íb+(O..-Isol 4-2v
2)e+f=O,
(2v8 + &1v2)h + (O~1va + Oúp~ +
2v2&ISCI + 2v
4 -1- vfle 4
3
(&—ISCI — 2v2)f = —2>3A5(AdbY’ (a1).
e
Cuando b se escribe explícitamente como
P
r
a
PS — qr = 1,
q )
la ecuación para 6 impone q = —&~p, s = —O~ír, y las ecuaciones de
SchrBdinger para p y r
= (2v2 + O—i SC’
al1 = (2v2+&isoi)r.
De det u = 1 se concluye
r&1p — p8~ir = 1
que convierte las ecuaciones tipo Scbr¿Sdinger para p y q en ecuaciones equi-
valentes. La introducción de la función
py = —
r
permite expresar los elementos de {v,~+i, O—lSC2n—1}n>o en términos de y,
va,, etc.
Para y2 y O~~iSCi se obtienen las fórmulas
1 1 (A, — A2)(v
4 + 1) — 6(Ai + A
2)zA
8 4
= 14’
y
1 (A, — A2)(v
4 + 1) — 6(A, +
14——2 y23,
mr
a
a
a
a
e
a
e
e
e
e
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donde se ha introducido la notación L1 = y, y {v; 14 es la derivada schwar-
ziana de y con respecto a y, Alhfors(1979) y Maurin(1980)
2{ v;y} _ ~ _ 3v~~
~
II
Debe recordarse que la derivada schwarziana ya era conocida en Lagran-
ge(1779) y que conecta aspectos geométricos clásicos con el cálculo diferen-
cial, ver Klein(1884). Es el único invariante bajo los automorfismos de la
esfera de Riemann y esencialmente es el unico cocido del grupo de difeo-
modismos Diff S’. Recordemos que p y r son soluciones de una ecuación de
Schrddinger con potencial (2v2 -4- 8—isoi). Por tanto la teoría estandar para
los operadores de Sturm-Liouville nos asegura que podemos expresar dicho
potencial en función del cociente y y de la derivada scbwarziana de este. Por
tanto no es extraño que la derivada scbwarziana aparezca en este contexto.
Por lo visto anteriormente tenemos una parametrización de 4t~ como
función de y y sus b3,-derivadas.
Contraeremos ahora el campo &3 E X¡(H.j, &s(e) = A
3, (se usa-
ra la notación U
3 = s), con la ecuación (IV.2.4) para %{kf.. Utilizando la
parametrización obtenida más arriba se llega a la ecuación
1 3 11%, 3 (A, — A2)(v” + 1) — 6(.Ai + A2)v
2
v,~, 2 u
3,
Debe notarse la simetría y — 1/v.
También se encuentran expresiones polinómicas para {P2n+í,s}n=oen
función de las variables y y sus O3,-derivadas. Por tanto, el conjunto
{ SC2n+1,vln>O
en una familia infinita de densidades, locales en y, que se conservan en la
evolución.
La ecuación KN, Kricbever y Novikov(1980,1981),
1 3v~,, ~~
3—g2~—g3
= —v~,
3,~,— —— — c
8v3,
se transforma en la ecuación de evolución escrita antes una vez que al campo
y se le aplica una transformación homográfica del tipo
ay + 6
y — 1(v) =
cv+ d
55
112 Capítulo X La factorización elíptica y Krichever-Novikov
5
donde ad—bc # O. Debe recordarse que el conjunto de estas transformaciones
forma el grupo de Móbius SL(2, C)/12 que es el grupo de automorfísmos de
la esfera de Riemann y por tanto sus elementos dejan invariante a la derivada
schwarziana. (Ver Jones y Singerman(1987) y Maurin(198O).)
La consideración de campos &2n..1 E Xi(H), &2n,(e) =
allevaría a la jerarquía de RN. El par de Lax de la nueva ecuación de KN es
L = >3w5(A)L5aj
.2 a
A =>3 (w}j’)(>)L5 + w5(A)(QL5 + 1%))
.2
a
donde
v
2—1 L
2=iV+l L y
2v3, ‘ 2v,, u3,
= 1 (iv~3,3, 1 v~,, (A, — A2)(v
4 + 1)— 6(A
,
u,, 4v~ + +2)
)
__ _ +
?)3,~ 2 —~~k y,, “u) 2v~
Este es un nuevo par de Lax para la ecuación de Kricbever-Novikov.
La ecuación de KN aparece en Krichever y Novikov(1980,1981), en re- —
lación con la ecuación de Kadomtsev-Petviashvili. El par de Lax que se
presenta en estos trabajos o en Dubrovin, Krichever y Novikov(1990) es de
una enorme complejidad. Tenemos la esperanza que este nuevo par de Lax,
Cují y Maiias(1991-1), sirva para una mejor comprensión de la ecuación.
La ecuación de kricbever-Ñ¿v~ko<&úi ~i~t~ma completamente inte- —
grable. Los hamiltonianos de las respectivas evoluciones son las densidades
conservadas antes mencionadas, y además posee una estructura cuasi-hamil-
toniana tal que su forma simpléctica es no local, pero su inversa es local, ver
Sokolov(1984). En Dorfman(1987) se presentó un estudio hamiltoniano del
caso A, = A
2 = A3 = 0. Este mismo caso se analizó en Wilson(1988) en
relación con la teoría hamiltoniana de KdV, en donde la ecuación recibió el
nombre de Ur-KdV. La ecuación de Ur-KdV
1 3v%,
u3 = ~ — ;—, a
a
a
a
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tiene la misma relación con KdV en forma potencial que AKNS con el modelo
ferromagnético de Heisenberg, siendo su deformación elíptica la ecuación KN,
ecuación análoga a la existente en el marco AKNS, Landau-Lifshitz.
Como se sigue de Svinolupov, Solcolov y Yamilov(1983), RN es la única
ecuación integrable en el marco de las ecuaciones de evolución de tercer
orden, (con infinitas leyes de conservación no triviales), que no admite una
transformación de Miura con KdV.
La 1-forma a asociada a p = id, esto es a pKdV y Ur-KdV es, cuando se
restringe a las coordenadas r, y,
a = Ldr + Ady,
con
L = e -4-ph + (A +p~, p2)f, A — A11(v2e — vh — f).VV
La condición de curvatura nula para Ldz + Adt da una serie de cinco ecua-
ciones no lineales en derivadas parciales para u y p. Se puede demostrar que
el sistema es equivalente a las ecuaciones
v~,
3, + v~, + (Pr — p
2)v2v,, = O
2Pi/VV = V
Al ser también posible expresar y en función dep y de sus 8~, 8
3,-derivadas se
puede llegar a una ecuación diferencial para p en las variables independientes
r y. La función p es solución de pKdV en xl y u de Ur-KdV en y,s luego
este sistema es una simetría de ambas ecuaciones.
507
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Capítulo XI
Sistemas Integrables en Espacios Homogéneos
Este capítulo lo dedicamos al estudio de las posibles generalizaciones de
los si~temas integrables hallados en los capítulos V, VI y VII. En mu-
chos casos damos tan sólo las ideas fundamentales de como serían estas
generalizaciones que se deducen sin mayores problemas. Por otro lado, en
Drinfel’d y Sokolov(1980,1985-1) se presentan generalizaciones para el caso
de la subálgebra principal de Heisenberg que no consideraremos aquí, ver
Guil(1987).
En la primera sección se presenta la generalización del caso homogéneo
estudiado en Vi. Construimos sistemas integrables asociados a soluciones de
la ecuación de Yang-Baxter clásica modificada en un álgebra de Lic simple.
La segunda seccion se dedica a la teoría de los espacios homogéneos. En
la siguiente sección analizamos ejemplos concretos, por ejemplo la generali-
zación de la jerarquía AKNS y del modelo ferromagnético de Heisenberg a
espacios homogéneos reductivos. También apuntamos las diferentes posibili-
dades de modificación en dichos sistemas. Las ecuaciones, que en el capítulo
V fueron denominadas retículos integrables continuos, admiten también estas
extensiones a espacios homogéneos. La generalización de Landau-Lifshitz es
asimismo posible como se comenta al final de la seccion.
Xli Esquema general para la subálgebra homogénea
Generalizamos en esta sección los resultados de V.1 y V.2 a álgebras de lazos
Lg, donde g es un álgebra de Lie simple. Los flujos conmutativos son los
generados por la subálgebra homogénea. La subálgebra homogénea S~ está
115
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asociada a la subálgebra de Cartan [j de g, así
S~
con
= L~.
El subgrupo abeliano H = x Ji2 c LO x LO, donde O es el grupo de
Lie simple adjunto a 9, que en IV.2 se utilizaba para generar flujos conmu-
tativos es en este caso = H...< H2 = ~+ donde H~ son los grupos de Lie
adjuntos a ~. Pot tanto XI,X2 son las 1-formas de Maurer-Cartan en estos
subgrupos. Los flujos conmutativos serán
donde g E LO es la condición inicial.
Las matriz-r clásica 1? estará asociada a la descomposición triangular de
Birkhoff
Lg—L~gegeL;g.
Si id = P.~ + Po + P... es la resolución de la identidad dada por la descom-
posición triangular, entonces 1? = P+ — P.. + pPo donde p es solución de la
ecuación de Yang-Baxter clásica modificada en g.
La descomposición
Lg =L~ge~,
con g.. = imp, nos permite proponer la factorización de 4)~ como
= . a
donde O y a toman sus valores en LEO y 0. respectivamente.
a =
Fijando un A E F~, vector de la subálgebra de Cartan,
descomposición simétrica de Lg
= Cern,
con
a
En particular
tendremos la
e
e
= ker adA, rn = imadA.
e
mr
mr
u,
a’
a’
e
e
e
a
e
e
a
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Los subespacios e y rn se describen con el uso del sistema de raíces A asociado
a la subálgebra de Cartan Ej. Así se define el subconjunto de A
A’ := {a E A a(A) =
que es un subsistema de raíces. Si g~ es el subespacio propio de la raíz a se
construye la subálgebra regular reductiva, esto es invariante bajo la acción
adjunta de fj y que se descompone en suma directa de un álgebra semisimple
y un centro, como sigue
= Ej e ( ® gj
aEA~
y el subespacio lineal
rn~0> = ® 9,
c~
donde SC = A \ A’. Es fácil comprobar las identidades
e=Le~0~ rn—Lm~0~.
La reductividad de e(O) la implica ~(0> = ej donde es un álgebra
semisimple regular y 3 es el centro de ~
Estas consideraciones nos llevan a la descomposición
C~(H, Lg) = ~ e nts,
donde
= Adu(C’~’(H, e)), rn
5 = Ada(C~(H, it)).
Si
S := Ada(A) (Xlii)
tendremos también
= keradS, its = imadS.
Factorizamos t3 como sigue
= u. a.
donde U := In u E its y In ~ E C~(H, ~).Por tanto
= u a .
5O
Of
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0
La ecuación (IV.2.4) se contrae con el campo vectorial invariante izquierda
8, E X1(H+), 81(e) = >A y se introduce lafactorización del párrafo anterior
obteniéndose u
Oiv u
1 +Adu(Oia .a’ +>3 A~k
1~) = (—EL +p...Po)Adu(>S). (XI.1.2)
n >0
u’
Aquí se ha expresado
>3 .V”k,,. (XI.1.3)
n>O
donde los coeficientes k1~ son funciones sobre II a valores en
u’
Introduciendo el desarrollo de Fourier
UQ.) := >3 >—“u~,
n>O —
donde los coeficientes de Fourier U,, toman sus valores en m~
0), en la ecuacion
(XI.1.2) se llega a un conjunto infinito de ecuaciones entre estos coeficientes
a
de Fourier. Las dos primeras son
— p4U,, SI = o (XI.1.4)
a
y
(XI.1.5) —
De la definición de 5 se concluye
= [Oia &~1,SJ. —
Para hallar
¡;:
procedemos como se explica a continuación. El operador adA sobre g satis-
face
adA¡
5 = a(A)id,
Luego es un operador invertible en m~
0. La intención es expresar este in-
verso, ~J(O) 1, como una función de j(0) que es la restricción de adA a ~ —
El polinomio mínimo de fo) es
p(z) fl (9—a(A)2), —
u’
a
a
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donde SC+ = SC fl A±. Aquí p es un polinomio par, sólo depende de 9, y
su término independiente es p(O) = flQE~+(—a(A)2) ~ O. Se definen los
polinomios
Por construcción q es un polinomio impar en z de un grado menor que p, en
tanto que ~ es par y de dos grados menor que el grado dep. De ~(J(0>) — O se
concluye q(J(0))J(0) — J(0)q(J(0)) = id así como ~(J(0))J(O)2 — J(0)2q(J(0)) =
id. Se deducen las expresiones
fo)—1 — q(J(O>) j(0Y2 = ~(j(O))
que son invariantes bajo la acción adjunta, por tanto
(0) ~
¾ = q(J~O)) f0)—2 =
donde
Ji0) Ada o j(O> o Ada1 = (adS)Im
En el caso s((2, C) se tiene p(x) = —4, q(x) = ~zy ~(x)=
Utilizaremos la notación
y [(3,5].
Por tanto (XI.1.4) implica que 8~S = [VL,S] = [V+,S]— [VS]. De Ve rn
8
se deduce que V es expresable en función de 5,0,5,14 como sigue
V = q(J~Q))(813 + [5,V+]),
y de aquí la ligadura
= p~q(J~O>)(~5 + [5, V+]). (XI.1.6)
Debe notarse que LJ~ se expresa en términos de 5,14 ya que U~ = ~[1Ó5] y
por ello
Li, = ~(J~0~)(—O,S+[V+,SJ).
La ecuación (XI.1.5) implica la siguiente expresión para (32
(32 = ~(J(0))(~8,V + [17+,V] + ~[S, [U
1,V]])
5mr
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mr;
También se obtiene para k11 en (XI.1.3) la expresión siguiente
2Ada(k11) = Pt.[U,,V].
De esta forma podemos parametrizar Inri y Ada(ki) en función de 5, V.~. y
sus Si-derivadas. Para ello basta considerar todas las ecuaciones que ligan —
los coeficientes de Fourier.
Sea 82 E Xi(H+), 82(e) — VB donde fi E Ej. La contracción de la
ecuación (IV.2.4) para 4).~. con este campo da u’
• t0
1 + Adv(8
2a . + >3 V”k2,~) = (—EL + p...Po)Ádv#(VB).
n>0 —
Para que no aparezcan términos no locales en los sistemas de evolución que
se van a obtener es necesario exigir que fi C 3 y por tanto que fi pertenezca
e
al centro del centralizador de A. En tal caso se llega a
52v . + Adu(02o ‘¿0~ + >3 V~k2~) = (—It. + p~Po)Adua(VB),
n>O —
donde todos los términos son locales. El caso A # fi E £ seguiría las lineas
expuestas en Crumey(1987), por simplicidad se hace A = B. Se podrá —
expresar entonces Ada(k2) en las variables S,17~ y sus 5,-derivadas y se
obtiene una ligadura sobre 8 y V4. El sistema de evolución es
028 = 8,17 +[V,V+]+[Q+,5]
= OíQ++[Q+,V+]
donde Q+ = p~Q, con
Q — q(J(0))(~5,17 + [17,17+]+ [U~,VE) — tu,, 17].
El sistema tiene como par de Lax aL = AS + v+ y A = >25 + AV + Q+.
También existen infinitas leyes de conservacion. Puesto que k
1dt, + ?c2dt2
(z)
es de curvatura nula y si k1 es la proyección en el centro L3 paralela a
de k1, se tendrá 52k~ = ~,4z4. Estas ecuaciones son un conjunto in-
finito de leyes de conservación. Como Ada(k,) se expresa localmente en —
5,~+, si H E 3 y T = Ada(H) se tendrán las densidades conservadas
B(Ada(k~z)) T) — B(k~,JJ), donde B es la forma de Cartan-killing de
g. Por tanto, si se expresa T en función de 8 se llega a una familia infinita
a
m
a
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de leyes de conservación locales y no triviales. El vector 5 = Ada(A) evolu-
ciona en el espacio homogéneo O./K~5’1, donde K(a> es el grupo de isotropía
de A, y tiene como álgebra de Lie a t(O>, el vector T, al pertenecer a 3,
evoluciona en el mismo espacio y por tanto es posible parametrizar S por
coordenadas de G../K<0~ de forma biunívoca, y con estas mismas coorde-
nadas parametrizar a T. Un caso particular es H = A esto es T = 5.
Las consideraciones de la sección V.3 sobre la forma a se trasladan a este
contexto generalizado de forma sencilla. Los pares de Lax y las ecuaciones
de evolución son las mismas que antes. Respecto a las leyes de conservación
del sistema se obtienen del mismo modo que en V.3 con las modificaciones
que se desprenden del párrafo anterior,
XI.2 Espacios homogéneos y simétricas
En la siguiente sección se construyen sistemas integrables cuyos campos
toman valores en espacios homogéneos. Recordaremos brevemente con-
ceptos básicos concernientes a dichas variedades. Para mayor información
consúltese Helgason(1978).
Sea una variedad suave M sobre la cual existe una acción del grupo de Lie
simple O, que se supone transitiva, y por tanto el espacio de orbitas es trivial,
tan sólo contiene un punto. Si m E M es un punto de la variedad, su grupo de
isotropía o estabilizador, bajo dicha acción, es = {g E O g m = m}.
Debido a la transitividad de la acción dicho subgrupo no depende de ni,
denotándose por K el grupo al cual todos ellos son isomorfos. Se tiene la
identidad M ~ 01K. luego M es isomorfa a la variedad de ‘cosets’ derechos
O/K.
Sean ~ y e las álgebras de Lie de O y 1< respectivamente. Tenemos
entonces la descomposicion
g=eetn,
donde m modela los espacios tangentes a M, it ~ T,,M. Cuando la des-
composición es reductiva, esto es [~, it] c it, se dice que M es un espacio
homogéneo reductivo.
Sean P~ y P~, los proyectores generados por la descomposición reductiva
antes expuesta. Al ser O un grupo de Lie simple su forma de Cartan-Killing
es definida negativa cuando se restringe a la forma real compacta de 0. Por
tanto existe una unica conexion lineal tal que el transporte paralelo asociado
07
07
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e
ev una isometría con respecto a la forma de Cartan-Killing y el tensor de
torsión es nulo. Tal conexión se denomina de Levi-Civita. La reducción de
esta conexión al espacio homogéneo reductivo C/K da lugar a un transporte
paralelo con los tensores de curvatura y de torsión siguientes
R(m)(X,Y)(Z) = —[P4X,YJ,Z]
T(rn)(X,Y) = -P4X,Y]
donde X,Y,ZETmM~it. e.
Se dice que M es simétrica si la descomposición g = ~ m es simétrica,
esto es, g, it] c it y [ni, it] C e. En este caso se tendrá torsión nula y la
curvatura será a
R(m)(X, Y)(Z) = —[X, Y], Z].
Si M es una variedad hermítica entonces existe J E End it, con fi = —id, e
esto es, J es una estructura compleja. En este caso tenemos las siguientes
propiedades
e
• 14 E fr con ¡5 una subálgebra de Cañan de ~ de modo tal que J =
jadA, y
t=keradA, it= imadA. e
• Si A+ es el subsistema de raíces positivas generado por Ej entonces
existe SC+ C A÷tal que
~= e ~
ÚEP+
a
con a(A) = eVa E SC+ y ±(ct+ fi) « A siempre que a, fi E SC+
Debe observarse en este caso hermítico que si se normaliza A de modo tal m
1que e = entonces las fórmulas de la sección anterior se transforman en las
dadas en V.1 y V.2. Sin embargo, cuando A no es de este tipo la subálgebra
y el subespacio m(03 construidos en Xli, están asociados a un espacio
homogéneo reductivo no hermítico C/K<0).
Si A es un subsistema de raíces semisimple de A es fácil construir des- e
composiciones del tipo anterior con
e=Eje(~g4 —
e
a
a
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y
= e ~
oC$
con $ = A\A. Sin embargo, a diferencia del caso A # A’ la descomposición
no tiene por qué ser reductiva.
La clasificación de subálgebras regulares semisimples se llevó a cabo en
Tits(1955) y Dynkin(1957). Un U-sistema ir es un subconjunto de raíces de
A linealmente independientes, tal que si a, ¡3 E ir entonces a — ¡3 ir. Todo
II-sistema es una basé de raíces simples de un subsistema de raíces sernisimple
A, de A. Cualquier subsistema semisimple A es conjugado a través de una
transformación de Weyl con algún A,. Los II-sistemas den raíces se obtienen
de los de £ raíces (donde 1 es el rango de g) tras la supresión de 1— n raíces.
Los fi-sistemas de £ raíces se obtienen de una base de raíces simples de A
tras un número finito de operaciones elementales. Entendemos por operación
elemental la acción de extender una parte conexa del diagrama de Dynkin
mediante la raíz mínima, Humphreys(1972), para después suprimir de este
diagrama una raiz. Una vez construido el fi-sistema ir se debe buscar A E Ej
con ir(A) = {Q}, esto es A E ir-1-, donde r~ es un subespacio de dimensión
1—ii pues ir es un conjunto de u raíces linealmente independientes. Tan sólo
queda encontrar A E ir-1- tal que (A \ A,) fl A-’- — 0. Comentemos que en el
caso de fi-sistemas de 1-raíces se obtienen subálgebras regulares maximales,
que están en relación con las graduaciones y descomposiciones triangulares
vistas en 1.2.2. Para el análisis del caso A
1 consultar Mañas(1988).
XI.3 AKNS generalizado a espacios homogéneos
Cuando p = id, y el problema de factorización es el de Birkhoff, podemos
conseguir expresiones explícitas para los sistemas integrables construidos en
la sección anterior. Sea fE0, Hí}0eA,~x ¿ la base de Cartan-Weyl de 9
asociada a Ej. Como p. = O se tiene para el vector 5 definido en (Xlii) la
expresión 5 = A y
1” = y.,. = >3 (p0E0 +q0E—a).
oEce+
También llegamos a la expresión Q = Q.~. con
Q+= >5 -~!-~(8,p0E0~8,q0E0)+! >5
oE~+ a(A) 2 a0ep4 a(A)
2p0q0[E0, E...01 — q0q0[L.0, E..q~]).
mr
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El sistema de ecuaciones de evolución que se obtiene en este caso se puede u.
expresar de forma conveniente con el uso de los tensores de curvatura y
torsión del espacio homogéneo C/K<0), el espacio donde evolucionan los
campos {p
0, qo}oc,p+. Utilizarnos la notacion u>
=
y u.
T(E0,E0) =
Si t, = x,t2 = 1, se obtiene el sistema integrable
1
— 7~jPcxrr + >3 (~)R!3-y~6PPPY~s +
Ovy,6 E ~
y—6 E A’ —
E —9~ ~ — T~-yp0q-y,1 + T%~oqop-yx)
OA E ~+ Uf
a=0+-y
—~ qa,rx — >3 ~ += a(A) 0-v,
6 E ~+
e
-y—SCA’
>3 T?..y
0poq-y,r) e
~ E ~ 2~q~q.y,r — ~ +
~ 0+y
para cada a E qq-. Este sistema constituye la generalización a espacios ho- —
mogéneos de la primera pareja de ecuaciones de lajerarquía AKNS. Aparecio
en la literatura en Fordy y Kulish(1983). El par de Lax y sus infinitas leyes
de conservación se hallan de forma elemental siguiendo los pasos ya mar- e
cados en Xli. Cuando la variedad homogénea es simétrica y se normaliza
c = 1 se llega al sistema
Pat = Pan + >3 R%~~6p~P,q6
0-y,6E w+
q0,t = —q0,n, + >3 RE~.6qoq..~P&
0,v Se %‘+
Este sistema admite la reducción real compacta, donde la subálgebra real
compacta la generan los vectores {E0 — E.0,i(E0 +E~0), ¡It E~+in1 ¡2 e
Esto es equivalente a exiguir q4, = ~ y el sistema reducido es entonces
‘Pa,t = Pa,rr — >3 R%~6pop-~p6,
—
e
e
e,
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que es una generalización de NLS, conociéndose en la literatura como GNLS.
La particularización al caso vectorial se estudió en Kulish y Sklyanin(198 1).
Sistemas de este tipo pero con A $ fi se presentan en Crumey(1987).
Cuando p = —id se tiene V.~ = 0, 17 — (adS)’S~ y = 0, luego la
ecuación de evolución es
St = (4(adS)S~)7,
donde 5 es un vector que evoluciona en el espacio homogéneo G/K(
0), y
se puede parametrizar de forma unívoca por coordenadas de esta variedad
homogénea. En el caso simétrico las ecuaciones se simplifican (c = 1)
= [S,S~,j.
Hemos obtenido una extensión del modelo ferromagnético a espacios simé-
tricos. Se puede considerar por tanto la ecuación de evolución obtenida
en el caso homogéneo reductivo como una generalización del modelo ferro-
magnético de Heisenberg a espacios homogéneos reductivos. En Fordy y
Kulish(1983) se afirma que la generalización del modelo ferromagnético de
1-Ieisenberg siempre tiene el mismo aspecto, como en el caso simétrico, lo que
no es cierto, para ello ver Crumey(1988) y Makhankov y Pasheev(1983).
Existen modificaciones de AKNS generalizado a espacios homogéneos.
Por ejemplo, en Fordy(1984) se propone una generalización de la ecuación
de Schr¿dinger no lineal derivada, ver VI.3 a espacios hermíticos. Es fácil
concluir que dicho sistema corresponde al caso simétrico con la solución de la
ecuación de Yang-Baxter clásica modificada en 9 dada por la descomposición
generada por A
= rn7~ e e(o> e ml
(0)donde nt± es el subespacio de m~0~ generado por las raíces pertenecientes
a ±A+,esto es si r+ + iro + r = id es la resolución de la identidad de esta
descomposición entonces p = r+ + ir
0 —
En Fordy(1984) se dice que no parece posible la extensión a espacios
homogéneos de las ecuaciones de Dodd-Fordy que fueron discutidas en VI.3.
Consideramos la solución asociada a la descomposición
= ~+ e ¡5 e g,
dada por el sistema de raíces generado por ¡5, con p = ir~. + Lir0 — r., donde
r+ + ir0 + w = id es la resolución de la identidad de esta descomposición y
u>
u>
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L es un endomorfismo arbitrario de la subálgebra de Cañan ¡5. Sin embargo
dentro del marco de esta tesis es fácil advertir que esta descomposición genera
un sistema integrable que se puede considerar como la extensión buscada a
espacios herrníticos. Tan sólo es necesario resolver la parametrización de S y
17~ de modo tal que se cumpla la ligadura entre ambos. Una parametrizacion
es u.’
5 = A+>3p0E...a
17+ = >3qaEo+>5pqgñE0,Ej+ a”
>3 pop~ppq-,E4..0...pE..~0[E...g,Es] +
6—0>0 a
L+(—>3p0q0[E0, E...0] + >3p0psppq~,R~j«,p[Es, E.8]).
El sistema de evolución asociado, que no hemos calculado debido al volumen —
de las operaciones a realizar, se podría hallar con ayuda del cálculo simbólico.
Basta usar las fórmulas para 17, Q halladas en la primera subsección. Se
obtiene de este modo una generalización del sistema de Dodd-Fordy en el
caso de una reducción compacta.
Comentemos finalmente que los retículos integrables continuos estudia-
dos en VIO, se extienden a este contexto generalizado de forma inmediata. El
modelo de Thirring masivo en espacios homogéneos se construiria con ayuda
de las ideas dadas en el párrafo anterior. También hubiera sido factible
estudiar en el álgebra de lazos Lr,t(n,C) la solución elíptica de Baxter- a’
Belavin-Sklyanin. Se construirían modelos de Landau-Lifshitz generalizados
en estos espacios homogéneos. Resultarían así deformaciones elípticas de
alas ecuaciones ferromagnéticas de Heisenberg generalizadas a estos espacios
homogéneos.
a
a
a
a
a
a
Capítulo XII
Ecuaciones de N-ondas y modelos quirales
principales
En este capítulo estudiaremos las ecuaciones de N-ondas y los modelos
quirales principales, o transformaciones armónicas en relación al esquema
grupo-teórico presentado en esta tesis. En la primera sección analizamos las
ecuaciones de N-ondas y en la sección XII.2 los modelos quirales principales.
Xlii Ecuaciones de N-ondas
Trataremos aquí las ecuaciones de N-ondas en 1 + 1 dimensiones. Dichas
ecuaciones se formulan dentro del marco de esta tesis como se explica a
continuación.
Sean A, fi e ¡5 una pareja de vectores de la subálgebra de Cartan Ej del
álgebra de Lie simple 9. Como en XI.1 escogemos la matriz-r
R=P~—EL+pPo
donde id P., + P0 + It. es la resolución de la identidad dada por la
descomposición de Birkhoff
Lg=Ltgs.geLT9,
y p es una solución de la ecuación de Yang-Haxter clásica modificada en 9.
Dada la 1-forma de curvatura nula
x = >(Adx + Dcli)
127
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u.
y 4~. con valores en LO... solución de
di,k. 41 = R~Ad4~(x) U
construimos la 1-forma de curvatura nula
a’.
co.4. = IhAdVtÁx).
Si a es el valor en el ~ de la extensión holomorfa de 4t al exterior de
círculo unidad definimos u
S = Ada(A), T = Ada(fi).
u.
Repitiendo lo dicho en XI.] obtenemos para w~ la expresión
= (AS + V~)dr + (>T + W+)dy.
Aquí v+ = /417 y W.,. = p+W toman sus valores en 9+ 5 y 17+ cumplen la
ligadura (XI.1.6). Esta misma ligadura es cierta una vez sustituidos S por
T y 17+ por W.,.. O
La condición de curvatura nula que satisface w.~ impone las ecuaciones
no lineales e,
—71 + [5, W~] + [V+,T]= O
17+,,, — W+,~ + [V+,W+] = O,
y la condición [5, T] = O. Esta última restricción se cumple de forma inme-
diata debido a la definición de 5 y T. Un caso particular es p = —id, ahora
u’
~+ = W.~ = O y por tanto se llega a
5,, — 71 = O.
a
Cuando p = id obtenemos 17 = v+, W = W.,., 5 = A y T = fi. Por tanto
tendremos
e
[A, W] = [E, 17] = O
17,, — W~ + [17,W] = O.
e
Supongamos ahora que fi es un vector del centro del centralizador de A.
Entonces, la factorización intoducida en XI.1
= u a
e
e
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nos da 17 = [(Ji,5] y W = EUí,TL aquí (A es el primer coeficiente de Fourier
de lnu. En XI.1 demostramos que los coeficientes de Fourier U~ y Ada(k~n)
de In u y Ada(k~), con k~, = . «‘, se parainetrizan en las variables 3, V+
y sus 8~-derivadas. En este caso tenemos la ecuación
u3, . u
1 + Adu(a
3, . a~ + Ada(k~)) = (—P~ + pPo)Adu(AT)
donde k3, = #,,½1. Luego se pueden parametrizar los coeficientes de Fourier
Ada(k,,~) de Ada(k,,) en las variables 5, 4, T y sus 8~, 811-derivadas. El
análisis realizado en XI.1 nos permite asegurar que (Ada(k~,,))~ = (Ada(k,,~))~
da lugar a una colección infinita de leyes de conservación locales y no trivia-
les.
En este caso cuando p = id tendremos
V=[U1,A], W=[U1,B].
Por tanto, usando el campo (J~ como variable, la ecuación [A,V] = [B,W]
es inmediata pues [A,fi] = O. La ecuación para (J~ es
[L11,,,,A]—[LJi,2,B]-4-. [L1í,A],RJí,B]]= o.
Esta ecuación generaliza la ecuación de N-ondas y tiene aplicaciones en
Física, ver Zakharov y Shabat(1979) y Novikov, Manakov, Pitaevskii y Za-
kharov (1983).
XII.2 Los campos quirales principales
En esta sección presentamos los campos quirales principales.
Si A, B ¡ — Ej son funciones suaves sobre el intervalo ¡ c R con valores
en la subálgebra de Cartan Ej la 1-forma de curvatura nula a considerar sera
_ — B(y~dy’\= a—b (—y½A(x)dr +
donde a, 6 E D(O; 1) son puntos arbitrarios en el disco unidad. Claramente
con
A —6 B(s)h g,4(x,y) exp (ij=Fr?sJX d.sA(s)+ — Jds
donde g E LO es la condición inicial. Además, 4 se puede interpretar como
una familia de flujos conmutativos en el grupo de lazos LO.
5,
5,
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u.
A continuación analizamos la proyección de estos flujos en diferentes
espacios homogéneos. En la primera subsección se utiliza una modificacion
del problema de factorización de Birkhoff mientras que en la segunda usamos
mr
el problema de factorización asociado a la matriz-r elíptica.
X11Á2.1 El modelo quiral principal isótropo —
En el álgebra de lazos Lg se escoge la matriz-r clásica, 1?, siguiente. La
descomposición es
Lg— L~geL~g, —
y U = It - P+.
La solución al problema de factorización u>
4, = 44’ 4’-,
u>
con 4+ a valores en L+O y 4,... en LEO, permite construir co_ 1-forma de
curvatura nula, como
= FQAd4,+(x). —
Podemos calcular los valores de las extensiones holomorfas de 4+ a D(O; 1)
en los puntos a, 6 E D(0; 1). Denotaremos estos valores por 4’±(~)y 4,+(b)
respectivamente. Escribamos
U = Ad4,+(a)(A), 17 = Ad4,+(b)(B).
e
Enton ces
= a—b (7w 0Udx+ >617c¡Y)
La identidad algebráica
1 1 1(1 1>
>—a>--b a—b >—a >—b)’
permite expresar la condición de curvatura nula de w como el sistema
u~, + 4ru~ 17] = O
1
17x—§U, ~ O, —
Este sistema lo reescribimos como
—~+~ ~ ~ e
e
e
e
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Estas son las ecuaciones de los campos quirales principales introducidas
por Faddeev y resueltas en Zakharov y Mikbailov(1978,1980). Son una
generalización de la construcción dada en Poblmeyer(1974), ver también
Cherednik(1983,1987). En Zakbarov y Mikhailov(1978) se resolvió completa-
mente el modelo quiral principal hallándose soluciones multí-solitónicas por
el método de la transformada espectral inversa. En Zakharov y Mikhailov
(1980) se demostró que el modelo de Gross-Neveu, ver Grosa y Neveu(1974),
era un caso particular de campo quiral principal. También son las ecuaciones
para las transformaciones armónicas, Ulhenbeck(1989,1990). De la primera
ecuación del sistema se deduce que 1-forma A. = (Jdz + Vdy es de curvatura
nula, y por tanto existe s con valores en O tal que A = ds . C’. La funcion
s es una transformación armónica
(s~ . C’),, + (s~ .s~», = O.
Si las variables z, y pertenecen al conjunto U C C, dado s U -. O se define
su energía
E(s) = ~LdxclYÁr=
dzdy (a(s~ . s1,s2, •C
1) + H(s,, . C’,s~, .~1))
donde E es la forma de Cartan-Killing en g. Pues bien, E alcanza sus puntos
críticos precisamente cuando s es una transformación armónica.
La 1-forma co... se puede extender de forma meromorfa al plano complejo,
esta extensión tendrá dos polos simples en los puntos a y 6. De la igualdad
w 1»-. 0g = A,
se concluye que s pertenece al ‘coset’ 4k..IÁ....a+b .0.
La transformación homográfica
> —a’
transforma los puntos de la esfera de Riemann ~, ú+b a 62 en los puntos
1, —1, ~, O respectivamente. La 1-forma w.. se expresa en la variable Y
corno
= ~ ((1 — >/)(Jdx + (1— >‘‘)Vdy)
07
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Con la notación Ex’ = 4—9) se recuperan los resultados del teorema 2.2 de
Uhlenbeck(1989). Es importante señalar que estos resultados ya aparecen
en Zakharov y Mikhailov(1978,19S0). Sin embargo en Uhlenbeck(1989) se
mr
construyen en el caso O = U,. las soluciones llamadas unitones, que están
relacionadas con problemas de factorización en el grupo, ver Segal(1990).
Sería interesante conocer la relación de las soluciones de n-unitones y de u-
solitones, dadas estas últimas en Zakharov y Mikhailov(1978). Es llamativo
que el número unitónico u tenga una cota superior finita. Tanto en Zakharov
y Mikhailov(1978) como en los trabajos sobre transformaciones armónicas, u..
por ejemplo Uhlenbeck(1989) se consideran reducciones a variedades gras-
rnannianas, variedades de Stiefel y variedades proyectivas. Para ello basta
imponer que s sea idempotente, ~2= id, esto es s = id — 2P, donde P es un e
proyector.
Los retículos continuos que fueron estudiados en V.3 cuando ~ = s~(2, C),
y sus generalizaciones a un álgebra simple arbitraria 9, ver Xli, se con-
vierten en modelos quirales principales mediante una transformación de ‘gau-
ge
u’
La forma de curvatura nula es
¿(—>‘S+17+)dz—<1 T+Wjdy, —
donde ~,v+ verifican una ligadura diferencial en la variable z, y T, 117... en
la variable y. Las ecuaciones son
a
5,, — [5, Wj = O
17+,,, + W.~ — [17+,V/..] + [5,T] = O
T
1, + [T,17±]=O. —
Aplicando la transformación homográfica antes definida se obtiene la 1..forma
de curvatura nula —
= (v+ —5— (a— b)2—) dr— (w + T— (a — b)>T b) d~•
a
Por tanto existirá y E C~(U,C) tal que
17+~~~S=9r§’ W...+T=—g3,f’. a
Sea ~ el inverso de y, entonces la transformada ‘gauge’ de ¿ es
= 3~ (clí — >.‘)Udr + (1— >‘‘)Vdy)
e
a
a
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con
U = 2Ad~(S), 17 = 2AdÑ(T).
De aquí la conexión, via transformación de gauge, de los retículos integrables
con los modelos quirales. Por tanto soluciones del modelo de Thirring ma-
sívo, o de los modelos de autotransparencia inducida, que contienen en par-
ticular a la ecuación de ‘sine’-Gordon, son tras una transformación de ‘gauge’
soluciones de modelos quirales principales. Con respecto a la relación de
‘sine’-Gordon con las transformaciones armónicas ver Uhlenbeck(1990).
Debemos comentar que dentro del espíritu de esta tesis los modelos
quirales son análogos a las ecuaciones de evolución integrables tipo ÁKNS
o KdV, ya que emergen asociados a la 1-forma co__ esto es, son la des-
crípción diferencial de la proyección de ciertos flujos conmutativos, que se
construyen multiplicando a la izquierda cierta condición inicial, en un espa-
cio homogéneo. Recordemos que la 1-forma a aparece cuando se consideran
multiplicaciones a derecha e izquierda de dicha condición inicial. Pero ahora
no podemos repetir ciertas construcciones realizadas en anteriores capítulos.
Por ejemplo se obtienen densidades conservadas l~, = ni3,, pero ahora, ¡
depende de U y sus 8~-derivadas hasta cierto orden finito, en tanto que
ni depende de un número infinito. Aparecen series geométricas, de &, 5,,-
derivadas de U y 17. Por tanto, aunque sean leyes de conservación locales
no parecen interesantes.
En relación a las leyes de conservación locales en modelos quirales co-
mentemos que en Pohlmeyer(1976) se obtienen para el caso particular estu-
diado allí. Posteriormente en Cherednik(1978) se obtiene para los modelos
quirales principales una familia infinita de leyes de conservación locales en
s. También en Ogielski, Prasad, Sinha y Chau(198O) se relacionan cier-
tas transformaciones de Bácklund con leyes de conservación locales de mo-
delos quirales principales, ver también Chau(1982). Sin embargo en estos
dos últimos trabajos no son capaces de resolver cierto sistema algebráico y
por tanto de dar expresiones explicitas de las densidades conservadas. Ver
también Cherednik(1983f1987) y Ueno y Nakamura(1983). En Dickey(1983)
se considera una formulación equivalente de los campos quirales principales.
Dicha formulación se consigue tras aplicar una transformación de ‘gauge al
modelo quiral, obteniéndose el retículo integrable continuo con p = id, esto
es 5 = A v+ = 17, 1W = O, que fue estudiado en los capítulos V, VI y
Xl y que hemos demostrado en esta sección que es equivalente ‘gauge’ al
campo quiral principal. En Dickey(1983) se construyen explícitamente las
Of
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a’
leyes de conservación de esta formulación equivalente ‘gauge’ de los modelos
quirales principales. Recordemos que dimos en los mencionados capítulos un
esquema para construir dos familias infinitas de leyes de conservación locales u.
y no triviales para este retículo.
a
XU.2.2 Modelos quirales principales anisótropos
Para finalizar este capítulo introducimos los modelos quirales principales
anisótropos. Dichos modelos aparecen ligados a la matriz-r clásica elíptica a.
de Baxter-Belavin-Sklyanin, 1? = — P+ Suponemos a, 6 ~ E~, donde
es el grupo de orden ii de la curva elíptica E, ver 111.6. Tenemos la
descomposición O.
Lg = L~S[(n,C) e L~íd(n,C),
que induce el problema de factorización
4= 441. 4,E,
con 4,~ a valores en L+SL(n,C) y 4>E en LdSL(n,C). Si 4+ es solución de
este problema entonces la 1-forma w~ = PnAd4’+(x) es de curvatura nula.
Emplearemos la notacion
(J
cEZ~
17 = >3 ~
cEZ~ —
donde {Tc1~cz2 es la base de el(n,C) introducida en 111.5. La 1-forma w
se expresa en función de estas variables como
a
WE = 0—6>3 (—w~(> — a)ucdh + w~(> — b)vcdy)T~.
La condición de curvatura nula de esta 1-forma nos da las ecuaciones dife- a
renciales del modelo. Soluciones, leyes de conservación y transformaciones
de Bácklund de este modelo quiral principal anisótropo se estudiaron en
Cherednik(1987). En Holod(1987-1) se analizaron las leyes de conservación S
y la estructura del álgebra de simetrías de esta ecuación. En el caso n = 2,
esto es, g = ~((2, C), se obtienen las ecuaciones
U,,+~[U,17] = a(6—a) [3(3 17]
1 6(6— ~~[tJ, e
2~ 17]= 2 J17],
a
a
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donde J E Ende[(2,C) se define como Ja1 = 2A~a~, con las constantes A1
introducidas en 111.6 y las a1 son las matrices de Pauli.
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mr
Of
u.
u.
e
a.
a’
e,
a
u>
a
a
e
e
e
e
e,
Capítulo XIfl
Yang-Milis autodual e integrabilidad
Nos ocuparemos aquí de las relaciones existentes entre las ecuaciones de
Yang-MilIs autoduales y los sistemas integrables analizados a lo largo de
esta tesis.
En la primera sección damos una breve introducción a la teoría de los
campos de Yang-MilIs. A continuación, en XIII.2, se estudia la conexión
entre las ecuaciones de Yang-MilIs autoduales y la teoría de los sistemas in-
tegrables. Finalmente en la tercera sección se generalizan estos argumentos,
para obtener jerarquías de Yang-Milis autoduales así como su relación con
las jerarquías integrables.
XIII.1 Los campos de ‘gauge’ o de Yang-MilIs
Esta sección se dedica a recordar brevemente la teoría de los campos de Yang-
MilIs. La exposición sigue a Ward y Wells(1990), ver también Atiyah(1979).
Sea E un espacio lineal tetradimensional y g una métrica en dicho espa-
cio vectorial. Dada la actuación del operador estrella de Hodge * A~(E) —~
A 4~(E) el espacio de 2-formas es invariante bajo *. El operador estrella de
Hodge se extiende a A(E, 0) donde g es un álgebra de Lie. La generalizacion
Yang-MilIs de la teoría electromagnética de Maxwell es como sigue. El po-
tencial vector se convierte en el potencial de ‘gauge’ A. E A ‘(E, g) siendo
su curvatura 1? = dA — 1[A, A] E A 2(E, g) el campo de ‘gauge’ asociado.
Esta curvatura es la generalización del tensor electromagnético de Faraday.
La generalización consiste en sustituir el grupo U(1) por un grupo de Lie
simple O con 9 su álgebra de Lie.
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Debido a que E es una curvatura se cumple la identidad de l3ianchi
dF = [AY].
Of
Como 9 es simple usamos la forma de Cartan-Killing para construir la accion
de Yang-MilIs
..4[A] = —
donde dp es la forma de volumen asociada a la métrica g. Debido a que en
la forma real compacta del álgebra 9 la forma de Cartan~Killing es definida
negativa esta acción tendrá esta misma propiedad cuando se restringe a dicha
forma real. Los puntos críticos de esta acción son aquellos potenciales de
gauge’ A que satisfacen las ecuaciones de Yang-MilIs
d * Y = [A,Y].
U:
Estas son las ecuaciones dinámicas para los potenciales de ‘gauge’. Cuando
(E, g) es un espacio euclídeo el operador estrella de Hodge es involutivo:
*2 = id. Por tanto, el espacio A 2(E, 9) se descompone en una parte autodual U,
y otra antiautodual. Los campos de ‘gauge’ autoduales satisfacen
E a
en tanto que los antiautoduales cumplen
*F=—F.
Si E es autodual o antiautodual entonces la identidad de Bianchi obliga a que 8/
este campo de ‘gauge’ verifique las ecuaciones de Yang-MilIs. Las ecuaciones
de Yang-MilIs y las de autodualidad son invariantes bajo transformaciones
de ‘gauge’f además el grupo conforme es un grupo de simetrías del sistema.
u,
La cuantificación de estas teorías clásicas se puede realizar por el método
de integración a lo largo de caminos de Feynman. Para dar sentido a la
integral es necesario realizar la rotación de Wick. Por tanto el espacio base a’
será euclídeo. Un análisis perturbativo de la función de partición se basa en
el estudio de los puntos críticos de la acción, y por tanto debemos considerar
las soluciones clásicas de las ecuaciones de Yang-MilIs. Debido a que la
acción cambiada de signo es el argumento de la función exponencial en la
función de partición, las únicas soluciones de interés son aquellas de accion
finita. Estas soluciones se conocen como instantones. Toda solución sobre a’
a
a
a
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la esfera tetradimensional ~4 genera una solución de acción finita sobre E
y todo instantón en E genera una solución sobre St Uhlenheck(1982). El
estudio de los instantones lleva al análisis de fibrados principales con base 54
y grupo estructural O. La teoría pierde aquí el aspecto local que tenía hasta
ahora. La segunda clase característica de Chern nos sirve para etiquetar a
los instantones. El número entero asociado a esta clase es la denominada
carga topólogica del instantón o número instantónico. Los n-instantones
autoduales o antiautoduales corresponden a mínimos absolutos de la acción.
La geometría de los ‘twistors’, ver Penrose(1975) o Ward y Wells(199O),
es esencial en la construcción de las soluciones tipo instantón autodual o
antiautodual. Como se observó en Ward(1977) existe una corresponden-
cia biunívoca, cuando O = GL(n, C), SL(n, C)f U(n), entre los campos de
gauge’ autoduales sobre la complexificación de E y los fibrados vectoriales
holomorfos de rango n sobre el espacio de ‘twistors’ proyectivos CP3. Dicha
correspondencia se realiza a través de la transformación de Penrose, ver por
ejemplo Baston y Eastwood(199O).
Se pueden obtener instantones a partir de instantones ya conocidos, esto
se traduce según la correspondencia de Ward en la extensión de fibrados
vectoriales a otros con fibras de mayor dimensión. Tal técnica necesita de la
geometría algebráica, ver Atiyah y Ward(1977), y genera los ‘ansátze’ tipo
A,. La geometría ‘twistor’ y la transformación de Penrose se utilizó junto
con el método de las mónadas en los trabajos Atiyah, Drinfel’d, Hitchin y
Manin(1978) y Drinfel’d y Manin(1978) para construir todos los instantones
autoduales, ver Ward y Wells(1990) y Atiyah(1979). Por otro lado en Belavin
y Zakharov(1978) y Belavin(1979) se utilizó la técnica del revestimiento, ya
usada en la teoría de los sistemas integrables, en la construcción de los
instantones. En Cberednick(1983) se hallaron soluciones cuasiperiódicas en
el espíritu de Krichever(1976).
Escribiremos a continuación las ecuaciones de autodualidad explícita..
mente. Si A, 9,9,0 son las coordenadas cartesianas de la complexifl-
cación del espacio euclídeo E, definimos
0 1 2
—(r + ir’), ti — —(r ir3),
..L(
12 .4- ir
3), ~2 — —(r —ir1).
55
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5,
En estas coordenadas el potencial de ‘gauge’ se escribe
A = A1 di1 + Mdt2 + A¡dhS + A2dt2, u>.
y el campo de ‘gauge’ F = dA — 1[A, A] resulta ser
E = F12dt1 Adi2+F11dt1 Adt1+F12dt1 Adi2+ mr
F2¡dt2 A di1 + F22di2 A di2 + F12dt1 A dt2.
Las ecuaciones de autodualidad se reducen a
= = ‘í2 + E12 = O.
e,
De E,1 = E2~ = O deducimos la existencia local de funciones D, 19 con
valores en O tales que
st
A1=5~D.Lfl’, A~=O~DIY’.
Aquí empleamos la notación
SI
a
‘—SI.
a’
Entonces de E12 + E12 = O deducimos que J := 19...1 . 19 cumple
— 82(~J .r
1) = 0, —
una relación que guarda cierta similitud con la de los modelos quirales. Esta
ecuacion se conoce como la formulación J de Yang de las ecuaciones de
autodualidad. a
XIII.2 Yang-MUís autodual y sistemas integrables
Las ecuaciones de autodualidad o antiautodualidad para los campos de
‘gauge’ de Yang-MilIs están ligadas a los grupos de lazos y a los sistemas
integrables. En los últimos aiios esta relación se ha puesto de manifiesto
en la literatura. Así en Chau(1981,1982), Chau, Ge, Sinha y Wu(1983) y
Dolan(l982f1984) se estudian las ecuaciones de autodualidad en la formu-
u>lación J de Yang en el contexto de las álgebras de Kac-Moody de tipo afín.
Por otra parte en Mason, Chakravarty y Newman(1988) se construyen trans-
formaciones de Bácklund de dichas ecuaciones y su relación con los grupos
a
de lazos en este sentido ver también Ueno y Nakamura(1983).
a
e
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Por otro lado, en Ward(1985,1987,1990) se ha analizado la reJación de
ciertos sistemas integrables con las ecuaciones de autodualidad. Así la
ecuación de ‘sine’-Gordon, la red de Toda continua, modelos quirales y las
ecuaciones de Bogolmony para los monopolos magnéticos son algunos de
los sistemas que son reducción de las ecuaciones de autodualidad. Esta
reducción se consigue imponiendo simetrías sobre dichas ecuaciones de auto-
dualidad. En estos trabajos también se incluyen a las ecuaciones de NLS y
MV como reducciones de Yang-MilIs autodual sobre espacios de dimensión
8. Recientemente en los trabajos Mason y Sparling(1989) y Sparling y Ma-
son(1989) se ha demostrado que las ecuaciones de NLS y KdV son reduc-
ciones de las ecuaciones de autodualidad sobre un espacio de dimesión 4.
Veremos a continuación como el esquema grupo-teórico presentado en
esta tesis da explicación a todos estos fenómenos.
Definici6n XHI.2.1 Definimos los campos vectoriales X,X 5’ —
X(U), donde U es un abierto de C4, como
x=52—>a,, k=a~—>a1.
Decimos que x E A1 (U, Lg) estó asociada a un potencial de ‘gatíge’si cristeAEA’(U,9) talque
x(X) = A(X), x(X) = A(X).
Obsérvese que x toma valores en L9 a diferencia de A que lo hace en 9. La
curvatura de la 1-forma x es = dx — ~[x,x] y contraida con los campos
X,Ñ da
£2~(X, X) = X(x(X)) — Ñ(y(X)) — [x(X), x(X)]
Cuando x está asociada a un potencial de ‘gauge’ A, con curvatura el campo
de ‘gauge’ E, se llega a
= — >(F,
2 + F~,) +
de donde se deduce el
Teorema XIII.2.1 Para que la 1-forma x E A’(U,Lg) asociada al
potencial de ‘qauge’ A e A’(U, 9) cumpla £Zx(X, Ñ) = O es necesario y
suficiente que el campo de ‘gau ge’ E = dA — ~[A, A] sea aulodual.
4,>
u>
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5-
Debemos observar que este teorema sigue el espíritu de Belavin y Za-
kharov(1978) en la formulación de las ecuaciones de autodualidad con pares
de Lax, ver también Zakharov y Shabat(1979) y Cherednik(1983).
Cualquier 1-forma x E A’(U,Lg) asociada al potencial de ‘gauge’ A E
A 1(Uf ~) se puede escribir como
x= A+~+t
con «%) = = O para 1,1 = 1,2 y
«X) = «X) = O.
Escribiendo ¿ = Mdl, + Ndt
2 y ¿ = Mdt1 + Ñdt2 las ecuaciones anteriores —
sobre ~ imponen que N = AM y Ñ = AM. Por tanto se deduce la
Proposición XIII.2.1 Las 1-formas x E A
1(U,L9) asociadas al po- e,
Uncial de ‘gattge’ A E A ‘(U, g) tienen la expresión
xCA) = A + M(A)(dl, + >d1
2) + MQ.)(d, + >dt2), a
donde M, Al E C~(U, Lg). Si x estÁ asociada a los potenciales de ‘gauge
A y A’ entonces A = A’
a
De las construcciones efectuadas hasta ahora se puede observar que las
álgebras de lazos juegan un papel importante en la formulación de las ecua-
ciones de autodualidad. Veremos a continuación como los problemas de o
factorización en grupos de lazos inducen nuevas soluciones a las ecuaciones
de Yang-MilIs autoduales a partir de soluciones conocidas. Como nos in-
teresamos por la conexión de estas ecuaciones de autodualidad con los sís-
temas integrables consideraremos en lo que queda de capítulo que x es 1-
forma de curvatura nula, ~2< = O. Por tanto se cumple en particular que
£2~(X, NF) = O. Esto es en principio una restricción sobre la familia de solu- —
ciones de Yang-MilIs autodual. Sin embargo, esta suposición nos permite
una mejor comprensión de la relación de estas ecuaciones con los sistemas
integrables. e
La descomposición triangular de Birkhoff de L9 es
L9 — L~g e ge LFg. —
Si id = P.,. + J’o + It. es la resolución de la identidad dada por esta descom-
posición triangular y p verifica la ecuación de Yang-Baxter clásica modifl-
cada en 9 entonces 1? = P+ + pPo — P... es solución de dicha ecuación en Lg.
a
e
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Como siempre, tenemos las subálgebras Lgt = L19 @ p~g y sus grupos de
Lie adjuntos LG±.
Sea 4’~ e C~(U, LO....) una función de onda que es solución de
= RAd4’.dx),
donde x es una 1-forma de curvatura nula que está asociada al potencial de
gauge’ A. Como se demostro en el capítulo IV la 1-forma
w~. = R+Ad4,~(x)
es de curvatura nula. Obviamente w+(X) y w+(X) tienen series de Fourier
de la forma ~ a,~V. De la relación
w{=d4’4,ii’ +Ad4,—(x)
concluimos que w+(X) y w+(X) tienen series de Fourier del tipo b~> + b~ +
&1r’ + .... Por tanto w~. está asociada a un potencial de ‘gauge’. Luego
deducimos el
Teorema XUI.2.2 Si la 1-forma x E A ‘(U, L9) de curvatura nula está
asociada al potencial de ‘gange’ A E A
1(U, 9) y si 4’.. E C~~(U,LG..) es
una solución de
d4’ . 4,’ = JLAd4,Áx),
entonces la 1-forma
w.~. = R+Ad4,Áx)
es de curvatura nula y está asociada al potencial ‘gatt ge’ A’ E A ‘(U, 9).
Este teorema da un método de construcción de nuevos campos ‘gauge’
autoduales a partir de soluciones ya conocidas. Si E = dA — [A, A] es el
campo de gauge’ autodual de partida entonces E’ = dA’ — lEA’ A’] es un
nuevo campo de ‘gauge’ autodual.
Como It = O existe localmente una función de onda 4’ tal que x —
d4,.4’’. El problema de factorización de Birkhoff modificado 4’ = 4,~ .44,
con 4,~ a valores en LG±,nos ofrece soluciones 4’. al problema diferencial
planteado. Ya en Ward(1977) se consideraba esta construcción, allí 4’ recibía
la interpretación de matriz de transición en un fibrado.
La invariancia de ‘gauge’ de las ecuaciones de autodualidad nos perimte
restringirnos al caso p = —id. Se tiene a4’ — <Id) donde ~ toma sus valores
07
07
07;
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mr
(Id)
en C.. y en LEO. Aquí 4ú es solución del problema diferencial en el
caso no modificado, ver V.4. Por tanto
a
dñ~ ñ’ + Adñ(w±)= ~5d)
donde c¿j4d) es la 1-forma construida con la descomposición de Birkhoff no u’
modificada; así pues se llega a la equivalencia ‘gauge’
da a—’ + Ada(A’) — Adid>. e,
La construcción dada en Teorema XUI.2.2 se puede extender al cua-
diado Lg e L9. Consideramos don 1-formas Xi E A’(ULg), i = 1,2,
ede curvatura nula y asociadas a los potenciales de ‘gauge’ A~ E A’(U, Q)
respectivamente. Sean 44 funciones de onda a valores en LG±que cumplen
las ecuaciones
e
d4,~ . 44’ = R±(Ad4,<y2) — Ad4’+(x,))
y definamos la 1-forma a.
a = R+Ad4’.1x2) — R..Ad4’+(x,),
que como vimos en el cuarto capítulo es de curvatura nula. Ahora bien, de a
a d4,~ .4,4 + Ad4’+(xí)
deducimos que las series de Fourier de a(X) y a(X) son del tipo r~>0 ~ a
Por otro lado tenemos la igualdad
a = d4,. 4’) + Ad4,6x2) a
que obliga a que dichas series de Fourier tengan la forma b~> + b~ + L,>,—’ +
Por tanto se deduce el teorema
a
Teorema XIII.2.3 Si las 1-formas Xi E A’(U,Lg), i = 1,2 de cur-
vatura nula estan asociadas a los potenciales de ‘gauge’ A, E A’(U, g) res-
pectivamente, y si 4±E C~’(U, LG±)son soluciones de —
d4’~ 41’ = RYAd4,...(x2) — Ad4’+(x,)),
a
entonces la 1-forma
a = R+Ad4’-.(x2) — R~Ad4,+(xí)
a
es de curvatura nula y está asociada al potencial ‘gatt ge’ A’ EA i(¿>f g).
a
a
XIII.2 Yang-Milis autodual y sistemas integrables 145
A continuación veremos como muchos de los sistemas integrables que
han ido apareciendo a lo largo de esta tesis están asociados a las ecuaciones
de Yang-MilIs autoduales. Para ello usaremos el Teorema XIII.2.1, el
Teorema XIII.2.3 y la Proposición XHI.2.1. En los capítulos V, VI
y XI se aplicó la técnica del revestimiento a 1-formas de partida del tipo
Vi = AA(dt, + Adt2), xi = O donde A E Ej era un vector de la subálgebra
de Cartan de 9. De aquí se sigue que las 1-formas de curvatura nula de
los sistemas integrables construidos en dichos capítulos están asociadas a
potenciales de ‘gauge’ con campos de ‘gauge’ autoduales. Estos sistemas
integrables se pueden considerar en consecuencia como reducciones de las
ecuaciones de Yang-Milis autoduales. Recordemos que entre estos sistemas
integrables se encuentran AKNS y sus modificaciones, así como su genera-
lización a espacios homogéneos reductivos. También se estudiaron en estos
capítulos ciertos retículos integrables continuos. Estos se obtienen al aplicar
la técnica del revestimiento a 1-formas del tipo fl = >tAdt2 y x~ = >j’Adt,
que las podemos reescribir, por ejemplo, como X2 = —Adt1 + A(dti + >~dt2>
y Vi = —Adt2 + .V>
1A(dt, + >dt
2). La condición de curvatura nula sobre
la 1-forma revestida cx para los retículos continuos da lugar igualmente a
potenciales ‘gauge’ con sus campos ‘gauge’ autoduales. Podemos citar los
modelos de Thirring masivo y de transparencia autoinducida. Como ya se
ha demostrado son reducciones de Yang~Mills autodual. Debemos comentar
que en el caso g simple podemos escoger Vi = >,Adr + Vfidt con fi en
el centro del centralizador de A. Ahora bien, basándonos en la identidad
Vi = —(A — B)dt, + (A — B)(dt, + >.dr) + Afi(dx + Mli), podemos imponer
la restricción ~2 = fi = x por lo que este caso es de nuevo una reducción de
Yang-MilIs autodual.
En el capítulo VIII se revistió la 1-forma A(dz + Mli) para obtener las
versiones potenciales de las ecuaciones de KdV y mKdV. Por tanto estas
ecuaciones dan lugar a soluciones de Yang-Milis autodual. En el capítulo IX
se introdujo una modificación de ‘gauge’ que transformaba dichas versiones
potenciales en KdV y mRdV respectivamente con lo que KdV y mKdV
generan soluciones de Yang-Milis autodual. Las modificaciones de KdV
dadas en IX.2 dan también soluciones de las ecuaciones de autodualidad.
También consideramos en VII.3 la ecuación de ‘sine’-Gordon. Las 1-formas
de partida eran = Adz y Vi — A
1dy que las podemos reescribir como
= (edx—fdlí)+f(dií+>d1
2) y x2 = (fdy—edt2)+Y’e(dy+>.dti4. Por
tanto la 1-forma de curvatura nula de la ecuación de ‘sine-Gordon esta aso-
ciada a un potencial de ‘gauge’ con campo de ‘gauge’ autodual. La ecuación
u>
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u.
de Ur-KdV y el retículo integrable asociado que se construyeron en el capítulo
X dan también soluciones de las ecuaciones de autodualidad.
Las ecuaciones de N-ondas son también reducción de las ecuaciones de
autodualidad. Veremos ahora como los modelos quirales principales generan
soluciones de estas ecuaciones de autodualidad. En el capítulo anterior de-
a
mostramos que dichas transformaciones armónicas se obtienen al aplicar la
técnica de revestimiento a la 1-forma
= A(x) dx + mr
donde A, fi E C¶1, Ej). Aquí 1) es una subálgebra de Cartan del álgebra
simple 9. Esta 1-forma se reescribe como
= —(Adi2 + fidi2) + A(x) (di1 + >dí2) + R(y) (di, + Adi2),
donde hemos empleado la notación x = t~ + al2 y y = t~ + U2. De esta
expresión se deduce la afirmación sobre la relación entre modelos quirales u>
y autodualidad con la que iniciabamos este párrafo. En esta dirección ver
Uhlenbeck( 1990).
-t
Tanto las ecuaciones de autodualidad como los sistemas integrables que
generan soluciones de dichas ecuaciones de autodualidad están asociados
a modificaciones del problema de factorización de Birkhoff. Las factoriza-
ciones elípticas tratadas en los capítulos VII y X no entran dentro de este
contexto. Por tanto no parece claro que las ecuaciones de Landau-Lifshitz
o de Krichever-Novikov estén ligadas a las ecuaciones de autodualidad de u>
Yang-Mills.
Por último debemos comentar que en Ward(1983) se demuestra que las
ecuaciones de Einstein en el vacio en el caso axisimétrico y estacionario
son reducciones de Yang-MilIs autodual. Se aplica en dicho trabajo y en
Woodhouse y Mason(1988) y Fletcher y Woodhouse(1990) la geometría de
los ‘twistors. Recordemos que este sistema es integrable y es esencialmente
la ecuación de Ernst. La literatura sobre transformaciones de Bácklund y
simetrías de dicha ecuación es abundante. Resaltemos el trabajo Belinskii
y Zakharov(1978) en el que se obtienen pares de Lax, problemas de factori-
zacion asociados y se resuelve la ecuación con la técnica de la transformada
espectral inversa. Un tema abierto es como enlaza la ecuación de Ernst con
el esquema grupo-teórico desarrollado en esta tesis. e
e
e
e
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XIII.3 Jerarquías integrables y Yang-MilIs autodual
Los sistemas integrables forman parte de jerarquías integrables; esto es, un
número infinito de ecuaciones que son simetrías unas de otras. Hemos visto
que muchos sistemas integrables generan soluciones de Yang-MilIs autodual.
La cuestión es si existen jerarquías de ecuaciones no lineales que con-
tengan a las ecuaciones de autodualidad. Además, queremos que las jerar-
quías integrables asociadas a las ecuaciones de Yang-MilIs autodual sean
reducciones de estas extensiones. En esta dirección se encuentran los tra-
bajos Mason y Sparling(1989) y Sparling y Mason(1989). En dichos tra-
bajos se demuestra que las ecuaciones de ¡<dV y NLS son reducciones de
las ecuaciones de Bogolmony, dichas ecuaciones aparecen en el estudio de
monopolos magnéticos, en Atiyah y Hitchin(1988) se presenta un análisis
detallado de estos monopolos. Después extienden las ecuaciones de Bogol-
mony obteniendo una jerarquía de ecuaciones, que ellos denominan jerarquía
de Bogolmony, y de la cual las jerarquías de ¡<dV y NLS son reducciones.
Esta jerarquía de Bogolmony se puede analizar con ayuda de la geometría
‘twistor’. Por otro lado en Ward(1984) se propusieron generalizaciones de las
ecuaciones de autodualidad a un mayor número de variables independientes,
ver también Ward(1987,1990).
Una posible extensión de las ecuaciones de autodualidad es la que ex-
plicamos a continuación. En el abierto U c tenemos las coordenadas
{ ti, t~}Q,. Definimos los campos vectoriales
n
x :=
.1=1
5
Ñ :=
j=1
donde hemos utilizado la notación
Ot~
De nuevo diremos que la 1-forma x E A1(U, Lg) está asociada al potencial
de ‘gauge’ A E A1(U 9) si se cumple
x(X) = A(X), x(X) = A(Ñ).
Of
e
5,
148 Capítulo XIII Yang-Milis autodual e integrabilidad
u’Si ~t es la curvatura de x y F = dA — [A, A] es el campo de ‘gauge
asociado al potencial de ‘gauge’ A llegamos a
2n ¡ u>
~ Ñ) = >3 (>,)2fl ir’
N=2 -N kP+Y~—N /
a
donde A = E~—~ A~dt~ + A~di~ y ~ = 8~A~ — 8~A~ — [Ap, Aa]. Por tanto
hemos demostrado la
Proposición XIII.3.1 Sea x E A ‘(U, Lg) una 1-forma asociada al po-
tencial de ‘gauge’A E A’(U,g), con campo de ‘gauge’F = dA— [Á,AJ.
Para que ‘e cumpla I2~(X, Ñ) = O es necesario y suficiente que se satisfagan a
las ecuaciones
= 2,... ,2w (XIII.3.1)
p+t=N —
Las ecuaciones (XIII.3.1) son una extensión natural de las ecuaciones de
autodualidad de la sección anterior. En el caso n = 2 se recupera Yang-MilIs
a
autodual. Las denominaremos por tanto la jerarquía de Yang-MilIs autodual
de orden n. Dicha jerarquía contiene el caso A, dado en Ward(1984) y
la jerarquía de Bogolmony ya citada, ver Ward(1990). Los teoremas de
a
la sección anterior siguen siendo válidos para la nueva jerarquía pero la
Proposición XIII.2.1 se ve modificada. Si escribimos
5 a
x = A + >3(Atclt1 + M~dtj,
i=1
a
con M1, M1 E C~(U, Lg), las ecuaciones que ligan estos coeficientes son
Mft>) = O e
j=1
= O. —
2=~
Las jerarquías de ¡<dV y AKNS aparecen dentro de esta formulación como
reducciones de esta jerarquía de Yang-MilIs autodual. u’
a
a
e
a
Apéndice A
Otros aspectos de la matriz-r clásica. Formalismo
tradicional
En este apéndice analizamos la relación de los conceptos introducidos en el
capítulo II con la forma tradicional de estudiar la matriz-r como un homo-
morfismo entre un álgebra y su dual, Sklyanin(1979), Faddeev y Takhta-
jan(1987) y Jimbo(1989). También analizamos el formalismo hamiltoniano
a través de los corchetes de Lie-Poisson tensoriales.
A.1 La ecuación de Yang-Baxter clásica
Supóngase que en el álgebra de Lie 9 existe una forma bilineal B(.,.) que es
simétrica, Ad-invariante y no degenerada; existe por tanto un isomorfismo
entre el álgebra y su dual: 9 ~ 9t Explícitamente estos isomorfismos son
corno sigue
donde by}y> = B(X, Y). Su inverso es
9 — 9,
con l3(~a, X) =
A continuación se introduce el objeto matemático r que tradicionalmente
ha jugado el papel de matriz-r clásica
Definici6n A.1.1 Dado el endomorfismo 1? e End g se define su tras-
puesto J?t con respecto a la forma bilineal fi a trates de la relación
B(RtX,Y) : B(X,RY) VX, Y 69.
149
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a
Se define r E Hom (9% 9) como
r 1? o1
e,
El dual r E Hom (ff% 9) de r, definido por la relación a(r*¡3) = ¡3(ra), sera
r — R~o1
e>
Para analizar el homomorfismo lineal r necesitamos la
Definición A.1.2 Definimos la aplicacion fi,. := : 9~ A 9* —. 9 e
que sobre las formas lineales a y ¡3 vale B4a, ¡3) = [rck, r/3] — r(adra(0) —
adtr¡3(a)), y asociada a ella la aplicación trilineal 6. definida sobre el dual
como br(a, fi, y) := a(Br(¡3, y)). e
La aplicación 6r se puede reescribir como
a’
br(a,fl,y) = cr([r¡3,r-y]) + ¡3([r*a,ry]) + -y[r¡3, r%=].
Si 1? es una matriz-r clásica entonces J,q = 0, ver capítulo II. Con la forma
a
bilineal E esta condición se reformula como
B(A,Jn(X,Y,Z)) 0 VA,X,Y,Z E 9. e
La Ad-invariancia de 13 da
br(ad*A(LQ, ¡3,-y) + br(a, adA(¡3), y) + br(a, ¡3, adt4(y)) = O, —
para todo cx, ¡3, y 6 9* y A E 9. Esta ecuación es la versión diferencial de la
Adt-invariancia de la aplicación trilineal 6r~ Obtenemos la —
Proposición A.1.1 1? es una rnatriz-r clásica si y solo si la aplicación
6,., con r = Ro1 es Adt-invariante. Si 1? satisface la ecuación de Yang-
Barter clásica t-modificada, ver Definición 11.1.2, entonces br(a,¡3, y) =
—t2a([V3)y]),Va,¡3,y E 9.
a
Cuando 1? es antisimétrica, 1? + R’ = O, la expresión para 6,. se simplifica
b4a, ¡3, y) = y(fra, rO]) + ¡3([ry, rct]) + cx([r¡3, ry]), —
donde hemos utilizado que r + 0 = O; cuando además 1? es una solución de
la ecuación de Yang-Baxter clásica modificada el álgebra doble (g. II) recibe
el nombre de álgebra de Baxter.
e
e,
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Aprovechando la existencia de la forma bilineal 13 introducimos la forma
explícita de la acciones adjunta y coadjunta del grupo 0R~ El cuadrado ¡Y de
9, donde existe 1? solución de la ecuación de Yang-Baxter clásica modificada,
es un álgebra de Lie doble con la matriz-r clásica 14. La forma bilineal 13
se extiende a 13~ definida sobre ¡Y como
B~((X
1, 3’~), (X2,Y2)) B(X,, X2) — B(1’i, Y2),
que es claramente no degenerada e invariante con respecto a la acción adjunta
del grupo 19, grupo de Lie adjunto a ¡Y. Cuando Res antisimétrica, R+R
t =
O, las subálgebras 8g ~ son ambas isótropas con respecto a esta forma
bilineal en ¡Y, luego 13~ genera los isomorfismos
— 6g
y (¡Y, 14) es un álgebra de Baxter con respecto a B~. Ahora bien, se cumple
o (R±)*= ~ luego en el caso de un álgebra de Baxter se llega a la
fórmula
~Ad7jg(a) = R+Adg41a) — R...Adg+(~a).
£2 Formalismo hamiltoniano
Examinamos en esta sección la relación entre el tratamiento tradicional de los
conceptos hamiltonianos y la matriz-,- clásica, Reshetikhin y Faddeev(1983)
y Faddeev y Takhtajan(1987). Suponemos que g es un espacio vectorial
reflexivo y por tanto g ~ luego si 1 E C~(g*) entonces df(a) E ~ =9.
Definimos los corchetes de Lie-Poisson en
Definición A.2.1 Dadas f, g E C~(9) se define el corchete de de Lic-
Poisson asociado a 1?
{f,g)~(a) = a([df(a),dg(n)]p).
Una extensión tensorial de este corchete de Poisson es como sigue
Definición A.2.2 Si 17 y kV son sendos espacios vectoriales se define
{. ~ .}¡~ : C~(g, 17) x (20(9*, kV) — C~(9*, 170W)
donde
{f ~ g}R(L)(v 0w) = {f(v), g(w)}p(L).
Nótese que si y E 17 w E kV entonces f(v) y g(w) pertenecen a
5,
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Supongamos 9,17 y W de dimensión finita y {e~}, {vJ y {w5} bases de 9,
17 y W respectivamente. Usaremos la notación f = ~ f~v~,g = £5
f~,g5 E C~(g*), con la que escribimos {f 9 = S1,5{fí,gs1nv~ ® uy Se
5,
tiene la importante propiedad
fE Hom (9% 17), gE Hom (g, W) —~ {f 9 g}R E Hom (g* 17 o kV).
Definición A.2.3 Cuando 17 = W = 9* y = g = id definimos
u,{L1 9 L2}n := <id 9 idlR(L) E (so g)~
Donde L1 = LOid y L2 = ido L. Por tanto, si XV E 9 e,
{L1 9 L2}R(X o Y) = L([X, Y]R).
a’
Es inmediato obtener
{Li 9 L2}n(1a o ~¡3)= a([r¡32L]) — ¡3([ra AL]).
En el caso de dimensión finita se pueden definir las expresiones [r, X O —
id + id O Aj = Ei,5,k r3 X~[e~ O e
5, e¡~ O id + id O ek] = Eí,5,k Xk(rí¡CL +
r”C’ik )ej O e5, donde se han utilizado las notaciones r = ~ r~e1 O e5, X =
Ek Xkek, [ej,e5] = E~, Cfl~em en el marco del álgebra envolvente universal —
1/9. La idea es que esta operación se puede definir de modo general con
[r,X Oid], [r, id OX] E 90 9 como
fl4
[r, X O id](a 0 ¡3) : ~(h¡3,X])
[r,idOX](aO,8) := ¡3([r
ta,X])
a
donde cv/Y E 9* y X 69. Por tanto se llega a la
Proposición A.24 Se cumple la identidad
{L, 9 L
2}n = [r, ~LOid] — [r*,ido ~L],
a
que en el caso antisimétrico es
{L1 9 L2}n = [r,ULOid + idO ~L]. a
a
e
a
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Esta proposición se enuncio en Sklyanin(1979) y es el punto central de todo
los desarrollos posteriores, Reshetikhin y Faddeev(1983) y Faddeev y Takhta-
jan(1987). Se definen ~12 = Zij 9>e~ O e~ Oid, ria = E15 r9e1Oid 0e5,
= rtlid O e¿ O eg, expresándose 6,. en términos de ellos
= [r12, rí3] — [r,3,(r*)23] + [r12, r23] = [r12,rja] + [r32,r13] + [r,2,r23].
De nuevo en el caso antisimétrico se simplifica, adoptando la conocida forma
triangular
br’ = [r12,r12] + [r,3,r2a] + [r12, r23]
y de aquí las habituales formulaciones de la condición de matriz-r clásica
o bien de las ecuaciones triangulares de Yang-Haxter clásica, 6,. = 0, y su
modificada en el caso antisimétrico.
rmr
u.
e
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Apéndice B
Otros aspectos de la matriz-r clásica. Biálgebras
de Lie y grupos de Poisson-Lie
Introducimos en este apéndice los conceptos de biálgebra de Lie y grupo de
Poisson-Lie. Drinfel’d(1983), que están en íntimo contacto con la teoría de
la matriz-r clásica y que constituyen una primera aproximación a los grupos
cuánticos, Drinfel’d(1988).
Estudiamos ciertas clases de álgebras de Lie g para las que su dual 9
posee una estructura de álgebra de Lie con corchete de Lie [., .]~ : 9* X
gt En concreto, cuando las estructuras de álgebra de Lie de g y 9~ son
compatibles, esto es
[a. ¡3]4[X, Y]) = —[a, ad*X(fl)].(Y) — [ad*X(a), ¡3h(1’)
+[a, adY(,3)]4X) + [ad*Y(a), ¡3]4X),
donde cx, ¡3 E gt X. Y E 9, decimos que (g, g*) es una biálgebra de Lie,
Drinfel’d(1983). Estos conceptos son relevantes no solo en sí mismos sino
también por su relación con los grupos cuánticos, Drinfel’d(1988), que pare-
cen de cierta relevancia en Física, y que dan pistas de como la integrabilidad
de los sistemas clásicos se relaciona con la de sus modelos cuantificados.
En la primera sección se introducen los triples de Manin, en tanto que en
13.2 se da un formalismo invariante en términos cohomológicos que permite
la construcción de biálgebras y eniaza con la matriz-r clásica en el caso de
cobordismo. Por último, en la sección tercera, se desvela la geometría de las
construcciones anteriores, apareciendo los grupos de Poisson-Lie.
155
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u.
B.1 Triples de Manin
Dada g biálgebra de Lie, Yu IManin demostró el siguiente teorema, ver Lu e,
y Weinstein(1990),
Teorema 2.1.1 Es posible dotar a 9 e 9* dc un corchete de Lic dado
a.por
[(X,a), (Y, fi)] = ([X, Y] + aCa(Y) — adB(X), [cx,fi]. — ad~Y(a) + ad~X(3))
e,
donde ad. es la acción adjunta en 9~, con la propiedad de que la forma
bilineal B, simétrica, no degenerada definida por
= a(Y)+¡3(X) —
es Ada-invariante con respecto a la acción adjunta definida por este corchete.
a
Es interesante notar que las subálgebras 9 y 0* son subespacios isótropos
con respecto a E. Es precisamente esta estructura lo que se conoce como
triple de Manin. En general a todo triple de Manin se le puede asociar una
biálgebra de Lie y viceversa, siendo pues ambos conceptos equivalentes.
Definición B.1.1 Un triple (932, 932+,9)U> es de Monín sí 92? es un
aalgebra de Lic en la que existe una forma bilineal E, simétrica, Ad-invariante
no degenerada, con 9fl~ c 93? subálgebras de Lic, isótropas con respecto a
8, tales que 931=921k e 93L. —
Es claro, debido a la comentada isotropía, que el isomorfismo asociado a
E genera a su vez los isomorfismos : 92? — 93?~. Por tanto, el corchete
de Lie en 93fl. es el inducido a través de de 922 E~+, ¡3+]. — b[t0 V+]—
donde a+,fl+ son vectores arbitrarios de 93? y [, ~]± es el corchete de Lie
en la subálgebra 922±.Este corchete de Lie es compatible con [, .]+ una vez
que se recuerda la Ad-invariancia de 13. Luego a
Teorema E.L2 A todo triple de Manin se le puede asociar de manera
canónica y biunívoca una biálgebra de Lic. a
Si (922,922+, 922...) es un triple de Manin también lo es (922, 9)2... 932+), por
ello si (9,9~) es una biálgebra de Lic también lo será (ge, 9), por lo que el
concepto de biálgebra es autodual. Un ejemplo de biálgebra de Lie lo dan
las álgebras de Baxter (9, R), ya que (¡Y, 9~, 69) es un triple de Manin. Por
tanto, las álgebras de Baxter son un ejemplo de álgebra doble y biálgebra
de Lie.
a
a
e,
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B.2 Formalismo invariante
Introducimos ahora ciertos conceptos sobre cohomología de álgebras de Lie
con valores a un cierto módulo suyo, Postnikov(1986). Esto nos permiti-
rá un análisis detallado de ciertas biálgebras de Lie El espacio vectorial
Hom (gag) es un g-módulo, ya que la acción izquierda dada por
X r : adX or — ro adaX, X E g,r E Hom (y* g)
es una representación (pues ad y ada lo son)>
Definición 13.2.1 Se define el espacio de cocadenas
C(g, 1km (9* ~)) := ec’~(9, Hom (9* 9))
vn
donde las cocadenas de orden ni
Cm(g, Hom (9* 9)) Atm (9, Hom (9~ g)),
son las aplicaciones m-lineales alternadas sobre g con valores en Hom (g*, 9).
Se introduce el operador 6 := £m6,n con 6,,~ definido sobre las cocadenas de
orden ni, y con recorrido en las cocadenas de orden ni + 1 como
tu
>4) = >3(—1yx~. u(Xo,. . . , it ~) +
vn
>3 (—í)’~’u([X~,X
5], Xo Xi,...,
~<2
donde Y, e g, u es una m-cocadena y Ñ significa que el vector X ha sido
suprimido de la expresión. El operador 6 se dice de coborde ya que 62 = 0.
Por ejemplo, si r es una 0-cocadena se tiene
6r(X) = X r = adX o r — r o adaX,
y si p es una 1-cocadena
6p(X, Y) = X . p(Y) — Y ~(X) — #K Y]).
El conjunto de cocidos de orden ni, zm : ker ¿~, y el de cobordes
de orden ni, B”~ :z im
67n—í C zm son subespacios importantes pues
mr
e
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u..
H = ~ 11”’, suma directa de los cocientes H”~ := Z~¡B~, es el grupo
de cohomología de 9 con valores en el 9-módulo Hom (g~, g). Los lemas de
Whitehead, Postnikov(1986), aseguran en el caso semisimple las identidades
— H2 — {0}, luego los cocidos de orden 1 y 2 son todos triviales, esto es
cobordes de orden 1 y 2 respectivamente.
e,Relacionamos ahora la teoría cohomológica que acabamos de exponer con
las biálgebras de Lic.
u’>
Definición 13.2.2 En el caso de los biálgebras de Líe se puede introducir
la .1-cocadena ~odefinida a través de la relación
[a,O]~(X).
Obviamente se concluye la
Proposición 13.2.1 La condición de compatibilidad no es mas que la
exigencia de que ~osea un 1-cocido, además la antisimetría del corchete de —
Lic [, ]~ obliga a que se cumpla ‘,o(X) + ~c(X)* = O para todo vector X en
0
e,
En el caso trivial de cobordismo se presenta la
Definición 13.2.3 Cuando el cocido ~ sea trivial, un 1-coborde, y exista,
por tanto r E Hom (ga g) tal que úp = decimos que la biálgebra de Lie
es de coborde
a
Como ‘p = (adX o r — r o adtX) el corchete de Lie en el dual se puede
expresar como
e,
1[cx,¡33= —(adtra(¡3) -~- adr*¡3(ct)).2
Cuando el álgebra es semisimple, por el primer lema de Whitehead, ésta a
es la ¿nica posibilidad. Las componentes simétrica r~ y antisimétrica r~ de
r = r, + r
0 seran
a
1
=
1
= —(r — r*).2
a
e
e
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Proposición 13.2.2 La condición de anilsimetría, ~(X) + ~(X)*= O
se traduce, en el caso de coborde, en la Ad-invanancía de la componente
simétrica r,,
adXor.rsoadsX, VXE9.
El corchete de Lie [, ]~ se puede escribir como
1
[a, ¡fl~ = §ad*roa(¡3) — adara¡3(a)).
Si J. es la aplicación trilineal de Jacobi sobre 9~ asociada al corchete de Lie
[~, •] se deberá verificar J. = O.
Definición 13.2.4 Se define 13,. como
.B,.(a,¿3) := [rcx,r/fl—2r[a,13],
Cuando r~ = O la aplicación E,. coincide con la aplicación B,. dada en el
apéndice A. Con esta aplicación es posible escribir J~ en la forma
Ja(ct,/3,y) = —adB,.ja,fl)Qy) — adaB,.0(y,fi)(a) — adtBr0(L3,4a.
Definición 13.2.5 Se construye 6,. como b,.(a,¡3,y) := a(BÁP,y)) o
más explícitamente
br(a, ¡3,-y) := a([r¡3, y]) + ¡
3([ra, ry]) + y~rtct, ra/Y]).
Es fácil darse cuenta de que esta aplicación trilineal adopta para todo r la
forma triangular
6,. = [r
12, r13] + [r,a,r23]+ [rn,r23],
de nuevo en el caso antisimétrico, r5 O, se llega a 6,. = 6,.. La condición
de Jacobi es equivalente a J~(a,/3,y)(X) = O para todo a,¡3,y e ga y para
todo X 6 g. Concluimos por tanto que la condición de Jacobi es equivalente
a la Ad*..invariancia de b,.~. Se llega pues a la
Proposición 13.2.3 La condición de biálgebra de Lie de coborde para el
par (g, r) se traduce en las invarian cias de r5, b,.~.
mr
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Como es claro de la discusión previa, el concepto de biálgebra debe estar
ligado al de matriz-r clásica. Esto ocurre cuando existe la forma bilineal B
del apéndice anterior y los isomorfismos asociados entre el álgebra y su dual. —
Se usará pues la misma notación que en el apéndice A. Sea 1? con r =
sí R5o~ := r~ y : r0, se llega a = (R+Rt) y & = (R— flt). La
condición de invariancia de r, será adX o = o adx para todo vector
2’ en o esto es, 14 deberá ser un operador de entrelazado. En el caso en
que 9 sea simple es fácil ver que R, ~ id ya que sus subespacios propios,
debido a la propiedad de entrelazado, serán ideales y por tanto deben ser > e,
triviales: o toda el álgebra o el vector nulo. En el caso del álgebra de lazos
de un álgebra simple los operadores de entrelazado son los operadores de
multiplicación por funciones escalares sobre S~, Reyman y Semenov-Tyan-
Shanskii(1989-2). Así pues se concluye la
Proposición 13.2.4 El endomorfismo R de 9 genera una biálgebra de
e
Lic de coborde, (9, r = Ro%, si y sólo si su parte simétrica R, es un operador
de entrelazado y su componente antisimétrica una matriz-r clásica. En eí
caso de que el álgebra de Lic 9 sea simple las biálgebras siempre serán de e,
coborde con r = r~ + a~ donde cx E C.
En este parágrafo se supondrá 1? tal que su componente simétrica veri-
fique la propiedad de entrelazado. Si 6,. = O se dice que U es solución de —
la ecuación triangular. Que U cumpla la ecuación de Yang-Baxter clásica
BR = O, en el sentido del capítulo II, no implica que U sea solución de la
ecuación triangular y viceversa. Ambos conceptos solamente coinciden en el e
caso antisimétrico, R~ = 0, en el que se dirá que U genera una biálgebra de
Lie de coborde triangular; cuando R~ # O dicha biálgebra se dirá cuasitrian-
e
guIar. A pesar de este hecho es sencillo comprobar las siguientes relaciones
B,.(a,¡3) = B,.0(a,¡3)+[r3a,r33]
B4a,¡3) = B,.0(ct,¡3) — [r5cv,r3/3]— ra(adar,o(¡3) — adrs¡3(a)), —
de donde se obtiene trivialmente la ecuación
fi) = B,.(a4) — r(adr,cx(¡3) — adr8¡3(cx)). —
Luego se llega a la
e
Proposición 13.2.5 Si U es solución de la ecuación triangular, 13,. = 0,
su componente antiszme’trica Ha satisfará la ecuación
e
B&(X,Y) = -[R,X,R,Y]
a
e
e
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y por tanto U0 será una matriz-r clásica. También en este caso U cumplirá
BR(X,Y) = —R([&X,Yfl- [x,n,Y]).
Si U, = id entonces es claro que 214 es solución de la ecuación de Yang-
Baxter clásica modificada y por tanto el operador U no es mas que 1? =
(2R0)+, donde se ha empleado la notación introducida en 11.1. Esto es
reinterpretable en la siguiente forma.
Proposición B.2.6 Sea U una solución antisimét rica de la ecuación de
Yang-Barter clásica modificada, entonces R+ satisface
B%(X,Y) = —U+[X,Y]
y por ello verifica la ecuación triangulan generando pues una estructura de
biálgebra de Lie de coborde cuasitriangular, en tanto que U está asociada a
una triangular.
B.3 Grupas de Poisson-Lie
Como es conocido una variedad de Poisson, Weinstein(1983,1985) y Liber-
mann y Marle(1987), es una variedad M tal que en C~(M) se ha definido
un corchete de Lic {, } que es una derivación con respecto de la estructura
multiplicativa del álgebra abeliana CW(M), en este caso se dice que {, .} es
un corchete de Poisson. Si (M, {, KIM) y (N, {, }N) son sendas variedades
de Poisson y f una aplicación suave entre ambas, f : M — N, se dirá que f
es de Poisson si f~ : C¶N) — C¶M) es un homomorfismo entre álgebras
de Lic. El producto Al x N de dos variedades de Poisson vuelve a ser una
variedad de Poisson con
{~. VIMXN(nl, n) = {~(., n), ,I.p(. nflM(m) + {~(ni, ), «ni, }1v(n)>
Definiremos a continuación los grupos de Poisson-Lie, ver Semenov-Tyan-
Shanskii(1989) y Lu y Weinstein(1990). Debemos recordar que L9, R~, son
los operadores de multiplicación por g a la izquierda y derecha en el grupo
G, respectivamente>
Definición 13.3.1 Un grupo de Lie G que posee una estructura de va-
riedad de Poisson se dice de Poisson-Lie siempre que la multiplicación en el
grupo sea una aplicación de Poisson entre G x O y O
{~, <}(g . Ii) = {L~, L~p}(h) + {U~& U~Ú’}(g),
y que el operador de inversión cambie el signo del corchete de Poisson.
mr,
mr
162 Apéndice E Biálgebras de Lic
a
Se introducen las diferenciales exteriores izquierda y derecha por las
fórmulas
= d
~ __ «e~g)
= d
~ __
e
donde ~ E C~(G),X E 0~ Las 1-cocadenas en el grupo O, ,/t),,/r> : o —
bm (9, g*) tales que
a
{~b, 4}(g) — d<t~(g)(q(’)(g)d<’)44g)) — d(r)«g)(q(r>(g)d(r)4(g))
reflejan que el grupo es de Poisson-Lie en su estructura de cocido a
u) = Adg o ¡<O(h) o Ad*§l +
q<tg . h) = Adir’ o ,/r)(g) o AdUi + ,/r)(h) a
El corchete de Poisson en la identidad es degenerado ya que ~(‘>(e) =
1% a
— O la linearización de dicho corchete de Poisson da una estructura
de biálgebra de Lic. Si cx, ¡3 E ga se buscan ~, 5 E C~(G) tal que a = d<’1#e)
y ¡3 — d(’>4(e) definiéndose el corchete de Lic como
a
[cx¡3] — d<’~{&4$}(e) — ¡3(dq~’~(e)a).
Se puede demostrar que es una estructura de biálgebra de Lie. Además el
reciproco es cierto,
Proposición 13.3.1 Toda biálgebra de Lic esta asociada a un grupo de —
Poisson-Lie.
Cuando la biálgebra de Lic sea de coborde, (9, r), se tendrá ~<‘)(g) = —
Adg o r o Ad*g1 — r. Si además existe una forma bilineal 8 que crea un
isomorfismo entre el álgebra y su dual, definiendo los gradientes izquierdo
y derecho grad(%~ — ~ — ~dfrh~,se puede construir, en el caso
de un álgebra de Baxter, el corchete de Poisson, que se llamará de Poisson-
Sklyanin, dado por
e
{~, 44 = 4cacngrad(¡V, grad~04’) — B(grad~~~~, Rgrad<~>ú)),
con respecto al cual O es un grupo de Poisson-Lie.
e
e
e
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