Abstract: In order to analyze numerically inverse problems several techniques based on linear and nonlinear stability analysis are presented. These techniques are illustrated on the problem of estimating mobilities and capillary pressure in one-dimensional two-phase displacements in porous media that are performed in laboratories. This is an example of the problem of estimating nonlinear coefficients in a system of nonlinear partial differential equations. 
Introduction
Multiphase flow in porous media is modelled by a set of nonlinear partial differential equations equations and it provides a very good practical example for the inverse problem of estimating nonlinear coefficients in nonlinear partial differential equations. The standard problem in petroleum engineering is to estimate the relative permeabilities and capillary pressure curves from laboratory experiments which consists of displacing a resident phase by injecting the other [16, 12, 13, 35, 26, 3, 5, 30] . The relative permeabilities and the capillary pressure are functions of the saturation of one of the phases. More recently experiments where the displacement is due to centrifugation were designed in order to improve the estimation of the capillary pressure function [6, 34, 31, 11] . Three-phase flow were also considered in [15, 28] . In this case the relative permeabilities and the capillary pressure are functions of two variables. In hydrogeology the Richards equation is often used and the problem of estimating its coefficients is considered in [22, 1] .
Without trying to give a complete review we can add to this bibliography several interesting contributions [17, 33, 21, 20] and two reviews for parameter estimation in multiphase flow [18, 32] .
In this paper we present several ingredients for a successful numerical estimation of the relative permeabilities and the capillary pressure. In Section 2 we introduce the mathematical model for two-phase flow and in Section 3 we set the parameter estimation problem as a minimization problem. Multiscale parameterization is adressed in Section 4. Some linear analysis of the problem is presented in Section 5 and confidence intervals are calculated in Section 6 using edgehog extremal solutions. Techniques for nonlinear analysis are presented in Section 7 and implemented numerically in Section 8.
A model for a two-phase displacement in porous media
In several laboratories core samples collected from oil fields are analyzed to determine their flow properties. A typical experiment consist in displacing a resident wetting fluid (subscript w), say water, by a nonwetting fluid (subscript nw), say oil. The displacement may be driven by injecting the nonwetting fluid through one extremity of the core or by centrifugal forces. These experiments are sketched in Fig. 1 . Two-phase displacement is governed by a generalized Darcy's law and, in laboratory experiments, it is usually assumed to be incompressible and one-dimensional. Using the global pressure formulation [14] the displacement is modelled by the following nonlinear equation : φ ∂S ∂t + ∂q w ∂x = 0,
where S = S w ((0 ≤ S ≤ 1) is the saturation of the wetting fluid, q w its Darcy velocity, φ is the porosity of the rock and K is its absolute permeability. The total flow rate q T = q w + q nw is the sum of the flow rate of the two phases and is given by
The global pressure P [14] is given by
with p w , p n w the phase pressures and γ defined below. H is a gravity or centrifugation function. In case of a standard displacement H(x) = g∇Z(x) where g is the Newton constant and Z is the depth at the location x. In case of a displacement by centrifugation H(x) = ω 2 (r + x) where ω is the angular speed, r is the distance from the rotation axis to the closest extremity of the core (see Fig. 1 ). The total flow rate q T is independent of x because of the incompressibility assumption.
The gravity or centrifugation field q G is given by
where ρ w and ρ nw are the densities of the wetting fluid and the nonwetting fluid respectively. We have introduced above the coefficients a, b T , b G , d, ρ, γ which are functions of the saturation S. They relate to the relative permeability functions kr w and kr nw and to the capillary pressure function p c = p w − p nw through the following relations :
) dp c dS ,
where µ i , i = w, nw are the viscosities of the two phases. The relative permeabilities kr w and kr nw and the capillary pressure p c are functions of the saturation which satisfy the following physical properties :
To equations (1), (2) we add various boundary conditions depending on the experiments [36] .
The parameter estimation problem
The problem is to estimate relative permeabilities and pressure capillary functions. For this purpose experiments are set up so the following measurements are available :
1. Local measurements : saturations S m k,i are measured at different times t k and different locations x i ; 2. Global measurements : cumulated productions Q m k = t k 0 φ w (t)dt and pressure drops ∆P k are measured at different times t k .
The problem of estimating the mobility and pressure capillary functions is set as the problem of minimizing the error function J :
Here the superscripts m and c refer respectively to "measured" and "calculated", and w k,i s , w k q and w k p are weights given to the measurements. The function J measures the difference between the measured quantities and that calculated with the model using the parameters kr w , kr nw , p c .
The choice of parameterization of kr w , kr nw , p c will be discussed in the next section and is crucial for a successful estimation. If computational costs are taken into account, the choice of the parameterization determines also the choice of the minimization method. If the choice of the parameterization gives a small number of parameters, say smaller than 15, then LevenbergMarquart or trust region methods [29] can be used and be cost efficient. However, when the number of parameters becomes large, then these optimization methods become too expensive and quasiNewton methods [2] using the gradient of J calculated with the adjoint method [7, 32] becomes the right choice. The drawback of this method is the difficulty to calculate the gradient and to implement this calculation. Therefore techniques of automatic differentiation were developped [25, 19] and sophisticated software like Tapenade and Adifor are now available. Now we introduce some notations. We denote by A the set of admissible parameters p = (kr w , kr nw , p c ), that is parameters that satisfy properties (5) . A is a subset of a set U. The direct mapping is the mapping ϕ ϕ :
which maps A into the Hilbert space O of observations. To solve the direct problem is to calculate ϕ(p) for a given parameter p. This includes solving equations (1), (2) with appropriate initial and boundary conditions. Let measurements z = (Q m , S m , ∆P m ) be given and let us write the error function J defined in (6) in compact form as
where . W is the weighted norm for O with W the diagonal matrix of the weights given to the various measurements. The inverse problem is to minimize J over the set of admissible parameters:
Of course in real life J does not vanish at the minimum because of errors in the model and in the measurements. Several questions should be adressed. Is the minimum unique ? Are there local minima ? Iŝ p very sensitive to uncertainties in the measurements z ? In the next sections we shall present several tools that are useful to answer these questions. They are based on linear analysis (Sections 5 and 6) and nonlinear analysis (Sections 7 and 8) of stability.
But, before, let us consider the question of parameterization, always crucial in parameter estimation.
Parameterization
A very common choice for parameterization of the relative permeabilities and capillary pressure is to use an analytical representation:
The set of parameters to estimate is p = (a w , b w , a nw , b nw , c 0 , c 1 , c 2 ), a set of 7 parameters. With such a choice it is usually not difficult to find a minimum to the minimization problem (8), (9) . However there are many cases for which such a representation is not suitable and the relative permeability and capillary curves do not have such analytical shapes. To do without such a priori shapes a possibility is to use a discrete representation of kr w , kr nw , P c : p = (k rwj , j = 1, k rnwj , P cj , j = 1, . . . , n s ) where k rwj , j = 1, k rnwj , P cj are the values of kr w , kr nw , P c at a set of n s discretization points of the saturation interval (0,1). Between these points the functions are linearly interpolated. Note that if one uses n s = 10 equidistant saturation points, which is reasonable to capture nonstandard shapes, then the number of parameters is already 30.
As reported in [3] for a standard displacement experiment, it was possible to estimate the relative permeability curves using cumulated production, pressure drop and saturation measurements. However, without saturation measurement, the calculated optimal parameters were depending on the initial guess of the minimization algorithm. But when trying to estimate simultaneously relative permeability and capillary pressure curves, the minimization algorithm would usually get stuck in a local minimum with no practical interest. This is the reason for the introduction of multiscale parameterization. The main idea is to adapt the parameterization as the minimization advances, starting with few parameters in order to estimate the main features of the functions, and increasing slowly their number to estimate their refined features. A simple example of a multiscale basis to expand a function is the Haar basis as represented in Fig. 2 . In practice one endpoint of each of the relative permeability and capillary curves is known, so the continuous piecewise linear representation of the functions are uniquely defined by their piecewise constant derivatives which will be parameterized with the Haar basis :
and similarly for
Note that with such a parameterization enforcing conditions (5) is simple. Then a multiscale optimization proceeds as follows:
1. Minimize at scale i = 0. With such a procedure, the simultaneous estimation of relative permeability and capilary curves was successful while it failed when using a standard discrete parameterization [3] . Fig. 3 shows the progression of the multiscale parameterization for relative permeabilities and capillary pressure. An important advantage of multiscale optimization is that it is adaptive. It does not require to fix a priori the number of parameters which increases as the number of steps of multiscale optimization increases until the difference between two scales is not anymore significant. Therefore the multiscale optimization procedure determines itself an almost optimal number of parameters necessary to interpret the available data.
Stability analysis based on the Hessian
In this section we show how to obtain some information concerning the inverse problem using the Hessian of J. We linearize ϕ around a given parameter p 0 . Let us perturbate p 0 into p with a small perturbation δp = p − p 0 . Taylor's expansion gives
If we introduce δz = z−ϕ(p 0 ), the observation error function can actually be written as a quadratic function of δp :
Then the inverse problem is to minimize this function and the minimum δp satisfies
We note that the matrix ϕ ′ (p 0 ), which is the jacobian matrix of ϕ at p 0 , can be viewed as the sensitivity matrix for ϕ.
Therefore solving the linearized inverse problem reduces to solving the linear system (11) and this explains the importance of studying the Hessian H.
To illustrate this we shall consider three problems of parameter estimation for which, from realistic data obtained in centrifugal experiments [6] , we generated the measured observations with our simulation code. These problems are :
1. estimating relative permeabilities while measuring saturation profiles, 2. estimating relative permeabilities while measuring productions, 3. estimating relative permeabilities and capillary pressure while measuring saturation profiles.
The aim of this analysis is to study the importance of the choice of measurements for estimating kr w , kr nw , p c .
Numerical results for these three problems are presented respectively in figures 4, 5 and 6. On each figure the parameters (before and after optimization and exact) and the observations (measured and calculated after optimization) are shown. The relatives permeabilities and the capillary pressure were discretized using the multiscale parameterization discussed in Section 4 with thirty parameters for each function. The saturation were observed at 6 different times in 15 locations to give the saturation profiles which are presented. The production of the displaced fluid (the nonwetting fluid) was observed at the same 6 different times as the saturation profiles.
In Figures 4, 5 and 6 the Hessian is also represented as a function of two variables which are the indices of the parameters to be estimated. They are ordered so that corresponding to the mobility of the wetting fluid, that corresponding to the mobility of the nonwetting fluid and that Figure 3 : Relative permeability and capillary pressure curves estimated with multiscale parameterization corresponding to the capillary pressure are in this order. For the two first experiments the singular values of the Hessian are also shown. Finally we drew the sensitivity of the obervations to the parameters that we calculated as the norms of the vector colummns of the Jacobian ϕ′(p 0 ), each colummn corresponding to the derivative of ϕ with respect to a parameter.
We first observe that the parameters corresponding to small values of the saturation (smaller than 0.4) are not well estimated. This is not surprising since during the simulation these saturation are not reached (see saturation profiles). Therefore the error function is not sensitive to these parameters and the inverse problems is ill-posed. This is confirmed by the shape of the Hessian which have many coefficients which are very small and by its many zero singular values. Actually the direct mapping ϕ itself is not sensitive to these parameters as the sensitivity of the observations to these coefficients is zero.
However we may notice differences between Problems 1 and 2 (observing saturation profiles versus observing productions). The parameter estimation works better for Problem 1 : the estimated mobilities are closer to the exact ones. Another way to look at this is to compare the singular values of the Hessian for the two problems. We see that Problem 1 has fewer zero singular values of the Hessian so it is better conditionned.
Still comparing Problems 1 and 2 we observe that the Hessian in Problem 1 is more concentrated along the diagonal. This indicates that for this problem the parameters are less coupled which is a definitive advantage when minimizing.
These comparisons between Problems 1 and 2 give an answer to a practical question. It is more complicated to measure saturation profiles than it is to measure production, so are these efforts useful ? By analyzing the Hessian the answer is yes, and this is confirmed by numerical experiments [3, 4, 6] .
Finally, considering Problem 3, we observe that the saturation profiles is more sensitive to the capillary pressure than to mobilities. This is a confirmation of the intuition of engineers which designed these centrifugation experiments in order to improve the estimation of capillary pressure.
Observation of Hessian H
The residual is not sensitive to parameters corresponding to small coefficients of H.
If H close to diagonal form, parameters are uncoupled and optimization is easier.
The more singular values are nonzeros, the better the conditionnement of the optimization problem is.
Calculation of confidence intervals using edgehog extremal solutions
There is a large litterature on the calculation of confidence intervals when estimating parameters using various methods, deterministic or probabilistic. Here, as an example, we present the method of edgehog extremal solutions [24, 23, 27, 36] . The edgehog extremal solutions are those which correspond to parameters p 0 + δp satisfying
for given σ is the admissible maximum residual which corresponds to the error in measurements, and σ 2 2 is the admissible maximum perturbation of the parameter. Assume that the matrix of weights is of the form W = wI with w ∈ R and I the identity matrix, and introduce the residual of the linearized problem r = ϕ ′ (p 0 )δp − δz. Then from equation (10) the error function J can be written as J(δp) = wr t r. We introduce also the SVD decomposition of the sensitivity matrix A = ϕ′(p 0 ) = U SV t . Notice that, when the matrix W = wI, the SVD decomposition of A is closely related to the 
where the s i 's are the singular values of A and Λ = diag (λ i ) = diag (ws 2 i ). Consider a perturbation δp parallel to the eigenvector V k , δp = a k V k and let us find the conditions it must satisfy in order to satisfy the edgehog conditions.
Then J = wr t r can be rewritten as J = s 
Solving for a k we obtain
Since p 0 is the calculated solution to the minimization problem, β k is small and for s k sufficiently large -which means that the sensitivity to the kth parameter is not too small -we obtain a k ≈ ± σ 2 1 −Ĵ √ λ k . Therefore we obtain the edgehog solution
This implies that, as expected, the larger λ k is, the smaller the uncertainty δp along V k is. When λ k is small, the uncertainty δp becomes large and the edgehog condition δp 2 = σ 2 2 acts so δp = ±σ 2 V k . It remains to check that J ≤ σ 2 1 . Indeed it is easy to check that in this case a k lies between the roots of the trinomial in the righthand side of equation (12) .
Therefore the edgehog extremal solution associated to (λ k , V k ) can be written as
When H is diagonal a variation of the parameter δp in the direction of V k corresponds to a variation of the kth parameter. When H is not diagonal, then the matrix H can be replaced by the diagonal matrices diag(h ii ) or diag( j |h ij |).
In a numerical experiment taken from [36] and whose results are shown in Fig. 7 , H was replaced by diag( j |h ij |). The calculated minimum wasĴ = 5.27 × 10 −6 since we were looking at the synthetic example. The data for calculating the edgehog extremal solutions were σ 1 2 = 2.25 × 10 −3 which corresponds to an error of 0.005 on each saturation measurements, and σ 2 = 2.4 which corresponds to a bound of 0.3 on each parameter.
Again one can observe that for saturations smaller than 0.4 the confidence is small which is normal since during the experiment under study these values of the saturation are not reached. Actually we can observe that for values of the saturation smaller than 0.33 the extremal solution is determined by the edgehog condition σ 2 = 2.4.
A geometric approach to nonlinear stability analysis
In this section we recall results on nonlinear analysis for the problem of global minimization that were obtained by a geometric approach in several papers [9, 10, 8] . Actually in the following we will be in the case of a bounded admissible parameter set A in a finite dimensional parameter space U. We will give sufficient conditions for the problem to have a unique global solution without local minima and give a stability result for the global solution. These results will be applied in the next section to the problem of estimating the relative permeabilities.
The following definition is devised to ensure both well-posedness and optimizability ???? of a nonlinear least square minimization problem. 
there is no local parasitic minima for the problem (9),(8),

the mapping z −→p is Lipshitz continuous from V ⊂ O to A.
In order to construct such a neighborhood V we introduce some notations. For any pair p 0 , p 1 we associate a path Π in ϕ(A) joining the points ϕ(p 0 ) and ϕ(p 1 ) which is the the image by ϕ of a straight path joining p 0 and p 1 in A. We suppose that Π is twice differentiable with respect to its arclength s and we denote by Π ′ (s) and Π ′′ (s) the velocity and the curvature vectors at Π(s) (see Figure 8) .
The length of the path Π defines a pseudo-distance on A between any two admissible parameters p 0 and p 1 . We denote by δ(p 0 , p 1 ) this pseudo-distance on A.
Concerning curvature we introduce not only the usual radius of curvature
but also the global radius of curvature which is defined as follows [8] . Introduce N and N ′ the two affine subspaces normal to Π at the points Π(s) and Π(s ′ ), then the global radius of curvature ρ G (s, s ′ ) between the two points Π(s) and Π(s ′ ) is
This quantity is not local since it depends not only on the curve at Π(s) but also at Π(s ′ ). Expressions for the global radius of curvature are given in Figure 9 . One should note that
We introduce now the set of maximum paths P = {Π | p 0 , p 1 ∈ ∂A}, and we consider the worst case over one extremal path Π ∈ P,
Parameter space Observation space and for all maximum paths,
These numbers clearly satisfy 
Theorem 1 Let A be bounded and U be finite dimensional. If 0 < R G , then the projection on ϕ(A) is Q-well posed in the neighborhood
then the following stability estimate holds for the corresponding parameters p 0 , p 1 obtained by solving the associated least square problems :
where Π is the path connecting ϕ(p 0 ) and ϕ(p 1 ).
Inequality (16) is a stability result for the arc length distance ϕ(A). Depending on the hypothesis made on ϕ′(p), it will imply two stability estimates on p 0 − p 1 given below, the second one being sharper than the first one.
Q-well posedness:
Assume that
Then we have
Combining this inequality with estimate (16) we obtain
and problem (9) , (8) is Q-well posed.
Case III: To improve the above estimate, we give now a directional estimate around a specific point, say p 0 . We write p 1 ∈ A as p 1 = p 0 + hv with h = p 0 − p 1 and v a unit vector. We now assume, instead of (17):
This is a less demanding condition than (17) since α m ≤ α m (p 0 , v). Then we have
Combining with (16) we obtain now
where R(p 0 , p 1 ) = R(Π) is just a notation stressing the dependence of the smallest radius of curvature along Π between p 0 and p 1 .
Implementation of the geometric nonlinear analysis
In this section we show how to use Theorem 1 in practice to estimate uncertainties in the parameters from uncertainties in the measurements. We consider a two-phase displacement where we estimate relative permeabilities of the form
Here a and b are the parameters to estimate. The constraints that we impose on them are 1 ≤ a ≤ 3, 1 ≤ b ≤ 3 so A = (1, 3) × (1, 3). The observations are saturation profiles. Saturations are measured at 6 different times in 5 different locations (30 measurements) in a first case, and in 15 different locations (90 measurements) in a second case. We set up the experiments so that we know the optimal parameters :â =b = 2.
To calculate estimates for R G , R, α m we proceed as follows :
1. Choose a sample of maximal paths P * in A that we assume is large enough to represent P the set of maximal paths. An example is given in Fig. 8. 2. Discretize each paths with a set of points.
3. Calculate at these points Π, Π ′ , Π ′′ , these derivatives being made with respect to arc length and being calculated for instance by finite differences. Remember that each calculation of Π at one point requires a solution of the direct problem.
4. Calculate for each path Π, R G (Π), R(Π), α m (Π). For that we use equations (14) where we replace the infimum over all points of a path by that over the set of discretization points and the infimum over P by that over the subset P * of P. α m (Π) is estimated by using finite differences with the points discretizing Π. The results are given in Table 1 Table 2 : Uniform estimates on the error δp on the parameter for a given error |∆S| on a saturation measurement.
We can now apply Theorem 1.
Q-well posedness
In the case of 30 measurements, if the error on the measurements δz is such that
which corresponds to a 2 × 10 −4 error on each saturation measurement, then it follows that the measurement z lies in the neighborhood V. We see that (17) is satisfied with α m = 0.077 so that the nonlinear least square problem (8) , (9) is Q-well posed.
Similarly, in the case of 90 measurements, if the error on the measurements δz is such that δz ≤ R * G = 1.7 × 10 −2 , which corresponds to a 1.8 × 10 −3 error on each saturation measurement, then it follows that the measurement z lies in the neighborhood V. We see that (17) is satisfied with α m = 0.28 so that the nonlinear least square problem (8) , (9) is Q-well posed.
One can notice that, as expected, increasing the number of measurements allows for larger and larger errors on saturation measurements. Practically, even with 90 measurements, the precision required for the saturation measurements is difficult to achieve.
Stability
Given p 0 =p the estimated parameter, which is a minimizer of the nonlinear leat square problem (8) , (9), we can use the stability result of theorem 1 to estimate the uncertainty δp in the following way. Denote p 1 = p 0 + δp and assume that we know the uncertainty |∆S| = 7.3 × 10 −5 on one saturation measurement. This uncertainty corresponds to an uncertainty δz on the vector z of saturation measurements (see table 2). We take d = 2 δz so that d < R * G and hypothesis (15) is satisfied. Then inequality (18) , when replacing R and α m by R * and α * m gives the uniform bounds on δp given in table 2. These estimates on δp can be represented by the domains of uncertainty shown in Fig. 11 , circles centered at p 0 of radii δp . Note that these domains of uncertainty do not actually depend on the value of the optimal parameter p 0 .
If, instead of inequality (18), we use inequality (20) to study the uncertainty with respect to saturation measurements, we proceed in the following way to build the domain of stability shown in Fig. 12 around the calculated minimum p 0 = (2, 2). There are 6 paths of P * going through p 0 . On each of this path we look for the parameter p 1 the furthest from p 0 satisfying inequality (20) . The domain of uncertainty is now an irregular polygon whose shape depends on p 0 . Comparing the scales of Figs. 11 and 12 , we observe that the domains of uncertainties obtained from 1st order directional estimate (20) are significantly smaller than those obtained from uniform estimate (18) , confirming that estimate (20) is sharper than estimate (18) .
We finally remark that in any case, having more measurements reduces the domains of uncertainty.
Conclusion
When estimating the relative permeability and capillary pressure functions in two-phase displacement experiments, we showed that much information about stability and uncertainty on the estimated parameters can be obtained from the Hessian. Figure 11 : Domains of uncertainty from uniform estimate (18). Figure 12 : Domains of uncertainty from 1st order directional estimate (20) .
INRIA
Furthermore we showed also how to use in practice geometric nonlinear analysis tools to claim optimizability and to construct domains of uncertainty.
