Introduction
With the growth of internet technologies, efficient high-speed data transmission techniques over communication channels have become an important topic for research. The channels used to transmit the data distort signals in both the amplitude and phase, causing what is known as Inter Symbol Interference (ISI). This distortion causes the transmitted symbols to spread and overlap over successive time intervals, causing the information content to also spread among these symbols. Other factors like thermal noise, impulse noise, cross talk and the nature of the channel itself, cause further distortions to the received symbols. Signal processing techniques used at the receiver, to overcome these interferences, so as to restore the transmitted symbols and recover their information, are referred to as `equalization methods'. Estimation theory suggests that the best performance for symbol detection is obtained by using a Maximum Likelihood Sequence Equalizer (MLSE) for the entire symbol sequence, which involves a batch-processing scheme. But the computational complexity of MRAN algorithm employs a scheme for adding and pruning RBF's hidden neurons, so as to achieve a parsimonious network structure. In MRAN algorithm, the network begins with no hidden neurons. As each training data pair (input and output) is received the network builds itself up based on three growth criteria. The algorithm adds new hidden neurons or adjusts the existing network parameters according to the training data received. The algorithm also incorporates a pruning strategy that is used to remove the hidden neurons that do not contribute significantly to the output. A number of successful application of MRAN in areas such as nonlinear system identification, function approximation and time series prediction have been reported in [14] [15] .
MRAN was first introduced in [16] to solve the communication equalization problems for real-valued channels and signals. In this paper, MRAN learning algorithm is extended to complex form (Complex MRAN or CMRAN) and its application in complex channel equalization problems (QAM signals) is investigated. In order to compare the CMRAN's performance with the earlier schemes, the same channel models from [11] , [12] and [13] have been used in this study.
The paper is organized as follows. Section 2 gives a brief introduction to non-linear complex channel equalization problem. Section 3 describes the newly developed Complex MRAN algorithm. The main results of the paper on the application of CMRAN for different nonlinear QAM channel equalization problems are presented in Section 4. This section also provides a comparison of performance with other methods. Conclusions based on the study are summarized in Section 5.
Complex Channel Equalization Problem
Consider the base band discrete time model of a data transmission system given by
where a complex valued digital sequence s(n) is transmitted through a dispersive complex channel and the channel output is corrupted by an additive complex-valued noise e(n). In the above equation f h ( .) is some complex valued function (which may be linear or nonlinear), n h is the length of the FIR channel. The task of the symbol decision equalizer is to reconstruct the transmitted symbols s(n-τ) based on noisy channel observation vector where τ is the equalizer decision delay and m is the equalizer dimension. It is well known that Bayes decision theory provides the optimal solution to the symbol decision problem [1] .
Assume a 4-QAM input sequence with alphabet α = {α (1) , α (2) , α
, α (4) } where α (1) = a+ja, α (2) = a-ja, α (3) = -a+ja, α (4) = -a-ja going through a noiseless channel of order n h . The input sequence: 
m,τ , Y
m,τ and Y (4) m,τ are denoted as n s 1 , n s 2 , n s 3 and n s 4 respectively. Due to the additive White Gaussian noise (AWGN), the channel outputs will form clusters around each of these desired channel states. Therefore, the noisy observation vector is T )] 1 y( + − m n y a random process with a conditional Gaussian density function centered at each of the desired channel states [12] . The noisy observation vector is used as the input to the equalizer to determine the transmitted symbol s(n-τ).
Assume that the real and imaginary part of transmitted symbol s(k) is equiprobable and independent sequences. Let λ be the priori probability of y i (j) , where y i
The conditional probability density function of y(n) given s(n-τ)= α (j) takes the following form [12] :
where H (Hermitian) denotes the complex conjugate transposition. The optimal Bayesian equalizer solution is defined as
This equation also defines the optimum decision boundaries for the partition of equalizer inputs sets. It is clear that these optimum decision boundaries are nonlinear hyper surfaces in the complex observation space and realizing such a nonlinear boundary will require the equalizer to have non-linear mapping capabilities. Since RBF networks are known to naturally approximate the Bayesian equalizer [3] , we have chosen a RBF network algorithm to build the equalizer. Since CMRAN is based on RBF network and produces a compact network structure, its application for QAM signal equalization is investigated in the following sections.
3.

Complex Minimal Resource Allocation Network (CMRAN) Equalizer
The schematic diagram for the CMRAN equalizer is shown in Fig. 1 . Using the noisy channel output vector y(n) as the network input and s(n-τ) as the desired output, CMRAN learning algorithm can readily be applied to train the complex RBF as shown by the dotted lines of Fig. 1 . During the testing phase, the output f(y(n )) of CMRAN network is fed into a nearest-neighbor decision device to give an estimate ŝ(n-τ) of the transmitted symbol s (n-τ).
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Fig. 1 CMRAN Equalization Scheme
Defining y as the m-dimensional complex input vector and µ k as the m-dimensional complex center vector for the k th hidden neuron, the Euclidean distance ||•|| between the two complexvalued vectors is defined as:
where |•| denotes the modulus of a complex number. Therefore, the response of hidden neurons to the network input vector y could be expressed as follows:
where σ k is the (real valued) width of the Gaussian function and h indicates the total number of hidden neurons in the network. The output layer of the RBF network is essentially a linear combiner. We define the coefficient α k as the weight of the link connecting the k th hidden neuron to output neuron and α 0 as the bias term. In order to implement complex-valued outputs, we separate the complex valued α k into α Rk and α Ik for the real and imaginary parts of the network output. Hence, the overall network response is a mapping ƒ :
where y ∈C p . When both the network inputs and desired outputs are real-valued, this complex RBF network degenerates naturally into a real RBF network. An examination of (5) and (6) reveals that CRBF network treats the real and imaginary parts of an input as if they were two separate real inputs. Hence it is seen that the Complex RBF network is a natural extension of the real RBF network, which makes the CMRAN algorithm a natural extension of the MRAN algorithm.
The learning process of CMRAN involves allocation of new hidden neurons as well as adjusting network parameters, according to the data received. The network begins with no hidden neurons. As each input-output training data (y n , s n-τ ) is received, the error e n is computed as e n = s n-τ -f(y n ) and the network is built up based on three growth criteria described below. The criteria that must be met before a new hidden neuron is added are:
where µ nr is the center (of the hidden neuron) which is closest to y n , the data that was just received. ε n , e min are thresholds to be selected appropriately. Equation (7) ensures that the new neuron to be added is sufficiently far from all the existing neurons. Equation (8) decides if the existing neurons are insufficient to obtain a network output that meets the error specification. The algorithm begins with ε n =ε max , the largest scale of interest, typically the size of the entire input space. The distance ε n is decayed exponentially as
where 0<γ<1 is a decay constant. The value of ε n is decayed until it reaches ε min . The exponential decaying of the distance criterion allows the algorithm to allocate fewer basis functions with larger widths (smoother basis functions) initially. With increasing number of observations, more basis functions with smaller widths are allocated to fine tune the approximation. In order to reduce the effect of noise in the network growth and also to make the transition of the number of the hidden neurons smooth, we include a third criterion, which uses the Root Mean Square (RMS) value of the output error over a sliding data window before adding a hidden neuron. The RMS value of the network output error at nth observation e rmsn is given by The third growth criterion to be satisfied is e rmsn > e min1 (10) This equation checks whether the network has met the required sum of squared error specification for the past M outputs of the network.
Only when all these three criteria are met, will a new hidden neuron be added to the network.
Here e min1 is a threshold value to be selected. When a new hidden neuron is added to the network, it will have the following parameters associated with it:
where κ is a real valued overlap factor, which determines the overlap of the responses of the hidden neurons in the input space. When an input to the network does not meet the criteria for adding a new hidden neuron, the network parameters (12) are adapted using an Extended Kalman Filter (EKF) as follows: 
a n is the gradient vector and has the following form: T , R n is the covariance matrix of the measurement noise. P n is the error covariance matrix which is updated by,
where Q is a scalar that determines the allowed random step in the direction of the gradient vector and I is an identity matrix. If the number of parameters to be adjusted is N then P n is a N×N positive definite symmetric matrix. When a new hidden neuron is allocated, the dimensionality of P n increases to The pruning strategy is also extended to a complex form in the algorithm. The hidden neurons that do not contribute significantly to the output of the network will be pruned. This is done by observing the output of each of the hidden neurons for a pre-defined period and then removing the neuron that has not been producing a significant output for that period.
Consider the output o k of the k th hidden neuron:
If α k or σ k in the above equation is small, o k might become small. Also, if (y-µ k ) H (y-µ k ) is large, the output will be small. This would mean that the input is far away from the center of this hidden neuron. In any case a small o k means that its real part and imaginary part are both small. To reduce the inconsistency caused by using the absolute values, both the real value and imaginary value of o k are normalized with respect to the maximum (real and imaginary component of) output value among all the hidden neurons according to the following equation. 
CMRAN Equalizer Performance Study
In this section we present the results of CMRAN on QAM channel equalization problems.
The nonlinear channel models have been taken from [11] [12] [13] . Essentially, we have done a performance comparison on three channel model cases. The first case considered uses the nonlinear, non-minimum phase, real valued channel models from Patra et.al. [11] . The second case considered is the linear, non-minimum phase, complex channel model from Chen [12] whose decision boundaries are highly nonlinear. The third case is a nonlinear, non-minimum phase, complex channel model from Cha and Kassam [13] . Detailed performance studies using CMRAN for these models have been carried out and a comparison of CMRAN's performance with the respective methods are analyzed.
1 Example 1: Real Nonlinear Channel (Patra's model)
The normalized transfer function of the channel is given below:
This is a non-minimum phase channel. Three different nonlinear distortions with increasing complexity with the following types of nonlinearities were introduced.
NL=1:
NL=2:
NL=3: y(k)=o(k)+0.2oNL=0 corresponds to a linear channel model. NL=1 corresponds to a nonlinear channel which may occur in the channel due to saturation of amplifiers used in the transmitting system. NL=2 and NL=3 are two arbitrary nonlinear channel distortions.
A sequence of 4-QAM input symbols in the form {±1±j} was generated, in which the real and imaginary part of the symbol were independently obtained from a uniform distribution.
According to (20)- (24), the output sequences were generated. They are mixed with Additive
White Gaussian Noise to get the desired SNR The equalizer order was 3 and the decision delay was set to 2. For each case considered, 3000 training data samples at different SNRs were used to build up the CMRAN equalizers. After completion of the training, one million data samples with the same SNR as the training set were used to test the performance of the equalizers.
The values of the thresholds for the CMRAN algorithm were set as: ε max =0.25, γ =1, the size of the sliding window Sw is 40 and the pruning threshold δ=0.01. The other parameters and the built up hidden neurons are as follows:
(1) NL=0, emin=0.6, emin1=1, M=40; hidden neurons built up for SNR level of 10dB, 12 dB, 14dB, 15dB are 8, 6, 7, 6 respectively. In [11] , the performances of three popular ANN architectures i.e., a multi-layer perceptron (MLP), a polynomial perceptron network (PPN) and a functional link artificial neural network (FLANN) with BP algorithm, along with a linear LMS-based equalizer are reported for this example. Out of them, FLANN equalizer, which has nineteen and two neurons in the input and output layer respectively, gave the best equalization results in terms of SER and MSE.
The SER performance of CMRAN together with that of FLANN is plotted in Fig. 3-Fig. 6 . It can be seen that CMRAN-based equalizers outperform FLANN-based equalizers for both linear and nonlinear channel models even when the nonlinearity becomes severe (NL=3).
Example 2: Complex Linear Channel (Chen's model)
This example [12] has been chosen because the linear channel is complex valued and the decision boundary is highly nonlinear compared to example 1. The equalizer dimension is chosen as m=1. The decision delay was chosen to be τ=1. The channel transfer function is given by
In this example, channel order is n h =3 and the noise variance is σ 2 e =0.06324 (SNR=15db).
The real and imaginary part of the input sequence were restricted to be from the symbol set { +1,-1}. Thus, there will be 64 output states for the channel. Fig. 7 shows the channel states and the Bayesian decision boundary. It can be seen that Bayesian boundary partitions the observation space into four decision regions each corresponding to an input symbol.
1200 data samples at 15 dB SNR are used to train the CMRAN. The parameters of CMRAN are set as: e min =0.1, e min1 =0.1, ε max =0.25, γ =1. The size of the two sliding windows M and Sw are 10 and 80 respectively, and the pruning threshold δ=0.01. The decision boundary generated by CMRAN using only 52 hidden neurons is shown in Fig. 8 . Comparing the CMRAN boundary with the Bayesian of Fig. 7 , it can be seen that the Bayesian boundary is well approximated at the critical region, which is the center portion of the Fig.. Fig. 9 shows the growth of the hidden neurons in CMRAN as training progresses. The network has built up 52 hidden neurons at the end of the training. This is much less than the 64 hidden neurons if a hidden neuron is to be placed in each of the desired channel states. 10 5 test data of various SNR were used to test the resulting CMRAN equalizer. A comparison of their Symbol Error Rate (SER) curves in Fig. 10 show that CMRAN equalizer performs only slightly poorer than the ideal Bayesian equalizer.
An earlier study [17] has used the same channel model but with a equalizer delay of τ=0 which resulted in a different decision boundary. The same example is used here with a equalizer delay of τ=1 to illustrate the point that even with a simple linear model the decision boundary can be highly nonlinear and the CMRAN equalizer has done a good job in approximating the Bayesian decision boundary. The Gaussian/SG equalizer by Cha and Kassam had 30 hidden neurons. The equalizer order and delay were chosen to be m=3 and τ=1 respectively. Both the real and imaginary parts of data in the training sequence are values from the set ±0.7.
The CMRAN parameters are set as: e min =0.01, e min1 =0.5, ε max =0.16, γ =1, the size of the two sliding windows M and Sw are 10 and 50 respectively, pruning threshold δ=0.01. After 4000 20 training samples, the resulting CMRAN equalizer had 18 hidden neurons. For this case the eye diagram and SER curves are presented for comparison. Fig. 11 shows the noisy channel output distribution. Fig. 12 shows the CMRAN equalizer output distribution. Fig. 13 shows the output of Cha and Kassam's equalizer, which had been built up by SG algorithm using 14000 training samples. It is seen that CMRAN equalizer can clearly separate the initial data into 4 zones, while the SG equalizer has difficulty in separating the data in the right hand zone. Also it should be noted that the separation of the clusters for CMRAN equalizer is shown after training with only 4000 samples whereas for SG equalizer it is shown after 14000 samples. Test sets with 100,000 samples at various SNRs were used for the error probability evaluation. A comparison of probability of error curves is shown in Fig. 14. With only 18 hidden neurons, the CMRAN equalizer performs better than the SG equalizer with 30 hidden neurons. Although the performance of CMRAN equalizer cannot match with that of the optimal Bayesian equalizer, which has 1024 channel states (which implies 1024 hidden neurons for the RBF network), the CMRAN equalizer structure with 18 hidden neurons is compact. 1000 data symbols with a SNR equal to 21 dB were used to train the CMRAN equalizer. In order to achieve the same accuracy (in terms of SER) of the CMRAN equalizer, 14000 samples were needed for the Gaussian/SG equalizer. Training time was obtained by averaging over 3 independent runs. In the testing process, the time for 100,000 data symbols were averaged to get the equalization time for each test data. The use of Extended Kalman Filter (EKF) in CMRAN requires much computing power and memory. Although its use leads to faster convergence of network parameters, there is a tradeoff involved in that; as the network size grows the computational time for processing each training data increases. This is due to the large size of the matrices that are manipulated. To overcome this problem, recently, Extended Minimal Resource Allocation Network (EMRAN) algorithm has been proposed as an extension to the MRAN algorithm [18] .
It is worth noting that the threshold values for CMRAN algorithm and also the data window size are to be chosen properly. As have been discussed in [15] , when no measurement noise is assumed, the selection of the threshold is more critical. As in the most learning algorithms, we use some initial samples to obtain the information for selecting these parameters.
Conclusion
This paper has presented the performance of the recently developed complex minimal resource allocation network (CMRAN) for the equalization of QAM signals. The equalizer's performance has been evaluated by using it to build up equalization networks for two complex-valued communication channels (linear and nonlinear) and a real-valued nonlinear channel. The CMRAN networks were then tested by comparing their SER performance to that of the ideal Bayesian equalizer, and other existing equalizer networks. Simulation results presented clearly show that the CMRAN algorithm is able to build up a network that can perform equalization better than several existing methods. There is no need to estimate the exact number and locations of the noise-free equalizer input states, which is a prerequirement for Bayesian approach. Because CMRAN has reduced the network complexity compared to the other methods, the time taken for equalization is also lower.
