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Abstract
In this work we study the dynamics of systems composed of numerous interacting elements
interconnected through a random weighted directed graph, such as models of random neural
networks. We develop an original theoretical approach based on a combination of a classical
mean-field theory originally developed in the context of dynamical spin-glass models, and the
heterogeneous mean-field theory developed to study epidemic propagation on graphs. Our main
result is that, surprisingly, increasing the variance of the in-degree distribution does not result
in a more variable dynamical behavior, but on the contrary that the most variable behaviors
are obtained in the regular graph setting. We further study how the dynamical complexity of
the attractors is influenced by the statistical properties of the in-degree distribution.
1 Introduction
The modeling of systems involving many dynamical units connected by a complex network of
interactions is a topic of increasing interest in many scientific domains, such as neuroscience [17],
genetics [11, 3], epidemiology [15], artificial intelligence [10] or social sciences [6] (see also [2] for a
comprehensive overview). In these systems, depending on the nature of the interactions one can
observe various complex phenomena such as the order-disorder phase transition in spin-glasses, the
propagation of an epidemic or the emergence of complex dynamics in neural networks models. In
general, understanding the emerging properties of such systems relies on the combination of three
main factors : (i) the structure of the connectivity network, (ii) the way units interact with each
other and (iii) the dynamical properties of single units. One of the main theoretical challenges in
this line of research is to unravel the subtle links between these three factors.
A particular question of interest concerns the relationship between the degree distribution of
a weighted graph and the properties of a system of interacting non-linear dynamical units on
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such a graph. For example, this topic has been studied recently in the context of synchronization
phenomenon, showing the importance of the degree distribution for characterizing the transition
to the synchronous state [16, 20, 19].
In this paper, we consider a discrete-time non-linear neural network model which is used in
various artificial intelligence applications based on artificial neural networks, and corresponds to
the class of firing-rate models commonly used in computational neuroscience. Despite its apparent
simplicity, this model provides an interesting theoretical framework to study analytically the in-
fluence of the structure of the connectivity on the dynamical properties of the system. The study
of this class of models on fully connected random networks [17] through the mean-field approach
reveals a phase-transition between stable steady states and chaotic dynamics in the limit of in-
finite networks. However, the impact of an underlying graph structure on such random weights
models has not been studied so far. In this situation, the classical mean-field approach needs to
be augmented with ideas coming from the field of theoretical epidemiology, where several authors
have suggested to group nodes by their in-degrees [15] giving rise to the emerging method called
heterogeneous mean-field theory. In this article, we develop upon this approach constructing an
original method to derive consistent equations governing the variability of the network nodes. A
consequence of our theoretical analysis is that regular graphs are shown to enhance the variabil-
ity of such dynamical systems, while making the system more homogeneous in terms of network
topology. We also show how to quantify the complexity of the system’s attractors, by explicitly
computing the largest Lyapunov exponents of the system.
In Section 2, we introduce formally our model and present an analytical study of a classical
recurrent neural network model. In section 3, we provide numerical simulations verifying and
extending the results to other systems, such as networks of interacting FitzHugh-Nagumo neurons.
2 Heterogeneous mean-field theory
Here we develop an original analytical approach, which we dub Heterogeneous Mean-Field (HMF)
theory, for the study of randomly connected recurrent neural networks.
2.1 Model
Consider a directed graph G = (v, E) with n nodes, and an in-degree distribution Pn(k). We denote
α = k/n ∈ [0, 1] the rescaled in-degree and assumes that in the large n limit, Pn(nα)→ p(α), called
the rescaled in-degree distribution (the typical in-degree of a node is assumed to be of order n).
We further make the assumption of no correlation between in- and out-degree. To our knowledge
the question of assortative mixing properties of anatomical neuronal networks has not been fully
elucidated so far [4], and remains a question of current research. On each edge e = j → i, one
assigns a weight Jij, which are independent centered random variables with finite variances, which
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may depend on the in-degree α of node i: V ar[Jij] = σ
2
α/n. We consider the following dynamical
system on this weighted di-graph:
xi(t+ 1) = S
(∑
j→i
Jijxj(t)
)
(1)
where S(.) is an odd sigmoid function with S(0) = 0, S ′(0) = 1,S ′(x) > 0 and xS ′′(x) ≤ 0 (for
instance S(x) = tanh(x) in a popular choice in the literature). This model can be seen as a
dynamical version of a zero-temperature spin-glass model [12] and has been studied in the context
of neural networks in [17, 7, 23, 24] in the case where the graph is fully connected, i.e. p = δ1.
2.2 General HMF equations
Here, we study the previous system deriving a self-consistent equation characterizing the variance
of the nodes variables xi(t), showing how a combination of the degree distribution p and the
variance profile σ2α controls the transition from a stable null equilibrium to a disordered state.
In the case of a general weighted graph, the overall strategy we introduce is to combine the
classical mean-field approach [18, 17, 7] with the idea of partitioning the nodes according to their
rescaled degree α, at the heart of the heterogeneous mean-field (HMF) theory developed in the field
of epidemiology [15, 22]. Suppose i is a node with rescaled degree α and denote γ2α(t) the variance
of xi(t) and ai =
∑
j→i Jijxj(t). This sum contains only nα terms, which come from nodes with
various degree, and not only from nodes of degree α. The main idea of HMF is that these terms
effectively sample the overall behavior of the system. Then the key step in the classical mean-field
approach is to assume the independence between the xi’s and J (mean-field assumption). This has
been rigorously justified in [1, 14, 5] using large deviation techniques when adding an arbitrary
small white-noise term on (1), but remains an open problem in the zero-noise case. Under the
mean-field assumption, one deduces that ai behaves as a centered Gaussian variable with variance
ασ2αγ
2(t) where
γ2(t) =
∫ 1
0
p(α)γ2α(t)dα (2)
From the iteration equation xi(t+ 1) = S(ai(t)), we further deduce:
γ2α(t+ 1) = F (ασ
2
αγ
2(t)) (3)
with
F (z2) = (2pi)−1/2
∫
R
S2(zx)e−x
2/2dx (4)
3
−0.60253 0.47484
(a) c = 0.5 and V ar(α) = 0.0089
−0.60253 0.47484
(b) c = 0.25 and V ar(α) = 0.0639
−0.78935 0.63908
(c) c = 0.1 and V ar(α) = 0.1634
−0.63612 0.50616
(d) c = 0.01 and V ar(α) = 0.2401
Figure 1: Sample networks of n = 30 neurons with various in-degree distributions, drawn from
p = (δc + δ1−c)/2 for different values of c. The size of each vertex is proportional to the number of
incoming connections (in-degree), which is on average equal to n/2 = 15 by definition of p. Edge
color represents random weights Jij.
Combining the above equations, we obtain:
γ2(t+ 1) =
∫ 1
0
p(α)F (ασ2αγ
2(t)))dα := F¯ (γ2(t)) (5)
An interesting case occurs when choosing a specific type of non-linear activation function S(.).
Indeed, when S(x) = erf
(√
pi
2
x
)
, it is possible to compute explicitly the Gaussian integral defining
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function F , yielding:
F (z2) =
2
pi
arcsin
(
piz2
2 + piz2
)
(6)
Therefore, if one considers for instance a distribution p which is the sum of two Dirac deltas
p = (δc + δ1−c)/2, where c ∈ [0, 1], one obtains an explicit update equation for the variance:
γ2(t+ 1) =
1
pi
arcsin
(
picσ2γ2(t)
2 + picσ2γ2(t)
)
+
1
pi
arcsin
(
pi(1− c)σ2γ2(t)
2 + pi(1− c)σ2γ2(t)
)
(7)
further assuming a constant variance profile σ2α = σ
2.
2.3 Phase transition
Therefore, to understand the order-disorder phase transition in this system, the first step is to
study the dynamical system γ2(t + 1) = F¯ (γ2(t)). Due to the properties of the sigmoid function
S(.), the function F is increasing, concave and satisfies F (0) = 0 and F ′(0) = 1. We then deduce
that F¯ is also increasing, concave and satisfies F¯ (0) = 0. Therefore, beyond the trivial equilibrium
γ2 = 0, the existence of another non-trivial equilibrium for (5) will depend on the value of the
slope at zero:
F¯ ′(0) =
∫ 1
0
p(α)ασ2αdα := µ (8)
Therefore, γ2(t) converges to γ2∞ = 0 if µ < 1, and γ
2(t) converges to a limit value γ2∞ > 0 if µ > 1.
For instance, in the classical case of a complete graph with homogeneous variances, p(α) = δ1 and
σ2α = σ
2, so the critical condition becomes σ = 1 as expected. In the case of a regular graph with
rescaled degree α0 (each node has dα0ne incoming edges) with homogeneous variances, p(α) = δα0
and σ2α0 = σ
2, so the critical variance parameter becomes σ = α
−1/2
0 . In the case of a general
degree distribution with homogeneous variances σ2α = σ
2 for all α ∈ [0, 1], one obtains that the
critical value of σ is given by 〈α〉−1/2 where 〈α〉 is the mean rescaled degree. Finally, among all
the possible choices of σα, the case σ
2
α = σ
2/α is particularly interesting since the critical value
is always σ = 1, whatever the choice of p(α), as one would have expected. This choice might
correspond to the concept of synaptic scaling [21], ensuring that the overall input coming to a
given unit has a typical strength independent of its in-degree.
The critical parameter µ can be seen as a weighted average of the rescaled degrees, and in the
case of a homogeneous variance profile is precisely proportional to the averaged rescaled degree
σ2〈α〉. In this case, it is natural to investigate the impact of the rescaled degree higher moments,
such as its variance V ar(α), on the value of the fixed point γ2∞ characterizing the disordered
state. It is not possible in general to obtain a closed form expression of γ2∞, however close to
the transition, F¯ can be approximated by F¯ (x) = xF¯ ′(0) + x
2
2
F¯ ′′(0) + O(x3) with F¯ ′(0) given
above, and F¯ ′′(0) = F ′′(0)
∫ 1
0
p(α)α2σ4αdα < 0 since F
′′(0) < 0. Restricting the analysis to the
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homogeneous variances case, that is σ2α = σ
2, we introduce a small parameter  = σ2〈α〉 − 1 and
obtain:
x = xσ2〈α〉+ F
′′(0)σ4
2
(V ar(α) + 〈α〉2)x2 +O(x3) (9)
γ2∞ ∼
2
−F ′′(0)σ4(V ar(α) + 〈α〉2) = a1 (10)
Therefore, for a given mean-degree 〈α〉, this formula implies that increasing the variance V ar(α)
will decrease the variability γ2∞ of the neural activity variables, implying that regular graphs
maximize γ2∞ when the mean-degree is kept fixed.
In fact, it is also possible to compute the O(2) term in the expansion of γ2∞ = a1+a2
2+O(3)
and one finds:
a2 =
2F ′′′(0)
3σ6F ′′(0)3
〈α3〉
〈α2〉3 (11)
2.4 Lyapunov exponent
To further characterize the non-trivial attractors in the disordered phase, it is of interest to estimate
the maximal Lyapunov exponent λ, as in [13], which is below 1 in the case of a steady state,
equal to 1 in the case of a limit cycle and larger than 1 in the case of a chaotic attractor. To
this end, we consider two solutions of (1) starting from two different initial conditions such that
ai(0)− a′i(0) ∼ N(0, δ(0)2). Denoting ∆i(t) = ai(t)− a′i(t), we have:
∆i(t+ 1) =
∑
j→i
Jij(S(aj(t))− S(a′j(t)))
=
∑
j→i
JijS
′ ((aj(t) + a′j(t))/2)∆j(t) +O(||∆(t)||2)
Therefore, if node i has a rescaled in-degree α, one obtains the following relationship on the
variances:
δ2α(t+ 1) = ασ
2
αΦ(ασ
2
αγ
2(t))δ2(t) +O(δ3(t)) (12)
with
Φ(z2) := (2pi)−1/2
∫
S ′2(zx)e−x
2/2dx (13)
Integrating with respect to the degree distribution, we obtain:
δ2(t+ 1) = Φ¯(γ2(t))δ2(t) +O(δ3(t)) (14)
with
Φ¯(γ2(t)) :=
∫ 1
0
p(α)ασ2αΦ(ασ
2
αγ
2(t))dα (15)
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On the attractor, γ2(t) = γ2∞ so we deduce that
λ := lim
t→∞,δ(0)→0
(
δ2(t)
δ2(0)
)1/t
= Φ¯(γ2∞) (16)
From this formula, one deduce, as expected, that in the subcritical regime λ = µ < 1 because
γ2∞ = 0 and Φ(0) = 1. In the supercritical regime, it is natural to wonder whether λ will also
be a decreasing function of V ar(α). The answer is not straightforward because the distribution p
appears in λ both explicitly in formula (15) and implicitly through the dependence of γ2∞. Denoting
β = 2/(−F ′′(0)σ4〈α2〉) and  = σ2〈α〉 − 1, we know that γ2∞ ∼ β when  1. Therefore, from a
Taylor expansion of Φ around zero, we obtain:
Φ¯(γ2∞) = 1 + (1 + 〈α2〉σ2βΦ′(0))
+ 2(〈α3〉σ4β2/2) +O(3)
When substituting β with its expression, one discovers that 〈α2〉 disappears in the O() term, and
appears next in the O(2) term:
Φ¯(γ2∞) = 1 + (1− 2
Φ′(0)
F ′′(0)σ2
)
+ 2
〈α3〉
〈α2〉2
1
σ4
(
2Φ′′(0)
F ′′(0)2
+
2F ′′′(0)Φ′(0)
3F ′′(0)3
)
+O(3)
The first consequence of this formula is that, at first order close to the transition, the dynamical
complexity of the trajectories as measured by the Lyapunov exponent, does not depend on the
higher order moments of the degree distribution. This means that V ar(α) controls the variability
of the variables xi without modifying complexity of the chaotic attractor. This is true only at first
order in , and the dependence of the Lyapunov exponent is expressed through a more compli-
cated parameter ν := 〈α3〉/〈α2〉2, which accounts for the higher moments of the rescaled degree
distribution, beyond the variance.
3 Numerical simulations
3.1 Validation of the theory
We have tested the theoretical predictions of the mean-field theory by numerical simulations, in
particular the claim that regular graphs should maximize the variability of the nodes variables.
To this end, we construct random weighted graphs with a prescribed degree distribution pc =
1
2
(δc + δ1−c), by selecting half of the nodes to have an in-degree cn and the other half with an in-
degree (1− c)n. We have chosen this distribution because it combines simplicity with the ability
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Figure 2: Theoretical variance γ2∞ and numerically estimated variance γˆ
2 as a function of the in-
degree variance V ar(α). Parameters n = 1000, σ = 2. The family of in-degree distribution chosen
here is p = (δc + δ1−c)/2, and the parameter c is varied between 0 and 0.5 to generate networks
with different variances Var(α) of the in-degree distribution.
to manipulate the variance of the in-degrees without changing the average. Indeed, in this setting,
the average rescaled degree 〈α〉 is kept constant at 1/2, while the variance V ar(α) depends on c as
V ar(α) = (c− 1/2)2. To measure the variability of the node variables, we compute the temporal
average of the instantaneous variances of xi(t):
γˆ2 =
1
nT
T∑
t=1
n∑
i=1
(xi(t)− x¯(t))2 (17)
where x¯(t) = 1
n
∑n
i=1 xi(t). Results are summarized in Figure 1, where the estimated variance
γˆ2 is displayed against the variance of the rescaled degree V ar(α), showing that the variability
of the node variables is maximal when the graph is regular. The fairly good agreement between
the numerical simulations and the values predicted by the theory (computed with equation (7))
hence provides a strong support for the theoretical calculations obtained in Section 2, even if the
simulation was done away from the order-disorder transition (σ = 2).
3.2 Limitations and extensions
The results obtained so far are only focused on a specific, yet important for various applications,
neural network model, and it is legitimate to investigate whether the results extend to other models.
8
In particular, it is natural to check if the qualitative phenomenon of maximal variability for regular
graphs presented above still holds when the dynamical model of the nodes is different.
Therefore, in order to assess the generality of our results, we now consider a system of randomly
connected Fitz-Hugh Nagumo (FHN) [8, 9] dynamical units. In contrast with system (1), FHN
units display the ability to generate action potentials, hence being closer to biological neurons
behavior. More precisely, we consider the following system:
v˙i = vi − αv3i − wi + S
(∑
j→i
Jijvj
)
(18)
w˙i = βv − γw + δ (19)
where (vi, wi) represents the state of neuron i, for 1 ≤ i ≤ n, and α, β, γ, δ are real parameters. In
Figure 2, we display the empirical variability of the variables vi as a function of the variance of the
in-degree distribution, keeping the choice p = (δc+δ1−c)/2 for the sake of comparison, showing again
that the variance is maximal when the network is regular. This numerical simulation supports the
idea that, qualitatively, the phenomenon at stake does not depend much on the precise dynamical
model, but is more a property of the underlying graph. Nevertheless, although decreasing, the
shape of the curve displayed in Figure 3.2 is significantly different from the one displayed in Figure
3.1 : the impact of the in-degree distribution seems to be important only when the variance gets
close to the maximal value 0.25 corresponding to a network with half of the nodes having almost n
incoming inputs and the other half having almost zero incoming input. Understanding this specific
profile would require an extension of the HMF theory to such non-linear interacting systems, for
which the classical homogeneous mean-field theory still remains a complicated task.
Beyond the specific choice of the dynamical model for the neuron dynamics, a second limitation
of our approach concerns the hypothesis made on the degree distribution. In particular, we assume
that the degree distribution converges to the rescaled degree distribution in the large n asymptotic.
This assumption means that the typical number of incoming connections at each neuron is required
to be of order n. In our setting, one cannot consider a network with a lot of neurons having very few
incoming connections, for instance of order 1. For those units, the number of incoming connections
would be too small to apply, somehow, the central limit theorem which is at the heart, though
hidden, of the mean-field theory. Understanding how this type of system would impact the HMF
theory is a subject of future research.
4 Conclusion
In this paper, we have shown that neural networks defined over regular graphs lead to a higher
activity variability than those defined over irregular graphs. This somewhat counter-intuitive result
illustrates that more homogeneity in the definition of a dynamical system does not necessarily lead
9
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Figure 3: Estimated variability γˆ2 for the system of randomly coupled FitzHugh-Nagumo units,
as a function of the in-degree variance. The family of in-degree distribution chosen here is p =
(δc + δ1−c)/2, and the parameter c is varied between 0 and 0.5 to generate networks with different
variances Var(α) of the in-degree distribution. Parameters n = 500, σ = 2, α = 1/3, β = 0.08,
δ = 0.05, γ = 0.064.
to more order in the resulting dynamics. To obtain this result, we have developed upon the
heterogeneous mean-field theory, providing general equations describing the statistical behavior
of the neuronal population, showing a good agreement with numerical simulations. Moreover,
we have also shown that the effect of increasing the variance of the network while increasing
regularity does not interact strongly with the stability of the attractor whose largest Lyapunov
exponent remains almost constant. Therefore, selecting the properties of the connectivity graph
may provide a way to control the variability of a neural representation without influencing much
its dynamical complexity or its sensitivity to small external perturbations.
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