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ABSTRACT
Machine Learning Classification of Traumatic Brain Injury Patients versus
Healthy Controls using Arterial Spin Labeled Perfusion MRI
by
Vanessa Grass
Advisor: Junghoon Kim, Ph.D.
Traumatic brain injury (TBI) is one of the most common causes of death and disability worldwide,
yet accurate in vivo detection of TBI neuropathology remains challenging due to complexities in
the structural and functional changes observed post-injury as well as limitations in conventional
neuroimaging modalities. Although advanced neuroimaging techniques such as arterial spin
labeling (ASL) can noninvasively assess cerebral blood flow (CBF) changes observed post-injury,
this technique is underutilized in TBI research partly due to the low signal-to-noise-ratio (SNR)
inherent in ASL imaging. The aim of the current study is to examine the use of machine learning,
specifically a Support Vector Machine (SVM) classifier, in discriminating between healthy
controls (n=35) and TBI patients (n=42) using ASL-generated CBF data 3 months post-injury.
Identification of the regions of interest (ROIs) most predictive of TBI is also explored as part of
this aim. Furthermore, several ASL outlier cleaning methods, such as the Structural CorrelationBased Outlier REjection (SCORE) and prior-guided, slice-wise adaptive outlier cleaning
(PAOCSL) algorithms, are examined in relation to improving the SNR and SVM performance.
While the classification models tested did not reach statistically significant performance levels, the
results were in the direction suggesting that more sophisticated outlier cleaning methods can
improve classification accuracy. Potential explanations of the observed low classification accuracy
and the implications of our findings on future research are discussed.
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1. Introduction
1.1. Traumatic brain injury: background and pathology
Critical injuries to the brain, which are broadly referred to as traumatic brain injuries (TBIs)
in the field of neuroscience, present very serious medical, clinical, and research implications given
they are a major cause of death and disability across the world (Humphreys et al., 2013; Hyder et
al., 2007; Langlois et al., 2006; Maas et al., 2017). Most TBIs are the result of falls or road traffic
accidents, encompassing injuries in which the skull and dura are breached, causing direct damage
to the brain or injuries in which the skull and dura remain intact but there is internal damage to the
brain (Blennow et al., 2016). TBIs can affect different areas of the brain and the severity can range
anywhere from mild, moderate, and/or severe based on several criteria such as injury type, clinical
presentation, and neuroimaging results (Blennow et al., 2016). Past research has shown that TBI
severity is directly correlated with adverse effects such as cognitive impairment, as well as
increased risk of dementia (Blennow et al., 2016). Furthermore, the anatomical and functional
changes resulting from TBI could be contributing factors to premature aging of the brain (Cole et
al., 2015). However, memory and cognitive deterioration caused by TBI may not always be overt
or directly obvious (Langlois et al., 2006), furthering the need for the investigation of reliable
biomarkers of TBI identification and mechanistic understanding (Ware et al., 2017), as well as
strategies to predict, and ultimately improve, patient outcomes.
Fundamentally, the major complication of TBI is altered brain functioning. Within the first
milliseconds of the trauma, during the primary injury phase, tissue damage occurs caused by
stretching, straining, and shearing due to acceleration or deceleration forces external to the head (de
Rooij & Kuhl, 2018). Minutes to days post-trauma, in the secondary phase of injury, compounding
biochemical mechanisms continue to induce further tissue damage (de Rooij & Kuhl, 2018).
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Months to years post-trauma, the primary and secondary injuries may lead to structural and
functional changes in the brain and a further cascade of neurodegeneration (de Rooij & Kuhl,
2018), made evident by gray matter and white matter atrophy (Harris et al., 2019). In particular,
some prominent pathological features of TBI include white matter structural injury, insufficient
blood supply to the brain (ischemia), and/or brain inflammation, each with their own unique and
complex neuropathology (Blennow et al., 2016).
1.2. Post-traumatic structural and functional changes
1.2.1. Diffuse axonal injury
Although white matter structural injury is not the primary focus of this research, it’s
important to note that structural changes, for instance, diffuse axonal injury (DAI), are usually
intermingled with other neurophysiological changes, such as changes in cerebral blood flow (CBF)
(Wang & Li, 2016), which is the focus of this current study. Nevertheless, DAI is understood to be
present in most TBI patients that have lost consciousness (Meythaler et al., 2001): loss of
consciousness generally demonstrates a TBI of at least moderate severity. DAI targets the white
matter tracts of the brain, disrupting the neurofilament subunits within the axonal cytoskeleton,
resulting in axonal disintegration and ultimately axonal degeneration (Meythaler et al., 2001).
The complicated nature of TBI-related brain damage makes exact measurement of trauma
challenging (Kim et al., 2010), even though neuroimaging structural changes post-TBI is
promising. A relevant observation is that computed tomography (CT) or magnetic resonance
imaging (MRI) often only shows minimal changes in DAI in TBI patients (Meythaler et al., 2001).
More recent advances in neuroimaging to better detect white matter injury include diffusion tensor
imaging (DTI), however, even with improved imaging techniques, there is a significant amount of
variance across TBI patients as it relates to DAI (Ware et al., 2017). In addition, the DTI technique
itself is inherently limited in its scope of white matter imaging capabilities, missing the nuances of
2

damage to axonal membranes, myelin sheath, and other axonal microstructures (Choi et al., 2019).
A new imaging method, myelin water imaging (MWI), examines myelin loss in TBI patients,
which may affect neuronal signaling, cognitive function, and suggests TBI causes demyelination of
white matter (Choi et al., 2019).
1.2.2. Cerebral blood flow
While DAI has been the focus of a myriad of past TBI studies (Graves & Kreipke, 2015),
CBF is an emerging and very relevant biomarker of cognitive functioning and can often predict
cognitive decline and brain atrophy (Hua et al., 2008; Humphreys et al., 2013; Hyder et al., 2007),
which is regularly seen in TBI patients. Prior understanding of CBF as it relates to TBI mistakenly
operated on the assumption that CBF would actually increase after injury to the brain, leading to
elevated intracranial pressure (Graves & Kreipke, 2015). More recent studies propose that elevated
intracranial pressure is the outcome of edema and not CBF changes (Betrus & Kreipke, 2013). In
fact, TBI is frequently associated with significantly reduced global CBF, with a decrease in CBF
observed in the acute post-TBI settings (within the first 24 hours) being correlated with
unfavorable patient outcomes and poor recovery (Barclay et al., 1985; Marion et al., 1991; Martin
et al., 1997). Not surprisingly, blood supply in the brain is critically important regardless of TBI
presence, as blood is constantly pumped throughout the brain tissues via a network of cerebral
arteries and veins, supplying oxygen, glucose, and other vital nutrients, as well as removing carbon
dioxide and other metabolic compounds (Joris et al., 2018).
The arterial blood volume transported to a unit of brain tissue per unit of time is quantified
as the clinical measure of CBF (Joris et al., 2018). CBF is typically measured as milliliters (mL) of
blood per 100 grams (g) of brain tissue per minute (min) (Joris et al., 2018). As an approximate
estimate, the brain receives 1% of its total tissue volume of fresh blood each second, given an
average brain tissue density of 1 g/mL (Liu & Brown, 2007). However, gray and white matter have
3

significantly different CBF measures as the metabolic demands of the respective tissues vary
according to their function (Bentourkia et al., 2000). For example, an average measure of CBF in
gray matter is about 50 mL/100 g/min (Petrella & Provenzale, 2000), which is consistent with
about 1 mL of blood delivered to 100 g of brain tissue per second (Joris et al., 2018). Average CBF
measures in white matter are roughly half that of gray matter at 22 mL/100 g/min (Carroll et al.,
2008), receiving roughly 0.5 mL of blood to 100 g of brain tissue per second.
A reduction in CBF induced by brain tissue disruption post-TBI is generally the primary
cause of post-traumatic cerebral ischemia and overall brain damage (Botteri, et al., 2008).
However, the process by which CBF reduction occurs post-TBI remains unclear (Wang & Li,
2016). Neuronal loss in the brain post-TBI, therefore requiring a lesser demand for oxygen and
nutrients, may trigger a reduction in CBF (Kim et al., 2010). Furthermore, microvascular injury, in
particular, is associated with damage to the neurovascular unit (NVU); this NVU made up of the
endothelial lining of the blood vessels, smooth muscle cells, and pericytes (Sandsmark et al., 2019).
Disturbed NVU functioning affects cerebrovascular perfusion and reactivity, as well as the bloodbrain barrier’s effectiveness (Fridley et al., 2015). Together, these may disrupt normal repair
systems on the neuronal level, resulting in further injury and loss of neurons in the brain and
contributes to overall cognitive dysfunction commonly seen after TBIs (Golding et al., 1999;
Golding, 2002; Hlatky et al., 2004; Honda et al., 2016). Treatment of such vascular damage at the
NVU level appears to be a promising approach for TBI-related neurodegeneration drug therapies,
thus further highlighting CBF measures as an important metric of TBI (Sandsmark et al., 2019).
The interplay between CBF and post-TBI recovery also remains unclear due to research on
CBF disruption following TBIs being inconsistent (Kallakuri et al., 2015). For example, research
into CBF changes post-TBI is limited in that many studies overlook changes in longer periods postinjury, and instead focus on CBF changes occurring only within a few hours or days following TBI
4

(Kallakuri et al., 2015). Another limitation of past studies is the focus on measuring CBF changes
in specific, and therefore limited, anatomical regions instead of globally across brain regions
(Kallakuri et al., 2015). Overall, the severities of TBI are also not well controlled or characterized
in many studies (Kenney et al., 2016). Furthermore, past TBI neuroimaging research suffers
additional drawbacks related to overlooking subjects with significant focal lesions, unreliable
neuroimaging registration methods, using relative versus absolute measures of CBF, and limited
repeated neuroimaging assessment due to minimizing exposure to ionizing radiation (Kim et al.,
2010). Hence, more research is required to elucidate the true nature of CBF reductions post-TBI.
1.3. Neuroimaging of CBF
1.3.1. History of perfusion imaging
In the previous several decades, there have been several different imaging techniques used
to assess CBF including positron emission tomography (PET), single-photon emission computed
tomography (SPECT), perfusion CT, diffuse optical spectroscopy, dynamic susceptibility contrast
(DSC), MRI imaging, and sonography (Proisy et al., 2016). Each technique has specific technical
requirements, tracers, and mathematical modeling approaches that make each uniquely suited for
examining certain imaging questions (Proisy et al., 2016). For example, PET with an 15O
exogenous tracer typically measures CBF; however, exposure to ionizing radiation is a major
disadvantage of this technique since it potentially puts the subject’s health at risk, especially for
repeated measurements. Functional MRI (fMRI), in particular blood-oxygenation-level-dependent
(BOLD) fMRI, is a non-ionizing and completely non-invasive imaging technique. While this MRI
technique is widely used, it confounds neuronal and vascular behavior because it measures blood
flow, blood volume, and hemoglobin oxygenation all at once (Kwong et al., 1992; Mandeville et
al., 1999; Ogawa et al., 1993). This makes the resulting data difficult to interpret when looking at
cerebrovascular damage (Kim et al., 2006). Additional limitations of BOLD fMRI are the presence
5

of low-frequency noise (Friston et al., 2000; Zarahn et al., 1997) and the lack of absolute CBF
measures during multiple scanning sessions due to changes in subject activation (Kim et al., 2006).
Hence, the aforementioned neuroimaging techniques are not always optimal to measure CBF.
1.3.2. Arterial spin labeling
Arterial spin labeling (ASL) is a relatively recent fMRI-based approach to measure CBF
(Detre et al., 2009). Of particular interest to this current study is that ASL can estimate the damage
to microvasculature as well as metabolic dysfunction often seen in TBI patients (Ware et al., 2020).
Findings by Miller et al. (2001) proposed that ASL-generated CBF maps demonstrate a more linear
relationship with neural activity compared to data from BOLD fMRI. Moreover, ASL provides
high spatial resolution, absolute CBF quantification without the use of ionizing contrast agents and
is obtained in a multi-modal MRI examination (Ware et al., 2020), making it a practical way to
measure CBF. Unlike BOLD fMRI, ASL data is free of slow signal drifts, making it more
appropriate for studying low frequency brain events (Wang et al., 2013). Additionally, ASL data
may have reduced intersubject variability (Aguirre et al., 2002; Kemeny et al., 2005), be less prone
to artifacts (Tjandra et al., 2005; Wang et al., 2004), and provide more precise functional
localization than BOLD fMRI (Duong et al., 2001; Luh et al., 2000). This potentially reflects a
more direct link between CBF and neural activity (Aguirre et al., 2002; Tjandra et al., 2005; Wang
et al., 2003a).
During the ASL procedure, CBF is quantified by measuring magnetically-labeled arterial
blood water labeled via radio-frequency (RF) pulses (Detre et al., 1992; Williams et al., 1992).
Conceived by Williams et al. in 1992, with considerable refinements over the last several decades,
the aim of ASL is to generate a “labeled image” and a “control image” (Petcharunpaisan et al.,
2010). The labeled and control images differ only in the presence of inflowing magnetized arterial
blood water and are otherwise identical in terms of static tissue signal. The RF pulse magnetically
6

labels the arterial blood water by inverting the hydrogen protons in the imaged brain region
(Petersen et al., 2006; Williams et al., 1992; Wolf & Detre, 2007). A delay between acquiring the
labeled and control images allows labeled blood to flow to the capillaries, generating a perfusion
signal (Peterson et al., 2006; Pollock et al., 2009). The decay of the arterial blood water tracer
follows a T1 longitudinal relaxation rate (Detre et al., 1994; Detre et al., 2009), which is a measure
of the inverted hydrogen protons returning to equilibrium (Grover et al., 2015). Only small
amounts of labeled protons concentrate in the imaged brain region, as the corresponding relaxation
rate of the labeled arterial blood water is about 1 to 2 seconds (Detre et al., 1994; Wolf & Detre,
2007). The labeled image is ultimately subtracted from the control image, removing any static
effects from the magnetization and other artifacts unrelated to CBF in the brain (Brown et al.,
2007; Petcharunpaisan et al., 2010). Absolute CBF is then calculated by referencing established
blood flow models which convert the perfusion signal from the subtracted images into a
quantitative value (Alsop & Detre, 1996; Buxton et al., 1998).
Some limitations of CBF maps generated via ASL are susceptibility to artifacts and noise
(Dolui et al., 2017). Because ASL scans last for several minutes and involve a subtraction
technique, the resulting CBF maps are sensitive to subject movement (Petcharunpaisan et al.,
2010). These artifacts can be somewhat reduced in the raw data by implementing motion correction
algorithms (Dolui et al., 2017). Nevertheless, the signal-to-noise-ratio (SNR) in ASL-generated
CBF maps is still very low even after motion correction and only about 1% of the background
signal is removed during the subtraction process (Dolui et al., 2017). There are several sources of
noise that contribute to this low SNR, such as the interplay of the T1 relaxation rate of arterial
blood water and transit delay to the imaged brain area (Liu & Brown, 2007). Other sources of noise
relate to additional nuanced complications of tagged arterial blood water perfusing throughout
brain tissues and vasculature, such as the variable velocity of arterial blood water and lingering
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residual tagged arterial blood water that has not yet reached its target brain region (Liu & Brown,
2007).
To boost the signal in the low SNR, mean CBF maps are generated from a series of ASL
labeled and control image slices, known as volumes. However, this provides only a minor increase
in the SNR and the resulting mean CBFs maps are still sensitive to outlier image volumes so even a
small number of outlier voxels can consequently generate very biased mean CBF maps (Li et al.,
2018). Several outlier cleaning strategies have been proposed to mitigate this phenomenon, some
more simplistic while others include more sophisticated logic and adaptive outlier rejection criteria.
A simple approach, for example, rejects an entire volume based on the mean and standard deviation
falling outside some predefined range within an individual CBF map (Tan et al., 2009; Wang et al.,
2008). More sophisticated, adaptive approaches iteratively reject outliers based on deviation from a
representative mean CBF map (Wang et al., 2013). For example, the Structural Correlation-Based
Outlier REjection (SCORE) algorithm by Dolui, et al. (2017), compares outlier volumes with the
mean CBF map and rejects them if highly correlated, reasoning the outliers in those volumes
influence the mean to a greater degree than nonoutlier volumes. An even more sophisticated,
adaptive approach uses a prior-guided, slice-wise adaptive outlier cleaning algorithm named
PAOCSL (Li et al., 2018). This algorithm leverages a prior mean CBF map generated from high
quality data, using this as outlier rejection criteria at each slice while also considering neighboring
slices. Slices are rejected as outliers if they are the least correlated with the mean CBF reference
map (Li et al., 2018). PAOCSL has outperformed other outlier cleaning algorithms, benefitting
from the fact that this algorithm does not simply discard entire volumes, identifying outliers in a
slice-wise manner, retaining more data while detecting outliers at a more refined level.
1.4. Neuroimaging and machine learning
Neuroimaging data has conventionally been analyzed with standard statistical inference
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techniques, examining whole-brain, voxel-wise correlations, deriving statistical significance
measures such as p-values for each voxel in the data (Gaonkar & Davatzikos, 2013). This approach
effectively considers each voxel separate from the whole image volume, ignoring correlation with
neighboring voxels (Wang et al., 2006). While such an approach allows for ease of interpretation, it
fails to adequately and efficiently capture the relationships among different brain regions (Gaonkar
& Davatzikos, 2013). Given that CBF maps generated via ASL inherently represent data across
different brain regions, it may require a multivariate approach to boost sensitivity (Wang et al.,
2006).
Machine learning methods such as support vector machines (SVMs) have become
increasingly more popular as researchers have realized that such multivariate pattern analysis
(MVPA) provides richer information than univariate analysis, which can only consider one variable
at a time (Gaonkar & Davatzikos, 2013). SVMs operate under an algorithm that considers the space
of predictive features to find the best plane to separate binary classes. SVMs have been shown to
be quite effective in predicting neurological outcomes related to brain activity, structure, and
clinical features (Gaonkar & Davatzikos, 2013). In particular, the use of SVMs in the field of
neuroimaging has garnered the most attention for its use in BOLD fMRI analysis as it has proven
successful in brain state classification using whole-brain (LaConte et al., 2005; Mourão-Miranda et
al., 2005) and pre-feature selected data (Cox & Savoy, 2003; Davatzikos et al., 2005; Mitchell et
al., 2004; Wang et al., 2003b). In 2006, Wang et al. claimed they were the first to use an SVM to
explore the multivariate information structure of ASL perfusion data obtained from a small study
of healthy subjects. Since then, several other studies have leveraged SVMs trained on ASL data,
most commonly to research age-related cognitive decline seen in Alzheimer’s disease or dementia
(Bron et al., 2014; Collij et al., 2016; Xekardaki et al., 2015).

9

1.5. The current study
The primary aim of this research is to use machine learning, specifically an SVM
classification model, to classify TBI patients from healthy control subjects. The goal is to identify
the most predictive regions of interest (ROIs) in the brain. A secondary aim of this research is to
investigate the effectiveness of the PAOCSL outlier cleaning algorithm as compared to no outlier
cleaning and the SCORE outlier cleaning algorithm with regards to boosting the SNR in ASLgenerated CBF maps. Specifically, this research will examine the effectiveness of these outlier
cleaning methods via the performance of an SVM machine learning model, which will classify and
detect patient CBF maps from control CBF maps. We hypothesize that the PAOCSL algorithm will
generate CBF maps with a greater SNR as evaluated by higher SVM classification performance
compared to the CBF maps generated via no outlier cleaning or the SCORE algorithm when
classifying patient versus control CBF maps.
As cited by Li et al. (2018), ASL is an up-and-coming technique used to measure CBF.
However, the SNR in this neuroimaging technique is less than desirable. Moreover, past research in
the field of neuroimaging generally uses purely statistical, univariate, and voxel-wise approaches to
analyze data (Gaonkar & Davatzikos, 2013). As Gaonkar and Davatzikos (2013) point out, while
univariate analyses may be more interpretable, multivariate approaches, such as machine learning,
can provide a more robust depiction of the nuanced relationships within neuroimaging data (such
as ASL data) and can also provide better predictive power. SVMs, in particular, are quite effective
machine learning models when dealing with high dimensional spaces, such as neuroimaging data,
and work well when dealing with small sample sizes (Overton et al., 2020).
While the current study builds upon findings from several previous studies, including Ware
et al. (2020) and Li et al. (2018), a literature search on the topics of ASL, CBF, and machine
learning indicates that previous research has not used any innovative ASL outlier cleaning
10

algorithms or SVM classification concerning the study of CBF changes seen post-TBI; prior
studies have only used the standard techniques of post-processing subtraction, rudimentary outlier
detection, and traditional statistical analyses.
This research is in response to past work as it relates to ASL, CBF, and TBI but with the
novel approach of leveraging new and improved outlier detection and cleaning techniques, as well
as implementing machine learning to better classify and detect CBF alterations between TBI
patients and control subjects. From a clinical perspective, better detection leads to improved
prediction of prognosis, ultimately leading to identification of treatment targets such as regional
hypoperfusion. These targets may be treated with various neuromodulation methods including
transcranial photo-biomodulation, which has been shown to increase CBF in TBI patients (Torre et
al., 2019).

2. Methods
2.1. Participants
The institutional review board of the home institution approved this study and informed
written consent was granted by the participants or their legally authorized representatives. The
subject pool consisted of participants between the ages of 18 and 64 years old with a history of at
least a moderate severity, non-penetrating TBI. The subjects presenting with TBI met at least one
of the following criteria: a Glasgow Coma Scale (GCS) not related to sedation, paralysis, or
intoxication of less than 13 while in the emergency department; 12 or more hours of loss of
consciousness, or post-traumatic amnesia (PTA) lasting longer than 24 or more hours. Excluded
participants met one or more of the following criteria: a history of previous TBI, central nervous
system disease, seizure disorder, schizophrenia, or bipolar disorder; a history of drug or alcohol
abuse; pregnancy; inability to complete MRI scanning due to implants, claustrophobia, or
11

restlessness; non-fluency in English; or incomplete testing and scanning 3 months post-TBI due to
severity of disability. Another exclusion criterion included focal intraparenchymal lesions greater
than 5 cm3 and 50 cm3 for subcortical and cortical lesions, respectively. This resulted in a subject
pool of 42 TBI participants which were matched by 35 healthy control volunteers based on age,
sex, and years of education. The control participants were subject to the same exclusion criteria
mentioned previously with an additional exclusion criterion of any history of TBI resulting in loss
or alteration of consciousness. Neuroimaging, specifically ASL imaging measures, were obtained
from all moderate-to-severe TBI participants 3, 6, and 12 months post-injury. Neuropsychological
measures were also obtained post-injury for the same time periods. For the purposes of this study,
only ASL neuroimaging data 3 months post-injury was analyzed.
2.2. Clinical measures
Clinical measures were ascertained during hospitalization or retrieved from medical
records. TBI severity was indexed by PTA duration, measured during patient rehabilitative care, or
conservatively estimated if patients still exhibited PTA when discharged. All control subjects and
TBI patients were subjected to neuropsychological tests in domains often affected by TBI, such as
processing speed, executive function, and verbal learning to assess cognitive performance and
impairment. While the neuropsychological impact of TBI is not under direct investigation in this
current study, previous research the current study is based on did examine the relationship between
imaging measures and neuropsychological test performance and demonstrated a moderate
correlation (Ware et al., 2020).
2.3. ASL imaging acquisition
ASL imaging data was collected via a pseudo-continuous ASL sequence in which the ASL
plane is 9 cm below the center of the imaging volume. The labeling duration and post-labeling
delay were 1.5 s. A two-dimensional echo planar sequence was used to acquire the images. The
12

parameters of a 4 s repetition time (TR), an 18 ms echo time (TE), a field of view of 220 mm, a
matrix 64 x 64, and voxel size 3.4 x 3.4 x 7.2 mm3 were used. A total of 18 sequential slices with a
thickness of 6 mm were acquired in an inferior to superior orientation. Signal averaging was
executed using 45 label-control image pairs.
2.4. Data preprocessing
ASL preprocessing was applied to the ASL imaging data prior to any machine learning
using a standard ASL toolbox pipeline and SPM12 software (Wang et al., 2008). First, the origin of
each volume was reset to the center, reorienting the original native space structural T1 data.
Following this, the raw ASL data were motion corrected by realigning to each subject’s mean
functional image. Motion timecourses for the ASL control and label images were estimated by a
rigid body transform and the spin and control labeling time paradigm was removed from the
motion timecourses via regression. Acquired label and control images were motion corrected using
the residuals. Next, the ASL data were coregistered to the reorientated structural T1 image data. To
reduce noise, SPM’s Gaussian smoothing kernel of 6 mm full width at half maximum was used to
smooth the realigned and coregistered ASL image data. Following this, extra-cranial voxels were
excluded using perfusion masks based on the mean functional images. Pairwise subtraction of the
control and label images quantified the CBF from the ASL images (Wang et al., 2008) and the
resulting CBF maps were segmented and normalized to the Montreal Neurological Institute (MNI)
template space. Finally, three sets of mean CBF maps were generated using no outlier cleaning (for
a baseline measure), as well as the SCORE and PAOCSL outlier cleaning algorithms.
2.5. Dimensionality reduction and feature selection
Since the CBF map data set in this study was quite small in terms of sample size, at a total
of 77 participants, but yet quite high in number of variables, with the dimensionality of each 3D
ASL image at 79 x 95 x 79 voxels, amounting to 592,895 total voxels, selecting meaningful input
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variables (features) for the model was of critical importance. While each voxel could be considered
an individual feature, given the large number of voxels in the whole brain ASL image data, it was
paramount to reduce the number of features for use in the SVM model to avoid overfitting and the
curse of dimensionality (Noble, 2006).
In machine learning, overfitting occurs when the analysis of too many features in a given
data set causes the model to essentially “memorize” the data rather than learn a true signal from the
features (Hawkins, 2004). This results in a model that may have poor performance and
generalizability on yet unseen data (Hawkins, 2004). On the other hand, the curse of dimensionality
arises when analyzing a high-dimensional feature space, such that the number of features greatly
outnumbers the data samples used for training (Hughes, 1968). In fact, while the number of
features increases at a fixed training sample size, the model’s performance will indeed increase up
to a certain number of additional features; however, past this point the model’s performance will
steadily decline (Hughes, 1968). This decline in performance is due to the additional features
obscuring any significant difference between training samples in the data set, essentially
introducing noise, causing the model to not discriminate any relevant pattern in the data (Houle et
al., 2010).
For each of the three CBF map data sets handled with the different ASL outlier cleaning
methods under study here, dimensionality reduction and feature selection were performed using
nilearn (Abraham et al., 2014), a Python based statistical neuroimaging library, using the approach
of computing an ROI mask. The ROIs were calculated using the Harvard-Oxford probabilistic
atlas, covering 48 cortical regions, sampled at 2 mm, with a threshold probability of 0.25, and
combining values from both the right and left hemispheres. In particular, the nilearn class
NiftiLabelsMasker was implemented to extract and calculate the mean CBF values from a subset of
voxels corresponding to the 48 cortical regions rather than the whole brain images. This effectively
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reduced the data from a potentially very high dimensional feature space of 592,895 voxels to a
more tractable feature space of 48 ROIs. Furthermore, using ROIs as a dimensionality reduction
technique has the additional advantage of better interpretability given that a priori
neurobiologically derived brain regions should reflect a natural link between units of analysis and
physiological function (Eickhoff et al., 2018). See Appendix Figure 1 for a visualization of the
Harvard-Oxford atlas.
The ASL image data used in this study were stored in NIfTI file format. Unfortunately,
NIfTI files can contain null values, generally produced by prior spatial registration conducted as
part of the SPM data preprocessing pipeline. This is problematic because the null values signify
that certain brain regions are missing data. To ameliorate the complications caused by any missing
data in this analysis, mean values for ROIs containing less than 10% null values were calculated for
any subjects meeting this criterion by simply ignoring the null values when taking the mean. For
example, one patient had 3.7% null values in the superior frontal gyrus but given that more than
90% of the voxels in that region contained valid data, the mean was calculated from the remaining
96.3% of data in this region. On the other hand, any ROIs with greater than 10% null values were
discarded from further analyses. This included two regions, the temporal fusiform cortex (anterior
division) and inferior temporal gyrus (anterior division). Both these regions consistently showed up
as regions with greater than 10% null values in several subjects across both patients and controls.
The data from all three outlier cleaning methods exhibited identical null value percentages across
the same ROIs. As the temporal fusiform cortex (anterior division) and inferior temporal gyrus
(anterior division) were discarded from the feature set due to lack of reliable data, the final feature
set contained 46 ROIs.
2.6. Exploratory data analysis
Subjects were divided by patients and controls and exploratory data analyses were
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performed separately for each outlier cleaning method using pandas, an open-source Python data
analysis and manipulation tool (McKinney, 2010). The group mean, standard deviation, median,
interquartile range, minimum, and maximum mean CBF values were calculated for each of the 46
ROIs. Additionally, the mean differences in control versus patient ROI values were determined,
again for each of the three different outlier cleaning methods.
2.7. Machine learning classification and validation
The machine learning classification and validation portion of this study was performed
using scikit-learn (Pedregosa et al., 2011), an open source, state of the art machine learning Python
library. For each of the three CBF map data sets generated with the different ASL outlier cleaning
methods, a linear kernel (a mathematically derived space that transforms the data) SVM model was
trained using the 46 ROIs as features. The regularization parameter C was left at the default value
of 1.0, penalizing misclassifications with an L2 penalty, which has been shown to make SVMs less
prone to overfitting (Schölkopf et al., 2001). A small class imbalance existed between control and
patient groups, slightly biased towards patients with patients making up 55.69% of the entire
sample. Given how minor the imbalance was, and the fact that it’s been shown that SVMs still
perform reasonably well on moderately imbalanced data (Akbani et al., 2004), the only measure
employed to address the class imbalance was to stratify the data such that the original distribution
of classes (patients and controls) remains intact during model training and validation. Because
SVMs assume all feature values are centered around zero and have a variance in the same order of
magnitude (scikit-learn developers, 2020b), the 46 ROI features were scaled through
standardization to have a mean of zero and a standard deviation of one.
Three SVM models were trained, one with the CBF maps preprocessed with no outlier
cleaning, another with the CBF maps preprocessed with the SCORE outlier cleaning algorithm, and
a third using the CBF maps preprocessed with the PAOCSL outlier cleaning algorithm. The models
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were initially evaluated using a 10-fold stratified cross validation technique and the area under the
Receiver Operating Characteristic (ROC) curve was calculated for each model trained on the 46
ROI features. K-fold cross validation involves splitting the data into k smaller sets, or “folds”,
training the model on k – 1 of folds for training, validating the model on the remaining data, and
measuring the final performance by taking the average across the training folds (scikit-learn
developers, 2020a). While the primary use case for cross validation is to avoid overfitting while
tuning hyperparameters (which was not done in this study), cross validation is also advantageous
when evaluating models trained on small data sets (scikit-learn developers, 2020a). However,
single models trained on small data sets containing less than a few hundred samples with a
relatively high feature count can have better than expected results on cross validation due to chance
alone (scikit-learn developers, 2020a). Despite the dimensionality reduction that was implemented
on the CBF map data, the resulting data set under study here is still quite feature rich relative to the
small sample size. To address this concern, other groups have investigated the use of permutationbased p-values for assessing model performance (Golland & Fischl, 2003; Golland et al., 2005;
Hsing et al., 2003; Molinaro et al., 2005). A permutation test evaluates how likely the observed
model performance would be obtained by chance (Ojala & Garriga, 2010). As such, a permutation
test was conducted to evaluate the model performances. First, the mean accuracy, precision, and
recall across 1,000 iterations of a five-fold stratified cross validation SVM model were calculated
using the unpermuted label data (i.e., control or patient label) for data from each outlier cleaning
methods. This greatly reduces any results due to variation in the data since each observation in the
data is randomly subsampled as training and testing data many times (Ojala & Garriga, 2010),
providing more robust estimates of model performance. These values were then compared to a null
distribution to ascertain p-values. The null distribution was calculated by taking the average
performance of the five-fold cross validation SVM trained on 1,000 different permutations of the
17

labels being randomly shuffled. The p-value was then measured as the fraction of permutations for
which the average cross validation score using the model trained on the randomly shuffled label
data outperformed the score from the model using the original (unshuffled) data. This effectively
determines if there is a dependency between the features and the labels in the data (Ojala &
Garriga, 2010).
To further examine model performances, analysis of misclassified samples predicted from a
single SVM model trained on 70% of the data and evaluated on the remaining 30% of the data as a
hold-out test set was also performed for each set of data generated from the three different outlier
cleaning methods. This analysis was more exploratory in nature, since as previously stated, results
from a single SVM model trained on a small data set may not be robust enough to generalize well
to unseen data. This exploration aimed to get a rough sense of the kind of samples the SVMs
misclassified for each of the three data sets.
2.8. ROI feature importance
The most important ROI features for SVM classification were determined using a
permutation importance method, again using a scikit-learn implementation. The basic idea behind
the permutation feature importance method is as a single feature value is randomly shuffled,
breaking the relationship between the feature and label. Any accompanying drop in model
performance indicates how important the feature is to the model (Breiman, 2001). Put another way,
features with no predictive value do not affect model performance when their values are
randomized. Due to limitations in the scikit-learn implementation, an SVM trained on cross
validation was not employed for this permutation feature importance method. However, similar to
the permutation-based p-value test strategy, results due to only chance subsampling were controlled
for by training and testing 1,000 iterations of an SVM, using different random stratified subsets of
75% training and 25% testing data for each run in the 1,000 iterations. During each iteration on the
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random train-test split of the data, the values of each ROI feature were randomly shuffled for
another five iterations and the mean model performance change (compared to the baseline model
performance on the unshuffled ROI feature data) was calculated as ROI feature importance. After
the 1,000 iterations were complete, the mean ROI feature importances over the 1,000 iterations of
the SVM were computed as the final ROI feature importances.
The magnitude of the SVM coefficients (weights assigned to the features) were also
evaluated in terms of ROI feature importance. For an SVM with a linear kernel, the coefficients
have been shown to be directionally proportional to the most informative features (Guyon et al.,
2002). That is, the features with the largest magnitude coefficients impact the classification
decision the most. The positive or negative sign of the SVM coefficients can be roughly understood
as contributing to the prediction of a class (Rodríguez-Pérez et al., 2017). More specifically in this
study, a positive sign contributes to the prediction of TBI patients, whereas a negative sign
contributes to the prediction of control subjects. A five-fold stratified, cross-validation SVM model
was implement using 1,000 iterations to ensure robust results. The mean coefficient value of these
1,000 iterations resulted in a total of 5,000 coefficients for each ROI. These mean coefficient
values were then computed as another estimate of ROI feature importance.

3. Results
3.1. ROI exploratory data analysis
Dimensionality reduction and feature selection resulted in mean CBF values for a total of
46 ROIs using data from each of the three ASL outlier cleaning methods: no outlier cleaning,
SCORE, and PAOCSL outlier cleaning. Two regions were discarded due to inadequate brain
coverage: the temporal fusiform cortex (anterior division) and the inferior temporal gyrus (anterior
division). Additional ROIs with null values that were equally distributed across both control and
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patient groups included the temporal pole, temporal fusiform cortex (posterior division), occipital
pole, inferior temporal gyrus (posterior division), precentral gyrus, and superior frontal gyrus
which were retained in the feature set as these ROIs had only 5% or less null values. The top five
largest ROIs in terms of total voxel size included the frontal pole, lateral occipital cortex (superior
division), precentral gyrus, postcentral gyrus, and precuneus cortex with the smallest ROI being the
supracalcarine cortex. See Appendix Table 1 for total voxel sizes across all 48 ROIs, including the
two discarded ROIs.
The control and patient group means and standard deviations were calculated for each of
the three outlier cleaning methods across the 46 ROIs. ROIs consistently within the top ten highest
group mean CBF values across both control and patient groups for all three outlier cleaning
methods included Heschl's gyrus (both H1 and H2), the cingulate gyrus (both anterior and
posterior), the parietal operculum cortex, the intracalcarine cortex, and the insular cortex. ROIs
consistently within the top ten lowest group mean CBF values included the inferior temporal gyrus
(posterior division), the parahippocampal gyrus (anterior division), temporal fusiform cortex
(posterior division), subcallosal cortex, and the temporal pole. The majority of mean CBF values
were higher for controls versus patients. As a general trend, the standard deviation for each ROI
across all three outlier cleaning methods was similar for the control groups, with the frontal medial
cortex having the largest standard deviation. The only major point of difference was the standard
deviation for the frontal pole was considerably larger in the patient data for no outlier cleaning
compared to the data cleaned with the SCORE or PAOCSL algorithms in which, again, the frontal
medial cortex was the ROI with the largest standard deviation. The mean CBF differences between
control and patient groups were also calculated for each of the three outlier cleaning methods
across the 46 ROIs. The insular cortex, inferior frontal gyrus (pars triangularis and pars
opercularis), and frontal and temporal poles were common ROIs with the greatest mean CBF
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differences across control and patient groups for all three outlier cleaning methods. The top ten
ROIs with the largest control minus patient mean CBF differences are plotted in Figure 1 for each
outlier cleaning method (also see Appendix Table 1 for mean CBF difference values for all 46
ROIs).
In addition to the control and patient group mean and standard deviation, the control and
patient median, interquartile range, minimum, and maximum mean CBF values for each ROI are
shown as box plots in Figure 2 to visualize the distribution of data across control and patient groups
for each of the three outlier cleaning methods.
3.2. SVM classification performance
The performance of the three SVM models trained on the CBF data preprocessed with no
outlier cleaning, with SCORE outlier cleaning, and with PAOCSL outlier cleaning are summarized
as the area under the ROC curves (AUC) after a 10-fold cross validation (Figure 3). In the case of
the current study, the AUC represents the model’s ability to classify patients from control subjects.
While it appears as though the SVM model trained on the PAOCSL outlier cleaned data performed
best, with an AUC of 0.74, closer examination revealed a large degree of variance in model
performances across the 10-fold cross validation for all three SVM models. However, as mentioned
previously in the Methods section, machine learning model performance can be sensitive to
random chance when cross validation is performed using small data sets with a high feature count.
For this reason, a permutation-based p-value test evaluating the mean accuracy, mean precision,
and mean recall across 1,000 iterations of a 5-fold cross validation SVM model was performed for
each of the three outlier cleaning methods. The results of the permutation test are shown in Figure
4. While the mean accuracy score (0.61) was near significance (p-value = 0.055) for the SVM
trained on the data using the PAOCSL outlier cleaning algorithm and the mean precision score
(0.65) was near significance (p-value = 0.057) for the SVM trained on the data from the SCORE
21

outlier cleaning algorithm, the p-values were not less than 0.05, therefore none of the SVM models
evaluated in this study were found to perform significantly better than chance.
To get an approximate sense of the misclassification errors of each of the three SVM
models, samples incorrectly classified as either patient or control were examined. As a general
trend, the SVM model trained on the no outlier cleaned data misclassified patients more often than
controls as compared to models trained on the SCORE or PAOCSL outlier cleaned data. Albeit the
test data set was quite small (n = 24 subjects), there was a degree of overlap between misclassified
samples across the three different SVM models. See Appendix Figure 2 for an example of a patient
all three models misclassified as a control subject. While all three models misclassified this subject,
qualitatively one can see visual differences in the CBF map images, likely the result of the different
outlier cleaning methods used.
3.3. Identification of the most predictive ROIs
Although the SVM model classification portion of this study did not yield statistically
significant results in terms of model performance, feature importances, that is the most predictive
ROIs, were still investigated for the SVM model trained on the PAOCSL outlier cleaned data as
this model’s accuracy was highest and most closely approached significance (mean accuracy =
0.61, p-value = 0.055). The top ten most important features from the permutation importance
method are plotted in Figure 5a. The most predictive ROIs were also estimated in relation to the
coefficients from the SVM trained on the PAOCSL outlier cleaned data and are plotted in Figure
5b. Several of the same ROIs were identified as the most predictive from the permutation
importance method as well as from the SVM coefficient analysis. These ROIs included the
temporal occipital fusiform cortex, the lingual gyrus, the temporal pole, the inferior frontal gyrus
(pars triangularis), the occipital pole, and the parahippocampal gyrus (posterior division).
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Figure 1. Mean CBF differences between control and patient groups.
Top ten ROIs with the greatest difference in mean CBF values between control and patient groups
using (a) no outlier cleaning, (b) SCORE outlier cleaning, and (c) PAOCSL outlier cleaning.

(a)
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(c)
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Figure 2. Group mean CBF distributions across 46 ROIs.
Box plots showing (a) control group and (b) patient group with no outlier cleaning, (c) control
group and (d) patient group with SCORE outlier cleaning, (e) control group and (f) patient group
with PAOCSL outlier cleaning. The red line represents the median, the box represents the
interquartile range, the whiskers show the range of the data (1.5 x interquartile range), and outliers
are plotted as open circles.
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Figure 3. ROC curves evaluating classifier performance.
ROC curves for a single 10-fold cross validation, linear kernel SVM classifier trained on data with
(a) no outlier cleaning, (b) SCORE outlier cleaning, and (c) PAOCSL outlier cleaning.
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Figure 4. Permutation-based p-value tests for accuracy, precision, and recall.
Permutation-based p-value tests for (a) accuracy, (b) precision and (c) recall with no outlier
cleaning, (d) accuracy, (e) precision and (f) recall with SCORE outlier cleaning, (g) accuracy, (h)
precision and (i) recall with PAOCSL outlier cleaning. The red line represents the mean
performance metric over 1,000 iterations of model training on the unpermuted data. The blue
histogram represents the null distribution for each performance metric over 1,000 iterations of
model training on permuted data.
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Figure 5. Most predictive ROIs.
Top ten most predictive ROIs returned from the classifier trained on PAOCSL data determined by
(a) the permutation importance method and (b) the SVM coefficients (a positive sign contributes to
the prediction of TBI patients, whereas a negative sign contributes to the prediction of control
subjects).
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4. Discussion
The current study’s main findings show that an SVM classifier trained on ASL-generated
CBF maps cannot significantly differentiate between TBI patients versus healthy controls.
Moreover, there was no obvious difference in performances across the SVM classifiers trained on
no outlier cleaned, SCORE outlier cleaned, or PAOCSL outlier cleaned CBF data. Nevertheless,
the overall analysis does provide possible indications there may be discriminative power in a
machine learning model trained on CBF data as the models trained on SCORE and PAOCSL
outlier cleaned data had higher than chance performance that approached significance.
Several methods of assessing classifier performance were examined to evaluate the
discriminative power of each classifier. A preliminary investigation of the SVM performances
showed a single iteration of a classifier trained on the PAOCSL outlier cleaned data performed best
on 10-fold cross validation, with a mean AUC of 0.74 (Figure 3c). The AUC is a measure of the
true positive rate as compared to the false positive rate and thus provides information on the
classifier's degree of misclassifications (Rakotomamonjy, 2004). A classifier correctly classifies all
samples when AUC is equal to 1 and a classifier that predicts at random has an AUC of 0.5
(Rakotomamonjy, 2004), hence an AUC of 0.74, as is the case of the SVM trained on the PAOCSL
outlier cleaned data, is reasonably better than chance performance. Both the additional SVMs
trained on no outlier cleaned data, as well as the SCORE outlier cleaned data, also performed better
than chance, with AUCs of 0.71 and 0.72, respectively (Figures 3a & 3b). Overton, et al. (2020)
report similar “excellent” AUC findings in their study using a 10-fold cross-validated SVM trained
on ASL-generated CBF data in psychosis spectrum classification in youths.
Upon deeper examination, however, a noticeable variance in model accuracies across the
10-fold cross validation is apparent. This may be due in part to sample size, as previous research in
machine learning validation has questioned the validity of K-fold cross validation, reporting higher
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variability in classifier performances trained on small sample sizes (Vabalas et al., 2019).
Furthermore, even if a classifier has good performance, it does not mean the data has meaningful
signal (Ojala & Garriga, 2010). Therefore, it was imperative to validate the performance of each
classifier with an approach that ascertains whether the classifiers have learned any significant
predictive patterns in the data (Ojala & Garriga, 2010).
A permutation-based p-value test was used to assess if each of the three classifier
performances significantly differed when features and classes were independent, that is, when there
is no difference between TBI patients and healthy controls in terms of CBF, versus when they are
dependent. The results of the permutation-based p-value test revealed a near, but not quite
significant, highest mean accuracy of 0.61 (p-value = 0.055) for the SVM classifier trained on the
PAOCSL outlier cleaned data. While this performance appears better than an SVM classifier
trained on data with no outlier cleaning (mean accuracy = 0.58, p-value = 0.130), it is not as
apparent whether the SVM classifier trained on PAOCSL outlier cleaned data outperformed the
SVM classifier trained on SCORE outlier cleaned data (mean accuracy = 0.61, p-value = 0.06),
given the accuracies are the same, with the SCORE classifier having a slightly higher p-value. A
more sophisticated statistical approach, such as ANOVA, would theoretically be required to make
such a claim, assuming the classifiers had yielded statistically significant results from the
permutation-based p-value classifier performance test. An additional caveat, even in the case that
the results had been statistically significant, is that the mean precision was greater than both the
mean accuracy and mean recall for each of the three SVM classifiers. It’s important to note that
precision is the proportion of predicted positive cases (TBI patients in the case of this study) that
are correctly identified. While a relevant metric, it is arguably not the primary metric used in
medical contexts (Powers, 2020). Furthermore, accuracy is also not always a good performance
metric as it is sensitive to unbalanced data (Rakotomamonjy, 2004). Given the aim of the classifier
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is to identify TBI patients from healthy control subjects to potentially target them for TBI treatment
modalities, a more useful metric of model performance would prioritize recall (sensitivity) over
accuracy, precision, and likewise, specificity, allowing the classifier to err on the side of catching
more TBI patients rather than falsely classify them as healthy.
An additional aim of this study was to identify the most important ROIs when classifying
TBI patients from healthy control subjects. Insofar as the results of the SVM classification
approached significance, this investigation into ROI importance was important because it will lead
to additional research on what approaches will improve classification. Since the SVM model
trained on PAOCSL data reached a near significant mean accuracy, this model was selected to
investigate the ROIs most predictive of TBI via a permutation feature importance method. These
results were then compared to the SVM coefficients which can also be used as a proxy of feature
importance, given a linear kernel (Shah et al., 2016). This revealed several overlapping ROIs
between the two methods, including the temporal occipital fusiform cortex, the lingual gyrus, the
temporal pole, the inferior frontal gyrus (pars triangularis), the occipital pole, and the
parahippocampal gyrus (posterior division).
These ROIs have thought-provoking functions that may shed light on how they relate to
TBI outcomes. For example, the temporal occipital fusiform cortex is a critical area for visual
recognition, relating especially to faces (Kamps et al., 2019). The function of the lingual gyrus is
also related to visual recognition, in particular to word processing (Mechelli et al., 2000). The
temporal pole has been indicated in social and emotional processing (Olson et al., 2007). The
inferior frontal gyrus, specifically the pars triangularis portion in the left hemisphere, is part of
Broca’s area and is important in speech production (Foundas et al., 1996) and grammatical
processing. The occipital pole plays an important role in the representation of the field of vision in
the visual cortex (McFadzean et al., 1994). Lastly, the posterior division of the parahippocampal
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gyrus has been shown to be involved in memory-related neural structures in the human brain
(Thangavel et al., 2008). Previous research using the same participant pool as this current study
indicated the TBI patients had reduced performance on several neuropsychological measures in
cognitive domains such as mental processing speed, verbal learning, and executive functioning
(Ware et al., 2020). While it’s important to be cautious in proposing only a speculative connection
of the important ROIs to the previously mentioned cognitive domains, the functionality of the most
important ROIs returned from both the feature importance permutation method and SVM
coefficient analysis generally coincide with cognitive deficits observed in the TBI patient group.
Other past research has also linked sustained-attention and working-memory deficits in TBI
patients with superior occipital cortex and superior temporal cortex hypoperfusion (Kim et al.,
2012), both regions sharing overlap with the important ROIs found in this study. Yet another study
found that CBF was reduced in related areas in the temporal and limbic lobes in early stage mild
TBI and was correlated with cognitive impairment associated with TBI (Peng et al., 2016). The
feature importance permutation method and the analysis of the SVM coefficients in this current
study also revealed additional important ROIs, such as the paracingulate gyrus and the precuneus
cortex, respectively. Areas in the cingulate cortex, as well as the precuneus, have likewise been
shown to have hypoperfusion in TBI patients (Kim et al., 2010). Moreover, other research also
hypothesizes that TBI causes neuropathological alterations in the brain that are similar to those
seen in Alzheimer’s disease (Peng et al., 2016) and another ASL imaging study has shown
hypoperfusion in the posterior cingulate cortex as well as the precuneus in patients who later
develop Alzheimer’s disease (Xekardaki et al., 2015). Taken overall, the findings from past
research into the neuroanatomical changes seen in CBF as it relates to TBI and the subsequent
impacts on cognition, are in line with the most important ROIs found in this study.
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4.1. Limitations of the current study
The current study has some limitations, several of which may relate to the only near
significant findings. As such, this study should be considered an initial exploration of potential
future work in the yet uncharted field of machine learning in detecting TBI neuropathology and
predicting TBI outcomes using CBF data.
While the small sample size in this study is certainly an important limitation in terms of
generalizability, it likely is not a main factor in the only slightly better than chance SVM classifier
performances observed here. In fact, Abdelrahman et al. (2020) obtained a 90.5% accuracy score
using a five-fold cross validation SVM classifier, distinguishing TBI patients from healthy controls
using DTI data. They further validated their results on a 1,000 iteration permutation test using only
a sample size of 52 participants. Furthermore, Vabalas et al. (2019) found that small sample size is
actually associated with higher reported classification accuracy of several neuroimaging studies
using machine learning. As mentioned previously, this could be due to biased performance
estimates inherent in the K-fold cross validation methodology. Hence, several works recommend
using permutation-based p-values for assessing the robustness of a classifier (Golland & Fischl,
2003; Golland et al., 2005; Hsing et al., 2003; Molinaro et al., 2005). As Ojala and Garriga (2010)
point out, this permutation test ascertains whether there is a predictive underlying structure (or
signal) in the data and whether the classifier can learn this structure. However, they also point out
that while a high p-value can suggest that the data contains no structure, it may also suggest that the
classifier was simply unable to effectively use the structure in the data. This idea highlights two
possible limitations of the current study — the data may contain no significant discriminative
signal in predicting TBI patients, and/or the SVM classifier, due to algorithmic considerations,
cannot discern any discriminative signal from the CBF data.
In the case that the data contains no signal, there are several considerations to take into
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account. First and foremost, CBF may intrinsically not have any meaningful signal that predicts
TBI. This seems unlikely, however, given the large body of research and literature that supports
that TBI is often characterized by decreases in CBF (Graves & Kreipke, 2015). Another
consideration may be the dimensionality reduction and feature selection techniques used in this
study. An often-standard approach in this regard, given the voxel-based and therefore high variable
count nature of neuroimaging data, is to use prior neuroscientific knowledge, such as probabilistic
atlases like the Harvard-Oxford atlas used here, to create ROIs (Craddock et al., 2012). However,
several other brain parcellation atlases exist that are, perhaps, better suited to represent the CBF
signal in the data used in this study. In addition to atlas-derived methods to define ROI-based
features, data-driven methods such as Principal Component Analysis (PCA) collapse the data in
such a way to create fewer, but more informative, variables (i.e., features). While such an approach
may better represent the structure in data, the resulting features from data-driven methods can be
harder to interpret when compared to more transparent ROI analyses (Smith & Nichols, 2018).
Another caveat pertinent to the realm of feature selection concerns the methods of ROI feature
importance mentioned previously — a limitation exists in that the important features identified are
only important to the SVM classifier used and do not speak to the intrinsic predictive power of any
particular feature by itself (Scikit-learn developers, 2020c). That is to say, depending on the
machine learning algorithm used, a different set of feature importances may result. Furthermore,
it’s relevant to note two ROIs, the temporal fusiform cortex (anterior division) and the inferior
temporal gyrus (anterior division), were discarded from analysis in this study due to high null
values and therefore lack of data for those regions. It’s possible CBF data from those regions may
have had predictive power in the classification of TBI patients versus healthy controls.
Yet another limitation related to the CBF data relates to data quality. The ASL technique
used in this study is more susceptible to artifacts than background-suppressed ASL techniques that
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are now becoming more widely adopted (Ware et al., 2020). These artifacts, as well as motion
artifacts, and ultimately the very low SNR inherent in ASL imaging, may have obscured any clear
signal in the resulting CBF data (Li et al., 2018). It’s also possible the outlier cleaning algorithms
examined in this study, SCORE and PAOCSL, are insufficient at detecting outliers in this data. For
example, the SCORE outlier cleaning algorithm operates by removing entire volumes of data
which could result in significant data loss and accordingly may affect any predictive signal in the
CBF maps. On the other hand, while the PAOCSL outlier cleaning algorithm retains more data, it
relies on a reference CBF map based on prior knowledge about CBF distributions; this method may
make assumptions not appropriate for this particular data.
A final limitation to consider is the usage of an SVM in the machine learning component of
this study. While SVM models have become quite widely used in neuroimaging studies, such as
those using fMRI data (Gaonkar & Davatzikos, 2013), a literature search reveals the use of SVM
with CBF data is less common. As mentioned previously, the only slightly better-than-chance SVM
classifier performances observed here may be due to the classifier not being able to learn from the
structure in the data. In particular, the SVM algorithm operates by determining the maximum
margin to separate classes by finding the optimal hyperplane (Shah et al., 2016). In addition to the
features, SVMs include a hyperparameter C which influences the hyperplane margin and therefore
misclassification rate (Gaonkar & Davatzikos, 2013). A limitation of this study is this
hyperparameter was left at the default scikit-learn value of 1.0 and perhaps hyperparameter tuning
would improve the SVM performance. Furthermore, a linear kernel was implemented for sake of
interpretability of the coefficients, and this assumes a linear relationship in the CBF data (Shah et
al., 2016). However, it is possible the predictive signal in CBF data is simply not linear.
4.2. Future studies
There are several promising avenues to consider for future research as it relates to this
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study. A meaningful area for further study includes extending the machine learning methodology
here to examine longitudinal CBF changes in TBI patients at 6 and 12 months post-injury, in
addition to the 3 months post-injury time frame under investigation in this study. This would
involve greater classifier complexity, however understanding ramifications of long-term CBF
changes for TBI patient outcomes would allow for more specific, targeted treatment plans for
individuals with longer term cognitive impairment prognoses.
The results of this study could also be expanded on by combining different neuroimaging
modalities to improve classification performance of TBI patients from healthy controls. For
example, ASL CBF maps could be combined with DTI white matter structural data, and/or MWI
myelin data, to generate more robust data. Another group has in fact combined the application of
DTI, Diffusion Kurtosis Imaging (DKI), and ASL data to predict mild TBI patient outcomes postinjury, and while they did not employ any machine learning techniques, their results showed
potential enhancement in the identification of patients with mild TBI (Grossman et al., 2013). With
regard to a multimodal neuroimaging machine learning precedence, albeit not in the field of TBI
research, Overton et al. (2020) have successfully trained an SVM on a concatenated data set of
both ASL and BOLD fMRI data in predicting psychosis spectrum in youths.
Another particularly exciting area of future work is the application of deep learning. Deep
learning is an emerging machine learning technique gaining traction in analyzing high dimensional
spaces characteristic in neuroimaging data (Thomas et al., 2019). The basic premise behind deep
learning is that it leverages representation-learning methods, with the input data, and each
subsequent representation layer, being transformed by simple, yet non-linear, functions, allowing
deep learning methods to learn complex patterns in the data (Thomas et al., 2019). An especially
useful aspect of deep learning is that it can also be used to identify signals from noisy data,
transforming the data in such a way that the irrelevant signal is reduced, and the relevant signal is
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intensified, thereby detecting latent relationships in the data (Thomas et al., 2019). In fact, research
into using a convolutional neural network (CNN), a popular deep learning architecture used in
medical imaging processing, to denoise ASL data, has shown improved SNR measures compared
to current methods (Xie et al., 2020). Another area of potential future research involves using deep
learning for anatomical segmentation and cortical parcellation, having the ability to generate ROIs
from within the structure of the data while mapping to known whole-brain regions (Henschel et al.,
2020). Moreover, deep learning can be leveraged for automatic feature learning from data and
classification at the same time, which Plis et al. (2014) have successfully demonstrated, classifying
both schizophrenic and Huntington disease patients using a deep belief network trained on MRI
data. In summary, deep learning may be a potential solution to several of the limitations faced by
this study.

5. Conclusion
Previous research has shown that CBF may provide a quantitative measure of structural and
functional changes following TBI (Kim et al., 2010); however, the specific relationship between
CBF measures and TBI remains ambiguous (Ware et al., 2020). Hence more research is necessary
for meaningful understanding of changes in CBF as it relates to TBI. This study investigated the
predictive performance of several SVM models trained on CBF data. The principal aim was to
classify TBI patients from healthy control subjects and consequently identify the most predictive
ROIs as they relate to CBF and TBI. Given the well-established low SNR in ASL-generated CBF
maps (Dolui et al., 2017, Li et al., 2018), the CBF data was approached with three different outlier
cleaning methods: no outlier cleaning, as well as two additional, sophisticated adaptive algorithms,
SCORE and PAOCSL. Since previous work has shown the PAOCSL algorithm to have the greatest
increase in SNR as compared to the SCORE algorithm (Li et al., 2018), an important additional
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aim was to evaluate the performance of an SVM classifier trained on PAOCSL cleaned CBF data.
While none of the SVM classifiers were shown to perform significantly better than random
guessing, using more sophisticated outlier cleaning methods tended to improve the classification
accuracy. The results of this study may be used to guide more pointed future research into the use
of machine learning to predict TBI from ASL-generated CBF data.
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Appendix
Appendix Table 1. ROIs by total voxel size.
In addition to total voxels for each ROI, mean CBF differences between control and patient subjects are
shown for each outlier cleaning method.

Control – Patient
ROIs

Total
Voxels

No outlier
cleaning

SCORE

PAOCSL

Frontal Pole

15,397

10.58

4.70

6.13

Lateral Occipital Cortex, superior
division

9,779

0.84

-0.96

-0.22

Precentral Gyrus

8,573

1.20

0.75

1.53

Postcentral Gyrus

6,895

-0.15

-0.57

0.68

Precuneous Cortex

5,623

3.96

1.49

3.54

Middle Frontal Gyrus

5,316

5.05

5.32

5.59

Occipital Pole

5,276

9.00

3.70

5.20

Superior Frontal Gyrus

5,080

3.11

3.80

3.84

Temporal Pole

4,711

6.41

4.45

5.27

Lateral Occipital Cortex, inferior
division

4,089

6.37

3.82

4.56

Lingual Gyrus

3,381

10.50

7.95

9.34

Frontal Orbital Cortex

3,148

5.85

5.13

7.02

Paracingulate Gyrus

2,944

8.66

6.80

7.69
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Superior Parietal Lobule

2,908

-0.79

4.02

-0.12

Cingulate Gyrus, anterior division

2,592

8.89

7.10

7.90

Middle Temporal Gyrus, posterior
division

2,525

3.95

3.71

4.37

Cingulate Gyrus, posterior division

2,412

7.88

5.17

7.34

Angular Gyrus

2,409

4.24

2.89

3.56

Insular Cortex

2,341

9.19

8.07

8.60

Supramarginal Gyrus, posterior division

2,259

3.58

2.38

3.17

Middle Temporal Gyrus,
temporooccipital part

2,004

5.45

4.29

4.88

Inferior Temporal Gyrus, posterior
division

1,942

2.40

2.20

3.31

Central Opercular Cortex

1,886

7.28

6.21

7.14

Superior Temporal Gyrus, posterior
division

1,830

4.89

3.75

4.89

Occipital Fusiform Gyrus

1,806

6.57

5.51

6.87

Supramarginal Gyrus, anterior division

1,742

2.34

1.03

2.43

Temporal Fusiform Cortex, posterior
division

1,594

2.26

1.11

3.64

Juxtapositional Lobule Cortex (formerly
Supplementary Motor Cortex)

1,484

1.86

1.82

2.78

Inferior Temporal Gyrus,
temporooccipital part

1,470

2.22

2.78

2.98

Temporal Occipital Fusiform Cortex

1,469

7.71

6.42

8.36

Intracalcarine Cortex

1,401

9.52

7.70

8.27
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Inferior Frontal Gyrus, pars opercularis

1,384

6.77

5.62

8.90

Parahippocampal Gyrus, anterior
division

1,248

0.73

-0.04

2.54

Cuneal Cortex

1,227

5.02

3.14

4.26

Subcallosal Cortex

1,142

6.11

5.11

6.36

Parietal Operculum Cortex

1,119

7.10

5.02

6.92

Inferior Frontal Gyrus, pars triangularis

1,103

9.22

5.62

6.29

Frontal Medial Cortex

976

5.05

2.19

4.50

Planum Temporale

952

6.61

4.54

6.62

Middle Temporal Gyrus, anterior
division

848

4.05

2.91

4.03

Planum Polare

749

7.92

6.70

7.46

Parahippocampal Gyrus, posterior
division

710

8.72

6.92

8.51

Frontal Operculum Cortex

687

8.32

7.94

8.30

Heschl's Gyrus (includes H1 and H2)

604

8.94

6.89

8.87

Superior Temporal Gyrus, anterior
division

521

2.46

1.14

2.26

Supracalcarine Cortex

261

9.02

7.12

8.14

Total
Voxels

No outlier
cleaning

SCORE

PAOCSL

Inferior Temporal Gyrus, anterior
division

647

N/A

N/A

N/A

Temporal Fusiform Cortex, anterior
division

610

N/A

N/A

N/A

Discarded ROIs
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Appendix Figure 1. Harvard-Oxford reference atlas used to generate ROIs.
Frontal, midsagittal, and horizontal views of the brain plotted with the visible ROIs in each view as
generated using the Harvard-Oxford atlas in nilearn.

Appendix Figure 2. Example TBI patient misclassified as a control subject.
Frontal, sagittal, and horizontal views of a TBI patient misclassified as a healthy control subject by
the SVM model trained on data from (a) no outlier cleaning, (b) SCORE outlier cleaning, and (c)
PAOCSL outlier cleaning.
(a)
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(b)

(c)
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