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THERMODYNAMICS AND UNIVERSALITY FOR MEAN FIELD
QUANTUM SPIN GLASSES
NICHOLAS CRAWFORD
Department of Mathematics, University of California at Los Angeles
ABSTRACT. We study aspects of the thermodynamics of quantum versions of spin glasses. By
means of the Lie-Trotter formula for exponential sums of operators, we adapt methods used to
analyze classical spin glass models to answer analogous questions about quantum models.
1. INTRODUCTION
Classical spin glass models have seen a flurry of activity over the last few years, see [2, 4, 9,
10, 11, 13, 14, 15, 20, 21, 22] to name a few; in particular [2, 9, 10, 22] all consider aspects of
the (generalized) Sherrington-Kirkpatrick model, a mean-field model in which the interactions
between spins are mediated by an independent collection of Gaussian random variables. In con-
trast, though physicists have considered both short and long range quantum spin glass models
for quite sometime, see [3, 8, 18, 19], there are few rigorous mathematical results; we mention
[5], which provides a proof that the quenched free energy of certain short ranged quantum spin
glasses exists.
Here we extend classical spin glass results to quantum models in two directions. First, using
the ideas of [11], we demonstrate the existence of the quenched free energy of the Sherrington-
Kirkpatrick spin glass with a transverse external field. Next, under conditions made precise below,
we give a complementary result which shows that a large class of quantum spin glasses, including
the transverse S-K model, satisfies universality. By this we mean that as the size of the system
goes to infinity, the asymptotics of the free energy of the system do not depend on the type of
disorder used to define model. This latter result is based on the work of [4].
One may view this paper as an attempt to adapt the methods of classical spin systems to the
analysis of various quantum models. Guerra’s interpolation scheme [9, 10, 11] and the Gaussian
integration-by-parts formula are ubiquitous tools in the classical setting. A major theme of the
present work is that through the systematic use of the Lie-Trotter product formula (i.e. that
eA+B = lim
k→∞
k∏
j=1
e
A
k e
B
k (1.1)
for any pair of operators A,B) one may extend the interpolation scheme and integration-by-parts
formula to quantum systems in useful ways.
For concreteness, the remainder of the introduction and the following section use the language
of the spin-1/2 representation of su(2) to describe quantum spin systems, though a number of
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our methods apply in larger generality. In this setting, one describes each particle using a two
dimensional Hilbert space C2 along with a representation of su(2) generated by the triplet of
Pauli operators ~S = (S(x), S(y), S(z)).
To represent an N -particle system, we introduce the tensor product VN =
⊗N
j=1C
2
, one
factor for each particle, along with a sequence (~Sj)Nj=1 of N copies of the Pauli vector ~S, where
~Sj acts on the j’th factor. The particles interact by means of the Gibbs-Boltzmann operator
e−βHN associated to the Hamiltonian HN . Here, HN is a self adjoint operator acting on VN ,
typically a polynomial in the N -tuple of spin operators (~Sj)Nj=1. For example, the Hamiltonian
of the simplest non-trivial quantum spin system, the transverse Ising model, is described by
−HN = 1
N
N∑
i,j=1
S
(z)
i S
(z)
j + λ
N∑
j=1
S
(x)
j (1.2)
where λ > 0.
Once we specify the Hamiltonian, statistical quantities of the system may be defined. The
partition function and free energy of a quantum spin system are defined via the trace of the
Gibbs-Boltzmann operator as
ZN (β) =Tr
(
e−βHN
)
fN (β) =
−1
Nβ
logZN .
Self adjoint operators on VN replace functions as observables of the system and the thermal
average of an observable A is defined as
〈A〉 = Tr
(
Ae−βHN
)
Tr (e−βHN )
.
With this formalism we present a few examples of spin glasses of particular interest. Tradi-
tionally the modeling of any spin glass necessitates the introduction of disordered interactions
between spin. In general, and will be the case here, the interactions are i.i.d. The basic example,
the transverse S-K model, has a Hamiltonian defined by
−HN = 1
2
√
N
N∑
i,j=1
Ji,jS
(z)
i S
(z)
j + λ
N∑
j=1
S
(x)
j .
A more complicated class of models, the quantum Heisenberg spin glasses, are described by one
of the Hamiltonians
−HN = 1
2
√
N
N∑
i,j=1
Ji,j
[
S
(z)
i S
(z)
j + αS
(x)
i S
(x)
j + γS
(y)
i S
(y)
j
]
−H˜N = 1
2
√
N
∑
ν∈{x,y,z}
N∑
i,j=1
J
(ν)
i,j S
(ν)
i S
(ν)
j ,
where α, γ ∈ R.
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There is a sharp and interesting contrast in the scope of application of our results. Unlike the
quantum Heisenberg spin glasses, applying the Lie-Trotter expansion to the transverse S-K model
has the added benefit of allowing a natural path integral representation, known as the Feynman-
Kac representation, of statistical quantities like the free energy. More precisely, the Feynman-
Kac representation allows the expression of the partition function as a measure on ca`dla`g paths
with state space the classical Ising spin configurations on N sites, {−1,+1}N . For this and other
technical reasons we can only resolve the existence of the free energy for the one quantum model.
The remainder of the paper is structured as follows. Section 2 introduces notation and states
the main theorems of the paper. Section 3 presents quantum generalizations of [4] which allow
us to prove universality and control the fluctuations of the free energy for a class of quantum
spin glasses which include the spin-1/2 quantum Heisenberg spin glasses. In addition, we adapt
the techniques of [11] to prove exponential decay of the fluctuations of models with Gaussian
disorder. Finally, Section 4 details the existence of the pressure of the transverse S-K model.
2. RESULTS
We begin by giving a bit of notation to be used below. We consider a collection ξI of random
variables, where I is in some finite indexed set I and denote E [·] and P (·) integration with respect
to this collection. Examples of index sets that we have in mind include the collection of all r-
tuples of sites in a system of N particles. In the simplest case the index set I consists of all pairs
(i, j) (or more generally some subset of pairs). Unless otherwise specified, the variables ξI are
assumed to be i.i.d. according to some fixed random variable ξ satisfying the conditions
E [ξ] = 0, E
[
ξ2
]
= 1, E
[|ξ|3] <∞.
When explicitly considering Gaussian environments we denote the random variables by gI .
Let S represent the N -tuple of Pauli vectors and consider the Hamiltonian
HN (ξ) =
∑
I∈I
ξIXI(S)
where each XI(S) is a self-adjoint polynomial in the spin operators, i.e. X∗I (S) = XI(S). We
define the associated partition function and quenched ‘pressure’ by
ZN (β, ξ) = Tr
(
eβHN
)
; αN (β, ξ) = E [logZN (β, ξ)] .
Note that for convenience we have omitted the minus sign from the expression for the Gibbs-
Boltzman operator. For any operator Awe denote its operator norm by ‖A‖ := supv∈V
[
(Av,Av)
(v,v)
] 1
2
.
With this notation we have the following result:
Theorem 2.1 Let ξ be random variable with mean 0, variance 1, and E
[
|ξ|3
]
< ∞ and let g
be a standard normal random variable. Let IN index the interactions between particles at the
system size N . Suppose ∑
I∈IN
‖XI(S)‖3 = o(N).
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Then for any β ∈ R, ∣∣∣∣ 1N αN (β, ξ) − 1N αN (β, g)
∣∣∣∣ = o(1)
as N tends to infinity. Moreover
E
[∣∣∣∣ 1N logZ(β, ξ)− 1N αN (β, ξ)
∣∣∣∣
3
]
≤
√|IN |o(N)
N3
.
Remark 2.2 In the quantum Heisenberg Hamiltonians, the norm of each summand is bounded
by C√
N
and the number of pairs is of the order N2. As a result,
∑
I∈IN
‖XI(S)‖3 = O(N
1
2 )
and the theorem is immediately applicable.
The error bounds get better if one assumes the random variable ξ has higher moments. At the
extreme end, we consider the case of fluctuations for Gaussian environments:
Proposition 2.3 Let g be a standard normal random variable. Then
P (|logZN (β, g) − αN (β, g)| ≥ u) ≤ 2e
(
− u2∑
I∈IN β
2‖XI‖2
)
.
Remark 2.4 Note the generality with which these results are stated. In the introduction we ad-
vertised their application to mean field models. However, choosing the operators XI and index
sets IN appropriately allows application to a wide variety of systems.
Next we take up the more subtle question of the existence of the free energy for mean field
models. As mentioned above, we specialize to the transverse S-K model:
−HN (λ) = 1
2
√
N
N∑
i,j=1
gi,jS
(z)
i S
(z)
j + λ
N∑
j=1
S
(x)
j .
In light of Theorem 2.1, we have assumed the interactions are Gaussian.
Theorem 2.5 Let β, λ > 0 be fixed. Then
lim
N→∞
−1
βN
E
[
logTr
(
e−βHN (λ)
)]
exists and is finite. Moreover, there exists a K > 0 so that the following concentration property
holds:
P
(∣∣∣∣−1N log Tr
(
e−βHN (λ)
)
+
1
N
E
[
log Tr
(
e−βHN (λ)
)]∣∣∣∣ ≥ u
)
≤ 2e−N
Ku2
β2 .
Remark 2.6 For readability, we assume here that the disordered portion of the Hamiltonian in
(??) is a two body interaction. However analogous arguments allow one to treat p-spin models
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where we replace the disordered portion by
−HdisN (S(z)) = N
∞∑
r=1
ar
N
r
2
∑
i1,...ir
gi1...ir
r∏
k=1
S
(z)
ik
Here {gi1...ir} is a collection of independent standard Gaussian random variables and
∑∞
1 a
2
rq
r
is even, convex and continuous as a function of q on [−1, 1]. See [2] and [11].
3. UNIVERSALITY AND FLUCTUATIONS
Before proving Theorem 2.1, we adapt the methods of [4] so as to apply them to a wide variety
of quantum spin systems. It turns out that the line of argument given there is robust enough to
be followed in the quantum case, though the calculations must be adjusted to accommodate the
non-commutative setting.
In the general setup, we consider a collection of self adjoint operators {Xi}di=1 andH0 defined
on some finite dimensional Hilbert space. Let
H(ξ) =
d∑
1
ξiXi +
1
β
H0
Z(β, ξ) = Tr
(
eβH(ξ)
)
α(β, ξ) = E [logZ(β, ξ)]
denote the Hamiltonian, partition function, and quenched ‘pressure’ of a system. We define the
thermal average, Duhammel two point function, and the three point function for the operators
A,B, and C as follows:
〈A〉 =Tr
(
AeβH(ξ)
)
Z(β, ξ)
(A,B) =
∫ 1
0 Tr
(
AeuβH(ξ)Be(1−u)βH(ξ)
)
du
Z(β, ξ)
(A,B,C) =
∫ 1
0
∫ 1
0 uTr
(
AesuβH(ξ)Be(1−s)uβH(ξ)Ce(1−u)βH(ξ)
)
ds du
Z(β, ξ)
.
For the convenience of the reader, we recall a generalized integration-by-parts lemma proved
in [4]. The left hand side of (3.1) is well known to be zero if the randomness is Gaussian. This
fact will play a role in what follows.
Lemma 3.1 Let ξ be a real valued random variable such that E
[|ξ|3] <∞ and E [ξ] = 0. Let
F : R→ R be twice continuously differentiable with ‖F ′′‖∞ = supx∈R |F ′′(x)| <∞. Then∣∣E [ξF (ξ)]− E [ξ2]E [F ′(ξ)]∣∣ ≤ 3
2
‖F ′′‖∞E
[
|ξ|3
]
. (3.1)
We first provide an expansion of the quenched pressure:
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Lemma 3.2
∂α(β, ξ)
∂β
= βE
[
d∑
i=1
(Xi,Xi)− 〈Xi〉2
]
+ 9O(β2)E
[
|ξ|3
]( d∑
i=1
‖Xi‖3
)
where |O(β2)| ≤ β2.
Remark 3.3 There is no correction in this formula when ξ is Gaussian since the integration-by-
parts formula is exact in this case .
Proof. To begin the derivation, we have
∂α(β, ξ)
∂β
=
d∑
i=1
E [ξi〈Xi〉] .
Let us define Hi(z) =
∑
j 6=i ξjXj + zXi +
1
βH0, denote the corresponding Gibbs state by 〈·〉
(z)
i
and define the function Fi(z) = 〈Xi〉(z)i . Then
E [ξi〈Xi〉] = E [ξiFi(ξi)] .
To expand Equation (3), we calculate the first and second derivatives of Fi. Applying the Lie-
Trotter expansion, i.e. that eA+B = limk
∏k
1 e
A/ke
B/k, with A = βzXi and B = βHi(z)−βzXi,
we find that the first and second derivatives of Fi take the form:
F ′i (z) =β
[
(Xi,Xi)
(z)
i −
(
〈Xi〉(z)
)2]
F ′′i (z) =β
2
[
2 (Xi,Xi,Xi)
(z) − 3 (Xi,Xi)(z) 〈Xi〉(z) + 2
(
〈Xi〉(z)
)3]
.
In order to prove the lemma we must bound F ′′i . To this end we claim that for any a1, . . . , an >
0 so that a1 + · · · + an = 1 and any self-adjoint operators X,H∣∣Tr (Xea1H · · ·XeanH)∣∣ ≤ ‖X‖nTr (eH) (3.2)
Indeed, we may assume by continuity that aj = kj2m for some m > 0 and some sequence of
positive integers (kj) summing to 2m.
For any sequence of operators (Bj)2kj=1,∣∣∣∣∣∣Tr

 2k∏
j=1
Bj


∣∣∣∣∣∣ ≤
2k∏
j=1
Tr
([
BjB
∗
j
]k) 12k
. (3.3)
This can be seen as a specific case of the general method of chessboard estimates, Theorem 4.1
of [7]. Applying (3.3) to the left hand side of (3.2) with Bj ∈ {Xe H2m , e H2m } we have
∣∣Tr (Xea1H · · ·XeanH)∣∣ ≤ Tr([Xe H2m−1 X]2m−1) n2m Tr (eH) 2m−n2m (3.4)
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Another application of (3.3) implies
Tr
([
Xe
H
2m−1X
]2m−1)
≤ Tr
(
X2
m+1
) 1
2 Tr
(
e2H
) 1
2 .
Using this bound on the right hand side of (3.4) and letting m pass to infinity proves the bound
(3.2).
It follows that ‖F ′′i ‖∞ ≤ 6β2‖Xi‖3. Recalling that E
[
ξ2
]
= 1, Lemma 3.1 in conjunction
with the previous calculations imply∣∣∣∣∣∂α(β, ξ)∂β − βE
[
d∑
i=1
(Xi,Xi)− 〈Xi〉2
]∣∣∣∣∣ ≤ 9β2E [|ξ|3]
(
d∑
i=1
‖Xi‖3
)
.

Next we use this expansion to compare the quenched ‘pressure’ for ξ to that of a Gaussian
environment g where g is a standard normal.
Lemma 3.4 Let {ξi} and {gi} be collections of i.i.d random variables distributed according to
ξ and g respectively. For any β ∈ R,
|α(β, ξ) − α(β, g)| ≤ 9|β|3E [|ξ|3]
(
d∑
i=1
‖Xi‖3
)
Proof. The similarity between the proof of this lemma and that of Proposition 7 [4] means that we
will be extremely brief. Consider the interpolating partition function and corresponding quenched
‘pressure’ defined by
Z(s, t− s) =e
√
s(
∑d
i=1 ξiXi)+
√
t−s(∑di=1 giXi)+H0
α(t)(s) =E logZ(s, t− s)
respectively. We have
α(t)(t) = α(
√
t, ξ); α(t)(0) = α(
√
t, g).
Lemma 3.2 along with independence between the two environments implies that for all s ∈ [0, t]
we have ∣∣∣∣∣∂α
(t)(s)
∂s
∣∣∣∣∣ ≤ 9
√
tE
[|ξ|3]
(
d∑
i=1
‖Xi‖3
)
.
For β ≥ 0, if we let t = β2 and integrate this inequality the result follows. For β < 0 we instead
consider the environments −ξ,−g. 
Next we attend to the fluctuations of the ‘pressure’ determined by the random environment
(ξi):
Lemma 3.5 There exists some universal constant c > 0 so that
E
[| logZ(β, ξ)− α(β, ξ)|3] ≤ c E [|ξ|3]β3√d
(
d∑
i=1
‖Xi‖3
)
.
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Proof. Consider the filtration Fk = σ{ξ1 . . . ξk}, k ≥ 1 determined by the sequence of indepen-
dent random variables (ξk). Let
∆i := E
[
logZ(β, ξ)
∣∣Fi]− E [logZ(β, ξ)∣∣Fi−1]
We have
logZ(β, ξ) − α(β, ξ) =
d∑
i=1
∆i.
Burkholder’s martingale inequality implies the existence of a universal constant c′ so that
E
∣∣∣∣∣
d∑
i=1
∆i
∣∣∣∣∣
3
≤ c′E
(
d∑
i=1
∆2i
) 3
2
.
To bound the increment ∆i, consider the partition function
Zi(β, ξ) = Tr
(
eβψi
)
where ψi = ψi(ξ) := H(ξ)− ξiXi. Since Zi(β, ξ) is independent of ξi,
∆i = E
[
log
Z(β, ξ)
Zi(β, ξ)
∣∣Fi
]
− E
[
log
Z(β, ξ)
Zi(β, ξ)
∣∣Fi−1
]
.
We use this identity to estimate ∆i.
We claim that
Z(β, ξ)
Zi(β, ξ)
≤ eβ|ξi|·‖Xi‖.
Indeed, the Lie-Trotter formula implies
Z(β, ξ) = lim
k→∞
Tr

 2k∏
j=1
e
βψi
2k e
βξiXi
2k

 = lim
k→∞
Tr

 2k∏
j=1
e
βξiXi
2k+1 e
βψi
2k e
βξiXi
2k+1

 .
Since ∥∥∥∥eβξiXi2k
∥∥∥∥ ≤ eβ|ξi|·‖Xi‖2k ,
Inequality (??) applied to the righthand side for k finite gives
Tr

 2k∏
j=1
e
βψi
2k e
βξiXi
2k

 ≤ eβ|ξi|·‖Xi‖Tr(eβψi)
from which our claim follows.
From this we estimate:
|∆i| ≤ β‖Xi‖(|ξi|+ E|ξi|).
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Therefore,
E| logZ(β, ξ) − α(β, ξ)|3 ≤ c′E
(
d∑
i=1
∆2i
) 3
2
≤c′β3
(
d∑
i=1
‖Xi‖2E(|ξi|+ E|ξi|)2
) 3
2
≤cβ3E|ξi|3
√
d
(
d∑
i=1
‖Xi‖3
)

Proof of Theorem 2.1. Our first theorem now follows as an application of the above machinery:
the first statement is an application of Lemma 3.4, while the second follows from Lemma 3.5. 
Finally, we consider fluctuations in Gaussian environments:
Proof of Proposition 2.3. Let Zβ(t) be defined as the auxiliary partition function given by two
independent collections of Gaussian disorder g(1) and g(2),
Zβ(t) = Tr
(
eβ
√
t
∑d
i=1 g
(1)
i Xi+β
√
1−t∑di=1 g(2)i Xi+H0)
with t an interpolation parameter varying between 0 and 1. Let Ej denote the average with respect
the random variables g(j) for j = 1, 2. Given any s ∈ R, let
Y (t) = exp(sE2 logZβ(t)); φ(t) = logE1 [Y (t)] .
We note that
φN (1) − φN (0) = logE [exp(s(logZ(β, g)− α(β, g)))] . (3.5)
In order to estimate this difference, consider
φ′(t) =
s
2E1 [Y (t)]
E1
[
Y (t)E2
[
1√
t
〈
d∑
i=1
g
(1)
i Xi
〉
t
− 1√
1− t
〈
d∑
i=1
g
(2)
i Xi
〉
t
]]
where the notation 〈·〉t represents the Gibbs state induced by the interpolating Hamiltonian. A
calculation involving the Lie-Trotter expansion and the Gaussian version of the integration-by-
parts formula implies
φ′(t) =
s2β2
2E1 [Y (t)]
E1
[
Y (t)
d∑
i=1
〈Xi〉2t
]
so that
|φ′(t)| ≤ s
2β2
∑d
i=1 ‖Xi‖2
2
. (3.6)
Using Equation (3.6) and the fact that e|x| ≤ ex + e−x we have
exp(|s|| logZ(β, g) − α(β, g)|) ≤ 2e
s2β2
∑d
i=1 ‖Xi‖
2
2 .
Finally, applying Markov’s inequality we have
P (| logZ(β, g)− α(β, g)| ≥ u) ≤ 2e
s2β2
∑d
i=1 ‖Xi‖
2
2
−su
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for any s ∈ R. Optimizing over s concludes the lemma. 
4. EXISTENCE OF THE PRESSURE
Recalling the su(2) formalism, we choose a preferred basis for VN consisting of tensor prod-
ucts of eigenvectors for the operators {S(z)j }. Denoting the eigenvector for S(z) which corre-
sponds to the eigenvalue +1 by |+〉 and the eigenvector for which corresponds to the eigen-
value −1 by |−〉, we may identify this preferred basis with classical Ising spin configurations
σ ∈ {−1,+1}N . For each σ, we denote the corresponding basis vector by |σ〉.
The proof of Theorem 2.5 proceeds in two steps. The first step consists of a concentration
estimate following essentially the same argument as that of Proposition 2.3. Widening the scope
beyond the transverse Ising spin glass, for this first step we consider quantum Hamiltonians of
the form
HN := HdisN (S(z)) +HdetN (4.1)
We assume that only HdisN involves Gaussian disorder and that the deterministic operator HdetN
takes a sufficiently nice form so as to admit a Feynman-Kac representation in terms of the basis
of eigenvectors for the S(z) operators. By this we mean that
〈σ| exp(−uHdetN )|σ˜〉 ≥ 0
for all u ≥ 0 and all spin configurations σ, σ˜. Assuming that all off diagonal matrix elements of
HdetN are negative gives a necessary and sufficient condition which guarantees the existence of a
Feynman-Kac representation. As mentioned in Section 2, for our treatment HdisN takes the form
−HdisN (S(z)) =
1
2
√
N
N∑
i,j=1
gijS
(z)
i S
(z)
j .
where the collection {gi,j} is assumed to be i.i.d. standard normal, though more general interac-
tions involving the {S(z)j } may be considered.
To illustrate the significance of the Feynman-Kac representation, recall that by adding a suit-
ably chosen diagonal matrix to HdetN we can force the rows of the matrix representation of HdetN
to sum to 0, which implies that the (modified) Hamiltonian HdetN is the generator of a continuous
time Markov chain with state space {−1,+1}N .
Consider any matrix element 〈σ|e−uHN |σ˜〉. Expanding the exponential for finite k using the
Lie-Trotter formula with A = −uHdisN (S(z)) and B = −uHdetN and inserting the complete or-
thogonal set {|σ′〉} between each factor eAk eBk and then passing to the limit in k, it is not difficult
to see that
〈σ|e−uHN |σ˜〉 =
∫
σ(0)=σ
e
∫ u
0 −HdisN (σ(u))du1σ(u)=σ˜dν(σ)
where ν is the induced Markov chain measure and
HdisN (σ) = 〈σ|HdisN (S(z))|σ〉
.
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Moreover, we can view the augmentation by the diagonal matrix as introducing a weighting to
each spin configuration which corresponds to the amount of time the process spends in each state
along its trajectory. Thus, the original Hamiltonian yields an un-normalized measure on paths
taking values in {−1,+1}N . Let us also note, as is the case in the transverse S-K model, that the
diagonal matrix is constant.
Returning to our original Hamiltonian (4.1), the upshot is that via the Feynman-Kac transfor-
mation we may represent the partition function ZN associated to the Hamiltonian HN by
ZN = Tr
(
e−βHN
)
=
∫
Ω
e
∫ β
0
1
2
√
N
∑N
i,j=1 gijσi(u)σj (u)dudν(σ)
where ν is a measure on spin configuration paths determined by HdetN and Ω is the space of
ca`dla`g paths taking values in [−1, 1]. We use this representation implicitly throughout Section
4. In the case of the transverse Ising model, one may check that the induced measure is in fact
(proportional to) the Markov chain measure defined by starting from an initial configuration and
evolving in time via a spin flip process determined by flipping the spin value at each site according
to the arrivals of independent Poisson processes of rate λ. In order to prove convergence of the
quenched pressure we shall need to consider restricted partition functions ZAN defined via the
Feynman-Kac transformation by
1
N
logZAN =
1
N
log
∫
A
e
∫ β
0
1
2
√
N
∑N
i,j=1 gijσi(u)σj(u)dudν(σ)
where A = AN is some deterministic (i.e. not depending on Gaussian disorder) subset of Ω.
For any pair of spin configurations σ and σ˜, let
R(σ, σ˜) =
1
N
N∑
i=1
σiσ˜i,
σ denote the spin path {σ(u) : u ∈ [0, β]} and
ζN (σ) =
∫ β
0
1
2
√
N
N∑
i,j=1
gijσi(u)σj(u)du.
denote the Gaussian random variable defined by the classical Gibbs weight of the spin path σ. An
easy calculation shows that
E [ζN (σ)ζN (σ˜)] =
N
4
∫ β
0
∫ β
0
R2(σ(u), σ˜(s))duds
where the function R is the classical overlap for Ising spin configurations.
Lemma 4.1 Let β > 0 be given. Fix any Feynman-Kac representable deterministic Hamiltonian
HdetN . Then
P
(∣∣∣∣ 1N logZAN − 1N E [logZAN]
∣∣∣∣ ≥ u
)
≤ 2 exp
(
−2u
2
β2
N
)
.
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Proof. With the appropriate modifications, the method of proof of Proposition 2.3 may be fol-
lowed here: Let ZAN (t) be defined as the auxiliary partition function given by two independent
collections of Gaussian disorder g(1) and g(2),
ZAN (t) =
∫
A
e
√
tζ
(1)
N (σ)+
√
1−tζ(2)N (σ)dν(σ)
with t an interpolation parameter varying between 0 and 1 and ζ(i) the Gaussian corresponding
to g(i). Let YN (t) and φN (t) be defined in terms of ZAN (t) as in (??) and (??).
Replacing the corresponding quantities appearing in the proof of Proposition 2.3 we have,
using the Feyman-Kac representation,
φ′N (t) =
s2
2E1 [YN (t)]
E1
[
YN (t)
∫
AN×AN
dν(σ)dν(σ˜)
(
N
4
∫ β
0
∫ β
0
R2(σ(u), σ˜(s))duds
)
wN (t, σ)wN (t, σ˜)
]
where wN (t, σ) is the truncated ‘Gibbs weight’ corresponding to the event AN . Thus∣∣φ′N (t)∣∣ ≤ s2β2N8 .
The bound now follows as in the proof of Proposition 2.3.

Remark 4.2 More generally, the p-spin models may also be treated via the method employed
here, though the bound stated in the lemma must be modified slightly.
Unfortunately the use of the Feynman-Kac transformation alone does not allow our method
to go through. In particular, we were unable to treat the quantum system with deterministic
quadratic couplings in the x and y directions: the ferromagnetic version does permit a Feynman-
Kac representation but the interaction is convex, which turns out to have exactly the wrong sign
in the expression for the derivative of the interpolating ‘pressure’.
The only natural example that we found amenable to our method is the transverse field Ising
model. Notice that the deterministic portion of this particular Hamiltonian is linear, which simpli-
fies the interpolation scheme that we employ to analyze the thermodynamics at different system
sizes. For inverse temperature β and transverse field strength λ > 0, we refer to the partition
function of this model by ZN (β, λ) and denote pN (β, λ) = − 1N logZN (β, λ).
Lemma 4.3 Let β, λ > 0 be fixed. Then
lim
N→∞
E [pN (β, λ)] ≡ p(β, λ)
exists.
Proof. This proof, like that of the previous lemma, relies on the proof of an analogous statement
in [11]. The main idea is to partition the space of paths into subsets on which we may control the
time correlated self overlap R(σ(u), σ(s)).
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To this end, let ǫ, δ > 0 be fixed, where for convenience we assume βδ ∈ N. For any function
g : [0, β] × [0, β] → [−1, 1] we define the event Ag(δ, ǫ) by
Ag(δ, ǫ) = {σ : g(iδ, jδ) ≤ R(σ(iδ), σ(jδ)) < g(iδ, jδ) + ǫ ∀ i, j ≤ β
δ
− 1,
|g(u, s)−R(σ(u), σ(s))| ≤ 2ǫ ∀ (u, s) ∈ [0, β) × [0, β)}.
Let Sδ(ǫ) be the set of functions which are constant on [jδ, (j + 1)δ) × [kδ, (k + 1)δ) for j, k ∈
{0, . . . βδ − 1} and take values in {iǫ : i ∈ [−1ǫ , 1ǫ ] ∩ N}. We define the event
A = A(δ, ǫ) = ∪g∈Sδ(ǫ)Ag(δ, ǫ).
Observe that though A definitely does not cover the full sample space Ω, it is enough to prove
convergence of the truncated pressure
pAN (β, λ) = −
1
N
log
∫
A
eζN (σ)dν(σ).
More precisely suppose ǫ = ǫN , δ = δN . We claim that if −ǫN log δN is sufficiently large as
N →∞
lim
N→∞
E
[
pN (β, λ)− pAN (β, λ)
]
= 0.
Let ∆Niδ(σ) denote the total number of jumps made by the spin path σ in the time interval
[iδ, (i+1)δ]. To determine how large to take−ǫ log δ withN , letA∗ = {σ : maxi≤β
δ
−1∆Niδ(σ) ≥
ǫN
4 }. Then Ac ⊂ A∗ so that∫
Ac exp (ζN (σ)) dν(σ)∫
A exp (ζN (σ)) dν(σ)
≤
∫
A∗ exp (ζN (σ)) dν(σ)∫
Ac∗
exp (ζN (σ)) dν(σ)
By Jensen’s inequality,
E
[
log
(
1 +
∫
A∗ exp (ζN (σ)) dν(σ)∫
Ac∗
exp (ζN (σ)) dν(σ)
)]
≤
log
(
1 +
∫
A∗
E
[
exp (ζN (σ)) dν(σ)∫
Ac∗
exp (ζN (σ)) dν(σ)
]
dν(σ)
)
. (4.2)
By the Cauchy-Schwarz inequality,
E
[
exp (ζN (σ))∫
Ac∗
exp (ζN (σ)) dν(σ)
]
≤ E [exp (2ζN (σ))]
1
2 E

 1(∫
Ac∗
exp (ζN (σ)) dν(σ)
)2


1
2
≤ E [exp (2ζN (σ))]
1
2 E
[
exp
(
2
ν(Ac∗)
∫
Ac∗
ζN (σ) dν(σ)
)] 1
2
ν(Ac∗)
−1.
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The last line follows from Jensen’s inequality applied with respect to the path measure 1Ac∗dνν(Ac∗) .
Since 2ζN (σ) is a Gaussian random variable with variance N
∫ β
0
∫ β
0 R
2(σ(u), σ(s))duds,
E [exp (2ζN (σ))] = exp
(
N
2
∫ β
0
∫ β
0
R2(σ(u), σ(s))duds
)
.
Similarly, after a short calculation we have
E
[
exp
(
2
ν(Ac∗)
∫
Ac∗
ζN (σ) dν(σ)
)]
=
exp
(
N
2
∫
Ac∗×Ac∗
∫ β
0
∫ β
0
R2(σ(u), σ˜(s))dudsdν(σ)dν(σ˜)
ν(Ac∗)2
)
As a result of the preceding estimates∫
A∗
E
[
exp (ζN (σ)) dν(σ)∫
Ac∗
exp (ζN (σ)) dν(σ)
]
dν(σ) ≤ eNβ
2
2
ν(A∗)
ν(Ac∗)
.
Standard calculations imply that for all ǫ small enough and δ < ǫ2,
ν(A∗)
ν(Ac∗)
≤ 1
δ
eCNǫ log δ (4.3)
for some universal constant C > 0. Requiring −Cǫ log δ ≥ β2 + − 1N log δ, putting estimates
together and taking the appropriate limits proves our claim. Note that these conditions can be
arranged, for example, by letting ǫN = N−
1/4 and δN = e−N
1/2
and taking N large.
Thus we are reduced to showing that the mean of the truncated pressure E
[
pAN (β, λ)
]
con-
verges. For convenience of exposition we first consider subsequences of the form Nk = N0nk for
some N0, n ∈ N. For any k, we may view σ ∈ ΩNk as an n-tuple of spin paths (σ(1), . . . , σ(n))
so that σ(l) ∈ ΩNk−1 . In order to compare thermodynamics at consecutive system sizes, let us
define the interpolating Hamiltonian
ζNk(t, σ) =
√
tζNk(σ) +
√
1− t
n∑
l=1
ζ
(l)
Nk−1(σ
(l))
where ζ(l)Nk−1(σ
(l)) involve disorder couplings which are mutually independent and independent
from the couplings in ζNk(σ) . In addition, we introduce the partition function
ZAN (t) =
∫
A
exp (ζN (t, σ))
Let
A˜g = A˜Nk(δ, ǫ, g) = {σ = (σ(1), . . . , σ(n)) : σ(l) ∈ ANk−1(δ, ǫ, g)}
Obviously A˜g ⊂ Ag. Therefore
− logZAgNk (t) ≤ − logZ
A˜g
Nk
(t) (4.4)
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For any g ∈ Sδ(ǫ) consider
φ
(g)
Nk
(t) = − 1
Nk
E logZ
A˜g
Nk
(t).
After bit of work employing the integration-by-parts formula we arrive at
d
dtφ
(g)
Nk
(t) = −1
8
E


〈∫ β
0
∫ β
0
R2(σ(u), σ(s))duds− 1
n
n∑
1
∫ β
0
∫ β
0
R2(σ(l)(u), σ(s))duds
〉A˜g,(1)
t


+
1
8
E

〈∫ β
0
∫ β
0
R2(σ(u), σ˜(s))duds− 1
n
n∑
1
∫ β
0
∫ β
0
R2(σ(l)(u), σ˜(l)(s))
〉A˜g,(2)
t


where 〈·〉A˜g ,(1)t corresponds to the truncated Gibbs weight determined by the Hamiltonian ζNk(t, σ)
and 〈·〉A˜g ,(2)t corresponds to the product Gibbs weight determined by an independent pair of spin
paths σ, σ˜ and Hamiltonian ζNk(t, σ)+ ζNk(t, σ˜). We stress that corresponding terms in this pair
Hamiltonian involve the same realizations of disorder. From the definition of A˜g the first term
can be bounded by β2ǫ in absolute value. As f is convex, the latter term is less than or equal to
zero. Thus, by evaluating φ(g)Nk at zero and one and applying (4.4) we have
−1
Nk
E
[
logZ
Ag
Nk
]
≤ −1
Nk−1
E
[
logZ
Ag
Nk−1
]
+ β2ǫ
for any g ∈ Sδ(ǫ).
Next, by Lemma 4.1, we have
P
(∣∣∣∣ 1Nk logZAgNk (β, λ)−
1
Nk
E
[
logZ
Ag
Nk
(β, λ)
]∣∣∣∣ ≥ u
)
≤ 2 exp
(
−2u
2
β2
Nk
)
.
Setting u = ǫ, there exists a set S and a universal constant D > 0 so that
P(S) ≥ 1− 4
δ2ǫ
exp
(
− 2ǫ
2
β2n
Nk
)
and so that on S
−1
Nk
logZ
Ag
Nk
(β, λ) ≤ −1
Nk−1
logZ
Ag
Nk−1(β, λ) +Dβ
2ǫ
for all g ∈ Sδ(ǫ).
Now let us choose δ = exp(− 1
2(βǫ)2
) and ǫ = N−
1/4
k . Then a standard application of the
Borel-Cantelli lemma implies that there exists D > 0 so that
P
(−1
Nk
logZ
Ag
Nk
(β, λ) ≥ −1
Nk−1
logZ
Ag
Nk−1(β, λ) +Dβ
2N
−1/4
k for some g ∈ Sδ(Nk)(N−
1/4
k ) i.o.
)
= 0.
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Therefore, for Nk large enough (with the choice of ǫ and δ depending on Nk as above) we
have
Z
ANk
Nk
(β, λ) =
∑
g∈Sδ(ǫ)
Z
A(δ,ǫ,g)
Nk
(β, λ)
≥
∑
g∈Sδ(ǫ)
e−Dβ
2N
3/4
k
[
Z
A(δ,ǫ,g)
Nk−1 (β, λ)
]n
≥ e−Dβ2N
3/4
k e−(n−1)β
−2N
1/2
k N
1−n
4
k
[
Z
ANk
Nk−1(β, λ)
]n
where we have used the inequality
∑k
1 x
n
i ≥ k1−n(
∑k
1 xi)
n for n ≥ 1 and xi ≥ 0.
By (4) we have
1
Nk−1
E
[∣∣∣logZANkNk−1(β, λ) − logZANk−1Nk−1 (β, λ)
∣∣∣] −→
k→∞
0
Therefore the truncated sequence of ‘pressures’ − 1Nk logZ
A(δNk ,ǫNk )
Nk
(β, λ) is nearly decreasing
a.s. It follows that the truncated thermodynamic limits exist almost surely.
Let Xk = − 1Nk logZ
ANk
Nk
(β, λ). Since {E [Xk]} is uniformly bounded, the limit is finite a.s.
Another application of the concentration inequality (4.1) along with the Borel-Cantelli lemma
implies that this limit is a non-random constant f(β, λ). Further, it is now a small matter to
prove convergence of the truncated quenched averages along these subsequences. The bound
(4.1) implies that Xk are uniformly integrable, i.e.
lim
κ→∞ supk
E
[|Xk|1|Xk|≥κ] = 0,
so we may conclude E [Xk] → f(β, λ) as well. Finally, as −ǫNk log δNk = N
1/4
k
2β2 , the arguments
given above imply that limk E [pNk(β, λ)] = f(β, λ). Another application of the concentration
inequality then implies that pNk(β, λ) → f(β, λ) a.s.
It remains to prove uniqueness of this limit and then convergence along arbitrary subsequences.
However these statements follow from fairly standard arguments based on the above results. 
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