Abstract. We examine the local convergence of the Levenberg-Marquardt method for the solution of nonlinear least squares problems that are rank-deficient and have nonzero residual. We show that replacing the Jacobian by a truncated singular value decomposition can be numerically unstable. We recommend instead the use of subset selection. We corroborate our recommendations by perturbation analyses and numerical experiments. 1. Introduction. The purpose of this paper is to show how the accuracy of the Levenberg-Marquardt trust-region algorithm for nonlinear least squares problems can be compromised if the numerical rank of the Jacobians is ill-defined and if there are errors in the evaluations of residuals and Jacobians. We argue that the accepted practice of replacing a rank-deficient Jacobian by a truncated singular value decomposition (SVD) should be discontinued because the truncated SVD is numerically unstable, that is, it can produce a unnecessary loss of accuracy due to the computation of sensitive singular vectors. Instead we recommend that the list of variables be pruned by selecting a judiciously chosen set of columns of the Jacobian from a subset selection method.
1.
Introduction. The purpose of this paper is to show how the accuracy of the Levenberg-Marquardt trust-region algorithm for nonlinear least squares problems can be compromised if the numerical rank of the Jacobians is ill-defined and if there are errors in the evaluations of residuals and Jacobians. We argue that the accepted practice of replacing a rank-deficient Jacobian by a truncated singular value decomposition (SVD) should be discontinued because the truncated SVD is numerically unstable, that is, it can produce a unnecessary loss of accuracy due to the computation of sensitive singular vectors. Instead we recommend that the list of variables be pruned by selecting a judiciously chosen set of columns of the Jacobian from a subset selection method.
Our paper is motivated by applications to cardiovascular modeling [7, 10, 17, 18] . In this application the model parameters were nonlinearly dependent, and the model was complicated enough so that dependency could not be eliminated analytically. This dependency was the cause of rank-deficiency. The resulting nonlinear least squares problem was rank-deficient and a truncated SVD failed to solve the problem. However, subset selection methods succeeded. We present perturbation analyses to explain these observations. 
A typical Levenberg-Marquardt iteration.
The Levenberg-Marquardt algorithm [14, 15] method updates a current approximation p c by computing a trial step
and testing a trial solution p t = p c + s t to determine how well the local quadratic model
approximates f . One does this by comparing the actual reduction
with the predicted reduction, i.e., the reduction in the quadratic model
If the approximation is good, then p t is accepted as the new point p + , otherwise the Levenberg parameter ν is increased and p t is recomputed. In the rank-deficient case, s t is the minimum norm solution of the linearized problem if ν = 0. Algorithm levmar step below represents a single iteration in a typical trustregion based Levenberg-Marquardt implementation; see [4, 5, 13] . The algorithm manages the transition from a current point p c to the new point p + and controls the increase or decrease of the Levenberg parameter ν. The following parameters control the iteration: 0 < ω down < 1 < ω up , ν 0 ≥ 0, and 0 ≤ μ 0 < μ low ≤ μ high < 1.
Typical values, which we use in the numerical results in section 4, are 
The ratio ρ = ared/pred controls the Levenberg parameter ν. As long as either ν > 0, or else ν = 0 and J(p c ) has full column rank, we have
Hence ρ < 0 means that the step produced a decrease in f , which is a clear indicator that the model is poor. Even if ρ > 0, a small value implies that the model cannot be trusted to give good results, so the standard response is to reject the new point and increase the Levenberg parameter. Increasing the Levenberg parameter ν increases the singular values of the model Hessian and reduces the size of s t , both of which will improve the quality of the model. Decreasing the Levenberg parameter ν if ρ is close to 1 is important for fast convergence. In the small-residual case of interest in this paper, one would like a method that approaches the fast convergence of the Gauss-Newton iteration for the full-rank case. In the Algorithm levmar step, for example, ν is set to zero when it is sufficiently small.
Assumptions.
The rank-deficient problems in which we are interested have a special structure: We seek to fit N model parameters, but the effects of these parameters are not independent. By this we mean that there is a map B : R M → R k , with k ≤ N so that the model depends on the output of B. In [7, 17, 18] we treated the models as if they had this property and the numerical results were consistent with our examples in this paper.
To formalize this we assume that R can be decomposed as
where the JacobianR : R k → R M has full column rank k and B has full row rank k. The decomposition will be needed only in one part of the analysis and is never used in computation. We also assume, for simplicity, that
TR has a unique minimizer b * ∈ R k . Hence the minimum value f * of f is the same as f (b * ). We will analyze the convergence of the Levenberg-Marquardt iteration near the solution manifold
If the residual is zero and J has full rank k = N , then Z consists of isolated points. We let
The trial steps in the Levenberg-Marquardt algorithm now have the more general form (2.3)
The following assumptions were motivated by the applications in [7, 18] . These are somewhat stronger than the standard assumptions for convergence of the LevenbergMarquardt algorithm for full-rank problems and also stronger than those for the classical results. We use them in many ways in our convergence proof for the rankdeficient case of interest in this paper.
Assumption 2.1. There is δ > 0 such that in the set
the following conditions are satisfied: 
At last, Assumption 2.1 implies that the k nonzero singular values of J are bounded from above and below in Z δ . Letσ 1 andσ k denote upper and lower bounds for these singular values, and define for ν ≥ 0,
In section 2.3 we show that the Levenberg parameter remains bounded, even in the rank-deficient case. Then we show that if the norm of the residual is sufficiently small, the Levenberg-Marquardt iteration converges locally q-linearly to a point on the set Z.
As in [13] we define
The following lemma below expresses the trial step (2.3) in terms of the error at the current point. 
where
Proof. With (1.2) we can express (2.3) as (2.8)
First consider R(p c ). As is standard, we combine Taylor's theorem, the fundamental theorem of calculus, and (2.4) to obtain
Now consider the Moore-Penrose inverse in (2.8). With P being the orthogonal projector onto the range of J(p c ) T , we can write
and abbreviate
Putting this abbreviation and the Taylor expansion (2.9) into (2.8) gives
This proves the expansion for s t in (2.6).
We still need to show the bound for Δ S in (2.7). Inserting
Due to the presence of P in the expression for
The iterates approach the solution manifold.
We show that for sufficiently small residuals and Levenberg-Marquardt iterates sufficiently close to the solution manifold, the Levenberg-Marquardt parameter ν remains bounded. The boundedness of ν, which we prove in Theorem 2.2, eliminates a failure mode from the iteration and implies that we will always find an acceptable step after at most finitely many changes to ν. This implies that the search for an acceptable step s n = p n+1 −p n will succeed and hence the sequence {p n } is infinite. We will use this to show that d(p n ) → 0, which implies that the iterates {p n } approach the solution manifold Z.
Theorem 2.2. Let Assumption 2.1 hold. There are δ 0 > 0, r * > 0, and
Hence if the Levenberg-Marquardt iterates satisfy {p n } ⊂ Z δ , then the LevenbergMarquardt parameters satisfy
Proof. Let δ be small enough so that Assumption 2.1 holds in Z δ . Taylor's theorem implies
Taking norms and squaring gives
With (1.1) we can express (2.11) as
We simplify the first two summands by noting that
For the expression Δ pred in (2.12) we seek an estimate of the form (2.14)
To this end, we combine
with e c ≤ δ, J(p c ) T s t ≤σ 1 s t , and (2.10) to conclude
We substitute this into (2.12) and obtain
Next we bound s t . From Lemma 2.1 and
Let β > 0 and assume, by reducing δ if necessary, that the first interesting term in (2.16) is bounded by
This will certainly be the case if
For the second interesting term in (2.16) we assume
Since both interesting terms in (2.16) are bounded above by β, and e c ≤ δ, we get
Using the above bound for the terms in (2.15) yields
Reducing δ again if needed so that
and adding the terms in (2.17) gives
Putting this into (2.15) completes the derivation of (2.14) with
Now that we have established the validity of the bound (2.14), we can substitute it into (2.13),
If we assume that ν ≥ ν max ≡ γ(C pred δ + R * ), as well as μ high = 3/4 from (2.1), we can finally conclude that ared ≥ pred > μ high pred. This proves the first assertion.
As for the second assertion, ared > μ high pred implies that condition 2(d) in Algorithm levmar step is fulfilled and ν is reduced to ω down ν. From this and steps 2(b) and 2(c) we conclude that if ν is ever increased beyond ν max , it will be reduced. Hence ν ≤ ω up ν max . 
Proof. Assume that the iterates are close enough to a minimum. That is, let > 0 be small enough so that
and let δ be small enough so that Z δ ⊂ E. Since ared > 0 for all accepted trial steps,
Moreover, since ν n ≤ ν max by Theorem 2.2, each acceptable step s n must satisfy
The iterates converge. Corollary 2.3 gives conditions under which d(p n
→ 0 so that the Levenberg-Marquardt iterates {p n } approach the solution manifold Z. However, this does not imply that the iterates {p n } actually converge to a point in Z, nor does p c ∈ Z δ imply that p + ∈ Z δ .
To prove this we will show that for all p c with d(p c ) sufficiently small there is α < 1 such that if p * ∈ Z and p c − p
If indeed (2.18) holds, then
Combining (2.18) and (2.19) yields
Therefore {p n } is a Cauchy sequence and must converge to a point p ∞ ∈ Z. We need a technical lemma to prove convergence. The lemma shows that if
Lemma 2.4. Let Assumption 2.1 hold, let P be the orthogonal projection onto the range of J(p c )
T , and let p c − p
Proof. It suffices to show that there is q * ∈ Z such that
If there is indeed such a q * , then with e c = p c − p * and d(p c ) = e c we obtain
Hence the range of J(p c ) T is contained in the range of B (p c ) T . This, in turn, implies that the null space of B (p c ) is contained in the null space of J(p c ) which is equal to the range of I − P; hence
To see that q * exists define a map G :
where V 1 is an orthonormal basis for the range of
and γ B is the Lipschitz constant of B . Further expanding the second term on the right-hand side of (2.22) gives
Since B (p c )(I − P)e c = 0 from (2.21), we obtain B (p * )(I − P)e c = E 2 B . Substituting this into (2.22) gives
The Kantorovich theorem [12, 16] and Assumption 2.1 imply that there is a solution σ
implies that B(q * ) = b * and hence q * ∈ Z, as well as
Since PV 1 = V 1 , the last equality implies that
Hence we have shown that there exists a q * ∈ Z so that (I − P)(p c − q
The theorem of Pythagoras then implies
To bound (I − P)(q * − p * ) we observe that (I − P)(q * − p * ) = (I − P)e c . Using this in
Writing p c − q
which completes the proof. The theorem below exploits the fact that the error has a small enough contribution in the null space of the Jacobian, so that the nonzero singular values of the Jacobian mitigate the potential ill-conditioning caused by a small Levenberg 
Proof. Lemma 2.1 implies that
Since P is the orthogonal projector onto the range of J(p c ) T ,
Let p t = p c + s t and e t = p t − p * . Then the expression for s t implies
Partitioning e c = (I − P)e c + Pe c gives
Bounding this gives
Lemma 2.4 implies (I
Substituting e c = d(p c ) and the above bound for Δ S gives
One can extract convergence rate estimates from Theorem 2.5 and its proof. The results above imply that the trial step will be accepted for some ν ≤ ν max and then p + = p t . Therefore d(p n ) converges q-linearly to zero in the small residual case. The middle inequalities in (2.24) and (2.25) imply that if r * = 0 and ν n → 0, then
and hence d(p n ) will converge to zero q-superlinearly in that case. The estimates (2.23) and (2.27) imply r-linear or r-superlinear convergence of p n to some p ∞ ∈ Z. We will state this as a formal corollary. Corollary 2.6. Let the assumptions of Theorem 2.5 hold. Let α ∈ (0, 1) be the constant from (2.23), and let p ∞ be the limit of the Levenberg-Marquardt sequence {p n }. Then 
as asserted.
Computing the trial step in finite precision.
We analyze two methods for computing the trial step s t (2.3) in finite precision: truncated SVD and subset selection. We show that computing s t via a truncated SVD may not be accurate if the numerical rank of the Jacobian J(p c ) is not well defined. Note that if the Jacobian has less than full column rank, then a perturbation can not only decrease the rank but also increase it.
Abbreviate
where J is M × N with M ≥ N and has rank k. As in section 2.2, we use the bounds
for the k nonzero singular values σ i of J. The exact Levenberg-Marquardt trial step is
To put things in perspective, we first analyze the ordinary Levenberg-Marquardt algorithm, where the matrix νI + J T J is nonsingular.
Full-rank case.
We assume that νI + J T J is nonsingular, and denote the perturbed Jacobian byJ = J + E, where νI +J TJ is also nonsingular. The corresponding computed trial step is
We show below that the difference s − s can be bounded by a multiple of E , and that the nonlinear residual can amplify the ill-conditioning of J. However, a large value of ν can dampen the influence of the nonlinear residual. 
Proof. Let us define s = −s ands = −s. Then s solves the full-rank least squares problem
with residual r = (A + F )s − b. We derive the perturbation bound as in [11, Fact 5.14] by observing that (A + F ) T r = 0 because the residual is orthogonal to the column space. Hence
Now write
and
The result now follows from (νI + J
Truncated SVD.
We consider the case when νI + J T J can be singular. Let the M × N Jacobian J with M ≥ N have rank k, and denote its thin SVD by
where the M × N matrix (U 1 U 21 ) has orthonormal columns, the N × N matrix (V 1 V 2 ) is an orthogonal matrix, and the k × k diagonal matrix Σ 1 contains the nonzero singular values. In particular, (Σ 1 ) ii ≥σ k . Let the SVD of the perturbed matrix be and from this we compute the trial step,
Below we bound the difference between computed and exact step in terms of E , σ 2 k + ν, and η(ν) as defined in (2.5). The bound implies that the computed step is close to the exact step, if the computed singular vectors are accurate, if the Jacobian is far from being rank-deficient, and if the nonlinear residual is small. 
Proof. Choose U 22 andŨ 22 so that
are M × M orthogonal matrices, and setṼ = (Ṽ 1Ṽ2 ). This gives the full SVDs
According to [21, section 6] there exists a (
By assumption θ E F < 1, so that P and Q satisfy (P Q) F < θ [21, Theorem 6.4]. Hence P < θ E F and Q < θ E F . Since Σ 1 is symmetric positive definite, νI + Σ 2 1 is nonsingular for ν ≥ 0, so that we can write
allows us to write
Now consider the computed steps. From the assumption θ E F < 1 follows σ k > 4 E . Hence we obtain for the kth singular value of J + E,
where the first inequality follows from the well-conditioning of singular values [8, Corollary 8.6.2] . Sinceσ k > 0, the matrixΣ 1 must by positive definite, so that the computed step can be expressed as
1 .
The expressions for s ands implỹ
We partition the differences − s into two terms, where
This leaves us to bound s − s ≤ B 1 + B 2 . We bound B 2 first, because it is easier. Using φ P ≤ 1, φ Q ≤ 1, and C = η(ν) in (3.1) yields
Now we bound B 1 . We write the (1,1) element of the middle matrix in B 1 in (3.1) as and
Putting this into the above expression for C gives
In turn substituting this into (3.3) gives
At last we substitute this into (3.1) to obtain
Hence
In order to bound F 2 we use the fact that (1 +
Putting the above inequalities into the formula for F 2 along with Z P ≤ 1 gives
Putting the bounds for F 1 and F 2 into (3.4) gives
Putting this bound and (3.2) into s − s ≤ B 1 + B 2 gives the desired result.
The first assumption in Theorem 3.2 requires that the kth singular value of J is sufficiently large compared to the perturbation E. If that is indeed the case, then θ indicates the accuracy of the computed singular vectors. In particular, θ is a bound on the tangent between the column spaces of V 1 andṼ 1 , and also a bound on the tangent between the column spaces of U 1 andŨ 1 . The quantity θ is small ifσ k 0, that is, the numerical rank of J is well defined. Furthermore, the denominator of θ can also be interpreted as the gap between the kth and the (k + 1)st singular values of J + E. If this gap is large, then the computed singular vectors are close to the exact singular vectors, and θ is small. If the gap is small, then the singular vectors are sensitive and it is difficult to compute them accurately. We can compare the bound for s − s in Theorem 3.2, when J is rank-deficient, to the bound in Theorem 3.1, where J can have full-rank. We see that the first order term in Theorem 3.2 contains an additional factor 2η(ν)θ that amplifies the nonlinear residual. This factor reflects the conditioning of J and how well defined the rank of J is. The comparison of the two bounds shows that when J is rank-deficient the nonlinear residual affects the accuracy of the steps even more than in the full-rank case. The influence of the residual is even more amplified by the size of the kth singular value.
In summary, the step computed by the truncated SVD is affected by the accuracy of the computed singular vectors, and this, in turn, depends on whether the numerical rank of J is well defined. If J is close to a matrix of lower rank, then the step computed by the truncated SVD may have no accuracy.
Subset selection.
Subset selection chooses k linearly independent columns J 1 from the Jacobian J, and approximates the trial step bŷ
This avoids the difficulties of the truncated SVD for several reasons: First, it replaces a potentially ill-posed problem with a rank-deficient matrix J by a problem with a full column rank matrix J 1 . Second, it does not require the computation of potentially sensitive singular vectors. Subset selection on the matrix J produces a permutation matrix Π, which brings the k columns J 1 to the front, i.e., JΠ = (J 1 J 2 ). We use the strong rank revealing QR (SRRQR) algorithm by Gu and Eisenstat [9, Algorithm 4] in the exact version (with parameter f = 1). This SRRQR algorithm assures, among other things, for the singular values
We assume that the perturbed matrix J + E also has rank at least k, and that subset selection brings the same group of k columns to the front, i.e., (J + E)Π = (J 1J2 ), whereJ 1 has k columns. Denote the computed step bỹ 
Had we elected to approximate Jacobians with differences, we would have produced significantly less accurate Jacobians.
We use a Levenberg-Marquardt code [5, 13, 14, 15] to solve the nonlinear least squares problems. Our implementation enforces simple bound constraints. Our subset selection algorithm is the strong rank revealing QR algorithm [9, Algorithm 4] .
We assign equal relative and absolute error tolerances to ode15s.m,
The tolerance for the initial value problem determines both the termination criterion for the nonlinear least squares solver and, most of the time, the number of columns requested from subset selection. We terminate the least squares iteration when the Levenberg-Marquardt iterates {p n } n≥0 satisfy
Finally, we request k columns from subset selection, where k is chosen so that
and σ k are the singular values of the initial Jacobian J(p 0 ). Our examples are based on a driven harmonic oscillator. The corresponding equation is the first order system which is equivalent to the second order initial value problem (4.6)
Here m is the mass, c is the damping coefficient, and k 0 is the spring constant. We integrate the initial value problem from t = 0 to t = 10. The data are samples of the exact solution at the 100 equally spaced points t = j/10, 1 ≤ j ≤ 100.
Forced harmonic oscillator: Low resolution.
We set A = 2 and ω = 5 in (4.6). This is sufficient to fit the three parameters p = (m c k 0 )
T if the tolerances for the integrator are sufficiently tight.
We control the Levenberg-Marquardt iteration and the subset selection algorithm with (4.4) and (4.5) . In this example, however, we set the tolerance for the integrator we set τ ivp = .05. This led to k = 2, and so the Levenberg-Marquardt iteration without subset selection used a truncated SVD, setting the small singular value σ 3 to zero.
Subset selection with k = 2 picks c and k 0 as the important variables. Hence the optimization after subset selection had only two unknowns and the Jacobian was 100 × 2. For the computation using subset selection, we fixed m at its initial value.
We used p * = (1 1 2) T to generate the data and let p 0 = (1 .5 .2) T as the initial iterate. The initial iterate is not terribly far from the solution, but the low tolerance for the integrator will lead to an incorrect computation of the step and cause problems for both traditional Levenberg-Marquardt and the truncated SVD approach. In this example the residual is small, but nonzero. The problem is that the error in the computation of R and R is large relative to the smallest singular value.
We plot iteration histories for the truncated SVD approach, the method based on subset selection, and a basic Levenberg-Marquardt method where all three singular values are kept. In Figure 4 .1 the dashed line is the least squares error and the solid line is the gradient norm.
In the far left and far right plots of Figure 4 .1 the least squares errors and the gradient norms decrease for a few iterations and then stagnate because the LevenbergMarquardt parameter increased rapidly. The iterations failed to converge and terminated when the Levenberg-Marquardt parameter exceeded 10 7 . With subset selection and fixing m = 1, on the other hand, the iteration converges and terminates when the gradient norm falls below 10 −2 . One can see in the central plot of Figure 4 .1 the rapid decrease in the least squares error. The converged result for the subset selection algorithm is (1 1.003 2.005) T , which is correct up to the tolerances in the integrator. One can also see the concavity in the gradient norm in the terminal phase of the iteration and in the least squares error before the error stagnates at the (nonzero) residual. These are indicators of the rapid convergence one expects for a full-rank problem with a small residual. 
Forced harmonic oscillator: Small perturbation in mass.
We seek to identify c, k 0 , and a small perturbation of the mass. Think of a unit mass with a fly sitting on it; our task is to weigh the fly. In particular, we set m = 1 + 10 −3 δ m and seek to find δ m . The purpose of the scaling factor in front of δ m is to ensure that all parameters have the same order of magnitude. This is standard practice and not doing it would make the contribution of subset selection unclear. We also add a redundant parameter by replacing c by a sum c 1 + c 2 . This has the effect of duplicating a column in the Jacobian and gives subset selection some well-defined work to do. The resulting parameter vector to be fitted iŝ
The least squares residualR that is a function ofp and the original residual R are related byR The first column of the Jacobian is small, which indicates that δ m is a difficult parameter to resolve. The data come from the exact solution withp * = (1.23 1 0 1) T , but one should keep in mind that any c 1 and c 2 which sum to one will give the same result. We perturbed the data componentwise by multiplying each component by 1 + 10 −4 r, where r is a uniformly distributed random vector obtained with the MATLAB rand command. The initial iterate wasp 0 = (0 1 1 .3) T . We set the tolerance for the integrator to τ ivp = 10 −8 and used the tolerances in (4.4) and (4.5) for the least squares and subset selection computations. This is no longer a zero-residual problem, so one would not expect the least squares error to converge to zero. Without subset selection the result is (.091 . 5 .5 .998) T , and δ m is completely wrong, even though the convergence history indicates rapid convergence and the iteration terminates with a small gradient norm. In contrast, subset selection produces (1.28 0 1 1), which is a reasonable fit. The iteration history is plotted in Figure 4 .2. As in the previous section, the dashed line is the least squares error and the solid line the norm of the gradient. For this example the basic Levenberg-Marquardt iteration is essentially the same as the method using the truncated SVD.
In the previous example the advantage of subset selection was convergence speed and avoiding stagnation. In this example, the convergence is fast for all methods, and the advantage for the subset selection approach is that we get a much more accurate result. 
