These phenomena can have a profound influence on carrier generation and loss mechanisms in OPVs and OLEDs, but the underlying physical chemistry is as of yet poorly understood.
The main intermolecular interaction in OSC devices is the weak van der Waals force, which allows for larger thermal fluctuations and greater disorder, especially at an interface. These effects can lead to Anderson localization 11 of carrier states on a few molecules or even a single molecule. On the basis of this localization model, one expects a combined quantum mechanics/molecular mechanics (QM/MM) 12 scheme to give a faithful description of the organicÀorganic interface. Indeed, we have successfully used QM/MM to model a crystalline OSC (Alq 3 ), 13 yielding quantitative predictions for both transport and optical properties. In this study, we use the QM/MM framework to gain further insight into the energetics at the organicÀorganic interface. Numerous experimental studies have found general effects such as fast CT separation and the formation of an interface dipole in a variety of molecular interfaces. 14, 15 Hence, in our study we simulate the interface between two molecules that have been individually well characterized: metal-free phthalocyanine (H 2 Pc) and 3,4,9,10-perylenetetracarboxylic bisbenzimidazole (PTCBI), structures in Figure 1 . Both are planar organic molecules with extensive π-conjugation, and the combination of these materials is experimentally known to form a functional photovoltaic device. 16 PTCBI has been studied in many different devices with phthalocyanines and other OSCs; 17À20 its high electron affinity and broad absorption in the visible region make it a widely used acceptor material. Phthalocyanine molecules are widely used as a small molecule donor material, and there exists a gamut of studies on H 2 Pc ranging from the gas phase 21 to the solid phase. 22, 23 Using the QM/MM model, we obtained an atomistic picture of the H 2 Pc/PTCBI interface which reproduces the necessary energy level orderings for a functioning OPV device. Our calculated excitation energies reveal that thermal broadening
The Journal of Physical Chemistry C ARTICLE accounts for only a fraction of the absorption width. Near the interface we find shifted values in the IP and EA, showing that band bending effects at the interface must be included to accurately estimate the binding energies of the interfacial CT states. Further, the CT binding energy shows sensitivity to the relative molecular orientations and thermal fluctuations, highlighting the influence of disorder on the energy landscape. Importantly, the combination of band bending effects and fluctuations in CT binding energies makes it possible for relaxed CT states to dissociate into free carriers with no barrier. This finding improves our understanding of exciton dissocation and carrier generation mechanisms in OPVs, which is a subject of much current interest. 24À26 Our results show that charge separation efficiencies can be improved by decreasing the amount of charge solvation at the interface, which can be realized by designing an interface with relatively sparse packing.
The rest of this paper is organized as follows. We first introduce our computational technique, including QM and MM methods used. Next, we present the results of our calculations on pure materials and discuss their accuracy in comparison to experimental data. We then turn to the the organicÀorganic interface and discuss its effects on excitons and free carriers, in comparison to the bulk materials; here we also perform a detailed investigation of the interfacial CT state. Finally, we summarize the implications of our results for OPVs and discuss the insight gained on the carrier generation mechanism.
' COMPUTATIONAL DETAILS Our study can be divided into (1) calculations performed on bulk H 2 Pc and PTCBI systems and (2) calculations performed on the H 2 Pc/PTCBI interface; this allows us to benchmark our calculations by comparing to experimental measurements on single crystals and also examine effects of the interface by comparing bulk and interface calculations. Each study began with a pure NVT MM dynamics simulation, where the simulation cell contained several hundred molecules that are treated classically (Figure 2 left) . Our simulation cells were ideal crystals in the sense that there were no site defects, and the interface was constructed from perfectly cleaved crystal faces. Several snapshots were harvested from this MM dynamics trajectory. In a given snapshot, a select few molecules were chosen to be treated quantum mechanically while interacting with the MM environment (Figure 2 middle) . QM/MM single-point calculations were then performed to obtain the relevant material properties and repeated over many snapshots to obtain ensemble averaged values (Figure 2 right) . We refer the reader to our previous work 13 and the Supporting Information for simulation details including the form of the MM force field and the method used to construct the parameters.
Interface Structure. For construction of the MM systems, we started with a pure 14 Â 7 Â 5 (3 Â 14 Â 5) supercell of the experimental cyrstal structure for a total of 490 (420) PTCBI (H 2 Pc) molecules. The H 2 Pc/PTCBI interface was constructed by aligning the (001) and (010) crystal faces of the H 2 Pc and PTCBI supercells alongẑ; periodic boundary conditions were applied alongx andŷ (i.e., perpendicular to the interface), and the system was relaxed under constant pressure (1 bar and 300 K) for 1 ns. All three systems were evolved under NVT dynamics for 5 ns at 300 K. The final 4 ns of the constant-volume dynamics was sampled at 40 ps intervals to obtain 100 snapshots for QM/ MM calculations; the 40 ps time interval was chosen to minimize correlations between snapshots.
Density Functional Calculations. All of the QM/MM calculations were done using the CHARMM 27 
ÀQ-Chem
28 interface, 29 and all pure MM calculations were run in Gromacs 4.0.
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All quantum calculations were performed with Q-Chem 3.2 using the PBE0 functional and 6-31G* basis set. All of the singlet excited state calculations used linear-response time-dependent density functional theory (TDDFT) 31 on one molecule. The charge transfer states were obtained using constrained DFT 32 on two molecules with an extra electron placed on PTCBI and one electron removed from H 2 Pc. The PBE0 functional was chosen because it offered the best compromise between accurate prediction of the singlet energy and the band offset, as the singlet energies increased and the band offset decreased with respect to the fraction of exact HartreeÀFock exchange for various functionals tested (PBE0 contains 25% exact exchange). The Journal of Physical Chemistry C ARTICLE ' RESULTS AND DISCUSSION Bulk Materials. We started by computing the band offset and Frenkel exciton energies of bulk H 2 Pc and PTCBI, given in Table 1 . To obtain the IP and EA values, we collected data from three different monomers in 20 distinct snapshots; the transport gap (TG) for a single material was given by E IP À E EA and the bulk band offset by E offset = E IP H 2 Pc À E EA PTCBI . Here we note that the TGs and band offset, the more critical quantities for device performance, are in good agreement with experimental values despite larger errors in the IPs and EAs themselves. This is because there are roughly equal shifts in the IP and EA when increasing the basis set (+0.2 eV with 6-311G*) and when placing a molecule in the electrostatic environment of the crystal (À0.3 eV). A more detailed look into the basis set convergence can be found in the Supporting Information.
Turning our attention to optical properties, we note that most OSC materials have a broad absorption in the solid phase due to many different effects such as heterogeneous broadening, coupling between excited states (Davydov splitting) and vibronic transitions. The inclusion of all of these effects is beyond the scope of this study, and here we focus on heterogeneous broadening only. We computed the lowest few singlet excited state energies and their oscillator strengths for 15 different molecules over 50 snapshots. We then plotted each state as a Gaussian weighted by its oscillator strength to get absorption spectra, which are plotted with the experimental spectra 33 in Figure 3 . Both of the absorption features are in roughly the right spectral region, but we note that with only heterogeneous broadening the calculated lineshapes are not nearly as broad as the experimental results. It thus appears that FranckÀCondon (FC) and/or HerzbergÀTeller (HT) effects play a significant role in determining OSC absorption spectra, even in disordered environments. 34, 35 Looking at PTCBI in particular, our calculated spectrum is also missing a peak at around 660 nm. This peak is also absent with the higher-accuracy RI-CC2 36 method in Turbomole 37 with the larger TZVP basis, which predicts only one bright peak at ∼525 nm. We suspect the missing peak is an HT effect; specifically, with either PBE0 or RI-CC2, there is a "dark" state in the 600À700 nm range with an oscillator strength that is essentially zero. This creates an ideal situation for the HT effect where the dark exciton could borrow intensity from the bright state via vibronic coupling. 35 For H 2 Pc our calculations underestimate the splitting of the Qx and Qy bands (given in order of increasing energy). This reflects a shortcoming of TDDFT for individual H 2 Pc molecules, as the splitting of the two peaks and their relative heights arise primarily from the symmetry lowering brought about by the two hydrogens in the inner ring, with the Qx (Qy) transition dipole parallel (perpendicular) to the line connecting the two inner hydrogens.
To better picture these excitons, the attachmentÀdetachment plots 38 of the lowest singlet excited state for both molecules are shown alongside their spectra in Figure 3 . Both of the molecules have a strong transition dipole in the molecular plane; for PTCBI, it points along the long molecular axis. The strength and alignment of the transition dipole moments suggest that excitonÀexciton coupling in the solid phase could also have a significant effect on the lineshapes 39,40 of these crystalline materials, although we expect such effects to diminish in more realistic, disordered systems. In summary, our current implementation of the QM/ MM model can reproduce the band offset accurately and obtain a qualitative picture of the excitonic levels, but obtaining a more accurate spectrum would require combining all of the above physical effects with the heterogeneous broadening presented here.
OrganicÀOrganic Interface. Next, we examine the absorption spectra in the interface system. The absorption spectra at the interface are plotted in Figure 4 along with the bulk spectra reproduced from Figure 3 . The absorption curve of PTCBI is red-shifted, and the splitting in H 2 Pc is reduced for excitons closer to the interface; these changes indicate a shift toward gasphase values, likely due to the less dense packing at the interface. In contrast, the interface has a negligible effect on molecules located g2 nm (1À2 molecules) away; this agrees with our expectation that the highly localized exciton is not very susceptible to electrostatic changes.
The CT state, on the other hand, is more susceptible to changes in the electrostatic environment and is correspondingly more sensitive to the interface. We sampled five crystallographically distinct nearest-neighbor CT pairs at the interface using over 20 snapshots and plotted their density of states alongside the absorption spectra in Figure 5 . By comparing the energy levels, we see that a singlet exciton in either material is able to transfer its energy into an interfacial CT state, which can then separate into isolated charges; thus, our calculations correctly reproduce the experimental observation that PTCBI/H 2 Pc forms a functional photovoltaic device. 16 Not surprisingly, the CT states have a broader energy distribution (fwhm ∼220 meV) than excitonic states; this is in part due to the distribution of CT The Journal of Physical Chemistry C ARTICLE pairs, most notably the variation in the donorÀacceptor distance between different pairs. By contrast, the dynamic fluctuations of the CT energy for a given pair are much smaller (fwhm ∼60 meV). We performed further analysis on the distance dependence of the CT binding energy (BE, given by E BE = (E IP H 2 Pc À E EA PTCBI ) À E CT ). Using the procedure provided in ref 41 , we fit the inverse of the BE to a linear combination of intermolecular distances; our results are shown in Figure 6 . We chose to use a linear combination of intermolecular distances for the coordinate in Figure 6 to filter out the effects of relative molecular orientation as much as possible; further details of this coordinate can be found in the Supporting Information. The BE has a clear R
À1
decay as a function of distance, arising from the Coulomb interaction between the electron on the acceptor and the hole on the donor; however, this trend was not observed when centerof-mass or closest contact distances were used, highlighting the important orientational dependence for these planar molecules. The average BE for the closest pairs is 0.2 eV, while averaging over all of the nearest neighbor pairs yields a BE of 0.15 eV for the CT states. The overall fit is good, with a correlation of 0.85 between the data and R À1 ; there is also a clear scatter of 0.1 eV on top of the Coulombic decay which we attribute to thermal fluctuations. From moment to moment, the CT energy of a given dimer will fluctuate by a few kT. Thus, at any instant there can easily be a more distant CT pair that has a lower energy than a compact pair due to random fluctuations in molecular orientation. These variations are expected to aid the initial charge separation at the organicÀorganic interface.
Perhaps surprisingly, the average energy of the CT states (1.6 eV) is higher than the bulk band offset (1.5 eV), giving an apparent CT binding energy of ≈À0.1 eV; that is to say, the CT states seem to be unbound! We found that this can be explained by the significant contribution of interface effects to the band offset. In Figure 7 we plot the IP and EA of H 2 Pc/PTCBI vs the distance from the interface, and each point corresponds to an average over four monomers each using 20 snapshots. The EA of PTCBI (IP of H 2 Pc) decreases (increases) as one moves toward the interface by 0.1 (0.15) eV, such that the band offset at the interface is 0.25 eV larger than the bulk value and giving an average CT binding energy of ≈0.15 eV. Thus, the CT states are locally bound; the energy of the electronÀhole pair at the interface is more stable than a single electron plus a single hole at the same site. At the same time, the CT states are globally unbound; the electron and hole gain energy by migrating away from the interface.
The "gap bending" effect at the OSC donorÀacceptor interface has been previously calculated in different systems and with different models. 8, 42, 43 In those cases, the effect was caused by an interfacial dipole that shifted the electron and hole levels asymmetrically. Our calculations did not find a significant dipole at the H 2 Pc/PTCBI interface; instead, the gap bending appears The Journal of Physical Chemistry C ARTICLE to be due to differences in the polarizability and crystal packing. The interface has a stabilizing (destabilizing) effect on carriers in H 2 Pc (PTCBI) because PTCBI has a higher dielectric constant than H 2 Pc, and the relatively sparse packing introduces an overall destabilizing effect; our QM/MM simulations with a polarizable MM model were uniquely able to capture these effects. 13 There is much discussion in the literature on understanding the origins of the high internal quantum efficiency in OPVs and why the separation of a CT state appears to be essentially barrierless. 44 One prominent view is that the excess energy from exciton dissociation creates a "hot" CT state with sufficient kinetic energy to break free of the binding energy before thermal relaxation takes place. 24, 25 On the other hand, there is also evidence that thermally relaxed CT states are separating into free charges. 26, 45 Our work indicates the latter model to be more accurate and suggests that thermally relaxed CT states can break up easily due to competition between the decreased dielectric screening at the interface and the Coulomb attraction, the first increasing and the second decreasing the CT energy. For our current H 2 Pc/PTCBI model system, the decrease in dielectric screening is larger than the Coulomb attraction, and thus there is little to no energy barrier for CT separation. Future studies spanning a broad range of molecules and interfaces would be useful for testing the generality of these results.
' CONCLUSION
In this study, we used a QM/MM model to investigate the H 2 Pc/PTCBI donorÀacceptor interface and obtained thermal distributions of the exciton, IP, EA, and CT energies. We obtained an accurate prediction of the band offset for this interface system and a qualitative description of the excitonic states. We also find a strong dependence of the BE on the relative orientation of the molecules forming the CT pair. One route to decrease charge recombination is to lower the CT binding energy by maximizing the edge-to-edge stacking at the donorÀacceptor interface and minimizing the cofacial stacking. We addressed two effects on the CT state energy that depend on proximity to the interface: the electrostatic changes at the interface cause the band offset to increase by 0.25 eV, and the CT binding energy is strongest at the interface with a typical value of 0.15 eV.
The competition between two effects creates a situation where thermally relaxed CT states at the interface can easily separate into free carriers. In our model system, charge separation is downhill by about 0.1 eV.
The current set of calculations has helped to clarify the molecular processes at an organicÀorganic interface, but there are a number of effects that still need to be included in the calculations. First, to get a more accurate absorption spectrum, the FranckÀCondon factors, HerzbergÀTeller corrections, and exciton coupling should be included; any of these effects can shift the peaks as well as significantly broaden them. Second, the effect of vacancy and substitutional defects on the performance of OSC devices needs to be studied since realistic interfaces in thin films are less ideal than the one presented in this study. Finally, it would be fruitful to extend this study to different OSC molecules, to aid in our understanding of how the interface affects the band offset in a variety of situations. ' REFERENCES
