We have been measuring brightness temperature spectra of the atmospheric ozone (O 3 ) emission at 110.83 GHz with a millimeter-wave radiometer (MWR) located at Rikubetsu, Japan, since November 1999. Tropospheric opacities, which were also measured with the MWR and were used to take into account attenuation of the O 3 signal from the stratosphere and mesosphere, were corrected using the tropospheric opacity calculated from radiosonde data. Temporal variations of the measured spectral intensity of O 3 , likely due to degradations of the superconductor-insulator-superconductor receiver and of the vessel for cold calibration load, were also corrected using scaling factors derived from ozonesonde data up to an average height of 35 km and Microwave Limb Sounder (MLS) monthly mean climatology above the sonde height. The vertical profiles of the O 3 mixing ratio in the altitude range from 24 to 56 km were retrieved from the spectra with the optimal estimation approach. The retrieval errors from uncertainties in the scaling factor, the corrected tropospheric opacity, and atmospheric temperature, as well as those from spectral noise, were evaluated, and we found that the main retrieval errors resulted from uncertainties in the scaling factor and tropospheric opacity. The retrieved O 3 profiles were compared with those from the Solar Backscatter Ultraviolet (SBUV/2), the Sounding of the Atmosphere using Broadband Emission Radiometry (SABER), and the MLS instruments onboard satellites. The retrieved O 3 mixing ratios at individual levels agreed with the MLS version 3.3 or 3.4 data with an average difference better than ±5 % and a standard deviation of 4-9 %. Additionally, the retrieved O 3 profiles were in reasonable agreement with the SABER version 2.0 O 3 profiles and the SBUV/2 version 8.6 O 3 profiles, in line with the validation results of their satellite data in the earlier literature.
Background
Stratospheric ozone (O 3 ) plays an important role in protecting life on the Earth from solar ultraviolet radiation. Chlorine radicals, which are released mainly in the stratosphere by photodissociation of chlorine compounds, destroy O 3 in a catalytic cycle (Rowland and Molina 1975; Solomon 1999) . According to the regulation of the emission of anthropogenic chlorine compounds, signs of slowdown in the decline of O 3 were reported in the upper stratosphere (Newchurch et al. 2003) , and a positive trend of about 4 % per decade in the upper stratosphere in the northern mid-latitudes has recently been found (WMO 2014) . However, because the global distribution of stratospheric O 3 is affected by many factors, such as the trend of ozone-depleting substances, stratospheric temperature change due to global warming, and modulation of the Brewer-Dobson circulation, it is essential to continually observe the stratospheric O 3 abundance.
In order to monitor the depletion or recovery of stratospheric O 3 and to understand the chemical and dynamical processes controlling the O 3 trends, vertical distributions of various minor constituents, including O 3 , have been measured with ground-and space-based instruments. A millimeter-wave radiometer (MWR) enables the continuous measurement of the atmospheric constituents distributed from the middle stratosphere to the lower mesosphere, irrespective of day or night with a high temporal resolution of ~1 h, because it records an emission spectrum caused by the rotational transition of the atmospheric constituents. Such ground-based MWR measurements have been carried out at more than a dozen sites in the past decades (e.g., Daae et al. 2014; Fiorucci et al. 2013; Palm et al. 2010; Parrish et al. 2014; Schneider et al. 2003; Studer et al. 2012) .
To investigate the various temporal variations of the middle atmospheric O 3 in the northern mid-latitude region, particularly in the Asian area, a ground-based MWR was installed at Rikubetsu (43.46°N, 143 .77°E, 361 m above sea level), Japan, in March 1999. The National Institute for Environmental Studies (NIES) operated the MWR until March 2011, but subsequently the Institute for Space-Earth Environmental Research (ISEE) of Nagoya University has been responsible for its operation. The Rikubetsu site is a part of the Network for Detection of Atmospheric Composition Change (NDACC) (http://www.ndsc.ncep.noaa.gov/). The instrument has been tuned to the frequency of 110.836 GHz to observe the 6 1,5 -6 0,6 transition of O 3 . Nagahama et al. (2007) reported O 3 observation at Rikubetsu with this instrument during the period from November 1999 to June 2002.
In the present study, the observation period was expanded to May 2014, a period during which the receiver and the spectrometer were replaced twice and the calibration method of the spectral intensity was changed. In the analysis of the longer time series data, we find that tropospheric opacity measured with the MWR as well as the brightness temperature of the O 3 emission spectrum varied with an unnatural trend. This was likely due to a degradation of the receiver and a defect in measuring the cold calibration load, and we were able to address these instrumental problems, as described in next section. In addition, we developed correction methods for the data already acquired, and the atmospheric O 3 profiles between approximately 24 and 56 km during the period from November 1999 to May 2014 were derived from the corrected spectra and tropospheric opacities. We note that the correction method of the brightness temperature was based on ozonesonde and Microwave Limb Sounder (MLS) data rather than properties on the MWR itself and that our data added information on continuous O 3 concentration variations with a temporal resolution of 1 h at a certain site to the ozonesonde/MLS measurements. To evaluate the accuracy of the retrieved O 3 profiles, the profiles were compared with O 3 profiles from the Solar Backscatter Ultraviolet (SBUV/2) instrument onboard the NOAA 11, 16, and 18 satellites , the Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) instrument onboard the Thermosphere Ionosphere Mesosphere Energetics Dynamics satellite (http://saber.gats-inc.com/ data.php), and the MLS instrument onboard the Aura satellite (Livesey et al. 2011) .
Methods

Instrument and observation
The Rikubetsu MWR has a heterodyne receiver employing a superconductor-insulator-superconductor (SIS) mixer to convert the atmospheric O 3 signal down to that in an intermediate frequency range. The operation timeline of the instrument is listed in Table 1 . The details of the instrument until October 2005 are described in Nagahama et al. (2007) , and we present the changes that were made after October 2005. As for the receiver, a tunable SIS mixer was replaced with a sideband-separating SIS mixer (2SB mixer) made of two double sideband (DSB) mixers and two 90° hybrid couplers (Asayama et al. 2004) in October 2005. The 2SB mixer receiver was operated with a receiver noise temperature of 130-170 K in single sideband (SSB) mode, and the response of the image sideband was suppressed by up to 13 dB compared with that of the signal sideband. For the spectrometer, the bandwidth of the acousto-optical spectrometer (AOS) was changed from 0.5 to 1 GHz, but the number of channels remained unchanged (2048 channels). Although a hot blackbody, a cold blackbody, and a (low-angle) sky spectrum had been acquired in turn until October 2005, another sky spectrum with an elevation angle fixed at 70° was added to the observation sequence; this is referred to as the high-angle sky spectrum. Figure 1 shows a block diagram of the MWR after October 2005. A lossy dielectric plate is inserted in the high-angle sky spectrum observation to equalize the continuum levels of the high-and low-angle sky spectra. Because the continuum levels vary with time as the sky condition changes, the elevation angle of the low-angle sky spectrum is automatically adjusted so that the continuum levels of the high-and low-angle sky spectra are balanced (Mizuno et al. 2002; Parrish et al. 1988) . The variable elevation angles can range from 12° to 45°. The rotating mirror looks toward the four directions with a measurement time of 3 s at each position. This cycle is repeated until the total measurement time at each position is 75 s (i.e., 25 cycles), and the average data for each target are recorded in a file. It takes approximately 9 min (including dead time for mirror switching) to acquire one spectrum. Here, the observed spectrum in brightness temperature T obs is obtained as the difference between the low-angle sky spectrum T low and the high-angle sky spectrum T high , assuming a linear behavior among the sky, hot blackbody, and cold blackbody measurements:
where V low , V high , V hot , and V cold are output from lowangle sky, high-angle sky, hot blackbody, and cold blackbody, respectively, and T hot and T cold are a hot blackbody (ambient) temperature and a cold blackbody (liquid nitrogen) temperature, respectively. The difference between the outputs from low-and high-angle sky is taken in order to remove a common spectral artifact and to suppress nonlinearity in the receiver system.
In 2013, a further modification was carried out with respect to the SIS mixer and the spectrometer. The degradation of the 2SB mixer became noticeable, as described in the next subsection, and we replaced the 2SB mixer with a sideband-separating mixer that consists of a DSB mixer and a sideband removal waveguide filter (Asayama et al. in preparation) . In order to achieve higher spectral resolution measurements as well as to increase (1)
stability against ambient temperature change, the AOS was replaced with a digital fast Fourier transform spectrometer (FFTS), which has a bandwidth of 1 GHz and a frequency resolution of 67 kHz. The hot and cold blackbodies are measured for 2 and 5 s, respectively, and subsequently, the low-angle and high-angle sky measurements of each 3 s are repeated 5 times. It takes approximately 1 min to complete this one cycle, and the data every one cycle are recorded in a file.
To correct an attenuation of the O 3 signal in the troposphere, which is attributed to absorptions by discrete oxygen (O 2 ) and water vapor (H 2 O) lines and the H 2 O continuum, their tropospheric opacity is derived based on the "sky-tipping" procedure (Ulich et al. 1980; Kuwahara et al. 2012) . The sky-tipping procedure was executed every ~9 min before December 14, 2013, and is executed every ~8 min after that, requiring ~40 s to complete the one procedure. For O 3 retrieval, we make the hourly spectrum as follows. We select O 3 spectra which have elevation angles between 15° and 40° and tropospheric 
Data corrections
During the observing period discussed in this paper, the measured tropospheric opacity and brightness temperature of the O 3 emission spectrum varied significantly probably due to the following two causes:
1. The 2SB mixer, which had been employed between October 2005 and September 2013, degraded, particularly after June 2009. 2. Until November 2008, the spectral intensity of the cold blackbody had a large uncertainty. The cold blackbody as a calibration source was placed inside a polystyrene vessel filled with liquid nitrogen, and its signal was measured through the polystyrene wall because of the high transmittance of the polystyrene in the millimeter-wave region. However, the polystyrene absorbs atmospheric moisture, particularly in the summer season, and the transmittance deteriorates. Even though we replaced the polystyrene a few times each year, the polystyrene that had absorbed atmospheric moisture affected the measurements of tropospheric opacity and brightness temperature.
After November 2008, the cold blackbody was placed inside a glass Dewar, and its signal was measured directly from above the Dewar using several mirrors. In addition, the 2SB mixer was replaced with the sideband-separating mixer in September 2013. For the data obtained before then, we developed methods for correcting the tropospheric opacity and spectral intensity.
First, the tropospheric opacities were calculated from semidiurnal radiosonde profiles launched at stations as much as possible near Rikubetsu, provided that the radiosonde launch time was within ±30 min of the average measurement time of the MWR hourly spectrum. The radiosonde data were obtained from the Integrated Global Radiosonde Archive (Durre et al. 2006) . Because the radiosonde observation at Nemuro (43.33°N, 145.58°E, about 150 km from Rikubetsu), which is the nearest station to the Rikubetsu Observatory, discontinued in March 2008, the radiosonde profiles at Sapporo (43.05°N, 141.33°E, about 200 km from Rikubetsu) were used for the rest of the time. To be comparable to the measured opacity, the calculations of the opacity were implemented using the radiosonde data above 370 m (i.e., height of the MWR instrument). For the calculation of the opacity, the Van-Vleck-Weisskopf function (1947) was used as the line profile function for H 2 O and O 2 . Spectroscopic line parameters for H 2 O were taken from the HITRAN 2012 database (Rothman et al. 2013) , whereas those for O 2 were taken from the line parameter files provided by Atmospheric and Environmental Research, Inc (AER: http://rtweb.aer.com/), which include first-order line-mixing coefficients at four specific temperatures (Tretyakov et al. 2005 ). Continuum absorptions due to H 2 O were calculated using version 2.5.2 of the MT CKD continuum model (Mlawer et al. 2012 ) from the AER. Figure 2 shows time series of the measured and calculated tropospheric opacities and their percentage differences. The monthly mean differences are also shown, and they range from −50 to 40 %. Here, in order to investigate the effect of the change in the radiosonde launch site, the opacities from the Sapporo radiosonde data before March 2008 were also calculated (not shown). Although the individual differences in the opacities between Nemuro and Sapporo were up to ~100 % due likely to spatial variability of H 2 O, the monthly mean differences in the opacities were less than 15 % (i.e., smaller than bias in the measured opacity) since the spatial variability was decreased by taking the monthly mean. Therefore, if the monthly mean value of the differences between the measured and the calculated opacities was used for the correction of the measured opacity, the effects of the change in the radiosonde launch site as well as of the spatial variability of H 2 O between the MWR and radiosonde launch sites could be significantly reduced. Thus, the individual measured opacity was corrected on the basis of the monthly mean value of the percentage differences between the measured and the calculated opacities. We note that if the number of matchup data between the measured and the calculated opacities in one month was less than 10, the monthly mean value was replaced by the value of the previous month.
Second, we developed a procedure for correcting the brightness temperature of the O 3 emission line, in which we used three independent measurement datasets of O 3 : Ozonesonde profiles observed approximately once a week at Sapporo and archived at the World Ozone and Ultraviolet Radiation Data Center (WOUDC) by the Japan Meteorological Agency, O 3 profiles from the MLS, and total O 3 columns from a Brewer spectrophotometer operated by the NIES at the Rikubetsu Observatory.
1. Ozonesonde profiles measured up to altitudes of at least 26 km were selected, and the average sonde height was approximately 35 km. 2. For the ozonesonde profile data, we applied a new correction factor that was recalculated according to the approach described in Morris et al. (2013) , instead of the correction factor included in the WOUDC file. 3. Each ozonesonde profile with the new correction factor applied was complemented by the O 3 climatology profile above the balloon burst height. The O 3 climatology profiles were made per month by averaging the O 3 profiles and geopotential heights from the MLS observations between 2005 and 2013 (Livesey et al. 2011 ) within a ±5° latitude and ±15° longitude box centered on Rikubetsu. The climatological monthly profiles were produced separately for daytime (solar zenith angle (SZA) ≤ 98°) and nighttime (SZA > 98°) data. The O 3 concentrations above the balloon burst height were provided by linearly interpolating in time the daytime climatology profiles arranged at the middle of each month. Note that since the ozonesonde observations at Sapporo were limited to daytime, only the daytime climatology was used here. If the total O 3 column derived from the ozonesonde profile complemented by the climatology did not agree to within ±15 % with those derived from the Brewer spectrophotometer at Rikubetsu, we considered that the two instruments observed a different air mass and the ozonesonde data were not used.
4. A synthetic spectrum was calculated from the ozonesonde profile complemented by the climatology, according to a radiative transfer theory using the Voigt function as the O 3 line profile. The O 3 line intensity for a single molecule and the center frequency were taken from the Jet Propulsion Laboratory catalog (http://spec.jpl.nasa.gov/ftp/pub/catalog/catform.html) (Pickett et al. 1998) , and other spectroscopic parameters were obtained from the HITRAN 2012 database (Rothman et al. 2013 ). Pressure and temperature profiles were calculated by connecting the National Centers for Environmental Prediction reanalysis data up to ~30 km (Kalnay et al. 1996) with the COSPAR international reference atmosphere data (Fleming et al. 1990 ). As the observed spectrum was created from the bidirectional spectra (low-and high-angle sky spectra), as given by Eq.
(1), a comparable spectrum T calc was calculated in the forward model:
where T low and T high are the brightness temperature spectra calculated for the low-and high-angle sky directions, respectively, T bg is the brightness Gray open circles are the differences between the measured and calculated tropospheric opacities, and blue closed circles and error bars denote the monthly mean differences and their standard deviations (±1σ), respectively. Green dash lines indicate the times of the change in the instrumentation described in Table 1 temperature of the cosmic background radiation, m low and m high are air-mass factors for the low-and highangle sky directions, respectively, and τ z , τ d , and τ ozone are optical depths of the lower atmosphere for the zenith direction, of the lossy dielectric plate, and of the O 3 integrated toward the zenith direction, respectively. The spectral baseline was represented by a firstorder polynomial. 5. A factor was determined to minimize the difference between the synthetic spectrum multiplied by the factor and the observed spectrum, along with offset and slope for the baseline polynomial by the least squares method. Although the spectral range between 110.70 and 110.98 GHz was used, the spectral range within ±1.6 × 10 −3 GHz from the line center was not used because the spectral range includes mostly information on the mesospheric O 3 concentration, whose uncertainty in the climatology might be large. The retrieved factor is hereafter called the "scaling factor. " The scaling factors were derived from the MWR spectra within ±3 h of the ozonesonde measurement time, and then the average value within ±3 h (i.e., average of at most 6 data) was calculated. The scaling factor from one ozonesonde measurement to another was assumed to vary linearly in time, and the value for each MWR spectrum was derived by linear interpolation. 6. The observed spectrum was divided by the scaling factor. Figure 3 shows time series of the retrieved scaling factor. Alternate scaling factors, which were obtained from each spectrum by using the MLS climatology over all altitude ranges instead of the ozonesonde, are also shown. The scaling factors derived from only the MLS climatology were not actually used for correcting the measured spectrum, but used for data screening as described in the subsequent section. Taking into account the accuracy of ozonesonde data of 5-10 % (Smit et al. 2007 ) and the temporal and spatial variability of the complemented O 3 climatology, the error upper limit of the scaling factor was estimated by shifting the O 3 profile by ±20 % over all altitude ranges. We found that the change of the scaling factor was almost proportional to that of the O 3 profile [i.e., the retrieved scaling factors were estimated to have an error of ±20 % (3σ)]. The retrieved scaling factors range from 0.4 to 1.6 and have large variability compared to the estimated error of the scaling factor. The large values in the summer seasons until the year 2006 may be attributable to degradations of the vessel for cold calibration load. Although the old cold load was still in use in 2007 and 2008 summer, the scaling factors during the periods were relatively stable because we frequently replaced the polystyrene vessel to new one. The low values after February 2011 may be due to degradation of the SIS receiver. When the receiver was replaced in September 2013, as described above, the values were close to 1.0.
Retrieval analysis
For the O 3 profile retrieval, an optimal estimation scheme (Rodgers 2000) was adopted. The retrieval algorithm employed in the present study was based on that described in Ohyama et al. (2012) , which has been . Black circles show alternate scaling factors obtained for each spectrum by using the MLS climatology over all altitude ranges, instead of the ozonesonde profile. Green dash lines indicate the times of the change in the instrumentation described in Table 1 applied to the O 3 retrieval from space-borne spectra in the thermal infrared region, and it was expanded to the millimeter-wave region. In general, the relationship between the measurement vector y (measured spectrum) and the state vector x to be retrieved can be expressed by a nonlinear forward model F describing the radiative transfer in the atmosphere:
where b is the additional not-retrieved state vector and ε the measurement error vector. An optimal solution of x can be determined by minimizing the following cost function:
where x a is the a priori of x, S a the a priori covariance matrix of x a , and S ε the measurement covariance matrix associated with y. The retrieval algorithm gives the solution using the Levenberg-Marquardt method, whose general form is:
where index i is iteration number, K i (=∂F/∂x i ) is the Jacobian matrix of the forward model F with respect to x i , and λ i is the Levenberg-Marquardt parameter whose value is chosen at each iteration step to minimize the cost function. The input parameters to the forward model are the same as those used in deriving the scaling factor, but we used the daytime or nighttime MLS O 3 climatology over all altitudes as the a priori profile according to SZA. The daytime profile was used for the data whose SZA was below 98°. The a priori covariance matrix S a and the measurement covariance matrix S ε were set up as follows. The a priori uncertainties (square roots of the diagonal elements of S a ) of the O 3 profile were assumed to be 30 % of the mixing ratios at each altitude. The uncertainty was estimated from the variability (deviation from the 30-day average) of O 3 mixing ratio in the stratosphere in a short term (Nagahama et al. 2004 ). The off-diagonal elements of the a priori covariance matrix were set to decrease exponentially with a correlation length of 6 km. The a priori uncertainties in the baseline polynomial and also the wavenumber shift were set to an extremely large value (i.e., 10 10 ), which represents no constraint to the a priori values. The measurement covariance matrix was assumed to be a diagonal matrix with elements corresponding to the brightness temperature noise levels of 
Results and discussion
Data screening
In order to select the data that were not affected by thick cloud, we set the following condition: N ave has to be equal to N total , where N ave is the number of spectra employed for calculating the hourly averaged spectrum based on the criteria described in the previous section and N total is the total number of spectra measured within 1 h. In addition, the retrieval results that had a >0.15 K root-meansquare (RMS) residual between the observed and the calculated spectra were rejected. If the ratio of the two scaling factors (climatology/sonde), as shown in Fig. 3 , did not range between 0.8 and 1.2, the retrieval results were screened out. Figure 4a shows an example of the spectral fit for the O 3 retrieval from the AOS-measured spectrum. The residual is equivalent to the spectral noise level, and the RMS residual is 0.04 K. Figure 4b presents the case of O 3 retrieval from the digital FFTS-measured spectrum, and the RMS residual is 0.08 K. Figure 5 shows time series of the O 3 mixing ratio profiles between the altitudes of 20 and 60 km derived from the MWR measurements during the period from November 1999 to May 2014. The wet weather condition during the summer seasons interfered the MWR observations; specifically, the tropospheric opacities of more than 0.4 were frequently observed, and furthermore, the elevation angle of sky spectrum, which was automatically adjusted, reached the limited-angle. The seasonal cycle is different height by height. It shifts from summer maximum in the middle stratosphere (~35 km) to winter maximum in the upper stratosphere and the lower mesosphere (~45-55 km). During winter months, the O 3 mixing ratio in the upper stratosphere might be more variable than during the other seasons because sudden stratospheric warming induces large variability of O 3 (Flury et al. 2009 ) and the polar vortex occasionally moves toward mid-latitudes (Nagahama et al. 2007 ).
Error analysis
By introducing the gain matrix G, which indicates the sensitivity of the retrieved vector to the measurement: the averaging kernel matrix A was represented by the product of G and the Jacobian matrix K at the last step of the iteration process (Rodgers 2000) :
The matrix A represents the sensitivity of the retrieved state x to the "true" state x, and each row of A indicates the vertical resolution of the measurements (Rodgers 2000) . Figure 6a presents the averaging kernel that corresponds to the retrieval from the AOS-measured spectrum shown in Fig. 4a . The measurement response, which was calculated as the sum of the rows of averaging kernel (Rodgers 2000) , is also shown in Fig. 6a . The retrieval has sensitivity in the altitude range, where the measurement response takes the values of more than 0.8. Therefore, Fig. 6a indicates that the O 3 retrieval has sensitivity between ~24 and 56 km. Figure 6b presents the averaging kernel for the retrieval from the digital FFTS-measured spectrum shown in Fig. 4b , and the O 3 retrieval has sensitivity between ~21 and 58 km due to higher spectral resolution of the digital FFTS. The vertical resolution ranges from 7 to 10 km in the stratosphere and increases gradually to approximately 15-18 km at an altitude of 60 km.
The error sources expected in the analysis are presented here, and their effects on the O 3 retrieval are evaluated. The temporal variations of measured spectral intensity and tropospheric opacity, which are attributed to the instrumental problems, caused systematic error in the O 3 retrieval. However, because the measured spectral intensity and tropospheric opacity were corrected using the sonde data to the extent possible, we considered the systematic error to be negligible and take into account random error in what follows. The linear error analysis for the retrieval was performed according to the formalism of Rodgers (2000) and Rodgers and Connor (2003) , and the error covariance matrix was calculated for the individual retrieval process. The retrieval error can be represented by the difference between the retrieved state vector x and the true state vector x, and the analytical error can be estimated as below: − b a ) is the model parameter error, and Gε is the measurement error. These three error sources in the retrieved O 3 profile are discussed in this section.
The smoothing error is the error resulting from the finite vertical resolution of the measurement. The smoothing error covariance S s can be calculated from the following equation:
where S c is the ensemble covariance matrix for the O 3 profile, which is here regarded as the same as the matrix S a .
The uncertainties in the input parameters into the forward model cause the model parameter error. The temperature profile, scaling factor, and tropospheric opacity that are fixed (not-retrieved) in the O 3 profile retrieval contribute to the model parameter error. The model parameter error covariance S f is given by where S b is the ensemble covariance matrix constructed from the uncertainties (1σ) in the model parameters: 6.7 % for scaling factor, 18 % for tropospheric opacity, and 10 K for temperature profile at each level. These uncertainties were estimated as follows. The uncertainty in the scaling factor was based on the value estimated above (±20 % at 3σ). The uncertainty in the tropospheric opacity was estimated from uncertainties in both the opacity calculated from sonde data and the opacity measured by the MWR. The uncertainty in the opacity calculated from sonde data was considered to be able to estimate from the monthly standard deviations of the percentage differences between the opacities calculated from the Nemuro and Sapporo sonde data, since the standard deviation would include the sonde data own measurement error and the effects of change of the sonde site as well as of spatial difference between the MWR and sonde sites; the average value was ~13 %. On the other hand, the uncertainty in the opacity measurement by the MWR was estimated to be ~12 % in Kuwahara et al. (2012) . The overall uncertainty was taken as the square roots of the sum of the squares of the two uncertainties that was ~18 %. Then, from lidar observation of atmospheric temperature over Tsukuba, Japan (Nakane et al. 1992) , the differences between the observed temperature and climatology were up to 20 K in the stratosphere and 30 K in the mesosphere. Although the exact evaluation of the uncertainty in temperature used in the present study (NCEP reanalysis data up to approximately 30 km and CIRA climatology above) is difficult, we roughly estimated the uncertainty in temperature to be 10 K (1σ).
The measurement error is the error due to the spectral noise. The measurement error covariance S m is represented by where S d is taken to be a diagonal matrix with elements consisting of the square of the expected noise level in brightness temperature. Figure 7 shows the error budget for the retrieved O 3 profiles. The total errors were taken as the square roots of the diagonal values of the total error covariance that corresponds to the sum of Eqs. 10 and 11. In our study, the smoothing error was not included in the total error estimate, but the retrieved O 3 profile is considered to be a smoothed representation of the true O 3 profiles. Alternatively, when the retrieved O 3 profile is compared with data having a higher vertical resolution (i.e., limb-viewing satellite data in this study), the smoothing error is accounted for by smoothing the higher-resolution profile
with the MWR averaging kernel, as described in the next subsection. The main contribution to the total error is the errors introduced by the uncertainties in the scaling factor and tropospheric opacity, followed by the spectral noise and atmospheric temperature errors. We found that the estimated total error for the dry season (Fig. 7a) ranged from 4 to 11 % in the altitude range of 20-60 km.
In the case of the wet season (Fig. 7b) , the estimated total error was partly larger than that of the dry season due to the larger error from the tropospheric opacity.
Validation using O 3 mixing ratios from satellite instruments
The retrieved O 3 profiles were compared with the SBUV/2 version 8.6 O 3 profile , the SABER version 2.0 O 3 profile (http://saber.gats-inc.com/data.php), and also the MLS version 3.3 or 3.4 O 3 profiles (Livesey et al. 2011) . The orbits of the NOAA satellites carrying the SBUV/2 instruments gradually drift, which leads to shift of the equator crossing time. Kramarova et al. (2013) mentioned that the precision of SBUV/2 data becomes worse when the satellite is in a near-terminator orbit. the SBUV/2 data in the lower stratosphere were smaller by up to 10 % than the MLS and other ground-based MWR data. As for SABER O 3 profile, Rong et al. (2009) indicated that the SABER version 1.07 (previous version) data have a systematic positive bias of 10-20 % from the middle stratosphere to the lower mesosphere, compared to other satellite data. Note that a thorough validation of the SABER version 2.0 data has not yet been published. We set the spatial coincidence criteria so that the satellite data exist within a circle of 300-km radius around the Rikubetsu Observatory. The satellite data within the criteria for an overpass were averaged, and an MWR profile within ±30 min to the satellite data was picked out and compared to the satellite data. The numbers of SBUV/2, SABER, and MLS measurements that fulfilled the criteria are 318, 837, and 491, respectively. Because their satellite instruments look toward the edge of the atmosphere tangentially to the Earth's surface, the satellite profiles have much higher vertical resolution than the MWR profiles. The time series of the O 3 mixing ratios derived from the MWR, SBUV/2, SABER, and MLS measurements at altitudes of 55, 45, 35, and 25 km are shown in Fig. 9a-d . The MWR O 3 mixing ratios at all altitudes reproduce well the seasonal and annual variations of the satellite data. Figure 10a shows mean differences in percent between the MWR profile and the satellite profile with the MWR averaging kernel applied; the difference was defined as the MWR minus satellite value. The standard deviations for the differences are shown in Fig. 10b . The results of the comparison reveal that the MWR O 3 retrievals are in good agreement with the MLS measurements: The mean difference is lower than ±5 % with a standard deviation of 4-9 % in the overall altitude range. The MWR O 3 profiles are negatively biased in the stratosphere and the lower mesosphere with respect to the SABER O 3 profiles. The mean difference is up to approximately 10 %, and its standard deviation ranges from 5 to 9 %. The large difference between the SABER and MWR can be explained by a systematic positive bias of 10-20 % for SABER O 3 mixing ratios from the middle stratosphere to the lower mesosphere (Rong et al. 2009 ). The standard deviation in the stratosphere indicates a value larger than that from the comparison between the MWR and MLS data. Compared to the SBUV/2 data, the MWR data in the lower stratosphere have a positive bias up to 10 % with a standard deviation of 5-8 %. This value is consistent with the result shown in Kramarova et al. (2013) . Overall, after the systematic errors of the tropospheric opacity and the brightness temperature spectrum were corrected by the assistance of the sonde data and MLS climatological profiles, the retrieved O 3 profiles were in reasonable agreement with the satellite data with standard deviations of 5-10 %.
Conclusions
We have been monitoring vertical profiles of the O 3 mixing ratio in the stratosphere and mesosphere with the MWR installed at Rikubetsu, Japan, since November 1999. Replacements of the SIS receiver and spectrometer were carried out in 2005 and 2013. We found that the degradation of the SIS receiver and of the vessel for cold calibration load made the quality of the tropospheric opacity and spectral intensity worse. The tropospheric opacities were corrected using those calculated from the December 12, 2011 (red) , along with the a priori profile used in the retrieval (black), and also the SBUV/2 profiles measured over Rikubetsu on the same day before (blue) and after (green) smoothing by the MWR averaging kernel daily radiosonde profiles. The scaling factors for correcting the spectral intensity were derived using ozonesonde data and MLS monthly mean climatology. An analytical error evaluation was performed, and it was found that the retrieval errors resulting from uncertainties in the scaling factor and tropospheric opacity were dominant. The MWR O 3 mixing ratios between the altitudes of 24 and 56 km were compared with those derived from the space-based instruments (SBUV/2, SABER, and MLS). The MWR O 3 mixing ratios were negatively biased by ~10 % with a standard deviation of 5-9 % above 35 km compared to the SABER data, and were positively biased by ~10 % with a standard deviation of 5-8 % below 35 km compared to the SBUV/2 data. These biases were, 
