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CHARACTERS OF HIGHEST WEIGHT MODULES OVER AFFINE
LIE ALGEBRAS ARE MEROMORPHIC FUNCTIONS
MARIA GORELIK † AND VICTOR KAC ‡
Abstract. We show that the characters of all highest weight modules over an affine
Lie algebra with the highest weight away from the critical hyperplane are meromorphic
functions in the positive half of the Cartan subalgebra, their singularities being at most
simple poles at zeros of real roots. We obtain some information about these singularities.
0. Introduction
0.0.1. Let g be a simple finite-dimensional Lie algebra over C, and let g = g[t, t−1] ⊕
CK ⊕ CD be the associated non-twisted affine Kac-Moody algebra [K]. Recall that the
commutation relations on g are:
[atm, btn] = [a, b]tm+n +mδm,−n(a|b)K, [D, at
m] = matm, [K, g] = 0,
where a, b ∈ g, and (−,−) is a non-degenerate invariant symmetric bilinear form on g.
Choosing a Cartan subalgebra h of g, and a triangular decomposition g = n−⊕h⊕n+, we
have the associated Cartan subalgebra h = h⊕CK⊕CD and the triangular decomposition
g = n− ⊕ h ⊕ n+, where n± = n± + g[t
±1]t±1. Let ∆ ⊃ ∆+ ⊃ Π = {α0, α1, . . . , αn} be
the multiset of all roots, the multiset of positive roots and the set of simple roots of g,
respectively.
0.1. Let M(λ) be the Verma module over g with highest weight λ ∈ h∗. Any quotient
V (λ) of M(λ), called a highest weight module, has weight space decomposition V (λ) =
⊕µ∈h∗Vµ(λ), where dimVµ(λ) <∞, hence we can define its character
chV (λ)(h) =
∑
µ
dimVµ(λ)e
µ(h).
0.1.1. The character of the Verma module is
(1) chM(λ)(h) =
eλ(h)
R(h)
, where R(h) :=
∏
α∈∆+
(1− e−α(h)).
† Incumbent of the Frances and Max Hersh career development chair. Supported in part by TMR
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Since multα ≤ n = rank g, it is easy to deduce that the series chM(λ)(h) converges to a
holomorphic function in the domain
Y> := {h ∈ h| Reαi(h) > 0, i = 0, 1, . . . , n}.
Since chV (λ)(h) is majorized by chM(λ)(h), we deduce that chV (λ)(h) converges to a holo-
morphic function in Y> as well.
0.2. Let δ ∈ h∗, defined by δh+CK = 0, δ(D) = 1, be the minimal positive imaginary
root of g. Consider the interior of the complexified Tits cone
Y := {h ∈ h| Re δ(h) > 0}.
This is an open domain in h, which is W -invariant, where W is the Weyl group of g,
and Y = ∪w∈Ww(Y >) [K].
It is easy to show that the product R(h) converges to a holomorphic function in Y ,
hence chM(λ)(h) analytically extends from Y> to a meromorphic function on the whole
domain Y . The problem, addressed in this paper is whether the same holds for chV (λ)(h).
0.3. Let ρ ∈ h∗ be such that (ρ, αi) =
1
2
(αi, αi) for i = 0, 1, . . . , n. We prove the following
result.
0.3.1. Theorem. Let L(λ) be the irreducible highest weight module over g with highest
weight λ, such that (λ + ρ)(K) 6= 0. Then chL(λ)(h) extends from Y> to a meromorphic
function in Y , such that its numerator Nλ(h) := R(h) chL(λ)(h) is holomorphic in Y .
0.3.2. The proof in the case (λ+ ρ)(K) 6∈ Q≥0 is very easy (for arbitrary V (λ)). Indeed,
it follows easily from [KK] (see [KT00]) that, in this case, Nλ is a finite linear combination
(over Z) of exponential functions eµ, hence is a holomorphic function on the whole space h.
(The difficult problem of computing the coefficients in Nλ in this case is solved in [KT00],
but it is not needed here).
0.3.3. In the case (λ + ρ)(K) ∈ Q>0 there exists w ∈ W (λ) such that λ = x.λ
′, where
λ′ ∈ Y>, W (λ) denote the subgroup of W , generated by reflections sα in α ∈ ∆+, such
that (α, α) 6= 0 and 2(λ, α)/(α, α) ∈ Z, and x.λ = x(λ+ ρ)− ρ is the “shifted action” of
W . It follows easily from [KK] (see [KT00]) that we then have:
(2) Nλ =
∑
y∈W (λ): y≥x
cx,ye
y.λ, cx,y ∈ Z,
which is an infinite sum if the group W (λ) is infinite. In order to prove that Nλ(h)
converges to a holomorphic function in Y , we use the explicit formula for the cx,y, given
by the Kazhdan-Lusztig conjecture for g, proved in [KT00]:
(3) cx,y = (−1)
l(y)−l(x)Qx,y(1),
3where Qx,y(q) are the inverse Kazhdan-Lusztig polynomials for the Coxeter group W (λ).
(The length function l(x) and the Bruhat order ≥ in (2), (3) are meant in the group
W (λ)).
0.4. Using the recurrent definition of the polynomials Qx,y, we prove the following esti-
mate (which holds for polynomial growth Weyl groups):
(4) |Qx,y(1)| ≤ (Cl(y)
n+1)l(y)−l(x),
where C is a constant, independent of x and y. This estimate suffices to prove the theorem.
We also show along the same lines that the theorem holds for arbitrary highest weight
module V (λ) with (λ + ρ)(K) 6= 0, and arbitrary affine Kac-Moody Lie algebras. The
fact that g is affine is used for the obvious, but crucial, observation that the affine Weyl
group has polynomial growth (since it contains a finitely generated abelian subgroup of
finite index).
The theorem probably holds also on the critical hyperplane {λ| λ(K) = −ρ(K)}, but it
is unclear how to prove it since already the argument of [KK] collapses on this hyperplane.
1. Preliminaries
1.1. Let A be a symmetrizable Cartan matrix, let g(A) = n−⊕h⊕n be the corresponding
Kac-Moody algebra over C [K], Π be the set of simple roots, ∆+ be the multiset of positive
roots, and W be the Weyl group. Let ∆re be the set of real roots and ∆im be the multiset
of imaginary roots.
1.1.1. Set Q+ = {
∑
α∈Πmαα| mα ∈ Z≥0}, and define the standard partial ordering on
h∗: α ≥ β for α− β ∈ Q+. For ν ∈ Q+ denote by ht ν the height of ν: if ν =
∑
α∈Πmαα
then ht ν =
∑
α∈Πmα.
1.1.2. Denote by (−,−) a non-degenerate invariant symmetric bilinear form on g. It
restricts to a non-degenerate bilinear form on h, and the latter induces one on h∗, also
denoted by (−,−). For α ∈ ∆re, let α∨ ∈ h be such that 〈α∨, µ〉 = 2(α, µ)/(α, α); then
the reflection sα ∈ W is defined by µ 7→ µ − 〈α
∨, µ〉α, and W is generated by these
reflections.
1.2. Recall thatW is a Coxeter group with the canonical system of generators {sα|α ∈ Π}
(see [K], 3.13). Denote the unit element in W by e, the Bruhat ordering by ≥ (e is the
minimal element) and the length function l : W → Z≥0 by l(w).
Fix ρ ∈ h∗ satisfying 〈α∨, ρ〉 = 1 for all α ∈ Π and define the shifted action of W on h∗
by w.λ := w(λ+ ρ)− ρ.
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1.2.1. For w ∈ W set
S(w) := ∆+ ∩ w
−1∆−.
For α ∈ Π, w ∈ W one has
S(sαw) =
{
S(w) ∪ {w−1α} if w−1α ∈ ∆+,
S(w) \ {−w−1α} if w−1α ∈ ∆−.
Moreover, l(sαw) > l(w) iff w
−1α ∈ ∆+. This gives l(w) = |S(w)| = |w∆+ ∩ ∆−| and
l(wsα) > l(w) iff wα ∈ ∆+.
We will use the following lemma.
1.2.2. Lemma. (see [K], Ex. 3.12) Let w = si1 . . . sil be a reduced expression of
w ∈ W , where si denote the reflection with respect to the simple root αi. Set w
(0) =
e, w(j) = si1 . . . sij and βj := w
(j)αij+1 for j = 0, . . . , l−1. Then βj are pairwise distinct,
{βj}
l−1
j=0 = S(w
−1) and for any λ ∈ h∗
λ− wλ =
l−1∑
j=0
〈α∨ij+1 , λ〉βj.
Proof. The fact that {βj}
l−1
j=0 = S(w
−1) follows from the above description of S(sαw);
since |S(w−1)| = l(w−1) = l the elements βj are pairwise distinct.
One has
λ− wλ = w(l−1)(λ− silλ) + (λ− w
(l−1)λ) = 〈α∨il , λ〉w
(l−1)αil + (λ− w
(l−1)λ)
so the assertion follows by induction on l = l(w). 
1.3. In this text g will denote an (arbitrary) affine Lie algebra, unless otherwise stated.
Let δ be the minimal positive imaginary root. We fix the form (−,−) to be positive
semidefinite on h∗
R
=
∑
α∈ΠRα; its kernel is Rδ.
1.3.1. Set E := R∆re, Ecl = E/Rδ, and let cl : E → Ecl denote the projection. The
form (−,−) on h∗ induces a symmetric bilinear form on Ecl which is positive definite. Set
∆cl = cl(∆
re); this is a finite root system in Ecl (not necessarily reduced).
1.4. Groups of polynomial growth. Let G be a finitely generated group and B be its
finite system of generators. For g ∈ G denote by lB(g) the “length” of g, i.e. the smallest
natural number k such that g = e1e2 . . . ek, where ei ∈ B ∪B
−1. For r ∈ R>0 set
cG,B(r) := |{g ∈ G| l(g) ≤ r}|.
If B′ is another finite system of generators then for some a, b ∈ Z>0 one has
cG,B(ar) ≤ cG,B′(r) ≤ cG,B(br) for all r.
5A finitely generated group is called a group of a polynomial growth if there exist C >
0, m ≥ 0 such that cG,B(r) ≤ cr
m for any r ≥ 1. For instance, a finitely generated abelian
group is of polynomial growth (if the rank is m then cG,B(r) ≤ (r + m)
m < Crm for
r ≥ 1).
Let G be a group and G1 be its finitely generated subgroup of finite index. Then G
is also finitely generated. Let B (resp., B1) be a finite system of generators of G (resp.,
G1). Then there exist a, b, C > 0 such that
cG1,B1(ar) ≤ cG,B(r) ≤ CcG1,B1(br) for all r.
As a result, G is of polynomial growth iff G1 is of polynomial growth.
2. Coxeter subgroups of W
2.1. Following [KT00], [MP] we call a subset ∆1 of ∆
re a subsystem of ∆re if sαβ ∈ ∆1
for any α, β ∈ ∆1. For a subsystem ∆1 of ∆
re we set
∆1,± := ∆± ∩∆1, Π1 := {α ∈ ∆1,+| sα(∆1,+ \ {α}) ⊂ ∆1,+},
W1 := 〈sα|α ∈ Π1〉, S1 := {sα|α ∈ Π1}.
Notice that ∆1,+ = −∆1,− since for α ∈ ∆1 the element −α = sαα lies in ∆1.
2.2. Lemma. (i) For α, β ∈ Π1 one has 〈α
∨, β〉 ∈ Z≤0 if α 6= β.
(ii) |Π1| ≤ |∆cl| (see 1.3.1 for notation).
Proof. Take α 6= β and assume that (α, β) > 0. Clearly, 〈α∨, β〉 ∈ Z. Since (α, β) > 0
and sαβ ∈ ∆+ we get β ≥ α; similarly, α ≥ β, which is a contradiction. Hence (α, β) < 0
so 〈α∨, β〉 ∈ Z≤0 as required for (i). For (ii) notice that (α, β) < 0 implies that α − β is
not proportional to δ so cl(α) 6= cl(β) for distinct α, β ∈ Π1. 
2.3. In the light of Lemma 2.2 the matrix A := (〈α∨, β〉)α,β∈Π1 is a generalized Cartan
matrix. Let X be the Dynkin diagram constructed for Π1 and A: the elements of Π1 are
nodes in X and the edges (and the arrows) are determined in the usual way by A. Note
that the elements of Π1 are not necessarily linearly independent.
Let Xi, i = 1, . . . , k, be the connected components of X . We write α ∈ Xi if α is a node
of Xi. The following result goes back to Dynkin (see also [B]).
2.3.1. Proposition. (i) For each i = 1, . . . , k the roots from Xi are linearly indepen-
dent.
(ii) Any linear dependence of the elements of Π1 is of the form
∑k
i=1
∑
α∈Xi
mαα = 0,
where
∑
α∈Xi
mαα ∈ Cδ for each i.
(iii) The Dynkin diagram for Π1 is a disjoint union of Dynkin diagrams of affine and
finite types.
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Proof. Any linear dependence
∑
α∈Π1
mαα = 0 with mα ∈ R can be rewritten in the form∑
α∈S mαα =
∑
β∈S′ kββ, where S, S
′ are non-empty subsets of Π1 with empty intersection
S ∩ S ′ = ∅ and all coefficients are positive: mα, kβ > 0. Put γ :=
∑
α∈S mαα. Then
(γ, γ) =
∑
α∈S,β∈S′
mαkβ(α, β) ≤ 0.
Since (−,−) is semidefinite on h∗
R
and the isotropic vectors are proportional to δ, we get
that γ ∈ Rδ and that (α, β) = 0 for all α ∈ S, β ∈ S ′.
Let us show that for any i one has either Xi ∩ S = ∅ or Xi ⊂ S. Indeed, assume that
Xi ∩ S 6= ∅ and Xi 6⊂ S. Take α
′ ∈ Xi \ S which is connected to a node in Xi ∩ S. Then
(γ, α′) =
∑
α∈S∩Xi
mα(α, α
′) < 0
since (α, α′) ≤ 0 for all α and (α, α′) < 0 if α′ is connected to α. However γ ∈ Rδ so
(γ, α′) = 0, which is a contradiction.
By above, for any i one has either Xi ∩ S = ∅ or Xi ⊂ S. The similar fact holds for S
′.
Since both S, S ′ are non-empty, their union does not lie in Xi: S ∪ S
′ 6⊂ Xi. Hence the
roots of Xi are linearly independent as required for (i). For (ii) write γ =
∑k
i=1 γi, where
γi :=
∑
α∈Xi
mαα and notice that
0 = (γ, γ) =
k∑
i=1
(γi, γi).
Hence (γi, γi) = 0 so γi ∈ Rδ for any i. This gives (ii).
For (iii) fix i and let Ai be the corresponding submatrix of A: Ai := (〈α
∨, β〉)α,β∈Xi.
Since the nodes of Xi are linearly independent, Xi is a standard Dynkin diagram. The
matrix Ai is symmetrizable and the corresponding bilinear form on
∑
α∈Xi
Rα is the
restriction of (−,−). Therefore this form is either positive definite or positive semi-
definite. Hence Xi is of either finite type or affine type. 
2.3.2. Corollary. (i) The group W1, generated by S1, is a direct product of Coxeter
groups of finite or affine types corresponding to the connected components of X.
(ii) The group W1 is the Weyl group corresponding to the Dynkin diagram X: it is a
Coxeter group with the canonical generator system S1, and its length function l1 : W1 →
Z≥0 is given by l1(w) = |w∆1,+ ∩∆1,−|.
Proof. LetW ′i be the Coxeter group corresponding to the Dynkin diagramXi and ∆(Xi) ⊂
∆1 be the root system of Xi. Since the Dynkin diagram of Π1 is the disjoint union of
Xis, there exists a homomorphism φ : W
′
1 ×W
′
2 × . . . ×W
′
k → W1. Take w
′
1w
′
2 . . . w
′
k ∈
Kerφ, where w′i ∈ W
′
i . Assume that w
′
i 6= e. Then there exists α ∈ Xi such that
li(sα(w
′
i)
−1) < li((w
′
i)
−1), where li stands for the length function li : W
′
i → Z≥0. By 1.2
w′iα ∈ ∆− ∩∆(Xi). The elements w
′
iα, α lie in ∆(Xi) so they are stable with respect to
7the action of W ′j for j 6= i. Thus (w
′
1w
′
2 . . . w
′
k)α = w
′
iα ∈ ∆− so (w
′
1w
′
2 . . . w
′
k)α 6= α which
contradicts to the assumption w′1w
′
2 . . . w
′
k ∈ Kerφ. Hence Kerφ = e and this proves (i);
(ii) follows from (i). 
2.4. Remark. By [KT98], 2.2.7, for any root system ∆ one has ∆1,+ ⊂
∑
α∈Π1
Z≥0α,
∆1 = W1Π1, and so W1 = 〈sα|α ∈ ∆1〉.
3. Kazhdan-Lusztig polynomials
We recall the construction of Kazhdan-Lusztig polynomials introduced in [KL79]. In
this section W is a Coxeter group, isomorphic to the Weyl group of a Kac-Moody algebra.
3.1. Polynomials Px,y(q). The Kazhdan-Lusztig polynomials Px,y(q) ∈ Z[q] (x, y ∈ W )
can be described recursively in the following way (see [KL79], 2.2 c):
(a) Px,y = 0 if x 6≤ y; Px,x = 1;
(b) if x < y and s is a simple reflection such that sy < y then
Px,y = q
1−cPsx,sy + q
cPx,sy −
∑
z: x≤z<sy, sz<z
q
l(y)−l(z)
2 µ(z, sy)Px,z,
where c = 1 if sx < x, c = 0 if sx > x and µ(z, w) is the coefficient of l(w)−l(z)−1
2
th power
of q in Pz,w (defined to be 0 if l(ys)− l(z) is even). Notice that the degree of Px,y is not
greater than l(y)−l(x)−1
2
.
Due to non-negativity of coefficients of Px,y(q) [KL79], [KL80],[H], the above recursive
description of Px,y gives Px,y(1) ≤ Psx,sy(1) + Px,sy(1) if sy < y, hence
(5) Px,y(1) ≤ l(y)
l(y)−l(x).
3.2. Polynomials Qx,y(q). The inverse Kazhdan-Lusztig polynomials Qx,y(q) ∈ Z[q]
(x, y ∈ W ) are defined by the property
∑
w
(−1)l(w)−l(x)Qx,wPw,y = δx,y.
One has Qx,y = 0 for y 6≥ x, Qx,x = 1, and for y > x the degree of Qx,y is not greater than
l(y)−l(x)−1
2
.
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3.2.1. For any fixed z ∈ W the matrix (Pw,y)w,y≤z is a square matrix of finite size; by
above, this matrix is inverse to the matrix ((−1)l(w)−l(x)Qx,w)x,w≤z. Therefore∑
w:x≤w≤y
(−1)l(y)−l(w)Px,wQw,y = δx,y.
Using that Px,x = 1, we express Qx,y via the rest of summands to obtain
(6) Qx,y =
∑
w:x<w≤y
(−1)l(w)−l(x)+1Px,wQw,y for y > x.
3.2.2. Lemma. Assume that W has polynomial growth, i.e. for some constants
C > 0, n ≥ 0 one has
|{w| l(w) ≤ k}| < Ckn, for all positive integers k.
Put N := max(n+ 1; 2). Then for all x, y ∈ W one has
|Qx,y(1)| ≤ (Cl(y)
N)l(y)−l(x).
Proof. The proof is by induction on l := l(y)− l(x). For l ≤ 2 one has Qx,y = 0 or 1 so
the assertion holds. Assume that l ≥ 3. From (6) one sees that
|Qx,y(1)| ≤ Cl(y)
n max
w:x<w≤y
|Px,w(1)Qw,y(1)|.
Set a := l(x), b := l(y), t := l(w) and note that t ∈ [a+1, b]. By (5) one has Px,w(1) ≤ t
t−a.
The induction hypothesis gives
|Qx,y(1)| ≤ C
b−abn max
t∈[a+1,b]
(
bN(b−t)tt−a
)
.
Set g(t) := bN(b−t)tt−a. Then
g′(t) = g(t)(−N ln b+ ln t + 1− a/t).
For t ∈ [a+1, b] one has −N ln b+ln t+1−a/t < −(N −1) ln b+1 < 0 since b = l(y) ≥ 3
and N > 1. Hence g′(t) < 0 for t ∈ [a+ 1, b] and therefore
max
t∈[a+1,b]
g(t) = g(a+ 1) = bN(b−a−1)(a+ 1) ≤ bN(b−a−1)+1.
Thus
|Qx,y(1)| ≤ C
b−abn+N(b−a−1)+1 = Cb−abN(b−a). 
4. Characters of irreducible modules with non-critical highest weights
In this section we recall the results of M. Kashiwara and T. Tanisaki [KT00]. Let g be
an affine Lie algebra and λ ∈ h∗ be a non-critical weight, i.e. (δ, λ+ ρ) 6= 0.
94.1. Notations. For λ ∈ h∗ set denote by ∆(λ) the set of real roots satisfying 〈α∨, λ+ρ〉 ∈
Z and by ∆0(λ) the set of real roots satisfying 〈α
∨, λ + ρ〉 = 0. Clearly, both ∆(λ) and
∆0(λ) are root subsystems in a sense of 2.1. Denote by W (λ) (resp., W0(λ)) the subgroup
of W generated by {sα|α ∈ ∆(λ)} (resp., by {sα|α ∈ ∆0(λ)}).
Since (δ, λ + ρ) 6= 0 one has cl(α) 6= cl(β) for α, β ∈ ∆+,0(λ) (see 1.3.1 for notation).
Therefore ∆+,0(λ) is finite, so W0(λ) is a finite Coxeter group.
4.1.1. By Remark 2.4, W (λ) is a Coxeter group with the canonical generator system
{sα|α ∈ Π(λ)}, where Π(λ) for ∆(λ) is defined in 2.1.
Denote the Bruhat ordering ofW (λ) by ≥λ and and the length function by lλ : W (λ)→
Z≥0. For x, y ∈ W (λ) denote by P
λ
x,y(q) ∈ Z[q] (resp., by Q
λ
x,y(q) ∈ Z[q]) the corresponding
Kazhdan-Lusztig polynomial (resp., inverse Kazhdan-Lusztig polynomial).
4.2. Let C be the set of non-critical weights, i.e.
C := {λ ∈ h∗| (δ, λ + ρ) 6= 0}.
Let
C+ := {λ ∈ C| 〈α∨, λ+ ρ〉 ≥ 0 for any α ∈ ∆(λ) ∩∆+},
C− := {λ ∈ C| 〈α∨, λ+ ρ〉 ≤ 0 for any α ∈ ∆(λ) ∩∆+}.
4.3. Observe that ∆(λ) = ∅ forces ∆(w.λ) = ∅ for any w ∈ W . Therefore if ∆(λ) = ∅,
then M(w.λ) = L(w.λ) for any w ∈ W .
Let λ ∈ C be such that ∆(λ) 6= ∅. In the light of Lemma 2.10 of [KT00] there are the
following cases:
(a) If (δ, λ + ρ) 6∈ Q, then |(W (λ).λ) ∩ C+| = |(W (λ).λ) ∩ C−| = 1.
(b) If (δ, λ+ ρ) ∈ Q>0, then |(W (λ).λ) ∩ C
+| = 1 and |(W (λ).λ) ∩ C−| = 0.
(c) If (δ, λ+ ρ) ∈ Q<0, then |(W (λ).λ) ∩ C
−| = 1 and |(W (λ).λ) ∩ C+| = 0.
In particular, if M(λ′) is not simple then there exists λ ∈ C+ ∪ C− and w ∈ W (λ) such
that λ′ = w.λ.
4.3.1. Lemma. Let λ ∈ C+ ∪ C−.
(i) The group W0(λ) coincides with the stabilizer of λ in W (λ) and is generated by the
set {sα|α ∈ Π0(λ)}, where Π0(λ) = Π(λ) ∩ {α|〈α
∨, λ+ ρ〉 = 0}.
(ii) For any w ∈ W (λ) the coset wW0(λ) contains a unique minimal element and a
unique maximal element.
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Proof. (i) Fix λ ∈ C+. Take w ∈ W (λ) and let w = si1 . . . sil be a reduced expression of
w ∈ W , where each sij is a simple reflection with respect to αij ∈ Π(λ). By Lemma 1.2.2,
λ− w.λ = (λ+ ρ)− w(λ+ ρ) =
l−1∑
j=0
〈α∨ij+1, λ+ ρ〉βj
for some βj ∈ ∆+ ∩ ∆(λ). The condition λ ∈ C
+ ensures that the coefficient of βj is
non-negative for any j. If λ−w.λ = 0 this implies 〈α∨ij+1, λ+ ρ〉 = 0 for any j. Therefore
the stabilizer of λ inW (λ) is generated by simple reflections ofW (λ) andW0(λ) coincides
with this stabilizer. The proof for λ ∈ C− is completely similar.
(ii) Let x ∈ wW0(λ) be a minimal element. Let us show that for any y ∈ W0(λ) one has
l(xy) = l(x)+ l(y). The proof is by induction on l(y). Assume that l(xy) = l(x)+ l(y) and
that α ∈ Π0(λ) is such that ysα > y. By 1.2.1, ysα > y gives y(α) ∈ ∆0,+(λ); from (i) one
sees that y(α) is a non-negative linear combination of elements of Π0(λ). The minimality
of x implies x(β) ∈ ∆+ for any β ∈ Π0(λ). Therefore xy(α) ∈ ∆+ so l(xysα) = l(xy) + 1
by 1.2.1. Hence l(xy) = l(x) + l(y) for any y ∈ W0(λ), and (ii) follows from the finiteness
of W0(λ). 
4.3.2. Take λ′ ∈ C such that M(λ′) is not simple and choose λ ∈ C+ ∪ C− such that
λ′ = w.λ for some w ∈ W (λ). By Lemma 4.3.1, wW0(λ) = {x ∈ W (λ)| x.λ = λ
′} and
this set contains a unique minimal element and a unique maximal element, which we
denote respectively by ws(λ
′;λ) and wl(λ
′;λ).
4.3.3. Theorem. ([KT00], Thm. 1.1). Take λ′ ∈ C such that M(λ′) is not simple.
Take λ ∈ C+ ∪ C− such that λ′ = w.λ for some w ∈ W (λ) and define ws(λ
′;λ), wl(λ
′;λ)
as in 4.3.2.
(i) If λ ∈ C+ set x := wl(λ
′;λ) and observe that λ′ = x.λ. One has
chL(x.λ) =
∑
y∈W (λ):y≥λx
(−1)lλ(y)−lλ(x)Qλx,y(1) chM(y.λ) .
(ii) If λ ∈ C− set z := ws(λ
′;λ) and observe that λ′ = z.λ. One has
chL(z.λ) =
∑
y∈W (λ):y≤λz
(−1)lλ(z)−lλ(y)P λy,z(1) chM(y.λ) .
5. Proof of Theorem 5.1
5.1. Theorem. Let V (Λ) be a highest weight module with highest weight Λ over
an affine Lie algebra, and assume that (Λ + ρ, δ) 6= 0. Then the function chV (Λ)(h) is
meromorphic in the domain Y := {h ∈ h| Re〈h, δ〉 > 0}.
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5.1.1. Remark. In fact, we will show that R(h) chV (Λ)(h) is holomorphic in Y , where
R is the Weyl denominator, which is holomorphic in Y as well (see 5.3).
5.2. Write Π = {α0, α1, . . . , αn} and define a grading onQ
+ by setting degα0 = 1, degαi =
1 for i = 1, . . . , n. Consider the induced grading on ∆+: ∆+ = ∪j≥0∆+,j . From the struc-
ture theory of affine Lie algebras ([K], Ch. VI) one knows that the multiset ∆ contains
at most n := dim h − 2 copies of each imaginary root which is of the form kδ, and that
all real roots have multiplicity one and are of the form kδ + α for α ∈ ∆cl; in particular,
(7) ∀j |∆+,j| ≤ N, where N := |∆cl|+ dim h− 2.
5.3. Consider the infinite product
R(h) :=
∏
α∈∆+
(1− e−α(h)), h ∈ Y.
It is well-known that R(h) converges to a holomorphic function in the domain Y . Indeed,
using the Weierstrass criterion, it is enough to show that
∑
α∈∆+
|e−〈h,α〉| <∞ if h ∈ Y.
From 5.2 one sees that
∑
α∈∆+
|e−〈h,α〉| <
( ∑
α∈∆cl
|e−〈h,α〉|
)( ∞∑
k=0
|e−k〈h,δ〉|
)N
.
The first sum is finite; for the second sum one has
∞∑
k=0
|e−k〈h,δ〉| =
∞∑
k=0
(
e−Re〈h,δ〉
)k
<∞ if Re〈h, δ〉 > 0.
5.3.1. Remark. This argument implies the following: chM(λ) converges in the domain
Y> := {h ∈ h| Reαi(h) > 0, i = 0, 1, . . . , n} to a holomorphic function. The same holds
for the character chV (λ)(h) since it is majorized by chM(λ)(Re(h)) (where Re(h) ∈ hR is
such that α(Re(h)) = Reα(h) for any α ∈ ∆); for h ∈ Y> one has Re(h) ∈ Y>. Since the
summands in chM(λ)(Re(h)) are positive real numbers chV (λ)(h) is holomorphic in Y> by
the Weierstrass criterion.
5.4. Since R(h) is holomorphic in Y , chM(λ)(h) = R
−1(h)e〈h,λ〉 is meromorphic in Y for
any λ.
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5.4.1. Consider the case when (Λ+ ρ, δ) 6∈ Q≥0. By 4.3 chL(Λ) is given by Theorem 4.3.3
(ii) so it is a finite sum of functions chM(y.λ)(h). Hence chL(Λ)(h) is meromorphic in Y .
The assumption (Λ + ρ, δ) 6∈ Q≥0 implies that 〈α
∨,Λ + ρ〉 6∈ Z>0 for α
∨ ∈ ∆j with
j >> 0 (see 5.2 for notation). Then [KK], M(Λ) has finite length. Therefore chV (Λ) is
a finite linear combination of chL(w.Λ)(h). Clearly, (w.Λ + ρ, δ) = (Λ + ρ, δ) and so, by
above, chL(w.Λ)(h) is meromorphic in Y for any w. Hence chV (Λ) is meromorphic in Y .
5.4.2. Therefore it remains to consider the case when (Λ + ρ, δ) ∈ Q>0.
5.5. Fix Λ such that (Λ + ρ, δ) ∈ Q>0. Take λ ∈ C
+ and x ∈ W (λ) such that Λ = x.λ.
In this case chL(Λ) is given by Theorem 4.3.3 (i):
chL(Λ)(h) = chL(x.λ)(h) = R
−1(h)
∑
z∈W (λ): z≥λx
(−1)lλ(z)−lλ(x)Qλz,y(1)e
〈h,z.λ〉
for some λ ∈ C+, x ∈ W (λ) (see 4.1 for notation).
All simple subquotients of M(Λ) = M(x.λ) are of the form L(y.λ) for some y ≥λ x.
By Lemma 4.3.1, the condition y ≥λ x ensures that y is the maximal element of yW0(λ).
Combining Theorem 4.3.3 and the definition of Qx,y one sees that the multiplicity of
L(y.λ) in M(x.λ) is P λx,y(1). Since V (Λ) = V (x.λ) is a quotient of M(x.λ), and the
multiplicity of L(y.λ) in M(x.λ) is P λx,y(1) [KT00], the multiplicity of L(y.λ) in V (x.λ) is
not greater than P λx,y(1), that is
chV (x.λ)(h) =
∑
y∈W (λ): y≥λx
ay chL(y.λ)(h), for some ay ∈ Z≥0, ay ≤ P
λ
x,y(1).
Hence
(8)
|R(h) chV (x.λ)(h)| ≤
∑
z∈W (λ): z≥λx
bze
Re〈h,z.λ〉, where
bz =
∑
y∈W (λ): x≤λy≤λz
|P λx,y(1)Q
λ
y,z(1)|.
From now on we fix λ ∈ C+ such that (λ+ ρ, δ) ∈ Q>0 and fix x ∈ W (λ).
5.5.1. Retain notation of 1.3.1. For a, b > 0 set
Ya,b := {h ∈ h : Re〈h, δ〉 > a, |〈h, α〉| < b for any α ∈ ∆cl}.
5.5.2. In view of (8), by the Weierstrass criterion, it remains to verify that the sum
(9)
∞∑
l=0
( ∑
z∈W (λ): z≥λx, l(z)=l
∑
y∈W (λ): x≤λy≤λz
|P λx,y(1)Q
λ
x,y(1)|
)
eRe〈h,z.λ−λ〉
converges to a uniformly bounded function of h in the domain Ya,b, for any a, b > 0.
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5.6. Proposition. There exists C > 0 such that for all but finitely many y ∈ W (λ)
one has
Re〈h, λ− y.λ〉 > Clλ(y)
2 for any h ∈ Ya,b.
We prove this proposition in 5.6.1-5.6.7 below.
5.6.1. Retain notation of 4.1 and set ∆±(λ) := ∆(λ)∩∆±, Π0(λ) := {α ∈ Π(λ)| 〈α
∨, λ+
ρ〉 = 0}. Recall that W0(λ) is a finite group generated by {sα|α ∈ Π0(λ)}; let L be the
length of the longest elements of W0(λ).
5.6.2. Fix y ∈ W (λ) and write its reduced decomposition in the Coxeter group W (λ)
in the form y = y1si1y2si2 . . . ymsimym+1, where y1, . . . , ym+1 ∈ W0(λ) and each sij is the
reflection with respect to αij ∈ Π(λ) \Π0(λ). By above, lλ(yj) ≤ L, so
(10) m >
lλ(y)
L+ 1
− 1.
5.6.3. Let X be the Dynkin diagram of Π(λ) constructed as in 2.3. By Proposition 2.3.1,
X is a disjoint union of Dynkin diagrams of finite and affine types; denote by Π′ the set
of simple roots for the diagram X and by ∆′ the set of roots for X (the elements of
Π′ are linearly independent whereas the elements of Π(λ) may be linearly dependent,
see Proposition 2.3.1 (ii)). Extend the natural identification of Π′ and Π(λ) to the linear
map ι : RΠ′ → RΠ(λ). Retain notation of 1.2.1. For w ∈ W (λ) set S ′(w) := ∆′+ ∩
w−1(∆′−). By 1.2.1, the elements of S
′(w) are pairwise distinct.
From Lemma 1.2.2 we obtain
(11) λ− y.λ = (λ+ ρ)− y(λ+ ρ) =
m∑
j=1
〈α∨ij , λ+ ρ〉ι(β
′
j),
where {β ′j}
m
j=1 is a subset of S
′(y−1) ⊂ ∆re+ . We claim that the elements ι(β
′
j) are pairwise
distinct. Indeed, take β ′i, β
′
j ∈ S
′(y−1) such that β ′i − β
′
j ∈ Ker ι. Each element of ∆
′ lies
in the root system of a certain connected component of X . Let β ′i ∈ ∆(Xs), β
′
j ∈ ∆(Xt).
By Proposition 2.3.1 (i), Ker ι∩∆(Xs) = 0 so β
′
i−β
′
j 6∈ Ker ι if s = t. By Proposition 2.3.1
(ii) for s 6= t the assumption β ′i − β
′
j ∈ Ker ι gives ι(β
′
i) ∈ Cδ. This contradicts the fact
that β ′i is a real root.
By above, βj := ι(βj) (j = 1, . . . , m) are pairwise distinct elements of ∆
re
+ ; set R(y) :=
{βj}
m
j=1.
5.6.4. Fix h ∈ Ya,b. Take D ∈ h
∗ such that 〈D,∆cl〉 = 0, 〈D, δ〉 = 1. Write h = a
′D+h′,
where h′ lies in the span of ∆ and notice that Re a′ > a. One has λ − y.λ = 〈D, λ −
y.λ〉δ + cl(λ− y.λ) and so
〈h, λ− y.λ〉 = a′〈D, λ− y.λ〉+ 〈h′, λ− y.λ〉 = a′〈D, λ− y.λ〉+ 〈h, cl(λ− y.λ)〉.
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5.6.5. Recall that 〈α∨ij , λ + ρ〉 ∈ Z>0 for j = 1, . . . , m and that 〈D, γ〉 ∈ Z≥0 for any
γ ∈ ∆+. From (11) we get
〈D, λ− y.λ〉 ≥
m∑
j=1
〈D, βj〉.
Setting b′ := maxα∈Π(λ)〈α
∨, λ+ ρ〉, we obtain from (11)
|〈h, cl(λ− y.λ)〉| ≤
m∑
j=1
|〈α∨ij , λ+ ρ〉||〈h, cl(βj)| < mbb
′ for h ∈ Ya,b.
5.6.6. Retain notation of 5.6.3. By 5.2, the cardinality of Xk = {β ∈ ∆+| 〈D, β〉 < k} is
not greater than Nk so
|{β ∈ R(y)| 〈D, β〉 ≥ k}| = |R(y) \Xk| > m−Nk.
Set m′ := [m/N ]. Then
∑m
j=1〈D, βj〉 =
∑∞
k=1 |{β ∈ R(y)| 〈D, β〉 ≥ k}| >
∑m′
k=1 |{β ∈ Sλ(w)| β〉 ≥ k}|
>
∑m′
k=1(Nm
′ −Nk) = Nm′(m′ − 1)/2 > N
2
(m
N
− 1)(m
N
− 2).
Hence
(12)
m∑
j=1
〈D, βj〉 >
m2
8N
if m > 4N.
5.6.7. By (10), m→∞ if lλ(y)→∞. Now 5.6.4,5.6.5 and (12) give
Re〈h, λ− y.λ〉 ≥ a
m2
8N
−mbb′ > a
m2
16N
for lλ(y) >> 0.
Combining with (10) we obtain for M := 27L2N
Re〈h, λ− y.λ〉 ≥ a
lλ(y)
2
M
for lλ(y) >> 0.
This completes the proof of Proposition 5.6. 
5.7. Recall that the Coxeter group of affine type is a semidirect product of a finite Weyl
group and a free abelian group of finite rank, so it has polynomial growth. By 2.3.2,W (λ)
is a direct product of Coxeter groups of finite and affine types. In particular, W (λ) is of
polynomial growth, i.e.
(13) ∃C ′ > 0, k ≥ 0 such that |{w ∈ W (λ)|lλ(w) ≤ j}| < C
′jk for all j ≥ 1,
and the estimate in 3.2.2 is valid for Qλx,y.
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5.7.1. Combining (13), (5) and Lemma 3.2.2 we obtain that there exist C1 > C
′, N > k
such that for any z ∈ W (λ) one has∑
y∈W (λ): x≤λy≤λz
|P λx,y(1)Q
λ
y,z(1)| < (C1lλ(z)
N )lλ(z).
Combining this inequality with Proposition 5.6 and using (13) again, we get for all but
finitely many l > 0∑
z∈W (λ):z≥λx,l(z)=l
∑
y∈W (λ):x≤λy≤λz
|P λx,y(1)Q
λ
x,y(1)|e
Re〈h,z.λ−λ〉 < (C1l
N )l+1e−Cl
2
for any h ∈ Ya,b. Since the series
∑∞
l=0(C1l
N ′)l+1e−Cl
2
converges, the sum (9) is uniformly
bounded for h ∈ Ya,b. This completes the proof of Theorem 5.1.
5.8. Remark. We do not know whether the characters of highest weight modules
over arbitrary Kac-Moody algebra g are meromorphic functions in the interior of the
complexified Tits cone Y (see [K], 10.6 for its definition). However, in the rank 2 case it is
true, provided that Λ+ρ lies in the dual complexified Tits cone. Indeed, the denominator
of chV (λ) equals to
∑
w∈W (−1)
l(w)ewρ−ρ by the denominator identity, which converges to
a holomorphic function in Y [K, 10.6]. The numerator in this case is always of the form∑
w(−1)
l(w)ew(Λ+ρ)−ρ, where w runs over a subset of W , since in the rank 2 case Px,y = 1
for all x ≤ y. This series converges to a holomorphic function in Y as well.
6. The poles of chV (λ)(h)
In this section λ ∈ h∗ is non-critical, i.e. (λ+ ρ, δ) 6= 0.
By Theorem 5.1, the meromorphic function chV (λ)(h) in Y has at most simple poles
at the hyperplanes α = 0, where α ∈ ∆re+ , and no other singularities. The collection
SV (λ) ⊂ ∆
re
+ of α’s, for which chV (λ)(h) does have a singularity, is an interesting invariant
of V (λ). This kind of invariant has been studied in the finite-dimensional case under the
name Borho-Jantzen-Duflo τ -invariant (see [BJa],[BJo],[V] and references there).
If V (λ) is integrable then chV (λ)(h) is holomorphic in Y (see [K], 11.10). In this section
we will show that the converse is true: if λ is non-critical and chV (λ)(h) is holomorphic in
Y , then V (λ) is integrable. We also show that if λ is non-critical and SL(λ) = ∆
re
+ , then
L(λ) is a Verma module.
6.1. Proposition. Fix λ ∈ C. Let α ∈ Π(λ) be such that M(sα.λ) is a submodule of
M(λ). If V (λ) is a subquotient of M(λ)/M(sα.λ) then α 6∈ SV (λ).
Proof. Clearly, we may assume that M(sα.λ) 6= M(λ). One has
chM(λ)/M(sα.λ) = e
λ 1− e
−kα∏
β∈∆+
(1− e−β)
= eλ(1 + e−α + . . .+ e−(k−1)α)
∏
β∈∆+\{α}
(1− e−β)−1
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for some k > 0. We claim that chM(λ)/M(sα .λ)(h) absolutely converges in the domain
Y>;α := {h ∈ h| ∀β ∈ ∆+ \ {α} Reβ(h) > 0}.
Indeed, in Y>;α the absolute convergence of the infinite product
∏
β∈∆+\{α}
(1− e−β(h))−1
is equivalent to the absolute convergence of the infinite sum
∑
β∈∆+\{α}
e−β(h), which
converges absolutely in Y>;α by the argument of 5.3.
Since chV (λ)(h) is majorized by chM(λ)/M(sα.λ)(h), chV (λ)(h) is holomorphic in Y>;α.
Consider the case when α ∈ Π. Consider h as a vector space over R. The domain Y is
bounded by the hyperplanes Re β(h) = 0, β ∈ Π so Y>;α strictly contains Y . Therefore
Y>;α contains an open ball B which meets the hyperplane α = 0. Since chV (λ)(h) is
holomorphic in B, it does not have a pole at the hyperplane α = 0 so α 6∈ SV (λ) as
required.
Now consider the case when α ∈ Π(λ) \Π. Let X be the Dynkin diagram of Π(λ) and
let gλ be the Kac-Moody algebra corresponding to X . By Proposition 2.3.1 (iii), gλ is the
direct product of simple finite dimensional and affine Lie algebras. Let hλ be the Cartan
subalgebra of gλ and Π
′ ⊂ h∗λ be the set of simple roots. We will reduce the assertion
that chV (λ)(h) does not have a pole at the hyperplane α = 0 to a similar assertion for a
highest weight module over gλ.
Extend the natural identification of Π′ and Π(λ) to the linear map ι : CΠ′ → CΠ(λ).
Let ρλ be the standard Weyl vector for ∆(λ)+; introduce ∗-action of W (λ) on h
∗
λ and on
h∗ by the formulas
w ∗ µ = w(µ+ ρλ)− ρλ, w ∗ µ = w(µ+ ι(ρλ))− ι(ρλ).
For ν ∈ h∗λ denote by M
′(ν) (resp., by L′(ν)) the Verma (resp., simple) gλ-module of
highest weight ν. Let pi : h∗ → CΠ(λ) = Im ι be the orthogonal projection (i.e., ker pi =
{µ ∈ h∗| (µ,CΠ(λ)) = 0}). Set ν := ι−1pi(λ+ ρ)−ρλ. Then λ+ ρ− ι(ν + ρλ) lies in ker pi.
Since W (λ) stabilizes the elements of ker pi one has
λ− w.λ = ι(ν − w ∗ ν) for any w ∈ W (λ).
In particular, writing λ − sα.λ = kα we obtain ν − sα ∗ ν = kα. By the assumption,
M(sα.λ) is a proper submodule of M(λ) so k is a positive integer. Therefore M
′(sα ∗ ν)
is a submodule of M ′(ν).
Observe that for any w ∈ W (λ) one has
e−λ
∏
β∈∆+\∆(λ)
(1− e−β) chM(w.λ) = ι
(
e−ν chM ′(w.ν)
)
,
where ι(eξ) := eι(ξ). From Theorem 4.3.3 ([KT00]) we obtain for any x ∈ W (λ)
e−λ
∏
β∈∆+\∆(λ)
(1− e−β) chL(x.λ) = ι
(
e−ν chL′(x.ν)
)
.
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Recall that if L(λ′) is a subquotient of M(λ) then λ′ ∈ W (λ).λ. Let aw, bw, cw
be the multiplicities of L(w.λ) in V (λ), in M(sα.λ) and in M(λ) respectively. Clearly,
aw ≤ cw − bw. One has chV (λ) =
∑
w∈W (λ) aw chL(w.λ) so
(14) e−λ
∏
β∈∆+\∆(λ)
(1− e−β) chV (λ) =
∑
w∈W (λ)
awι
(
e−ν chL′(w.ν)
)
.
For h ∈ Y set
f(h) := e−λ(h)
∏
β∈∆+\∆(λ)
(1− e−β(h)) chV (λ)(h).
Recall that f(h) is a meromorphic function on Y .
Denote by (CΠλ)
⊥ the orthogonal to CΠλ, i.e.
(CΠλ)
⊥ = {h ∈ h| β(h) = 0 for any β ∈ Π(λ)},
and by (CΠ′)⊥ the orthogonal to CΠ′, i.e.
(CΠ′)⊥ = {h ∈ hλ| β(h) = 0 for any β ∈ Π
′}.
Any β ∈ Π(λ) defines a functional on h/(CΠλ)
⊥ and any β ∈ Π′ defines a functional on
hλ/(CΠ
′)⊥.
Since Im ι = CΠλ from (14) one sees that f(h) = f(h + h
′) if h, h + h′ ∈ Y and
h′ ∈ (CΠλ)
⊥. Denote by F the corresponding function on Y/(CΠ′)⊥:
F (h+ (CΠ′)⊥) := f(h) = e−λ(h)
∏
β∈∆+\∆(λ)
(1− e−β(h)) chV (λ)(h).
In order to show that f(h) does not have a pole at the hyperplane α = 0, it is enough to
show that F (h) does not have a pole at the hyperplane α = 0.
Recall that chL′(w.ν)(h) is a meromorphic function on
Y ′ := {h ∈ hλ|Re δi(h) > 0 for i = 1, . . . , k},
where δ1, . . . , δk are the minimal imaginary roots of the affine components of gλ. Observe
that e−ν chL′(w.ν) is a linear combination of e
µ, where µ ∈ ZΠ′. Therefore e−ν chL′(w.ν)(h) =
e−ν chL′(w.ν)(h + h
′) if h, h + h′ ∈ Y ′ and h′ ∈ (CΠ′)⊥. Denote by Fw the function on
Y ′/(CΠ′)⊥ defined by
Fw(h+ (CΠ
′)⊥) := e−ν chL′(w.ν)(h).
Identify h/(CΠλ)
⊥ with (CΠλ)
∗ and hλ/(CΠ
′)⊥ with (CΠ′)∗. Denote by ι∗ the map
h/(CΠλ)
⊥ → hλ/(CΠ
′)⊥ which is conjugate to ι : CΠ′ → CΠλ. By (14) one has
F (h) =
∑
w∈W (λ)
awFw(ι
∗(h)).
In order to show that F (h) does not have a pole at α = 0, we will show that the series in
the right-hand side absolutely converges in the domain
Y (λ)>;α := {h ∈ h/(CΠλ)
⊥| Re β(h) > 0 for any β ∈ ∆(λ)+ \ {α}}.
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Indeed, by Theorem 4.3.3, bw is equal to the multiplicity of L
′(w∗ν) inM ′(sα∗ν) and cw is
equal to the multiplicity of L′(w∗ν) inM ′(ν). Therefore the series
∑
w∈W (λ) aw chL′(w.ν)(h)
is majorized by the series chM ′(ν)/M ′(sα∗ν)(h). Recall that α ∈ Π(λ) so, by above, the series
chM ′(ν)/M ′(sα∗ν)(h) absolutely converges in the domain
Y ′>;α := {h ∈ hλ| Re β(h) > 0 for any β ∈ ∆(λ)+ \ {α}}.
Clearly, ι∗(Y (λ)>;α) = Y
′
>;α/(CΠ
′)⊥. The claim follows. Hence chV (λ)(h) does not have a
pole at α = 0. 
6.1.1. Retain notation of 4.2.
Corollary. (i) Let λ ∈ C+ and let x ∈ W (λ) be the longest element in a coset
xW0(λ). If α ∈ Π(λ) is such sαx >λ x, then α 6∈ SL(x.λ).
(ii) Let λ ∈ C− and let x ∈ W (λ) be the shortest element in a coset xW0(λ). If α ∈ Π(λ)
is such sαx <λ x, then α 6∈ SL(x.λ).
(iii) If Λ is non-critical and SL(Λ) = ∆+, then L(Λ) is a Verma module.
Proof. The inclusion M(sαx.λ) ⊂M(x.λ) is equivalent to the inequality sαx ≥λ x (resp.,
sαx ≤λ x) for λ ∈ C
+ (resp., for λ ∈ C−). The inclusion is proper due to the assumption
that x ∈ W (λ) is the longest (resp., the shortest) element in a coset xW0(λ).
For (iii) write Λ = x.λ for x ∈ W (Λ), λ ∈ C+ ∪ C−, where x is the longest (resp., the
shortest) element in a coset xW0(λ) if λ ∈ C
+ (resp., λ ∈ C−). Combining the assumption
SL(Λ) = ∆+ and (i), (ii) we conclude that λ ∈ C
− and x = e. Then M(Λ) = M(λ) is
simple, so L(Λ) =M(Λ) as required. 
6.1.2. Remark. It is not true that SV (Λ) = ∆+ implies that V (λ) is a Verma module.
For example, consider g = sˆl(2) and a highest weight module V (0) := M(0)/M(s0s1.0) =
M(0)/M(−3α0 − α1). One has
chV (0) =
1− e−3α0−α1
(1− e−α1)
∏∞
k=0(1− e
−kα0−(k−1)α1)(1− e−kα0−kα1)(1− e−kα0−(k+1)α1)
,
hence SV (0) = ∆+.
6.2. Proposition. Let V (Λ) be a highest weight module with non-critical highest
weight Λ over an affine Lie algebra. Then the character chV (Λ)(h) is holomorphic in Y if
and only if the module V (Λ) is integrable (equivalently, if and only if V (Λ) = L(Λ) and
Λ ∈ P+).
Proof. Recall that a highest weight module V (Λ) is integrable if and only if it is simple
and Λ ∈ P+, where P+ = {λ ∈ h∗| 〈λ + ρ, α〉 ∈ Z>0 for any α ∈ Π} (see [K], Chapter
10). Also, by [K], 11.10, chL(Λ)(h) is holomorphic in Y if L(Λ) is integrable.
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Recall that the series chV (λ)(h) absolutely converges in the domain Y> to a holomorphic
function and chV (λ)(h) is the analytic continuation of this function to Y . Assume that
this function is holomorphic. We claim that the series chV (λ)(h) absolutely converges in
the domain Y . Indeed, write
e−λ(h) chV (λ)(h) =
∑
ν∈Q+
mνe
−ν(h), where mν = dimV (λ)λ−ν ∈ Z≥0.
Write Π = {αi}
n
i=0, where the simple roots are arbitrarily numerated, and set zi := e
−αi(h)
for i = 1, . . . , n, z0 := e
−δ(h). For ν ∈ Q+ write ν in the form ν = k0δ +
∑n
i=1 kiαi and
observe that k0 ∈ Z≥0, ki ∈ Z for i = 1, . . . , n; set
zν :=
n∏
i=0
zkii .
Rewrite e−λ(h) chV (λ)(h) in new variables and denote the resulting series by F (z):
e−λ(h) chV (λ)(h) =
∑
ν∈Q+
mνz
ν =: F (z)
By Remark 5.3, the series F (z) converges in the domain
Y> = {0 < |zi| < 1 for i = 1, . . . , n & 0 < |z0|
n0
n∏
i=1
|zi|
ni < 1},
where δ =
∑n
i=0 niαi so ni are non-negative integers. For i = 1, . . . , n fix z
′
i such that
|z′i| < 1. Then the series f(z0) := F (z0; z
′
1, . . . , z
′
n) converges in the domain {0 < |z0| < C}
for some C < 1. By above, f(z0) is a power series so it converges in the open disc
{|z0| < C}. By the assumption, the sum of F (z) can be analytically extended to a
function which is holomorphic in Y = {0 < |z0| < 1, zi 6= 0, for i = 1, . . . , n}. Therefore
the sum of f(z0) can be analytically extended to a function g(z0) which is holomorphic
in the ring {0 < |z0| < 1}. By above, the sum of f(z0) is holomorphic in {|z0| < C}.
Thus g(z0) is holomorphic in the open disc {|z0| < 1}. By Cauchy’s theorem, this means
that the power series f(z0) converges to g(z0) in {|z0| < 1}; in particular, f(z0) absolutely
converges in {|z0| < 1}. Hence the series F (z) absolutely converges in the domain Y .
Now for i = 0, 2, . . . , n fix z′i ∈ R such that 0 < z
′
i < 1. Set f(z1) := F (z
′
0; z1; z
′
2, . . . , z
′
n).
By above, f(z1) converges for any z1 6= 0. Since mν are non-negative integers, the series
f(z1) majorizes the series
∑∞
k=0mkα1z
k
1 . Therefore
∑∞
k=0mkα1x
k converges for any x.
Since the coefficients mkα1 are non-negative integers, we conclude that mkα1 = 0 for some
k > 0. This means that dimV (λ)λ−kα1 = 0. Since α1 is an arbitrary simple root, we
conclude that for any α ∈ Π one has dimV (λ)λ−kα = 0 for some k > 0. By [K], Lemma
3.4, this implies that V (λ) is integrable. 
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