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ABSTRACT 
We consider the following problem: find a manic matrix polynomial, given its 
companion matrix on a fixed invariant subspace, and given also the Jordan structure 
of this matrix on some complementary invariant subspace. A detailed investigation is 
presented for the case when the additional Jordan matrix has only one point of 
spectrum. 
In the paper [l] it was shown that a monk polynomial L(A) =h’I + 
A’-‘A +... l-1 + A, with n X n matrix coefficients is uniquely determined by 
its canonical pair X,_/. This pair (an n X nl matrix X and an nl X nl matrix J in 
Jordan form) is determined by the following two conditions: 
det[col(yli-‘)fEl] # 0, yl’+A1_,XJ’-‘+...+A,X=O, 
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where col( ?;.)f = 1 denotes the column matrix 
The pair (X,.Z) contains the complete spectral characterization of the poly- 
nomial L(X). The matrix J has the same eigenvalues with the same multiplici- 
ties as L(X), while the columns of X are eigenvectors and generalized 
eigenvectors of L(h) arranged in the proper order. A detailed definition of a 
canonical pair via eigenvalues, eigenvectors, and generalized eigenvectors 
can be found in the first section of [l]. 
One of the problems considered in this paper is the following. Let 1, be a 
Jordan matrix of size r X r (r <nZ) and Xi a matrix of size n X r such that 
rank[col(X,.Z-l)f=r] = r. H ow should one choose a Jordan matrix Jo of size 
(nl - r) X (nl - T) with a single point spectrum so that there will exist a manic 
polynomial L(X) of degree I with a canonical pair of the form (X,.Z,@Je), 
where X = (Xi X,,) and X, is a n X (nl - r) matrix? This problem appears 
naturally in the spectral analyses of manic and non-manic polynomials. The 
solution of this problem is very useful in the construction of the least 
common multiple and the greatest common divisor of manic polynomials (see 
[4], Sets. 12, 13). 
In the present paper we solve this problem. We describe all possible 
Jordan matrices Jo for which the solution exists, and give different methods 
of construction of the desired polynomial. One of the basic results is the 
following theorem. Denote by o(_Zi) the spectrum of Ji, that is, the set of all 
complex A such that det(AZ - Zi) = 0. 
THEOREM 0.1. Let a 65 u(.ll). Then there exists a mmic polyrwmial L(X) 
of degree 1 and a canonical pair of the form ((X, X0),], @ Jo), where JO is a 
Jordan matrix such that a(.l,J = {a}, if and only if two conditions hold: 
i pi > j$Osi for i = 1,2 ,..., v, 
j=O 
and 
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where p, >p, 2 . . . > p, are the dimensions of all Jordan blocks’ of JO, s, is 
the number of integers n+ql_iT1-ql_i (i=O,l,...,Z-1) larger than k 
(k=O,l,...), and qj=rankcol(X,J;)i~~. 
If (Y E u(Jr), then the corresponding inequalities are only necessary. 
Under the conditions of Theorem 0.1, one of the possible constructions of 
L(A) is given by the formula 
L(h) = x’r- xl.qvl+ V,A+ *. . + vJ-‘), 
where (Vi V, .*- V,) is a specially chosen left inverse of the matrix 
col(X,Ji-‘)f,r. 
This paper consists of seven sections. The first contains preliminaries. In 
the second the general problem is described, and an important lemma is 
proved about different extensions. In the third section the main theorem is 
stated, and indices that help in the proofs and make our statements easier are 
introduced and investigated. The proof of the main theorem is in the fourth 
section. What happens to the indices when one restricts a given canonical 
pair to a smaller subspace is investigated in the fifth section. The problem of 
extension without extending the spectrum is considered in the sixth section. 
The last section deals with a special extension. 
1. PRELIMINARIES 
Let L(A) =X ‘I+ Ci;giAi be an n X n matrix polynomial. A complex 
number &, is called an eigenvalue of L(h) if L&,)&,=0 for some vector 
cj~~#O. A holomorphic vector function +(A) in a neighborhood of he is called 
a root function of L(A) corresponding to A, if L(&)$&) =0 and $&,)#O. 
The multiplicity of X, as a zero of the vector function L(X)+(X) is called the 
multiplicity of the root function G(X). The vector c#&) is called an eigenvec- 
tor of L(h) corresponding to &,; the vectors r$(&J,~‘“‘(~), . . . ,c#I’“-“(AJ 
[where m is the multiplicity of +(A)] are called generalized eigenvectors of 
c#&,). The rank of an eigenvector +a is the maximal multiplicity of the root 
functions +(X) such that +(X0)=+,. 
We define now an eigenpair corresponding to A, in the following way. 
Let +r be an eigenvector with maximal rank. Let rI be the rank of $i, and let 
@r(h) be a root function with multiplicity r1 such that +i()b)= 1c/i. If the 
eigenvectors I/Q,. . , 3Jj _ i are already constructed, let + be an eigenvector 
‘According to the terminology used in some papers, the sequence { pi) is called the Segre 
characteristic of I@ 
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with maximal rank among all eigenvectors belonging to some direct comple- 
ment in KerL(&,) of the linear space spanned by I/+, . . . , I,+ 1. Let rj be the 
rank of I+!+ and let $(A) b e a root function with multiplicity ri such that 
+#a) = +. We continue this construction until KerL(X,) is exhausted. The 
pair of matrices (X,,,,Jx,,), where 
I*,, = I1 @ * . . @J,, m =dimKerL(h,), and Ji is a 1; x 1; Jordan block with 
eigenvalue &,, is called an eigenpair of L(h) corresponding to the eigenvalue 
&. Note that XA, is an n x v matrix and Jh,, is a v x v matrix with v equal to 
the multiplicity of h, as a cero*of detL(A). 
The pair of matrices (Xx,,, I,,,!, which is obtained from (XAO, JhJ by some 
permutation of the blocks Ji m Jh, and the same permutation of the 
corresponding blocks in XA,,, will also be called an eigenpair of L(A) corre- 
sponding to h,. 
Let h a, r,. . .,A, be all the eigenvalues of L(h). Let (X3,J4) be an A 
eigenpair of L(h) corresponding to 4, j =0, 1,. . . , k. The pair of matrices 
(X,J),whereX=(XA, X,,, *.. X~)andJ=Jx,@...@J~,iscaLledacunoni- 
cal pair of L(X). 
A * THEOREM 1.1. Let (X, J) be a pair of matrices, where 2 is an n x p 
matrix and j is a p x p Jordan matrix with unique eigenvalue &,. Then the 
following conditions are necessary and sufficient fm (x^,J) to be an eigen- 
pair of L(h) corresponding to A,: 
(i) detL(A) has a zero X, of multiplicity p, 
(ii) rsnkcol(_? Ji)!l’= p, 
(iii) XJ’+A[_r&‘+ * * * +A,$=O. 
Proof. Suppose that (i,J) is an eigenpair of L(X) corresponding to A, 
Then it is easy to see [passing to the Smith form of L(X)] that (i) holds. Since 
(X, J) is a part of some canonical pair of L(A), condition (ii) follows from Sec. 
4 of [3]. The property (iii) is also mentioned_ in 631. 
Suppose now that (i), (ii), (iii) hold. Let J= J1@ * * . EBj, and X= (gr * * . 
$), where 4 is a zj ~3 Jordan block with eigenvalue & and _$ is the 
corresponding part of X. Let _$ = (xh” - . - xii),), where ,!j) are n-dimen- 
sional vectors. Then the condition (iii) implies that z$), . . . , xi,k 1 is a Jordan 
chain for L(A) for j = 1,2,. . . , a, i.e., 
MONIC MATRIX POLYNOMIALS 161 
chain for L(h) for j = 1,2,. . . , a, i.e., 
k=O,l,..., ~~-1. 
Therefore +(A) = ~~c,O’(X - h,)‘;r,‘i) is a root function. The condition (ii) implies 
that the eigenvectors Ict), . . . ,x-g’ are linearly independent. Now the linear 
independence of xi;‘), . . . , c$) together with (i) assures (as can be seen passing 
to the Smith form) that (X,j) is an eigenpair of L(h) corresponding to A,. n 
Now let a canonical pair (X,]) of L(X) be given, having the form X = (Xi0 
X& ... X,), J=Jx,@J@*. . @J&, where (X,,JI) is an eigenpair of L(A) 
corresponding to 4. One of the problems we solve in this paper is to describe 
how IA,, depends on Ix,, . . . ,.T^, if XAl,. . . , X^, are fixed. 
2. THE GENERAL PROBLEM AND THE MAIN LEMMA 
A pair of matrices (Z, K) is called an admissible pair of order r if Z is an 
n x r matrix and K is a TX I matrix. An admissible pair (Z,K) is Z-indepen- 
dent if the columns of col(ZKi)~~~ are independent. Two admissible pairs 
(ZnKi) and (Zs, Ks) are similar if for some invertible matrix S, we have 
Z, = Z,S and K, = S - ‘K,S. Similar pairs necessarily have the same order. 
An admissible pair (Z, K ) is called a standard pair of &gree 1 if the matrix 
col( ZK i): 1 i is square and invertible. In this case the order of (Z, K ) is T = nl. 
An admissible pair (Z, K) is called an extension of an admissible pair (Z,, K,) 
if there exists a K-invariant subspace A such that (Z IA, K IA) is similar to 
(Z,,K,). 
We are interested in the following problem: given an Z-independent 
admissible pair (Z, K) and a complex number (Y 4 a(K), to find all Jordan 
matrices K, with a single eigenvalue LY such that the pair (Z, K) has an 
Z-independent extension of the form (( Z Z,), K G3 K,), where (Z,, K,) is 
another admissible pair. It is clear that in this way we obtain all the 
extensions (up to similarity) of (Z, K) with a single additional spectral point 
CY @a(K). 
LEMMA 2.1. Let (Z,K) be an I-irdependent admissible pair. Let p,>p, 
. . . > p, be a sequence of positive integers for which there exists an 
kkpendent extension of (Z, K) of the form ((Z Z,), K 63 K,), where K,, is 
the Jordan matrix with a(K,) = (Y and with Jordan blocks of sizes 
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p,,p,,..., p,. Let p& >p; > . . . >pi, be a sequence of positive integers such 
that V’ < Y, 
for m = O,l,...,v’ 
and 
Then there exists an admissible l-indqxmdent pair (( 2 ZJ, K ~33 K,$, where 
KG is the Jordan matrix with a(&$= (Y and with Jordan blocks of sizes 
p;,p;,...,p:,. 
Proof. Since an admissible pair (Z, K) is l-independent if and only if the 
pair (Z, K - CYZ) is Z-independent, we can restrict our proof to the case (Y = 0. 
Let i and i be chosen in such a way that pi _ 1 >pi > pi >pi+ 1, i #j. It is clear 
that we must consider only the case 
p; = pi + 1, p; = pi - 1, pi = pk for k #i,i. 
If all pk are equal, we put i=l, i=v. Let K,=K,,CB~~~ @K,, be the 
decomposition of K, into its Jordan blocks, and let Z, = (Z,, . . * Z,,) be the 
corresponding partition of Z,. We can suppose that K,, has size pi, and K, 
has size pi. Let Z,, = (xi . . . xp,) and Z, = ( y1 * . * y ,). Write B = col(ZKi 
Z,K,#lA; then B has independent columns. Suppose fir example that pi <I 
(and then also pi <I). 
Let us replace in B the (pi + p,)th column of the right-hand block by 
where E E @\ (0). The new matrix B(E) will have independent columns for E 
close to 0. Let (ui * * f up8 v1 + *. vpl) be the first pi + pi columns of B(E). 
Perform now the following elementary operations in B(E): replace u~#-~ by 
~+,-,+v~,_i_~, r=o,I,..., p/-2; multiply u1,u2 ,..., u~,__~,+~ by E; put vP 
immediately before vi. 
I 
As a result of these operations we obtain an invertible matrix E(E) whose 
first pi+pi columns have the form (EZQ eu2 ... ~u~,-~+i EU~,_~+~+V~ 
. . . “up{+vp,-l VP 01 ... vp, _ J, 
where z,, = (Zoo, $m Z, . . . 
and therefore E(E) = col( ZK i &“6_,~ ;A, 
ZOV), ~O=Z?0,@,2@K,G3~~~ CDK,,, Z,,= 
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( &x1 &x2 *a- Y~~-~+Ex~, ~,)~andZ~~=(~~ yz e-1 yR- 1). a.0 &,I and I?oz 
are nilpotent Jordan blocks with sizes pi + 1 and pi - 1, respectively. Lemma 
2.1 is proved. n 
3. THE MAIN THEOREM AND INDICES 
THEOREM 3.1. Let (2, K ) be an admissible l-independent pair of or&r r. 
Let a @o(K), and let m be an integer such that 1 <m < nl - T. If 
0 &JJ @ KJ is an I-ind-ependent extension of (Z, K ) with m X m Jordan 
matrix K, such that a(Z$,) = a, and if p, >pl > . . . >p, are the sizes of 
Jordan blocks of K,, then 
nl-r-m+5pi> $si for k = 0, 1,. . . , Y (1) 
i=O i=O 
and 
i pi = m, 
j=O 
(2) 
where s, (k=O,l,...) is the number of integers n + qlYi_ 1 - ql_ i ( i = 
0, 1, . . .) I- 1) which are larger than k, and qj = rankcol(ZK’)/;i (by defini- 
tion qO=O). 
Conversely, if positive integers p, >p, > * * . >p,, satisfy the conditions 
(1) and (2), then there exists an l-independent extension ((Z Z,), K %3 K,) of 
(Z,K) with an mX m Jordan matrix K, such that a(K,)=a and such that 
po, * . ., p, are the sizes of the Jordan blocks of K,. 
To facilitate the statement and proofs of this theorem and other results, 
we introduce indices for every l-independent admissible pair (Z, K). 
With every l-independent admissible pair (Z, K) we associate a sequence 
of indices q=q(Z,K)=(ql,q,,...,9J, where qi=col(ZK’)iz& Note that 
9(Z,K)=q(Z,(K+al)) for any aeC because 
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It is convenient for our purposes to define a sequence k = k( 2, K) = 
(k,, k,, . . . ) by the equalities 
k/=n+91_i-l-9,_i, i=O,l,..., z-1, 
ki = 0 for i > 1, (3) 
where by definition 9a=O. 
Then $>ki+l for i=O,l,... . Indeed, we have to show that - 9j + si + I < 
-9j_,+9j for i=1,2,...,1-1. The number 9i+i-9i is exactly the number 
of rows in ZKi, each of which is linearly independent of the rows of 
col(ZK i)i=,, lying above it. Let vi,. . . , qs be the ordinal numbers of these 
rows in ZKi. But then the rows in ZKi- ’ with the same ordinal numbers 
have again this property with respect to the matrix col(ZK’)/,,$ SO 9j+i - 9j 
<9i-9j_i for i=l,Z,..., I- 1. The numbers ki will be referred to as k-in- 
dices of (Z,K). Tb e meaning of these indices is the following: ki is the 
number of rows in Z(K - aZ)i such that each is linearly dependent on the 
rows of col(Z(K - aI)‘)fIA lying below it, where CY EC\U(K) is arbitrary. 
Indeed, since K - al is invertible, 
9i = rankcol(Z(K - ~~Z)~)fzi_, i=1,2 1 >*a., , 
and the assertion follows from (3). 
It is convenient to introduce the set G of all non-increasing sequences 
a=(u,,a,,...) f o non-negative integers, with only a finite number different 
from zero. For every a E Q define an adjoint sequence f(u) = ( fo,fi, . . . ) E Q 
by the formulafk=]{ ilq>k}l, k=O,l,..., where ]A] denotes the number of 
different elements in a finite set A. It can be shown easily (see for example 
[5]) that for any x EQ, 
f(f(4) = X* 
For every Z-independent admissible pair (2, K), define s = s( Z, K) = 
( so, sl,. . .) ED to be the adjoint sequence of k(Z, K). The numbers si will be 
referred to as s-indices of (Z, K). The meaning of these indices is the 
following. For i = 1,. . . , n, let ri be the minimal integer such that the jth row 
in the block Z(K - aZ)q depends linearly on the rows of col( Z( K - aZ )‘)fiA 
lying below it, where (Y E@\u(K). If such an 1; does not exist, we put ri = I. 
Let b,<b,< *.* <b,, be the integers ri ordered in increasing order. Then, 
computing rankcol( Z(K - aZ)“)[l’, =rankcol(Z(K - aZ)“)ili_i, we see 
that s~=Z-~~+~, i=O,l,..., n-l. 
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We shall sometimes regard a finite non-increasing sequence of positive 
integers as an element in 3; i.e., when it is augmented by zeros. 
It is not hard to check that the conditions (l), (2) of Theorem 3.1 can be 
rewritten in the form 
i$o wi ’ i$ ki for i=Ol > ,***> (5) 
jj wi = m, 
j=O 
where w = (w,, wl,. . . ) is the adjoint sequence’ of p = ( p,, . . . ,p”) ES& and 
k,,k,,... are the k-indices of (Z, K). 
The following corollary is a consequence of Theorem 3.1, and in fact it is 
equivalent to Theorem 0.1. 
COROLLARY 3.1. Let (Z, K) be an l-independent admissible pair, and kt 
CI E @\a( K). The following conditions are necessary and sufficient fm the 
existence of a standard extension ((Z Z,,), (K 03 K,)) of order nl with Jordan 
matrix K, such that a( K,) = a, and such that p, > p1 > * . . > p, are the sizes 
of the Jordan blocks of KO: 
i pi > $si for i = O,l,...,v (7) 
i=O 
and 
(8) 
where so,sI,. . . are the s-indices of (Z, K). 
4. THE PROOF OF THE MAIN THEOREM 
In this section we prove Theorem 3.1. Note that by considering K - crl 
instead of K we can suppose that K is invertible and (Y = 0. In view of the 
‘According to the terminology used in some papers the sequence (wi) is called the Weyr 
characteristic of the Jordan matrix K,. 
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results of Sec. 3, we consider the conditions (5) and (6) in place of (1) and (2). 
We prove at first that (5) and (6) are sufficient. 
Let A(m) be the set of sequences p E Q such that (5) and (6) are satisfied. 
Let p(m) be the minimal sequence in A(m) (in the sense of the lexicographic 
order). In view of Lemma 2.1 we have to construct the admissible pair 
(Z,,, K,) only for the sequence p(m). We use backward induction on m and 
consider first the case m = nl- r. In this case E~==,wi = ET&, and using the 
minimality of p(m) we see that the equalities hold in (5), where w = f( p(m)). 
Thus p(m) = s( Z, K). Then one of the possible constructions of (Z,, K,) is the 
following. For j =O, 1,. . . , I - 1, let rj(l), . . . ,rj(kj) be the ordinal numbers of 
rows in ZKi such that each one of them depends linearly on the rows in 
col( ZK j): 1: lying below it. Note that i<i implies {~~(l),...,~~(k~)}> 
($I), . . * , ~~(9)). (This is an immediate consequence of the invertibility of 
K.) Let fij be the smallest integer such that T,,( i) 6? {Gus, . . . , rpr( I$)} for 
j=l ,...,b. Then we put Z,=(Z,, ... ZOko), where Zoi=(yi 0 ... 0) 
with pi - 1 zeros and yi = (0 . . . 0 1 0 . . . 0)r with 1 in the T,,( j)th place, 
andK,=K,,$... @K,,“, where K,j is the nilpotent Jordan block of size pi. 
If the pair (Z,( m + I),&( m + 1)) for p(m + 1) is given, we construct a 
pair (Z,(m),K,(m)) for p(m) in the following way. Let K,, be a Jordan block 
of K,(m + 1) with maximal size p, and let Z,, = (xi * . . 5) be the corre- 
sponding part of Z,(m + 1). Replacing Z,, by (xi . . * xp- I) ad K,, by a 
nilpotent Jordan block of size p - 1, we obtain (Z,(m), h(m)). The 
sufficiency of (5) and (6) is proved. 
Now we prove the necessity of (5) and (6). Suppose that 
((Z Z&K @ K0) is an Z-independent admissible pair of order m + r with a 
nilpotent Jordan matrix K, having exactly v Jordan blocks of sizes 
p,,p,,..., p,,. The equality (6) is clear, so we shall check only (5). 
Suppose that for some i (5) does not hold. Then 
i (i+W4pu=i+~ll 
j=o 
+ (i+l) 2 I{ulp,=j+l}l+ (i+l)n- i ki > (i+l)n. (9) 
j=i+l j=o 
For some invertible matrix U, the columns zi, . . . ,z, of col(ZKi)i$ U have 
theform?=(* 1 0 ... 0)r with 1 in the ajth place, where S, >6, > . * . > 
8,. Denote B =col( ZK &I Z,K#z,$ The left-hand side of (9) is not less than 
the number of columns in B with zeros in the last n(Z - i - 1) positions. 
[There are (i + I)n - xjCoki such columns in col( ZK iU)~~& and at least 
~~_o(~+l)~{u~p,=~+I}~+(i+l)~~~i+~~{u~p~=~+l}~ such columns in 
col(Z,K#:&] In view of (9) these columns are dependent, a contradiction. 
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5. INDICES FOR AN INVARIANT SUBSPACE 
Let (Z, K) be an Z-independent admissible pair. Let r be the order of 
(Z, K), and let A be a K-invariant subspace in C,. Define 
yi(A) =rankcol( Z(K ]A)i)iIk, i = 1,2,. . . ,Z. The definition of gi(A) does not 
depend on the choice of a basis in A. Then 
9j(A) G 9jY j = l,...,Z, 
where 9i = rank col( Z K i)/$ Moreover, 
9j(A) - qi-l(A) G si - 9j-1, i=l 1 >***, 01) 
[where by definition 9a = 9a(A) = 01. Indeed, denote k,(A) = n + 91_ i_ r(A) - 
9r_JA) and kj=n+9,_j_,-9,_i for j=O,l,...,Z-1. By the meaning of the 
k-indices, the inequalities (11) follow from the fact that if some row in 
CO~(Z(KJA)~);;; ’ 1 is inearly independent of the rows lying below it, then this 
property remains true in col( Z Ki)f 14 as well. 
The following theorem shows that (10) and (11) characterize a restriction 
of the admissible pair (Z, K) to a K-invariant subspace. 
THEOREM 5.1. Let (T,,K) be an l-independent admissible pair of order r. 
Let qi=rankcol(Z(KJA)‘)t~~for i=l,..,,Z. Let ql>&l> *+* >qI be posi- 
tive integers such that gi< in, qi;.>si, and (jl-+l>qi-qi_l for j=l,...,l 
(by definition, 9a = &=O). Then there exists an l-independent admissible 
pair ((Z Z,,), K El K,) of order & such that cjl=rankcol(ZKi Z,K& for 
i=l 1. >*a., 
Proof. Without loss of generality we suppose that K is invertible. Define 
ki = n+ql_i_,-ql_i, I;;‘n+ql_i_l-+_i, i=O,...,Z-1. Then k,>i$ j= 
O,l,..., I- 1. We can suppose that Eilkki - ll!$,$ = 1. Then there exists an i 
such that ki = 4 for j#i and ki = 4 + 1. 
Suppose at first that i<Z-2. Let Qf, i=O,...,Z-1, be the set of rows of 
ZKi such that each of them is linearly independent of the rows of 
co1 (ZKk)f;,‘, lying below it. Let c=]@~+~]. Then c>l and )@,(<c-1. Let 
A, be the linear space of all solutions of the system ZKiy + crix =0 for 
i=i+l,..., I-l,whereaEC,yisanrXlcolwnn,andxisannXlcolumn. 
Let A, be the linear space of all solutions of the system ZK jy + a ix = 0 for 
. . l=z,...,Z-1. It is easy to see that for a@u(K)~{0}, we have dimA,= 
dim A, + c. Suppose for example that ai does not contain the n - (c - 1) top 
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rows of ZK’. There exists ( y, x) E A, such that 
wy + a’x = p # 0, (12) 
and the c - 1 last coordinates of p are zeros. Indeed, let ( yl, x,), . . . , ( yc,xc) be 
a basis in A, modulo A,. Denote 
(Pjfl PiLiz *.* p/“)T = ZKiYi + dXi, i=l ,..*, C. 
Then ( y, K) = CT=,yi( yi,xj) satisfies (12) if and only if CC,= ly~pti =0 for 
j=n-c+2 , . . . ,n and this last system always has a non-zero solution 
yl,...,yc. Property (12) h s ows that we can put Z,= x and K, = (Y, where 
o @ o(K) u (0). 
Consider now the case i = 1 - 1. Then I$_ ij <n. Suppose that the jth row 
of ZK I- ’ does not belong to @‘1 _ i. Then we can put K, = (Y # 0 arbitrary, and 
Z,=(O **’ 0 10 .*. 0)r with 1 in the jth position. n 
An analogous result can be proved for k- and s-indices of (Z,K): the 
necessary and sufficient conditions for the integers n > 4 > k; > . * * > k;_ i > 
0 to be the k-indices of some extension or order m+ T of the form 
((Z Z&K @I&) are ~:;~kj=C~$+m and kj >$. for i=O,...,Z- 1. These 
conditions are equivalent to C T_Osj = X&$ + m, si > 5, j = 0, 1, . . . , where 
( so,sl ,... )=s(Z,K), (&,o’S1 ,... )=s((Z Z&K CBK,). 
6. EXTENSION OF AN ADMISSIBLE PAIR 
(WITHOUT EXTENDING THE SPECTRUM) 
In Sec. 3 we considered an Z-independent extension ((Z Z,), K Cl3 K,) of 
an Z-independent admissible pair (Z, K) such that the Jordan matrix K, has a 
single spectral point not belonging to a(K), and obtained necessary and 
sufficient conditions imposed on the dimensions of the Jordan blocks of K,. 
In the case u( K,) E a(K), an analogous condition can be given, but now it is 
only necessary, and an example shows it is not sufficient. Without loss of 
generality, we can consider only the case where K, is a nilpotent Jordan 
matrix. Let (Z, K) be an Z-independent admissible pair of order r. Let 
K = K, CI3 K,, where K, is invertible and K, is a nilpotent Jordan matrix. Let 
Z = (Z, Z,) be the corresponding decomposition of Z. We would like to 
extend the pair (Z, K ) to an Z-independent admissible pair ((Z Z,), K CI3 K,) 
by means of a nilpotent Jordan matrix K,. If such an extension is possible, 
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then (Theorem 4.1) 
nl - r - m + x pi > x si, 
j=O j=o 
i = 0, 1, . . . , v, (13) 
i$o Pi = m, (14 
;here (so, sly.. . ) = s(Z,, K,), m is the size of the matrix K, $ K,, and p, > p, 
. . . >p, are the dimensions of the Jordan blocks of K,@ K,. 
The following example shows that conditions (13), (14) are not sufficient. 
EXAMPLE 6.1. Let Z=3 and 
0 
K=o i 
1 0 0 
Kc1 [ o 1 0 1 1 01’ 2 0 0 0 o I 1’ 0 0 0 0 
Then 
I 
Zl 
ZlKl 
we 
,001001001 
[ 010010010 1 
T > 
and the non-zero s-indices of (Z,, K,) are 3,2,2. It is impossible to add a 
K, with two Jordan blocks of sizes 2 and 1 [because the subspace spanned 
by the columns of col(Z Ki)Fzo contains vectors (1 0 0 0 0 0 0 0 O)r, 
(0 1 0 0 0 0 0 0 O)T, and therefore having two independent eigenvectors 
in Z, is impossible]. But in this case the dimensions of the Jordan blocks in 
K2 @ K, are p, = 4, p, = 2, p, = 1, and the conditions (13) and (14) hold (with 
nl-r-m=O, m=7). 
3. 
Note that it is possible to choose K, consisting of one Jordan block of size 
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7. EXTENSIONS VIA LEFI’ INVERSES 
Let (X, T) be an Z-independent admissible pair of order T with an 
invertible matrix T. Let V= ( V,, V, . . . V,_ r) be a left inverse of 
col(XTi):$ Then we define a manic polynomial 
L(X) = A’I - XT’( V,+ V,h+ . . . + Vl_,h’-‘). 
In this section we study the spectral structure of L(A) and construct a special 
left inverse V. 
LEMMA 7.1. Let (Q, A) be a canonical pair f~ L(A). Then for sm 
A-invariant subspace A, (Q]A,A]A) is similar to (X,T). 
Proof. This lemma is a particular case of the result proved in [2]. 
Nevertheless, we shall give an independent proof. Let 
0 I 0 . . . 0 
C,= ..? . . . . 0 . . . . !...:.:...O.. 
XTlV, XTlV, XT’V, . . . XT’V 
be the companion matrix of L(X). Then 
where S = ccJ(XTi)fIh. 
S -‘C,S= T, so we can 
C,-invariant subspace. 
C,S = ST, 
Denoting by S -i a left inverse of S, 
take A = Im S. The equation (15) insures 
(15) 
we obtain 
that A is a 
n 
Lemma 7.1 shows that the polynomial L(X) contains the whole spectral 
structure of T. In addition, L(X) has a spectral structure that does not appear 
from T. We give now a construction of the special left inverse V of 
col(XTi)fi& for which this additional spectral structure of L(A) has the 
simplest form. Let qr,~~,. . . , TJ? be the ordinal numbers of the rows in 
col(XTi)f , A such that each of them is linearly independent of the rows of 
col(XTi)~~~ lying b e ow 1 it; let M be the invertible matrix formed by these 
rows. Let V be a left inverse of col(XTi)fzA having the following structure: 
the columns numbered qi,. . . ,q of V form the matrix M-l; the other 
columns of V are zeros. Then evidently V is a left inverse of col(XTi)iZ& 
which will be called the special left inverse. 
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THEOREM 7.1. Let V= (V,, * . . 
col(XTi)fZ~, and let 
V,_ r) be the special left inverse of 
L(A) = All - XT’( vO+ V,h+ * *. + V[_,W) 
be the nwnic polynomial associated with V. Then L(h) has an eigenvalue 0 
of multiplicity nl- T. The lengths of the Jordan chains of L(h) for any 
canonical set of eigenvectors and generalized eigenvectors of L(A) corre- 
sponding to the eigenvalue 0 are sO,sI, . . . ,s,, where si are the s-indices of 
(X, T) and v is the maximal integer such that s,, > 0. Moreover, this canonical 
set can be chosen in such a way that the eigenvectors corresponding to 0 are 
unit coordinate vectors, and their generalized eigenvectors are zeros. 
Proof Suppose for simplicity that the rows that form M are the bottom 
rows in each block XT/, i =O, . . . , l- 1. Then V= (Ok0 a, Ok1 a, * . . Ok,_, 
a,_ 1), where k,, k,, . . . are the k-indices of (X, T), Oi is the r X j zero matrix, 
and ui is an rX(n-k.) matrix such that M-‘=(a, a, *.. q-J. Let ui= 
(0 *a* 0 10 **. 0)’ be the jth unit coordinate vector. Then 
yui = 0, i = O,...,v. 1’ (16) 
where vj is the maximal integer such that k”, > j. Using the equality si = I{ jl$ 
>i}l, we see that vj=si_r--1. Now Eq. (16) implies 
$ Lqo)ui = 0, j=O,l,..., si_r-1. 
Therefore, ui, 0,. . . , 0 ( si _ r zeros) is a Jordan chain of L(h) corresponding to 
the eigenvahre 0. Thus L(X) has an eigenvahre 0 of multiplicity > Zz_asj = 
nl- r. Since this multiplicity in any case cannot exceed nl- r (because T is 
invertible and in view of Lemma 7.1), we see that it is exactly nl - r, and the 
chains uj, 0,. . . , 0 (sj_, zeros) for j=l,2,..., v+ 1 form a canonical set of 
eigenvectors and generalized eigenvectors of L(A) corresonding to the eigen- 
value 0. W 
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