We consider a switch with uniform traffic operating under the MaxWeight scheduling algorithm. This traffic pattern is interesting to study in the heavy-traffic regime since the queue lengths exhibit a multi-dimensional state-space collapse. We use a Lyapunov-type drift technique to characterize the heavy-traffic behavior of the expectation of the sum queue lengths in steady-state. Specifically, in the case of Bernoulli arrivals, we show that the heavy-traffic scaled queue length is n − . Our result implies that the MaxWeight algorithm has optimal queue-length scaling behavior in the heavy-traffic regime with respect to the size of a switch with a uniform traffic pattern. This settles the heavy-traffic version of an open conjecture.
INTRODUCTION
Consider a collection of queues arranged in the form of an n×n matrix. The queues are assumed to operate in discretetime and jobs arriving to the queues will be called packets. The following constraints are imposed on the service process of the queueing system: (a) at most one queue can be served in each time slot in each row of the matrix, (b) at most one queue can be served in each time slot in each column of the matrix, and (c) when a queue is served, at most one packet can be removed from the queue. Such a queueing system is called a switch.
A scheduling algorithm for the switch is a rule which selects the queues to be served in each time slot. A wellknown algorithm called the MaxWeight algorithm is known to optimize the throughput in a switch. The algorithm was derived in a more general context in [1] and for the special context of the switch considered in here in [2] , where it was also shown that other seemingly good policies are not throughput-optimal. An important open question that is not fully understood is whether the MaxWeight algorithm is also queue length or delay optimal in any sense. In [3] , it was shown that the MaxWeight algorithm minimizes the sum of the squares of the queue lengths in heavy-traffic under a condition called Complete Resource Pooling (CRP). For the switch, the CRP condition means that the arriving traffic saturates at most one column or one row of the switch. The result relies on the fact that, under CRP and in the heavy-traffic regime, there is a one-dimensional statespace collapse, i.e., the state of the system collapses to a This work was supported in part by NSF Grant ECCS-1202065. Copyright is held by author/owner(s).
line. When the CRP condition is not met, the state-space collapses to a lower-dimension, but is not one-dimensional. State-space collapse without the CRP condition has been studied, and a diffusion limit has been established in literature. However, a characterization of the steady-state behavior of the diffusion limit was still open.
In this paper, we use the Lyapunov-type drift technique introduced in [4] . The basic idea is to set the drift of an appropriately chosen function equal to zero in steady-state to obtain both upper and lower bounds on quantities of interest, such as the moments of the queue lengths. To obtain upper bounds one has to establish state-space collapse in a sense that is somewhat different than the one in [3] : the main difference being that the state-space collapse is expressed in terms of the moments of the queue lengths in steady-state. This form of state-space collapse can then be readily used in the drift condition to obtain the upper bound. However, in [4] , the usefulness of the drift technique was only established under the CRP condition. In this paper, we consider the switch with uniform traffic, i.e., where the arrival rates to all queues are equal. Thus, in the heavy-traffic regime, when the traffic in one column (or row) approaches its capacity, the traffic in all rows and columns approach capacity, and the CRP condition is violated. The main contribution of the paper is to characterize the expected steady-state queue lengths in heavy-traffic even though the CRP condition is violated. As mentioned earlier, when the CRP condition is violated, the state does not typically collapse to a single dimension. The main challenge in our proof is due to the difficulty in characterizing the behavior of the queue length process under such a multi-dimensional state-space collapse. Characterizing the behavior of the queue lengths under multi-dimensional state-space collapse has been difficult, in general, except in rare cases.
The difficulty in understanding the steady-state queue length behavior of the MaxWeight algorithm has meant that it is unknown whether the the MaxWeight algorithm minimizes the expected total queue length in steady-state. One way to pose the optimality question is to increase the number of queues in the system, or increase the arrival to a point close to the boundary of the capacity region (the heavytraffic regime), or do both, and study whether the MaxWeight algorithm is queue-length-optimal in a scaling sense. A conjecture regarding the scaling behavior for any algorithm, both in heavy-traffic and under all traffic conditions, has been stated in literature. The authors first heard about the non-heavy-traffic version of this conjecture from A. L. Stolyar in 2005. The conjecture seemed to be difficult to verify for the MaxWeight algorithm, and so a number of other algorithms have been developed to achieve either optimal or near-optimal scaling behavior. The results in this paper establish the validity of one version of the conjecture (pertaining to uniform traffic in the heavy-traffic regime) for the MaxWeight algorithm. Due to space constraints, we do not provide complete proofs and all the references here. See [5] for details.
SYSTEM MODEL AND MAXWEIGHT AL-GORITHM
An input queued switch is a model for cross-bar switches that are widely used. An n × n switch has n input ports and n output ports. We consider a discrete time system. In each time slot t, packets arrive at any of the input ports to be delivered to any of the output ports. When scheduled, each packet needs one time slot to be transmitted across.
Each input port maintains n separate queues, one each for packets to be delivered to each of the n output ports. We denote the queue length of packets at input port i to be delivered at output port j at time t by qij(t). Let q ∈ R n 2 denote the vector of all queue lengths. Let aij(t) denote the number of packet arrivals at input port i at time t to be delivered to output port j, and we let a ∈ R n 2 denote the vector (aij)ij. For every input-output pair (i,j), we assume that aij(t) is a Bernoulli process with rate λij and is independent of the arrival processes at other input-output pairs(i.e, if (i, j) = (i , j ), the processes aij(t) and a i j (t) are independent), and are also independent of the queue lengths or schedules chosen in the switch. The arrival rate vector is denoted by λ = (λij)ij.
In each time slot, each input port can be matched to only one output port and similarly, each output port can be mapped to only one input port. These constraints can be captured in a graph. Let G denote a complete n × n bipartite graph with n 2 edges between the set of input ports and the set of output ports. The schedule in each time slot is a matching on this graph G. We let sij = 1 if the link between input port i and output port j is matched or scheduled and sij = 0 otherwise and we denote s = (sij)ij. Then, the set of feasible schedules, S ⊂ R n 2 is defined as follows.
Let S * denote the set of maximal feasible schedules. Then, it is easy to see that
Each element in this set corresponds to a perfect matching on the graph G. Each of these maximal feasible schedules is also a permutation π on the set 1, 2, . . . , n with π(i) = j if sij = 1. A scheduling policy or algorithm picks a schedule s(t) in every time slot based on the current queue length vector, q(t). The queue lengths evolve as follows.
qij(t + 1) = [qij(t) + aij(t) − sij(t)]

+ = qij(t) + aij(t) − sij(t) + uij(t) q(t + 1) = q(t) + a(t) − s(t) + u(t) where [x]
+ = max(0, x) is the projection onto positive real axis, uij(t) is the unused service on link (i, j). Unused service is 1 only when link (i, j) is scheduled, but has zero queue length; and it is 0 in all other cases.
The queue lengths process q(t) is a Markov chain. The switch is said to be stable under a scheduling policy if the sum of all the queue lengths is finite, i.e., lim sup
If the queue lengths process q(t) is positive recurrent under a scheduling policy, then we have stability. The capacity region of the switch is the set of arrival rates λ for which the switch is stable under some scheduling policy. A policy that stabilizes the switch under any arrival rate in the capacity region is said to be throughput optimal. The MaxWeight Algorithm is a popular scheduling algorithm for the switches. In every time slot t, each link (i, j) is given a weight equal to its queue length qij(t) and the schedule with the maximum weight among the feasible schedules S is chosen at that time slot. It is possible to show that the Markov chain q(t) is irreducible and aperiodic under the MaxWeight algorithm for an appropriately defined state space. It is well known [1, 2] that the capacity region C of the switch is convex hull of all feasible schedules, i.e., C = Conv(S). For any arrival rate vector λ, ρ maxij{ i λij, j λij} is called the load. It is also known that the queue lengths process is positive recurrent under the MaxWeight algorithm whenever the arrival rate is in the capacity region C (equivalently, load ρ < 1) and therefore is throughput optimal.
For any arrival rate in the capacity region C, due to positive recurrence of q(t), we have that a steady state distribution exists under MaxWeight policy. Let q denote the steady state random vector. In this paper, we focus on the average queue length under the steady state distribution, i.e., E[ i,j q ij ]. We consider a set of systems indexed by with arrival rate λ = 1− n 1. We will study the switch when ↓ 0. This is called the heavy traffic limit.
Geometry of the Capacity Region
The capacity region C is a coordinate convex polytope in R n 2 . For any supporting hyperplane H of polytope P , P ∩H is called a face. A face of a polytope is also a polytope with lower dimension. A face F of polytope P with dimension dim(F ) = dim(P ) − 1 is called a facet. Heavy traffic optimality of MaxWeight algorithm for generalized switches is shown in [3, 4] when approaching an arrival rate vector on a facet of the capacity region. However, the rate vector 1 n 1 does not lie on a facet and so, that result is not applicable here.
Let F denote the face of the capacity region C containing the rate vector 1 n 1. The face F has dimension (n − 1) 2 = n 2 − (2n − 1), and lies in the affine space formed by the intersection of the 2n constraints, { n i=1 λij = 1 for all j}, and { n j=1 λij = 1 for all i}. Of these 2n constraints, one is linearly dependent of the others and we have 2n − 1 linearly independent constraints. The face F is actually the convex combination of the maximal feasible schedules S * , i.e., F = Conv(S * ). A facet of a polytope has a unique supporting hyperplane defining the facet. It was shown in [4] that when the arrival rate vector approaches a rate vector in the relative interior of a facet, in the limit, the queue length vector concentrates along the direction of the normal vector of the unique supporting hyperplane. However, a lower dimensional face can be defined by one of several hyperplanes, and so there is no unique normal vector. A lower dimensional face is always an intersection of two or more facets. We are interested in the case when the arrival rate vector approaches the vector 1 n 1 that lies on the face F . The face F is the intersection of the 2n facets, { e (i) , λ = 1} ∩ C for all i, and { e (j) , λ = 1} ∩ C for all j. The queue length vector concentrates within the cone spanned by the 2n normal vectors, {e (i) for all i} ∪ { e (j) for all j}. We will call this cone K. The cone K lies in the 2n−1 dimensional subspace spanned by the 2n − 1 independent vectors among the 2n vectors, {e (i) for all i} ∪ { e (j) for all j}. The cone K is closed and convex. For any x ∈ R n 2 , the closest point in the cone K to x is called the projection of x on to the cone K and we will denote it by x . For a closed convex cone K , the projection x is well defined and is unique. We will use x ⊥ to denote x − x .
HEAVY TRAFFIC PERFORMANCE
We first present a Ω(n) universal lower bound on the average sum of queue lengths in heavy traffic limit, i.e., on lim →0 E[ i,j q ij ]. This bound is obtained by lower bounding the sum of queue lengths at each input port. This is done by considering a single server queue corresponding to each input port. See [5] for details.
Proposition 1. Consider a set of switch systems with the Bernoulli arrival processes a
( ) (t) parameterized by 0 < < 1, such that the mean arrival rate vector is λ = 
