We study a classical theory which contains a Gaussian noise as a source. This source is responsible for the creation and annihilation of particle from the vacuum and the energy of the resultant configuration is same as the zero point energy of quantum field theory. We show that after taking the average over the samples, the perturbative expansion of the expectation value, n-point function, can be expressed by the tree and loop Feynman graphs which are exactly same as those in the corresponding quantum field theory. We comment on the similarity and difference to the stochastic quantization. * hirayama@isc.chubu.ac.jp
I. INTRODUCTION
In quantum field theory, the vacuum state is the lowest energy state and its energy is the sum of ω/2, the zero point energy. The particles are continuously created and annihilated from the vacuum. These properties lead us to the idea that we introduce Gaussian random noises as the sources for the creation and annihilation of particles in a classical theory. The resultant configuration is a non trivial background and its energy is equal to the zero point energy. Thus it mimics the vacuum state in quantum field theory. We will show that the propagation of a particle in this background is exactly the same propagation in quantum field theory.
It has been known that in the non trivial background some of the quantum behaviors are realized in classical theory. In [1, 2] , the each momentum modes of the electromagnetic fields have the amplitude with and random phases. Then the motion of a charged particle in the non trivial electromagnetic fields shows some of quantum phenomena such as the blackbody radiation, the decrease of specific heats at low temperatures, and the absence of atomic collapse. In [3] [4] [5] , the random phase for each mode in the scalar field is introduced and then the zero point energy of the scalar field is realized in the classical theory. Then the loop Feynman graphs appear in the n-point function of scalar field, although not all the loop Feynman graphs in the quantum field theory appear. When the occupation number is large, the classical theory is a good approximation to the quantum field theory [6, 7] .
In [8, 9] , the wave function is introduced as the square of the probability distribution in a classical statistical model and the Schrodinger equation is derived.
The Gaussian noise is used in Langevin equation of stochastic quantization [10] [11] [12] [13] [14] [15] . In the stochastic quantization, the quantum field theory is reached as the equilibrium limit of the system along the fictitious time direction, and the clear meaning of the Gaussian white noise is missing. Recently the complex Langevin method is applied to the theory with nonzero chemical potential and other theories in which the sign problem can not be avoided in Lattice simulation [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . In our theory the fields also take complex values, similar to the complex Langevin method, but there is no fictitious time. Therefore it is a more promising approach to compute quantum field theory. We will report the numerical simulation in a separate paper.
In sec. II, we explain our idea in a real scalar theory and give the main result, followed by the generalization to complex scalar, fermion and gauge fields in sec. III. In sec. IV, we give discussion and summary.
II. COMPLEX NOISES
In this section, we explain our idea of representing the creation and annihilation of particles from the vacuum by the Gaussian noise. We first study a real scalar field in four dimensional Minkowski spacetime, but the generalization to the complex scalar, fermion and gauge fields is straightforward and will be discussed later.
The equation of motion for a free real scalar with a source J(x) in four dimensions is
and the solution is written as
where D(x − y) is the propagator which satisfies
Later, we use the Feynman propagator, D F (x), and then introduce iǫ as
Here we take J(x) a complex Gaussian noise and thus φ(x) necessary take complex values. 
where σ is the standard deviation. The expectation value O(x) is defined as the average over the samples and is
Then the expectation values satisfy
where J * (x) = J r (x) − iJ i (x).
In the quantum field theory, the two point function of the free theory,
and this is recovered as the expectation value as follow. We take σ = /2 and
then we have
Hereafter all the standard deviation is taken σ = /2. The equation, then, which φ 0 (x) satisfies, is
From this equation, we understand the source J(x) induces the creation of a positive energy particle which propagates forward in time to future and the annihilation of a positive energy particle which propagates forward in time from the past, and the shift created by J * (x) annihilates a positive energy particle and creates a positive energy particle. This picture is same as the picture of the Feynman propagator in quantum field theory. We also compute the expectation values of 1-point function and 4-point function and they are
As mentioned in [5] , if the probability distributions differ from the Gaussian ones, the 4point function has extra terms although 1-and 2-point functions are kept same. That is if the coefficient in (11) is different from m!, the 4-point function has extra terms. We can similarly show the expectation value of the n-point function is same as that in quantum field theory and this is the reason why we should take the Gaussian distribution and can not take other distributions.
Since we have shown that the expectation value of general n-point function recovers the n-point function in quantum field theory, it is now trivial that the expectation value of energy computed from φ 0 (x) is the energy of zero point energy in quantum field theory.
However we give the computation,
where k 0 = + k 2 i + m 2 . Next we study an interacting theory with the action,
where L int (φ(x)) = −λφ 4 (x)/4! for the φ 4 theory for example. Referring to (15) , we should take the equation of motion for φ(x) as follow,
Then the formal solution is given
where φ 0 (x) is the one in (13) . It is natural to construct the generating function for computing the expectation values of n-point function,
and n-point function is computed as
If we treat the interaction as a perturbation, the perturbative expansion of the solution is 
Then 2-point function becomes,
Since φ 0 (x)φ 0 (y) = D F (x − y), this 2-point function can be expressed by the Feynman graphs in FIG. 2 for λφ 4 theory. We notice that there are no bubble graphs and so we come 
where · · · 0 denotes that the contraction φ(x)φ(y) 0 is done by D F (x − y) in the perturbation theory. The perturbative expansion of (23), i.e. (29), and that of (32) are the same including the coefficient at each order. Thus we conclude
III. COMPLEX SCALAR, FERMION, AND GAUGE FIELD
We can straightforwardly generalize our construction to the classical theory with complex scalar, fermion and gauge fields.
A complex scalar field Φ(x) is composed with two real scalar fields, φ 1 (x) and φ 2 (x), i.e. Φ(x) = (φ 1 (x) + iφ 2 (x))/ √ 2, and we introduce two complex Gaussian noises, J 1 (x) and J 2 (x). We take
Since Φ * (x) is the complex conjugate of Φ(x), we may naively take Φ * (x) = (φ * 1 (x) − iφ * 2 (x))/ √ 2. However this does not recover the Feynman propagator in the quantum field theory, but we should take Φ * (x) = (φ 1 (x) − iφ 2 (x))/ √ 2. Then,
Taking the average, we obtain
The equations which Φ(x) and Φ * (x) satisfy are,
and the Lagrangian which gives these equations of motion is
For a Dirac fermion field ψ(x), we introduce complex Gaussian distributions J 1α (x) and J 2α (x), or equivalently J α (x) andJ α (x),
In order to realize the anti-commutation, we further introduce the Grassmann numbers, θ α (x) and the conjugateθ α (x). We define ψ α (x) andψ α (x) as
where we take sum over the index γ, but do not take sum over the index α, and S F αβ (x − x ′ ) is the Feynman propagator for a Dirac fermion,
We now have the Grassmann numbers θ α (x) andθ α (x), thus the computation of expectation values should be modified, 
Then we compute the expectation values and obtain
The Dirac fermion satisfies the following equations,
and the Lagrangian becomes,
where we omit the spin indices.
For a gauge field A a µ , we start with the action with the ghost c a andc a ,
where a is the gauge index and α is the gauge fixing parameter. We take the gauge field,
where J a µ (x) is a complex Gaussian distribution and J a * µ (x) is the conjugate. The expectation value of 2-point function recovers the Feynman propagator,
The c a (x) andc a (x) fields take
where D ab c (x − y) is the Feynman propagator, J a (x) is a complex Gaussian distribution and θ a (x) andθ a (x) are real Grassmann numbers. We obtain
IV. DISCUSSION
We discussed the new method for computing the quantum field theory. Our theory relies on the perturbation, but our theory may capture the non perturbative effects as well.
Thus we should perform the numerical simulation and check whether the non perturbative effects are captured in our theory. Similar to the complex Langevin method, our theory does not have the sign problem in Lattice simulation. In the complex Langevin method, it often suffers from the difficulties due to the infinite drifts which destroy the convergences in the computation of expectation values. On the other hand, although the fields also take complex values in our theory, since we do not have the fictitious time and the probability of Gaussian distribution is exponentially damping, we expect that the integral of (23) in a discrete spacetime is well defined. In a discrete spacetime, we discretize the equation (21) with keeping iǫ in order to have the Feynman propagator as a propagator. Instead, we take iǫ = 0 and take the periodic boundary condition along time direction and take the periodicity infinity, since the source J(x) affects the future and past equivalently in the quantum field theory. We expect our theory does not have the difficulties due to the infinite drifts in complex Langevin method and is more promising. We will carry out the numerical simulation in a separate paper.
Appendix A: supplements for the section : Complex noises
It is convenient to rewrite the complex Gaussian distribution in a polar form,
Since the angle direction is a constant probability distribution, it is clear J m (x)J * n (x ′ ) is non zero only if m = n. Using the Gaussian integrals,
we have
In order to compute the expectation values of n-point function, we first study the following expectation values,
where (A6) holds independent of x 3 = x 4 or x 3 = x 4 . Similarly we compute
for {x 4 = x 5 } and {x 6 } is different 
where (A7) holds independent of the positions {x 4 , x 5 , x 6 }. Recursively we can show J(y 1 )J(y 2 ) · · · J(y m )J * (x m+1 )J * (x m+2 ) · · · J * (x 2m ) = m! {i} σ 6 δ (4) (x m+1 − y i 1 )δ (4) (x m+2 − y i 2 ) · · · δ (4) (x 2m − y im ).
This is because when k of {x m+1 , · · · , x 2m } are the same and the number of terms is reduced by 1/k!, the coefficient is multiplied by k! ( see (A4)).
We compute the expectation values of n-point function. We omit the coefficients and symbolically write φ 0 (x) = D(x − y) · J(y) + J * (x). It is zero when n is odd, and for n = 2m it becomes φ(x 1 ) · · · φ(x 2m ) = 2m Cm i 1 ···i 2m D(x i 1 − y 1 )D(x i 2 − y 2 ) · · · D(x im − y m )J(y 1 )J(y 2 ) · · · J(y m ) 
