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1. Introduction
In this paper, we estimate the kernel of generalized inverse of Fredholm
Elliptic operators defined on boundary groupoids.
Our work is motivated by [22], which is in turn motivated by the study
of differential operators on manifolds with boundary [16], [15].
Recall that in the classical construction, one first fixes a boundary defin-
ing function ρ, a smooth non-negative function on M with non-zero deriva-
tive on the boundary ∂M. Then an open neighborhood of ∂M ⊂ M is
identified with [0, 1)× ∂M (with [0, 1) parameterized by ρ). Differential op-
erators tangential to the boundary are written in the form ρ∂ρ+· · · , and can
be identified with kernels on the blowup Mb, known as the b-stretched prod-
uct. The b-stretched product has three boundary defining functions ρ01, ρ10
and ρ11. By some explicit calculations, it can be shown that the generalized
inverse of a Fredholm elliptic operator is a kernel with asymptotic expansion
in ρ01, ρ10, ρ11. The space of such kernels is known as the full calculus.
Following the classical theory, many variations emerge. Most notable is
the work of Gil, Krainer and Mendoza. They considered ‘cone operators’
of the form ρ−mΨ , where Ψ is a b-differential operators as described above,
using somewhat similar techniques (see [5, 6, 7, 8], however the theory of cone
operators mainly concerns geodesically incomplete spaces and is therefore
beyond our scope).
Closer to our discussion, Lauter, Nistor and Monthubert studied the
cusp, or cn-calculus [10]. They begin to use some elements of pseudo-
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differential operators on a groupoid, which was first introduced by Nistor,
Weinstein and Xu [19], and further developed by Ammann, Lauter and Nis-
tor into so called Lie manifolds, or manifolds with Lie structure at infinity
[2, 11]. They prove that the Green function of elliptic operators has kernel
that decays as a a Schwartz function. However, these examples are quite
similar to the manifold with boundary case, and their argument make use
of the explicit structure of the underlying groupoid, described through the
boundary defining function.
Ammann, et. al. also apply similar theories to the example of polyhedral
domains [1, 3, 20]. In particular, [20] considers inverse of differential operator
as an element in the abstract C∗-algebra of the underlying groupoid.
The common theme of these results is that the Green function of ellip-
tic differential operators are in general not compactly support supported
kernels. One has to enlarge the calculus by considering non-compactly sup-
ported kernels of order −∞, possibly non-smooth ones. Then one shows
that the Green function lies in the enlarged calculus.
In the example of, say, natural differential operators on Poisson mani-
folds, however, there is no obvious notion of boundary defining functions.
One can only use the theory of groupoid (pseudo)-differential operators to
characterize these natural operators.
Motivated by the new class of examples, in [22], the author takes a more
geometric approach. The groupoid is taken as the fundamental object, and
one attempts to do computations without explicitly referring the singular
structure. The idea was applied to the example of the symplectic groupoid
of the Bruhat sphere, where it was shown that the parametrix of an ellip-
tic, uniformed supported pseudo-differential operator is given by a groupoid
pseudo-differential with exponentially decaying kernel.
Our main objective is to generalize the result of [22] to other similar
groupoids, and also describe the generalized inverse of Fredholm operators.
As far as we know, this paper is the first systematic study on non-uniformed
supported groupoid pseudo-differential operators in some generality, besides
the purely abstract C∗-algebra construction in [11, 20]. Moreover, our work
should clarify the role of the boundary defining function in these works, as
well as the classical construction.
1.1. An overview of our approach
While the technical details are tedious and elementary, the idea behind
our construction is actually very simple.
In Section 2, we recall some basic notions of pseudo-differential operators
on a groupoid as in [19]. Then we define the notion of boundary groupoids.
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Essentially these groupoids are just b-stretched products with possibly non-
commutative isotropy subgroups and more degenerate Lie algebroids.
In Section 3, we begin with an elementary estimate. Perhaps what is
remarkable is that such estimate has no direct analogue in the classical con-
struction. Then we write down the definition of the calculus with bounds.
These are just kernels that decays exponentially on the s-fiber and polyno-
mially near the singular set, with respect to some rather arbitrarily chosen
functions. We show that the convolution product respects the filtration of
the calculus with bounds.
In Section 4, we describe the generalized inverse of elliptic differential
operators (or uniformly supported pseudo-differential operators). Our con-
struction is parallel to that of [15].
Given an elliptic, uniformly supported pseudo-differential operator Ψ =
{Ψx}x∈M such that the vector representation of Ψ is Fredholm, one starts
with the invariant sub-manifold Gr with the lowest dimension. In that
case Ψ |Gr is an ordinary pseudo-differential operator on the manifold with
bounded geometry Mr×Gr that is invertible. Therefore the result of Shubin
[21] applies and Ψ |−1Gr is a kernel with exponential decay.
The second step is to extend the off-diagonal part of Ψ |−1Gr into a kernel
on G. In the case G = M0 × M0
⊔
G × M1 × M1, this is constructed by
taking exponential coordinates patches defined by Nistor et. al. [18] and
then extend along coordinates curves. The detail of the construction is given
in Appendix B. Then a uniformly supported parametrix Φ of Ψ on G can be
modified, so that R := I − ΨΦ vanishes on Gr.
The third step is to improve the parametrix by considering the Neumann
series. One gets a parametrix up to error decaying at order −∞ at the
singular set. The same arguments can be repeated and the case for general
r can be proved by induction on r. In the last step of the induction, one
obtains the generalized inverse.
In Section 5, we give some more remarks and highlight some open prob-
lems.
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2. Preliminary definitions
2.1. Uniformly supported pseudo-differential calculus on a Lie groupoid
In this section, we recall the standard theory of pseudo-differential cal-
culus developed by Nistor, Weinstein and Xu [19].
Definition 2.1. A Lie groupoid G ⇒ M consists of:
(i) Manifolds G and M;
(ii) A unit inclusion u : M→ G;
(iii) Submersions s, t : G → M, called the source and target map respec-
tively, satisfying
s ◦ u = id M = t ◦ u;
(iv) A multiplication map m : {(a, b) ∈ G × G : s(a) = t(b)} → G, (a, b) 7→
ab that is associative and satisfies
s(ab) = s(b), t(ab) = t(a), a(u ◦ s(a)) = a = (u ◦ t(a))a;
(v) An inverse diffeomorphism i : G → G, a 7→ a−1, such that s(a−1) =
t(a),
t(a−1) = s(a) and
aa−1 = u(t(a)), a−1a = u(s(a)).
Our definition follows the convention of [14], but with the source and target
maps denoted by s and t instead of α and β.
Let G ⇒ M be a Lie groupoid with M compact. Fix a metric gA on A.
For each x ∈ M, a Riemannian metric on Gx is defined by right invariance.
Denote the family of Riemannian volume measure on Gx, x ∈M by µx.
Observe that for each x ∈ M, Gx is a manifold with bounded geometry
(see Appendix A). Therefore, Gx has at most exponential volume growth.
Definition 2.2. We say that G is of polynomial (volume) growth if there
exists N ∈ N, C > 0 such that
∫
BgA (a,r)
µx(b) ≤ Cr
N ,
for any ball on Gx centered at a ∈ Gx with radius r.
From now on, we shall always assume that the groupoid G under consid-
eration is of polynomial growth.
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Definition 2.3. A pseudo-differential operator Ψ on a groupoid G of order
≤ m is a smooth family of pseudo-differential operators {Ψx}x∈M, where
Ψx ∈ Ψ
m(Gx), and satisfies the right invariance property
Ψs(a)(r
∗
af) = r
∗
aΨt(a)(f), ∀ a ∈ G, f ∈ C
∞
c (Gs(a)).
If, in addition, all Ψx are classical of order m, then we say that Ψ is classical
of order m.
For a pseudo-differential operator Ψ = {Ψx} on G. The support of Ψ is
defined to be
Supp (Ψ) =
⋃
x∈M
Supp (Ψx).
The operator Ψ is called uniformly supported if the set
{ab−1 : (a, b) ∈ Supp (Ψ)}
is a compact subset of G. We denote the algebra of uniformly supported
classical pseudo-differential operator of order m on G by Ψ[m](G) (Ψ[m](G,E)
for operators defined on a sections of a vector bundle E → M), and Ψ• :=⋃
m∈Z(G).
The convolution product on G is the binary operator on C∞(G):
f ◦ g(a) :=
∫
s−1(s(a))
f(ab−1)g(b)µs(a)(b), ∀ a ∈ G (1)
for any f, g ∈ C∞(G), provided the integral is finite for all x ∈ M.
For any Ψ = {Ψx}x∈M ∈ Ψ
∞(G). The reduced kernel of Ψ is defined to
be the distribution
ψ(f) :=
∫
M
u∗(Ψ(i∗f))(x) µM(x), f ∈ C
∞
c (G).
Lemma 2.4. [19, Corollary 1] For any Ψ ∈ Ψ•(G), the reduced kernel is
co-normal at M and smooth elsewhere. Moreover, the map Ψ 7→ ψ, where ψ
is the reduced kernel of Ψ , is an algebra isomorphism.
Remark 2.5. By virtue of Lemma 2.4, there are three equivalent ways to
define the algebra of pseudo-differential operator on G, namely
(i) Fiberwise composition ΨΦ = {ΨxΦx}x∈M;
(ii) Convolution product ψ ◦ ϕ, where ψ and ϕ is the reduced kernel of Ψ
and Φ respectively;
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(iii) The fiberwise operation Ψx(ϕ|Gx), x ∈ M.
For any Ψ ∈ Ψ•(G), the vector representation of Ψ is the operator ν(Ψ) :
C∞(M)→ C∞(M),
(ν(Ψ)f) := Ψx(t
∗f)|M.
Note that if X ∈ Γ∞(A) is regarded as a differential operator on G, then the
vector representation of X is just ν(X), the image of X under the anchor
map (regarded as a differential operator on M), so there is no confusion
using the same notation for both.
2.2. Boundary groupoids
We define the main object we are interested in.
Definition 2.6. Let G ⇒ M be a Lie groupoid with M compact. We say
that G is a boundary groupoid if
(i) The singular foliation defined by anchor map ν : A→ TM has a finite
number of leaves M0,M1, · · · ,Mr ⊂ M, called invariant sub-manifolds
on M, such that dimM = dimM0 > dimM1 > · · · > dimMr;
(ii) For all k = 0, 1, · · · r, M¯k := Mk
⋃
Mk+1
⋃
· · ·
⋃
Mr are closed, im-
mersed sub-manifolds of M;
(iii) G0 := s
−1(M0) = t
−1(M0) ∼= M0 ×M0, the pair groupoid, and Gk :=
s−1(Mk) = t
−1(Mk) ∼= Gk × (Mk ×Mk) for some Lie groups Gk;
(iv) For each k, there exists (unique) sub-bundles A¯k ⊂ A|M¯k such that
A¯|Mk = ker(ν|Mk).
For simplicity, we shall also assume that Gk and Mk are connected, hence
all s-fibers are connected.
Remark 2.7. Note that we do not need any condition on the dimension on
Mk. On the other hand since for each k = 0, · · · , r − 1, Mk is an open and
dense subset of M¯k, it follows M¯k+1 is the boundary of Mk in M.
Notation 2.8. We shall also denote G¯k := s
−1(M¯k) = t
−1(M¯k).
Example 2.9. Let M = M0
⊔
M1 be a manifold with embedded boundary
[16]. The groupoid of space of totally characteristic operators is given (as a
set) by
G := (M0 ×M0)
⊔
R× (M1 ×M1).
Note that G is an open dense subset of the blowup of M, known as the b-
stretched product (see [17]).
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Example 2.10. [22, Example 2.18] (See also [12]) Let K = SU(n), T ⊂ K
be the maximal torus, N be the Lie group of upper triangular matrices with
unit diagonal.
Define the left action of T on K×N by
g · (k, n) := (gk, gng−1), ∀ (k, n) ∈ K×N, g ∈ T.
It is easy to see that the projection onto T\(K ×N) is a submersion.
Define the groupoid operations on G := T\(K×N)⇒ T\K:
source and target: s(T(k, n)) = Tk, t(T(k, n)) := Tk
′,
where nk = k′a′n′ is the (unique) Iwasawa decomposition;
multiplication: m(T(k1, n1),T(k2, n2)) := T(k2, n1n2),
provided one has Iwasawa decomposition n2k2 = k1a
′n′;
inverse: i(T(k, n)) := T(k
′, n−1),
where nk = k′a′n′ is the (unique) Iwasawa decomposition;
unit: u(Tk) := T(k, e), e ∈ N.
Remark that T\(K × N) ⇒ T\K is just the symplectic groupoid of the
Bruhat Poisson structure on K. In particular, when n = 2, T\K is just
the sphere S2. Let (x, y) be the stereographic coordinate opposite to Te, the
Poisson bi-vector field is
Π = (x2 + y2)(1 + x2 + y2)∂x ∧ ∂y.
The Lie algebroid is A = T ∗S2 and the anchor map is contraction with Π.
Example 2.11. Recall that any Poisson structure Π ∈ Γ∞(∧2TM) defines
a Lie algebroid structure on the cotangent bundle T ∗M, and any bi-vector
field Π on a two dimensional manifold M is Poisson (see, for example,
[23]). In particular, let Π be any bi-vector field on the sphere S2 such that
Π vanishes at exactly one point x0. Then the Lie algebroid is integrable
[4]. It is easy to see that the groupoid integrating T ∗S2 must be a boundary
groupoid. Since on some fixed local coordinates around x0 one can take
Π = f(x, y)∂x ∧ ∂y for arbitrary smooth function f vanishing at x0 only,
differential operators obtained this way in general cannot be reduced to the
cases considered in [15].
2.3. The Fredholmness criterion of Lauter and Nistor
By definition, any boundary groupoids G ⇒ M satisfy the condition of
Lauter and Nistor [11], which we recall here:
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Definition 2.12. An s-connected groupoid G ⇒ M is said to be a Lauter-
Nistor groupoid if
(i) The unit set M is compact;
(ii) The anchor map ν : A → TM is bijective over an open dense subset
M0 ⊆ M;
(iii) The Riemannian manifold (M0, gM0) has positive injectivity radius and
has finitely many connected components M0 =
∐
αMα;
(iv) As a groupoid, GM0
∼=
∐
αMα ×Mα, the pair groupoid.
Let Ψ be pseudo-differential operator on G. By right invariance, it is
clear that
Lemma 2.13. For any x ∈ M, Ψx is a uniformly bounded pseudo-differential
operator on the manifold with bounded geometry Gx.
Moreover, since GM0
∼= M0 × M0, we define a Riemannian metric on
M0 ⊆ M by taking the metric on Gx for any x ∈ M0. Now since M0 is a
manifold with bounded geometry, we shall consider the ‘natural’ Sobolev
spaces L2(M0) and W
m(M0) as defined in Equation (A.1) in the appendix.
Recall that any uniformly bounded pseudo-differential operator of or-
der m on the manifolds with bounded geometry Gx (and M0) extends to a
bounded linear map from Wm(Gx, t
−1E) to L2(Gx, t
−1E). With these no-
tations, the Fredholmness criterion of Lauter and Nistor can be stated as:
Proposition 2.14. [11, Theorem 9] Let G be a Lauter-Nistor groupoid and
Ψ ∈ Ψ[m](G,E) be elliptic. Then ν(Ψ) : Wm(M0,E) → L
2(M0,E) is Fred-
holm if and only if, for all x ∈ M \M0, Ψx :W
m(Gx, t
−1E)→ L2(Gx, t
−1E)
are invertible.
3. The calculus with bounds
3.1. A structural theorem for Lie algebroids
Given a boundary groupoid G ⇒ M. Fix any Riemannian metric g¯ on
M. For each k ≥ 1, let d(·, M¯k) be the distance function defined by g¯.
For each k ≥ 0, fix a function ρk ∈ C
∞(M) such that ρk > 0 on M \ M¯k
and ρk = d(·, M¯k) on some open set containing M¯k.
Fix a metric gA on A (i.e. a positive bi-linear form on A). Then gA
induces Riemannian metrics on the s-fibers Gx := s
−1(x) for each x ∈M by
right invariance.
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Example 3.1. To motivate the construction, we briefly consider the exam-
ple of manifold with embedded boundary [16]. Write M = M0
⊔
M1, Take a
collar neighborhood of the boundary M1, [0, 1) ×M1 ⊂ M. For simplicity,
assume g¯ is such that g¯|[0,1)×M1 is the product metric. Then ρ1 := dg¯(·,M1)
is just the boundary defining function.
We shall see in this section how the ρk’s play the role of boundary defining
function. We begin with considering the bundle map dρk ◦ ν : A→ R×M.
Lemma 3.2. For each k, there exists a constant ωk such that for any x
lying in some open neighborhood of M¯k, X ∈ Ax,
|dρk ◦ ν(X)| ≤ ωkρk(x)|X|gA . (2)
Proof. Let x0 ∈ M¯k be arbitrary. Fix a coordinate chart (U¯ , x¯) around x.
We may assume that T M¯⊥k ⊂ TM is trivial on U¯ . Then the map
(x1 · · · xn) 7→ expx¯(x1,···xm)(xm+1, · · · , xn),
where exp is the exponential map defined by the Riemannian metric g¯,
defines a set of local coordinates on some open subset U ⊂ M. Moreover,
by definition of the exponential map, one has
dρk(∂i) = 0, ∀ i ≤ m.
On the other hand, we may assume that A is trivial on U and fix any
orthonormal basic sections E1, · · · , En ∈ Γ
∞(A) and write
ν(Ej) =
n∑
i=1
νij∂i (3)
for some smooth functions νij . Compositing with dρk, one gets
dρk ◦ ν(Ej) =
n∑
i=m+1
νij(∂iρk).
Since the image of A|M¯k under ν lies in T M¯k, it follows that
νij(x) = 0, ∀ i > m and x ∈ U¯ ⊂ M¯k.
The smoothness of νij implies there exists an open subset U
′ ⊂ U containing
x0, and constant ωk,U such that
|νij(x)| ≤ ωk,Uρk(x), ∀ x ∈ U
′.
Since x0 is arbitrary, the lemma follows by considering a suitable finite cover
of M¯k.
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Remark 3.3. Given ωk as in Lemma 3.2, we may modifying ρk outside a
neighborhood of Mk to get
|dρk ◦ ν(X)| ≤ ωkρk(x)|X|gA
Since we shall only be interested in estimates up to some multiples, it is clear
that such modification have no effect on the arguments. Therefore we shall
often implicitly assume such modification is being made if necessary.
Theorem 3.4. For each k, let ωk be defined in the previous Lemma 3.2.
Suppose further that |dρk ◦ ν(X)| ≤ ωkρk(x)|X|gA for any X ∈ A. Then for
any x ∈ M, a, b ∈ Gx,
ωkd(a, b) ≥
∣∣∣∣log
(
ρk(t(b))
ρk(t(a))
)∣∣∣∣ . (4)
Proof. Given any a, b ∈ Gx, since Gx is a complete, connected Riemannian
manifold, there exists a minimizing geodesic γ : [0, 1]→ Gx connecting a and
b. Define the curves γA(t) := dR(γ(t))−1 (γ
′(t)) ∈ A, and γM(t) := t ◦ γ(t) ∈
M. Then one has the relation
ν(γA(t)) = γ
′
M(t).
Moreover, by right invariance, it follows that
d(a, b) = length of γ =
∫ 1
0
|γA(t)|gAdt.
Applying Lemma 3.2, one gets
ωkd(a, b) =
∫ 1
0
C|γA(t)|gAdt
≥
∫ 1
0
|dρk(ν(γA(t)))|
ρk(γM(t))
dt ≥
∣∣∣∣
∫ 1
0
dρk(γ
′
M(t))
ρk(γM(t))
dt
∣∣∣∣ =
∣∣∣∣log
(
ρk(t(b))
ρk(t(a))
)∣∣∣∣ .
Remark 3.5. Here, we observe that on can instead take any non-negative
functions ρ˜k ∈ C
0(M), such that
(i) ρ˜k = 0 on M¯k, ρ˜ksmooth and positive on M \Mk;
(ii) Theorem 3.4 holds for ρ˜k for some ωk > 0;
(iii) One has Mρλk ≤ ρ˜k ≤M
′ρkλ
′ for some M,M ′, λ, λ′ > 0,
and all the subsequent arguments remain true. At this point it is unclear if
there is an ‘optimal’ choice for the defining functions ρk.
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Inspired by Lemma 3.2 and Theorem 3.4, we define:
Definition 3.6. The groupoid G is said to be uniformly non-degenerate if
there exist constants ω′1, ω
′
2, · · · , ω
′
r > 0 such that
|ν(X)| ≥ ω′kρk(x)|X|gA , ∀ x ∈ M¯k−1,X ∈ Ax,X⊥A¯k;
The groupoid G is said to be uniformly degenerate if there exist constants
ω1, ω2, · · · ,
ωr, ω
′
1, · · ·ω
′
r > 0 and exponents λ1, · · ·λr, λ
′
1, · · · , λ
′
r ≥ 2 such that
|dρk ◦ ν(X)| ≤ ωk(ρk(x))
λk |X|gA , ∀ x ∈ M¯k−1,X ∈ Ax, and
|ν(X)| ≥ ω′k(ρk(x))
λ′
k |X|gA , ∀ x ∈ M¯k−1,X ∈ Ax,X⊥A¯k.
Remark 3.7. The groupoid G is uniformly degenerate if and only if
dνij(x) = 0, ∀ i ≤ m and x ∈ U¯ ⊃ M¯k,
where νij is defined in Equation (2).
Remark 3.8. If G is uniformly non-degenerate, it is necessary that dimMk =
dimM − k.
Applying the same arguments as in Lemma 3.2 and Theorem 3.4, it is
obvious that:
Corollary 3.9. If G is totally degenerate, then for any ωk > 0, there exists
a function ρ′k such that ρ
′
k = ρk on some open neighborhood of Mk (which
depends on ωk), and satisfies
ωkd(a, b) ≥
∣∣∣∣log
(
ρ′k(t(b))
ρ′k(t(a))
)∣∣∣∣ ,
for all a, b ∈ G such that s(a) = s(b).
3.2. Construction of the calculus with bounds
Given a Hausdorff groupoid G, defined the manifold G˜ := {(a, b) ∈ G×G :
s(a) = s(b)}. Let m˜ denote the map
(a, b) 7→ ab−1, (a, b) ∈ G˜.
Also recall that for any X ∈ Γ∞(A), X determines a right invariant
vector field Xr ∈ Γ∞(Ker (ds)). Moreover, given vector fields on Xr, Y r on
G,
Xr(a)⊕ Y r(b) ∈ T(a,b)G˜ ⊂ T(a,b)(G × G)
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for any (a, b) ∈ G˜. We shall consider Xr ⊕ Y r as a vector field on G˜.
Consider dm˜(Xr ⊕ Y r). Observe that Xr is just the vector field
Xr(a) = ∂t|t=0 exp tX(t(a))(a), ∀ a ∈ G.
It follows that for any X,Y ∈ Γ∞(A), (a, b) ∈ G˜,
dm˜(Xr ⊕ Y r)(ab−1) = ∂t|t=0(exp tX(t(a)))ab
−1(exp tY (t(b)))−1 (5)
= ∂t|t=0(exp tX(t(c)))c(exp tY (t(c)))
−1,
where c := ab−1. In particular, dm˜(Xr ⊕ Y r) is a well defined vector field
on G.
Recall how the s-fiberwise covariant derivatives of a function is defined.
Let ∇ be the Levi-Civita A-connection with respect to the given Riemannian
metric gA. By right invariance, ∇ defines the Levi-Civita connection on each
s-fiber Gx, which we still denote by ∇. For any smooth functions ψ on G,
∇lψ ∈ Γ∞(⊗l ker(ds)), l = 1, 2, · · · , is defined inductively by
∇ψ(Xr1 ) :=LXr1ψ (6)
∇lψ(Xr1 ,X
r
2 , · · · ,X
r
l ) :=LXr1 (∇
l−1ψ(Xr2 , · · · ,X
r
l ))
−
l∑
k=2
∇l−1ψ(Xr2 , · · · , (∇X1Xk)
r, · · ·Xrl ).
Likewise, on G˜, let ∇˜ be the Cartesian product connection. One considers
higher covariant derivatives ∇˜l. In particular, observe that for any ψ ∈
C∞(G),
∇˜(m˜∗ψ)(V r1 ⊕W
r
1 )(a, b) =Ldm˜(V r1 ⊕W r1 )(ab
−1) (7)
∇˜2(m˜∗ψ)(V r1 ⊕W
r
1 , V
r
2 ⊕W
r
2 )(a, b) =Ldm˜(V r1 ⊕W r1 )Ldm˜(V r2 ⊕W r2 )ψ(ab
−1)
− Ldm˜(∇V1V
r
2 ⊕∇W1W
r
2 )
ψ(ab−1),
and so on.
For each (a, b) ∈ G˜, define d(a, b) to be the Riemannian distance on
Gs(a) = Gs(b) between a and b.
Definition 3.10. For each ε > 0, define the exponentially decaying calculus
of order ε to be the space of kernels
Ψ−∞ε;0 (G) :=
{
ψ ∈ C0(G) : ψ|Gk ∈ C
∞(Gk),∀ l ∈ N,∃Ml > 0 such that
for any X1, · · · ,Xl, Y1, · · · Yl ∈ Γ
∞(A), (a, b) ∈ G˜,
∇˜l(m∗ψ)(Xr1 ⊕ Y
r
1 , · · · ,X
r
l ⊕ Y
r
l )(a, b)
≤Mle
−ε′d(a,b)(|X1|+ |Y1|)(|X2|+ |Y2|) · · · (|Xl|+ |Yl|)
}
.
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Remark 3.11. For simplicity we only consider the scalar case. A groupoid
pseudo-differential operators on a vector bundle E → M can be identified
with a (distributional) section on t−1E⊗ s−1E→ G. One instead considers
covariant derivative on E and it is clear that all arguments below follows.
Suppose that G is a groupoid of polynomial growth. Then for any ε1, ε2 ≥
0, ψ1 ∈ Ψ
−∞
ε1;0
(G), ψ2 ∈ Ψ
−∞
ε2;0
(G), the convolution product ψ1 ◦ ψ2 is well
defined. Moreover, as in the case of manifolds with boundary [15, 16], one
has
Lemma 3.12. Let G be a groupoid of polynomial growth. For any ε1, ε2 ≥ 0
Ψ−∞ε1;0 ◦Ψ
−∞
ε2;0
⊆ Ψ−∞min{ε1,ε2}.
Proof. For simplicity we only consider the scalar case. It suffices to con-
sider the convolution product ψ1 ◦ ψ2 for any ψ1 ∈ Ψ
−∞
ε1;0
(G), ψ2 ∈ Ψ
−∞
ε2;0
(G).
In view of the formula
ψ1◦ψ2(a) =
∫
b∈G
s(a)
ψ1(ab
−1)ψ2(b)µs(a)(b) =
∫
c∈s−1(t(a))
ψ1(c
−1)ψ2(ca)µt(a)(c),
one can without loss of generality assume ε1 ≤ ε2. Then by definition one
has the estimates ψ1(a) ≤ Me
−ε′1d(a,s(a)), ψ2(a) ≤ M
′e−ε
′
2d(a,s(a)) for some
ε′1 > ε1, ε
′
2 > ε2 and constants M,M
′ > 0. One may further assume that
ε′1 < ε
′
2.
The hypothesis implies for any a ∈ G
|ψ1 ◦ ψ2(a)| ≤MM
′
∫
b∈G
s(a)
e−ε
′
1d(a,b)e−ε
′
2d(b,s(b))µs(a)(b)
≤MM ′
∫
b∈G
s(a)
e−ε
′
1|d(a,s(a))−d(b,s(b))|−ε
′
2d(b,s(b))µs(a)(b)
=MM ′
∫
b∈Ba
e−ε
′
1d(a,s(a))e−(ε
′
2−ε
′
1)d(b,s(b))µs(a)(b)
+MM ′
∫
b6∈Ba
eε
′
1d(a,s(a))e−(ε
′
2+ε
′
1)d(b,s(b))µs(a)(b),
where Ba denotes the set {b ∈ Gs(a) : d(b, s(b)) < d(a, s(a))} for each a.
Hence for the first integral, one has∫
b∈Ba
e−ε
′
1d(a,s(a))e−(ε
′
2−ε
′
1)d(b,s(b))µs(a)(b)
≤ e−ε
′
1d(a,s(a))
∫
b∈G
s(a)
e−(ε
′
2−ε
′
1)d(b,s(b))µs(a)(b),
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which is finite and only depends on s(a) (since G is only of polynomial
growth). As for the second integral, write
ε′1d(a, s(a))−(ε
′
2 + ε
′
1)d(b, s(b))
=− ε′1d(a, s(a)) + 2ε
′
1(d(a, s(a)) − d(b, s(b))) − (ε
′
2 − ε
′
1)d(b, s(b)).
Since d(b, s(b)) ≥ d(a, s(a)) for any b 6∈ Ba. It follows that the second
integral is again bounded by
e−ε
′
1d(a,s(a))
∫
b∈G
s(a)
e−(ε
′
2−ε
′
1)d(b,s(b))µs(a)(b).
Adding the two together and rearranging, one gets eε
′
1ds(a)(u1 ◦ u2)(a) is a
bounded function, as asserted.
To prove the assertion for derivatives, observe that by right invariance
of µ,
(ψ1 ◦ ψ2)(ab
−1) =
∫
ψ1(ac
−1)ψ2(cb
−1)µs(a)(c),
for any (a, b) ∈ G˜. It follows that for any (a, b) ∈ G˜, X,Y ∈ Γ∞(A),
Ldm˜(Xr⊕Y r)(ψ1◦ψ2)(ab
−1) =
∫
(Ldm˜(Xr⊕0)ψ1)(ac
−1)(Ldm˜(0⊕Y r)ψ2)(cb
−1)µs(a)(c).
and so on for higher derivatives.
Next, we write down the definition of the calculus with bounds. For each
k, denote
ρˆk := ((s
∗ρk)
2 + (t∗ρk)
2)
1
2 ∈ C0(G).
Definition 3.13. Let G be uniformly degenerate. For each ε > 0, λ1, · · · , λr ≥
0, the calculus with bounds of order −∞ is defined to be
Ψ−∞ε1;λ1,··· ,λr(G) :=
{
ψ ∈ C0(G) : ψ|Gk ∈ C
∞(Gk),∀ l ∈ N,∃Ml > 0 such that
for any X1, · · · ,Xl, Y1, · · · Yl ∈ Γ
∞(A), (a, b) ∈ G˜
∇˜l(m˜∗ψ)(Xrl ⊕ Y
r
l , · · · ,X
r
1 ⊕ Y
r
1 )(a, b)
≤Mle
−ε′d(a,b)
l∏
i=1
(|Xi|+ |Yi|)
l∏
i=1
ρˆλii
}
.
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Remark 3.14. Loosely speaking, e−d(a,s(a)) in our calculus with bounds plays
the role of left and right boundary in [16]; while ρˆk plays the role of the front
face defining function.
With the new filtration we need to refine the composition rule.
Theorem 3.15. Given any collection of data ε1, ε2 > 0, λ
(1)
1 , · · · , λ
(1)
r , λ
(2)
1 , · · · , λ
(2)
r ≥
0. Suppose that
ε3 := min
{
ε1 −
r∑
k=1
ωkλ
(2)
k , ε2 −
r∑
k=1
ωkλ
(1)
k
}
> 0,
with ωk is as in Theorem 3.4. Then the convolution product between any
pair of elements in Ψ−∞
ε1;λ
(1)
1 ,··· ,λ
(1)
r
(G) and Ψ−∞
ε2;λ
(2)
1 ,··· ,λ
(2)
r
(G) is well defined.
Moreover, one has
Ψ−∞
ε1;λ
(1)
1 ,··· ,λ
(1)
r
(G) ◦Ψ−∞
ε2;λ
(2)
1 ,··· ,λ
(2)
r
(G) ⊆ Ψ−∞
ε3;λ
(1)
1 +λ
(2)
1 ,··· ,λ
(1)
r +λ
(2)
r
(G). (8)
Proof. For any ψ1,∈ Ψ
−∞
ε1;λ
(1)
1 ,··· ,λ
(1)
r
(G), ψ2,∈ Ψ
−∞
ε2;λ
(2)
1 ,··· ,λ
(2)
r
(G), the convo-
lution product reads (provided the integral is finite):
ψ1 ◦ ψ2(a) =
∫
b∈G
s(a)
u1(ab
−1)u2(b)µs(a)(b)
≤M1
∫
b∈G
s(a)
e−ε
′
1d(a,b)e−ε
′
2d(b,s(b))
×
r∏
i=1
(
(s∗ρi(ab
−1))2 + (t∗ρi(ab
−1))2
)λ(1)i
2
(
(s∗ρi(b))
2 + (t∗ρi(b))
2
)λ(2)i
2 µs(a)(b).
For some ε′1 > ε1, ε
′
2 > ε2. Consider the product term in the integrand, one
has
s∗ρi(ab
−1) = ρi(t(b)) ≤ e
ωid(b,s(b))ρi(s(a))
t∗ρi(ab
−1) = ρi(t(a))
t∗ρi(b) = ρi(t(b)) ≤ e
ωid(b,a)ρi(t(a))
s∗ρi(b) = ρi(s(a)),
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where we used Theorem 3.4 for the first and third line. Hence, one estimates
the integrand
e−ε
′
1d(a,b)e−ε
′
2d(b,s(b))
r∏
i=1
(
(s∗ρi(ab
−1))2 + (t∗ρi(ab
−1))2
)λ(1)i
2
(
(s∗ρi(b))
2 + (t∗ρi(b))
2
)λ(2)i
2
≤
( r∏
i=1
ρˆi(a)
λ
(1)
i +λ
(2)
i
)
e−(ε
′
1−
∑r
i=1 ωiλ
(2)
i )d(a,b)e−(ε
′
2
∑r
i=1 ωiλ
(1)
i )d(b,s(b)).
The theorem follows by factoring out the term
∏r
i=1 ρˆk(a)
λ
(1)
k
+λ
(2)
k , and then
following the arguments of Lemma 3.12.
In the case G is uniformly degenerate, since ωk can be made arbitrary
small, it follows that convolution is always defined and
Ψ−∞
ε1;λ
(1)
1 ,··· ,λ
(1)
r
(G)◦Ψ−∞
ε2;λ
(2)
1 ,··· ,λ
(2)
r
(G) ⊆ Ψ−∞
min{ε1,ε2};λ
(1)
1 +λ
(2)
1 ,··· ,λ
(1)
r +λ
(2)
r
(G). (9)
We turn to study convolution of singular kernels.
Lemma 3.16. For any m ∈ Z, ε > 0, λ1, · · · , λr ≥ 0,
Ψ[m](G) ◦Ψ−∞ε1;λ1,··· ,λr(G) ⊂ Ψ
−∞
ε1;λ1,··· ,λr
(G). (10)
Proof. Suppose we are given kernels ψ ∈ Ψ[m](G), κ ∈ Ψ−∞ε1;λ1,··· ,λr(G). Fix
any elliptic differential operator ∆ ∈ Ψ[m
′](G) with order m′ > m+dimG −
dimM. Let Q ∈ Ψ[−m
′](G) be a parametrix of ∆. In other words, one has
S := id −Q∆ ∈ Ψ−∞(G).
Then one can write
ψ ◦ κ = (ψS) ◦ κ+ (ψQ) ◦ (∆κ).
By definition, 3.13, κ ∈ Ψ−∞ε1;λ1,··· ,λr(G) implies ∆κ lies in the same space.
On the other hand, ψQ is a uniformly supported pseudo-differential op-
erator of order less that (− dimG+dimM). Therefore it is a classical result
(see [9]) that ψQ is continuous kernel on G with compact support. It fol-
lows that the proof of 3.15 applies and (ψQ) ◦ (∆κ) ∈ Ψ−∞ε;∞(G). The same
argument holds for (ψS) ◦ κ. Hence we conclude that
ψ ◦ κ ∈ Ψ−∞ε1;λ1,··· ,λr(G),
as asserted.
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By considering adjoint of Lemma 3.16, it is obvious that
Ψ−∞ε1;λ1,··· ,λr(G) ◦Ψ
[m] ⊂ Ψ−∞ε1;λ1,··· ,λr(G), (11)
as well.
Notation 3.17. For 1 ≤ k ≤ r − 1, denote
Ψ−∞ε;λ1,···λk,∞(G) :=
⋂
λk+1>0
Ψ−∞ε;λ1,···λk,λk+1,··· ,λr(G). (12)
Note that Ψ−∞ε;λ1,···λk,∞(G) is uniquely defined since ρ1 ≤ ρ2 ≤ · · · ≤ ρr.
If for some λ1 = · · · = λr′ = 0 for some r
′ ≤ r, we shall denote
Ψ−∞ε;λ1,···λr(G) by
Ψ−∞ε;0r′ ,λr′+1,···λr
(G).
For convenience, we shall also write
Ψ−∞•,0r′ ,λr′+1,··· ,λr
(G) :=
⋃
ε>0
Ψ−∞ε;0r′,λr′+1,··· ,λr
(G).
Lemma 3.18. For any ψ ∈ Ψ−∞ε;λ1,···λk,∞(G), all derivatives of ψ vanish at
G¯k+1 and ψ|Gk is smooth.
Proof. It suffices to consider the derivatives on some coordinates patches.
For any a ∈ G¯k+1, let
x
(α)
ZI
(τ, x) := exp(τ · (X
(α)
1 , · · · ,X
(α)
k )) expZI(x)
be an exponential coordinates patch defined in Definition Appendix B.4
around a. We may assume that there exist constant C > 0 such that
d(b, s(b)) < C on U
(α)
ZI
. Then
ρˆ2k+1(x
(α)
ZI
(τ, x)) ≤ ρ2k+1(x
(α)
ZI
(τ, x)) + eCωρ2k+1(x
(α)
ZI
(τ, x)),
for some ω > 0. Therefore the assumption ψ ∈ Ψ−∞ε;λ1,···λk,∞(G) implies
ψ ≤ (1 + eCω)(x2dimGk+1+1 + · · ·+ x
2
dimG)
N
for any N > 0, which in turn implies all derivatives of ψ at the subset
{x1 = · · · = xdimGk+1} vanishes.
Since by definition, ψ is smooth on Gk and G¯k = Gk
⋃
G¯k+1, it follows
that ψ is smooth on G¯k.
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Definition 3.19. Given r sequences of number {λ
(1)
i }, · · · , {λ
(r)
i }, such that
for all i, λ
(k)
1 = 0 , and {λ
(k)
i } → ∞ as i→∞. Given r sequences of kernels
{ψki }, k = 1, · · · , r, such that
ψ
(k)
i ∈ Ψ
−∞
ε;0k−1,λ
(k)
i ,∞
(G),
and furthermore satisfy the smoothness conditions
ψ
(k)
1 ∈ C
∞(G), ψ
(k)
i |G\G¯k ∈ C
∞(G \ G¯k), for all i ≥ 2.
We say that an element ψ ∈ Ψ−∞ε;0 (G) has an asymptotic expansion
ψ ∼
r∑
k=1
( ∞∑
i=1
ψ
(k)
i
)
,
if for any sets of indexes i1, · · · , ir,
ψ −
r∑
k=1
( ik∑
i=1
ψ
(k)
i
)
∈ Ψ−∞
ε;λ
(1)
1+i1
,··· ,λ
(r)
1+ir
(G).
The space of kernels with asymptotic expansion is denoted by Ψ−∞ε (G), and
we write Ψ−∞• (G) :=
⋂
ε>0Ψ
−∞
ε (G).
4. Compact parametrix and generalized inverse of Fredholm op-
erators
4.1. Extension of exponentially decaying kernels
The following assumption is crucial in our construction of parametrices
and inverses of uniformly supported pseudo-differential operator on G.
Definition 4.1. Let G be a boundary groupoid, not necessary uniformly de-
generate. We say that G satisfies the extension property if for any k ≤
r, ϕ ∈ Ψ−∞•;∞(G¯k), ϕ0 ∈ Ψ
−∞
•;0k
(G), κ ∈ Ψ−∞(G), and differential operator
D ∈ Ψ[m](G) satisfying the relation
D|G¯k(ϕ0|G¯k + ϕ)− κ|G¯k = 0,
there exists an extension ψ¯ ∈ Ψ−∞•;0k,∞(G) such that
(i) ϕ¯|G¯k = ϕ;
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(ii) D(ϕ0 + ϕ¯)− κ ∈ Ψ
−∞
•;0k−1,λk,∞
(G), for some λk > 0.
We say that G has the smooth extension property if for any ϕ ∈ Ψ−∞•;∞(G¯k), ϕ0
with asymptotic expansion ϕ0 ∼
∑r
j=k+1
∑
i=1 ϕ
(j)
i , ϕ
(j)
i ∈ Ψ
−∞
ε;0j,λ
(j)
i ,∞
(G),
and pseudo-differential operator Ψ ∈ Ψ[m](G) satisfying the relation
Ψ |G¯k(ϕ0|G¯k + ϕ)− κ|G¯k = 0,
there exists an extension ϕ¯ ∈ Ψ−∞•;0k,∞(G)
⋂
C∞(G) such that κ−Ψ(ϕ0+ ϕ¯) ∈
Ψ−∞•;0k−1,λ,∞(G) for some λ > 0.
In the appendix (See Propositions Appendix B.8 and Appendix B.9), we
shall prove that
Theorem 4.2. Any boundary groupoid of the form
G = (M0 ×M0)
⊔
G× (M1 ×M1),
where G is a nilpotent Lie group, satisfies the extension property.
The proof is elementary (but tedious). Indeed we conjecture that:
Conjecture 4.3. Every boundary groupoid G with polynomial volume growth
satisfies the smooth extension property.
In the following we shall assume that the groupoid G satisfies the extension
property.
4.2. Inverse and parametrix when G = M0 ×M0
⊔
M1 ×M1 ×G
The main tool we use is the following estimate from Shubin:
Lemma 4.4. [21] Let M be any manifold with bounded geometry. Fix r > 0.
For any invertible, uniformly supported pseudo-differential operators Ψ of
order m on M, Ψ−1 is pseudo-differential operator of order −m, where the
distributional kernel ϕ of Ψ−1 satisfies the estimate
∂Ix∂
J
y ϕ(x, y) ≤MIJ(1 + d(x, y)
m−|I|−|J |−dimM)e−εd(x,y), (13)
for some ε > 0 and for all multi-indices I, J and all (x, y) ∈ M ×M \M.
Moreover, if m− dimM > 0, then ϕ ∈ Cj(M×M) for any j < m− dimM.
The first step of our construction is to describe a compact parametrix of
an elliptic operator.
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Theorem 4.5. Let G = M0×M0
⊔
G×M1×M1, Given any elliptic, groupoid
differential operator Ψ = {Ψ}x∈M ∈ Ψ
[m](G). Suppose that for all x 6∈ M0,
Ψx is invertible, then its vector representation ν(Ψ) is Fredholm. Moreover,
there exists Φ ∈ Ψ−[m](G)⊕Ψ−∞•;0 (G) such that
id − ν(Ψ)ν(Φ) : L2(M0)→ L
2(M0)
is compact.
Proof. The proof of the theorem closely follows the proof of [22, Theorem
3.21].
By standard arguments there exists Q ∈ Ψ[−m](G) such that
id − ΨQ, id −QΨ ∈ Ψ−∞(G).
Observe that (Ψ |G1)
−1 is right invariant by uniqueness of the inverse opera-
tor. By Lemma 4.4, one has
(Ψ |G1)
−1 ∈ Ψ[−m](G1)⊕Ψ
−∞
ε (G1),
for some ε > 0. It follows that
(Ψ |G1)
−1 −Q|G1 ∈ Ψ
−∞
ε (G1).
The extension property guarantees that there exists S ∈ Ψ−∞ε′;0 (G), for some
ε′ > 0, such that
S|G1 = (Ψ |G1)
−1 −Q|G¯1 .
Define
Φ := Q+ S. (14)
Then Φ|G1 = (Ψ |G1)
−1. It follows that
(id − ΨΦ)|G1 = id − (Ψ |G1)(Φ|G1) = 0 = (id − ΦΨ)|G1 .
Therefore by [11], id − ν(Ψ)ν(Φ) is compact.
Assume further that G is uniformly degenerate. Then one can improve
the parametrix by considering the Neumann series, as in [15].
Lemma 4.6. Let Ψ ∈ Ψ[m](G) be as in Theorem 4.5. Then there exists
Φ′ ∈ Ψ−∞•;0 (G) such that
id − Ψ(Φ+ Φ′) ∈ Ψ−∞•;∞(G).
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Proof. Let Φ be defined in Equation (14), ϕ be the reduced kernel of Φ.
Then Theorem 4.5 implies that regarded as a kernel,
R := id − ψ ◦ ϕ ∈ Ψ−∞ε;λ (G),
for some ε > 0, λ > 0. Using the arguments in the proof of Theorem 3.15
repeatedly, one has for any k ∈ N,
∇lϕ ◦Rk(a) ≤M ′lM
kλe−εd(a,s(a))ρˆkλ,
for some constants M,M ′l . In particular, on an open neighborhood of G1
where ρˆ is sufficiently small,
N∑
k=1
k∇˜l(m˜∗(ϕ ◦Rk))
converges uniformly and absolutely for all l. Define Φ′ to be the limit
Φ′(a) :=
∞∑
k=1
θ(kλρˆ(a))(ϕ ◦Rk)(a), (15)
where θ ∈ C∞(R) is a function equal to 1 on a neighborhood of 0 with suffi-
ciently small support. Observe that Φ′ ∈ Ψ−∞ε;0 (G) since
∑
k θ(ρˆ)M
′
lM
kλρˆkλ
converges absolutely and uniformly. Moreover, for all N = 1, 2, · · · ,
Φ′ −
N∑
k=1
ΦRk ∈ Ψ−∞ε;Nλ(G).
Since id − ΨΦ(id +R+R2 + · · ·+RN−1) = RN , which lies in Ψ−∞ε;Nλ(G) by
Theorem 3.15, it follows that
id − Ψ(Φ+ Φ′) ∈
⋂
N∈N
Ψ−∞ε;Nλ(G) = Ψ
−∞
ε;∞(G).
Remark 4.7. By similar arguments, one gets Φ˜ ∈ Ψ[−m](G)⊕Ψ−∞ε (G) such
that
id − Φ˜Ψ ∈ Ψ−∞ε;∞(G).
Remark 4.8. In the case of G being uniformly non-degenerate, one may
follow the arguments as in [15]. Note in that case the author needs an extra
step to modify the parametrix Φ so that (id − ΨΦ)N is well defined for all
N .
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Theorem 4.9. Let G = M0 ×M0
⊔
G×M1 ×M1, be uniformly degenerate
and with polynomial growth. For any uniformly supported, elliptic operator
Ψ ∈ Ψ[m](G), suppose that Ψ is invertible. Then Ψ−1 ∈ Ψ
−[m]
ε (G) for some
ε > 0.
Proof. Regard {Ψx}x∈M0 as a (pseudo-)differential operator on the mani-
fold with bounded geometry M0, or in other words, a kernel on M0 ×M0.
Then Lemma 4.4 again applies: Ψ−1x is a uniform pseudo-differential opera-
tor on M0. Let ψ0 be the kernel of Ψx, x ∈ M0, φ be the reduced kernel of
Ψ−1x .
Let Φ¯ := Φ+ Φ′ be defined in the previous lemma (Equation (15)) with
reduced kernel ϕ¯. Consider
ϕ¯|G0 = φ ◦ (ψ|G0) ◦ (ϕ¯|G0) = φ− φ ◦ (κ|G0),
where κ is the reduced kernel of id − Ψ(Φ+ Φ′).
We use similar arguments as in Lemma 3.16. Let ∆ ∈ Ψ[m
′](G) be any
elliptic differential operator with orderm′ > m+dimM0. Let Q ∈ Ψ
[−m′](G)
be a parametrix of ∆, S := id −Q∆ ∈ Ψ[m
′](G). Then one can write
φ ◦ (κ|G0) = φ(S|G0) ◦ κ+ φ(Q|G0) ◦ (∆κ)|G0 .
Since κ ∈ Ψ−∞ε;∞(G),∆κ ∈ Ψ
−∞
ε;∞(G). On the other hand, φ(Q|G0) is a uni-
form pseudo-differential operator of order less that − dimM0. Therefore by
Lemma 4.4 φ(Q|G0) is bounded, continuous on M0 ×M0 and decays expo-
nentially. It follows that the proof of 3.15 applies and φ(Q|G0) ◦ (∆κ)|G0 ∈
Ψ−∞ε;∞(G) (extending the kernel to G by 0). The same argument holds for
φ(S|G0) ◦ κ. Hence we conclude that
φ = ϕ¯+ φ(S|G0) ◦ κ+ φ(Q|G0) ◦ (∆κ)|G0 ∈ Ψ
[−m](G)⊕Ψ−∞ε (G). (16)
4.3. The generalized inverse
Given a Fredholm operator T on a Hilbert space, it is a standard fact
that both the null space and co-kernel of T are finite dimensional. Moreover
T is invertible modulo projection onto its null space and co-kernel. In this
section, let G be uniformly degenerate, Ψ ∈ Ψ[m](G),m ≥ 0 elliptic, so that
ν(Ψ) :Wm(M0)→ L
2(M0) is Fredholm. We describe the null space of ν(Ψ).
Let G : L2(M0)→W
m(M0) be the generalized inverse of ν(Ψ). In other
words,
id −Gν(Ψ) = P0, id − ν(Ψ)G = P⊥, (17)
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where P⊥ and P0 are the projection operators onto the null space and co-
kernel of ν(Ψ) respectively.
To describe P0 and P⊥, we give an a-prior estimate of the null space of
ν(Ψ) (and that of co-kernel of ν(Ψ)) is similar.
Lemma 4.10. Given any f ∈ L2(M0) such that ν(Ψ)(f) = 0. Then for any
f |M0 is smooth and for any X1, · · ·Xl ∈ Γ
∞(A), N ∈ N, ρ−NLν(X1) ◦ · · · ◦
Lν(Xl)f is bounded.
Proof. Let Φ˜′ be a parametrix of Ψ such that R := id − Φ˜Ψ ∈ Ψ−∞•;∞(G),
as in Lemma 15. Then ν(R)f = f − ν(Φ˜)ν(Ψ)f . Since ν(R)f is smooth on
M0, f is smooth on M0.
Moreover, for any X1, · · ·Xl ∈ Γ
∞(A), N ∈ N, let S := LX1 ◦ · · · ◦LXlR,
then S ∈ Ψ−∞ε;∞(G) for some ε > 0. Therefore for any N , a ∈ G,
|(t∗ρ(a))−NS(t∗f)(a)|
≤(t∗ρ(a))−NM
∫
e−εd(a,b)((ρ(t(a)))2 + (ρ(t(b)))2)
N
2 (t∗f)(b)µs(a)(b)
≤(t∗ρ(a))−NM ′
∫
e−εd(a,b)(1 + e
εd(a,b)
N )
N
2 (t∗ρ(a))N (t∗f)(b)µs(a)(b),
for some constants M,M ′. Since by definition, we have G0 = M0 ×M0 and
the s-fiber is equipped with the same Riemannian density as M0, it follows
from the polynomial growth of G and Cauchy-Schwartz inequality that the
integral above is bounded independent of a. Hence the claim.
Define S(G0) ⊂ C
∞(G0) to be the space of Schwartz functions on G0 with
respect to ρ. In other words φ ∈ S(G0) if and only if for all l,N,N
′ ∈ N,
∇lφ(dm˜(Xr1 ⊕ Y
r
1 ), · · · , dm˜(X
r
l ⊕ Y
r
l ))(ab
−1)
≤Ml;NN ′(t
∗ρ(ab−1))N (s∗ρ(ab−1))N
′
l∏
i=1
(|X|i + |Y |i),
for some constants Ml;NN ′ > 0. Note that any functions on S(G0) extends
to a smooth function on G by 0. With such identification, we have for any
ε > 0,
Ψ−∞ε;∞(G) ⊂ S(G0).
Theorem 4.11. There exists Θ ∈ Ψ[−m](G) ⊕ S(G0) such that G = ν(Θ).
24
Let κ1, κ2 be any two kernels in Ψ
−∞
ε;∞(G). Observe that the vector rep-
resentations ν(κ1) on L
2(M0) is just convolution with κ1|G0 . Using the
identification G0 ∼= M0 ×M0, one can write
ν(κ1)f(x) =
∫
κ1|G0(x, y)f(y)dy.
Observe that for any y ∈ M0, κ1|s−1(y) = κ1(·, y) ∈ L
2(M0).
Let T : L2(M0)→ L
2(M0) be any bounded linear map. We claim that
Lemma 4.12. The function F : M0 ×M0 → C
F (x, y) :=
∫
y1∈M0
κ1|t−1(x)(y1)(Tκ2|s−1(y))(y1)µ0(y1)
is bounded and continuous.
Proof. With l = 1, and restrict to G0 ∼= M0 ×M0, Definition 3.13 reduces
to
dκ2(x, y)(X ⊕ Y ) ≤M1e
−ε2d(x,y)(|X| + |Y |),
for any vector X ⊕ Y ∈ T(x,y)(M0 × M0). For any y
′ ∈ M0 such that
t0 := d(y, y
′) is smaller than the injectivity radius of M0, let γ(t) be the
unique geodesic joining y and y′. Then
|κ2(y2, y
′)− κ2(y2, y)| ≤M1e
−ε2(d(y2,y)−t0)t0.
Regard κ2(·, y
′) − κ2(·, y) as a function in L
2(M0) for each y, y
′. By the
boundedness of T , there is some K > 0 such that
‖Ty2(κ2(y2, y
′)− κ2(y2, y))(·)‖
2
L2(M0)
≤K2‖(κ2(·, y
′)− κ2(·, y))‖
2
L2(M0)
= K2
∫
|κ2(y1, y
′)− κ2(y1, y)|
2µ0(y1) ≤K
2M21 t
2
0e
2ε2t0
∫
e−2ε2d(y1,y)µ0(y1).
Since G has polynomial growth by our assumption, the last integral
∫
e−2ε2d(y1,y)µ0(y1)
is bounded by some constant C2, independent of y. Similarly,∫
|κ1(x
′, y1)− κ1(x, y1)|
2µ0(y1) ≤M
′2
1 t
2
0e
2ε1t0C1.
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for some constants M ′1, C1 > 0. It follows that
F (x′, y′)− F (x, y) =
∫
(κ1(x
′, y1)− κ1(x, y1))(Ty2(κ2(y2, y
′)− κ1(y2, y)))(y1)µ0(y1)
+
∫
κ1(x, y1)(Ty2(κ2(y2, y
′)− κ1(y2, y)))(y1)µ0(y1)
+
∫
(κ1(x
′, y1)− κ1(x, y1))(Ty2κ2(y2, y))(y1)µ0(y1)
≤(M ′1t0e
ε1t0
√
C1)(M1t0e
ε2t0
√
C2) + ‖κ1(x, ·)‖L2(M1t0e
ε2t0
√
C2)
+ (M ′1t0e
ε1t0
√
C1)‖κ2(·, y)‖L2 .
It is clear that given any (x, y) ∈ M0 ×M0, the right hand side goes to 0 as
t0 → 0. Hence F (x, y) is continuous.
The proof of the boundedness of F is similar. We have |κ1(x, y1)| ≤
M ′0e
−ε1d(x,y1), and |κ2(y2, y)| ≤ M0e
−ε1d(y2,y), for some constants M0,M
′
0.
Therefore
|F (x, y)| ≤‖κ1(x, ·)‖L2(M0)‖Ty2κ2(y2, y)‖L2(M0)
≤‖κ1(x, ·)‖L2(M0)K‖κ2(·, y)‖L2(M0) ≤ KM
′
0M0
√
C1C2.
We turn to the proof of Theorem 4.11.
Proof. (See [15, Theorem 4.20]) Let Φ¯ be defined in Equation (15) and Φ˜
be as in Remark 4.7. Also, denote
R˜ := id − Φ˜Ψ, R¯ := id − ΨΦ¯.
Computing Φ˜ΨG and GΨΦ¯ in two different ways, one gets the equality
G = Φ˜|G0 + R˜|G0G− Φ˜|G0 ◦ P⊥ = Φ¯|G0 +GR˜|G0 − P0Φ˜|G0 .
Rearranging, one gets
G = Φ˜|G0 + R˜|G0GR¯|G0 + R˜|G0Φ¯|G0 − R˜|G0P⊥Φ¯|G0 − Φ˜|G0P0. (18)
It is straightforward to see that
R˜|G0P⊥Φ¯|G0 and Φ˜|G0P0 ∈ S(G0).
It remains to consider R˜|G0GR¯|G0 . From Lemma 4.12, it follows that R˜|G0GR¯|G0
is given by convolution with some bounded continuous kernel φ on M0×M0.
Using Equation (18) again, one gets
G = Φ˜|G0 + R˜|G0
(
Φ˜|G0 + R˜|G0GR¯|G0 + R˜|G0Φ¯|G0 − R˜|G0P⊥Φ¯|G0 − Φ˜|G0P0
)
R¯|G0
+ R˜|G0Φ¯|G0 − R˜|G0P⊥Φ¯|G0 − Φ˜|G0P0.
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It is clear that G − Φ˜|G0 ∈ S(G0). Hence G − Φ˜|G0 = Θ−∞|G0 for some
pseudo-differential operator Θ−∞ of order −∞ on G. Finally we conclude
that G = ν(Φ˜+Θ−∞), and Φ˜+Θ−∞ ∈ Ψ
[−m](G)⊕ S(G0).
4.4. The general case
To describe the inverse of a uniformly supported elliptic pseudo-differential
operator on a general uniformly degenerate boundary groupoid G =
⊔r
k=0 Gk×
Mk ×Mk, one repeats the arguments of Lemma 4.6 and Theorem 4.9. More
precisely, it suffices to prove that
Theorem 4.13. Let G =
⊔r
k=0Gk × Mk × Mk be a uniformly degenerate
boundary groupoid with smooth extension property. Given a uniformly sup-
ported elliptic pseudo-differential operator Ψ = {Ψx} such that Ψ |Gk are in-
vertible for all k ≥ 1. Suppose that for some r′ ≤ r there r − r′ kernels
{ϕ(k)}, k = r′, · · · , r, of the form ϕ(k) ∼
∑
i=1 ϕ
(k)
i , such that
id − ψ ◦ (ϕ+ ϕ(r
′) + · · ·+ ϕ(r)) ∈ Ψ−∞•;0r′ ,∞(G),
where ϕ
(k)
1 ∈ C
∞(G)
⋂
Ψ−∞•;0k+1,∞(G), and ϕ
(k)
i ∈ Ψ
−∞
•;0k,λ
(k)
i ,∞
(G), ϕ
(k)
i |G\G¯k ∈
C∞(G \ G¯k), for all i ≥ 2. Then
(i) Ψ−1|G¯k ∈ Ψ
[−m](G¯k)⊕Ψ
−∞
• (G¯k);
(ii) There exists ϕ(r
′) ∼
∑
i=1 ϕ
(r′)
i where
∑
i=1 ϕ
(r′−1)
i satisfy the same
smoothness and decaying conditions as above, such that
id − ψ ◦ (ϕ+ ϕ(r
′−1) + · · · + ϕ(r)) ∈ Ψ−∞•;0r′−1,∞(G).
Proof. To prove claim (i), let φk be the kernel of (Ψ |G¯k)
−1 and consider
φk ◦ (ψ ◦ (ϕ + ϕ
(r′) + · · · + ϕ(r)))|G¯k using the same arguments as Theorem
4.9. Moreover, by Equation (16),
φk − (ϕ+ ϕ
(r′) + · · · + ϕ(r))|G¯k ∈ Ψ
−∞
•;∞(G¯k).
Using the smooth extension property, let ϕˆr′−1 ∈ Ψ
−∞
•;0r′−1,∞
⋂
C∞(G) be
such that
id − ψ ◦ (ϕ+ ϕˆr′−1 + ϕ
(r′) + · · ·+ ϕ(r))) ∈ Ψ−∞•;0r′−1,λ,∞
(G).
Then the arguments of Lemma 4.6 can be applied to prove (ii). Note that
the Neumann series is finite on compact subsets and hence the limit is in
C∞(G \ G¯k−1).
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5. Concluding remarks
In this paper, we constructed a rather complete analogue of the big and
full calculus to [15], namely, the exponentially decaying calculus and a finer
space of kernels with asymptotic expansions. We proved that these spaces
are filtered like the full calculus, and contains the compact parametrices and
generalized inverse of elliptic differential operators.
We remark that the definition of boundary groupoids and uniformly
degenerate operators we considered is somewhat restricted. For instance, it
would seems to be rather obvious to generalize to the notion of boundary
groupoids to contain invariant sub-manifolds of the form Gk×M×BM. Also,
proving conjecture 4.3 would be a major advancement of the theory.
The full calculus constructed in this paper should enable one to re-write
many classical results in the groupoid context. On the more geometrical
side, some construction had been exemplified in [22]. There, the author
considers the heat kernel of generalized Laplacian operators and constructs
renormalized index for the Bruhat sphere. One should be able to generalize
the results in [22] with the framework constructed here. In particular, the
functions ρk can be used as regularizing functions. In the same vein, complex
powers of elliptic operators, as well as holomorphic functional calculus of
groupoid pseudo-differential operators, are also very interesting directions
for future research.
On the side of more traditional analysis, one would study boundary prob-
lems involving (vector representations of) groupoid differential operators, or
even non-linear equations.
Appendix A. Manifolds with bounded geometry
In this section, we recall the definition of manifolds with bounded geom-
etry and some classes of functions and operators defined it. For details, see
[21].
Definition Appendix A.1. A Riemannian manifold M is said to have
bounded geometry if
(i) M has positive injectivity radius;
(ii) The Riemannian curvature R of M has bounded covariant derivatives.
Lemma Appendix A.2. [21, Lemma 1.2] There exists r0 > 0 such that
for any 0 < r < r0, there is a countable set {xα} ⊂ M such that the
balls B(xα, ε) is a cover of M, and any x ∈ M belongs to at most N balls
B(xα, 2r), for some N independent of x.
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Lemma Appendix A.3. Let {(B(xα, ε),xα)} be a cover by normal coor-
dinates patches, such that the conclusion of Lemma Appendix A.2 holds.
Then there exists a partition on unity θα subordinated to {B(xα, ε)}, such
that for any k ∈ N, all k-th order partial derivatives of θα are bounded by
some Ck, independent of α.
For each m ∈ R, define the 2-norms
‖f‖2,m :=
(∑
α
‖θαf‖
2
Wm(Uα)
) 1
2
, (A.1)
where Wm(Uα) is the m-th Sobolev norm on Uα ⊂ R
n. We denote the
completion of C∞c (M0) with respect to ‖ · ‖2,m by W
m(M).
Observe that, since all transition functions are uniformly bounded, the
equivalence classes of these norms are independent of the choices made.
On a manifold with bounded geometry, a class of ‘uniformly bounded’
pseudo-differential operators can also be defined. Fix any covering {Uα,xα}
of M by normal coordinates. Let Ψ ∈ ψm̺ (M). Recall that (x
−1
α )
∗ψx∗α is a
pseudo-differential operator on Uα. Let σα ∈ S
m(Uα) be the total symbol
of (x−1α )
∗ψx∗α. Then we say that
Definition Appendix A.4. The pseudo-differential operator Ψ is uniformly
bounded if
(i) The support of Ψ is contained in the set
{(x, y) ∈ M×M : d(x, y) < r}
for some r > 0;
(ii) For any multi-indexes I, J , there exists a constant CIJ , independent
of α, such that
|∂Ix∂
J
ζ σα| ≤ CIJ(1 + |ζ|)
m−|J |.
We denote the set of all, uniformly bounded pseudo-differential operators of
order ≤ m by Ψmb (M).
Appendix B. Proof of Theorem 4.2
We consider the special case when G = M0 ×M0
⊔
G ×M1 ×M1. Let
p = dimG, q = dimM1. For simplicity, we denote the only defining function
by ρ.
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Appendix B.1. The exponential map
First, recall the definition of admissible section and exponential map of
a groupoid.
Definition Appendix B.1. An admissible section is a smooth map S :
M→ G such that s ◦ S = id and t ◦ S is a diffeomorphism on M.
One has a semi-group structure on the set of all admissible sections defined
by
S1S2(x) := S1(t ◦ S2(x))S2(x),
where the right hand side is the groupoid multiplication. Likewise, each
admissible section S induces a diffeomorphism on G given by
aS := aS((t ◦ S)−1(a)).
It is easy to see that (aS1)S2 = a(S1S2) for any admissible sections S1, S2.
Remark Appendix B.2. In the special case when G = G is a Lie group,
Z 7→ expZ(e) is just the Lie group exponential map.
Given any smooth section X ∈ Γ∞(A), denote by Xr the right invariant
vector field on G with s∗Xr = 0 and Xr|M = X. Since M is compact, it
is standard that Xr is a complete vector field on G, hence one has a well
defined map
expX : M→ G,
given by the flow of Xr form each x ∈ M ⊂ G. It is a well known fact that
t◦expX equals the flow of ν(X) on M and hence is a expX is an admissible
section. Define
EX := dt ◦ d(expX|A) : A→ A.
We list some basic properties of the exponential map [18], [13]:
(i) For any X,Y ∈ C∞(A), expX exp Y = expY expEX ;
(ii) For any x ∈ M, ((expX)(x))−1 = exp(−X)(EνX (x)), where E
ν
X : M→
M is the flow of ν(X).
Notation Appendix B.3. For any collection of sections ZI = (Z1, · · ·Z|I|) ∈
Γ∞(A), denote
expZI := expZ|I| expZ|I|−1 · · · expZ2 expZ1.
For any µ = (µ1, · · · , µ|I|) ∈ R
|I|, denote
exp(µ · ZI) := expµ|I|Z|I| expµ|I|−1Z|I|−1 · · · expµ2Z2 expµ1Z1.
30
We adapt the construction of exponential coordinates charts on a groupoid
in [18] to our case.
Lemma Appendix B.4. Let ZI ⊂ Γ
∞(A), Uα coordinates patch of M.
Let X
(α)
1 , · · · ,X
(α)
k be a local basis over (t ◦ expZI)(Uα). Then there exists
δ > 0 such that the map x
(α)
ZI
: (−δ, δ)k × Uα → G,
x
(α)
ZI
(τ, x) := exp(τ · (X
(α)
1 , · · · ,X
(α)
k )) expZI(x),
is a diffeomorphism onto its image.
Appendix B.2. Exponential coordinates on (M0 ×M0)
⊔
(G×M1 ×M1)
We turn to our special case when G = (M0×M0)
⊔
(G×M1×M1). First
consider exponential coordinates on G.
Lemma Appendix B.5. Let (Y1, · · · , Yp) be a fixed basis of g. There ex-
ists a cover of G by coordinates patches of the form
(−δ, δ)p ∋ µ 7→ exp(µ · (Y1, · · · , Yp)) exp(Z
G
I )(e),
for some collections ZGI ∈ g, such that
(i) The cover is locally finite with uniformly bounded index;
(ii) |ZG1 |, · · · , |Z
G
|I|| ≤ rg, for some rg > 0 (independent of I);
(iii) There exist a constant CG > 0 such that
d(e, expZGI ) > CG(|I| − 1),
where d(·, ·) is the right invariant metric on G;
Proof. For any r > 0, denote by BG(g, r) and Bg(0, r) the ball on G (resp.
g) of radius r centered at g ∈ G (resp. 0 ∈ g).
Let r > 0 be such that B(e, 2r) ⊆ {exp(µ · (Y1, · · · , Yp)(e)) : µ ∈
(−δ, δ)p}. Take a maximal collection of subset of the form
BG(gi, r) = {ggi : g ∈ BG(e, r)}.
Since G is a manifold with bounded geometry, it is standard that {BG(gi, 2r)}
is a covering satisfying condition (i), and hence the covering
{exp(µ · (Y1, · · · , Yp)(e))gi : µ ∈ (−δ, δ)
p}.
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It remains to find for each i, gi = expZ
G
Ii
, some ZGIi satisfying condition
(ii). It is elementary that there exists a constant rg > 0 such that the
exponential map
exp : Bg(0, rg)→ G
is a diffeomorphism onto its image. Moreover, one has exp(Bg(0, rg)) ⊇
BG(e, CG) for some constants CG > 0.
Let γ(t) be a unit speed minimizing geodesic joining e and gi. Param-
eterize γ so that γ(0) = e, g(L) = gi. Then L = d(gi, e). Define gl :=
γ(CGl), l = 0, 1, · · ·L
′, where L′ is the largest integer such that CGL
′ ≤ L.
Then g = gg−1L′ gL′ · · · g1g
−1
0 g0. By right invariance gIg
−1
L′ , glg
−1
l−1 ∈ BG(e, rg)
for any l. Therefore by definition there exists Zl ∈ g, 1 ≤ l ≤ L
′ + 1, such
that |ZGl | < rg and
expZGL′+1 = gg
−1
L′ , expZ
G
l = glg
−1
l−1 ∀ l ≤ L
′.
Let ZGIi := {Z
G
1 , · · · , Z
G
L′+1}. It is clear that the collection Z
G
Ii
satisfies
conditions (ii) and (iii).
Let {Y g1 , · · · Y
g
p } be an orthonormal basis of g. Regard {Y
g
1 , · · ·Y
g
p } as a
basis of M1 × g → M1 . Let {Y1, · · · Yp} be an extension of {Y
g
1 , · · · Y
g
p } to
Γ∞(A), such that {Y1, · · ·Yp} is a local orthonormal basis on some open set
U ⊃ M1 of M.
Lemma Appendix B.6. Given any collection ZI = (Z1, · · · , Z|I|) ⊂ SpanR{Y1, · · ·Yp},
|Zm| < rg for all 1 ≤ m ≤ |I|. For any M > 0, there exists r > 0 such that
d(x, t ◦ expZI(x)) ≤M,
whenever x ∈ B(M1, e
−ωrg|I|r).
Proof. Let ρ be a smooth function on M \M1, such that ρ = d(·,M1), as
in Lemma 3.2. Since for any Z ∈ Span R{Y1, · · ·Yp}, ν(Z) = 0 on M1 and
|ν(Z)| is a Lipschitz function, there exists M ′ > 0 such that
|ν(Z)(x)| ≤M ′ρ(x), (B.1)
for any Z ∈ Span R{Y1, · · ·Yp}, |Z| ≤ rg.
Write x0 := x, x1 := expZi−1 · · · expZ1(x), i = 1, · · · |I|. Then xi−1, xi is
joined by the curve (t ◦ exp tZi)(xi−1), t ∈ [0, 1], whose length is∫ 1
0
|ν(Zi)((t ◦ exp tZi)(xi−1))|dt ≤
∫ 1
0
M ′ρ((t ◦ exp tZi)(xi−1))dt
≤
∫ 1
0
M ′eωrg(i+1)ρ(x)dt,
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where we used Theorem 3.4 for the last inequality. Hence by the triangular
inequality
d(x, t ◦ expZI(x)) ≤
M ′eωrg(eωrg|I| − 1)ρ(x)
eωrg − 1
.
The claim then follows by putting r0 ≤
M(eωrg−1)
M ′eωrg
and such that ρ = d(·,M1)
on B(M1, r0).
Let L > 0 be such that the injectivity radius of M1 is greater than 2L.
Then M1 can be covered by a finite collection of balls {BM1(xα, L)}. Let
x
(α)
M1
be a local coordinates chart of BM1(xα, 2L). Fix a trivialization of
TM⊥1 |BM1 (xα,2L) for each α and let U˜
α be the coordinate patches
exp
x
(α)
M1
(x1,···xq)
(xp+1, · · · , xn),
where exp here denotes the Riemannian exponential map.
Fix an orthonormal basis {Y1, · · · , Yp} of g. Regard it as a basis of
TM1 × g and extend to an orthonormal set of sections on A|⋃ U˜α . We still
denote the extension by {Y1, · · · , Yp}. It is then a standard construction
that there exists
• A finite set of collections of sections XJ ⊂ Γ
∞(A);
• for each α, J , a basis Xα,J1 , · · · ,X
α,J
p ∈ Γ∞(expXJ(U˜α)),
such that
(i) the local coordinates τ 7→ exp(τ · (Xα,J1 , · · · ,X
α,J
p )) expXJ (x), τ ∈
(−δ, δ)p,
x ∈ Uα
⋂
M1, is an atlas of M1 ×M1;
(ii) On expXJ (U˜α), {Y1, · · · Yp,X
α,J
1 , · · · ,X
α,J
q } is an orthonormal basis
of A|expXI(U˜α).
It follows that for some r > 0, the map xαZI ,XJ : (−δ, δ)
p+q×(Uα
⋂
B(M1, e
−ωrg|I|r))→
G defined by
x
(α)
XJ ,ZI
(µ, τ, x) (B.2)
:= exp(µ · (Y1, · · · , Yp)) exp(τ · (X
α,I
1 , · · · ,X
α,I
p )) expXJ expZI(x)
satisfies the conditions of Lemma Appendix B.4 and hence defines a local
coordinates patch in G. Moreover, {UαXJ ,ZI
⋂
(G×M1 ×M1)} is an atlas of
G×M1 ×M1.
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Recall that G˜ := {(a, b) ∈ G × G : s(a) = s(b)} and one has the map
m˜ : G˜ → G defined by m˜(a, b) := ab−1. Consider writing dm˜(V r ⊕W r) on
the coordinates chart (x
(α)
XJ ,ZI
, U
(α)
XJ ,ZI
).
By Equation (5), it is straightforward to compute for any a ∈ U
(α)
XJ ,ZI
,
∂1(a) = Y
r
1 (a), ∂2 = (EY1Y2)
r(a), · · ·
and so on. It follows that on the coordinates chart
x
(α)
∅ (µ
′, τ ′, x′) := exp(τ · (Xα,I1 , · · · ,X
α,I
p ))(E
−1
ZI
◦ E−1XJ (x)),
if one writes V r =
∑n
i=1 vi(x
′)∂(µ′,τ ′)i on U
(α)
∅ (Note that there is no ∂x′i since
V r is tangential to the s-fibers ), then V r =
∑n
i=1 vi(EXJEZI (x)) × ∂(µ,τ)i
on U
(α)
XJ ,ZI
.
We turn to consider the case dm˜(0 ⊕W r). For any a = x
(α)
XJ ,ZI
(τ, µ, x),
one has
dm˜(0⊕W r)(a) (B.3)
=∂t
∣∣∣
t=0
exp(−tEµ1Y1 ◦ · · · ◦ EµpYp ◦Eτ1X(α)1
◦ · · · ◦ E
τqX
(α)
q
◦ EXJ ◦ EZ1W )
exp(τ · (X
(α)
1 , · · · ,X
(α)
q )) exp(µ · (Y1, · · · , Yp)) expXJ expZI
(
EνtW (x))
)
=(Eµ1Y1 ◦ · · · ◦ EµpYp ◦ Eτ1X(α)1
◦ · · · ◦ E
τqX
(α)
q
◦EXJ ◦EZ1W )
r(a)
+ d
(
exp(τ · (X
(α)
1 , · · · ,X
(α)
q )) exp(µ · (Y1, · · · , Yp)) expXJ expZI
)
ν(W )(s(a)).
To proceed, we estimate EZIW .
Lemma Appendix B.7. There exists constants K, r > 0, such that for
any ZI = {Z1, · · · , ZI} ⊂ Span R{Y1, · · · Yp}, |Z1|, · · · |ZI | ≤ rg,
(i) B(M1, r) ⊂
⋃
α Uα;
(ii) For any W ∈ A|
B(M1,e−ωrg|I|r)
|EZ|I| ◦ · · · ◦ EZ1W | ≤ Ke
C(log |I|)2,
where ω > 0 is such that Equation (2) is satisfied on B(M1, r).
Proof. Only estimate (ii) is not obvious. For each α, define Pα : Uα →
M1
⋂
Uα to be the coordinates projection. For each x ∈ U˜α, define T
α
a :
A|U˜α → Ax to be the natural projection by identifying A|U˜α
∼= Rp+q × U˜α,
using the basis {Y1, · · ·Yp,X
(α)
1 , · · · ,X
(α)
q }.
Define the functions Eα : Span R{Y1, · · · Yp} ×A|Uα → A|U˜α ,
EαZW := T
α
Φν
Z
(x) ◦EZ ◦ T
α
Pα(x)(W ), W ∈ Ax,
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and Fα := E − Eα.
We analyze Eα. Let W0 :=W ∈ Ax0 and Wi := E
α
Zi
◦ · · · ◦EαZ1W ∈ Axi .
Define Pg : A|M1 → g to be the natural projection, then one has
Pg(T
α
Pα(xi+1)E
α(Wi)) = Ad expZi(Pg(T
α
Pα(xi)
(Wi))). (B.4)
Iterating Equation (B.4), one gets
Pg(T
α
Pα(xm)
(Wm)) = Ad expZm ◦ · · · ◦ Ad expZ1Pg(T
α
Pα(x0)
(W )). (B.5)
Since {X(α), Y } are orthonormal bases, Tαx is an isometry for any x. Hence,
using Equation (B.5) and the fact that EZi acts as identity on TM1, one
gets
|Wm| =|E
α
Zi
◦ · · · ◦ EαZ1W |
=
(∣∣Ad expZm ◦ · · · ◦ Ad expZ1Pg(TαPα(x0)(W ))
∣∣2 + ∣∣(id − Pg)(TαPα(x0)(W ))
∣∣2) 12 .
Using the assumption that G is nilpotent, one can find a constant NG such
that
|Ad expZ′
|I|
◦ · · · ◦ Ad expZ′1 | ≤ K0|I|
NG ,
for any collection Z ′I = {Z
′
1, · · · , Z
′
|I|} ⊂ B. Then it is clear that
|EαZm ◦ · · · ◦ E
α
Z1
W | ≤ K1m
NG |W |. (B.6)
We turn to Fα. Observe that FαZW = 0 for any α,W ∈ A|M1 . Regard
FαZ as a matrix valued function on Uα
⋂
B(M1, r). Then the differentiability
of FαZ implies there exists K2 > 0 such that
|FαZW | ≤ K2d(x,M1)|W |, ∀W ∈ Ax, x ∈ Uα
⋂
B(M1, r).
Now we return to EZm ◦ · · · ◦EZ1W . We expand
EZm ◦ · · · ◦ EZ1W (B.7)
=EαZm ◦E
α
Zm−1
◦ · · · ◦EαZ1W + F
α
Zm
◦EαZm−1 ◦ · · · ◦E
α
Z1
W
+ EαZm ◦ F
α
Zm−1
◦ · · · ◦ EαZ1W + F
α
Zm
◦ FαZm−1 ◦ · · · ◦ E
α
Z1
W
+ · · ·+ FαZm ◦ F
α
Zm−1
◦ · · · ◦ FαZ1W.
From Equation (B.6) and our construction of Fα, it is straightforward to
estimate that each term of the right hand side of Equation (B.7) is bounded
by
(K2r)
m′e−
ωrg(m
′2+m′)
2 (K1m
NG)m
′+1,
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where m′ is the number of Fα. One then adds all terms in the right hand
side of Equation (B.7) together and gets the estimate
|EZm ◦ · · · ◦ EZ1W | ≤|W |
m∑
m′=0
m!
m′!(m−m′)!
(K2r)
m′e−
ωrg(m
′2+m′)
2 (K1m
NG)m
′+1
≤|W |
m∑
m′=0
mm
′
(K2r)
m′e−
ωrg(m
′2+m′)
2 (K1m
NG)m
′+1.
We split the above sum into two: the first form m = 0 to m′ = N − 1, and
the second from m′ = N to m′ = m, where N is the smallest positive integer
such that
(K2r)e
−
ωrgN
2 (K1m
NG+1) <
1
2
,
in other words, N > 2 log(2K2rK1m
NG+1)
ωrg
. Then one has
|W |
m∑
m′=N
mm
′
K1m
NG(K2re
−
ωrg(m
′+1)
2 K1m
NG)m
′
≤
|W |K1m
NG
2N−1
,
by assumption. On the other hand,
|W |
N−1∑
m′=0
K1m
NG(K2re
−
ωrg(m
′+1)
2 K1m
NG+1)m
′
≤|W |
N−1∑
m′=0
K1m
NG(K2re
−
ωrg
2 K1m
NG+1)m
′
=
|W |K1m
NG((K2re
−
ωrg
2 K1m
NG+1)N − 1)
(K2re
−
ωrg
2 K1mNG+1)− 1
.
Observe that
mN ≤ K3m
N ′ logm = K3e
N ′(logm)2 ,
for some constants K3, N
′. Therefore the estimation (ii) follows.
Appendix B.3. An exponentially decaying extension
In this section, fix a coordinates cover as defined in Equation (B.2). Let
θGZI be a partition of unity of G subordinated to B(expZI , r), and θ
α
XJ
be a
partition of unity of M1 subordinated to Uα
⋂
M1. Let θ ∈ C
∞
c (R) be such
that χ equals 1 on (−∞, 1) and 0 on (2,∞).
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Given any ψ ∈ Ψ∞ε (G1), define θ
α
XJ ,ZI
∈ C∞c (U
(α)
XJ ,ZI
) by
θαXJ ,ZI (x
(α)
XJ ,ZI
(τ, µ, x)) := θαXJ (exp(τ · (X
α,J
1 , · · · ,X
α,J
p )) expXI′)(P
α(x))
× θGZI (exp(µ · (Y1, · · · , Yp) expZI(e))(P
α(x))
× θ(2eωrg|I|r−1ρ(x)).
Here, recall that Pα : Uα → Uα
⋂
M1 is the coordinates projection. Given
any ψ ∈ Ψ∞ε;0(G1), ε > 0, let
ψ¯ :=
∑
XJ ,ZI
ψ
(α)
XJ ,ZI
, (B.8)
where ψ
(α)
XJ ,ZI
∈ C∞c (U
(α)
XJ ,ZI
) is defined by
ψ
(α)
XJ ,ZI
(x
(α)
XJ ,ZI
(τ, µ, x)) := θαXJ ,ZI (x
(α)
XJ ,ZI
(τ, µ, x))ψ(x
(α)
XJ ,ZI
(τ, µ, Pα(x)),
i.e., by extending some cutoff of ψ along coordinate curves. We claim that
Proposition Appendix B.8. The sum in Equation (B.8) converges ab-
solutely and the kernel ψ¯ ∈ Ψ−∞
εr−1g CG;0
(G).
Proof. Given each UαXJ ,ZI , consider d(a, s(a)) and d(b, s(b)) for any a ∈
UαXJ ,ZI , b ∈ U
α
XJ ,ZI
⋂
(G1). By construction, there is a path of length ≤
|I|rg + C
′ joining a and s(a), for some constant C ′ independent of XJ , ZI .
It follows that d(a, s(a)) ≤ |I|rg +C
′. On the other hand, by (3) of Lemma
Appendix B.5 one has d(b, s(b)) ≥ CG|I|−C
′′ for some C ′′ > 0 independent
of ZI . Rearranging, one gets
d(b, s(b)) ≥
CGd(a, s(a)) − C
′
rg
− C ′′.
Since by definition, for any a ∈ UαXJ ,ZI ,
ψ
(α)
XJ ,ZI
(a) = ψ(b)θαXJ ,ZI (a),
for some b ∈ UαXJ ,ZI
⋂
G1, it follows from our assumption ψ ∈ Ψ
∞
ε,0(G1) that
ψ
(α)
XJ ,ZI
(a) ≤Me−ε
′d(b,s(b)) ≤M ′e−ε
′CGr
−1
g d(a,s(a)),
for some ε′ > ε. By the polynomial growth of G, it follows that
∑
XJ ,ZI
ψ
(α)
XJ ,ZI
(a)
converges uniformly absolutely and satisfies the estimate∑
XJ ,ZI
ψ
(α)
XJ ,ZI
(a) ≤M ′′e−ε
′CGr
−1
g d(a,s(a)),
37
for some M ′′ > 0.
We turn to the derivatives of ψ
(α)
XJ ,ZI
. Consider Ldm˜(V r⊕W r)ψ
(α)
XJ ,ZI
,
V,W ∈ Γ∞(A). Write V r(x
(α)
XJ ,ZI
(µ, τ, x)) =
∑
l vl(µ, τ, x)∂l. Then it follows
from definition of ψ
(α)
XJ ,ZI
that
(LV rψ
(α)
XJ ,ZI
)(x
(α)
XJ ,ZI
(µ, τ, x)) =
∑
l
vl(µ, τ, x)(∂lψ)(τ, µ, Pα(x)).
Since vl(µ, τ, x)|V |
−1 are bounded for all l. The same arguments for the
exponential decay as above can be applied.
We turn to Ldm˜(0⊕W r)(ψ
(α)
XJ ,ZI
). We use expression (B.3). By definition,
Supp (ψ
(α)
XJ ,ZI
) ⊆ s−1(B(M1, e
−ωrg|I|r)), therefore it suffices to consider
Ldm˜(0⊕W r)ψ
(α)
XJ ,ZI
(x
(α)
XJ ,ZI
(τ, µ, x)), ∀W ∈ A|B(M1,e−ωrg|I|r).
Hence Lemma Appendix B.7 can be applied to get
L(Es1Y1◦···◦EZ1W )
r(ψ
(α)
XJ ,ZI
)(x
(α)
XJ ,ZI
(µ, τ, x))
=eN
′(log |I|)2
∑
l
wl(µ, τ, x)(∂lψ)(τ, µ, Pα(x)),
for some functions wl that are bounded (independent of I).
As for d(exp(µ·(Y1, · · · , Yp)) exp(τ ·(X
α,I
1 , · · · ,X
α,I
p )) expXJ expZI(x))ν(W )(s(a)),
write ν(W ) =
∑
l ul∂xl on U
(α). Then observe that
d
(
exp(µ · (Y1, · · · , Yp)) exp(τ · (X
α,I
1 , · · · ,X
α,I
p )) expXJ expZI(x)
)
ν(W )
=
∑
l
ul(x)∂xl on U
α
XJ ,ZI
.
Differentiating ψ
(α)
XJ ,ZI
, we get
∑
l
ul(x)∂xlψ
(α)
XJ ,ZI
(µ, τ, x)
=θαXJθ
G
ZI
ψ(x
(α)
XJ ,ZI
(τ, µ, Pα(x))
∑
l
ul(x)∂xlθ(2e
ωrg|I|r−1ρ(x)).
By Lemma 3.2, and the observation that x ∈ B(M1, e
−ωrg|I|r), it follows
that∑
l ul(x)
∂
∂xl
θ(2eωrg|I|r−1ρ(x)) is also bounded. Hence we conclude that
Ldm˜(V r⊕W r)ψ
(α)
XJ ,ZI
(a) ≤M1e
−ε′′CGr
−1
g d(a,s(a))(|V |+ |W |),
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for some ε′′ > ε, and similar estimate holds for all derivatives. Therefore
ψ¯ ∈ Ψ−∞
εr−1g CG
(G).
Finally, we prove that
Proposition Appendix B.9. Suppose G is uniformly degenerate. For
any κ ∈ Ψ−∞(G) and differential operator D ∈ Ψ[m](G), such that D|Gk ψ¯ =
κ|Gk ,
Dψ − κ ∈ Ψ−∞ε′;λ (G).
Proof. Replacing κ by an extension of κ|M1 similar to ψ¯, we may without
loss of generality assume κ = 0.
Consider ∂xiLdm˜(V r⊕0)ψ
(α)
XJ ,ZI
on UαXJ ,ZI . Recall that x
α
∅ (µ
′, τ ′, x′) is a lo-
cal coordinates chart around t◦EνXJE
ν
ZI
(Uα). Write V r =
∑n
l=1 vl(x
′)∂(µ′,τ ′)l
on U
(α)
∅ . Then V
r(x
(α)
XJ ,ZI
(µ, τ, x)) =
∑n
l=1 ul(µ, τ,E
ν
XJ
EνZI (x))∂(µ,τ)l . A
straightforward calculation gives
∂xiLdm˜(V r⊕0)ψ
(α)
XJ ,ZI
(µ, τ, x)
=θ(2eωrg|I|r−1ρ(x))
n∑
l=1
∂xi(ul(µ, τ,E
ν
XJ
EνZI (x))(∂(µ,τ)lθ
α
XJ
θGZI )ψ
+
(
∂xiθ(2e
ωrg|I|r−1ρ(x))
) n∑
l=1
(ul(µ, τ,E
ν
XJ
EνZI (x))(∂(µ,τ)lθ
α
XJ
θGZI )ψ.
Since EZ equals identity on M1 for all Z ∈ SpanR{Y1, · · · , Yp}, it follows that
there exists some constantsM > 0 such that for all Z ∈ SpanR{Y1, · · · , Yp},
|Z| ≤ rg,
|dEνZX| ≤ (1 +Md(x,M1))|X|,∀X ∈ TxM.
Iterating, one gets
|dEνZI∂xi(x)| ≤ e
∑|I|
i=1 log(1+Me
−ωrg(|I|−i)r)|∂xi(x)|. (B.9)
It is elementary that
∑|I|
i=1 log(1 +Me
−ωrg(|I|−i)r) converges. It follows by
integrating ∂xiLdm˜(V r⊕0)ψ
(α)
XJ ,ZI
(µ, τ, x) with respect to xi that
Ldm˜(V r⊕0)ψ
(α)
XJ ,ZI
(µ, τ, x) ≤Ldm˜(V r⊕0)ψ
(α)
XJ ,ZI
(µ, τ, P (α)(x)) +M ′e
−ε′d(x
(α)
XJ ,ZI
(µ,τ,x),x)
× (ρ(t(x
(α)
XJ ,ZI
(µ, τ, x))) + eωrg|I|ρ(s(x
(α)
XJ ,ZI
(µ, τ, x)))),
for some constant M ′.
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The case ∂xiLdm˜(0⊕W r)ψ
(α)
XJ ,ZI
(µ, τ, x) is similar. Again write
d
(
exp(µ · (Y1, · · · , Yp)) exp(τ · (X
α,I
1 , · · · ,X
α,I
p )) expXJ expZI(x)
)
ν(W )
=
∑
l
ul(x)∂xl on U
α
XJ ,ZI
.
Then one has
∂xi
∑
l
ul(x)∂xlψ
(α)
XJ ,ZI
(µ, τ, x)
=ψ(x
(α)
XJ ,ZI
(τ, µ, Pα(x))∂xi
(
θαXJθ
G
ZI
∑
l
ul(x)∂xlθ(2e
ωrg|I|r−1ρ(x))
)
.
It is clear that ∂xi
(
θαXJθ
G
ZI
∑
l ul(x)∂xlθ(2e
ωrg|I|r−1ρ(x))
)
is bounded.
As for ∂xiEXJEZIW , for each Z ∈ Span R{Y1, · · · , Yp}, write
EZ∂(µ′,τ ′)l(x
′) :=
∑
ll′
fZll′(E
ν
Z(x
′))∂(µ′,τ ′)′
l
(EνZ(x
′)),
for some smooth functions fZll′ . Then one can express EZIW as
(EZIW )
r(x
(α)
∅ (µ
′, τ ′, x′)) =
∑
l,l1,l2,···l|I|,l′
f
Z|I|
ll|I|
(EνZ|I| · · ·E
ν
Z1
(x′))× · · · × fZ1ll1 (E
ν
Z1
(x′))
× wl(x)∂(µ′,τ ′)l′ (E
ν
Z|l|
· · ·EνZ1(x
′)),
where W r =
∑n
l=1wl(x
′)∂(µ′,τ ′)l and x
′ = (EνZ|l| · · ·E
ν
Z1
)−1(x) . Differ-
entiating with respect to xi and using the estimates (B.9) and Lemma
Appendix B.7, one again obtains
Ldm˜(0⊕W r)ψ
(α)
XJ ,ZI
(µ, τ, x) ≤Ldm˜(0⊕W r)ψ
(α)
XJ ,ZI
(µ, τ, P (α)(x)) +M ′′e
−ε′d(x
(α)
XJ,ZI
(µ,τ,x),x)
× |I|e(log |I|)
2
eωrg|I|ρ(s(x
(α)
XJ ,ZI
(µ, τ, x))),
for some constant M ′′.
Clearly the same arguments applies for all higher derivatives and one
gets similar estimates. Since G is uniformly degenerate, by choosing Uα to
be sufficiently small, ω can be made sufficiently small. Hence one can sum
over all XJ , ZI and conclude that
Ldm˜(V r⊕W r)Dψ ∈ Ψ
−∞
•,1 (G),
for any differential operators D.
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