Abstract-We present an adaptive reduced-rank signal processing technique for airborne phased array radar applications. The proposed method performs dimensionality reduction by using a reduced-rank switched joint interpolation, decimation and filtering algorithm (RR-SJIDF). A multiple-processing-branch (MPB) framework, which contains a set of jointly optimized interpolation, decimation and filtering units, is employed to process the observations. The output is switched to the branch with the best performance among the available ones. In order to design the decimation unit, we present the optimal decimation scheme and also a low-complexity decimation algorithm. We then develop a low-complexity recursive least squares (RLS) algorithm for the proposed scheme. Simulations results show that the proposed RR-SJIDF STAP algorithm converges at a very fast speed and provides a considerable signal-to-interference-plusnoise-ratio (SINR) performance improvement over the state-ofthe-art reduced-rank schemes.
I. INTRODUCTION Space-time adaptive processing (STAP) has been motivated as a key enabling technology for advanced airborne radar applications following the landmark publication by Brennan and Reed [1] . STAP techniques can improve slow-moving target detection through better mainlobe clutter suppression, provide better detection in combined clutter and jamming environment, and offer a significant increase in output signalto-interference-plus-noise-ratio (SINR). However, due to their large computational complexity, the full-rank optimum and adaptive STAP techniques are prohibitive for practical use when the number of elements in the filter is large. It is wellknown that K ≥ M independent and identically distributed (i.i.d) training samples are needed for the filter to achieve the steady performance, where M is the filter dimension [2] . Thus, in dynamic scenarios, full-rank STAP techniques with large M usually fails or provides poor performance in tracking target signals contaminated by interference and noise.
Reduced-rank adaptive signal processing, which has gained a great deal of attention in the last decades, is a key technique for dealing with large systems [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The basic idea of the reduced-rank algorithms is to reduce the number of adaptive coefficients by projecting the received vectors onto a lower dimensional subspace which consists of a set of basis vectors. The adaptation of the low-order filter within the lower dimensional subspace results in significant computational savings, faster convergence speed and better tracking performance. The first statistical reduced-rank method was based on a principalcomponents (PC) decomposition of the target-free covariance matrix [3] . Another class of eigen-decomposition methods was based on the cross-spectral metric (CSM) originally proposed This work is funded by the Ministry of Defence (MoD), UK. Project MoD, Contract No. RT/COM/S/021. in [4] and then also considered in [5] . Both the PC and CSM algorithms have a high computational load due to the eigen-decomposition. Another class of subspace methods has been investigated thoroughly in the recent years. Among them are the multistage Wiener filter (MSWF) [6] , [7] which projects the observation data onto a lower-dimensional Krylov subspace and the auxiliary-vector filtering (AVF) [8] , [9] . These methods are very complex to implement in practice and suffer from numerical problems despite their improved convergence and tracking performance. Recently, reduced-rank filtering algorithms based on joint iterative optimization of filters [11] , [13] , [14] and an adaptive diversity-combined decimation and interpolation scheme [15] have been proposed. In our prior work [14] , a STAP scheme based on joint iterative optimization of filters has been applied to airborne radar. This technique provides a significant improvement both in convergence speed and SINR performance but with considerable complexity level, even compared with the existing reducedrank STAP algorithms. However, the work in [15] , [16] has not considered linearly constrained reduced-rank algorithms that are suitable for STAP in radar systems.
In this paper, we develop a reduced-rank approach to the STAP design utilizing a scheme based on a switched joint interpolation, decimation and filtering (SJIDF) algorithm for airborne radar systems. In this scheme, the number of elements for processing is substantially reduced, resulting in considerable computational savings and very fast convergence performance for radar applications. The proposed approach obtains the subspace of interest via a multiple processing branch (MPB) framework which consists of a set of simple interpolation, decimation and filtering operations. Unlike the previous work in [15] , multiple interpolators and reduced-rank filters are employed in the MPB framework. We describe an optimal decimation scheme and a low-complexity decimation scheme for the proposed structure. We derive an RLS algorithm for the proposed scheme and evaluate its computational complexity. The results show that the proposed RR-SJIDF STAP converges at a very fast speed and obtains a considerable SINR improvement over the existing methods. This paper is organized as follows. Section II states the signal model and the problem which concerns us. Section III presents the proposed reduced-rank adaptive filtering scheme, describes the proposed joint iterative optimization of the interpolation, decimation and filtering tasks, and details the proposed decimation schemes. In Section IV, we present the proposed adaptive RLS algorithm. The performance assessment examples of the proposed reduced-rank STAP are provided in Section V using simulated radar data. Finally, conclusions are given in Section VI. II. PROBLEM STATEMENT The system under consideration is a pulsed Doppler radar residing on an airborne platform. The radar antenna is a uniformly spaced linear array antenna consisting of N elements. Radar returns are collected in a coherent processing interval (CPI), which is referred to as the 3-D radar datacube shown in Fig. 1(a) , where K denotes the number of samples collected to cover the range interval. The data is then processed at one range of interest, which corresponds to a slice of the CPI datacube. This slice is a J × N matrix which consists of N × 1 spatial snapshots for J pulses at the range of interest. It is convenient to stack the matrix column-wise to form the M ×1, M = JN vector r(i), termed the i-th range gate space-
A. Signal Model
The function of a radar is to ascertain whether targets are present in the data. Thus, given a space-time snapshot, radar detection is a binary hypothesis problem, where hypothesis H 0 corresponds to target absence and hypothesis H 1 corresponds to target presence. The radar space-time snapshot is then expressed for each of the two hypotheses in the following form,
where a is a zero-mean complex Gaussian random variable with variance σ 2 s , v(i) denotes the input interference-plusnoise vector which consists of clutter r c (i), jamming r j (i) and the white noise r n (i). These three components are assumed to be mutually uncorrelated. Thus, the M ×M covariance matrix R of the undesired clutter-plus-jammer-plus-noise component can be modelled as
where H represents Hermitian transpose,
H n (i)} denote the clutter, jamming and noise covariance matrices respectively, and E denotes expectation. The vector s, which is the M × 1 normalized space-time steering vector in the space-time look-direction, can be defined as:
where b( t ) is the K ×1 normalized temporal steering vector at the target Doppler frequency t and a(ϑ t ) is the N × 1 normalized spatial steering vector in the direction provided by the target spatial frequency ϑ t . The notation ⊗ denotes Kronecker product. 
B. Optimum Radar Signal Processing
To detect the presence of targets, each range bin is processed by an adaptive 2D beamformer (to achieve maximum output SINR) followed by a hypothesis test to determine the target presence or absence. The optimum full-rank STAP (or Neyman-Pearson optimal under Gaussian disturbance) [1] obtained by an unconstrained optimization of the SINR is given as follows:
where k is an arbitrary nonzero complex number. The optimal constrained weight vector for maximizing the output SINR, while maintaining a normalized response in the target spatialDoppler look-direction was originally given in [18] by
It is obvious that the solution in (5) can also be obtained by solving the linearly constrained minimum variance (LCMV) problem as
III. PROPOSED RR-SJIDF SCHEME In this section, we detail the proposed adaptive reducedrank filtering scheme based on the switched joint interpolation, decimation and filtering (RR-SJIDF). The reduced-rank adaptive filtering scheme based on combined decimation and interpolation filtering was presented in [15] . In this work, we develop a reduced-rank STAP algorithm based on the SJIDF scheme for airborne radar applications, whose schematic is shown in Fig. 2 . The motivation for designing a projection matrix based on interpolation and decimation comes from two observations. The first is that rank reduction can be performed by eliminating (decimating) samples that are not useful in the filtering process and then attempting to recreate the eliminated samples with an interpolator. The second comes from the structure of the projection matrix, whose columns are a set of bases formed by the interpolators and the decimators.
A. Overview of the RR-SJIDF Scheme
In this part, we briefly introduce the principle of the proposed RR-SJIDF algorithm. In this scheme, the number of elements for filtering is substantially reduced, resulting in considerable computational savings and very fast convergence performance for the radar applications. The proposed approach straightforwardly obtains the subspace of interest via a multiple processing branch (MPB) framework. The M × 1 received
T is processed by a MPB framework with B branches, where each processing branch contains an interpolator filter, a decimation unit and a reduced-rank filter. In the b-th branch b ∈ {1, 2, ..., B}, the received vector r(i) is filtered by the interpolator filter
T with filter length I, yielding the interpolated received vector r b (i) with M samples, which is expressed by
where the M × M Toeplitz matrix V b (i) is given by
In order to facilitate the description of the scheme, let us introduce an alternative way of expressing the vector r b (i), which will be useful in the following through the equivalence:
where the M × I matrix R 0 (i) with the samples of r(i) has a Hankel structure [19] and is described by
The dimensionality reduction is performed by a decimation unit with
is the rank and L is the decimation factor. The D × 1 vector r b (i) for branch b is expressed bȳ
where the vectorr b (i) for branch b is used in the minimization of the output power for branch b
The output at the end of the MPB framework y(i) is selected according to:
where B is a parameter to be set by the designer. Essential to the derivation of the joint iterative optimization that follows is to express the output of the RR-SJIDF STAP y b (i) =ω 
B. Optimization of the Filters
In this part, we describe the proposed joint and iterative optimization algorithm that adjusts the parameters of the interpolator filterῡ b (i) and the reduced-rank filterω b (i) with the decimation pattern T b (i). The objective of the LCMV criterion is the minimization of the cost function defined as
where λ is the Lagrangian multiplier and S 0 is M ×I steering matrix with a Hankel structure with the same form as R 0 (i)
By fixingω(i) andῡ(i), respectively, (14) can be rewritten into two equations as
to denote the reduced-rank steering vectors with respect toῡ(i) andω(i), respectively. By minimizing L(ῡ b (i)) and solving for λ, we get
. By minimizing L(ω b (i)) and solving for λ, we get V. PERFORMANCE ASSESSMENT In this section we assess the proposed RR-SJIDF STAP algorithm in an airborne radar application. The parameters of the radar platform are shown in Table I . For all simulations, we assume the presence of a mixture of two broadband jammers at −45
• and 60
• with jammer-to-noise-ratio (JNR) equal to 40 dB. The clutter-to-noise-ratio (CNR) is fixed at 40 dB. We compare both the SINR performance against the number of snapshots and the P D performance against the signal-tonoise-ratio (SNR) for the different designs of linear receivers using the full-rank filter with the RLS algorithm, the MSWF with the RLS algorithm, the AVF and our proposed technique. The radar receiver provides an estimate to determine whether the target is present or not. All presented results are averages over 1000 independent Monte-Carlo runs.
Firstly, as shown in Fig. 3 , we evaluate the SINR against the number of snapshots K performance of our proposed algorithm with different setting parameters and compare with the other schemes. The schemes are simulated over K = 500 snapshots and the SNR is set at 0 dB. The curves show an excellent performance by the proposed algorithm, which also converges much faster than other schemes. With the number of branches B = 4, the proposed scheme approaches the optimal MVDR performance after 50 snapshots. As one may expect, with an increasing the number of branches, the steady SINR performance improves. An improvement of performance is also possible with the use of model order selection algorithms [16] , [17] or an adjustment in the number of auxiliary vectors for the AVF [9] . In the second experiment, in Fig. 4 , we present P D versus SNR performance for all schemes using 50 snapshots as the training data. The false alarm rate P F A is set to 10 −6 . The figure illustrates that the proposed algorithm provides sub-optimal detection performance using very short support data, but remarkably, obtains a 90 percent detection rate, beating 50 percent for the AVF, 40 percent for the MSWF with the RLS and 30 percent for the full rank filter with the RLS at an SNR level of 15 dB.
VI. CONCLUSIONS
In this paper, we proposed an RR-SJIDF STAP algorithm for airborne radar systems. The proposed method performs dimensionality reduction by employing a MPB framework, which jointly optimizes interpolation, decimation and filtering units. The output is switched to the branch with the best performance according to the minimum variance criterion. In order to design the decimation unit, we have considered the optimal decimation scheme and also a low-complexity prestored decimation units scheme. Furthermore, we have developed an adaptive RLS algorithm for efficient implementation of the proposed scheme. Simulations results have shown that the proposed RR-SJIDF STAP scheme converges at a very fast speed and provides a considerable SINR improvement, outperforming existing state-of-the-art reduced-rank schemes. 
