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a b s t r a c t
We investigate the behavior of adaptive time stepping numerical algorithms under the
reverse mode of automatic differentiation (AD). By differentiating the time step controller
and the error estimator of the original algorithm, reverse mode AD generates spurious
adjoint derivatives of the time steps. The resulting discrete adjoint models become
inconsistent with the adjoint ODE, and yield incorrect derivatives. To regain consistency,
one has to cancel out the contributions of the non-physical derivatives in the discrete
adjoint model. We demonstrate that the discrete adjoint models of one-step, explicit
adaptive algorithms, such as the Runge–Kutta schemes, can be made consistent with
their continuous counterparts using simple code modifications. Furthermore, we extend
the analysis to cover second order adjoint models derived through an extra forward
mode differentiation of the discrete adjoint code. Several numerical examples support the
mathematical derivations.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and motivation
Automatic differentiation (AD) [1] is a technique for augmenting computer programs with sensitivity analysis features,
e.g., the ability to compute gradients or other type of derivative information. Currently, AD comes in two flavors. The
implementation can either exploit programming language-specific features and implement AD via operator overloading
(ADOL-C [2], ADMIT/ADMAT [3]), or rely on source-to-source transformations that generate tangent linear or adjoint codes
from existing model implementations (ADIC [4], ADIFOR [5], TAF [6], TAMC [7], TAPENADE [8]).
Any computer programmay be viewed as an ordered sequence of simple statements (such as additions, multiplications,
or nonlinear functions like exp), for which derivative computations are trivial. AD tools break each routine into these simple
building blocks, differentiate the basic statements one by one, and then put together the desired derivatives using the chain
rule from differential calculus. The forward mode of AD allows one to compute derivatives of all program outputs with
respect to a chosen input, by propagating sensitivity information from one program statement to the next. The resulting
tangent linear model (TLM) of the forward algorithm preserves the control flow of the original program. Conversely, the
reverse mode of AD builds the discrete adjoint of the routine that is being differentiated, reversing the original control flow.
This allows the computation of derivatives of a single program output with respect to several input variables, using one
discrete adjoint call.
The behavior of numerical integration algorithms under automatic differentiationwas first studied in the broader context
of general iterative solvers [9,10]. It has been shown that derivatives of iterative solvers converge to the derivative of the
original solution, under suitable assumptions [10]. Hager [11] investigated Runge–Kutta adjoints for distributed optimal
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control. He formulated the adjoint of a Runge–Kutta scheme of order p ≤ 4, through a full discretization approach where
both the forward and the adjoint systems are treated together. On the other hand, as explained in Section 3, the reverse
mode of AD employs a recursive discretization.
Discrete adjoints of numerical integration algorithms are attractive, because, unlike solvers for the continuous adjoint
equations, they can be generated automatically using Walther [12] proved that explicit Runge–Kutta methods retain their
order of accuracy p under reverse mode AD, for p ≤ 4. Sandu [13] showed that the discrete adjoints of explicit and implicit
Runge–Kutta methods of any order p, give a pth order accurate solution to the continuous adjoint ODE. Hager, Sandu and
Walther all assume that any adaptive mechanisms, if present, are not differentiated. Hager and Walter also considered
distributed controls in their work, which further complicates the analysis. The analysis in [13], like the present paper,
considers only initial conditions and time independent parameters as control variables.
Adaptive features induce additional complicationswhen differentiating a numerical integration algorithm. This issue is of
great importance, since virtually allmodernODE integratorsmakeuse of time step controllers, error estimators, or numerical
extrapolation tomaximize efficiency and speed. In some cases, one can isolate these parts of the code and prevent them from
being differentiated, but the difficulty of this approach is highly problem dependent, and such decoupling is certainly far
from trivial for more complicated large-scale integration codes [14].
Forward mode automatic differentiation of the adaptive mechanisms leads to spurious derivatives, as demonstrated
in [14]. These non-physical sensitivities introduce large errors in the tangent linear model trajectory, leading to an incorrect
TLM trajectory. Analyzing explicit Runge–Kutta like methods, Eberhard et al. proposed a code correction that restores the
accuracy of the discrete TLM solution. Also, they noted that forward mode AD will improve the accuracy of the final time
sensitivities when the last time step is trimmed such that the integrator stops at exactly the final integration time [14].
In this paper, we investigate the behavior of adaptive ODE integration schemes under reverse mode automatic
differentiation. We show that the discrete adjoints of adaptive methods are inconsistent with the adjoint ODE due to the
differentiation of the time step controller. Adjoining results in more complex code than forward mode differentiation, due
to the reversal of the original control flow. We build the discrete adjoint of a general adaptive, one-step explicit integration
method, and quantify the perturbation introduced by the adjoint time step gradients in the adjoint solution. The discrete
adjoint solutions are found to have aO(1) error. Hence, the naive invocation of reverse mode AD yields incorrect gradients.
This is also shown to hold for a pth order Runge–Kuttamethod. One has to eliminate the perturbations induced by AD before
he or she can trust the discrete adjoint solution.
We propose two equivalent and easy to implement code corrections, that make the discrete adjoint consistent with its
continuous counterpart. Moreover, we extend our analysis to second order adjoints of adaptive integrators, and show how
to cancel the influence of the spurious derivatives.
We also investigate the effect of adjusting the time step of the integration to arrive exactly at a given final integration
time. Eberhard et al. noted that a forward mode differentiation of this time step adjustment will act as a correction to the
discrete tangent linear variables. For simplicity of exposition, we derive the tangent linear and adjoint models of a three
time step integration routine. We show that, while there is indeed an improvement in the accuracies of the tangent linear
and adjoint model trajectories when the last time step is trimmed, not all spurious derivatives are eliminated. Thus, this
strategy does not lead to sensitivities or gradients equal to those resulting from a full passivation of the time step controller
(i.e., setting all spurious sensitivities to zero).
In Section 8 of our paper, we present two numerical examples that support the mathematical derivations.
2. Forward and adjoint sensitivity analysis
We will consider a dynamical system modeled by an initial value problem (IVP) of the form
x˙ = z(t, x(t, q), q), t0 ≤ t ≤ tF ,
x(t0, q) = x0(q), (2.1)
where x ∈ Rnx denotes the system state, and q ∈ Rnq is a set of system parameters. We assume that the IVP (2.1) is well-
posed and z(t, x, q) : R1+nx+nq → Rnx is at least twice continuously differentiable in all arguments. Moreover, for the
Runge–Kutta methods we discuss later to have order of accuracy p for the IVP (2.1), it is required that z ∈ Cp[t0, tF ].
In a vast range of practical problems (arising e.g., in computational fluid dynamics [15], shape optimization [16], structural
dynamics [17], chemistry [18], oceanography [19], and atmospheric data assimilation [20])we seek tominimize an objective
or cost functional whose value depends on the dynamical system trajectory:
J(x, q) =
∫ tF
t0
γ (t, x, q)dt. (2.2)
We compute the sensitivities of J with respect to changes in a prescribed set of parameters q, or in the initial conditions
x0. Without loss of generality [21], we can consider only the derivatives of J with respect to the initial condition for the
transformed system
y˙ = F(t, y), t0 ≤ t ≤ tF ,
y(t0) = y0, (2.3)
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where
y :=
[x
q
θ
]
∈ RN , F :=
[z
0
γ
]
, N := 1+ nx + nq, θ(t0) = 0. (2.4)
The cost functional can now be expressed in terms of the final system state:
J = Ĵ(yF ). (2.5)
The propagation of small perturbations δy0 in the initial conditions of (2.3) is governed by the tangent linear model
[22–24,21]:
δy˙ = ∂F
∂y
(t, y)δy, t0 ≤ t ≤ tF ,
δy(t0) = ∂y
∂y0
(t0). (2.6)
A small perturbation δy0 in the initial condition of (2.3) will cause a small change in Ĵ:
δĴ = ∂Ĵ
∂y0
δy0, (2.7)
up to first order in δy0. Thus, we will need N TLM integrations with N linearly independent perturbations to obtain the
complete gradient vector ∇y0 Ĵ. On the other hand, the adjoint of (2.3) can yield the same gradient at the cost of a single
backward time integration:
λ˙ = −
(
∂F
∂y
(t, y)
)T
λ, tF ≥ t ≥ t0,
λ(tF ) =
(
∂Ĵ
∂y
)T (
y(tF )
)
. (2.8)
Then:
∂Ĵ
∂y0
= λ(t0). (2.9)
Higher order derivatives [25] have proved to be useful in areas such as data assimilation and chemistry transport
modeling [21,26]. The second order adjoint framework provides sensitivity information in the form of Hessian-vector
products. The second order derivatives can be obtained from the final value problem [27,21]:
σ˙ = −
(
∂F
∂y
(t, y)
)T
σ −
(
∂2F
∂y2
(t, y)⊗ δy(t)
)T
λ
σ(tF ) = ∂
2Ĵ
∂y2
(y(tF )) · δy(tF ), (2.10)
where δy is the solution of the TLM (2.6). Note that the first and second order adjoint systems are coupled, and their solutions
depend on the forward and tangent linear model trajectories. The operator ‘‘⊗’’ denotes the tensor product
∂2F
∂y2
⊗ δy =
[
N∑
k=1
(
∂2F
∂y2
)
i,j,k
· δyk
]
1≤i,j≤N
. (2.11)
One can then show that
σ(t0) = ∂
2Ĵ
∂y2
(y(t0)) · δy0. (2.12)
For cost functionals such as (2.5) and large N , Eqs. (2.6) and (2.8) show that it is considerably more efficient to compute
the gradient of the objective functional through the adjoint method, since only one adjoint model solve is required. One can
compute adjoint sensitivities numerically through one of the following methods:
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a. Use the differentiate-then-discretize approach, i.e., derive the adjoint ODE (2.8) analytically, and then solve it using a
numerical method, e.g., a pth order Runge–Kutta method [28]. Note that we can use AD to generate the right-hand side
of the adjoint ODE, but the Runge–Kutta method itself is not differentiated. Assuming the numerical scheme is stable,
the algorithmwill yield a pth order accurate approximation to the adjoint λ(t). One can successfully employ this method
when the integration code is well separated from the model. This allows an easy division of labor where the developers
can separately focus on their domain of expertise. However, this approach may entail a significant programming effort,
if a suitable adjoint code is not readily available.
b. The alternative is to discretize-then-differentiate the IVP (2.3). First, one discretizes the forward model equations, and
then integrates this discrete model using an adaptive time stepping method. The next step is to build the discrete adjoint
of the numerical integrator using reverse mode AD. This approach is obviously attractive since it can be done in a fully
automatic fashion. Moreover, the adjoint variables are the exact sensitivities of the discretized cost functional. It is the
method of choice for practitioners when the integration and model codes are strongly coupled, which is often the case
in large-scale legacy codes. However, there are no a priori guarantees that the black-box application of reverse mode AD
on an adaptive numerical integration method will result in a correct adjoint model, for the reasons explained below.
We assume that the forward integration algorithm gives a pth order accurate approximation to the exact solution
y(tF ). We investigate numerical methods that retain their accuracy under adjoining if the time step h is kept fixed, i.e. the
discrete adjoint solution λn satisfies∣∣λn − λ(tn)∣∣ ∼ O (hp) , ∀n, (2.13)
as h → 0. This is true for Runge–Kutta methods [13,12], but not for multistep methods [29]. For adaptive algorithms,
the time steps taken during the forward integration will depend on the forward solution y. Reverse mode AD will pick
up this dependence and generate non-physical adjoint time step gradients. Wewill show that these spurious derivatives
lead to incorrect discrete adjoints. To recover an accurate adjoint solution, one has to eliminate the AD artifacts from the
discrete adjoint update, as discussed in Sections 3 and 4.
Anothermethod toprevent spurious adjoint gradientswould be to avoid thedifferentiation of the time step controllers
or error estimators. The difficulty of this approach is problem dependent; parts of the code must be isolated manually,
and that can be a cumbersome task for tightly coupled large-scale models.
3. A general framework for adaptive-step differentiation
One-step, explicit adaptive integration schemes for (2.3) can be written as
yn+1 = f (yn, hn, tn) (3.1a)
hn+1 = g (yn, hn, tn) (3.1b)
tn+1 = tn + hn, 0 ≤ n ≤ M − 1. (3.1c)
HereM denotes the total number of integration steps, i.e. tM = tF . f : RN+2 → RN is chosen according to some prescribed
accuracy criteria, and g : RN+2 → R is a step size controller, used to compute the new step size hn+1 based on an estimate of
the local error. The initial time step h0 is constant. Superscripts are used to indicate discrete timemoments, while subscripts
denote partial derivatives, unless noted otherwise.
We consider methods with the following properties. For a fixed time step hn = h, the method
yn+1 = f (yn, h, tn): (3.2)
a. is asymptotically consistent with the adjoint ODE (2.8),
b. is accurate of order p, and
c. retains its order of accuracy under forward or reversemode differentiation, i.e., its tangent linear and adjoint formulations
are pth order accurate numerical schemes for the solution of the tangent linear and adjoint ODE, respectively.
Any pth order Runge–Kutta method satisfies these assumptions [13].
The discrete adjoint of an integration scheme with above properties reads [21]:
λn =
(
∂ f
∂y
(
yn, hn, tn
))T
λn+1, M − 1 ≥ n ≥ 0,
λM = ∂Ĵ
∂yM
. (3.3)
Wewill show that the reverse mode of AD applied to (3.1a)–(3.1c) does not yield (3.3). Instead, the AD engine introduces
spurious derivatives of the time step controller into the discrete adjoint solution. Our correction eliminates the AD artifacts.
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Consider the integrator state vector for (3.1a)–(3.1c):
vn =
[yn
hn
tn
]
. (3.4)
The derivation of the tangent linear model of (3.1a)–(3.1c) amounts to constructing the local Jacobian matrix [30] for the
state evolution
vn → vn+1. (3.5)
The TLM of (3.1a)–(3.1c) has the following form:
δyn+1δhn+1
δtn+1
 =

∂ f
∂y
∂ f
∂h
∂ f
∂t
∂g
∂y
∂g
∂h
∂g
∂t
01×N 1 1

[
δyn
δhn
δtn
]
, 0 ≤ n ≤ M − 1. (3.6)
All partial derivatives are evaluated at (yn, hn, tn). The adjoint model is built by transposing the Jacobian of (3.5). Denote
the adjoint state vector at step n by
λ¯
n =
[
λn
µn
νn
]
. (3.7)
The nth step in the discrete adjoint of (3.1a)–(3.1c) can be written as
[
λn
µn
νn
]
=

(
∂ f
∂y
)T (
∂g
∂y
)T
0N×1(
∂ f
∂h
)T
∂g
∂h
1(
∂ f
∂t
)T
∂g
∂t
1

λn+1µn+1
νn+1
 . (3.8)
This leads to:
λn =
(
∂ f
∂y
)T
λn+1 +
(
∂g
∂y
)T
µn+1 (3.9a)
µn =
(
∂ f
∂h
)T
λn+1 + ∂g
∂h
µn+1 + νn+1 (3.9b)
νn =
(
∂ f
∂t
)T
λn+1 + ∂g
∂t
µn+1 + νn+1, M − 1 ≥ n ≥ 0. (3.9c)
The last term in the adjoint update (3.9a) is a side-effect of AD, generated by the differentiation of the time step controller
mechanism (3.1b).µ is a spurious adjoint derivative of the time step h. These perturbations can generateO(1) errors in the
discrete adjoint solution at t0:
λ0 = λ(t0)+ O(1). (3.10)
In Section 4 we prove that this happens with Runge–Kutta methods. The numerical experiments in Section 7 confirm this
conclusion (see Figs. 1 and 2).
We present two strategies to eliminate the spurious gradients. One can:
(i) Zero out the non-physical adjoint time step derivatives. This ‘‘passivation’’ effectively cancels the influence of the time
step controller on the solution adjoints. In the adjoint code, we set:
µn+1 ← 0, (3.11)
before the update (3.9a). This modification requires both the identification of the time step adjoint variable
(straightforward once the user is familiar with the forwardmodel code), and knowledge regarding the location of (3.11).
Depending on the code complexity, (3.11) may be easier or harder to apply than the following alternative strategy.
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a b
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Fig. 1. (a–b) Discrete adjoint trajectories (atol = rtol = 10−7), and (c) RMS errors for the system (7.3). The AD adjoints λ1 , λ2 , and the corrected solutions
λc1 , λ
c
2 were computed with DOPRI5(4). The reference solution λ
ref was obtained through a backward time integration of the continuous adjoint (7.6), using
MATLAB’s ode45 function. It is clear from (c) that the AD discrete adjoint of the DOPRI method is inconsistent with the continuous system (7.6). After
the correction, the adjoint solution and the reference adjoint trajectory are visually indistinguishable. As seen in (c), post-processing restores the discrete
adjoint solution to full accuracy.
(ii) Alternatively, implement a correction of the form:
λn ← λn −
(
∂g
∂y
)T
µn+1. (3.12)
Suppose that (3.1b) is implemented in FORTRAN as
subroutine g (t, y, h, hNew)
with h = hn and hNew = hn+1. When t = tn, y = yn, and h = hn are chosen as the independent variables, and
hNew = hn+1 is the dependent variable, TAMC [7] or TAPENADE [8] will generate:
subroutine adg (t, y, h, adh, ady, adt, adhNew),
with adh = µn and adhNew = µn+1. Since the value of adhNew is lost after the call to adg(), we need to save it into a
temporary variable and reuse it in (3.12):
tmp← adhNew.
We now post-process the adjoint trajectory λn right after the call to adg() inserted by AD by calling
call adg (t, y, h, 0, ady, 0,−tmp).
This call implements (3.12). Since an evaluation of g is computationally inexpensive relative to a call to f , and the
additional cost of adjoining is not greater than that of a (small) constant number of forward model evaluations [1],
the overhead of (3.12) is small compared to the overall cost of an adjoint Runge–Kutta step.
4. Explicit adaptive Runge–Kutta methods
We now focus on explicit Runge–Kutta methods. Let k1, k2 . . . kr ∈ RN be the Runge–Kutta stages, which are now part
of the discrete integrator state. Also, k ≡ [k1k2 . . . kr ] ∈ RN×r . As in Section 3, we will identify the integrator state variables
at tn by the superscript n.
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a b
c d
Fig. 2. Discrete second order adjoints (a–b) and RMS errors (c–d) for the IVP (7.8). The AD discrete second order adjoint σ1,2 differs from the reference
trajectory σ ref by several orders of magnitude. However, the corrected solution σ c1,2 is visually indistinguishable from σ
ref (atol = rtol = 10−7). Also, the
decrease in the RMS errors of the corrected trajectory (c–d) confirms that canceling the spurious adjoint derivatives yields a fifth order accurate second
order adjoint solution.
The Runge–Kutta method can be written as follows:
k = τ (yn, hn, tn) (4.1a)
yn+1 = yn + hn
r∑
m=1
bmkm (4.1b)
hn+1 = hng˜ (yn, tn, k) (4.1c)
tn+1 = tn + hn, 0 ≤ n ≤ M − 1. (4.1d)
Here b ∈ Rr denote the Runge–Kutta weights. We assume that kn+1 are the stage values after the update (4.1d), and kM = 0.
The time step controller (4.1c) has a form that is widely used in practice (see (7.1) for an example). Therefore, the forward
integrator state is described by the following vector:
vn =

kn1
...
knm
yn
hn
tn
 . (4.2)
The Runge–Kutta discrete adjoint consistent with the adjoint ODE (2.8) is computed using the chain rule of
differentiation:
λn =
(
IN + hn
r∑
m=1
bm
∂km
∂y
(
tn, hn, yn
))T
λn+1, M − 1 ≥ n ≥ 1,
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λM = ∂Ĵ
∂yM
. (4.3)
Next, we will show that the discrete adjoint of (4.1a)–(4.1d) given by AD is different from (4.3).
Since both forward mode differentiation and adjoining can be performed line by line [1], we can first build the TLM for
(4.1a) and then for (4.1b)–(4.1d). This mimics the behavior of AD, since it necessary to account for the dependency arising
between (4.1a) and (4.1b) through the stage values k. Hence, the nth step of the TLM reads:
δk
n+1/2
1
...
δkn+1/2r
 =

∂k1
∂y
∂k1
∂h
∂k1
∂t
...
...
...
∂kr
∂y
∂kr
∂h
∂kr
∂t

[
δyn
δhn
δtn
]
(4.4)
δyn+1δhn+1
δtn+1
 =

hnb1IN . . . hnbr IN IN
∑
m
bmkm 0N×1
hn
∂ g˜
∂k1
. . . hn
∂ g˜
∂kr
hn
∂ g˜
∂y
g˜ hn
∂ g˜
∂t
01×N . . . 01×N 01×N 1 1


δkn+1/21
...
δkn+1/2r
δyn
δhn
δtn
 . (4.5)
Here IN denotes the N-by-N identity matrix, 0N stands for the zero N-by-N matrix, and the index n + 1/2 indicates an
intermediate step. We note that all entries of the Jacobian matrices are evaluated at (tn, yn, hn). The adjoint variables form
the costate vector:
λ¯
n =

ψn1
...
ψnr
λn
µn
νn
 . (4.6)
The discrete adjoint follows immediately by transposing the Jacobianmatrices and reversing the direction of integration:
ψn+1/2m = hnbmλn+1 + hn
(
∂ g˜
∂km
)T
µn+1, m = 1 . . . r
λn+1/2 = λn+1 + hn
(
∂ g˜
∂y
)T
µn+1
µn+1/2 = µn+1 + g˜µn+1 +
r∑
m=1
bmkTmλ
n+1
νn+1/2 = hn ∂ g˜
∂t
µn+1 + νn+1, (4.7)
and
λn =
r∑
m=1
(
∂km
∂y
)T
ψn+1/2m + λn+1/2
µn =
r∑
m=1
(
∂km
∂h
)T
ψn+1/2m + µn+1/2
νn =
r∑
m=1
(
∂km
∂t
)T
ψn+1/2m + νn+1/2, M − 1 ≥ n ≥ 0. (4.8)
Thus AD computes the following discrete adjoint update:
λn =
(
IN + hn
r∑
m=1
bm
(
∂km
∂y
)T)
λn+1 + hnµn+1
(
r∑
m=1
bm
(
∂km
∂y
)T (
∂ g˜
∂km
)T
+
(
∂ g˜
∂y
)T)
=
(
IN + hn
r∑
m=1
bm
(
∂km
∂y
)T)
λn+1 + O (hn) . (4.9)
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All partial derivatives are evaluated at (yn, hn, tn). The update (4.9) is clearly different from (4.3). The O(hn) perturbations
introduced at each step in the discrete adjoint λn add up to a O(1) perturbation in the adjoint solution λ0:∣∣λ0 − λ(t0)∣∣ = O(1). (4.10)
To eliminate all perturbations, one can zero out the adjoint derivative µn+1, as in (3.11). Alternatively, we can insert
ψn+1/2m ← ψn+1/2m − hn
(
∂ g˜
∂km
)T
µn+1, m = 1 . . . r
λn+1/2 ← λn+1/2 − hn
(
∂ g˜
∂y
)T
µn+1 (4.11)
after (4.7). The FORTRAN implementation of (4.11) is based on a second call of adg (the adjoint of (4.1c)), and is very similar
to the one described in Section 3. Both correction strategies will result in a discrete adjoint solution that is a pth order
accurate approximation to the true adjoint λ(t0). Section 7 shows the divergent AD adjoint, as well as the convergence of
the corrected solution, for a fifth order Runge–Kutta method.
5. Final time step adjustment
Like in the case of forward mode differentiation [14], adjusting the last time step before the final integration time does
usually improve the accuracy of the adjointmodel trajectory. However, not all spurious gradients present in the uncorrected
discrete adjoint (3.9a) are eliminated. We show this by considering a three-step integration procedure. We let
tF = t3 = t0 + h0 + h1 + h2 (5.1)
where t0 and h0 are fixed, and h1, h2 are estimated using (3.1b). We investigate four different test cases:
a. The spurious sensitivities δhi, δt i, and gradients µi, ν i are set to zero in the AD-generated code. This obviously ensures
the correctness of both linearizations.
b. h2 is artificially adjusted:
h2 = t3 − t2. (5.2)
This is not strictly needed in our algorithm (because of (5.1)). However, we will look at the impact of (5.2) on the discrete
tangent linear and adjoint solution variables.
c. No changes are made to the AD-generated tangent linear and adjoint codes.
d. The TLM solution is post-processed as described in [14]. The discrete adjoint code is corrected using (3.12).
We investigate the behavior of the tangent linear and adjoint trajectories in all of the above cases.
5.1. Tangent linear differentiation
The cases under discussion lead to different formulations of the tangent linear model:
a. If hand modifications to the TLM are done to ensure δh1 = δh2 = 0 and δt1 = δt2 = 0, then the TLM reads:δ˜y
3
δ˜h3
δ˜t3
 = A32HA21HA10
 δy0δh0 = 0
δt0 = 0
 , (5.3)
where
H =
[ IN 0N×1 0N×1
01×N 0 0
01×N 0 0
]
, (5.4)
and
Ai+1i =

∂ f
∂y
∂ f
∂h
∂ f
∂t
∂g
∂y
∂g
∂h
∂g
∂t
01×N 1 1

(yi,hi,t i)
, for i = 1, 2, 3. (5.5)
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b. The time step adjustment introduces an extra step in the tangent linear model:δ̂y
3
δ̂h3
δ̂t3
 = A32BA21A10
 δy0δh0 = 0
δt0 = 0
 . (5.6)
HereB is the Jacobian of the time step adjustment (5.2):
B =
[ IN 0N×1 0N×1
01×N 0 −1
01×N 0 1
]
. (5.7)
c. The TLM is similar to (5.6), exceptB = IN+2, since no time step adjustment is made:δy3δh3
δt3
 = A32A21A10
 δy0δh0 = 0
δt0 = 0
 . (5.8)
d. We cannot easily fit the post-processing error correction formula given in [14] into our general framework without
assuming a specific Runge–Kutta method. Hence, we will only report the numerical results obtained with this correction
for a model problem in Section 5.3.
We also note that the tangents of the first time step and time point are zero, since these quantities are assumed to be
constant. Multiplying through in (5.3)–(5.8) gives:
δ˜y3 =
(
∂ f
∂y
)
2
(
∂ f
∂y
)
1
(
∂ f
∂y
)
0
δy0, (5.9a)
δ̂y3 = δ˜y3 +
[(
∂ f
∂y
)
2
(
∂ f
∂h
)
1
−
(
∂ f
∂h
)
2
+
(
∂ f
∂t
)
2
](
∂g
∂y
)
0
δy0, (5.9b)
δy3 = δ˜y3 +
[(
∂ f
∂y
)
2
(
∂ f
∂h
)
1
+
(
∂ f
∂h
)
2
(
∂g
∂h
)
1
+
(
∂ f
∂t
)
2
](
∂g
∂y
)
0
δy0 +
(
∂ f
∂h
)
2
(
∂g
∂y
)
1
(
∂ f
∂y
)
0
δy0. (5.9c)
In the above equations, the integer subscript on the partial derivatives denotes the time level where the Jacobians are
evaluated at, e.g.,(
∂ f
∂y
)
i
=
(
∂ f
∂y
)
(yi, hi, t i). (5.10)
As shown in [14], δ˜y3 6= δy3. Moreover, it is apparent that adjusting the final time step with (5.2) eliminates only part
of the spurious terms in δy3. Hence δ˜y3 6= δ̂y3. For an arbitrary δy0, we can expect the perturbation in δ̂y3 (Eq. (5.9b)) to be
small if[(
∂ f
∂y
)
2
(
∂ f
∂h
)
1
+
(
∂ f
∂t
)
2
−
(
∂ f
∂h
)
2
](
∂g
∂y
)
0
, (5.11)
is small with respect to ‖δy0‖, but this may not always be the case. The spurious derivatives in δ̂y3 may accumulate over
time and reduce the order of accuracy of the TLM solution.
5.2. The discrete adjoint
The discrete adjoints for the test cases a, b, and c, are obtained by transposing each sequence of TLM transformations
(5.3), (5.6) and (5.8), respectively:λ˜0µ˜0
ν˜0
 = (A10)THT (A21)THT (A32)T
 λ3µ3 = 0
ν3 = 0
 , (5.12a)
λ̂0µ̂0
ν̂0
 = (A10)T (A21)TBT (A32)T
 λ3µ3 = 0
ν3 = 0
 , (5.12b)
λ0µ0
ν0
 = (A10)T (A21)T (A32)T
 λ3µ3 = 0
ν3 = 0
 . (5.12c)
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Additionally, we look at the corrected adjoint, whereλ
0
c
µ0c
ν0c
 = C10C21C32
 λ3µ3 = 0
ν3 = 0
 . (5.13)
Here C10 , C
2
1 and C
3
2 are the corrected (transposed) Jacobians:
C i+1i =

(
∂ f
∂y
)T
−
(
∂g
∂y
)
+
(
∂g
∂y
)T
0N×1(
∂ f
∂h
)T
∂g
∂h
1(
∂ f
∂t
)T
∂g
∂t
1

(yi,hi,t i)
=

(
∂ f
∂y
)T
0N×1 0N×1(
∂ f
∂h
)T
∂g
∂h
1(
∂ f
∂t
)T
∂g
∂t
1

(yi,hi,t i)
. (5.14)
Hence:
λ˜0 =
(
∂ f
∂y
)T
0
(
∂ f
∂y
)T
1
(
∂ f
∂y
)T
2
λ3, (5.15a)
λ̂0 = λ˜0 +
(
∂g
∂y
)T
0
[(
∂ f
∂h
)T
1
(
∂ f
∂y
)T
2
−
(
∂ f
∂h
)T
2
+
(
∂ f
∂t
)T
2
]
λ3, (5.15b)
λ0 = λ˜0 +
(
∂g
∂y
)T
0
[(
∂ f
∂h
)T
1
(
∂ f
∂h
)T
2
+
(
∂g
∂h
)
1
(
∂ f
∂h
)T
2
+
(
∂ f
∂t
)T
2
]
λ3 +
(
∂ f
∂y
)T
0
(
∂g
∂y
)T
1
(
∂ f
∂h
)T
2
λ3, (5.15c)
λ0c = λ˜0. (5.15d)
If the last time step is adjusted in the forward code, the discrete adjoint λ̂0 6= λ˜0, therefore the correction (3.12) is still
necessary.
5.3. A numerical example
We implement the three-step algorithms discussed above for a scalar IVP:
y˙ = γ ty,
y(0) = 1, t0 = 0 ≤ t ≤ t3 ≈ 0.1031, (5.16)
with γ = −1. The exact solution of (5.16) is
y(t) = exp
(
γ
t2
2
)
. (5.17)
Since (5.16) is a linear IVP, its tangent linear model has the exact same form. We choose the same initial condition
δy(0) = y(0) = 1, hence δy(t) = y(t) for all t .
The final value problem adjoint to (5.16) is:
λ˙ = −γ tλ,
λ(t3) = y(t0) = 1, t3 ≥ t ≥ t0, (5.18)
with
λ(t0) = y(t3) = exp
(
γ
(t3)2
2
)
. (5.19)
One step of the forward integration algorithm looks as follows:
yn+1 = f (yn, hn, tn) = yn + hnγ tnyn,
hn+1 = g(yn, hn, tn) = hn
√
ATOL∣∣exp ( γ2 [(tn + hn)2 − (tn)2])∣∣ yn ,
tn+1 = tn + hn. (5.20)
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Table 1
Errors in the discrete tangent linear solutions for the IVP (5.16) induced by the spurious AD-generated sensitivities. Here, δy3c is the post-processed TLM
solution, using the error correction formula in [14]. δ˜y3 and δ̂y3 are defined in (5.9a) and (5.9b), respectively. The time step adjustment (5.2), and the
a posteriori error correction [14], lead to improvements over the uncorrected solution δy3 . However, these two approaches are not equivalent to a full
passivation of the time step controller mechanism. The extra derivatives in (5.9b) and (5.9c) are found to exactly account for these errors.
|δ˜y3 − δy3| 1.61063× 10−4
|δ˜y3 − δ̂y3| 4.37644× 10−6
|δ˜y3 − δy3c | 4.52807× 10−6
Table 2
Errors in the discrete adjoint solutions for the final value problem (5.18) generated by the non-physical time step adjoints. Here, λ0c is the post-processed
discrete adjoint at t0 . λ˜0 and λ̂0 are defined in (5.15a) and (5.15b), respectively. The adjoint correction (3.12) leads to an accurate discrete adjoint. Adjusting
h2 to hit t3 exactly improves the quality of λ̂0 over the default solution λ0 for this problem, but not all spurious derivatives are eliminated, as shown in
(5.15b). Hence, in general, λ˜0 6= λ̂0 .
|λ˜0 − λ0| 1.61063× 10−4
|λ˜0 − λ̂0| 4.37644× 10−6
|λ˜0 − λ0c | 0
We evolve the solution with the forward Euler method. The time step estimator controls the absolute local error based
on the exact solution, with ATOL = 10−3. We wrote the code using in double precision FORTRAN, and we generated the
tangent linear and discrete adjoint models with the help of TAMC [7].
Tables 1 and 2 show the numerical errors generated by the spurious forward and adjoint derivatives. While small in
absolute value for this example, theymay grow in time and impact the overall accuracy of the numerical solutions. This may
happen even when the final time step is adjusted, if (5.11) is O(1) for a given numerical method. The time step adjustment
partially corrects for the spurious factors in (5.9c) and (5.15c). Also, the post-processing technique derived in [14] improves
the accuracy of the tangent linear and adjoint solutions. Still, both approaches do not eliminate all the AD artifacts, and are
therefore not equivalent to a full controller ‘‘passivation’’: δ˜y3 6= δy3c , δ˜y3 6= δ̂y3, and λ˜0 6= λ̂0.
We note that δ̂y3 = λ̂0, δy3 = λ0, and δ˜y3 = λ˜0 (up to machine roundoff). This is expected from the set up for our
problem, and is also due to the transpose relationship that holds between the discrete tangent linear and adjoint models
(compare, for example (5.3) and (5.12a)).
6. Discrete second order adjoints
It is known that second order adjoints can be computed either by two reverse mode differentiations (adjoint-over-
adjoint) or, more efficiently, through a forward mode differentiation of the original model’s adjoint (forward-over-
adjoint) [1,27]. Thus, it is natural to ask if we can couple the adjoint corrections (3.12) or (4.11) with the tangent linear
code modifications described in [14]. We will show that this approach leads to accurate discrete second order adjoints of
adaptive numerical integrators.
We will work within the general framework described in Section 3. The second order discrete adjoint system allows one
to obtain second order derivative information for the cost function (2.5), in the form of Hessian-vector products
∂2Ĵ
(∂y0)2
· δy0, (6.1)
with δy0 ∈ RN an arbitrary vector. We henceforth mark all discrete second order adjoint variables by an upper dot. Thus,
the second order adjoint state vector at tn has the following structure (compare with (3.7)):
λ˙ =
λ˙µ˙
ν˙
 . (6.2)
The discrete second order adjoint consistent with the ODE (2.10) reads:
λ˙n =
(
∂ f
∂y
∣∣∣∣
(yn,hn,tn)
)T
λ˙n+1 +
(
∂2f
∂y2
∣∣∣∣
(yn,hn,tn)
⊗ δyn
)T
λn+1, M − 1 ≥ n ≥ 0
λ˙M = ∂
2Ĵ
(∂yM)2
· δyM . (6.3)
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In (6.3) λn satisfies the first order adjoint equation (3.3), and δyn is solution of the discrete TLM model:
δyn = ∂ f
∂y
δyn−1, 1 ≤ n ≤ M. (6.4)
Note that the initial tangent linear model state is set to δy0. Solving (6.3) yields [21]:
λ˙0 = ∂
2Ĵ
(∂y0)2
· δy0. (6.5)
We now investigate the second order adjoint model of (3.1a)–(3.1c) given by two successive invocations of AD. For
efficiency [27], we take the forward-over-adjoint path, i.e., we differentiate (3.9a)–(3.9c) in the direction
δv0 =
δy0δh0
δt0
T . (6.6)
Hence, the second order adjoint model generated by AD has the following structure:
λ˙n =
(
∂2f
∂y2
⊗ δyn
)T
λn+1 +
(
∂ f
∂y
)T
λ˙n+1 + δhn
(
∂2f
∂y∂h
)T
λn+1 + δtn
(
∂2f
∂y∂t
)T
λn+1 +
(
∂g
∂y
)T
µ˙n+1
+µn+1
(
∂2g
∂y2
)T
δyn + µn+1
(
∂2g
∂y∂h
)T
δhn + µn+1
(
∂2g
∂y∂t
)T
δtn (6.7a)
µ˙n = (δyn)T ( ∂2f
∂h∂y
)T
λn+1 + δhn
(
∂2f
∂h2
)T
λn+1 + δtn
(
∂2f
∂h∂t
)T
λn+1 + µn+1 ∂
2g
∂h∂y
(
δyn
)T + δhn ∂2g
∂h2
µn+1
+ δtn ∂
2g
∂h∂t
µn+1 +
(
∂ f
∂h
)T
λ˙n+1 + ∂g
∂h
µ˙n+1 + ν˙n+1 (6.7b)
ν˙n = (δyn)T ( ∂2f
∂t∂y
)T
λn+1 + δhn
(
∂2f
∂t∂h
)T
λn+1 + δtn
(
∂2f
∂t2
)T
λn+1 + (δyn)T ∂2g
∂t∂y
µn+1 + δhn ∂
2g
∂t∂h
µn+1
+ δtn ∂
2g
∂t2
µn+1 + ∂ f
∂t
λ˙n+1 + ∂g
∂t
µ˙n+1 + ν˙n+1, M − 1 ≥ n ≥ 0. (6.7c)
The update (6.7) is not identical to (6.3): several spurious terms are added at each time step. Also, note that δyn gets
updated by the AD-generated TLM model (3.6)
δyn = ∂ f
∂y
δyn−1 + ∂ f
∂h
δhn−1 + ∂ f
∂t
δtn−1, 1 ≤ n ≤ M, (6.8)
instead of (2.6). This mismatch is another source of errors in the second order discrete adjoint solution λ˙n, since the second
order adjoint computations need to make use of an accurate tangent linear model trajectory.
To cancel out all the AD-induced perturbations in the discrete second order adjoint, one should follow this two-step
procedure:
(i) Restore the TLM solution δyn to the value given by (6.4). This can be done by zeroing out the spurious tangent derivatives
in the TLM code:
δhn ← 0
δtn ← 0 (6.9)
before the update (6.7). Alternatively, one can apply the post-processing strategy described in [14] at each time step.
Both of these approaches will result in a TLM solution accurate to order p (under suitable smoothness assumptions on
the solution δy(t)). Note that (6.9) implies that the forward differentiation of (3.9a)–(3.9c) is now performed in the
direction of δv0 = [(δy0)T 0 0]T.
(ii) Next, in the second order adjoint code, zero out the non-physical first and second order adjoint derivatives of the time
step:
µn+1 ← 0
µ˙n+1 ← 0. (6.10)
After (6.9) and (6.10), the second order adjoint trajectory is restored to the value given by (6.3). For completeness, we
remark that an approach equivalent to (6.10) is to implement (3.12), and then post-process [14] the second order adjoint
solution.
It is important to note that any correction to the TLM or first order adjoint variables, such as (6.9) or (6.10), should be
made after the second (forward) differentiation. If (6.9) is introduced before the second order adjoint code is generated, then
it may influence the behavior of the AD engine and result in unusable code.
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7. Numerical experiments
All numerical tests were performed on an Intel Pentium 4Workstation running Fedora Core Linux, with the Runge–Kutta
routines coded in double precision Fortran 90.
We used the fifth order DOPRI5(4) Runge–Kutta method [31] with variable time stepping in all numerical experiments.
DOPRI5(4) uses the stage values to compute two solution approximations of different accuracies at every time step. The
first of these two numerical solutions is used to advance the integrator state, and the other (less accurate) solution serves
to control the local error and the time step size. This approach significantly lowers the cost of step rejections. The time step
controller is based on the following formula [28]:
hn+1 = hn ·min {5,max {0.2, 0.9‖en‖−1/5}} . (7.1)
Here ‖en‖ is an estimate for the weighted norm of the local error at step n. This estimate is computed based on the relative
(rtol) and absolute (atol) integration tolerances:
‖en‖ =
√√√√ 1
N
N∑
i=1
(
ynerr(i)
atol(i)+ rtol(i) · |yn(i)|
)2
, (7.2)
with yerr approximating the local error of the Runge–Kutta method. We do not adjust the final integration step.
The reference solutions were obtained with MATLAB’s ode45 [32]. Here atol = 10−13, rtol = 10−12.
7.1. First order adjoint sensitivity analysis
We first investigate the discrete adjoint of the Prothero–Robinson IVP [33]:
y˙ = γ (y− φ(t))+ φ˙(t),
t0 = 0 ≤ t ≤ tF ≈ 2,
y(t0) = [0.5 0.5]T , (7.3)
with γ = −5, and
φ(t) = [sin t cos t]T . (7.4)
We choose:
J(y) = y1(tF ). (7.5)
Hence, the continuous adjoint of (7.3) reads:
λ˙ = γ λ, tF ≥ t ≥ t0,
λ(tF ) = [1 0]T . (7.6)
We differentiate our Runge–Kutta implementation using the reversemode of TAMC. Fig. 1 shows the two discrete adjoint
solution components and their root-mean-square (RMS) errors, both before (λ1, λ2) and after (λc1, λ
c
2) the adjoint correction
(3.12) is applied. The RMS errors are computed using the formula:
RMS =
√√√√√√ 1M
M∑
n=0
 ∣∣λref(tn)− λn∣∣
max
{∣∣λref(tn)∣∣ , |λn| , tol}

2
, (7.7)
with tol ≈ 10−12 (to avoid divisions by zero). One can see in Fig. 1(a–b) that black-box invocation of AD results in very
large errors in both components of the discrete adjoint trajectory. This is consistent with the behavior predicted by the
mathematical derivations (4.9). The adjoint solution is completely wrong. After the correction is applied, the accuracy of the
discrete adjoint solution matches that of the underlying Runge–Kutta method, as Fig. 1(c) illustrates.
Note that the two adjoint corrections (3.11) and (3.12) yield the same adjoint solutions (up to machine roundoff). Fig. 1
only shows the numerical results obtained with (3.11).
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7.2. Second order adjoint sensitivity analysis
For second order sensitivity analysis, we introduce a nonlinear term in the right-hand side of (7.3):
y˙1 = γ (y1 − sin t)+ y32 cos t,
y˙2 = γ (y2 − cos t)− y31 sin t,
t0 = 0 ≤ t ≤ tF = 2,
y(t0) = [0.5 0.5]T . (7.8)
Let the cost function J be defined by (7.5), and
δy0 = [1 0]T (7.9)
in (6.1). Then, the first order adjoint system for (7.8) has the form
λ˙1 = −γ λ1 + 3y21λ2 sin t
λ˙2 = −3y22λ1 cos t − γ λ2
λ(tF ) = [1 0]T , (7.10)
whereas the second order adjoint model reads:
σ˙1 = −γ σ1 + 3y21σ2 sin t + 6y1δy1λ2 sin t
σ˙2 = −3y22σ1 cos t − γ σ2 − 6y2δy2λ1 cos t
σ1(tF ) = σ2(tF ) = 0. (7.11)
Here σ(t) denotes the second order adjoint variable, and δy is the solution of the tangent linear model:
δy˙1 = γ δy1 + 3y22δy2 cos t
δy˙2 = −3y21δy1 sin t + γ δy2
δy(t0) = δy0. (7.12)
We build the second order adjoint of our DOPRI5(4) implementation through forward over reverse differentiation. The
results are shown in Fig. 2. As expected from (6.7), the second order adjoint of the DOPRI method is inconsistent with its
continuous counterpart (7.11). The reason for this is twofold: the errors in the second order adjoint variables are generated
both by the perturbations present in the first order adjoint solution λ (see (4.9)), and the spurious derivatives generated
during the second (forward) differentiation [14]. Fig. 2(a–b) contrasts the discrete solutions before – λ1, λ2 – and after – λc1,
λc2 – the post-processing ((6.9) and (6.10)), for atol = rtol = 10−7. The corrected solution is visually indistinguishable from
the reference λref, whereas the AD-computed adjoint is several orders of magnitude away from the true solution. Finally,
Fig. 2 shows the order of accuracy of the post-processed discrete adjoint, which matches that of the DOPRI pair used in the
forward model integration.
Fig. 2 only shows the solutions obtained after zeroing out all spurious forward and adjoint time step derivatives. Applying
(4.11) gives virtually identical results.
8. Conclusions
In this paper, we investigate the behavior of adaptive numerical integration algorithms under the reverse mode
of automatic differentiation. To maximize efficiency and reduce computation time, such algorithms rely on time step
controllers and local error estimators to keep the solution accuracy within user-specified bounds. The discrete adjoints
of such integrators can be automatically generated using automatic differentiation. If the time step controllers and error
estimators are not differentiated, adjoints of explicit Runge–Kutta methods remain consistent with the corresponding
continuous equations, as shown in [12,13]. However, isolating parts of the integrator code, in order to hide them from the
AD engine, can be far from trivial for legacy or industrial-scale numerical codes.
If the controllers or the error estimators are differentiated, the ADmechanismwill pick up the dependencies between the
time steps taken by the forwardmethod and themodel solution. This results in spurious adjoint time and time step gradients.
These non-physical derivatives influence the discrete adjoint trajectory at every time step. We show that the perturbations
addup and generate aO(1) error in the final solution. Thus, using the discrete adjoint code as-iswill yield incorrect gradients.
An analysis of the adjoint of a general one-step explicit adaptive integration scheme, reveals that simple code modifications
lead to a discrete adjoint solution that has the same order of accuracy as the underlying numerical method.
As a special case, we discuss the case when the last time step is adjusted to hit a prescribed final integration time. This is
a common feature of adaptive numerical integration codes. The time step adjustment leads to a significant improvement in
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accuracy of the discrete adjoint solution over the discrete adjoint computed with the original code (which has aO(1) error).
This is due to the result in [14], and the transpose relationship between the discrete tangent linear and adjoint models [30].
However, we show that not all the spurious derivatives from the tangent linear or adjoint solutions are eliminated. The
surviving perturbations may impact the accuracy of the numerical sensitivities, leading to an artificial drop in the order of
accuracy of the numerical integration scheme. Hence, an adjoint correction is still necessary. The mathematical derivations
are validated on a three-step numerical integration problem.
We also consider second order adjoints of adaptive integrators, obtained through forward-over-adjoint differentiation.
The analysis shows that it is possible to obtain accurate second order derivative information through straightforward post-
processing of the second order adjoint code.
Two examples that use Dormand and Prince’s DOPRI5(4) Runge–Kutta pair with adaptive error control are given. The
numerical results fully support the mathematical derivations in both cases. The AD-generated Runge–Kutta adjoints are
inconsistent with the continuous adjoint ODEs. However, once the adjoint corrections are applied, the first and second
order discrete adjoint solutions have the same order of accuracy as the underlying Runge–Kutta algorithm.
We plan to extend our analysis to the case of implicit Runge–Kutta methods. Also, we will consider other adaptive
mechanisms, such as numerical extrapolation, and dense output. The results from the application of our adjoint correction
techniques to the discrete adjoint of an industrial-scale model code, are the subject of a forthcoming paper.
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