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Einleitung
In dieser Arbeit werden wir Dimensionsformeln für verschiedene Vektorräume von
hermiteschen Spitzenformen mit Hilfe der Selbergschen Spurformel herleiten.
Es sei
Hn = {Z = X+ iY; X,Y ∈ Her(n,C),Y > 0}
der hermitesche Halbraum vom Grad n. Dann wird die unitäre Gruppe vom Grad n
definiert durch
U (n,C) =
{
M ∈ Mat(2n,C)|Mtr JM = J
}
und unter der unitären oder hermiteschen Modulgruppe vom Grad n verstehen wir
Γn = U (n,O(K)) = U (n,C) ∩Mat(2n,O(K)),
wobei O(K) der Ganzheitsring eines imaginärquadratischen Zahlkörpers
K = Q(
√−m) ist. Die Hauptkongruenzuntergruppe zur Stufe q wird gegeben durch
Γ(q) = {M ∈ Γ|M ≡ E mod q}.
Es sei Γ ≤ Γn eine Untergruppe von endlichem Index. Für M ∈ Γ schreiben wir
M =
(
A B
C D
)
. Dann operiert Γn auf Hn via
Z 7→ M〈Z〉 = (AZ+ B)(CZ+ D)−1.
Einen Fundamentalbereich bezüglich dieser Operation bezeichnen wir mit FΓ.
Der Strichoperator wird definiert durch
f |kM(Z) = det(CZ+ D)−k f (Z).
Braun (vergleiche unter anderem [Bra50] und [Bra51]) betrachtete nun hermitesche
Modulformen. Für n ≥ 2 ist eine hermitesche Modulform vom Gewicht k eine holo-
morphe Funktion
f : Hn → C mit f |kM = f für alle M ∈ Γ.
Den C-Vektorraum der Modulformen von festem Gewicht k bezeichnen wir mitMk(Γ).
Wie im Siegelschen Fall definiert man zudem den Φ-Operator durch
f |Φ : Hn−1 → C, Z1 7→ ( f |Φ)(Z1) = lim
t→∞ f
(
Z1 0
0 it
)
.
5
Ein f ∈ Mk(Γ) mit f |kR|Φ = 0 für alle R ∈ U (n,K) nennen wir Spitzenform vom
Gewicht k. Den C-Vektorraum aller Spitzenformen vom Gewicht k bezeichnen wir mit
Sk(Γ).
Eine allgemeinere und abstraktere Sichtweise auf unitäre Gruppen und automorphe
Formen wurde später durch Shimura (unter anderem in [Shi64] und [Shi78]) einge-
führt. Dadurch gelang es ihm, bestimmte Ergebnisse wesentlich allgemeiner zu for-
mulieren und zu beweisen, als es mit dem klassischen Ansatz möglich gewesen wäre.
Für einige Resultate werden wir daher auf diese Theorie zurückgreifen.
Es war bisher schon bekannt, dass Mk(Γ(q)) und somit auch Sk(Γ(q)) einen end-
lichdimensionalen C-Vektorraum bilden. In dieser Arbeit werden wir die Selbergsche
Spurformel nutzen, um dim(Sk(Γ2(q))) für q ∈ N mit q ≥ 2 zu berechnen. Dabei
müssen wir uns allerdings auf die Fälle beschränken, in der die Klassenzahl von K
gleich 1 ist.
Nützlich ist die Kenntnis der Dimension zum Beispiel, wenn man Erzeuger des Gra-
duierten Rings sucht. Kennt man bereits Erzeuger eines Teilringes, so kann man durch
einen Vergleich der Dimensionen überprüfen, ob dieser Teilring bereits der gesamte
Ring ist. Zudem ist es möglich, zu berechnen, welches Gewicht fehlende Erzeuger ha-
ben müssen. Aber auch in vergleichbaren Fällen, etwa wenn man überprüfen will, ob
eine linear unabhängige Menge von Modulformen bereits eine Basis bildet, kann man
dies über einen Dimensionsvergleich erhalten.
Die allgemeine Idee der Selbergschen Spurformel geht zurück auf Selberg [Sel56].
Diese Vorgehensweise ist nicht nur auf Spitzenformen beschränkt, eine Übersicht über
viele verschiedene Anwendungsmöglichkeiten wurde von Marklof [Mar12] geschrie-
ben. Erste Anwendungen der Selbergschen Spurformel auf Siegelsche Spitzenformen
wurden von Christian [Chr75], [Chr77] und Morita [Mor74] vorgenommen, welche un-
abhängig voneinander, mit einem leicht unterschiedlichem Vorgehen, Dimensionsfor-
meln für die Spitzenformen vom Grad 2 zu Hauptkongruenzuntergruppen der Stufe
q ≥ 3 fanden. Die Berechnung von dim(Sk(Sp(2,Z))) mittels der Selbergschen Spur-
formel wurde erstmals von Hashimoto [Has83] durchgeführt. Weitere Fälle wurden
unter anderem von Ibukiyama [Ibu] und Wakatsuki [Wak12] untersucht. Ibukiyama
betrachtete dabei Spitzenformen zur paramodularen Gruppe und Wakatsuki vektor-
wertige Spitzenformen. Wakatsuki gelang zudem das Herleiten einer Dimensionsfor-
mel für Spitzenformen zur Hauptkongruenzuntergruppe zur Stufe q ≥ 3 von beliebi-
gem Grad [Wak16].
Wir werden im ersten Kapitel die hermiteschen Modulformen auf die Weise einführen,
wie sie von Braun betrachtet wurden. Zudem werden wir Notationen für den Rest
der Arbeit festlegen und einige elementare Aussagen, die wir im Verlauf der Arbeit
benötigen, aus der Literatur zusammentragen.
Es stellt sich heraus, dass man für die Berechnung der Dimension mittels der Selberg-
schen Spurformel das Volumen eines Fundamentalbereiches FΓ2 benötigt, wobei wir
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H2 mit dem Maß dZ = det(Y)−4dXdY ausstatten, welches invariant ist unter der Ope-
ration Z 7→ M〈Z〉. Dieses Volumen wurde von Shimura [Shi97] berechnet. Wir werden
uns daher im zweiten Kapitel die Ergebnisse von Shimura ansehen. Da Shimura hier-
bei statt der Gruppe Γ2 eine Gruppe D, welche eine Untergruppe der Adelisierung
von U (2,K) ist, untersucht, werden wir dabei insbesondere herausarbeiten, in wel-
chem Fall diese Gruppe D ein Analogon zu unserer Gruppe Γ2 ist und das Ergebnis
von Shimura somit das Volumen von FΓ2 liefert.
Im dritten Kapitel werden wir dann die Selbergsche Spurformel für hermitesche Spit-
zenformen für allgemeines n ebenfalls für Spitzenformen mit Charakter herleiten. Es
ergibt sich dabei, dass für n = 2 und k > 6
dim(Sk(Γ)) = C(k, 2)# Z(Γ)
∫
FΓ
∑
M∈Γ
HM(Z)dZ
ist, wobei
HM(Z) = det
(
Z−M〈Z〉tr
2i
)−k
det M{Z}−k det(Y)k
und C(k, 2) = 2−6pi−4(k− 3)(k− 2)2(k− 1) ist. Wir werden außerdem mögliche Um-
formungen der Spurformel betrachten, welche es uns ermöglichen, diese in den spä-
teren Kapiteln auszuwerten. Ein Problem beim Umformen ist, dass man die Sum-
mation und die Integration nicht vertauschen kann. Dieses Problem lässt sich durch
das Einfügen von konvergenzerzeugenden Faktoren pM(Z, e) umgehen. Daher wer-
den wir in diesem Kapitel auch konvergenzerzeugende Faktoren betrachten. Es ergibt
sich dann
dim(Sk(Γ)) = C(k, 2)# Z(Γ) · lime→0 ∑{M}∈Γ
∫
Z(M,Γ)\Hn
HM(Z)pM(Z, e)dZ.
Die Summe über {M} ∈ Γ bedutet, dass über ein Vertretersystem der Konjugati-
onsklassen von Γ summiert wird. Insbesondere werden wir zudem eine Formel für
Normalteiler der Gruppe Γ2 angeben. Diese ermöglicht es uns, die Dimension von
Sk(Γ2(q)) zu berechnen, dabei aber Vertreter in Γ2 statt in Γ2(q) zu suchen. Das ist
normalerweise einfacher.
Zum Auswerten der Selbergschen Spurformel ist es nötig, Vertreter der Konjugati-
onsklassen von Γ2, beziehungsweise von U (2,C), zu kennen. Daher werden wir uns
im vierten Kapitel damit beschäftigen, wie man Vertreter von möglichst einfacher Ge-
stalt findet. Wir beginnen mit Vertretern in U (2,C) und betrachten dann Vertreter in
U (2,K) für einen konjugationsstabilen Körper K. Dabei stellt sich heraus, dass sich die
Ergebnisse dabei unterscheiden, je nachdem ob K algebraisch abgeschlossen ist oder
nicht. Zum Schluss des Kapitels beschäftigen wir uns dann mit zwei unterschiedli-
chen Möglichkeiten, Vertreter in Γ2 zu finden. Diese Resultate gelten dabei nur, falls
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die Klassenzahl von K gleich 1 ist, da wir nutzen, dass der Ganzheitsring O(K) in
diesem Fall ein Hauptidealring ist.
In Kapitel 5 werden wir nachweisen, dass der Beitrag von gewissen Konjugations-
klassen zum Dimensionsintegral der Selbergschen Spurformel 0 ist. Dabei stellt sich
heraus, dass dieses Ergebnis nur vom Vertreter in U (2,C) abhängig ist. Insbesondere
benötigen wir deswegen keine Vertreter dieser Konjugationsklassen in Γ2.
Nachdem wir in Kapitel 5 das Verschwinden einiger Integrale gezeigt haben, werden
wir im sechsten Kapitel, mit Hilfe der Methoden aus dem vierten Kapitel, ein Ver-
tretersystem für die restlichen Konjugationsklassen in Γ2(q) bestimmen. Das Ergebnis
unterscheidet sich dabei für q = 2 und q > 2, da Matrizen mit einem charakteristi-
schen Polynom χM(x) = (x + 1)2(x − 1)2 nur in Γ2(2), aber nicht in Γ2(q) für q > 2
liegen. Die Beiträge dieser Matrizen werden wir dann im siebten Kapitel berechnen.
Dabei werden wir die Resultate so allgemein wie möglich halten und decken damit
ebenfalls einige der Konjugationsklassen ab, die in Γ2, aber nicht in Γ2(q) auftreten.
Im achten Kapitel werden wir dann unsere Ergebnisse aus den vorherigen Kapiteln
zusammentragen um eine Formel für die Dimension des Vektorraumes der Spitzen-
formen zur Hauptkongruenzuntergruppe Γ2(q) anzugeben. Dazu bestimmen wir zu-
sätzlich den Index µn(q,m) = [Γn/ Z(Γn) : Γn(q)/ Z(Γn(q))] und betrachten Shintani-
Zetafunktionen zu hermiteschen Formen, wie sie von Shintani und Sato [SS74] einge-
führt wurden. Es ergibt sich, dass für k > 6
dim (Sk(Γ2(2)))
= µ2(2,m)
(
vol(FΓ) · (k− 1)(k− 2)2(k− 3)
26pi4
+
(−1)k · (2k2 − 20k+ 49)− 1
28 · 32 · # Z(Γ)
)
und für q > 2
dim (Sk(Γ2(q))) = µ2(q,m) ·
(
vol(FΓ) · (k− 1)(k− 2)2(k− 3)
26pi4
− 1
24 · 32 · q4 · # Z(Γ)
)
gilt. Zum Schluss geben wir einen kurzen Ausblick auf mögliche Verallgemeinerungen
des Resultates dieser Arbeit und gehen auf die größten Schwierigkeiten ein, die bei
diesen Verallgemeinerungen auftreten.
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I Notationen und hermitesche
Modulformen
In diesem Kapitel werden wir erklären, was hermitesche Modulformen sind und eini-
ge bekannte Eigenschaften zusammentragen, die wir später benötigen.
§ 1 Notationen
Wir beginnen mit einigen Notationen.
In dieser Arbeit ist K immer ein konjugationsstabiler Körper. Ist also z ∈ K, so ist
auch z ∈ K. Wir interessieren uns dabei eigentlich nur für K = C oder K = Q(√−m)
für quadratfreies m ∈ N, also den Fall, dass K ein imaginärquadratischer Zahlkörper
ist.
Befassen wir uns daher zuerst mit einigen bekannten Eigenschaften von imaginärqua-
dratischen Zahlkörpern. Die Aussagen finden sich alle in [Neu92].
Es sei z = x+
√−m · y ∈ K, dann ist N(z) = x2 +my2 die Norm von z und
Spur(z) = 2x die Spur von z.
Mit O(K) bezeichnen wir den Ganzheitsring von K. Dieser ist gegeben durch
O(K) =
{
Z+
√−m ·Z, m ≡ 1, 2 mod 4,
Z+ 1+
√−m
2 ·Z, m ≡ 3 mod 4.
Es bezeichne zudem
∆K =
{
−4m, m ≡ 1, 2 mod 4,
−m, m ≡ 3 mod 4,
die Diskriminante von K.
Kommen wir nun zur Klassenzahl von K. Diese ist definiert als die Ordnung der
Idealklassengruppe von K. Wir benötigen für unsere Arbeit, dass die Klassenzahl von
K genau dann 1 ist, wenn O(K) ein Hauptidealring ist. Insbesondere ist damit der
Begriff ggT in O(K) eindeutig definiert und zu a, b ∈ O(K) finden wir x, y ∈ O(K)
mit ax+ by = ggT(a, b).
Es ist bekannt:
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I Notationen und hermitesche Modulformen
(1.1) Satz
Es gibt genau 9 imaginärquadratische Zahlkörper Q(
√−m) mit Klassenzahl 1.
Diese sind gegeben durch m ∈ {1, 2, 3, 7, 11, 19, 43, 67, 163}. 
Wir benötigen später zudem noch den Charakter der Körpererweiterung
χK/Q = χK = χ. Diesen entnehmen wir [Zag81].
Wir nennen D ∈ Z eine Fundamentaldiskriminante, wenn ein quadratischer Zahlkör-
per K (nicht notwendigerweise imaginärquadratisch) existiert, so dass die Diskrimi-
nante von K gerade D ist. Eine Fundamentaldiskriminante heißt Primdiskriminante,
wenn |D| eine echte Primzahlpotenz ist.
Ist D eine Primdiskriminante, so definieren wir χD mit Hilfe des Jacobi-Symbols
χ−4(n) =
(−4
n
)
, χ−8(n) =
(−8
n
)
, χ8(n) =
(
8
n
)
,
χp(n) =
(
n
|p|
)
für p ∈ ±P\{2}.
Dabei sei P ⊂N die Menge der Primzahlen.
Ist D keine Primdiskriminante, so ist D = D1 · ... · Dr mit Primdiskriminanten Dj.
Dann definieren wir
χD =
r
∏
j=1
χDj und χK = χ∆K .
Es ist dann χK(−1) = −1 für alle imaginärquadratisch Zahlkörper K und der Führer
von χ ist |∆K|.
Nun sei p ∈ P. Dann ist χK(p) = −1 genau dann, wenn p träge ist. Träge bedeutet
dabei, dass das Ideal 〈p〉 in O(K) irreduzibel ist.
Es ist χK(p) = 1 äquivalent dazu, dass sich das Ideal 〈p〉 in O(K) schreiben lässt
als 〈p〉 = 〈p1〉 · 〈p1〉 mit p1 ∈ O(K) und 〈p1〉 6= 〈p1〉. In diesem Fall nennt man p
zerlegt.
Und χK(p) = 0 ist dazu äquivalent, dass p verzweigt ist. Das bedeutet, dass sich das
Ideal 〈p〉 in O(K) schreiben lässt als 〈p〉 = 〈p1〉2.
Zuletzt betrachten wir noch die Differente.
Es gibt für diese mehrere äquivalente Definitionen. Wir verwenden hier die ursprüng-
lich von Dedekind gewählte Definition.
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§ 1 Notationen
Ist a ∈ O(K) und f (x) ∈ Z[x] das Minimalpolynom von a, so definieren wir die
Differente des Elementes a durch
δ(a) =
{
f ′(a), falls K = Q(a),
0, falls K 6= Q(a).
Ist O(K) = Z[a], so nennen wir das Ideal d = 〈δ(a)〉O(K) die Differente von K.
Die Differente ist damit ein Hauptideal und zusätzlich gilt N(d) = |∆K|.
- Weitere Notationen -
Ist G eine Gruppe so bezeichnen wir das Zentrum von G mit Z(G) und den Zentrali-
sator von g ∈ G bezeichnen wir mit Z(g,G).
Nun sei R ⊂ C ein konjugationsstabiler Ring.
Dann bezeichne Mat(n, R) die Menge der n× n Matrizen über R. Statt Mat(n, R) nut-
zen wir ebenfalls die Schreibweise Rn×n. Ist M, N ∈ Mat(n, R) so sei weiter
M[N] := Ntr ·M · N.
Die Gruppe der invertierbaren Matrizen bezeichnen wir mit GL(n, R) und die der
Matrizen mit Determinante 1 mit SL(n, R).
Weiter bezeichne Her(n, R) die Menge der hermiteschen n× n Matrizen, also der Ma-
trizen H ∈ Mat(n, R) mit H = Htr. Ist H ∈ Her(n, R) positiv definit, so schreiben wir
auch H > 0. Zudem schreiben wir H1 > H2, falls H1 − H2 > 0 ist.
Die Menge aller komplexen, positiv definiten hermiteschen n× n Matrizen bezeichnen
wir mit P(n) = {H ∈ Her(n,C); H > 0}.
Mit En bezeichnen wir die n× n Einheitsmatrix. Ist die Dimension dabei eindeutig, so
schreiben wir auch einfach E.
Zuletzt sei noch
U(n1, n2, R) =
{
U ∈ GL(n1 + n2, R); Utr
(
En1 0
0 −En2
)
U =
(
En1 0
0 −En2
)}
.
Zudem sei U(n, R) = U(n, 0, R).
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I Notationen und hermitesche Modulformen
- L-Reihen -
Beim Auswerten der Selbergschen Spurformel werden an verschiedenen Stellen Di-
richletsche L-Reihen zum Charakter χK auftreten. Daher werden wir noch einige Wer-
te dieser L-Reihen angeben. Diese sind zum Beispiel in [Neu92, VII] zu finden.
Die L-Reihe zu einem Dirichletschen Charakter χ ist definiert durch L(s,χ) =
∞
∑
n=1
χ(n)
ns .
Diese Reihe konvergiert absolut und lokal gleichmäßig für Re(s) > 1.
Ist χ nicht der Hauptcharakter, so besitzt L eine holomorphe Fortsetzung auf ganz
C.
Ist χ zudem ein ungerader Charakter mit Führer N, so ist für jedes k ∈ N der Wert
L(2k− 1,χ) gegeben durch
L(2k− 1,χ) = Gχ · (2pii)
2k−1
2N · (2k− 1)! ·
N−1
∑
j=1
χ(j)B2n+1
(
j
N
)
.
Dabei ist Gχ =
N
∑
j=1
χ(j)e2piij die Gaußsche Summe zum Charakter χ.
Zudem sei Bn(x) =
n
∑
j=0
(nj) · Bn−j · xj das n-te Bernoulli-Polynom, wobei Bn die n-te
Bernoulli-Zahl ist.
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§ 2 Die hermitesche Modulgruppe
§ 2 Die hermitesche Modulgruppe
Kommen wir nun zur hermiteschen Modulgruppe. Diese wurde in [Bra51] betrach-
tet.
- Die unitäre Gruppe -
Zuerst definieren wir die unitäre Gruppe vom Grad n über dem Körper K.
Die Matrix Jn = J ist definiert als Jn :=
(
0 En
−En 0
)
.
(2.1) Definition
Wir nennen
U (n,K) =
{
M ∈ Mat(2n,K)|Mtr JM = J
}
die unitäre Gruppe vom Grad n über K. 
Wir nutzen dabei, soweit nichts anderes angegeben ist, die Zerlegung M =
(
A B
C D
)
in n× n Blöcke A, B, C und D.
(2.2) Lemma (Grundgleichungen)
Es ist
M ∈ U (n,K)⇔ AtrC, BtrD ∈ Her(n,K), AtrD− CtrB = E
⇔ ABtr,CDtr ∈ Her(n,K), ADtr − BCtr = E. 
Zudem haben wir die folgende einfache Darstellung von M−1.
(2.3) Lemma
Ist M ∈ U (n,K), so ist M−1 ∈ U (n,K) und es gilt M−1 =
(
Dtr −Btr
−Ctr Atr
)
. 
Es gelten unter anderem folgende Eigenschaften.
Ist M ∈ U (n,K), so ist |det(M)| = 1. Zudem ist U (1,C) = S1 SL(2,R). Dabei be-
zeichnet S1 = {z ∈ C| |z| = 1} die Sphäre.
Beispiele von Matrizen in U (n,K) sind unter anderem
(
U 0
0 U− tr
)
mit U ∈ GL(n,K),(
E H
0 E
)
mit H ∈ Her(n,K) und die Matrix J. Diese Matrizen erzeugen sogar schon
U (n,K).
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- Die Modulgruppe -
Um Modulformen zu definieren, benötigen wir eine arithmetische Untergruppe von
U (n,C). Die einfachste Möglichkeit eine solche Untergruppe zu konstruieren, ist, den
Ganzheitsring eines imaginärquadratischen Zahlkörpers zu nutzen.
Sei nun K ein imaginärquadratischer Zahlkörper.
Unter der vollen hermiteschen Modulgruppe vom Grad n zum Körper K verstehen
wir die Gruppe
U (n,O(K)) =
{
M ∈ Mat(2n,O(K))|Mtr JM = J
}
.
Diese Gruppe bezeichnen wir auch mit Γn oder einfach mit Γ. In diesem Kapitel und
Kapitel III gelten allerdings viele Aussagen auch für eine allgemeine arithmetische
Untergruppe von U (n,C), während wir in anderen Abschnitten sogar benötigen, dass
die Klassenzahl von K gleich 1 ist. Daher kann mit Γ in diesen Fällen auch eine belie-
bige arithmetische Untergruppe von U (n,C) gemeint sein. Dies werden wir aber am
Anfang des Kapitels erwähnen.
Auch hier gilt, dass für U ∈ GL(n,O(K)) und H ∈ Her(n,O(K)) die Matrizen(
U 0
0 U− tr
)
und
(
E H
0 E
)
in Γn sind.
- Weitere Untergruppen der Modulgruppe -
Wir benötigen noch einige Untergruppen der Modulgruppe. Wir beginnen mit der
sogenannten Hauptkongruenzuntergruppe der Stufe q ∈ O(K)\{0}.
(2.4) Definition
Die Hauptkongruenzuntergruppe der Stufe q ist definiert durch
Γn(q) = Γ(q) = {M ∈ Γ|M ≡ E mod q} . 
Für jede Stufe q ist diese Gruppe sogar ein Normalteiler in Γ.
Zudem benötigen wir die folgenden Untergruppen:
(2.5) Definition
Wir definieren
Γn,0 = Γ0 =
{
M ∈ Γ|M =
(
A B
0 D
)}
und
ΓT =
{
M ∈ Γ|M =
(
E H
0 E
)}
.
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Zudem sei
Γn,0(q) = Γ0(q) =
{
M ∈ Γ|M =
(
A B
C D
)
; C ≡ 0 mod q
}
.

Für die Selbergsche Spurformel benötigen wir Vertreter der Konjugationsklassen von
Γ und U (2,C). Dafür sind die folgenden Untergruppen nützlich.
(2.6) Definition (Spitzengruppe)
a) Wir definieren für 0 ≤ j ≤ n die Menge U j(n,K) als Menge aller Matrizen M ∈
U (n,K) von der Form
M =

Aj 0 Bj ∗
∗ Pj ∗ ∗
Cj 0 Dj ∗
0 0 0 P−1j
 .
Dabei ist Pj eine (n− j)× (n− j) Matrix und Aj, Bj,Cj und Dj seien j× j Matrizen.
Weiter sei Mj :=
(
Aj Bj
Cj Dj
)
.
b) Analog zu a) definieren wir Γj = U j(n,OK). 
Es sei n = k1 + k2. Wir betrachten nun eine Einbettung
U (k1,K)×U (k2,K)→ U (n,K) ; (M1, M2) 7→ M1 ×M2 :=

A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
 .
Dem Bild dieser Einbettung geben wir ebenfalls eine Bezeichnung.
(2.7) Definition
Wir definieren
Uk1,k2(n,K) = {M1 ×M2|M1 ∈ U (k1,K) , M2 ∈ U (k2,K)} . 
Auch hier kann man analog Γk1,k2 definieren.
Zudem kann man auf diese Weise ebenfalls die Gruppen
GLk1,k2(n,K) = {U1 ×U2|U1 ∈ GL(k1,K),U2 ∈ GL(k2,K)}
und
Uk1,k2(n, n,K) = {M1 ×M2|M1 ∈ U(k1, k1,K), M2 ∈ U(k2, k2,K)}
definieren.
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§ 3 Der hermitesche Halbraum
Nun definieren wir den hermiteschen Halbraum. Dieser ist eine Verallgemeinerung
der oberen Halbebene H ⊂ C.
(3.1) Definition
Der hermitesche Halbraum vom Grad n ist gegeben durch
Hn = {Z = X+ iY; X ∈ Her(n,C),Y ∈ P(n)} . 
Es gilt H1 =H und HSien ⊂ Hn, wobei HSien der Siegelsche Halbraum vom Grad n sein
soll.
Die Matrix Re(Z) = X = Z+Z
tr
2 nennen wir den hermiteschen Realteil von Z und
Im(Z) = Y = Z−Z
tr
2i nennen wir den hermiteschen Imaginärteil von Y.
Man beachte, dass X und Y keine reellen Matrizen sein müssen. Wir schreiben nun
Xjk = Xrjk + iX
i
jk und Yjk = Y
r
jk + iY
i
jk für j 6= k. Es gilt zudem Xjk = Xkj und Yjk = Ykj.
Zudem ist Xjj = Xrjj und Yjj = Y
r
jj, da die Diagonaleinträge einer hermiteschen Matrix
reell sind.
Im Fall n = 2 schreiben wir auch
Z =
(
z1 z12
z21 z2
)
=
(
x1 xr + ixi
xr − ixi x2
)
+ i
(
y1 yr + iyi
yr − iyi y2
)
.
Ist M ∈ U (n,C) und Z ∈ Hn, so setzen wir M〈Z〉 = (AZ+ B) · (CZ+ D)−1.
(3.2) Lemma
Die Gruppe U (n,C) operiert transitiv auf Hn als Gruppe von biholomorphen Auto-
morphismen vermöge
U (n,C)×Hn → Hn, (M,Z) 7→ M〈Z〉. 
Das diese Abbildung wohldefiniert und eine Gruppenoperation ist, findet man zum
Beispiel in [Bra51].
Sei nun Z = X + iY ∈ Hn, dann ist
( E −X
0 E
) 〈Z〉 = iY und wegen Y > 0 existiert
ein U ∈ GL(n,C) mit Y[U] = E. Dann ist diag
(
Utr,U−1
)
〈iY〉 = iE. Damit ist die
Operation auch transitiv.
Nun betrachten wir einige der Eigenschaften, die wir später benötigen.
Die beiden folgenden Lemmata beweist man genauso wie im Siegelschen Fall. Für
diesen findet man sie zum Beispiel in [Fre83].
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(3.3) Lemma
Für jedes Z ∈ Hn und jedes Y˜ ≥ 0 gilt |det(Z+ iY˜)| ≥ |det(Z)|. 
Es sei nun M{Z} := (CZ+ D). Dann ist (MN){Z} = M{N〈Z〉} · N{Z} für alle
N, M ∈ U (n,C).
Zudem hat man folgende Darstellung für den Imaginärteil von M〈Z〉:
(3.4) Lemma
Es ist Im(M〈Z〉) = (CZ+ D)− tr Im(Z)(CZ+ D)−1. 
Durch das Maß dZ = det(Y)−2ndXdY wird nach [Bra51, (51)] ein unter der Operation
von U (n,C) invariantes Maß auf Hn gegeben.
Dabei sei dX = ∏
k≤n
dXrkk ∏
j<k
dXrjkdX
i
jk und ebenso dY = ∏
k≤n
dYrkk ∏
j<k
dYrjkdY
i
jk.
Nun sei FΓ ein Fundamentalbereich von der Operation von Γ auf Hn. Die Gruppe Γ
muss in dieser Definition nicht die Modulgruppe sein.
Ein Fundamentalbereich der Modulgruppe wurde von Braun in [Bra51, Lemma 2]
konstruiert, diesen bezeichnen wir auch einfach mit F . Wir benötigen lediglich, dass
das Volumen von F endlich ist, wie man [Bra51, Theorem III] entnehmen kann. Wählt
man den Fundamentalbereich zudem so, wie Braun ihn konstruiert hat, so gelten die
zwei folgenden Lemmata.
(3.5) Lemma
Es existieren c1, c2 > 0, sodass für jedes Z = X + iY ∈ FΓ gilt det(Y) ≥ c1 und
Y ≥ c2E. 
Dies wurde von Braun [Bra51, Theorem II] bewiesen.
In [Kli61] folgert Klingen in §1 (6) sogar die folgende Verschärfung des Lemmas:
(3.6) Lemma
Es existiert ein µ > 1, sodass µY > diag(y1, y2, ..., yn) > µ−1Y für alle Z = X+ iY ∈ F
gilt. 
Kommen wir nun zum sogenannten Vertikalstreifen, wie er im Siegelschen Fall zum
Beispiel in [Kli58] betrachtet wird.
(3.7) Bezeichnung
Mit
Vn(s) := V(s) :=
{
Z ∈ Hn| Spur(X2) ≤ s,Y ≥ 1s E
}
bezeichnen wir für jedes s > 0 den entsprechenden Vertikalstreifen. 
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Dieser hat folgende Eigenschaften:
(3.8) Bemerkung
a) Für jedes Z ∈ Hn existiert ein s > 0 mit Z ∈ V(s).
b) Es existiert ein s > 0, sodass FΓ ⊂ V(s) gilt.
c) Für jedes Kompaktum K ⊂ Hn existiert ein s > 0 mit K ⊂ V(s). 
Die folgenden beiden Hilfssätze sind in ihrer symplektischen Form die Hilfssätze 1
und 2 in [Kli58].
(3.9) Hilfssatz
Es sei K ⊂ Hn kompakt. Dann existiert ein c > 0, sodass Im(M〈Z1〉) ≤ c Im(M〈Z2〉)
für alle M ∈ U (n,C) und alle Z1,Z2 ∈ K gilt. 
(3.10) Hilfssatz
Zu jedem s > 0 gibt es ein positives c3 = c3(s, n), so dass
|det(Z+W)| ≥ c3|det(iE+W)|
für alle Z ∈ V(s) und alle W = H + iK mit H,K hermitesch und K ≥ 0. 
Beweis
Wir nehmen ohne Einschränkung s > 1 an.
Sei nun zuerst K = 0. Wir setzen G−1G− tr := Y−1[Ztr + H], welches positiv definit ist.
Des Weiteren sei FtrF := Y−1, P = G(X+ H)Ftr und Q = GF−1.
Es folgt
PPtr +QQtr = E.
PPtr ist positiv semidefinit und somit 0 ≤ PPtr ≤ E, damit ist |det(P)| ≤ 1, analog
folgt noch |det(Q)| ≤ 1. Weiter ist
QF(iE− X)Ftr + P = G(iE+ H)Ftr.
Aus dieser Gleichung folgt, dass G(iE+ H)Ftr nach oben beschränkt ist. Nach Defini-
tion der Matrizen gilt
|det(G(iE+ H)Ftr)| = |det(iE+ H)|/|det(Z+ H)|
und somit die Behauptung für K = 0.
Sei nun K beliebig. Dann wählen wir ein U mit (E+ K)[U] = E. Ein solches existiert,
da E+ K positiv definit ist.
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Die Gleichung ist nun äquivalent zu
|det(Z+W)[U]| ≥ c3|det(iE+W)[U]| = c3|det(iE+ H[U])|.
Wir definieren nun W˜ = H˜ = H[U] sowie X˜ = X[U] und Y˜ = (Y+ K)[U].
Dann ist Spur(X˜2) ≤ Spur(X2) Spur2(UUtr) ≤ sn2, da UUtr = (E+ K)−1 ≤ E.
Zudem ist Y˜ ≥ 1sE ⇔ Y + K ≥ 1sE[U−1] = 1s (E+ K), was wegen Y ≥ 1sE und s > 1
richtig ist. Damit konnten wir die Behauptung auf den Fall K = 0 zurückführen, den
wir oben bewiesen haben. 
(3.11) Korollar
Zu jedem s > 0 gibt es ein positives c′3 = c′3(s, n), so dass
|det(Z+W)| ≥ c′3|det(iY+W)|
für alle Z ∈ V(s) und alle W = H + iK mit H,K hermitesch und K ≥ 0. 
Beweis
Wieder sei ohne Einschränkung s > 1.
Es ist |det(Z+W)| ≥ c3|det(iE+W)| ≥ c3
∣∣det ( 1sE+W)∣∣.
Nun wenden wir (3.10) an auf Z˜ = X+ isE und W˜ =
(
iY− isE
)
+W und erhalten
|det(X+ iY+W)|=
∣∣∣∣det(X+ is E+
(
iY− i
s
E
)
+W
)∣∣∣∣
≥ c3
∣∣∣∣det( is E+
(
iY− i
s
E
)
+W
)∣∣∣∣ = c3|det(iY+W)|.
Für s > 1 kann man demnach c′3 = c3 setzen. Für s ≤ 1 kann auch c′3 < c3 gelten. 
Von Hugo Becker entnehmen wir aus [Bec55, (38)] den folgenden Hilfssatz.
(3.12) Hilfssatz (Gamma-Integral zum Kegel P(n))
Ist H ∈ P(n) und s > n− 1, so konvergiert das Integral
Γn(s, H) :=
∫
P(n)
(det(Y))se−pi Spur(HY)dv(Y)
absolut und es gilt
Γn(s, H) = det(H)−sΓn(s, E). 
Dabei sei dv(Y) = det(Y)−ndY.
Damit können wir wie im reellen die Konvergenz des folgenden Integrals zeigen:
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(3.13) Hilfssatz (Beta-Integral zum Kegel P(n))
Ist s > n− 1 und t− s > n− 1, so konvergiert das Integral
βn(s, t) :=
∫
P(n)
det(Y)s det(Y+ E)−tdv(Y)
absolut.
Insbesondere konvergiert für k > 4n− 2 das Integral∫
P(n)
det(Y)k/2−2n det(Y+ E)n−kdY
absolut. 
Beweis
Die Konvergenz von βn(s, t) für s > n − 1 und t − s > n − 1 findet man in [Kri85,
V(1.1)]. Danach hat man sogar die einfache Darstellung
βn(s, t) = pi
n(n−1)
2
n−1
∏
k=0
Γ(s− k)Γ(t− s− k)
Γ(t− k) .
Wir haben also s = k/2− n > n− 1⇔ k > 4n− 2 und
t− s = (k− n)− (k/2− n) = k/2 > n− 1⇔ k > 2n− 2.
Für k > 4n− 2 konvergiert also das angegebene Integral. 
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§ 4 Hermitesche Modulformen
Nachdem wir den hermiteschen Halbraum und die hermitesche Modulgruppe be-
trachtet haben, werden wir nun hermitesche Modulformen definieren. Die Gruppe Γ
muss dabei hier nicht unbedingt die volle Modulgruppe sein. Es reicht, wenn Γ eine
arithmetische Untergruppe von U (n,C) ist.
Wir beginnen mit dem Strichoperator.
(4.1) Definition
Wir definieren den Strichoperator f |kM durch
( f |kM)(Z) := (det(M{Z}))−k f (M〈Z〉). 
Sei zudem v ein abelscher Charakter der Gruppe Γ, also ein Gruppenhomomorphis-
mus Γ→ S1, wobei S1 = {z ∈ C; |z| = 1} die Sphäre ist. Insbesondere interessiert uns
natürlich der Fall v = 1.
(4.2) Definition (Hermitesche Modulform)
Sei k ∈ Z. Eine Funktion f : Hn → C heißt hermitesche Modulform zur Gruppe Γ
und Charakter v vom Gewicht k, wenn gilt
(M.1) f ist holomorph.
(M.2) f (M〈Z〉) = (det(M{Z}))k · f (Z) · v(M) für alle M ∈ Γ.
(M.3) Im Fall n = 1 ist f beschränkt auf {z ∈ H1; Im(z) ≥ 1}. 
Den C-Vektorraum der Modulformen zur Gruppe Γ und Charakter v vom Gewicht
k bezeichnen wir mit Mk(Γ, v). Es ist bekannt, dass Mk(Γ, v) für jedes k ∈ Z ein
endlichdimensionaler C-Vektorraum ist. Zudem gilt dim(Mk(Γ, v)) = 0 falls k < 0. Ist
v ≡ 1, so schreiben wir auch einfachMk(Γ).
Es sei nun Γ eine Untergruppe der Modulgruppe U (n,O(K)) von endlichem Index.
Von Braun wurde unter dieser Voraussetzung in [Bra55, Satz 2] gezeigt:
(4.3) Lemma
Eine Modulform ist auf FΓ beschränkt. 
Im Fall n = 1 wird dies durch die Bedingung (M.3) der Definition gesichert, für n > 1
nennt man dies Koecher-Effekt und folgt bereits aus (M.1) und (M.2).
Im Fall n = 1 sind die hermiteschen Modulformen auch Siegelsche Modulformen. Da
für jedes n ∈ N der Siegelsche Halbraum eine Teilmenge des hermiteschen Halbrau-
mes Hn ist, ist die Einschränkung einer hermiteschen Modulform f auf den Siegel-
schen Halbraum eine Siegelsche Modulform zur Gruppe Γ ∩ Sp(n,R).
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- Spitzenformen -
Ein für uns sehr wichtiger Unterraum der Modulformen wird durch die sogenann-
ten Spitzenformen gebildet. Denn die Selbergsche Spurformel liefert eine Dimensi-
onsformel für diese Spitzenformen. Die entsprechenden Aussagen sind in [Bra55] zu
finden.
Wir beginnen mit der Definition des Φ-Operators.
(4.4) Definition (Φ-Operator)
Für eine Abbildung f : Hn → C definieren wir den Operator Φ durch
f |Φ : Hn−1 → C, Z1 7→ ( f |Φ)(Z1) := lim
t→∞ f
(
Z1 0
0 it
)
,
sofern dieser Grenzwert existiert. 
Ist f eine Modulform, so existiert der Grenzwert und die Abbildung
Φ :Mk(Γn)→Mk(Γn−1), f 7→ f |Φ
ist ein Vektorraumhomomorphismus.
Damit können wir die Spitzenformen definieren.
(4.5) Definition (Spitzenform)
Man nennt f ∈ Mk(Γn) eine Spitzenform, wenn für alle R ∈ U (n,K) die Bedingung
f |R|Φ ≡ 0 gilt. Mit Sk(Γn) bezeichnen wir den Unterraum der Spitzenformen. 
Ist 1 die Klassenzahl von K und Γ die volle Modulgruppe, so reicht es bereits f |Φ ≡ 0
zu fordern.
Wie im Siegelschen Fall definieren wir des Weiteren unsere Funktion f˜ .
(4.6) Lemma
Ist f eine Spitzenform zum Gewicht k, so ist f˜ (Z) = det(Y)k/2| f (Z)| aufHn beschränkt
und nimmt sein Maximum in FΓ an. 
Für k > 0 ist diese Bedingung sogar äquivalent dazu, dass f eine Spitzenform ist.
Denn ist f ∈ Mk(Γ) und ist f˜ beschränkt auf H, dann ist f eine Spitzenform.
Des Weiteren gilt f˜ (M〈Z〉) = f˜ (Z) für alle M ∈ Γ und alle f ∈ Mk(Γ).
Ist f eine Spitzenform, so kann man die Beschränktheitsbedingung (4.6) sogar ver-
schärfen zu
lim
Z∈FΓ,|det(Y)|→∞
| f˜ (Z)| = 0.
Diese Bedingung ist dann auch für k = 0 äquivalent dazu, dass f eine Spitzenform
ist.
Diese Abschätzung folgt sofort aus der Abschätzung [Bra58, (1.17)]:
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(4.7) Lemma
Für jedes e > 0 und jedes R ∈ U (n,K) existieren Konstanten c1 und c2, sodass für alle
Z = X+ iY mit Y > eE
| f |R〈Z〉| ≤ c1e−c2
n√Y
gilt. 
Zuletzt definieren wir das Petersson-Skalarprodukt für Hermitesche Spitzenformen.
In [Bra58, (3.3)] wird der Raum der Spitzenformen vom Gewicht k durch
( f , g) =
∫
FΓ
f (Z)g(Z)det(Y)kdZ
mit einem Skalarprodukt ausgestattet.
Weiter gelten folgende Eigenschaften.
(4.8) Lemma
a) ( f , g) konvergiert absolut und ist unabhängig von der Wahl von FΓ. Das Integral
konvergiert sogar schon absolut, wenn f und g Modulformen vom Gewicht k sind
und nur einer der beiden Funktionen eine Spitzenform ist.
b) Es ist ( f , g) = (g, f ), ( f , f ) ≥ 0 und ( f , f ) = 0 genau dann, wenn f ≡ 0.
c) ( f |R, g|R) = ( f , g) für jedes R ∈ U (n,K).
d) Der Raum der Spitzenformen vom Gewicht k ist mit diesem Skalarprodukt ein
endlichdimensionaler Hilbert-Raum. 
- Eisensteinreihen -
Wir haben definiert, was man unter einer Modulform und unter einer Spitzenform
versteht. Nun sehen wir uns ein Beispiel einer Modulform an. Hier muss Γ die volle
Modulgruppe sein.
In [Bra49] betrachtet Braun Eisensteinreihen zur hermiteschen Modulgruppe auf dem
hermiteschen Halbraum. Wir werden nun einige ihrer Ergebnisse, die wir im folgen-
den benötigen, hier zitieren.
Wie Braun bezeichnen wir C und D als hermitesches Paar, wenn es eine Matrix
M =
(
A B
C D
) ∈ Γ gibt. Weiter bezeichnen wir zwei hermitesche Paare C1, D1 und C2, D2
als äquivalent, wenn ein U ∈ GLn(O(K)) existiert mit mit UC1 = C2 und UD1 = D2.
Ist Rang(C) = n, so bezeichnen wir weiter zwei hermitesche Paare C, D1 und C, D2 als
kongruent, wenn D1 = D2 + CH mit einem H ∈ Hern(O(K)) ist.
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(4.9) Definition (Eisensteinreihe)
Es gelte # Z(Γ)|k.
Dann ist die durch
Gk : Hn → C; Z 7→ ∑
(C,D)
det(CZ+ D)−k = ∑
M:Γn,0\Γ
det(CZ+ D)−k
gegebene Funktion für k > 2n absolut kompakt gleichmäßig konvergent und unab-
hängig von der Wahl des Vertretersystems der hermiteschen Paare. Die Funktion Gk
wird Eisensteinreihe genannt. 
Dabei bedeutet ∑
(C,D)
, dass wir über ein Vertretersystem nicht äquivalenter Hermite-
scher Paare summieren.
Mit ∑
C
∑
Dmod H
meinen wir, dass wir sogar nur über ein Vertretersystem von nicht
äquivalenten und nicht kongruenten Hermiteschen Paaren summieren.
Die Bedingung # Z(Γ)|k benötigt man zur Wohldefiniertheit der Funktion. Für die
Konvergenz von ∑
(C,D)
|det(CZ+ D)−k| benötigt man diese nicht.
Die Eisensteinreihe ist nun ein Beispiel für eine Modulform.
(4.10) Satz
Für k > 2n und # Z(Γ)|k ist die Funktion Gk eine Modulform vom Gewicht k.
Insbesondere ist Gk auf F beschränkt. 
Das folgende Lemma wurde von Klingen in [Kli66] für die Siegelsche Modulgruppe
bewiesen. Diesen Beweis werden wir nun auf die hermitesche Modulgruppe übertra-
gen.
(4.11) Lemma
Die Reihe
∑
M:ΓT\Γ
|det (Im(M〈iE〉))|k/2 |det (Im(M〈iE〉) + E)|n−k
ist für k > 4n− 2 absolut konvergent. 
Beweis
Es sei K ⊂ Hn kompakt mit iE ∈ K. Dann existiert nach (3.9) ein a1 mit
|det (Im(M〈iE〉))|k/2 |det (Im(M〈iE〉) + E)|n−k
≤ a1 |det (Im(M〈Z〉))|k/2 |det (Im(M〈Z〉) + E)|n−k
für alle M ∈ Γ und alle Z ∈ K.
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Bilden wir nun den Integralmittelwert bezüglich unserer Metrik, so erhalten wir, dass
ein a2 existiert mit
|det (Im(M〈iE〉))|k/2 |det (Im(M〈iE〉) + E)|n−k
≤ a2
∫
K
|det (Im(M〈Z〉))|k/2 |det (Im(M〈Z〉) + E)|n−k dZ
≤ a2
∫
M〈K〉
|det (Im(Z))|k/2 |det (Im(Z) + E)|n−k dZ.
Bekanntlich existieren nur endlich viele Matrizen M ∈ Γ mit M〈K〉 ∩ K 6= ∅. Die
Anzahl dieser Matrizen bezeichnen wir mit j.
Wir erhalten dann
∑
M:ΓT\Γ
|det (Im(M〈iE〉))|k/2 |det (Im(M〈iE〉) + E)|n−k
≤ a2 ∑
M:ΓT\Γ
∫
M〈K〉
|det (Im(Z))|k/2 |det (Im(Z) + E)|n−k dZ
≤ j · a2
∫
FΓT
det(Y)k/2 det(Y+ E)n−kdZ.
Dieses Integral konvergiert nach (3.13). Man beachte, dass ein Fundamentalbereich
von ΓT gegeben ist durch die Menge {X+ iY|X mod H reduziert}. 
Des Weiteren brauchen wir die folgende Abschätzung.
(4.12) Lemma
Es sei (C, D) ein teilerfremdes hermitesches Paar mit |det(C)| 6= 0 und Z ∈ Hn mit
Y ≥ µE. Dann konvergiert für k > 2n− 1 die Reihe
∑
H∈Her(n,O(K))
∣∣∣det(Z+ C−1D+ H)∣∣∣−k
und es existiert weiter eine Konstante c4, die nur von n, g und µ abhängig ist, sodass
∑
H∈Her(n,O(K))
∣∣∣det(Z+ C−1D+ H)∣∣∣−k
≤ c4
∫
Her(n,C)
∣∣∣det(Z+ C−1D+ H)∣∣∣−k dH.
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Weiter ist ∫
Her(n,C)
∣∣∣det(Z+ C−1D+ H)∣∣∣−k dH = c5|det(Y)|n−k
mit einer reellen Zahl c5 > 0. 
Beweis
Diese Aussagen sind die Gleichungen (27), (28), und (29) in [Bra49]. Die Konstante c5
ist dort auch genau ausgerechnet worden. 
Diese Aussage wurde von Braun mittels eines Integralvergleichskriterium hergeleitet.
Wir benötigen später allerdings ebenfalls eine Abschätzung für den Fall, dass wir nicht
über alle ganzen hermiteschen Matrizen, sondern nur über eine Teilmenge summieren.
Dazu übertragen wir ein Resultat von Morita [Mor74, Lemma 7] auf den hermiteschen
Fall.
(4.13) Lemma
Für alle Z ∈ H ist |det(X+ iY)| ≥ det(Y)√1+ Spur (Y−1XY−1X).
Zudem ist für n = 2
Spur
(
Y−1XY−1X
)
= 2
y1y2 + |y12|2
(y1y2 − |y12|2)2
∣∣∣∣x12 − x1y2 + x2y1y1y2 + |y12|2 y12
∣∣∣∣2
+
y22
(y1y2 + |y12|2)(y1y2 − |y12|2)
(
x1 +
|y12|2
y22
x2
)2
+
1
y22
x22. 
Aus den Gleichungen [Bra49, (60),(62),(63)] folgt, wenn man für R die Nullmatrix
einsetzt, die folgende Identität:
(4.14) Lemma
Für alle Z ∈ H und k > 2n gilt
∑
H∈Her(n,O(K))
det(Z+ H)−k = τk,n ∑
T>0 hermiteschhalbganz
det(T)k−2 exp(2pii Spur(TZ)),
wobei τk,n eine nur von k und n abhängige Konstante ist. 
Wie in [Bra58, (1.17)] beweist man:
(4.15) Korollar
Für alle s ≥ 0 und alle Z ∈ F existiert eine nur von k > 2n, s und n abhängige
Konstante c mit ∣∣∣∣∣ ∑
H∈Her(n,O(K))
det(Z+ H)−k
∣∣∣∣∣ ≤ cdet(Y)−s. 
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§ 1 Bewertungen
In diesem Kapitel werden wir einige Resultate von Shimura aus [Shi97] aufschreiben.
Shimura betrachtet dabei allerdings einen viel allgemeineren Begriff von Modulfor-
men, daher müssen wir zuerst einmal unseren Fall identifizieren. In den Ergebnissen
von Shimura spielen Bewertungen eines Körpers eine wichtige Rolle, daher werden
wir in diesem Abschnitt zuerst Resultate aus dem Kapitel zur Bewertungstheorie aus
[Neu92] zitieren, die wir zum Verständnis benötigen.
Beginnen wir mit der Definition einer Bewertungsfunktion beziehungsweise eines be-
werteten Körpers.
(1.1) Definition (Bewertung)
Es sei F eine endliche Körpererweiterung von Q. Eine Bewertung oder Bewertungs-
funktion ist eine Funktion | · | : F → R mit
i) |x| ≥ 0 für alle x ∈ F mit Gleichheit genau im Fall x = 0.
ii) |xy| = |x| · |y| für alle x, y ∈ F
iii) |x+ y| ≤ |x|+ |y|.
Statt | · | wird auch v für die Bewertungsfunktion verwendet.
Für den bewerteten Körper schreibt man auch (F, | · |) oder (F, v). 
Jede Bewertung auf F definiert eine Metrik auf F durch d(x, y) = |x− y|. Diese Metrik
induziert wiederum eine Topologie auf F.
Nun existieren natürlich für jeden Körper unendlich viele Bewertungsfunktionen v,
allerdings induzieren diese teilweise die gleiche Topologie.
(1.2) Definition
Zwei Bewertungen | · |1 und | · |2 von F werden äquivalent genannt, wenn die auf F
induzierte Topologie gleich ist. 
Sind 2 Bewertungen äquivalent, so gilt folgender Zusammenhang:
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(1.3) Bemerkung
Diese Definition ist äquivalent dazu, dass ein c > 0 existiert, sodass |x|c1 = |x|2 für alle
x ∈ F ist. 
Uns interessieren nur nicht äquivalente Bewertungen, daher betrachten wir im Fol-
genden nur die Äquivalenzklassen. Den Äquivalenzklassen geben wir daher eine Be-
zeichnung.
(1.4) Definition
Eine Äquivalenzklasse von Bewertungen nennt man Stelle. 
In unserem Fall ist F immer Q. Die Stellen von Q sind bekannt.
(1.5) Satz (Satz von Ostrowski)
Jede nichttriviale Bewertung auf Q ist äquivalent zum gewöhnlichen Betrag oder zu
einem p-adischen Betrag. 
Es ist nun noch wichtig, zwischen zwei Arten von Stellen zu unterscheiden.
(1.6) Definition
Eine Bewertung | · | heißt nicht-archimedisch, wenn N beschränkt ist, sonst archime-
disch.
Entsprechend nennt man eine Stelle archimedisch oder nicht-archimedisch. 
Im Fall Q ist der gewöhnliche Betrag eine archimedische Bewertung und der p-adische
Betrag ist für jedes p ∈ P eine nicht-archimedische Bewertung.
Shimura nimmt sich häufig eine nicht-archimedische Bewertung und behandelt die-
se dann wie ein Primideal. Dabei identifiziert er die p-adische Bewertung mit dem
Primideal pZ.
Eine andere Charakterisierung lässt sich über eine verschärfte Dreiecksungleichung
angeben.
(1.7) Bemerkung
Eine Bewertung | · | ist genau dann nicht-archimedisch, wenn sie der verschärften
Dreiecksbedingung |x+ y| ≤ max{|x|, |y|} genügt. 
Die Stellen eines Körpers F bezeichnen wir nun wie folgt:
(1.8) Bezeichnung
Mit v bezeichnen wir die Menge aller Stellen eines Körpers F.
Die archimedischer Stellen bezeichnen wir mit a und die nicht-archimedischen Stellen
mit h. Dann gilt v = h ∪ a. 
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Unter einem vollständigen Körper verstehen wir das Folgende:
(1.9) Definition
Ein bewerteter Körper (F, v) heißt vollständig, wenn jede Cauchyfolge (al)l∈N in F
gegen ein Element a ∈ F konvergiert.
Für v ∈ v bezeichnen wir mit Fv eine Vervollständigung von F bezüglich der Stelle v.
Man beachte, dass es dabei egal ist, welche der äquivalenten Bewertungen man aus v
wählt. 
Im Fall F = Q sind die Vervollständigungen bis auf Isometrie gegeben durch die
reellen Zahlen und die p-adischen Zahlen.
Nicht jede endliche Körpererweiterung F von Q ist ein zulässiger Grundkörper für die
Theorie von Shimura. Er setzt voraus, dass F ein total reeller Körper und K eine total
imaginäre Erweiterung von F ist. Diese Begriffe werden wir nun definieren.
(1.10) Definition
Ein Zahlkörper F heißt total reell, wenn für jede Einbettung σ : F → C gilt, dass
σ(F) ⊂ R ist.
Ist K eine endliche Körpererweiterung des total reellen Körpers F, so nennt man die
Erweiterung total imaginär, wenn für jede Einbettung σ ∈ Gal(K/F), ein x ∈ K exis-
tiert mit σ(x) 6∈ R. 
Natürlich ist Q total reell und für m ∈ N, m quadratfrei, ist Q(√−m) eine total ima-
ginäre Erweiterung von Q.
Damit haben wir die benötigten Aussagen über Bewertungen eines Körpers zusam-
mengestellt. Betrachten wir nun noch die Notation von Shimura.
Es seien v die Stellen in F. Nun betrachtet Shimura neben Fv allerdings auch Kv. Ist v ∈
a, so ist das auch noch wohldefiniert, denn durch die Voraussetzung, dass F total reell
und K eine total imaginäre Erweiterung von F ist, lässt sich jede Stelle in F eindeutig
zu einer Stelle in K fortsetzen. Mit Kv bezeichnen wir also die Vervollständigung von
K bezüglich der Stelle v.
Ist v ∈ h, so lassen sich allerdings die Stellen in F nicht mehr notwendigerweise
eindeutig zu einer Stelle in K fortsetzen. In diesem Fall definiert Shimura die Vervoll-
ständigung von K durch Kv = Fv ⊗F K. Das ist wieder eindeutig.
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§ 2 Shimuras Notationen
Nachdem wir uns im letzten Abschnitt mit Bewertungen auseinandergesetzt haben,
wenden wir uns nun dem Buch [Shi97] von Shimura zu.
Shimuras Resultate sind viel allgemeiner und zudem definiert er die Modulgruppe
und den oberen Halbraum anders. Wir werden daher in diesem Abschnitt die Defini-
tionen von Shimura erklären und dann untersuchen, in welchem Fall seine Definitio-
nen unserer Modulgruppe entsprechen.
Im nächsten Abschnitt werden wir dann das Volumen des Fundamentalbereichs be-
stimmen.
Fangen wir nun mit den Definitionen von Shimura an. Die Referenzen in diesem Ka-
pitel beziehen sich dabei immer auf das Buch [Shi97] von Shimura. Die ersten Defini-
tionen und Sätze gelten noch für beliebige Körper der Charakteristik 0.
Zuerst definieren wir den Begriff der Involution.
(2.1) Bezeichnung
Es sei K ein Körper, ρ eine Involution von K und V ein Vektorraum über K. Eine
Involution ist ein additiver Isomorphismus mit ρ(xy) = ρ(y)ρ(x) für alle x, y ∈ K und
ρ selbstinvers, dass heißt ρ ◦ ρ = id. Für ρ(x) wird auch die Schreibweise xρ genutzt.
Als Involution ρ verwenden wir die komplexe Konjugation.
Als nächstes definieren wir den Begriff einer e-hermiteschen Form auf V.
(2.2) Bezeichnung
Für e = ±1 versteht Shimura unter einer e-hermiteschen (oder unitären) Form eine
Abbildung ϕ : V ×V → K, sodass für alle x, y ∈ V und a, b ∈ K
ϕ(x, y)ρ = eϕ(y, x),
ϕ(x+ x′, y) = ϕ(x, y) + ϕ(x′, y) und
ϕ(ax, by) = aϕ(x, y)bρ
gilt. Hierfür wird auch die Schreibweise (V, ϕ) genutzt. 
Wir bezeichnen ϕ als anisotrop (auf V), wenn aus ϕ(x, x) = 0 schon x = 0 folgt, sonst
nennen wir ϕ (auf V) isotrop.
Weiter wird für U ⊂ V die Menge Rϕ(U) = {x ∈ U|ϕ(U, x) = 0} definiert.
Wenn Rϕ(U) = U ist, so wird U total ϕ-isotrop genannt. Weiter heißt ϕ degeneriert,
wenn Rϕ(V) 6= {0}, andernfalls heißt ϕ nicht degeneriert.
Im Folgenden wird nun angenommen, dass ϕ nicht degeneriert ist.
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Wir nennen (V, ϕ) und (W,ψ) isomorph, wenn ein K-linearer Isomorphismus
f : V →W existiert mit ϕ = fψ.
Weiter wird die e-hermitesche Form ϕ⊕ ψ auf V ⊕W definiert durch
(ϕ⊕ ψ)(x+ y, x′ + y′) = ϕ(x, y) + ψ(x′, y′) für x, x′ ∈ V, y, y′ ∈W.
(2.3) Bemerkung
Shimura bezeichnet die Dimension von V mit n.
Man beachte, dass dieses n nicht übereinstimmt mit unserer Definition aus dem ersten
Kapitel, die wir auch in der restlichen Arbeit verwenden werden. 
Nach Wahl einer K-Basis von V kann man ϕ auch durch eine n× n Matrix darstellen.
Einer speziellen Abbildung gibt Shimura nun einen Namen. Die zur Matrix
(
0 eEr
Er 0
)
gehörige Abbildung bezeichnet er mit ηr.
Aus (1.5) erhält man nun das folgende Lemma:
(2.4) Lemma
Es existieren S, Hr ≤ V und ein anisotropes σ : S → K, sodass das Paar (V, ϕ) iso-
morph ist zu (S, σ)⊕ (Hr, ηr) mit dim(S) = s und dim(Hr) = 2r. Dann ist n = 2r+ s
und s und r sind eindeutig bestimmt. 
In unserem Fall ist dabei immer s = 0. Wir kommen nun zur Definition der unitär-
en Gruppe und werden dann angeben, in welchem Fall diese Definition mit unserer
übereinstimmt.
Es wird G(ϕ) := Gϕ := {β ∈ GLn(K)| β ◦ ϕ ◦ ρ(β)tr = ϕ} gesetzt.
Mit F bezeichnet Shimura nun den folgenden Teilkörper von K:
F = {x ∈ K| xρ = x}.
Es gilt dann [K : F] ∈ {1, 2}, je nachdem, ob ρ die Identität auf K ist oder nicht.
In unserem Fall ist K = Q(
√−m) ein imaginärquadratischer Zahlkörper. Dann ist
F = Q. Zudem setzen wir V = Kn, wobei n gerade sein muss. Da K 6= F ist, betrachtet
Shimura nur noch den Fall e = 1.
Damit ist die Zuordnung ϕ = J nicht möglich, da diese Matrix nicht hermitesch ist.
Allerdings kann man ϕ = cϕ J setzen, wobei cϕ ∈ K ∩ iR sein soll. Diese Matrix ist
nämlich hermitesch und es gilt weiterhin G(ϕ) = U ( n2 ,K).
Zudem betrachtet er den Körper Fv und Kv für die archimedischen Stellen von F, im
Fall F = Q existiert jedoch nur eine solche Stelle, die durch den gewöhnlichen Betrag
gegeben ist. Dann ist aber Fv = R und Kv = C und für C ist G(ϕ) = U
( n
2 ,C
)
.
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Damit haben wir die Gruppen U ( n2 ,K) und U ( n2 ,C) identifiziert. Für unsere Matrix
ϕ gilt nun offensichtlich s = 0 und n = 2r. Diese Zerlegung gilt dabei sowohl im
imaginärquadratischen Zahlkörper, als auch in C.
Zudem gilt auch für jede nicht-archimedische Bewertung die Zerlegung tv := s = 0
und rv = r = n2 . Shimura zeigt, dass für eine nicht-archimedische Bewertung und n
gerade stets tv ∈ {0, 2} ist. Daher kann tv von s prinzipiell abweichen, was man sofort
erkennt, wenn man ϕ = En als Einheitsmatrix setzt. Dann ist s = n, was für n > 2
nicht mehr tv entsprechen kann.
Um den Begriff einer Modulform zu definieren, benötigen wir zudem eine Definiti-
onsmenge für diese Funktion. Außerdem muss Gϕ auf dieser Menge operieren.
Hierzu definiert Shimura in Kapitel 6 den Raum Z.
Im Fall s = 0 entspricht dieser gerade Hn.
Die Operation von G(ϕ) auf Z entspricht ebenfalls unserer Definition.
Hätte F mehrere Stellen, so würde G(ϕ) auf einem Produkt von Halbräumen operie-
ren. Dies brauchen wir in unserem Fall allerdings ebenfalls nicht zu betrachten.
Zusätzlich definiert Shimura eine unter der Operation von Gϕ auf Z invariante Diffe-
rentialform dZSh durch
dZSh = det
(
Z− Ztr
2i
)−2r r
∏
h=1
r
∏
k=1
1
2i
(
dZhk ∧ dZhk
)
.
Dieser Differentialform kann ein Maß zugeordnet werden, welches wir nun bestim-
men. Man beachte, dass det
(
Z−Ztr
2i
)
= det(Y) gilt.
In unserer Notation gilt nun Zhh = Xhh + iYhh mit Xhh,Yhh ∈ R und für h 6= k gilt
Zhk = Xrhk + iX
i
hk + iY
r
hk −Yihk mit Xrhk,Xihk,Yrhk,Yihk ∈ R.
Damit ist
1
2i
dZjj ∧ dZjj = 12id(Xjj + iYjj) ∧ d(Xjj − iYjj)
=
1
2i
(dXjj + idYjj) ∧ (dXjj − idYjj)
=
1
2i
dXjj ∧ dXjj︸ ︷︷ ︸
0
+idYjj ∧ dXjj − idXjj ∧ dYjj︸ ︷︷ ︸
−idYjj∧dXjj
+dYjj ∧ dYjj︸ ︷︷ ︸
0

= dYjj ∧ dXjj
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und für j 6= k ist
1
2i
(dZjk ∧ dZjk) = 12id(X
r
jk + iX
i
jk + iY
r
jk −Yijk) ∧ d(Xrjk − iXijk − iYrjk −Yijk)
=
1
2i
(dXrjk ∧ dXrjk − idXrjk ∧ dXijk − idXrjk ∧ dYrjk − dXrjk ∧ dYijk
+idXijk ∧ dXrjk + dXijk ∧ dXijk + dXijk ∧ dYrjk − idXijk ∧ dYijk
+idYrjk ∧ dXrjk + dYrjk ∧ dXijk + dYrjk ∧ dYrjk − idYrjk ∧ dYijk
−dYijk ∧ dXrjk + idYijk ∧ dXijk + idYijk ∧ dYrjk + dYijk ∧ dYijk)
= dXijk ∧ dXrjk + dYrjk ∧ dXrjk + dYijk ∧ dXijk + dYijk ∧ dYrjk.
Analog ergibt sich
1
2i
(dZkj ∧ dZkj) = −dXijk ∧ dXrjk + dYrjk ∧ dXrjk + dYijk ∧ dXijk − dYijk ∧ dYrjk.
Eine 4-Form, in der eine 1-Form doppelt auftritt ist 0, somit ergibt sich
1
2i
(dZjk ∧ dZjk) ∧ 12i (dZkj ∧ dZkj)
=−dXijk ∧ dXrjk ∧ dYijk ∧ dYrjk + dYrjk ∧ dXrjk ∧ dYijk ∧ dXijk+
dYijk ∧ dXijk ∧ dYrjk ∧ dXrjk − dYijk ∧ dYrjk ∧ dXijk ∧ dXrjk
= 4dXikj ∧ dXrkj ∧ dYrkj ∧ dYikj.
Das von Shimura definierte Maß ist also nicht das Maß, welches von Braun betrachtet
wurde. Dies müssen wir natürlich beachten, wenn wir im nächsten Abschnitt das
Volumen des Fundamentalbereiches bestimmen. Denn das Volumen hängt von der
Normierung des Maßes ab.
(2.5) Lemma
Das von Shimura definierte Maß dZSh entspricht also 2r
2−rdZ mit unserem Maß dZ.
Nun konstruieren wir die Gruppe Γ gemäß (11.10) und (24.7), deren Volumen Shimura
dann bestimmt.
Wir werden cϕ nun einen konkreten Wert zuweisen, damit wir diesen in den späteren
Rechnungen nutzen können. Und zwar setzen wir
cϕ =
{
1
i
√
m , m ≡ 3 mod 4,
1
2i
√
m , sonst.
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Es sei V = K2r. Wir nennen ein Gitter L ⊂ V ein O(K)-Gitter, wenn O(K)L ⊂ L gilt.
Weiter bezeichnen wir µ(L) = {ϕ(x, x)|x ∈ L} und µ0(L) = {ϕ(x, y)|x, y ∈ L}.
Wir nennen L maximal, wenn für ein O(K)-Gitter L′ mit L ⊂ L′ und µ(L) = µ(L′)
bereits L = L′ folgt. Ist zudem µ(L) = Z, so nennen wir L Z−maximal.
Nun wählen wir uns zuerst ein Z-maximales O(K)-Gitter M in V.
(2.6) Hilfssatz
M = O(K)2r ist ein Z-maximales O(K)-Gitter. 
Beweis
Es ist
cϕ(a b)
(
0 −Er
Er 0
)(
atr
b
tr
)
= cϕ(batr − abtr) = 2cϕ Im(batr).
Es ist insbesondere batr ∈ O(K) und nach Definition von cϕ ist 2cϕ Im(l) ∈ Z für jedes
l ∈ O(K).
Nun müssen wir noch zeigen, dass M maximal ist. Sei also M′ ≥ M ein O(K)-Gitter,
welches M enthält und µ(M′) = Z erfüllt.
Zeigen wir nun, dass M = M′ ist. Insbesondere gilt für jedes x ∈ M′ und jedes y ∈ M
ϕ(y, x) + ϕ(x, y) = ϕ(x, y) + ϕ(x, y) ∈ Z,
denn
ϕ(x+ y, x+ y) = ϕ(x, x+ y) + ϕ(y, x+ y) = ϕ(x+ y, x) + ϕ(x+ y, y)
= ϕ(x, x) + ϕ(y, x) + ϕ(x, y) + ϕ(y, y)
und ϕ(x, x), ϕ(y, y) ∈ Z nach Definition von M und M′.
Für y betrachten wir die Vektoren ej, i
√
m · ej und falls m ≡ 1 mod 4 ist zusätzlich noch
den Vektor (1+ i
√
m)/2 · ej für j = 1, .., 2r.
Es ist ϕ(x, ej) = ±cϕxj±r, je nachdem, ob j > r oder j ≤ r gilt.
Damit ergibt sich ϕ(x, ej) + ϕ(x, ej) = ±2cϕ Im(xj±r).
Nach Definition von cϕ folgt damit Im(xj) ∈
√
m/2 ·Z und falls m 6≡ 3 mod 4 folgt
sogar Im(xj) ∈
√
mZ.
Analog erhält man ϕ(x, i
√
mej) + ϕ(x, i
√
mej) = ±2cϕi
√
mRe(xj±r). Es folgt damit
Re(xj) ∈ 1/2 ·Z und falls m 6≡ 3 mod 4 folgt sogar Re(xj) ∈ Z.
Ist m 6≡ 3 mod 4, so folgt also xj ∈ O(K) und somit M = M′.
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Ist m ≡ 3 mod 4, so betrachten wir noch
ϕ(x, (1+ i
√
m)/2ej) + ϕ(x, (1+ i
√
m)/2ej) = ±cϕ(i
√
mRe(xj±r) + i Im(xj±r)).
Insbesondere folgt also, dass falls Re(xj±r) 6∈ Z ist, ebenfalls Im(xj±r) 6∈
√
mZ ist und
umgekehrt. Zusammen ergibt sich also wieder xj±r ∈ O(K) und somit M = M′. 
Nun definiert Shimura die Gruppe Cϕ durch Cϕ := {α ∈ GϕA|Mα = M}. Für das von
uns gewählte O(K)-Gitter O(K)2r ist nach (8.6.4) gerade
C = Cϕ = Ga∏
v∈h
{y ∈ Gv|Mvy = Mv}.
Man beachte dabei auch die Definition (8.3.6). Der p-adische Anteil entspricht also der
Gruppe über den p-adischen ganzen Zahlen.
Dabei ist Mv = O(K)2rv , insbesondere folgt damit y ∈ O(K)2r×2rv ∩ Gv.
Nun benötigen wir noch ein Ideal c ⊂ Z. Dieses ist bei uns c = 〈1〉 = Z, somit ist
Dϕ = Cϕ.
Nun ist Γ = Gϕ ∩ Dϕ. Wir betten Gϕ über die diagonale Einbettung in GA ein und
behandeln den Schnitt dann als Teilmenge von Gϕ. Damit ist Γ = U (r,O(K)).
Die Wahl eines anderen c führt dazu, dass Γ eine Kongruenzuntergruppe wäre. Ins-
besondere könnte man dann aus dem Volumen des Fundamentalbereiches den Index
dieser Untergruppe entnehmen. Da wir den Index allerdings in VIII(§ 1) bestimmen,
verzichten wir hier darauf und betrachten nur c = 〈1〉 = Z und Γ = U (r,O(K)). Dies
macht die Formeln zudem etwas übersichtlicher und besser zu handhaben.
Man beachte, dass die Gruppe Dϕ nach Konstruktion offen ist und D ∩ Gh kompakt
ist.
- Weitere Sätze -
Wir haben uns nun soweit mit der Arbeit von Shimura auseinandergesetzt, dass wir
mit Hilfe von (24.7) das Volumen des Fundamentalbereiches berechnen können. Wir
müssen allerdings zudem noch zeigen, dass wir diesen Satz nutzen können, denn
Shimura setzt voraus, dass ϕ anisotrop ist. Allerdings ist unser ϕ nicht anisotrop.
Wir werden daher ebenfalls zeigen müssen, dass wir auf diese Voraussetzung, zu-
mindestens in diesem Fall, verzichten können. Wir werden uns nun mit der Notation
auseinandersetzen, die wir hierfür benötigen.
Die Theorie ist dabei allgemeiner gehalten. Wir beschränken uns auf den Fall, der für
uns relevant ist.
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In (6.3.10) wird j(α, z) = jα(z) = det(cz+ d) für α =
(
a b
c d
) ∈ Gϕ und z ∈ Hr definiert.
Diese Definition wird zudem für α ∈ Gv, wobei v ∈ a ist, verwendet. Damit kann man
dies ebenfalls für GA definieren, indem man j(α, z) = j(αa, z) für α ∈ GA setzt.
Zudem operiert GA auf Hr, indem man die nicht-archimedischen Stellen ignoriert.
In (10.4) wird zudem der Strichoperator durch ( f |kα)(z) = jα(z)−k f (αz) definiert.
In (10.7) werden nun Funktionen f : GA → C betrachtet, welche
f(αxw) = (jw(iE))−kf(x)
für alle x ∈ GA, α ∈ Gϕ und w ∈ (D ∩ Gh)Ca erfüllt. Dabei wird Gϕ wieder über die
diagonale Einbettung als Untergruppe von GA aufgefasst und es ist Ca = Ga.
Für jedes p ∈ Gh existiert dann eine Funktion fp : Hr → C, sodass
f(py) = ( fp|ky)(iE)
für jedes y ∈ Ga ist. Zudem ist fp|γ = fp für jedes γ ∈ Γ.
Ist nun jedes fp eine Modulform (also fp holomorph), so ist f ∈ Mk(D). Ist fp sogar
eine Spitzenform, so ist f ∈ Sk(D).
Shimura beschäftigt sich in (10.8) noch weitergehend mit diesen Funktionen, wir be-
nötigen aber eigentlich nur folgende Aussagen:
(2.7) Lemma
Ist f = 1 die konstante Einsfunktion auf GA, so ist f ∈ M0(D) und zudem ist f auf GA
beschränkt. 
Dies können wir als eine Abänderung von (10.8.3) ansehen, welches besagt, dass aus
f ∈ Sk(D) folgt, dass f auf GA beschränkt ist.
Betrachten wir nun noch etwas Hecke-Theorie auf GA.
Hier ist X = GA nach (11.10.7).
Für jedes τ ∈ X ist #(D\DτD) = #(DτD/D) nach (11.7) und nach (11.4) existiert somit
ein simultanes Vertretersystem, also eine Menge A ⊂ DτD mit ⋃
a∈A
Da =
⋃
a∈A
aD.
Für f ∈ Mk(D) definieren wir einen Hecke-Operator durch
(f|DτD) : GA → C; x 7→ ∑
a∈A
f(xa−1) ∈ Mk(D).
Ist f ∈ Sk(D), so ist auch (f|DτD) ∈ Sk(D).
Wir nennen f eine Eigenform von DτD, falls ein λ(τ) existiert mit f|DτD = λ(τ)f und
wir nennen f eine simultane Eigenform, wenn f für jedes τ ∈ X eine Eigenform ist.
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Wir halten hier fest, dass die Funktion f = 1 eine simultane Eigenform ist und
λ(τ) = #(D\DτD) ist.
Gehen wir zurück zu §3. Es sei j ≤ l. Wir nennen eine Matrix X ∈ O(K)j×l primitiv,
wenn eine Matrix Y ∈ O(K)l−j×l existiert, so dass
(
X
Y
)
∈ GL(l,O(K)) ist.
Aus (3.6) entnehmen wir, dass zu jedem x ∈ Kj×l Matrizen c ∈ O(K)j×l und
d ∈ O(K)j×j ∩GL(j,K) existieren, so dass (c d) primitiv ist und x = d−1c ist. Dabei ist
det(d) eindeutig bestimmt. Daher ist das Ideal v0(x) = det(d)O(K) wohldefiniert.
Als Letztes betrachten wir die Eisensteinreihen aus §12. Diese kann man als Verallge-
meinerung der Klingenschen Eisensteinreihen ansehen. Wir benötigen jedoch nur den
Fall m = 0. Dabei ist das m von Shimura aus §12 gemeint.
Die Reihe Ek(Z, s, f ) konvergiert gemäß (A3.7) für Re(s) > n+m = 2r, falls
| f (z)|det(Y)k/2 beschränkt ist. Dies erfüllen neben den Spitzenformen jedoch auch die
konstanten Funktionen. Also ist Ek(Z, s, 1) konvergent.
Zudem wird analog eine Eisensteinreihe Ek(Z, s, f) für f ∈ Sk(D) definiert. Auch in
diesem Fall ist Ek(Z, s, 1) für Re(s) > n+m = 2r wohldefiniert, auch wenn die Eins-
funktion keine Spitzenform ist.
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§ 3 Volumen eines Fundamentalbereiches
In diesem Abschnitt werden wir nun das Volumen des Fundamentalbereiches bestim-
men. Wir werden dabei zuerst das Volumen angeben, indem wir [Shi97, 24.7] nutzen.
Da unsere Abbildung/Matrix ϕ allerdings nicht anisotrop ist, lässt sich dieses Theo-
rem aber eigentlich nicht anwenden. Daher werden wir danach noch zeigen, dass diese
Bedingung gar nicht benötigt wird.
Es sei im Folgenden K = Q(
√−m) ein imaginär-quadratischer Zahlkörper. Man be-
achte, dass nicht benötigt wird, dass die Klassenzahl von K eins ist.
Es bezeichne ∆K die Diskriminante von K und χ := χK = χK\Q sei der Charakter zur
Körpererweiterung K\Q.
Mit F bezeichnen wir einen Fundamentalbereich bezüglich der Operation der Gruppe
U (n,OK) auf Hn.
Nun werden wir eine Formel für das Volumen des Fundamentalbereiches
vol(F ) = ∫F dZ angeben, wie man sie für die Siegelsche Modulgruppe in [Sie43] fin-
det. Dieses Ergebnis erhalten wir, indem wir ein allgemeineres Ergebnis von Shimura
aus [Shi97] auf unseren Fall übertragen. Zuerst werden wir das Ergebnis von Shimura
angeben, dabei müssen wir wieder beachten, dass er erstens ein Vielfaches unseres
Maßes verwendet und er zweitens den Buchstaben n anders als wir verwendet.
Wir werden daher zuerst das Volumen bezüglich des Maßes von Shimura bestimmen.
Wir verwenden im folgenden Satz zudem den Buchstaben r, da dieser unserem n
entspricht. Zudem ist K = K und F = Q in der Notation von Shimura.
(3.1) Lemma
Es ist ∫
F
dzSh = |∆K|r2− r+12 2−r+2pi−r2−r+1
2r−1
∏
k=1
k!
r
∏
j=1
(j− 1)!
(2r− j)!
2r
∏
k=2
k gerade
ζ(k)
2r
∏
k=2
k ungerade
L(k,χ).

Beweis
Gemäß (24.6.5) ist m(a, D(c)) = [Γ ∩ H : 1]−1 volSh(Γ\Hn). Also
volSh(Γ\Hn) = [Γ ∩ H : 1] ·m(a, D(c)).
Mit volSh ist dabei das Volumen bezüglich des von Shimura definierten Maßes dzSh
gemeint.
Wir beschränken uns hier auf den Fall, dass c = 1, beziehungsweise c = O(K), das
von 1 erzeugte Ideal ist.
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Noch ein paar Anmerkungen zu den Bezeichnungen von Shimura. d bezeichnet die
Differente von K/F. t ist die Anzahl der Primideale in F, die in K verzweigt sind, und
mit DF bezeichnet Shimura die Diskriminante von F.
Zudem definiert er die folgenden Gruppen:
H := {x ∈ K∗|xx = 1} ,
U := {x ∈ HA|xv ∈ O(K)v für alle v ∈ h} ,
W := det(D(c)).
Nun geben wir die Formel zuerst in seiner Schreibweise an.
Nach (24.7) ist
m(a, D) = bϕB(c)[Wc : Uc][H ∩Wc : 1]−1
n−1
∏
k=1
(k!)dD(n
2−n)/2
F · N(c)n
2−1
n
∏
k=2
(
N(d)k/2D1/2F (2pi)
−kdLc(k,χk)
)
.
Dabei ist B(c) = 2tA(c). Der Ausdruck A(c) wird gegeben durch
A(c) = N(e)nN(d)−n/2∏
p
f (n, p).
f (n, p) ist dabei ein Ausdruck, den wir nicht weiter angeben, da wir ihn nicht benö-
tigen. e ist das Produkt aller Primideale in F, für die tv = 2 ist und p durchläuft alle
Primideale, die e teilen, aber nicht c. Es gibt in unserem Fall kein Primideal, für das
tv = 2 ist, somit ist N(e)n = 1 und das Produkt wird als leeres Produkt ebenfalls als 1
gesetzt. Somit ist A(c) = N(d)−n/2.
Zudem ist
bϕ =∏
v∈a
2nrvpi(n−rv)rv det(θv)rv
rv
∏
j=1
(i− 1)!
(n− i)! .
Die Menge a enthält im Fall F = Q nur ein Element und es gilt 2rv = n. Die Matrix θv
existiert nicht und daher ist det θvrv als 1 zu setzen. Somit ist
bϕ = 22r
2
pir
2
r
∏
j=1
(j− 1)!
(2r− j)! .
Betrachten wir nun [Wc : Uc] und 2t. Nach (24.8)(3) ist [Wc : Uc] = 2−u, wobei u die
Anzahl der Bewertungen v ∈ h ist, die verzweigt sind und für die tv = 0 ist. Da tv = 0
bei uns immer erfüllt ist, ist also u = t und somit ist [Wc : Uc]2t = 1.
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Es ist [Γ∩H : 1] = # Z(Γ) und [H ∩Wc : 1]−1 = 2# Z(Γ) . Für das zweite Ergebnis müssen
wir beachten, dass die Matrix M = diag(α, 1, α, 1) für α ∈ O(K)∗ in Γ liegt und somit
diag(αv, 1v, αv, 1v) ∈ Dv für jedes v ∈ h. Für diese gilt det(M) = α2. Damit beinhaltet
H ∩Wc alle Werte aus O(K)∗, die in dieser Gruppe ein Quadrat sind. Das sind gerade
# Z(Γ)
2 . Das Produkt liefert damit gerade den Wert 2.
Es gilt d = [Q : Q] = 1 und DQ = 1. Zudem ist N(d) = |∆K|.
Für gerades k ist L(k,χk) = L(k, 1) = ζ(k) und für ungerades k ist L(k,χk) = L(k,χ).
Damit erhalten wir unser Ergebnis. 
Shimura setzt eigentlich in (24.7) voraus, dass ϕ anisotrop ist, was unsere Matrix nicht
ist. Allerdings ist diese Einschränkung nicht notwendig, wie wir nun noch begründen
werden. Bestimmen wir zuerst das Volumen bezüglich des Maßes dZ.
(3.2) Hauptsatz
Es gilt
vol(F ) = |∆K|n2− n+12 2−n2+2pi−n2−n+1
2n−1
∏
k=1
k!
n
∏
j=1
(j− 1)!
(2n− j)!
2n
∏
k=2
k gerade
ζ(k)
2n
∏
k=2
k ungerade
L(k,χ).

Beweis
Es ist
vol(F ) =
∫
F
dZ =
1
2n2−n
∫
F
dzSh.
Mit dem Ergebnis aus (3.1) erhalten wir also das Ergebnis. 
Uns interessieren insbesondere die imaginärquadratischen Zahlkörper mit Klassen-
zahl 1, für diese geben wir im Folgenden das Volumen für den Fall n = 2 konkret an.
Dabei bezeichne v2(−m) das Volumen vol(FΓ) für Γ = U (2,O(Q[
√−m])).
Nun nutzen wir die bekannten Werte ζ(2) = pi
2
6 , ζ(4) =
pi4
90 und L(3,χ) =
Gχ
2·3!
(2pii)3
|∆K|3 B3,χ.
Dabei ist Gχ die Gaußsche Summe zu χ und B3,χ = |∆K|2 ∑|∆K|−1k=1 χ(k)B3
(
k
|∆K|
)
, wobei
B3(x) = x3 − 32x2 + 12x.
Diese findet man zum Beispiel in [Neu92, VII].
Wir erhalten also v2(−m) := vol(FΓ) = Gχ · (−i) · |∆K|−1/2 · 123·34·5 · B3,χ.
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(3.3) Beispiele
Es ist
1) v2(−1) = 124·33·5pi4,
2) v2(−2) = 123·32·5pi4,
3) v2(−3) = 122·35·5pi4,
4) v2(−7) = 233·5·7pi4,
5) v2(−11) = 122·32·5pi4,
6) v2(−19) = 1122·33·5pi4,
7) v2(−43) = 8322·33·5pi4,
8) v2(−67) = 25122·33·5pi4,
9) v2(−163) = 2332·33pi4. 
(3.4) Lemma
Satz (24.7) von Shimura ist auch für isotropes ϕ richtig. 
Beweis
Satz (24.7) ist nur eine Umformulierung von (24.4). Wir müssen also zeigen, dass wir
in diesem Satz auf die Voraussetzung ϕ anisotrop verzichten können.
Es sei f ∈ Sk(D) eine simultane Eigenform. Für jedes τ in X sei f|DτD = λ(τ)f.
Dann wird in (20.3) die Dirichlet-Reihe T(s, f) = ∑
ξ∈D\X/D
λ(ξ)N(v0(ξ))−s definiert und
zudem Z(s, f) = T(s, f) · n∏
j=1
L(2s − j + 1,χj−1K ). Diese konvergieren nach (20.13) für
Re(s) > n. Dies gilt allerdings für konstante f unabhängig davon, ob sie Spitzenformen
sind. Das gibt Shimura in (20.11) selber an.
Im Beweis von (24.4) wird nun vorausgesetzt, dass ϕ anisotrop ist, da in diesem Beweis
sowohl in die Dirichlet-Reihe T(s, f) als auch die Eisensteinreihe Ek(Z, s, f) die Funk-
tion f = 1 eingesetzt wird. Diese ist jedoch nur im Fall ϕ anisotrop eine Spitzenform
und nur für diesen Fall hat Shimura diese Funktionen definiert. Wir haben allerdings
gesehen, dass man beide Funktionen auch für den Spezialfall, dass f konstant ist, de-
finieren kann. Daher funktioniert der Beweis auch für isotropes ϕ. 
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§ 4 Hermite-Kreis
Es ist bekannt, dass in C die Einheitskreisscheibe E und der obere Halbraum H biho-
lomoph äquivalente Gebiete sind. Aus dem Anhang A.2. von Shimura entnehmen wir
nun die Aussage, dass Hn ebenfalls biholomorph äquivalent zu einer verallgemeiner-
ten Einheitskreisscheibe ist.
Wir werden dieses Gebiet nun betrachten und dazu einige Aussagen herleiten, die es
uns später ermöglichen, ein Vertretersystem anzugeben.
(4.1) Definition
Die Menge
En =
{
Z ∈ Cn×n|E− ZtrZ > 0
}
nennen wir Hermite-Kreis vom Grad n. 
Im Fall n = 1 ist diese Menge gerade die Einheitskreisscheibe in C.
Der Hermite-Kreis ist ein beschränktes konvexes Gebiet in Cn×n und zudem ist er
biholomorph äquivalent zum Hermiteschen Halbraum vom Grad n, wie uns das fol-
gende Lemma zeigt.
(4.2) Lemma
Die Abbildung
t : Hn → En, Z 7→ (Z− iE)(Z+ iE)−1.
ist biholomorph mit Umkehrabbildung
t−1 : En → Hn, Z 7→ i(E+ Z)(E− Z)−1
Diese Abbildung nennt man auch Cayley-Transformation vom Grad n. 
Beweis
Lemma A 2.3. in [Shi97]. 
Genauso wie U (n,C) auf Hn operiert, können wir eine andere Gruppe auf En operie-
ren lassen. Diese hat folgende Gestalt.
Wir setzen im Folgenden Ln =
(
En 0n
0n −En
)
.
Dann ist
U(n, n,K) =
{
M ∈ K2n×2n|MtrLnM = Ln
}
.
Sei nun K = C oder K = Q(
√−m). Dann lässt sich leicht ein Isomorphismus zwi-
schen den Gruppen U (n,K) und U(n, n,K) angeben. Im Fall K = C sei dabei im
folgenden Lemma m = 1.
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(4.3) Lemma
Mit der Matrix R :=
(√−mEn √−mEn
−En En
)
erhalten wir RtrLR = 2i
√
mJ.
Weiter ist die Abbildung U (n,K)→ U(n, n,K); M 7→ MU(n,n,K) := R−1MR ein Grup-
penisomorphismus. 
Dieser Isomorphismus wird es uns später ermöglichen, Vertreter in der Gruppe
U(n, n,K) statt der Gruppe U (n,K) zu suchen.
Wir geben nun Beispiele von Matrizen in U(n, n,K), die wir später benötigen.
(4.4) Beispiel
Ist U1,U2 ∈ U(n,K), also eine unitäre Matrix, so ist
(
U1 0
0 U2
)
∈ U(n, n,K).
Ist k1 + k2 = n, dann ist Uk1,k2(n, n,K) ≤ U(n, n,K). 
Die Gruppe U(n, n,C) operiert nun wie folgt auf En.
(4.5) Lemma
Die Gruppe U(n, n,C) operiert transitiv auf En als Gruppe von biholomorphen Auto-
morphismen vermöge
U(n, n,C)× En → En, (M,Z) 7→ M〈Z〉. 
Der Ausdruck M〈Z〉 sei dabei so definiert wie bei der Operation von U (n,C) auf
Hn.
Da En ein beschränktes Gebiet ist, ist der Abschluss En kompakt. Der Abschluss wird
zudem gegeben durch
En =
{
Z ∈ Cn×n|E− ZtrZ ≥ 0
}
.
Die Gruppe U(n, n,C) operiert zudem auch auf En vermöge
U(n, n,C)× En → En, (M,Z) 7→ M〈Z〉,
allerdings ist diese Operation nicht mehr transitiv.
Allerdings haben wir folgendes Resultat:
(4.6) Lemma
Es sei Z ∈ En. Dann existiert ein M ∈ U(n, n,C) und ein 0 ≤ r ≤ n mit
M〈Z〉 =
(
Er 0
0 0n−r
)
. 
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Beweis
Nach der Singulärwertzerlegung existieren unitäre Matrizen U,V ∈ U(n,C), sodass
D := UZV−1 eine Diagonalmatrix ist. Es ist UZV−1 =
(
U 0
0 V
) 〈Z〉.
Es sei also D := diag(d1, d2, .., dn). Wir können weiter annehmen, dass dj ∈ [0, 1] für
alle 1 ≤ j ≤ n ist. Zudem kann man annehmen, dass die dj monoton fallend sind, also
dj ≥ dj+1 ist.
Ist nun d1 < 1, so ist D ∈ En. Dann existiert wegen der Transitivität der Operation ein
R ∈ U(n, n,C) mit R〈D〉 = 0.
Ist dn = 1, so folgt auch dj = 1 für alle 1 ≤ j ≤ n und somit D = E.
Sei sonst r die größte Zahl mit dr = 1. Nun existiert ein Rn−r ∈ U(n− r, n− r,C) mit
Rn−r〈diag(dr+1, ..., dn)〉 = 0. Dann ist Er × Rn−r〈D〉 = diag(Er, 0n−r). 
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In diesem Kapitel werden wir die Selbergsche Spurformel für hermitesche Spitzenfor-
men herleiten.
§ 1 Herleitung der Spurformel
Leiten wir nun zuerst die Spurformel her. Die allgemeine Idee geht zurück auf Sel-
berg [Sel56]. Für Siegelsche Spitzenformen gibt es eine entsprechende Herleitung von
Christian [Chr67b].
Die Herleitung der Spurformel funktioniert ohne Änderungen sowohl für beliebiges
n ∈ N und ebenfalls für Spitzenformen mit Charakter. Wir werden die Herleitung
daher so allgemein wie möglich halten und daher sei v ein abelscher Charakter der
Gruppe Γ.
Man beachte, dass man in den ersten beiden Paragraphen statt Γ jede andere dis-
krete Untergruppe von U (n,C) betrachtet werden kann, deren Fundamentalbereich
endliches Volumen hat und für die ein Skalarprodukt auf dem Raum der Spitzenfor-
men von festem Gewicht durch das Petersson-Skalarprodukt gegeben ist. Insbesonde-
re brauchen wir auch keine Bedingungen an die Klassenzahl von K zu stellen.
Im dritten Paragraphen, wenn wir uns mit der Vertauschbarkeit von Reihe und Inte-
gral beschäftigen, benötigen wir die Einschränkung, dass Γ die hermitesche Modul-
gruppe und die Klassenzahl von K gleich 1 ist.
Um Verwechslungen zwischen dem Gewicht und der nun definierten Kernfunktion
zu vermeiden, bezeichnen wir das Gewicht in diesem Kapitel mit g statt k.
(1.1) Definition
Für g > 4n− 2 und M ∈ Γ definieren wir die Kernfunktion
kg(M,Z,W) = det
(
Z−M〈W〉tr
2i
)−g
det (CW + D)
−g · v(M)
und
C(g, n) := 2−n
2−npi−n
2
∏
0≤i,j≤n−1
(g− 2n+ 1+ i+ j).
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Ist g > 4n− 2 und kg(E,Z,W) = kg(α,Z,W) für jedes α ∈ Z(Γ), so definieren wir die
Poincaresche Reihe
Kg(Z,W) = C(g, n) ∑
M∈Γ/ Z(Γ)
kg(M,Z,W).

Ist v ≡ 1, das ist der Fall, den wir in den weiteren Kapiteln betrachten, so ist die
Bedingung, dass kg(E,Z,W) = kg(α,Z,W) für jedes α ∈ Z(Γ) ist, äquivalent dazu,
dass # Z(Γ)|gn gilt.
Wir setzen im Folgenden in der ganzen weiteren Arbeit voraus, dass g > 4n− 2 ist,
da ansonsten die Funktion Kg(Z,W) nicht konvergiert.
Die Funktion Kg(Z,W) kann man alternativ auch definieren als
Kg(Z,W) = C(g, n)
1
# Z(Γ) ∑M∈Γ
kg(M,Z,W).
Diese Funktion ist auch definiert, falls kg(E,Z,W) 6= kg(α,Z,W) für ein α ∈ Z(Γ) ist.
Allerdings ist dieser Fall uninteressant, da in diesem Fall Kg(Z,W) = 0 ist und man
ebenfalls bereits weiss, dass sogar dim(Mg(Γ, v)) = 0 ist. Beide Varianten haben ihre
Vorteile. Wir werden bei einigen Sätzen ebenfalls die alternative Version angeben und
später beide Varianten nutzen.
Wir interessieren uns besonders für den Fall n = 2. Insbesondere ergibt sich damit
C(g, 2) = 2−6pi−4(g− 3)(g− 2)2(g− 1).
Ist v ≡ 1, so kann man auf die Bedingung M ∈ Γ sogar verzichten und den Ausdruck
kg(M,Z,W) für jedes M ∈ U (n,C) definieren. In diesem Abschnitt seien M und N
also Matrizen aus Γ. Im Fall v ≡ 1 sind alle Aussagen auch für M, N ∈ U (n,C) richtig
und wir werden diese im zweiten Abschnitt auch in dieser Formulierung benutzen.
Zuerst beweisen wir einige einfache Aussagen über das Verhalten von kg und Kg unter
Modulsubsitiutionen. Die lokal absolut gleichmäßige Konvergenz von Kg setzen wir
voraus und beweisen diese dann in (1.4).
(1.2) Lemma
Es ist kg(M,Z,W) = kg(M−1,W,Z) und somit Kg(Z,W) = Kg(W,Z).
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Beweis
Es ist
kg(M−1,W,Z)
= det
(−CtrZ+ Atr)
W − (DtrZ− Btr)(−CtrZ+ Atr)−1tr
2i
−g · v(M−1)
= det
(
(−ZtrC+ A)W − (ZtrD− B)
2i
)−g
· v(M)
= det
(
−ZtrCW − ZtrD+ AW + B
2i
)−g
· v(M)
= det
(
(CW + D)trZ− (AW + B)tr
−2i
)tr−g
· v(M)
= det
(
(CW + D)
tr
(
Z− (AW + B)(CW + D)−1tr
2i
))−g
· v(M)
= kg(M,Z,W).
Da mit M auch M−1 ein Vertretersystem von Γ/ Z(Γ) durchläuft, folgt somit die Iden-
tität nun mit (1.4). 
(1.3) Lemma
Es ist kg(M,Z, N〈W〉) = kg(MN,Z,W)det(N{W})g · v(N)−1. 
Beweis
Es ist
kg(M,Z, N〈W〉) = det
((
Z− (M〈N〈W〉〉)tr
2i
)
(M{N〈W〉})
)−g
· v(M)
= det
((
Z− ((MN)〈W〉)tr
2i
)
((MN)〈W〉) · (N{W})−1
)−g
· v(MN)v(N)−1
= kg(MN,Z,W)det(N{W})g · v(N)−1. 
Nun beweisen wir die Konvergenz von Kg.
(1.4) Lemma
Es sei s > 0 und R ∈ U (n,K). Dann gilt
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a) Es existiert ein c > 0, sodass |det(R{Z})−gkg(M, R〈Z〉,W)| ≤ c|kg(M, iE, iE)| für
alle Z,W ∈ V(s) und alle M ∈ Γ ist.
b) Kg(iE, iE) konvergiert absolut.
c) Kg(Z,W) konvergiert absolut gleichmäßig auf V(s)×V(s), also absolut lokal gleich-
mäßig auf Hn ×Hn. 
Beweis
a) Wenden wir I(3.10) an, so erhalten wir, da −M〈W〉tr ∈ Hn und Z ∈ V(s) ist, dass
ein c > 0 existiert mit
|kg(M,Z,W)|=
∣∣∣∣∣det
(
Z−M〈W〉tr
2i
)
det(CW + D)
∣∣∣∣∣
−g
≤ c−g
∣∣∣∣∣det
(
iE−M〈W〉tr
2i
)
det(CW + D)
∣∣∣∣∣
−g
= c−g|kg(M, iE,W)|.
Nach (1.2) ist kg(M, iE,W) = kg(M−1,W, iE). Wenden wir die gerade gemachte
Abschätzung nun erneut an, so erhalten wir wegen W ∈ V(s) damit
|kg(M,Z,W)| ≤ c−g|kg(M, iE,W)| = c−g|kg(M−1,W, iE)|
≤ c−2g|kg(M−1, iE, iE)| = c−2g|kg(M, iE, iE)|.
Damit ergibt sich nun
|det(R{Z})−gkg(M, R〈Z〉,W)|
= |det(R{Z})−kkg(M,W, R〈Z〉)| (1.3)= |det(M−1R,W,Z)|
≤ c−2g|det(kg(M−1R, iE, iE)| = c−2g
∣∣∣det(R{iE})−g · kg(M−1, iE, R〈iE〉)∣∣∣
= c−2g
∣∣det(R{iE})−g · kg(M, R〈iE〉, iE)∣∣
Nun ist det(R{iE})−g eine Konstante und es existiert ein s′ > 0 mit R〈iE〉 ∈ V(s′).
Somit existiert ein c′, sodass kg(M, R〈iE〉, iE) ≤ c′−gkg(M, iE, iE) ist. Damit folgt
die Behauptung.
b) Wir schreiben
∑
M∈Γ
|kg(M, iE, iE)|
= ∑
M:ΓT\Γ
∑
H
|kg(HM, iE, iE)|
=
1
2gn ∑M:ΓT\Γ
|det(Ci+ D)|−k∑
H
|det(M〈iE〉+ iE+ H)|−k
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Dabei läuft H über alle ganzen hermiteschen Matrizen.
Aus I(4.12) erhalten wir mit der Wahl A = E und B = 0
∑
H
|det(M〈iE〉+ iE+ H)|−k ≤ c4|det(Im(M〈Z〉) + E)|n−k.
Wir müssen also die absolute Konvergenz von
1
2n ∑M:ΓT\Γ
|det(Ci+ D)|−k|det(Im(M〈Z〉) + E)|n−k
I(3.4)
=
1
2n ∑M:ΓT\Γ
|det(Im(M〈iE〉))|k/2|det(Im(M〈iE〉) + E)|n−k
nachweisen, diese ergibt sich aber aus I(4.11).
c) Mit Teil a) und b) ergibt sich diese Aussage mit R = E aus dem Weierstrasschen
Majorantenkriterium. 
Wir geben nun noch eine etwas schwächere Abschätzung von Teil a) dieser Aussage
an, die später nützlich sein wird.
Der Beweis ist analog zu (1.4) a), nur dass wir statt I(3.10) die Abschätzung I(3.11)
nutzen.
Dann ergibt sich:
(1.5) Korollar
Es sei s > 0. Dann existiert ein c > 0, sodass
|kg(M,Z,W)| ≤ c|kg(M, i Im(Z), i Im(W))|
ist für alle Z,W ∈ V(s) und alle M ∈ Γ. 
Kg ist also eine wohldefinierte Funktion. In der ersten Variable ist die Funktion sogar
eine Spitzenform, wie wir im folgenden zeigen werden. Zuerst zeigen wir, dass die
Funktion eine Modulform ist.
(1.6) Lemma
Für jedes feste W ist Z 7→ Kg(Z,W) ∈ Mg(Γ, v).
Beweis
Offensichtlich ist jeder Summand in Z holomorph. Durch die absolute und kompakt
gleichmäßige Konvergenz aus (1.4) ist damit auch die Reihe holomorph.
Nun wenden wir (1.3) an.
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Mit M durchläuft auch MN ein Vertretersystem und somit ist
Kg(Z, N〈W〉) = C(g, n) ∑
M∈Γ/ Z(Γ)
kg(M,Z, N〈W〉)
= C(g, n) ∑
M∈Γ/ Z(Γ)
kg(MN,Z,W)det(N{W})g · v(N)−1
= det(N{W})g · v(N)−1Kg(Z,W).
Wenden wir nun (1.2) an, so erhalten wir
Kg(M〈Z〉,W) = Kg(W, M〈Z〉)
= Kg(W,Z)det(M{Z})g · v(M)−1 = Kg(Z,W)det(M{Z})g · v(M)
und somit ist Z 7→ Kg(Z,W) ∈ Mg(Γ, v). 
Um zu zeigen, dass Kg sogar eine Spitzenform ist, benötigen wir zuerst den folgenden
Hilfssatz.
(1.7) Hilfssatz
Es sei ( fn : A→ C)n eine Funktionenfolge und es existieren Mn > 0 mit | fn(z)| ≤ Mn
und
∞
∑
n=1
Mn konvergiere.
Ist nun (zl)l eine Folge in A, sodass lim
l→∞
fn(zl) = 0 für alle n ∈ N ist, dann gilt
lim
l→∞
∞
∑
n=1
fn(zl) = 0. 
Beweis
Wir schreiben
lim
l→∞
∞
∑
n=1
| fn(zl)|= lim
k→∞
lim
l→∞
(
k
∑
n=1
| fn(zl)|+
∞
∑
n=k+1
| fn(zl)|
)
= lim
k→∞
(
k
∑
n=1
lim
l→∞
| fn(zl)|+ lim
l→∞
∞
∑
n=k+1
| fn(zl)|
)
= lim
k→∞
(
0+ lim
l→∞
∞
∑
n=k+1
| fn(zl)|
)
≤ lim
k→∞
∞
∑
n=k+1
Mn = 0.

Damit können wir nun sogar zeigen, dass die Funktion eine Spitzenform ist.
(1.8) Lemma
Für jedes feste W ∈ Hn ist Z 7→ Kg(Z,W) ∈ Sg(Γ, v).
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Beweis
Nach (1.6) ist die Funktion eine Modulform, wir müssen also nur noch nachweisen,
dass sie unter dem Φ-Operator verschwindet.
Wenn wir (1.7) mit Ml = c|kg(M, iE, iE)| aus (1.4) verwenden, reicht es zu zeigen, dass
kg(M,Z,W)|R|Φ für jedes M und R verschwindet.
Es ist
∣∣det(R{Z}−g)kg(M, R〈Z〉,W)∣∣ = |kg(R−1M,Z,W)|.
Setzen wir nun Z =
(
Z1 0
0 it
)
.
Dann ist
|kg(R−1M,Z,W)|=
∣∣∣∣∣det
(
Z− R−1M〈W〉tr
2i
)
det(R−1M{W})
∣∣∣∣∣
−g
≤
∣∣∣∣∣det
(
Im(Z− R−1M〈W〉tr)
2
)
det(R−1M{W})
∣∣∣∣∣
−g
≤
∣∣∣∣det( Im(Z)2
)
det(R−1M{W})
∣∣∣∣−g
≤
∣∣∣∣ 12n det(R−1M{W})det(Im(Z1))t
∣∣∣∣−g t→∞−→ 0. 
Für die Selbergsche Spurformel fehlt uns nun nur noch die Kernfunktion für den
Raum Hn. Aus [Shi97, A2.9] entnehmen wir mit s = 0 dieses Resultat bezüglich des
Maßes dZSh. Im Folgenden sei Γr(s) = pir(r−1)/2
r−1
∏
k=0
Γ(s− k).
(1.9) Lemma
Es sei f : Hn → C holomorph und Z 7→
(
det(Im(Z))g/2
)
f (Z) sei beschränkt auf Hn.
Mit cg(n) = 22n
2
pin
2
Γn(g− n)Γn(g)−1 ergibt sich
cg(n) f (Z) =
∫
Hn
det
(
Z−Wtr
2i
)−g
det(V)g f (W)dWSh.

Das schreiben wir nun noch um, um das Resultat bezüglich unserem Maß zu erhal-
ten.
(1.10) Lemma
Es sei f : Hn → C holomorph und Z 7→
(
det(Im(Z))g/2
)
f (Z) sei beschränkt auf Hn.
Dann gilt
f (Z) = C(g, n)
∫
Hn
det
(
Z−Wtr
2i
)−g
det(V)g f (W)dW.

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Beweis
Durch Umformen und Anwenden von II(2.5) erhalten wir
f (Z) = cg(n)−1
∫
Hn
det
(
Z−Wtr
2i
)−g
det(V)g f (W)dWSh
= cg(n)−12n
2−n
∫
Hn
det
(
Z−Wtr
2i
)−g
det(V)g f (W)dW.
Weiter ist
cg(n)−1 · 2n2−n = 2−n2−npi−n2Γn(g− n)−1Γn(g)
= 2−n
2−npi−n
2
n−1
∏
j=0
Γ(g− n− j)−1Γ(g− j).
Nun ist
n−1
∏
j=0
Γ(g− n− j)−1Γ(g− j) =
n−1
∏
j=0
Γ(g− n− (n− 1) + j)−1Γ(g− (n− 1) + j)
=
n−1
∏
j=0
(g− n+ j)!
(g− 2n+ j)! =
n−1
∏
j=0
n−1
∏
i=0
(g− 2n+ j+ i+ 1).
Somit ist cg(n)−1 · 2n2−n = C(g, n) und die Behauptung ist bewiesen. 
Dieses Ergebnis werden wir nun noch leicht umschreiben, um unsere Funktion Kg in
den Ausdruck einzubringen.
(1.11) Korollar
Für jedes f ∈ Sg(Γ, v) gilt
f (Z) =
∫
F
det(V)gKg(Z,W) f (W)dW.

Beweis
Es gilt ∫
F
det(V)gKg(Z,W) f (W)dW
=
∫
F
∑
M∈Γ/ Z(Γ)
C(g, n) kg(E ·M,Z,W)︸ ︷︷ ︸
kg(E,Z,M〈W〉)det(M{W})−g·v(M)
det(Im(M〈W〉))g det(M{W})gdet(M{W})g︷ ︸︸ ︷
det(Im(W))g f (W)︸ ︷︷ ︸
f (M〈W〉)·v(M)−1 det(M{W})−g
dW
=
∫
F
∑
M∈Γ/ Z(Γ)
C(g, n)kg(E,Z, M〈W〉)det(Im(M〈W〉))g f (M〈W〉)dW
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Nun gilt Hn = ⋃
M∈Γ/ Z(Γ)
M〈F〉 und zudem ist M〈F〉 ∩ N〈F〉 eine Nullmenge für
M, N ∈ Γ/ Z(Γ) mit M 6≡ N.
Deswegen ist∫
F
∑
M∈Γ/ Z(Γ)
C(g, n)kg(E,Z, M〈W〉)det(Im(M〈W〉))g f (M〈W〉)dW
= C(g, n)
∫
Hn
kg(E,Z,W)det(Im(W))g f (W)dW
(1.10)
= f (Z).

Zur Vereinfachung nutzen wir die folgende Notation:
(1.12) Bezeichnung
Wir definieren HM(Z) := kg(M,Z,Z)det(Y)g. 
Damit können wir nun die Formel für die Dimension des Vektorraumes der Spitzen-
formel angeben.
(1.13) Hauptsatz (Selbergsche Spurformel)
Es ist
dim(Sg(Γ, v)) = C(g, n)
∫
F
∑
M∈Γ/ Z(Γ)
HM(Z)dZ =
∫
F
Kg(Z,Z)det(Y)gdZ.

Beweis
Es sei nun { f1, f2, ..., fv} eine Orthonormalbasis von Sg(Γ, v). Dann ist für jedes W
Kg(Z,W) =
v
∑
l=1
al(W) fl(Z),
dabei sind die Koeffizienten al(W) Spitzenformen in W wegen (1.2). Es ergibt sich
damit
Kg(Z,W) =
v
∑
l,s=1
as,l fs(W) fl(Z).
Wenden wir nun (1.11) auf jedes Element f j der Orthonormalbasis an, so erhalten wir
f j(Z) =
∫
F
det(V)gKg(Z,W) f j(W)dW
=
∫
F
det(V)g
v
∑
l,s=1
as,l fs(W) fl(Z) f j(W)dW
=
v
∑
l,s=1
as,l fl(Z)
∫
F
det(V)g fs(W) f j(W)dW.
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Nach Definition von fs und f j ist dann
∫
F
det(V)g fs(W) f j(W)dW =
{
1 , j = s
0 , j 6= s. .
Damit ist
f j(Z) =
v
∑
l=1
aj,l fl(Z),
und somit folgt as,l =
{
1, l = s,
0, l 6= s.
Damit erhalten wir
Kg(Z,W) =
v
∑
l=1
fl(W) fl(Z)
und somit ist∫
F
Kg(Z,Z)det(Y)gdZ =
v
∑
l=1
∫
F
det(Y)g fl(Z) fl(Z)dZ =
v
∑
l=1
1 = dim(Sg(Γ, v)).

Im Weiteren wird es nun darum gehen, diesen Ausdruck auszuwerten.
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§ 2 Eine Umformung der Spurformel
Wir haben nun eine Dimensionsformel hergeleitet, jedoch ist diese, so wie sie in (1.13)
steht, nicht auszuwerten. Daher werden wir nun einige Umformungen vornehmen,
um diese in eine Form zu bringen, die auswertbar ist.
Wir setzen dabei im Folgenden v ≡ 1. Denn insbesondere (2.6) lässt sich nur unter
dieser Voraussetzung so schreiben.
Zuerst zeigen wir die folgende nützliche Regel:
(2.1) Lemma
Für jedes R ∈ U (n,C) gilt HR−1MR(Z) = HM(R〈Z〉). 
Beweis
Mit Anwenden von (1.2) und (1.3) erhalten wir
HM(R〈Z〉) = kg(M, R〈Z〉, R〈Z〉)det(Im(R〈Z〉))g
= kg(MR, R〈Z〉,Z)det(R{Z})g det(Im(R〈Z〉))g
= kg(R−1M−1,Z, R〈Z〉)det(R{Z})g det(Im(R〈Z〉))g
= kg(R−1M−1R,Z,Z) · det(R{Z})g det(R{Z})g det(Im(R〈Z〉))g
= kg(R−1MR,Z,Z)det(Im(Z))g = HR−1MR(Z).
Im letzten Schritt haben wir zusätzlich noch I(3.4) verwendet. 
Wenn R sogar mit M vertauscht, ergibt sich das folgende
(2.2) Korollar
Für jedes R ∈ Z(M,U (n,C)) gilt HM(Z) = HM(R〈Z〉). 
Diese Aussage gilt auch für R ∈ Z(M,U (n,C)/ Z(U (n,C))). Man beachte, dass im
Allgemeinen nicht Z(M,U (n,C)/ Z(U (n,C))) = Z(M,U (n,C))/ Z(U (n,C)) und
Z(M, Γ/ Z(Γ)) = Z(M, Γ)/ Z(Γ) gilt. Ein Beispiel ist die Matrix diag(1,−1, 1,−1), wie
wir bei der Angabe der Dimensionsformel für Γ(2) im letzten Kapitel sehen werden.
Es gilt jedoch immer Z(M,U (n,C))/ Z(U (n,C)) ⊂ Z(M,U (n,C)/ Z(U (n,C))) und
Z(M, Γ)/ Z(Γ) ⊂ Z(M, Γ/ Z(Γ)).
Direkt aus (1.2) ergibt sich das
(2.3) Lemma
Für alle R ∈ U (n,C) gilt HR−1(Z) = HR(Z). 
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Nun wenden wir uns wieder der Spurformel zu. Das Hauptproblem dabei ist, dass
Integration und Summation nicht getauscht werden können.
Um dieses Problem zu lösen führen wir nun konvergenzerzeugende Faktoren ein.
Diese sollen zudem konjugationsstabil sein.
(2.4) Definition (konjugationsstabiler, konvergenzerzeugender Faktor)
Für jedes M ∈ Γ definieren wir eine Funktion
pM : Hn ×R∗+ → R, (Z, e) 7→ pM(Z, e)
mit
i) Es ist
lim
e→0
∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)pM(Z, e)dZ =
∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)dZ.
ii) Für jedes e > 0 ist ∫
FΓ
∑
M∈Γ/ Z(Γ)
|HM(Z)pM(Z, e)|dZ < ∞.
iii) Für jedes R ∈ Γ ist
pR−1MR(Z, e) = pM(R〈Z〉, e).
Diese Eigenschaft bezeichnen wir als konjugationsstabil. 
Die Existenz solcher konjugationsstabiler, konvergenzerzeugender Faktoren werden
wir später zeigen.
Nehmen wir an, dass wir solche Faktoren haben, so können wir damit die Spurformel
umschreiben und erhalten damit die folgende, einfacher auszuwertende Form.
(2.5) Hauptsatz
Es ist
dim(Sg(Γ)) = C(g, n) lim
e→0 ∑{M}∈Γ/ Z(Γ)
∫
Z(M,Γ/ Z(Γ))\Hn
HM(Z)pM(Z, e)dZ
und
dim(Sg(Γ)) = C(g, n) · 1# Z(Γ) · lime→0 ∑{M}∈Γ
∫
Z(M,Γ)\Hn
HM(Z)pM(Z, e)dZ.
Dabei bedeutet {M} ∈ Γ/ Z(Γ), dass wir über alle Konjugationsklassen in Γ/ Z(Γ)
summieren und je einen beliebigen Vertreter wählen. Analog heißt {M} ∈ Γ, dass wir
über alle Konjugationsklassen in Γ summieren.
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Unter
∫
Z(M,Γ)\Hn
HM(Z)pM(Z, e)dZ verstehen wir das Integral über einen Fundamen-
talbereich der Operation von Z(M, Γ) auf Hn, den wir so wählen, dass dieser messbar
ist. 
Beweis
Wir zeigen die erste Version.
Durch unseren konvergenzerzeugenden Faktor können wir Summation und Integrati-
on tauschen, wir erhalten also∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)pM(Z, e)dZ = ∑
M∈Γ/ Z(Γ)
∫
FΓ
HM(Z)pM(Z, e)dZ.
Weiter ist
∑
M∈Γ/ Z(Γ)
∫
FΓ
HM(Z)pM(Z, e)dZ = ∑
{M}∈Γ/ Z(Γ)
∑
M˜∈{M}
∫
FΓ
HM˜(Z)pM˜(Z, e)dZ.
Dabei ist die Konjugationsklasse von M gerade die Menge {R−1MR; R ∈ Γ/ Z(Γ)}.
Weiter gilt R−11 MR1 = R
−1
2 MR2 mod Z(Γ) genau dann, wenn R1R
−1
2 ∈ Z(M, Γ/ Z(Γ)).
Wir erhalten damit
∑
{M}∈Γ/ Z(Γ)
∑
M˜∈{M}
∫
FΓ
HM˜(Z)pM˜(Z, e)dZ
= ∑
{M}∈Γ/ Z(Γ)
∑
R∈Z(M,Γ/ Z(Γ))
∫
FΓ
HR−1MR(Z)pR−1MR(Z, e)dZ
= ∑
{M}∈Γ/ Z(Γ)
∑
R∈Z(M,Γ/ Z(Γ))
∫
FΓ
HM(R〈Z〉)pM(R〈Z〉, e)dZ
= ∑
{M}∈Γ/ Z(Γ)
∫
Z(M,Γ/ Z(Γ))\Hn
HM(Z)pM(Z, e)dZ.
Damit folgt die Behauptung. 
Wir werden im weiteren Verlauf Dimensionsformeln für Hauptkongruenzuntergrup-
pen von U (2,OK) angeben. Einige Sätze, die wir später benutzen werden, um Vertre-
ter von Konjugationsklassen anzugeben, gelten jedoch nur für die volle Modulgruppe.
Der folgende Satz erlaubt es uns aber, Vertreter in der vollen Modulgruppe zu bestim-
men und mit diesen die Spurformel für die Hauptkongruenzuntergruppen auszuwer-
ten.
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(2.6) Hauptsatz (Spurformel für Normalteiler)
Es sei ∆ C Γ ein Normalteiler von endlichem Index. Dann ist
dim(Sg(∆)) = C(g, n)[Γ/ Z(Γ) : ∆/ Z(∆)]
· lim
e→0 ∑{M}∈Γ/ Z(Γ)
M∈∆/ Z(∆)
∫
Z(M,Γ/ Z(Γ))\Hn
HM(Z)pM(Z, e)dZ
und
dim(Sg(∆)) = 1# Z(∆)C(g, n)[Γ/ Z(Γ) : ∆/ Z(∆)]
· lim
e→0 ∑{M}∈Γ
M∈∆
∫
Z(M,Γ)\Hn
HM(Z)pM(Z, e)dZ.

Beweis
Wir zeigen erneut die erste Variante.
Mit {M}Γ/ Z(Γ) bezeichnen wir die Konjugationsklasse der Matrix M in Γ/ Z(Γ) und
mit {M}∆/ Z(∆) bezeichnen wir die Konjugationsklasse von M in ∆/ Z(∆), sowie mit
I(M, e) =
∫
Z(M,Γ/ Z(Γ))\Hn
HM(Z)pM(Z, e)dZ den Beitrag der Konjugationsklasse
{M}Γ/ Z(Γ).
Es sei G = (∆/ Z(∆)) \ (Γ/ Z(Γ)). Weiter sei
UM˜ =
{
δ ∈ G|δ−1{M˜}∆/ Z(∆)δ = {M˜}∆/ Z(∆)
}
.
Es gilt nun |UM1 | = |UM2 | für alle M1, M2 ∈ {M}Γ/ Z(Γ), da die beiden Gruppen in G
konjugiert sind.
Nun ist
⋃
R∈UM\G
R−1{M}∆/ Z(∆)R = {M}Γ/ Z(Γ), wobei die Vereinigung disjunkt ist.
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Wegen der Vertreterunabhängigkeit des Integrals ist
|G| · I(M, e) = |UM\G| · |UM| ·
∫
Z(M,Γ/ Z(Γ))\Hn
HM(Z)pM(Z, e)dZ
= ∑
R∈UM\G
|UR−1MR|
∫
Z(R−1MR,Γ/ Z(Γ))\Hn
HR−1MR(Z)pR−1MR(Z, e)dZ
= ∑
R∈UM\G
∑
δ∈UR−1MR
∫
Z(δ−1R−1MRδ,Γ/ Z(Γ))\Hn
Hδ−1R−1MRδ(Z)pδ−1R−1MRδ(Z, e)dZ
= ∑
R∈UM\G
∑
δ∈UR−1MR
∫
Z(R−1MR,Γ/ Z(Γ))\Hn
HR−1MR(δ〈Z〉)pR−1MR(δ〈Z〉, e)dZ
= ∑
R∈UM\G
∫
Z(R−1MR,∆/ Z(∆))\Hn
HR−1MR(Z)pR−1MR(Z, e)dZ.
Also
C(g, n)[Γ/ Z(Γ) : ∆/ Z(∆)] · lim
e→0 ∑{M}∈Γ/ Z(Γ)
M∈∆/ Z(∆)
∫
Z(M,Γ/ Z(Γ))\Hn
HM(Z)pM(Z, e)dZ
= C(g, n)|G| · lim
e→0 ∑{M}∈Γ/ Z(Γ)
M∈∆/ Z(∆)
I(M, e)
= C(g, n)|G| · lim
e→0 ∑{M}∈∆/ Z(∆)
∫
Z(M,∆/ Z(∆))\Hn
HM(Z)pM(Z, e)dZ.
Nach (2.5) ist das gerade gleich dim(Sg(∆)). 
Zur Vereinfachung der Notation verwenden wir ab sofort die folgende Bezeichnung.
(2.7) Bezeichnung
Ist klar, auf welche Gruppe G ⊂ U (n,C) oder G ⊂ U (n,C)/ Z(U (n,C)) wir uns bezie-
hen, so bezeichne FM := Z(M,G)\Hn einen Fundamentalbereich bezüglich Z(M,G).
Nun werden wir für den Fall n = 2 konjugationsstabile Faktoren definieren. Diese
definieren wir für eine Konjugationsklasse in Γ. Sie sind allerdings auch wohldefiniert
für eine Konjugationsklasse in Γ/ Z(Γ). Dazu definieren wir pM(Z, e) für ein M in
dieser Konjugationsklasse. Weiter setzen wir dann pR−1MR(Z, e) := pM(R〈Z〉, e). Wir
müssen dann nur überprüfen, ob dies wohldefiniert ist, denn es gibt natürlich Matri-
zen R1, R2 mit R−11 MR1 = R
−1
2 MR2. Dann existiert aber bereits ein N ∈ Z(M, Γ) mit
R1 = NR2.
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(2.8) Lemma
(i) Für beliebiges M ist pM(Z, e) = 1 ein konjugationsstabiler Faktor.
(ii) Es sei M ∈ Γ0 und für jedes N ∈ Γ mit M = N−1MN gilt bereits N ∈ Γ0. Dann
ist pM(Z, e) := det(Im(Z))−e ein konjugationsstabiler Faktor.
(iii) Es sei M ∈ Γ1 und für jedes R ∈ Γ mit M = N−1MN gilt bereits N ∈ Γ1. Dann
ist pM(Z, e) := ye1 det(Y)
−e ein konjugationsstabiler Faktor. 
Beweis
(i) Ist klar.
(ii) Es sei N =∈ Γ0. Dann ist det(Im(N〈Z〉)) = det(Im(Z)) nach I(3.4), da NC = 0
und |det(ND)| = 1.
(iii) Wir schreiben Y =
(
y1 0
0 p
) [(
1 l
0 1
)]
. Dann ist p = det(Y)/y1 und somit ist
pM(Z, e) = ye1 det(Y)
−e = p−e.
Es sei N =

a 0 b ∗
∗ e ∗ ∗
c 0 d d1
0 0 0 e
 ∈ Γ1 mit |e| = 1.
Dann ist N〈Z〉 = XN + iYN = XN + i
(
yN 0
0 pN
) [(
1 lN
0 1
)]
.
Nach I(3.4) ist YN = N{Z}− trY(N{Z})−1. Durch einen Koeffizientenvergleich
erhält man
yN = (c(x1 + iy) + d)−1y(c(x1 + iy) + d)
−1
lN = (c(x1 + iy) + d)−1le−1 − (c(x12 + iyl) + d1)−1e−1
pN = epe−1 = p.
Aus pN = p folgt damit die Invarianz. 
Es gibt noch eine zweite Möglichkeit, konjugationsstabile Faktoren zu definieren. Wir
definieren dazu direkt pR−1MR(Z). Der Beweis ist der gleiche wie in (2.8). Wir nutzen
zudem die Abkürzung YR := Im(R〈Z〉).
(2.9) Lemma
(a) Es sei M ∈ Γ0 und für jedes N ∈ Γ mit M = N−1MN gilt bereits N ∈ Γ0. Dann ist
pR−1MR(Z)(Z, e) =
{
det(YR)−e , falls det(YR) ≥ 1,
1 , sonst,
ein konjugationsstabiler Faktor.
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(b) Es sei M ∈ Γ1 und für jedes R ∈ Γ mit M = N−1MN gilt bereits N ∈ Γ1. Dann ist
pR−1MR(Z)(Z, e) =
{
(YR)
e
(1,1) det(YR)
−e , falls (YR)−1(1,1) det(YR) ≥ 1,
1 , sonst,
ein konjugationsstabiler Faktor. 
Aus dem Beweis ergibt sich, dass im Fall (2.8) (ii) und im Fall (2.9) (a) das Maß eben-
falls invariant ist unter allen Transformationen
(
U ∗
0 U− tr
)
∈ U 0(2,C) mit
|det(U)| = 1.
Im Fall (2.8) (iii) und im Fall (2.9) (b) ist das Maß invariant unter allen Transformatio-
nen

a 0 b ∗
∗ α ∗ ∗
c 0 d d1
0 0 0 α
 ∈ U 1(2,C), wobei |α| = 1 ist.
Für einen Fall benötigen wir noch einen dritten konjugationsstabilen Faktor. Die Klas-
senzahl von K sei hierbei 1. Zudem sei µ > 1 so gewählt, dass für alle Z ∈ F die
Ungleichung y1y2 < µdet(Y) gilt.
(2.10) Lemma
Es sei M ∈ Γ0 ∩ Γ1 und für jedes N ∈ Γ mit M = N−1MN gilt bereits N ∈ Γ0 ∩ Γ1.
Dann ist
pR−1MR(Z)(Z, e) =

det(YR)−e , falls det(YR) ≥ 1, (YR)2(1,1) ≥ µdet(Y),
(YR)
e
(1,1) det(YR)
−e , falls (YR)(1,1) det(YR)−1 ≤ 1
und (YR)2(1,1) < µdet(Y),
1 , sonst
,
ein konjugationsstabiler Faktor. 
- Möglichkeiten der Integralberechnung -
Betrachten wir nun wieder (2.5) und (2.6). Ein weiteres Problem, was bei der Berech-
nung dieser Integrale auftaucht, ist das Bestimmen von Z(M, Γ)\Hn. Für manche Ma-
trizen ist Z(M, Γ) schon schwer zu bestimmen, für andere Matrizen kann man zwar
Z(M, Γ) bestimmen, aber kann keinen Fundamentalbereich mehr angeben. Um dieses
Problem zu umgehen, bedienen wir uns Methoden der harmonischen Analysis, wie
es Hashimoto [Has83] im Siegelschen Fall gemacht hat. Die Beweise dieser Aussagen
findet man in den Kapiteln über Haarsche Maße in den Büchern [Els05] und [Fol95].
Statt Γ und U (n,C) kann man natürlich auch immer die Faktorgruppe Γ/ Z(Γ) oder
U (n,C)/ Z(U (n,C)) betrachten. Wir geben die Resultate der Lesbarkeit wegen nur in
der ersten Variante an.
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Wir betrachten zusätzlich die Gruppe Z(M,U (n,C)). Diese ist im Allgemeinen einfach
zu charakterisieren. Wir gehen nun davon aus, dass wir den konjugationsstabilen, kon-
vergenzerzeugenden Faktor pM(Z, e) für eine Konjugtionsklasse {M} definiert haben.
Nun definieren wir die Gruppe
C′(M,U (n,C)) := {R ∈ Z(M,U (n,C)); pR−1MR(Z, e) = pM(Z, e) für alle e > 0} .
C′(M,U (n,C)) besteht also aus allen Elementen von Z(M,U (n,C)), unter denen
pM(Z, e) invariant ist. Ist pM(Z, e) = 1 für alle Z und alle e, ist natürlich
C′(M,U (n,C)) = Z(M,U (n,C)). Für einen nicht trivialen Faktor muss das aber nicht
mehr der Fall sein.
Es gilt aber insbesondere Z(M, Γ) ≤ C′(M,U (n,C)).
Wir werden nun in jedem Fall ein Haarmaß dg′ auf C′(M,U (n,C)) und ein (unter der
Operation von C′(M,U (n,C))) invariantes Maß dZˆ′ auf C′(M,U (n,C))\H konstruie-
ren, sodass für jede integrierbare Funktion f : H → C gilt∫
H
f (Z)dZ =
∫
C′(M,U (n,C))\H
∫
C′(M,U (n,C))
f (g〈Zˆ〉)dg′dZˆ′
=
∫
C′(M,U (n,C))
∫
C′(M,U (n,C))\H
f (g〈Zˆ〉)dZˆ′dg′.
Es gelte nun zusätzlich für alle M ∈ Z(M, Γ) und alle Z ∈ H, dass
f (M〈Z〉) = f (Z) ist. Diese Bedingung ist natürlich für f (Z) := HM(Z)pM(Z, e) erfüllt.
Dann ist
∫
Z(M,Γ)\H
f (Z)dZ wohldefiniert und es ist
∫
Z(M,Γ)\H
f (Z)dZ = |Z(Γ)| ·
∫
Z(M,Γ)\C′(M,U (n,C))
∫
C′(M,U (n,C))\H
f (g〈Zˆ〉)dZˆ′dg′.
Der Faktor |Z(Γ)| kommt dabei durch die Normierung der Maß dZ und dZˆ′. Denn
bekanntlich ist mit dem Zählmaß dN auf der diskreten Menge Z(M, Γ) für jede inte-
grierbare Funktion f : Hn → R
|Z(M, Γ) ∩ Z(Γ)| ·
∫
Hn
f (Z)dZ= ∑
N∈Z(M,Γ)
∫
Z(M,Γ)\H
f (N〈Z〉)dZ
=
∫
Z(M,Γ)
∫
Z(M,Γ)\H
f (N〈Z〉)dNdZ.
Weiter ist Z(M, Γ) ∩ Z(Γ) = Z(Γ).
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Zusätzlich gilt für f (Z) := HM(Z)pM(Z, e) sogar f (Z) := f (R〈Z〉) für alle
R ∈ C′(M,U (n,C)). Damit ergibt sich dann∫
Z(M,Γ)\H
f (Z)dZ= |Z(Γ)|
∫
Z(M,Γ)\C′(M,U (n,C))
∫
C′(M,U (n,C))\H
f (g〈Zˆ〉)dZˆ′dg′
= |Z(Γ)|
∫
Z(M,Γ)\C′(M,U (n,C))
∫
C′(M,U (n,C))\H
f (Zˆ)dZˆ′dg′
= |Z(Γ)|
∫
Z(M,Γ)\C′(M,U (n,C))
1dg′ ·
∫
C′(M,U (n,C))\H
f (Zˆ)dZˆ′.
Damit erhalten wir
(2.11) Satz
Für alle M ∈ Γ ist∫
Z(M,Γ)\H
HM(Z)pM(Z, e)dZ
= |Z(Γ)| · vol (Z(M, Γ)\C′(M,U (n,C))) · ∫
C′(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ′.

Auch den Ausdruck
∫
C′(M,U (n,C))\H
f (Zˆ)dZˆ kann man noch in eine besser auswertbare
Form bringen.
Wir nehmen an, dass die Gruppe C′(M,U (n,C)) sich schreiben lässt als
C′(M,U (n,C)) = G × C0(M,U (n,C)), wobei G eine kompakte Gruppe ist. Die Exis-
tenz eines Haarmaßes auf C′(M,U (n,C)) ist dann äquivalent zur Existenz eines Haar-
maßes auf C0(M,U (n,C)), denn auf G existiert als kompakte Gruppe ein Haarmaß.
Das Haarmaß auf C0(M,U (n,C)) bezeichnen wir mit dg, zusätzlich existiert in die-
sem Fall ein invariantes Maß auf dem Raum C0(M,U (n,C))\H, dieses invariante Maß
bezeichnen wir mit dZˆ.
Nun gibt es zwei Möglichkeiten.
Für die erste Variante definieren wir C0(M, Γ) = C0(M,U (n,C)) ∩ Z(M, Γ). Wählen
wir C0(M,U (n,C)) passend, erhalten wir [Z(M, Γ) : C0(M, Γ)] < ∞. In diesem Fall
existiert dann∫
C0(M,Γ)\H
HM(Z)pM(Z, e)dZ
= [(Z(M, Γ)/ Z(Γ)) : (C0(M, Γ)/(C0(M, Γ) ∩ Z(Γ))] ·
∫
Z(M,Γ)\H
HM(Z)pM(Z, e)dZ
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und wir erhalten wieder∫
C0(M,Γ)\H
HM(Z)pM(Z, e)dZ
= |C0(M, Γ) ∩ Z(Γ)| vol (C0(M, Γ)\C0(M,U (n,C))) ·
∫
C0(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ.
Diese Variante werden wir bei Konjugationsklassen die einen Beitrag zum Dimensi-
onsintegral liefern verwenden. Da sie es ermöglicht, einen exakten Wert des Integrals
zu bestimmen.
Eine andere Möglichkeit ist das Ausnutzen der Identität∫
C0(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ= vol(G) ·
∫
C′(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ′.
Dies werden wir insbesondere in den Fällen nutzen, wenn∫
C0(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ = 0 ist.
Denn dann folgt auch
∫
C′(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ′ = 0 und somit∫
Z(M,Γ)\H
HM(Z)pM(Z, e)dZ = 0.
Als letzte Vereinfachung bleibt noch, dass für jedes R ∈ U (n,C) die Gruppen
Z(M,U (n,C)) und Z(R−1MR,U (n,C)) isomorph sind. Ist zusätzlich
pR−1MR(Z, e) = pM(Z, e), so ist auch C′(M,U (n,C)) ∼= C′(R−1MR,U (n,C)) und
C0(M,U (n,C)) ∼= C0(R−1MR,U (n,C)). Damit erhalten wir die folgende Aussage.
(2.12) Satz
Für ein passend normiertes, invariantes Maß dZˆ auf C0(R−1MR,U (n,C))\H ist∫
C0(M,U (n,C))\H
HM(Z)pM(Z, e)dZˆ =
∫
C0(R−1MR,U (n,C))\H
HM(Z)pM(Z, e)dZˆ.

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§ 3 Konvergenzuntersuchungen
Wir haben am Ende des vorherigen Kapitels konjugationsstabile Faktoren definiert.
Nun werden wir zuerst nachweisen, dass diese auch konvergenzerzeugend sind. Wir
werden also zuerst nachweisen, dass man Integration und Summation nach Einfügen
der Faktoren tauschen kann. Dabei betrachten wir die konvergenzerzeugenden Fak-
toren aus (2.9), da es für diese einfacher nachzuweisen ist. Im ganzen Abschnitt sei
dabei g > 6.
In diesem Kapitel müssen wir voraussetzten, dass die Klassenzahl vonK gleich 1 ist.
Sowohl Morita [Mor74] als auch Christian [Chr68b], [Chr69] haben entsprechende Ab-
schätzungen im Siegelschen Fall angegeben. Wir werden Ideen von beiden verwenden,
um entsprechende Abschätzungen im Hermiteschen Fall anzugeben.
Wir werden in diesem Kapitel hauptsächlich Summen abschätzen. Um diese Abschät-
zungen etwas übersichtlicher zu gestalten, verwenden wir die folgende Notation:
(3.1) Bezeichnung
Es seien f1, f2 : F → R Funktionen. Wir schreiben dann f1 ≺ f2, wenn ein c > 0
existiert, sodass f1(a) ≤ c · f2(a) für alle a ∈ F gilt. Alternativ schreiben wir dafür
auch f2  f1.
Gilt f1 ≺ f2 und f1  f2, so schreiben wir dafür f1 ≈ f2. 
Statt für R kann man die Definition natürlich auch für positiv definite Matrizen ver-
wenden.
Wie am Ende des letzten Abschnitts verwenden wir auch hier die Bezeichnung
YM := Im(M〈Z〉). Zudem sei Yd := diag(y1, y2, ..., yn).
Damit erhalten wir nun den folgenden Hilfssatz:
(3.2) Hilfssatz
Es sei Z = iY ∈ F und M ∈ Γ, dann gilt YM ≈ (Yd)M und
|det (C(iY) + D)| ≈ |det (C(iYd) + D)| . 
Beweis
Es ist YM ≈ (Yd)M ⇔ (YM)−1 ≈ ((Yd)M)−1.
Aber es gilt
(YM)−1 = Y−1[D
tr
] +Y[Ctr] ≈ Y−1d [D
tr
] +Yd[C
tr
] = ((Yd)M)
−1 .
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Damit folgt die erste Aussage. Weiter ist damit jetzt det(YM) ≈ (Yd)M
|det(C(iY) + D)|−2 det(Y) ≈ |det(C(iYd) + D)|−2 det(Yd)
⇔ |det(C(iY) + D)|
2
det(C(iYd) + D)|2 ≈
det(Y)
det(Yd)
≈ 1
⇔ |det(C(iY) + D)|2 ≈ |det(C(iYd) + D)|2
⇔ |det(C(iY) + D)| ≈ |det(C(iYd) + D)|. 
Zudem benötigen wir den folgenden Hilfssatz:
(3.3) Hilfssatz
Es sei f : Cn → R eine integrierbare Funktion und H ∈ GL(n,C). Dann ist∫
Cn
f (Hz)dz = |det(H)|−2
∫
Cn
f (z)dz.
Dabei ist mit dz das euklidische Maß gemeint. 
Beweis
Es gilt bekanntlich C '
{(
a −b
b a
)
|a, b ∈ R
}
mit dem Isomorphismus
z 7→ z˜ =
(
Re(z) − Im(z)
Im(z) Re(z)
)
.
Dann definieren wir H˜ ∈ R2n×2n, indem wir jeden Eintrag Hij durch H˜ij ersetzen.
Damit ist |det(H˜)| = |det(H)|2. Insbesondere ist damit H˜ ∈ GL(2n,R). Weiter kann
man
∫
Cn
f (Hz)dz =
∫
R2n
f (H˜z˜)dz˜ schreiben.
Dieses ist bekanntermaßen |det(H˜)|−1 ∫
R2n
f (z˜)dz˜. Somit folgt die Behauptung. 
Wir werden zuerst einige Bezeichnungen und Aussagen von Christian übertragen, mit
denen wir später Rechnungen vereinfachen können.
Wir verwenden dabei die folgenden Bezeichnungen:
(3.4) Bezeichnung
Für n, h ∈N mit h > 2n− 2 und S, T > 0 sei
χ(n, h, S, T) = ∑
U∈GL(n,OK)
det(E+ TUtrSU)−h und
η(n, h, S, T) = ∑
U∈GL(n,OK)
det(T +UtrSU)−h.

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Es ergibt sich direkt:
(3.5) Bemerkung
Es ist χ(n, h, S, T) = χ(n, h, T, S) und η(n, h, S, T) = η(n, h, T, S) sowie
η(n, h, S, T) = det(T)−hχ(n, h, S, T−1). 
Nun ändern wir die Hilfssätze 1 und 2 aus [Chr68b] ab, sodass sie uns eine Abschät-
zung für den hermiteschen Fall liefern. Es sei dabei h > 2n− 2.
(3.6) Hilfssatz
Es seien S, T ∈ Hern(C) reduziert. Weiter sei V ∈ GL(n, n− 1,O(K)) und
T2 = diag(t2, ..tn) sowie
f (n, h,V, S, t1) =
(
1+
t1 det(S)
det(S[V])
)n−1−h
det(S[V])−1.
Dann gilt
χ(n, h, S, T) ≈ t1−n1 ∑
GL(n,n−1,O(K))/ GL(n−1,O(K))
f (n, h,V, S, t1)χ(n− 1, h− 1, S[V], T2).
Dabei ist GL(n, n − 1,O(K)) die Menge aller n × (n − 1) Matrizen, die sich durch
Ergänzung einer Spalte fortsetzen lassen zu einer Matrix in GL(n,O(K)). 
Beweis
Da wir voraussetzen, dass die Klassenzahl von K gleich 1 ist, funktioniert der Anfang
des Beweises wie in [Chr68b].
In (34) vergleichen wir die Reihe mit einem Integral. Dort erhalten wir statt des Inte-
grals über den n− 1-dimensionalen reellen Raum das Integral
λ(L,V) ≈ ∫
Cn−1
(1+ p+ L[Vz])−hdz über den n− 1-dimensionalen komplexen Raum.
Substituieren wir nun y = HX, so ergibt sich aus (3.3), dass
λ(L,V) = (1+ p)n−1−h · det(L[V])−1 · J′(n− 1, h), wobei J′(n− 1, h) wie J(n− 1, h) in
(35) definiert ist, wir allerdings dabei über den n− 1-dimensionalen komplexen Raum
statt den reellen Raum integrieren müssen.
Mit diesen Änderungen erhalten wir nun unser Ergebnis. Die Konvergenz ergibt sich
hierbei für h > 2n− 2 statt h > n− 1 im Siegelschen Fall. 
Nun zum zweiten Hilfssatz.
(3.7) Lemma
Es seien S, T ∈ Her2(C) reduziert und S, T > µE für ein µ > 0. Dann gilt
χ(n, h, S, T) ≺ det(ST)n−1−h. 
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Beweis
Wir ändern wieder lediglich den Beweis von Christian im Siegelschen Fall ab.
Wenden wir (3.6) statt der Abschätzung im Siegelschen Fall an, so erhalten wir in (40)
χ(n, h, S, T) ≺ t1−n1 (det T2)n−1−h · J∗(t1 · det S, S)
mit
J∗(q∗, S) = ∑
GL(n,n−1,O(K))/ GL(n−1,O(K))
(q∗ + det S[V])n−1−h(det S[V])−1.
Damit ändert sich H(p) =
∫
y
(p + 1 + ytry)−t(1 + ytry)−1dy in (45) und wir müssen
über den (n− 1)-dimensionalen komplexen Raum integrieren.
In (46) erhält man damit H(p) ≈
∞∫
1
(p + x2)−tx2n−4dx. Man hat hier im Prinzip den
Wert für ein anderes n und erhält aus (47) und (48), dass das Integral für t > n− 2
konvergiert und H(p) ≈ (1+ p)n−2−t gilt.
Setzt man diesen geänderten Wert von H(p) nun in (44) ein, so erhält man
χ(n, h, S, T) ≺ det(ST)n−1−h. 
Wir werden die Menge Γ nun in endlich viele Teilmengen zerlegen, und für jede dieser
Mengen eine Majorante angeben. Beginnen werden wir mit allen Matrizen, bei denen
C vollen Rang hat.
(3.8) Satz
Es gilt ∑
M∈Γ
Rang(C)=2
|kg(M,Z,Z)|det(Y)g ≺ det(Y)6−g ≈ y6−g1 y6−g2 . 
Beweis
Es ist
∑
M∈Γ
Rang(C)=2
|kg(M,Z,Z)|det(Y)g
= ∑
ΓT\Γ
Rang(C)=2
(
∑
H∈Her(2,OK)
∣∣∣det(Z−M〈Z〉tr − H)∣∣∣−g) |det(M{Z})|−g det(Y)g
Aus I(4.12) folgt damit
∑
M∈Γ
Rang(C)=2
|kg(M,Z,Z)|det(Y)g ≺ ∑
ΓT\Γ
Rang(C)=2
det(Y+YM)2−g|det(M{Z})|−g det(Y)g.
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Es sei (C, D) ein hermitesches Paar mit Rang(C) = 2. Dann existiert
∑
M∈Γ
Rang(C)=2
|kg(M,Z,Z)|det(Y)g
≺ ∑
(C,D),Rang(C)=2
∑
U∈GL2(O(K))
det(Y+UYMU
tr
)2−g|det(M{Z})|−g det(Y)g
= ∑
(C,D),Rang(C)=2
η(2, g− 2,Y,YM)|det(M{Z})|−g det(Y)g.
Weiter ist
η(2, g− 2,Y,YM)|det(M{Z})|−g det(Y)g
= det(YM)2−gχ(2, g− 2,Y−1M ,Y)|det(M{Z})|−g det(Y)g
≺ det(YM)2−g det(Y−1M Y)3−g|det(M{Z})|−g det(Y)g
= det(YM)−1 det(Y)3|det(M{Z})|−g
= det(Y)3|det(CZ+ D)|2 det(Y)−1|det(M{Z})|−g = det(Y)
2
|det(CZ+ D)|g−2 .
Nun zeigen wir noch ∑
(C,D),Rang(C)=2
det(Y)2
|det(CZ+D)|g−2 ≺ det(Y)6−g.
Dazu schätzen wir den Ausdruck ∑
(C,D),Rang(C)=2
det(Y)2
|det(CZ+D)|g−2 wie Braun in [Bra49, (27)]
ab.
∑
(C,D),Rang(C)=2
det(Y)2
|det(CZ+ D)|g−2
= ∑
CmodΩ(2),Rang(C)=2
|det(C)|2−g ∑
DmodC
∑
H
|det(Z+ C−1D+ H)|2−g det(Y)2
≈ det(Y)4−g det(Y)2 = det(Y)6−g. 
Im Weiteren werden wir uns eher am Vorgehen von Morita orientieren. Daher über-
nehmen wir den Hilfssatz [Mor74, Lemma 5].
(3.9) Hilfssatz
Es sei r > 12 . Dann existiert ein κ > 0, sodass für alle a, b, c ∈ R mit a, c > 0
∑
n∈Z
(a(n+ b)2 + c)−r ≤ κ max
{
a−
1
2 c−r+
1
2 , c−r
}
gilt. κ ist also nur von r abhängig, nicht aber von a, b, c. 
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Umgeschrieben auf imaginärquadratische Zahlkörper ergibt sich:
(3.10) Korollar
Es sei r > 1. Dann existiert ein κ′ = κ′(m, r) > 0, sodass für alle a, c > 0 und alle b ∈ C
∑
n∈O(K)
(a|n+ b|2 + c)−r ≤ κ′max
{
a−1c−r+1, c−r
}
gilt. 
Nun wenden wir uns dem Fall Rang(C) = 0 zu.
(3.11) Satz
Es gilt
∑
M∈Γ0\Γ1
|kg(M,Z,Z)|det(Y)g ≺ y21y22 und
∑
M∈Γ0∩Γ1
|kg(M,Z,Z)|det(Y)g ≺ y1y32.

Beweis
Falls M ∈ Γ0 ist, so ist bekanntlich M =
(
U HU−tr
0 U−tr
)
, wobei U eine unimodulare
und H eine hermitesche Matrix ist. Wir bezeichnen dabei U =
(
u1 u2
u3 u4
)
.
Damit ist aber nach I(4.12)
∑
M∈Γ0
|kg(M,Z,Z)|det(Y)g
=
1
4 ∑H∈Her2(O(K))
∑
U∈GL2(O(K))
det
(
Z−
(
UZ+ HU−tr
)
Utr
tr)−g
det(Y)g
=
1
4 ∑H∈Her2(O(K))
∑
U∈GL2(O(K))
det
(
Z−UZtrUtr − H
)−g
det(Y)g
≺ ∑
U∈GL2(O(K))
det
(
Y+UYUtr
)2−g
det(Y)g (1)
≈ ∑
U∈GL2(O(K))
det
(
Yd +UYdU
tr
)2−g
det(Yd)g.
Nun ist M ∈ Γ1 genau dann, wenn u2 = 0 ist. Zudem ist dann u1 und u4 eine Einheit.
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Nutzen wir (3.10), so ist
∑
M∈Γ0∩Γ1
|kg(M,Z,Z)|det(Y)g ≺ ∑
U∈GL2(O(K))
u2=0
det
(
Yd +UYdU
tr
)2−g
det(Yd)g
≺ ∑
u3∈O(K)
det
((
2y1 y1u3
u3y1 |u3|2y1 + 2y2
))2−g
yg1y
g
2
= ∑
u3∈O(K)
(
4y1y2 + |u3|2y21
)2−g
yg1y
g
2
= ∑
u3∈O(K)
(
4+ |u3|2 y1y2
)2−g
y21y
2
2
≺ y2
y1
y21y
2
2 = y1y
3
2.
Betrachten wir nun den Fall, dass M 6∈ Γ1 ist. Dann ist c2 6= 0. Weiter ist
det(U) = u1u4 − u2u3 eine Einheit, damit ergibt sich u3 aus u1, u2, u4.
Es sei nun T = diag(
√
y1,
√
y2). Dann ist T = T
tr und T2 = Yd somit
det(Yd +UYdU
tr
) = det(Yd)det(E+ T−1UYdU
trT−1)
≥ det(Yd) ·
(
1+ Spur(T−1UYdU
trT−1)
)
.
Wir erhalten damit mit I(4.13)
∑
M∈Γ0\Γ1
|kg(M,Z,Z)|det(Y)g
≺ ∑
U∈GL2(O(K))
u2 6=0
det
(
Yd +UYdU
tr
)2−g
det(Yd)g
≺ ∑
U∈GL2(O(K))
u2 6=0
det(Yd)2−g
(
1+ Spur(T−1UYdU
trT−1)
)2−g
yg1y
g
2
= ∑
U∈GL2(O(K))
u2 6=0
(
1+ Spur(T−1UYdU
trT−1
)2−g
y21y
2
2
= ∑
U∈GL2(O(K))
u2 6=0
(
1+ |u1|2 + y2y1 |u2|
2 +
y1
y2
|u3|2 + |u4|2
)2−g
y21y
2
2.
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Da M 6∈ Γ1, ist c2 6= 0. Weiter ist det(U) = u1u4 − u2u3 eine Einheit, damit ergibt sich
u3 aus u1, u2, u4. Zudem ist
y2
y1
|u2|2 + y1y2 |u3|2 ≥
y2
y1
|u2|2 ≥ |u2|2. Insgesamt ist damit
∑
U∈GL2(O(K))
u2 6=0
(
1+ |u1|2 + y2y1 |u2|
2 +
y1
y2
|u3|2 + |u4|2)
)2−g
≺ ∑
u1,u2,u4∈O(K)
(
1+ |u1|2 + |u2|2 + |u4|2)
)2−g
.
Da diese Reihe konvergiert, was sich durch dreifaches anwenden von (3.10) ergibt,
und unabhängig von Y ist, erhält man die Ungleichung
∑
M∈Γ0\Γ1
|kg(M,Z,Z)|det(Y)g ≺ y21y22.

Kommen wir nun zum Fall Rang(C) = 1.
Dann kann man C und D als
C = U− tr
(
c1 0
0 0
)
Vtr und D = U− tr
(
d1 0
0 1
)
V−1,
darstellen, wobei U und V unimodulare Matrizen sind. Weiter sei
U =
(
u1 u2
u3 u4
)
und V =
(
v1 v2
v3 v4
)
.
Ist Utr =
(
1 d1u3
0 1
)
und V =
(
1 u3
0 1
)
, dann ist UtrCVtr = C und UDV−1 = D.
(3.12) Satz
Es gilt
∑
Rang(C)=1
M∈Γ\Γ1
|kg(M,Z,Z)|det(Y)g ≺ y22 und
∑
Rang(C)=1
M∈Γ1
|kg(M,Z,Z)|det(Y)g ≺ y32.

Beweis
Wir erhalten wieder mit I(4.12) und I(4.13), dass
∑
M∈Γ
Rang(C)=1
∣∣∣det(Z−M〈Z〉tr)∣∣∣−g |det(M{Z})|−g det(Y)g
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= ∑
ΓT\Γ
Rang(C)=1
(
∑
H∈Her(2,OK)
∣∣∣det(Z−M〈Z〉tr − H)∣∣∣−g) |det(M{Z})|−g det(Y)g (2)
≺ ∑
ΓT\Γ
Rang(C)=1
det(Y+YM)2−g|det(M{Z})|−g det(Y)g
= ∑
(C,D)
Rang(C)=1
∑
U∈GL2(O(K))
det(Y+UYMU
tr
)2−g|det(M{Z})|−g det(Y)g
= ∑
(C,D)
Rang(C)=1
∑
U∈GL2(O(K))
det
(
Y+U(CZ+ D)
− tr
Y(CZ+ D)−1Utr
)2−g
· |det(M{Z})|−g det(Y)g
= ∑
(C,D)
Rang(C)=1
∑
U∈GL2(O(K))
det
(
E+ T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
)2−g
· |det(M{Z})|−g det(Y)g
≺ ∑
(C,D)
Rang(C)=1
∑
U∈GL2(O(K))
(
1+ Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
))2−g
· |det(M{Z})|−g det(Y)2
ist.
Nun berechnen wir Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
)
.
Es sei zuerst(
α1 α2
α3 α4
)
:= (CZ+ D)−1 =
1
det(CZ+ D)
(
v1 −ic1v3y2 + d1v2
v3 ic1v1 + d1v4
)
.
Mit dieser Bezeichnung erhalten wir
Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
)
=
(
|α1|2 + y2y1 |α3|
2
) ∣∣∣∣u1 + α1α2y1 + α3α4y2|α1|2y1 + y2|α3|2 u2
∣∣∣∣2
+
(
y1|α1|2 + y2|α3|2
)−1 (|det(CZ+ D)|−2y2) · |u22|
+
(
y1
y2
|α1|2 + |α3|2
) ∣∣∣∣u3 + α1α2y1 + α3α4y2|α1|2y1 + y2|α3|2 u4
∣∣∣∣2
+
(
y1|α1|2 + y2|α3|2
)−1 (|det(CZ+ D)|−2y1) · |u24|.
Nun unterscheiden wir einige Fälle:
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1. Fall: v3 = 0, dann ist v1 = 1, v4 = 1 und wir können v2 = 0 annehmen.
Zuerst soll auch u2 = 0 gelten. Man beachte, dass M genau in diesem Fall in Γ1 liegt.
Dann ist
∑
U∈GL2(O(K))
(
1+ Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
))2−g
= ∑
u3∈O(K)
(
1+
1
|det(CZ+ D)|2 +
y1
y2|det(CZ+ D)|2 |u3|
2 + 1
)2−g
≤ ∑
u3∈O(K)
(
1+
y1
y2|det(CZ+ D)|2 |u3|
2
)2−g
≺ y2
y1
|det(CZ+ D)|2.
Sei nun u2 6= 0. Aus u1u4 − u2u3 = 1 folgt, dass man u3 aus u1, u2, u4 erhält. Weiter ist
y2
y1
|u2|2 + y1y2|det(CZ+D)|2 |u3|
2 ≥ |u2|2. Damit ist:
∑
U∈GL2(O(K))
(
1+ Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
))2−g
= ∑
U∈GL2(O(K))
(
1+
|u1|2
|det(CZ+ D)|2 +
y2
y1
|u2|2 + y1 · |u3|
2
y2 · |det(CZ+ D)|2 + |u4|
2
)2−g
≤ ∑
u1,u2,u4∈O(K)
(
1+
1
|det(CZ+ D)|2 |u1|
2 + |u2|2 + |u4|2
)2−g
≺ |det(CZ+ D)|2.
Weiter ist in diesem Fall
∑
(C,D)
|det(CZ+ D)|2−g ≤ ∑
c1,d1∈Z
c1 6=0
|ic1y1 + d|2−g
≺ ∑
c1∈Z\{0}
|c1y1|3−g = ζ(g− 3)y3−g1 .
Da g > 6 ist, ist auch y5−g1 ≺ 1 und wir erhalten in diesen Fällen die angegebene
Abschätzung.
2. Fall: v1 = 0, dann ist v2 = −1, v3 = 1 und wir können v4 = 0 annehmen.
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Es sei zuerst u2 = 0, dann ist
∑
U∈GL2(O(K))
(
1+ Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
))2−g
= ∑
u3∈O(K)
(
1+
y2
y1|det(CZ+ D)|2 +
1
|det(CZ+ D)|2 |u3|
2 +
y1
y2
)2−g
≤ ∑
u3∈O(K)
(
1+
1
|det(CZ+ D)|2 |u3|
2
)2−g
≺ |det(CZ+ D)|2.
Ist u2 6= 0 dann ist
∑
U∈GL2(O(K))
(
1+ Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
))2−g
= ∑
U∈GL2(O(K))
(
1+
y2 · |u1|2
y1 · |det(CZ+ D)|2 + |u2|
2 +
|u3|2
|det(CZ+ D)|2 +
y1
y2
|u4|2
)2−g
≤ ∑
u1,u2,u4∈O(K)
(
1+
1
|det(CZ+ D)|2 |u1|
2 + |u2|2 + y2y1 |u4|
2
)2−g
≺ y2
y1
|det(CZ+ D)|2.
Zudem ist
∑
(C,D)
|det(CZ+ D)|2−g ≤ ∑
c1,d1∈Z
c1 6=0
|ic1y2 + d|2−g
≺ ∑
c1∈Z\{0}
|c1y2|3−g = ζ(g− 3)y3−g2 .
Insgesamt erhalten wir hier die Majorante y6−g2 . Da g > 6 ist erhalten wir auch in
diesem Fall die Behauptung.
3. Fall: v1 6= 0 und v3 6= 0.
Es ist in diesem Fall |det(CZ+ D)| = |ic1(y1|v1|2 + y2|v3|2) + d1|. Wegen |c1| ≥ 1 ist
damit insbesondere
y1|α1|2 + y2|α3|2 = (y1|v1|2 + y2|v3|2)|det(CZ+ D)|−2 ≤ |det(CZ+ D)|−1 < 1y2 .
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Auch hier nehmen wir zuerst wieder u2 = 0 an. Dann ist
∑
U∈GL2(O(K))
(
1+ Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
))2−g
≤ ∑
u3∈O(K)
(
1+
y1
y2|det(CZ+ D)|2 |u3|
2
)2−g
≺ y2
y1
|det(CZ+ D)|2 ≺ y2
y1
|det(CZ+ D)|3.
Nun kommen wir zum Fall u2 6= 0. Dann ist
∑
U∈GL2(O(K))
Spur
(
T−1U(CZ+ D)
− tr
Yd(CZ+ D)−1U
trT−1
)
≤ ∑
u1,u2,u4∈O(K)
(
1+
(
|α1|2 + y2y1 |α3|
2
) ∣∣∣∣u1 + α1α2y1 + α3α4y2|α1|2y1 + y2|α3|2 u22
∣∣∣∣2
+
(
y1|α1|2 + y2|α3|2
)−1 (|det(CZ+ D)|−2y2) · |u22|
+
(
y1|α1|2 + y2|α3|2
)−1 (|det(CZ+ D)|−2y1) · |u24|)g−2
≺= ∑
u1,u2∈O(K)
(
y1|α1|2 + y2|α3|2
) |det(CZ+ D)|2 1
y1
·
(
1+
(
|α1|2 + y2y1 |α3|
2
) ∣∣∣∣u1 + α1α2y1 + α3α4y2|α1|2y1 + y2|α3|2 u22
∣∣∣∣2
+
(
y1|α1|2 + y2|α3|2
)−1 (|det(CZ+ D)|−2y2) · |u22|)g−3
≺ ∑
u2∈O(K)
|det(CZ+ D)|2 ·
(
1+
(
y1|α1|2 + y2|α3|2
)−1 (|det(CZ+ D)|−2y2) · |u22|)g−4
≺ 1
y2
|det(CZ+ D)|4 (y1|α1|2 + y2|α3|2) = 1y2 |det(CZ+ D)|2 (y1|v1|2 + y2|v3|2)
≺ 1
y2
|det(CZ+ D)|3.
Und schlussendlich ist
∑
(C,D)
|det(CZ+ D)|3−g ≤ ∑
c1,d1∈Z
c1 6=0
∑
v1,v3∈O(K)\{0}
|ic1(y1|v1|2 + y2|v3|2) + d|3−g
≺ ∑
c1∈Z\{0}
∑
v1,v3∈O(K)\{0}
|c1(y1|v1|2 + y2|v3|2)|4−g
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= ζ(g− 4) ∑
v1,v3∈O(K)\{0}
(y1|v1|2 + y2|v3|2)4−g
≺ ∑
v1,v3∈O(K)
(y1|v1|2 + y2|v3|2)4−g
≤ ∑
v1,v3∈O(K)
(y1|v1|2 + y2(|v3|2 + 1))4−g
= ∑
v1,v3∈O(K)
y4−g2
(
y1
y2
|v1|2 + |v3|2 + 1
)4−g
≺ y4−g2 ·
y2
y1
≺ 1
y1y
g−5
2
.
Wegen g > 6 erhalten wir erneut die Behauptung. 
Wir haben nun Majoranten bestimmt, nun untersuchen wir, wann diese Majoranten
Integrierbar sind.
(3.13) Satz
Das Integral
∫
F
ya1y
b
2dZ konvergiert für b < 3 und a+ b < 4. 
Beweis
Es sei
WX =
{(
x1 x12
x12 x2
)
; |x1|, |x2|, |Re(x12)| ≤ 12, | Im(x12)| ≤
√
m
2
}
und
WY,λ = {iY;Y hermitesch und reduziert,Y ≥ λE} .
Dann ist für λ klein genug F ⊂WX ×WY,λ.
Damit ist ∫
F
ya1y
b
2dZ≤
∫
WX
∫
WY,λ
ya1y
b
2 det(Y)
−4dYdX
= vol(WX)
∫
WY,λ
ya1y
b
2 det(Y)
−4dY
≺ vol(WX)
∫
WY,λ
ya−41 y
b−4
2 dY.
Nun ist WY,λ ⊂
{
i
(
y1 y12
y12 y2
)
; y1 ≥ λ, y2 ≥ y1, |Re(y12)| ≤ y12 , | Im(y12)| ≤
√
my1
2
}
.
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Es ergibt sich ∫
WY,λ
ya−41 y
b−4
2 dY
≤
∞∫
λ
∞∫
y1
y1/2∫
−y1/2
√
my1/2∫
−√my1/2
ya−41 y
b−4
2 dyidyrdy2dy1
≤√m
∞∫
λ
∞∫
y1
ya−21 y
b−4
2 dy2dy1
=
√
m
∞∫
λ
∞∫
1
ya−11 (ty1)
b−4dtdy1
=
√
m
∞∫
λ
∞∫
1
ya+b−51 t
b−4dtdy1,
wobei wir im vorletzten Schritt die Substitution y2 = ty1 gemacht haben.
Dieses Integral konvergiert für b < 3 und a+ b < 4. 
Daraus folgt nun
(3.14) Satz∫
F ∑
M∈Γ\(Γ0∪Γ1)
|kg(M,Z,Z)|det(Y)gdZ konvergiert. 
Die Integrale
∫
F ∑
M∈Γ0
|kg(M,Z,Z)|det(Y)gdZ und
∫
F ∑
M∈Γ1
|kg(M,Z,Z)|det(Y)gdZ
existieren nicht.
Unsere Faktoren sind aber für bestimmte Teilmengen von Γ0 und Γ1 konvergenzerzeu-
gend.
Die Konjugationsklasse {M} erfülle die folgenden Eigenschaften:
i) {M} ∩ Γ0 6= ∅ und {M} ∩ Γ1 = ∅.
ii) Sind M1, M2 ∈ {M} ∩ Γ0 und R ∈ Γ mit RM1 = M2R, so ist R ∈ Γ0.
Dann wählen wir den Faktor
pR−1M1R(Z)(Z, e) :=
{
det(YR)−e , falls det(YR) ≥ 1,
1 , sonst,
aus (2.9) (a) als invarianten Faktor. Man beachte, dass Z(M1, Γ) ≤ Γ0. Das folgt sofort
aus der Bedingung ii), wenn man M2 = M1 setzt.
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Insbesondere ist wegen der Bedingung ii) auch pM2 = pM1 für alle
M1, M2 ∈ {M} ∩ Γ0.
Es sei nun [M]0 die Vereinigung aller Konjugationsklassen, die diese Bedingung erfül-
len.
Dann gilt
∑
M∈[M]0
|HM(Z)pM(Z, e)|= ∑
M∈Γ0
M∈[M]0
|HM(Z)pM(Z, e)|+ ∑
M∈Γ0
M 6∈[M]0
|HM(Z)pM(Z, e)|
≤ ∑
M∈Γ0
M∈[M]0
∣∣HM(Z)det(Y)−e∣∣+ ∑
M∈Γ0
M 6∈[M]0
|HM(Z)|
≺ (y1y2)2−e + (y1y2)6−g
nach (3.8) und (3.11). Damit konvergiert
∫
F ∑
M∈[M]0
|HM(Z)pM(Z, e)|dZ für jedes e > 0
nach (3.13).
Man kann die Bedingung aus ii) auch ersetzten durch die Bedingung
ii’) Für ein M1 ∈ {M} ∩ Γ0 ist Z(M1, Γ) ≤ Γ0 und für jedes M2 ∈ {M} ∩ Γ0 existiert
ein R ∈ Γ0 mit RM1 = M2R.
Denn wenn RM1 = M2R ist und R′M1 = M2R′ ist für R, R′ ∈ Γ, so ist
R−1R′ ∈ Z(M, Γ) ≤ Γ0, somit ist auch R′ ∈ Γ0. Es gilt also:
(3.15) Lemma
Der Faktor
pR−1M1R(Z)(Z, e) :=
{
det(YR)−e , falls det(YR) ≥ 1,
1 , sonst,
ist für alle M ∈ [M]0 ein konvergenzerzeugender Faktor. 
Analog definiert man die Menge [M]1 als Vereinigung aller Konjugationsklassen, die
die Bedingungen
i) {M} ∩ Γ1 6= ∅ und {M} ∩ Γ0 = ∅ und
ii) sind M1, M2 ∈ {M} ∩ Γ1 und R ∈ Γ mit RM1 = M2R, so ist R ∈ Γ1
erfüllen.
Auch hier kann man die Bedingung ii) ersetzen durch
ii’) Für ein M1 ∈ {M} ∩ Γ1 ist Z(M1, Γ) ≤ Γ1 und für jedes M2 ∈ {M} ∩ Γ1 existiert
ein R ∈ Γ1 mit RM1 = M2R.
81
III Die Selbergsche Spurformel
Dann ist der Faktor
pR−1MR(Z)(Z, e) :=
{
(YR)
e
(1,1) det(YR)
−e , falls (YR)e(1,1) det(YR) ≥ 1,
1 , sonst,
aus (2.9) (a) bekanntlich für jede Konjugationsklasse invariant und durch anwenden
von (3.8) und (3.12) erhalten wir
∑
M∈[M]1
|HM(Z)pM(Z, e)| ≺ y3−e2 + (y1y2)6−g.
Damit existiert nach (3.13) auch
∫
F ∑
M∈[M]1
|HM(Z)pM(Z, e)|dZ für jedes e > 0. Also
erhalten wir
(3.16) Lemma
Der Faktor
pR−1MR(Z)(Z, e) :=
{
(YR)
e
(1,1) det(YR)
−e , falls (YR)e(1,1) det(YR) ≥ 1,
1 , sonst,
ist für alle M ∈ [M]1 ein konvergenzerzeugender Faktor. 
Kommen wir nun noch zum konvergenzerzeugenden Faktor (2.10). Dazu definieren
wir [M]2 als Vereinigung aller Konjugationsklassen, die die Bedingungen
i) {M} ∩ (Γ0 ∩ Γ1) 6= ∅ und
ii) sind M1, M2 ∈ {M} ∩ Γ0 und R ∈ Γ mit RM1 = M2R, so ist R ∈ Γ0 sowie
iii) sind M1, M2 ∈ {M} ∩ Γ1 und R ∈ Γ mit RM1 = M2R, so ist R ∈ Γ1.
erfüllen.
Die Bedingungen ii) und iii) kann man ersetzen durch
ii’) Für ein M1 ∈ {M} ∩ Γ0 ∩ Γ1 ist Z(M1, Γ) ≤ Γ0 ∩ Γ1 und für jedes M2 ∈ {M} ∩ Γj
existiert ein R ∈ Γj mit RM1 = M2R für j = 0, 1.
Ist nun M1 ∈ Γ1, so ist pM1(Z, e) = ye1 det(Y)−e falls y−11 det(Y) ≥ 1, für alle Z ∈ F .
Denn es existiert ein N ∈ Γ1 mit M1 = N−1MN. Sei nun zuerst N = E Da für
alle Z ∈ F die Ungleichung y2 ≥ y1 gilt ist nämlich y21 ≤ y1y2 < µdet(Y). Somit
ist dies in diesem Fall der konvergenzerzeugende Faktor. Sei nun N ∈ Γ1 beliebig.
Dann ist (YN)(1,1) ≤ y1 und da der Faktor (YN)(1,1) det(YN)−1 invariant ist, ist auch
(YN)(1,1) < µdet(YN).
Ist andererseits M2 ∈ Γ0\Γ1, so ist pM2(Z, e) ≤
√
µdet(Y)−e/2 falls det(Y) ≥ 1, für
alle Z ∈ F . Denn es existiert ein N ∈ Γ1\Γ0 mit M1 = N−1MN. Denn es ist entweder
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(YN)2(1,1) ≥ µdet(Y) und somit pM2(Z, e) = det(Y)−e oder es ist (YN)(1,1) <
√
µ
√
detY
und somit pM2(Z, e) = (YN)
e
(1,1) det(Y)
−e ≤ √µdet(Y)−e/2.
Damit existiert nach (3.13) auch
∫
F ∑
M∈[M]2
|HM(Z)pM(Z, e)|dZ für jedes e > 0.
Es ergibt sich
(3.17) Lemma
Der Faktor
pR−1MR(Z)(Z, e) :=

det(YR)−e , falls det(YR) ≥ 1, (YR)2(1,1) ≥ µdet(Y),
(YR)
e
(1,1) det(YR)
−e , falls (YR)(1,1) det(YR)−1 ≤ 1
und (YR)2(1,1) < µdet(Y),
1 , sonst,
ist für alle M ∈ [M]2 ein konvergenzerzeugender Faktor. 
Leider sind noch nicht alle Matrizen aus Γ0 in [M]0 oder [M]2 enthalten und ebenso
sind noch nicht alle Matrizen aus Γ1 sind in [M]1 oder [M2] enthalten. Wir zeigen
aber nun, dass wir für einige Konjugationsklassen, die Matrizen aus Γ0 oder Γ1 keine
konvergenzerzeugenden Faktoren brauchen.
(3.18) Lemma
Es sei M0 :=
{
M ∈ Γ0|M diagonalisierbar auf diag(a, a−1, a−1, a), |a| 6= 1}. Dann gilt
∑
M∈M1
|kg(M,Z,Z)|det(Y)g ≺ y21y2

Beweis
Es ist M =
(
U HU− tr
0 U− tr
)
. Weiter ist U ∈ GL2(O(K)). Wir nehmen U ∈ SL2(O(K))
an. Dann existiert eine Matrix V =
(
v1 v2
v3 v4
)
∈ SL2(C) mit VUV−1 = diag(a, a−1).
Dann ist(
V 0
0 V− tr
)(
U HU− tr
0 U− tr
)(
V 0
0 V− tr
)−1
=
(
diag(a, a−1) VHU− trVtr
0 diag(a−1, a)
)
.
Diese Matrix ist nur dann diagonalisierbar, wenn
VHU− trVtr = VHVtrV− trU− trVtr = VHVtr diag(a−1, a)
=
(∗ v1v3h1 + v2v3h12 + v1v4h12 + v2v4h2
∗ ∗
)
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eine Diagonalmatrix ist. Also wenn v1v3h1 + v2v3h12 + v1v4h12 + v2v4h2 = 0 ist. Es ist
v2v4 6= 0 und damit ist h2 festgelegt durch h1 und h12.
Wir nehmen wieder ohne Einschränkung X = 0 und Y = Yd an.
Wir setzen Y′ = Y + YM. Dann folgt mit Hilfe von I(4.13) und den Abschätzungen
y′1y
′
2+|y′12|2
det(Y′)2 ≥ 1det(Y′) und
y22
(y′1y
′
2+|y′12|2)(det(Y′)) ≥
y′1y
2
2
(y′21 y
′
2)(det(Y′))
≥ 1y′21 , dass
∑
M∈M1
|kg(M,Z,Z)|det(Y)g =∑
U
∑
H
∣∣∣∣ det(Y)g2i det(iY+ iYM + H)g
∣∣∣∣
≤∑
U
∑
H
det(Y)g(det(Y′)−k(
1+ 2 1det(Y′)
∣∣∣h12 + y′12y′1 h1∣∣∣2 + 1y′21 h′21
)g/2
≺∑
U
det(Y)gy′1 det(Y
′)1−g.
Jetzt ist
y′1
det(Y′)1
=
(1+ |u1|2)y1 + |u2|2y2
|u3|2y21 + (1+ |u1|2 + |u4|2 + |u1u4 − u2u3|2)y1y2 + |u2|2y22
≺ 1
y2
.
Damit können wir den Ausdruck abschätzen gegen
1
y2
∑
U
det(Y)g det(Y′)2−g ≺ y21y2.
Der letzte Schritt ergibt sich aus dem Beweis von (3.11), in der die Summe bereits
abgeschätzt wurde, man beachte dabei, dass u2 6= 0 ist und wir somit in diesem Fall
sind. 
(3.19) Lemma
Es sei M1 :=
{
M ∈ Γ1|M diagonalisierbar auf diag(t, β, t−1, β), β ∈ S1, |t| 6= 1}. Dann
gilt
∑
M∈M2
|kg(M,Z,Z)|det(Y)g ≺ y22.

Beweis
M hat die Form
M =

1 0 0 h12
0 1 h12 h2
0 0 1 0
0 0 0 1


1 0 0 0
a3 1 0 0
0 0 1 −a3
0 0 0 1


a 0 b 0
0 α 0 0
c 0 d 0
0 0 0 α
 ,
wobei
(
a b
c d
)
das charakteristische Polynom (x− a)(x− a−1) besitzt.
84
§ 3 Konvergenzuntersuchungen
Wir finden also eine Matrix V ∈ SL(2,R), sodass V
(
a b
c d
)
V−1 = diag(t, t−1) ist.
Dann ist aber
VMV−1 =

t 0 0 ∗
∗ β ∗ β(h2 − h12a3)
0 0 t−1 ∗
0 0 0 β
 .
Damit folgt aus Rang(M− E) = 2, dass h2 − h12a3 = 0 ist. Somit ergibt sich h2 aus h12
und a3.
Wie im Beweis von (3.18) erhalten wir damit die Abschätzungen
∑
M∈M1
|kg(M,Z,Z)|det(Y)g ≺∑
U
det(Y)gy′1 det(Y
′)1−g.
Wegen y′1 = y1 +
y1
|cy1i+d|2 ≤ y1 +
1
|c|2y1 ≺ y1 und det(Y′) ≥ det(Y) = y1y2 ist somit
auch hier
y′1
det(Y′)
≺ 1
y2
.
Nun können wir wie im Beweis von (3.12) abschätzen, dass
∑
M∈M2
|kg(M,Z,Z)| ≺ y22
ist. 
Nach (3.13) benötigen wir für diese beiden Mengen also keinen konvergenzerzeugen-
den Faktor.
In unseren Beweisen haben wir genutzt, dass pM(Z, e) ≤ 1 ist. Wir werden später in ei-
nigen Fällen darauf verzichten und pM(Z, e) = det(Y)−e oder pM(Z, e) = ye1 det(Y)
−e
als konvergenzerzeugende setzten, da sich mit dieser Wahl einige Integrale einfacher
berechnen lassen. Diese sind auf Hn unbeschränkt, weswegen wir bisher noch nicht
bewiesen haben, dass diese tatsächlich konvergenzerzeugend sind. Das werden wir
später in jedem Einzelfall nachholen. Setzt man [M]3 als die Menge aller Matrizen,
für die wir diese Wahl treffen und {M}3 als die Menge aller Konjugationsklassen aus
[M]3, so existiert ∫
FΓ
∑
M∈[M]3
|kg(M,Z,Z)det(Y)g|dZ
genau dann, wenn
∑
M∈{M}3
∫
FM
|kg(M,Z,Z)det(Y)g|dZ
existiert.
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- Vertauschbarkeit des Grenzwertes mit der Summe und dem Integral -
Wir haben nun nachgewiesen, dass unsere konvergenzerzeugenden Faktoren die Be-
dingungen ii) und iii) aus (2.4) erfüllen. Allerdings haben wir noch nicht nachgewie-
sen, dass die Bedingung i)
lim
e→0
∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)pM(Z, e)dZ =
∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)dZ
gilt. Da unser konvergenzerzeugender Faktor pM(Z, e) von M abhängig ist, ist diese
Bedingung auch nicht klar.
Wir werden nun einige Annahmen treffen, die wir jeweils vollständig erst im weiteren
Verlauf nachweisen werden.
Zuerst einmal gilt∫
F
lim
e→0 ∑M∈Γ/ Z(Γ)
HM(Z)pM(Z, e)dZ =
∫
F
∑
M∈Γ/ Z(Γ)
HM(Z)dZ,
denn ∑
M∈Γ/ Z(Γ)
HM(Z) konvergiert absolut gleichmäßig auf F und pM(Z, e) ≤ 1 für
alle Z ∈ F und alle e > 0.
Um den Grenzwert und das Integral zu vertauschen, wenden wir nun das Majoran-
tenkriterium an.
Wir schreiben erneut
∑
M∈Γ/ Z(Γ)
HM(Z)pM(Z, e)dZ
= ∑
(C,D)
∑
U∈GL2(O(K))
∑
H∈Her(2,OK)
det(Z−UM〈Z〉tr − H)−g
·det(M{Z})−g det(Y)gp(C,D,U,H)(Z, e).
Zu jedem hermiteschen Paar C, D wählen wir einen Vertreter M =
(
A B
C D
)
aus. Dann
verstehen wir unter p(C,D,U,H)(Z, e) den Ausdruck pM˜(Z, e) mit
M˜ =
(
E H
0 E
)(
U− tr 0
0 U
)
·M.
Analog bezeichnen wir H(C,D,U,H)(Z) := HM˜(Z).
Wir werden in Abschnitt VI(§ 5) nachweisen, dass man für jedes C, D,U die Menge der
Hermiteschen Matrizen H so in (maximal) drei Mengen Herj,(C,D,U) mit j ∈ {1, 2, 3}
zerlegen kann, dass Folgendes gilt:
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a)
∫
F
∑
(C,D)
∑
U∈GL2(O(K))
∑
H∈Her1,(C,D,U)
∣∣∣H(C,D,U,H)(Z)∣∣∣dZ existiert,
b)
∫
F
∑
(C,D)
∑
U∈GL2(O(K))
∣∣∣∣∣ ∑H∈Herj,(C,D,U) H(C,D,U,H)(Z)
∣∣∣∣∣dZ existiert für j ∈ {2, 3} und
c) p(C,D,U,H)(Z, e) ist unabhängig von der Wahl von H ∈ Herj,(C,D,U) für j ∈ {2, 3}.
(3.20) Lemma
Mit den Voraussetzungen ist
∑
(C,D)
∑
U∈GL2(O(K))
 ∑
H∈Her1,(C,D,U)
∣∣∣H(C,D,U,H)(Z)∣∣∣+ 3∑
j=2
∣∣∣∣∣∣ ∑H∈Herj,(C,D,U) H(C,D,U,H)(Z)
∣∣∣∣∣∣

eine Majorante, denn |pM(Z, e)| ≤ 1 für alle M ∈ Γ und Z ∈ F .
Also gilt
lim
e→0
∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)pM(Z, e)dZ =
∫
FΓ
∑
M∈Γ/ Z(Γ)
HM(Z)dZ.

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Im vorherigen Kapitel haben wir die Spurformel hergeleitet und erste Überlegungen
zur Auswertung gemacht. In III(2.5) und III(2.6) haben wir gesehen, dass man zum
Auswerten der Spurformel die Konjugationsklassen von Γ kennen muss.
Daher werden wir uns in diesem Kapitel zuerst ein Vertetersystem in der Gruppe
U (2,C) angeben und im Weiteren Sätze herleiten, die uns helfen ein Vertretersystem
in Γ zu bestimmen.
In Kapitel V werden wir dann zeigen, dass man nicht zu allen Konjugationsklassen
genaue Vertreter angeben muss, um das Dimensionsintegral zu berechnen. Für die
verbleibenden Konjugationsklassen werden wir in Kapitel VI, mit Hilfe der in diesem
Kapitel hergeleiteten Methoden, ein Vertretersystem angeben.
§ 1 Vertreter in U (2,C)
In diesem Abschnitt werden wir ein Vertretersystem in der Gruppe U (2,C) bestim-
men. Dazu verwenden wir die Ergebnisse aus II(§ 4).
Das Verfahren welches wir in diesem Abschnitt verwenden, wurde von Morita [Mor74,
§1] im Siegelschen Fall verwendet. Da C algebraisch abgeschlossen ist, könnte man das
Vertretersystem alternativ mit den im nächsten Abschnitt hergeleiteten Aussagen (2.6)
und (2.12) bestimmen.
Zuerst definieren wir für α ∈ [0, 2pi) und λ ∈ R∗+ die Matrizen
e(α) =
(
cos(α) sin(α)
− sin(α) cos(α)
)
und f (λ) =
(
λ 0
0 λ−1
)
.
Für M ∈ U (2,C) setzten wir wie in II(§ 4)
MU=
(
A0 B0
C0 D0
)
=
(
iE iE
−E E
)−1 (A B
C D
)(
iE iE
−E E
)
=
1
2
(
A+ iB− iC+ D A− iB− iC− D
A+ iB+ iC− D A− iB+ iC+ D
)
.
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Da U(2, 2,C) und U (2,C) zwei in GL(4,C) konjugierte Untergruppen sind, können
wir auch ein Vertretersystem der Konjugationsklassen in der Gruppe U(2, 2,C) be-
stimmen. Dies werden wir nun tun.
Die Gruppe U(2, 2,C) operiert bekanntlich auf E2 =
{
Z ∈ C2×2|E− ZtrZ > 0
}
und
ebenso auf der Kompaktifizierung E2 =
{
Z ∈ C2×2|E− ZtrZ ≥ 0
}
.
Für jede Matrix M ∈ U (2,C) besitzt MU einen Fixpunkt in E2 und die Bahnen sind
gegeben durch
U(2, 2,C)
(
0 0
0 0
)
, U(2, 2,C)
(
0 0
0 1
)
und U(2, 2,C)
(
1 0
0 1
)
.
Jede Matrix ist also konjugiert zu einer Matrix, die eine dieser drei Matrizen als Fix-
punkt hat.
Lässt für M die Matrix MU den Punkt
(
0 0
0 0
)
fest, so ergibt sich B0 · D−10 =
(
0 0
0 0
)
und somit B0 = (A− iB− iC− D)/2 = 0
Zuerst halten wir fest, dass die Matrizen α1E× α2E, e(φ)× e(ψ) sowie
(
e(β) 0
0 e(β)
)
in
der Fixgruppe enthalten sind und dann zeigen wir zusätzlich, dass die Gruppe durch
Matrizen diesen Typs erzeugt wird.
In einem ersten Schritt möchten wir durch Multiplikation mit Matrizen des obigen
Typs A = 0 erreichen.
Wir multiplizieren M zuerst mit einer passenden Matrix α1E× α2E, sodass a1, a3 ∈ R
sind, und dann multiplizieren wir mit einer Matrix
(
e(β) 0
0 e(β)
)
, sodass a1 = 0 ist.
Daraus, dass M symplektisch ist, erhalten wir dann a3 · (c3− c3) = 0 und somit a3 = 0
oder c3 ∈ R. Wir nehmen zweiteres an und durch Multiplikation mit einer Matrix
des Typs E× e(ψ) erhalten wir a3 = 0. Wir wiederholen die ersten 2 Multiplikationen
und erhalten auch noch a2 = 0. Da M symplektisch ist, erhalten wir c3 · a4 = 0. Ist
a4 = 0, so sind wir fertig. Sollte a4 6= 0 sein, so erhalten wir c3 = 0. Das erlaubt uns
die Multiplikation mit E× e(ψ) und wir erhalten a4 = 0.
Im zweiten Schritt multiplizieren wir die Matrix mit J und erhalten C = 0. Damit
ist M nun vom Typ M =
(
E H
0 E
)(
U 0
0 U− tr
)
. Bedenken wir nun, dass MU in E2
den Fixpunkt
(
0 0
0 0
)
genau dann hat, wenn M in H2 den Fixpunkt iE hat. Es ist
aber Re(M〈iE〉) = Re
((
E H
0 E
)(
U 0
0 U− tr
)
〈iE〉
)
= H. Es folgt somit H = 0 und
schlussendlich noch U = U− tr.
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Man erhält, indem man wie im ersten Schritt vorgeht,
U = (α1E× α2E) ·
(
e(β) 0
0 e(β)
)
· (α3E× α4E).
Die Fixgruppe ist also
{(
A B
−B A
)}
∩U(2, 2,C).
Es ist A+ iB ∈ U(2,C) :=
{
V ∈ C2×2|VVtr = E
}
. Ebenso ist A− iB ∈ U(2,C). Das
ist klar, da jeder Erzeuger dies erfüllt.
Also ist M =
(
A B
−B A
)
und MU =
(
A+ iB 0
0 A− iB
)
.
Nach dem Spektralsatz existieren nun unitäre Matrizen V1,V2 mit
V1(A+ iB)V−11 = diag1 und V2(A− iB)V−12 = diag2. Dann ist(
V1 0
0 V2
)(
A+ iB 0
0 A− iB
)(
V1 0
0 V2
)−1
=
(
diag1 0
0 diag2
)
.
MU ist also konjugiert zur Matrix
(
diag1 0
0 diag2
)
.
Damit ist M konjugiert zur Matrix 12
(
diag1 +diag2 i(diag2−diag1)
i(diag1−diag2) diag1 +diag2
)
.
Die Matrix M ist somit konjugiert zu einer Matrix der ersten 5 Typen, welche wir in
Satz (1.1) erhalten werden.
Lässt M den Punkt
(
1 0
0 1
)
fest, so ergibt sich (A0 + B0) · (C0 + D0)−1 =
(
1 0
0 1
)
und
somit A0 + B0 = C0 +D0, was äquivalent ist zu A− iC = A+ iC und somit zu C = 0.
Lässt M den Punkt
(
0 0
0 1
)
fest, so ergibt sich
(
A0 ·
(
0 0
0 1
)
+ B0
)
·
(
C0 ·
(
0 0
0 1
)
+ D0
)−1
=
(
0 0
0 1
)
,
was äquivalent ist zu(
A0 ·
(
0 0
0 1
)
+ B0
)
=
(
0 0
0 1
)
·
(
C0 ·
(
0 0
0 1
)
+ D0
)
.
Es ergeben sich dann die Gleichungen
b01 = 0, b02 + a02 = 0,
b03 = d03, b04 + a04 = c04 + d04,
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was dann
a1 − ib1 − ic1 − d1 = 0, a2 = ic2,
ic3 = d3, c4 = 0
liefert.
Setzt man nun M =
(
A B
C D
)
in die Gleichung Mtr · J · M = J ein, so erhält man
c2c2 = 0 und somit c2 = 0 und a2 = 0.
Weiter erhält man a4c3 = 0 und a4d4 = 1, was auch noch c3 = 0 liefert. Es folgt also
M =

a1 0 b1 ∗
∗ a4 ∗ ∗
c1 0 d1 ∗
0 0 0 1/a4
 und aus a1 − ib1 − ic1 − d1 = 0 folgt noch a1 = α1 cos(φ),
b1 = α1 sin(φ) sowie c1 = −b1 und d1 = a1.
Insgesamt erhalten wir dann das folgende Vertretersystem:
(1.1) Satz
Es sei µ, ν ∈ (0, 2pi) mit cos(µ), cos(ν) 6= ±1 und a, b ∈ R∗+ mit |a|, |b| 6= 1. Zudem sei
α, α1, α2 ∈ C mit |α| = |α1| = |α2| = 1 sowie s, s1, s2 ∈ Z\{0}.
Jedes Element von U (2,C) ist in U (2,C) konjugiert zu genau einem der folgenden 19
Vertreter M:
1. M = α · E4,
2. M = (α1 · E× α2 · E) · (e(µ)× e(ν)) mit α1 cos(µ) 6= α2 cos(ν) ,
3. M = α · (e(µ)× e(µ)),
4. M = (α1 · E× α2 · E) · (e(µ)× E),
5. M = α1 · E× α2 · E mit α1 6= α2,
6. M = (α1 · E× α2 · E) · (e(µ)× f (a)),
7. M = (α1 · E× α2 · E) ·
(
e(µ)×
(
1 s
0 1
))
,
8. M = (α1 · E× α2 · E) · ( f (a)× f (b)) mit α1 · a 6= α2 · b und α1 · a 6= α2 · 1b ,
9. M = α · ( f (a)× f (a)),
10. M = (α1 · E× α2 · E) · ( f (a)× E),
11. M = (α1 · E× α2 · E) ·
(
f (a)×
(
1 s
0 1
))
,
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12. M = α ·

1 0 0 s
0 1 s 0
0 0 1 0
0 0 0 1
 · ( f (a)× f (a−1)),
13. M = (α1 · E× α2 · E) ·
((
1 s1
0 1
)
×
(
1 s2
0 1
))
,
14. M = (α1 · E× α2 · E) ·
((
1 s1
0 1
)
× E
)
,
15. M = α ·

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1
,
16. M = α ·

1 0 0 1
0 1 1 0
0 0 1 0
0 0 0 1
,
17. M = α ·

1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1
,
18. M = α ·

1 0 0 i
1 1 −i i
0 0 1 −1
0 0 0 1
,
19. M = α ·

1 0 1 0
1 1 1 0
0 0 1 −1
0 0 0 1
.
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§ 2 Normalformen über einem Körper
Zuerst werden wir nun versuchen, Vertreter über einem allgemeinen Körper zu be-
stimmen, wie dies im symplektischen Fall in [Chr67a] gemacht wurde. Wir werden
einige der Aussagen übertragen. Leider sind einige der stärkeren Aussagen im her-
miteschen Fall nicht mehr oder nur unter sehr starken Annahmen, wie K algebraisch
abgeschlossen, richtig. Daher werden wir zum Schluss des Abschnittes einen alterna-
tiven Weg nutzen, um zumindestens in einigen Spezialfällen Aussagen für allgemeine
Körper herzuleiten.
Zuerst beschäftigen wir uns damit, welche Form das charakteristische Polynom χM(x)
einer Matrix M aus U (n,K) hat.
(2.1) Satz
Sei M ∈ U (n,K), dann gilt für das charakteristische Polynom χM(x) und x 6= 0
χM(x) = det(M)
−1 · x2n · χM
(
x−1
)
.
Solche Polynome nennen wir hermitesch involutorisch. Weiter ist |det(M)| = 1. 
Beweis
Es ist
det(M) · χM(x) = det(M) · det(Ex−M) = det
(
Mtr · J · (xE−M) · J−1
)
= det(x ·Mtr − E) = x2n · det
(
x−1 · E−Mtr
)
= x2n · det (x−1 · E−Mtr) = x2n · χM (x−1).
Die Aussage, dass |det(M)| = 1 gilt, folgt einfach daraus, dass dies für alle Erzeuger
gilt. 
Statt Vertreter in U (2,K) können wir auch Vertreter in U(2, 2,K) bestimmen, da diese
Gruppen konjugiert sind. Wir erhalten die folgende Äquivalenz:
(2.2) Lemma
Es sei M ∈ U (n,K) und k1 + k2 = n. Dann sind die folgenden Aussagen äquivalent:
1. M ∈ Uk1,k2(n,K).
2. MU(K) ∈ Uk1,k2(n, n,K). 
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Beweis
Es ist MU(K) = 12
(
A+ D− i√mC+ i√mB A− D− i
√
mC− i√mB
A− D+ i√mC+ i√mB A+ D+ i
√
mC− i√mB
)
.
Setzen wir MU(K) =
(
A0 B0
C0 D0
)
, so ergibt sich umgekehrt
M = 12
(
A0 + B0 + C0 + D0 i
√
m(−A0 + B0 − C0 + D0)
i√
m (A0 + B0 − C0 − D0) A0 − B0 − C0 + D0
)
. 
Damit ergibt sich sofort, dass wir auch eine entsprechende Äquivalenz für die Vertreter
der Konjugationsklassen haben.
(2.3) Korollar
Es sei M ∈ U (n,K) und k1 + k2 = n. Dann sind die folgenden Aussagen äquivalent:
1. M ist konjugiert zu einer Matrix in Uk1,k2(n,K).
2. MU(K) ist konjugiert zu einer Matrix in Uk1,k2(n, n,K). 
Da M und MU(K) in GL(2n,K) konjugiert sind, sind bestimmte Invarianten gleich.
(2.4) Bemerkung
Die Matrizen M ∈ U (n,K) und MU(K) ∈ U(n, n,K) besitzen das gleiche charakteris-
tische Polynom und die gleiche Jordansche Normalform. 
Über einem algebraisch abgeschlossenen Körper kann man sich leicht auf Normalfor-
men von teilerfremden Polynomen zurückziehen, wie uns das folgende Lemma zeigt.
Für den symplektischen Fall wurde dieses in [Chr67a, Lemma 1] bewiesen. Der Ein-
fachheit halber formulieren und beweisen wir die folgenden Aussagen nur für den
Fall n = 2.
(2.5) Satz
Sei M0 ∈ U (2,K) und χM(x) zerfalle über dem algebraisch abgeschlossenen Körper
K in der Form χM(x) = p1(x) · p2(x), wobei Grad(pj(x)) = 2 und p1(x), p2(x) teiler-
fremd und hermitesch involutorisch sind. Dann ist M0 in U (2,K) konjugiert zu einer
Matrix M˜0 = M1 ×M2 ∈ U1,1(2,K).
Dabei ist χM1(x) = p1(x) und χM2(x) = p2(x). 
Für den Beweis gehen wir in 2 Schritten vor. Wir beweisen zuerst eine leichte Ab-
schwächung des Satzes.
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(2.6) Lemma
Sei M0 ∈ U(2, 2,K) und χM(x) zerfalle über dem algebraisch abgeschlossenen Kör-
per K in der Form χM(x) = p1(x) · p2(x), wobei Grad(pj(x)) = 2 und p1(x), p2(x)
teilerfremd und hermitesch involutorisch sind. Dann ist M0 in U(2, 2,K) konjugiert
zu einer Matrix M˜0 = M1 ×M2 ∈ U1,1(2,K) oder M˜0 =
(
M˜1 0
0 M˜2
)
.
Dabei ist χM1(x) = p1(x) und χM2(x) = p2(x). 
Beweis
Da p, q teilerfremd sind, folgt
p1(M) · p2(M) = 0
und
Rang(p1(M)) = Rang(p21(M)) = 2 und Rang(p2(M)) = Rang(p
2
2(M)) = 2.
Wir erhalten nun mit der Voraussetzung
det ML ·M−2pj(M) = L · pj
(
M−1
)
= L · pj
(
M−1
)
· L−1 · L
= pj
(
L ·M−1 · L−1
)
· L = pj(Mtr) · L.
Damit ist
p1(Mtr) · L · p2(M) = 0 und Rang
(
pj(Mtr) · L · pj(M)
)
= 2.
Es sei H := K4 und H1 := p2(M)H sowie H2 := p1(M)H.
Es gilt dim(Hj) = 2.
Weiter definieren wir H∗j ⊂ H als H∗j :=
{
z ∈ H|pj(M)z = 0
}
.
Dann gilt Hj = H∗j .
Schlussendlich gilt
MHj = Hj,
was sich aus
MH1 = M · p2(M)H = p2(M)MH = p2(M)H = H1
ergibt. Analog folgt dies Aussage für H2.
Weiter existieren Matrizen Zj ∈ K4×2 mit
Z1
trp2(M)
tr
Lp2(M)Z1 =
(
e1 0
0 δ1
)
und Z2
trp1(M)
tr
Lp1(M)Z2 =
(
e2 0
0 δ2
)
, (1)
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wobei |e1| = |e2| = 1 und |δ1| = |δ2| = 1. Weiter kann man ej ≥ δj annehmen und
ohne Einschränkung nehmen wir e1 ≥ e2 an.
Weiter ist
Z1
trp2(M)
tr
Lp1(M)Z2 = 0.
Die Spalten von p2(M)Z1 = (X1 X2) erzeugen H1 und die Spalten von
p1(M)Z2 = (Y1 Y2) erzeugen H2.
Die Zeilen von M(X1 X2) sind Linearkombinationen der Zeilen von (X1 X2), also ist
M(X1 X2) = (X1 X2)M1 für ein M1 ∈ K2×2. Analog lässt sich M(Y1 Y2) = (Y1 Y2)M2
schreiben.
Setzen wir also R =
(
X1 Y1 X2 Y2
)
, so ist MR = R(M1 ×M2).
Weiter gilt
RtrLR = diag(e1, e2, δ1, δ2).
Nun müssen zwei dieser Einträge 1 und zwei Einträge -1 sein. Nach den Annahmen
gilt weiter e1 = 1 und δ2 = −1. Ist zudem e2 = 1, so ist δ1 = −1 und es folgt
R ∈ U(2, 2,K), womit wir fertig sind.
Ist andererseits e2 = −1 und somit δ1 = 1, so ist mit P =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 die Matrix
RP ∈ U(2, 2,K) und P−1R−1MRP =
(
A0 0
0 D0
)
. 
Nach dem Spektralsatz gilt nun noch das Folgende, wobei wir natürlich weiterhin
voraussetzen, dass K algebraisch abgeschlossen ist:
(2.7) Korollar
Es sei MU =
(
A 0
0 B
)
∈ U(2, 2,K). Dann ist MU diagonalisierbar. Insbesondere kann
also MU = diag(a1, a2, b1, b2) ∈ U1,1(2, 2,K) angenommen werden. 
Somit folgt im Fall eines algebraisch abgeschlossenen Körpers das Splitting-Theorem,
wie es im symplektischen Fall für beliebige Körper gilt.
Da ein imaginärquadratischer Zahlkörper nicht algebraisch abgeschlossen ist, können
wir dieses Lemma dort nicht anwenden. Das Problem ist, dass in (1) im Fall eines
beliebigen Teilkörpers von C zwar noch die Annahme |δ1| = |δ2| = 1 getroffen werden
kann, jedoch kann man dann nur noch |e1| = |e2| annehmen. Die stärkere Annahme,
dass dieser Wert sogar 1 ist, kann man nicht voraussetzen.
Das das Splitting-Theorem hier nicht mehr richtig ist, zeigt uns das folgende Bei-
spiel.
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(2.8) Beispiel
Es sei K = Q(
√−2) und RU = diag
(( 3
5
4
5
4
5 − 35
)
, 1,−1
)
.
Dann ist χR(x) = (x + 1)2(x − 1)2, aber RU ist nicht zu einer Matrix in U1,1(2, 2,K)
konjugiert. 
Beweis
Angenommen, dass RU zu einer Matrix in U1,1(2, 2,K) konjugiert ist. Dann ist diese
Matrix diag(1,−1, 1,−1). Sei nun M ∈ U(2, 2,K) mit RM = M diag(1,−1, 1,−1).
Dann erhalten wir aus den resultierenden Gleichungen c2 = d2 = c3 = d3 = 0. Weiter
ist a1 = 2a3 und a4 = −2a2 sowie b1 = 2b3 und b4 = −2b2.
Aus M ∈ U(2, 2,K) folgen zudem die Gleichungen
1 = 4|a3|2 + |a2|2 − 4|b3|2 − |b2|2,
0 = |a3|2 − |a2|2 − |b3|2 + |b2|2,
0 = a3c1 − b3d1,
−1= |c1|2 − |d1|2.
Umgeformt ergibt sich
1 = 5|a3|2 − 5|b3|2,
c1 =
b3d1
a3
.
Damit ergibt sich
−|a3|2 = |d1|2(|b3|2 − |a3|2) = −|d1|
2
5
.
Damit diese Gleichung lösbar ist, muss es ein x ∈ K geben mit |x|2 = 5. Ein solches x
gibt es aber nicht. 
Die Matrix RU besitzt ebenfalls eine einfache Form, allerdings trifft dies nicht mehr
auf R zu, denn
R =

4
5
2
5
√
2i
5 − 2
√
2i
5
2
5 − 45 − 2
√
2i
5 −
√
2i
5
−
√
2i
10
√
2i
5
4
5
2
5√
2i
5
√
2i
10
2
5 − 45
 .
Diese Matrix ist nun auch nicht zu einer Matrix in einer der Spitzengruppen U 0(2,K)
oder U 1(2,K) konjugiert.
Wenden wir uns nun wieder allgemeinen Körpern zu. In einigen Fällen kann man
Ergebnisse angeben. Die Beweise der Aussagen sind allerdings rechenlastig.
Zuerst zeigen wir den folgenden Hilfssatz:
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(2.9) Hilfssatz
Es sei V ∈ K4 mit Rang(V) = 1. Dann existiert ein R ∈ U (2,K) und ein t1 ∈ R ∩K
mit
RV =

0
1
0
i · t1
. 
Beweis
Es sei V =

v1
v2
v3
v4
 6= 0. Durch eventuelle Multiplikation mit den Matrizen J und

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 können wir v2 6= 0 erreichen.
Nun multiplizieren wir mit einer geeigneten Matrix R1 =
(
P 0
0 P− tr
)
und erhalten
R1V =

0
1
v3
v4
.
Durch Multiplikation mit R2 =

1 0 0 0
0 1 0 0
0 h 1 0
h s 0 1
, wobei s ∈ R ∩K und h ∈ K ist,
erreichen wir dann schlussendlich v4 = it, mit t ∈ R und v3 = 0. 
Diesen Hilfssatz können wir nun wie folgt anwenden:
(2.10) Lemma
Ist M ∈ U (2,K) mit χM(x) = (x− µ) · p(x) für ein µ ∈ K mit |µ| 6= 1, so existiert ein
U ∈ U (2,K) mit UMU−1 ∈ U 1(2,K). 
Beweis
Nach Voraussetzung existiert ein V ∈ K4, sodass V ein Eigenvektor zum Eigenwert µ
ist. Es gilt also MV = µV.
Wenden wir nun (2.9) an, so können wir V = R−1V∗ mit einer Matrix R ∈ U (2,K)
und V∗ =

0
1
0
i · t
 für ein t ∈ R annehmen.
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Umgeformt ergibt sich
RMR−1V∗ = µV∗. (2)
Setzen wir nun
M0 := RMR−1 =

a1 a2 b1 b2
a3 a4 b3 b4
c1 c2 d1 d2
c3 c4 d3 d4
 ,
so erhalten wir aus (2) schlussendlich
a2 + itb2 = 0,
a4 + itb4 = µ, (3)
c2 + itd2 = 0,
c4 + itd4 = µit. (4)
Nutzen wir nun aus, dass V∗ ebenfalls ein Eigenvektor der Matrix
M−10 =

d1 d3 −b1 −b3
d2 d4 −b2 −b4
−c1 −c3 a1 a3
−c2 −c4 a2 a4

zum Eigenwert 1µ ist, so erhalten wir weiter die Gleichungen
d3 − itb3 = 0 ⇔ d3 + itb3 = 0,
d4 − itb4 = 1/µ ⇔ d4 + itb4 = 1/µ, (5)
−c3 + ita3 = 0 ⇔ c3 + ita3 = 0,
−c4 + ita4 = 1/µ · it ⇔ c4 + ita4 = 1/µit. (6)
Machen wir nun eine Fallunterscheidung.
1.Fall: t = 0.
Dann folgt a2 = 0, c2 = 0 und c4 = 0. Da RMR−1 ∈ U (2,K) ist, erhalten wir aus den
Grundgleichungen noch c3 = 0 und d3 = 0, also RMR−1 ∈ U 1(2,K). Wir können also
R = U wählen und erhalten die Behauptung.
2. Fall: t 6= 0.
Aus den Gleichungen (3) und (5) erhalten wir a4 − d4 = µ− 1/µ und aus (4) und (6)
erhalten wir a4− d4 = 1/µ− µ. Das ist äquivalent zu |µ| = 1 und a4 = d4. Wir erhalten
somit einen Widerspruch zur Voraussetzung. 
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Für weitere Fälle brauchen wir ein stärkeres Resultat als (2.9).
(2.11) Hilfssatz
Es sei V ∈ K4×2 mit Rang(V) = 2. Dann existiert ein R ∈ U (2,K) mit
RV ∈


1 0
0 1
i · t1 x1
0 i · t2
 ,

1 x1
0 0
i · t1 x2
0 0

∣∣∣∣∣∣∣∣ t1, t2 ∈ R, x1, x2 ∈ K
. 
Beweis
Es sei V =
(
V1
V2
)
. Wir können Rang(V1) ≥ Rang(V2) annehmen, indem wir mit J × E,
E× J oder
(
J 0
0 J
)
multiplizieren. Weiter soll Rang(V1) maximal sein.
Ist jetzt Rang(V1) = 2, so multiplizieren wir mit
(
V−11 0
0 Vtr1
)
und erhalten die Form
(
E
V ′2
)
. Wie in (2.9) multiplizieren wir mit einer Matrix

1 0 0 0
0 1 0 0
s1 h 1 0
h s2 0 1
, wobei
s1, s2 ∈ R∩K und h ∈ K ist, und erreichen dann V ′′2 =
(
i · t1 x1
0 i · t2
)
.
Ist andererseits Rang(V1) = 1, so erhalten wir durch Multipliplikation mit einer pas-
senden Matrix
(
P−1 0
0 Ptr
)
, dass V1 =
(
1 x1
0 0
)
. Da Rang(V1) maximal gewählt wer-
den sollte, ist V2 =
(
x3 x2
0 0
)
. Durch Multiplikation mit R2 =

1 0 0 0
0 1 0 0
s 0 1 0
0 0 0 1
, wobei
s ∈ R∩K ist, erreichen wir dann schlussendlich x3 = it, mit t ∈ R. 
(2.12) Lemma
Ist M ∈ U (2,K) mit χM(x) = (x− µ)r · p(x) mit p(µ) 6= 0 und Rang(M− µE) > 4− r,
so existiert ein U ∈ U (2,K) mit U−1MU ∈ U 1(2,K). 
Beweis
Nutzen wir (2.10), so ergibt sich die Aussage für |µ| 6= 1. Sei also |µ| = 1. Dann können
wir zudem ohne Einschränkung annehmen, dass µ = 1 ist (durch Multiplikation mit
µ−1E).
Es existieren also Vektoren V1,V2 mit MV1 = V1 und MV2 = V1 +V2. Setze V = (V1V2)
und L =
(
1 1
0 1
)
. Natürlich ist Rang(V) = 2 und man hat MV = VL.
Weiter ist M−1V = VL−1.
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Es sei nun U nach (2.11) gegeben. Dann ist U−1MUV = VL−1.
Wie im Beweis von (2.10) setzen wir M0 := U−1MU.
Wir unterscheiden nun zwei Fälle nach der Form von V:
1. Fall: V =

0 0
1 x1
0 0
i · t1 x2
:
Ist t1 = 0 so folgt die Behauptung wie im Beweis von (2.10).
Es sei also t1 6= 0. In diesem Fall ist M0 ∈ U1,1(2,K). Angenommen, dass wäre nicht
der Fall, dann ist einer der Werte a2, a3, b2, b3, c2, c3, d2, d3 nicht 0.
Es sei ohne Einschränkung a2 6= 0. Aus der Gleichung a2 + i · t1b2 = 0 folgt b2 6= 0.
Damit ist a2b2 = −i · t1.
Weiter haben wir die Gleichung a2x1 + b2x2 = 0. Aus Ranggründen können x1 und
x2 nicht beide 0 sein. Damit müssen aber beide Werte ungleich 0 sein. Es ist somit
a2
b2
= − x2x1 .
Daraus folgt schlussendlich x2 = i · t1x1. Damit ist aber Rang(V) = 1, was ein Wider-
spruch ist.
Es ist also M0 = M1 × M2 mit M1, M2 ∈ U (1,K) und χM2(x) = (x − 1)2 und
Rang(M2 − E) = 1. Damit ist M2 aber konjugiert zur Matrix
(
1 1
0 1
)
. Insbesondere
ist damit M0 ∈ U 1(2,K).
2.Fall: V =

0 1
1 0
0 i · t2
i · t1 x2

Wir erhalten nun die Gleichungen c3 = −ia3 · t1, d3 = −ib3 · t1, d4 = −ib4 · t1 + 1 sowie
a3 = −ib3 · t2 − b4 · x1 + 1. Setzen wir diese Werte so ein, erhalten wir
i · t1 + x1 = −i · t1 + x1. Es folgt damit t1 = 0. Wie im Beweis von (2.10) erhalten wir
damit U−1MU ∈ U 1(2,K). 
(2.13) Hilfssatz
Es sei V ∈ K4×2 mit Rang(V) = 3. Dann existiert ein R ∈ U (2,K) und ein D ∈ GL3(K)
mit RVD =

0 ∗ ∗
1 ∗ ∗
0 ∗ ∗
0 ∗ ∗
. 
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Beweis
Bekanntlich existiert ein D ∈ GL3(K) mit VD =

v1 ∗ ∗
v2 ∗ ∗
0 ∗ ∗
0 ∗ ∗
.
Aus Ranggründen ist v1 oder v2 nicht 0. Wie im Beweis von (2.9) existiert damit ein
R ∈ U (2,K) mit RVD =

0 ∗ ∗
1 ∗ ∗
0 ∗ ∗
0 ∗ ∗
. 
(2.14) Lemma
Ist M ∈ U (2,K) mit χM(x) = (x−µ1)3 · (x−µ2) mit µ1 6= µ2 und Rang(M−µ1E) = 1,
so existiert ein U ∈ U (2,K) mit UMU−1 ∈ U 1(2,K). 
Beweis
Nach Voraussetzung existieren 3 linear unabhängige Eigenvektoren v1, v2, v3 zum Ei-
genwert µ1. Setze nun V = (v1 v2 v3). Es ist dann MV = µ1V.
Nun wählen wir nach (2.13) ein U ∈ U (2,K) und ein D ∈ GL3(K) mit
UVD = V∗ :=

0 ∗ ∗
1 ∗ ∗
0 ∗ ∗
0 ∗ ∗
.
Dann ist MU−1V∗D−1 = µ1U−1V∗D−1, was äquivalent ist zu UMU−1V∗ = µ1V∗.
Setzen wir dann M0 := UMU−1, so ergeben sich in der ersten Spalte die gleichen
Gleichungen wie im ersten Fall des Beweises von (2.10). Es ergibt sich damit wieder
UMU−1 ∈ U 1(2,K). 
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§ 3 Normalformen in der Modulgruppe
Nachdem wir uns mit Normalformen in der unitären Gruppe beschäftigt haben, be-
weisen wir nun einen Satz, der es uns erleichtern wird, Verteter in der Modulgruppe
zu finden. In diesem Kapitel nehmen wir an, dass der imaginärquadratische Zahl-
körper K die Klassenzahl 1 hat. Wir benötigen nämlich, dass der Ganzheitsring ein
Hauptidealring ist.
Wir benötigen zum Beweis unseres Hauptsatzes eine Abwandlung des Hilfssatzes aus
[Chr80, Satz3.25], in dem die Aussage für Spn(Q) bewiesen wurde.
(3.1) Hilfssatz
Sei R ∈ U (2,K). Dann existiert ein U ∈ U (2,OK), sodass
U · R ∈
1⋂
j=0
U j(n,K).

Beweis
Sei
R :=

∗ a ∗ ∗
∗ b ∗ ∗
∗ c ∗ ∗
∗ d ∗ ∗
 ,
indem man gegebenenfalls mit den Matrizen J oder

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 multipliziert, er-
reicht man, dass b 6= 0 vorausgesetzt werden kann. Weiter existieren ganzzahlige,
teilerfremde x, y mit Im(b)x+ Im(d)y = 0, sowie ganze, teilerfremde v,w mit
Im(a)v+ Im(c)w = 0 und eine Matrix U1 :=
(∗ v
∗ w
)
×
(∗ x
∗ y
)
∈ U1,1(2,OK).
Dann gilt
R1 := U1 · R =

∗ a1 ∗ ∗
∗ b1 ∗ ∗
∗ c1 ∗ ∗
∗ d1 ∗ ∗
 ,
wobei c1, d1 ∈ Q. Wir finden nun eine Matrix R2, sodass
R3 := R2 · R1 =

∗ a2 ∗ ∗
∗ b2 ∗ ∗
∗ c2 ∗ ∗
∗ 0 ∗ ∗
 .
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Wobei weiterhin c2 ∈ Q ist.
Aus den Grundgleichungen folgt nun, dass entweder c2 = 0 gilt oder a2 reell ist. Ist
c2 = 0, so überspringen wir den nächsten Schritt, ansonsten finden wir wie im ersten
Schritt nun eine Matrix R4, sodass
R5 := R4 · R3 =

∗ a5 ∗ ∗
∗ b5 ∗ ∗
∗ 0 ∗ ∗
∗ 0 ∗ ∗

ist. Da die Klassenzahl von K gleich 1 ist, können wir auch a5 = 0 erreichen.
Aus den Grundgleichungen ergibt sich nun, dass unsere Matrix wie folgt aussieht:
R6 :=

z1 0 ∗ ∗
∗ b6 ∗ ∗
z2 0 ∗ ∗
0 0 ∗ ∗
 .
Analog ergibt sich nun, dass man z2 = 0 erreichen kann, indem man es zuerst reell
macht, dann schließt, dass z2 = 0 oder z1 ∈ Q sein muss und im letzten Fall noch für
z2 = 0 sorgt. 
Damit können wir nun wie in [Chr73] ein Resultat herleiten, welches uns bei der
Bestimmung von Vertretern von Konjugationsklassen sehr nützlich sein wird.
(3.2) Hauptsatz
Sei M ∈ U (2,OK). M ist genau dann in U (2,OK) zu einer Matrix M˜ ∈ U j(2,OK)
konjugiert, wenn M in U (n,K) zu einer Matrix M̂ ∈ U j(2,K) konjugiert ist. 
Beweis
Angenommen, es gibt ein R ∈ U (n,K), sodass R−1 ·M · R ∈ U j(n,K). Nach (3.1) ist
R = U · R∗, mit U ∈ U (n,OK) und R∗ ∈ U j(n,K).
Also gilt (R∗)−1U−1MUR∗ ∈ U j(n,K), damit also U−1MU ∈ U j(n,K) und da
U, M ∈ U (n,OK) sind, ist auch U−1MU ∈ U j(n,OK). 
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§ 4 Fixpunkte der Modulgruppe
Im letzten Abschnitt haben wir eine einfache Möglichkeit gefunden, einen Vertreter
einer Matrix M ∈ Γ anzugeben, falls die Matrix M in U (2,K) zu einer Matrix in einer
Spitzengruppe konjugiert ist. Leider ist dies häufig nicht der Fall. Mit diesem Fall be-
schäftigen wir uns nun. Dazu beschäftigen wir uns mit Fixpunkten der Modulgruppe.
Eine entsprechende Untersuchung im Fall der Siegelschen Modulgruppe wurde von
Erhard Gottschling in [Got61] gemacht.
Dabei verstehen wir folgendes unter einem Fixpunkt.
(4.1) Bezeichnungen
Eine Matrix M ∈ Γ besitzt einen Fixpunkt, falls ein Z = X + iY ∈ H existiert mit
M〈Z〉 = Z.
In diesem Fall ist Z ein Fixpunkt der Matrix M. 
Die Idee ist also, mögliche Fixpunkte der Modulgruppe zu bestimmen und daraus
wiederum die zugehörigen M zu ermitteln. Ebenso müssen natürlich nicht alle Fix-
punkte ermittelt werden, sondern nur die Fixpunkte, die im Fundamentalbereich lie-
gen.
(4.2) Satz
Es sei M ∈ Γ eine Matrix mit einem Fixpunkt. Dann ist M konjugiert zu einer Matrix
M˜, deren Fixpunkt im Fundamentalbereich liegt. 
Beweis
Es sei Z der Fixpunkt von M. Bekanntlich existiert dann eine Matrix N ∈ Γ mit
N〈Z〉 ∈ F . Dann besitzt die Matrix NMN−1 den Fixpunkt N〈Z〉 ∈ F . 
Nun sehen wir uns die Fixpunkte genauer an.
Wir schreiben im folgenden Y = FtrF mit einer oberen Dreiecksmatrix F.
(4.3) Satz
Es sei nun Z ein Fixpunkt der Matrix M.
Dann existiert eine unitäre Matrix U mit CZ+ D = F−1UF und AZ+ B = ZF−1UF.
Sei weiter G =
(
Ftr XF−1
0 F−1
)
, dann besitzt die Matrix Q = G−1MG =
(
R −T
T R
)
den
Fixpunkt iE. 
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Beweis
Da M〈Z〉 = Z und Im(M〈Z〉) = (CZ+ D)−1Y((CZ+ D)− tr) ist, folgt, dass
U = F(CZ+ D)F−1 unitär ist.
Weiter ist G ∈ U (2,C) und G−1MG =
(
∗ ∗
FCFtr F(CX+ D)F−1
)
=: Q.
Die Matrix Q besitzt jedoch den Fixpunkt iE, da G〈iE〉 = Z. Also ist die Matrix Q von
der Form Q = G−1MG =
(
R −T
T R
)
, wie im ersten Abschnitt des Kapitels gezeigt
wurde. 
Kennen wir Z, so ergeben sich die folgenden Gleichungen für C und D.
(4.4) Lemma
Es ergibt sich das Gleichungssystem FCFtr = T und CX+ D = F−1RF. 
Ausgeschrieben ist das
f 21 c1 + f1 f2c2 + f1 f2c3 + | f2|2c4 = t1,
f1 f3c2 + f2 f3c4 = t2,
f1 f3c3 + f2 f3c4 = t3,
f 23 c4 = t4
und
c1x1 + c2x12 + d1 = r1 − r3 · f2f3 ,
c1x12 + c2x2 + d2 =
f2
f1
r1 +
f1
f3
r2 − f
2
2
f1 f3
r3 − f2f1 r4,
c3x1 + c4x12 + d3 = r3
f1
f3
,
c3x12 + c4x2 + d4 = r3
f2
f3
+ r4.
Haben wir C,Y,X bestimmt, ergibt sich des Weiteren
D = F−1RF− CX,
Atr = F−1RtrF+ CtrX,
B = XF−1RF− F−1RFtrX− XCX−YCY.
(4.5) Bemerkung
Die Einträge der Matrix T und R sind im Betrag alle kleiner oder gleich 1. 
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Hier existieren natürlich noch unendlich viele Lösungen, allerdings können wir ja
z ∈ F voraussetzen. Dann gilt für Y folgendes:
(4.6) Hilfssatz
Es sei Z = X+ iY ∈ F . Dann ist f 21 ≥
√
3
2 und f2 f2 + f
2
3 ≥
√
3
2 .
Ist die Klassenzahl von K gleich 1, so ist zudem f2 f2 + f 23 ≥ f 21 und f 23 ≥ 2|∆K| f 21 ≥√
3
|∆K| . 
Beweis
Y ist reduziert, daraus folgt, dass |Re( f2/ f1)| ≤ 1/2 und | Im( f2/ f1)| ≤ 1/4
√|∆K|.
Da X + iY ∈ F ist, folgt |x1 + iy1| ≥ 1. Da |x1| ≤ 12 folgt damit |y1| = | f 21 | ≥
√
3/2.
Analog ist |y2| = f2 f2 + f 23 ≥
√
3
2 .
Sei nun die Klassenzahl des Körpers 1. Dann ist y1 = µ(Y) = minv∈O(K)2 6=0 vtrYv.
Damit ist insbesondere y2 = f2 f2 + f 23 ≥ y1 = f 21 .
Für die letzte Folgerung nutzen wir die Hermite-Konstante µK,2 des Körpers. Aus
[CIL15] entnehmen wir, dass µK,2 ≤
√
|∆K|
2 ist. Weiter ist µ(Y) ≤ µK,2
√
det(Y). Das ist
äquivalent zu
f 21 f
2
3 = det(Y) ≥
µ(Y)2
µ2K,2
≥ 2 f
4
1
|∆K| ⇔ f
2
3 ≥
2
|∆K| f
2
1 ≥
√
3
|∆K| . 
Im ersten Abschnitt dieses Kapitels haben wir ein Vertretersystem der Konjugations-
klassen über C angegeben. Damit erhalten wir
(4.7) Lemma
M besitzt genau dann einen Fixpunkt, wenn M diagonalisierbar ist (in GL(4,C)) und
für jeden Eigenwert µ von M die Aussage |µ| = 1 gilt. 
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V Konjugationsklassen ohne Beitrag
zum Dimensionsintegral
Zum Auswerten der Spurformel benötigen wir ein Vertretersystem. Der Beitrag vieler
Konjugationsklassen zum Dimensionsintegral ist allerdings 0. Vertreter dieser Konju-
gationsklassen brauchen wir daher gar nicht genau zu bestimmen. Wir werden nun
einige dieser Konjugationsklassen bestimmen. Dazu gehen wir vor, wie Morita es in
[Mor74, §6] im Siegelschen Fall gemacht hat.
§ 1 Formeln
Zuerst tragen wir aus der Literatur einige Formeln zusammen. Diese benötigen wir
sowohl in diesem Kapitel, um das Verschwinden einiger Integrale zu zeigen, als auch
in Kapitel VII, um den diese Integrale zu berechnen.
Aus [RG63] nehmen wir die folgenden Integrale.
(1.1) Lemma
a) Für k > 0 und t > 0 ist
√
t∫
−√t
(t− x2)kdx = tk+ 12 · B
(
1
2
, k+ 1
)
.
b) Für k > 1 und t ∈ C− ist
∞∫
0
x
(t+ x2)k
dx =
1
2 · tk−1 · B(1, k− 1).
c) Für k > 12 und t ∈ C− ist
∞∫
0
1
(t+ x2)k
dx =
1
2 · tk− 12
· B
(
1
2
, k− 1
2
)
.
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d) Für k > n+ 1 und t ∈ C− ist
∞∫
0
xn
(t+ x)k
dx =
1
tk−n−1
· B (n+ 1, k− n− 1) .
e) Für k > 1 und a 6= 0 sowie ba 6∈ R ist
∞∫
−∞
1
(ax+ b)k
dx = 0.

Dabei ist B die Eulersche Beta-Funktion mit B(x, y) = Γ(x)Γ(y)Γ(x+y) , wobei Γ hier die Euler-
sche Gammafunktion bezeichnet.
Ein weiteres Integral, welches wir VII in Kapitel benötigen werden, wurde von Siegel
in [Sie38, Hilfssatz 5] in einem anderen Zusammenhang bestimmt.
(1.2) Lemma
Es gilt für Re(λ) > 0, Re(µ) > 0 und Re(µ) > Re(v) > −Re(λ)
∞∫
0
∞∫
−∞
x2λ−1(x2 + w2)v−1/2
(x2 + 1− 2iw)λ+µ+v dwdx =
pi1/2Γ(λ)Γ(µ)Γ(λ+ v)Γ(µ− v)
2Γ(λ+ µ)Γ(λ+ µ+ v)Γ(1/2− v) . 
Nun betrachten wir noch einige Darstellungen für verschiedene Gruppen, welche wir
später benötigen. Wir fangen an mit der SL(2,R). Diese Darstellung findet sich in
[Dei10, 3.1.1].
(1.3) Lemma (Iwasawa Zerlegung)
Jedes R ∈ SL2(R) lässt sich eindeutig schreiben als
R=
(
1 u
0 1
)(
v 0
0 v−1
)(
cos(φ) sin(φ)
− sin(φ) cos(φ)
)
=
(
v cos(φ)− uv−1 sin(φ) v sin(φ) + uv−1 sin(φ)
− sin(φ)v−1 cos(φ)v−1
)
mit u ∈ R, v ∈ R+ und φ ∈ [0, 2pi).
Des weiteren ist ein Haar-Maß gegeben durch
dR =
dudvdϕ
v3
. 
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Erweitern wir dieses Ergebnis nun auf die SL2(C). Wir finden für jedes R ∈ SL(2,C)
ein U ∈ U(2,C), sodass RU eine obere Dreiecksmatrix ist und die Diagonaleinträge
reell und positiv sind. Der Beweis funktioniert wie der der Iwasawa Zerlegung.
(1.4) Lemma
Jedes R ∈ SL2(C) lässt sich schreiben als
R =
(
1 u
0 1
)(
v 0
0 v−1
)(
1 0
0 e−i(φ1−φ2)
)(
cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)
)(
eiφ1 0
0 eiφ2
)
mit φ1, φ2 ∈ [0, 2pi), ψ ∈ [0,pi), u ∈ C und v ∈ R∗+. 
Für GL2(C) gilt somit folgende Zerlegung:
(1.5) Lemma
Jedes R ∈ GL2(C) lässt sich schreiben als
R =
(
1 u
0 1
)(
a 0
0 b
)(
eiφ1 0
0 eiφ2
)(
cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)
)(
1 0
0 eiφ3
)
mit φ1, φ2 ∈ [0, 2pi), φ3, ψ ∈ [0,pi), u ∈ C und a, b ∈ R∗+ . 
Zudem erhalten wir damit eine Zerlegung von GL(2,C) in das Produkt einer kom-
pakten Gruppe mit einer Gruppe von Diagonalmatrizen.
Es sei D =
{(
a u
0 b
)
|a, b ∈ R∗+, u ∈ C
}
.
(1.6) Lemma
D ist eine Gruppe und es gilt GL2(C) = U(2,C)oD. 
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§ 2 Verschwinden einiger Integrale
Wir werden nun Typen von Matrizen angeben, die keinen Beitrag liefern. Im Folgen-
den gelte dabei immer a, b ∈ R∗+ mit a 6= 1 und b 6= 1. Zudem sei |α|, |α1| und |α2|
jeweils 1 und µ ∈ (0,pi).
Wie im letzten Kapitel wählen wir zudem die Bezeichnung
e(µ) =
(
cos(µ) sin(µ)
− sin(µ) cos(µ)
)
und f (a) =
(
a 0
0 a−1
)
.
Nun gehen wir im Einzelnen die Typen der Matrizen durch. Wir nutzen zur Berech-
nung das Vorgehen, welches wir zur Herleitung von III(2.12) genutzt haben.
(2.1) Lemma
Sei M konjugiert zu (α1 · E× α2 · E) · ( f (a)× f (b)) mit α1 · a 6= α2 · b und α1 · a 6= α2 · 1b .
Dann liefert die Konjugationsklasse {M} keinen Beitrag zum Dimensionsintegral. 
Beweis
M kann nicht zu einer Matrix in Γ0 oder in Γ1 konjugiert sein. Damit benötigen wir
nach III(3.14) keinen konvergenzerzeugenden Faktor, um Integration und Summation
zu tauschen.
Es ist
Z(M,U (2,C)) = {(β1 · E× β2 · E) · ( f (c)× f (d)); c, d ∈ R∗+, |β1| = |β2| = 1} .
Wir definieren
C0(M,U (2,C)) := {( f (c)× f (d)); c, d ∈ R∗+} .
Ein Fundamentalbereich FC0 von C0(M,U (2,C)) ist
FC0 =
{(
x1 + i xr + ixi + iyr − yi
xr − ixi + iyr + yi x2 + i
)
; x1, x2, xi, xr ∈ R, y2r + y2i < 1
}
.
Zudem ist
( f (c)× f (d))
〈(
x1 + i xr + ixi + iyr − yi
xr − ixi + iyr + yi x2 + i
)〉
=
(
c2x1 + ic2 cd(xr + ixi + iyr − yi)
cd(xr − ixi + iyr + yi) d2x2 + id2
)
.
Mit der Transformationsformel ergibt sich nun, dass mit dg′ = 4cddcdd und
dZˆ′ = (1− y2i − y2r )−4dx1dx2dxrdxidyrdyi
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für jede holomorphe Funktion f auf H gilt∫
H
f (Z)dZ =
∫
C0(M,U (2,C))
∫
C0(M,U (2,C))\H
f (g〈Zˆ〉)dZˆ′dg′.
Es ist
HM(Z) =
(−1)k(4ab)k(1− y2i − y2r )k
H(Z)k
mit
H(Z) = α1α2 ((a2 − 1)(b2 − 1)(x2 + i)x1 + i(a2 − 1)(b2 − 1)x2 − (a2 + 1)(b2 + 1)
+(a2b2 + 1)(y2r + y
2
i − x2i − x2r )− 2i(a2b2 − 1)(xiyi + xryr))
+α21ab((xr − yi)2 + (xi + yr)2) + α22ab((xr + yi)2 + (xi − yr)2).
Nun ist
∞∫
−∞
HM(Z)dx1 = 0,
unabhängig von x2, xr, xi, yr und yi. Somit ist auch∫
FC0
HM(Z)dZˆ′ = 0.
Damit liefern die Matrizen dieses Typs keinen Beitrag zum Dimensionsintegral. 
(2.2) Lemma
Sei M konjugiert zu (α1 · E× α2 · E) · (e(µ)× f (a)).
Dann liefert die Konjugationsklasse {M} keinen Beitrag zum Dimensionsintegral. 
Beweis
Auch in diesem Fall ist M nicht konjugiert zu einer Matrix in Γ0 oder in Γ1. Wir
benötigen also erneut keinen konvergenzerzeugenden Faktor.
Es ist
Z(M,U (2,C)) = {(β1 · E× β2 · E) · (e(ϕ)× f (c));
c ∈ R∗+, ϕ ∈ [0, pi), |β1| = |β2| = 1} .
Wir definieren
C0(M,U (2,C)) := {E× f (c)|c ∈ R∗+} .
Ein Fundamentalbereich FC0 von C0(M,U (2,C)) ist
FC0 =
{(
x1 + y1 · i xr + ixi + iyr − yi
xr − ixi + iyr + yi x2 + i
)
; x1, x2, xr, xi ∈ R, 0 ≤ y2r + y2i < y1
}
.
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Weiter sind die Maße gegeben durch dg′ = 2cdc und
dZˆ′ = (y1 − y2r − y2i )−4dx1dx2dxrdxidy1dyidyr.
Ein Auswerten von HM(Z) ergibt
HM(Z) =
(y1 − y2r − y2i )k
(λ1x2 + λ2)k
,
wobei λ1 und λ2 zwar von c, α1, α2 und µ sowie von x1, xr, xi, y1, yr, yi aber nicht von
x2 abhängen.
Damit ergibt sich erneut, dass das Integral über FC0 den Wert 0 ergibt und die Matri-
zen diesen Typs keinen Beitrag zum Dimensionsintegral liefern. 
(2.3) Lemma
Sei M konjugiert zu α · ( f (a)× f (a)).
Dann liefert die Konjugationsklasse {M} keinen Beitrag zum Dimensionsintegral. 
Beweis
In diesem Fall kann M konjugiert sein zu einer Matrix aus Γ0 aber nicht aus Γ1. Wir
benötigen nach III(3.18) trotzdem keinen konvergenzerzeugenden Faktor.
Es ist
Z(M,U (2,C)) =
{(
V 0
0 V−tr
)
; V ∈ GL(2,C)
}
.
Wir wenden nun (1.6) an und erhalten, dass wir
C0(M,U (2,C)) :=
{(
V 0
0 V−tr
)
; V ∈ D
}
wählen können.
Ein Fundamentalbereich FC0 von C0(M,U (2,C)) ist
FC0 =
{(
x1 + i xr + ixi
xr − ixi x2 + i
)
; x1, x2, xr, xi ∈ R
}
.
Das induzierte Maß ist dZˆ′ = dxrdxidx1dx2.
Es ist
HM(Z) =
(−1)k(4a2)k
H(Z)k
mit
H(Z) = a4x1x2 − 2a2x1x2 − ix2 + ia4x2 + x1x2 − a4xi2 − a4 + 2a2xi2
+ia4x1 − ix1 − a4xr2 − 2a2 − xi2 + 2a2xr2 − 1− xr2.
H(Z) ist sowohl in x1 als auch in x2 ein Polynom vom Grad 1, damit verschwindet das
Integral. 
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(2.4) Lemma
Sei M konjugiert zu (α1 · E× α2 · E) · ( f (a)× E).
Dann liefert die Konjugationsklasse {M} keinen Beitrag zum Dimensionsintegral. 
Beweis
In diesem Fall kann M konjugiert sein zu einer Matrix aus Γ1 aber nicht aus Γ0. Aller-
dings brauchen wir nach III(3.19) auch hier keinen konvergenzerzeugenden Faktor.
Es ist
Z(M,U (2,C)) = {(β1 · E× β2 · E) · ( f (c)×M);
c ∈ R∗+, |β1| = |β2| = 1, M ∈ SL(2,R)} .
Wir definieren
C0(M,U (2,C)) := {( f (c)×M)|c ∈ R∗+, M ∈ SL(2,R)} .
Ein Fundamentalbereich FC0 von C0(M,U (2,C)) ist
FC0 =
{(
x1 + i xr + ixi + iyr
xr − ixi + iyr i
)
; x1, xr, xi ∈ R, (1− yr)2 > 0, yr ≥ 0
}
.
Unser Maß dZˆ′ ist gegeben durch dZˆ′ = xi(1− y2r )−4dx1dxrdxidyr.
Es ist
HM(Z) =
(4a)k(1− y2r )k
H(Z)k
mit
H(Z) = α1α2(2i(1− a2)x1 + (a2 + 1)(x2i + x2r − y2r + 1) + 2i(a2 − 1)xryr)
−α21a(x2r + (xi + yr)2)− α22a(x2r + (xi − yr)2).
Da H(Z) in x1 ein Polynom vom Grad 1 ist, verschwindet das Integral. 
(2.5) Lemma
Sei M konjugiert zu (α1 · E× α2 · E) ·
(
f (a)×
(
1 s
0 1
))
.
Dann liefert die Konjugationsklasse {M} keinen Beitrag zum Dimensionsintegral. 
Beweis
M kann konjugiert sein zu einer Matrix in Γ1, aber nicht zu einer Matrix in Γ0. Ist
M allerdings eine Matrix in Γ1, so ist Z(M, Γ) ⊂ Γ1, somit können wir den konver-
genzerzeugenden Faktor aus III(2.9) b) nehmen und nun Summation und Integration
tauschen.
115
V Konjugationsklassen ohne Beitrag zum Dimensionsintegral
Es ist
Z(M,U (2,C)) =
{
(β1 · E× β2 · E) ·
(
f (c)×
(
1 t
0 1
))
;
c ∈ R∗+, t ∈ R, |β1| = |β2| = 1} .
Wir definieren
C0(M,U (2,C)) :=
{
f (c)×
(
1 t
0 1
)
; c ∈ R∗+, t ∈ R
}
.
Ein Fundamentalbereich FC0 von C0(M,U (2,C)) ist
FC0 =
{(
x1 + i xr + ixi + iyr − yi
xr − ixi + iyr + yi y2 · i
)
; x1, xr, xi ∈ R, (y2 − y2r − y2i ) > 0
}
.
Das induzierte Maß dZˆ ist gegeben durch dZˆ = (y2 − y2r − y2i )−4dyidyrdy2.
Es ist
HM(Z) =
(−1)k(4a)k(y2 − y2r − y2i )k
H(Z)k
mit
H(Z) = α1α2(a2s− s+ 2ia2y2 − 2iy2)x1
+α21a((xi + yr)
2 + (xr − yi)2) + α22a((xi − yr)2 + (xr + yi)2)
+α1α2
(
(a2 + 1)((yr + ixr)2 + (yi + ixi)2)− 2(a2 − 1)y2 + is
)
H(Z) ist in x1 ein Polynom ersten Grades und somit verschwindet das Integral. 
(2.6) Lemma
Sei M konjugiert zu α ·

1 0 0 s
0 1 s 0
0 0 1 0
0 0 0 1
 · ( f (a)× f (a−1)).
Dann liefert die Konjugationsklasse {M} keinen Beitrag zum Dimensionsintegral. 
Beweis
M kann konjugiert sein zu einer Matrix in Γ0, aber nicht zu einer Matrix in Γ1. Ist M
allerdings eine Matrix in Γ0, so ist Z(M, Γ) ⊂ Γ0, somit können wir den konvergenzer-
zeugenden Faktor aus III(2.9) a) nehmen.
Es ist
Z(M,U (2,C)) =
β ·

1 0 0 t
0 1 t 0
0 0 1 0
0 0 0 1
 · ( f (c)× f (c−1)); t ∈ C, c ∈ R∗+, |β| = 1
 .
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Wir definieren
C0(M,U (2,C)) :=


1 0 0 t
0 1 t 0
0 0 1 0
0 0 0 1
 · ( f (c)× f (c−1)); t ∈ C, c ∈ R∗+
 .
Ein Fundamentalbereich FC0 von C0(M,U (2,C)) ist
FC0 =
{(
x1 + y1 · i iyr − yi
iyr + yi x2 + i
)
; x1, x2 ∈ R, (y1 − y2r − y2i ) > 0
}
.
Das induzierte Maß dZˆ ist gegeben durch dZˆ = (y1 − y2r − y2i )−4dy1dyidyr.
Es ist
HM(Z) =
(−1)k(4a2)k(y1 − y2r − y2i )k
α2kH(Z)k
mit
H(Z) = x1((−a4 + 2a2 − 1)x2 − ia4 + i)
+y1(ix2 − 2a2 − 1− ia4x2 − a4) + 4a2y2r + 4a2y2i − a2 − 2ia2yr(s+ s)− ss.
H(Z) ist in x1 erneut ein Polynom vom Grad 1 und daher ist auch dieses Integral 0.
Aus diesen Ergebnissen ergibt sich zusammen mit IV(1.1), das folgende Resultat:
(2.7) Folgerung
Eine Matrix liefert nur dann einen Beitrag zum Dimensionsintegral, falls alle ihre Ei-
genwerte den Betrag 1 haben. 
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VI Vertreter der Konjugationsklassen mit
Beitrag zum Dimensionsintegral
In diesem Kapitel werden wir nun Vertreter für die Konjugationsklassen bestimmen,
die einen Beitrag zum Dimensionsintegral liefern könnten. Zuerst werden wir unter-
suchen, welches charakteristische Polynom eine solche Matrix haben kann und dann
werden wir für diese Fälle ein Vertretersystem bestimmen. Wir setzen im Folgenden
dabei immer voraus, dass 1 die Klassenzahl von K ist.
In diesem Kapitel werden wir ein Vertretersystem der Konjugationsklassen von
Γ = Γ2 = U (2,OK) bestimmen. Allerdings werden wir dabei nur solche Konjugati-
onsklasssen betrachten, die einen Beitrag zum Dimensionsintegral haben.
§ 1 Für das Dimensionsintegral benötigte
Konjugationsklassen
Aus V(2.7) wissen wir, dass nicht alle Konjugationsklassen einen Beitrag zum Dimen-
sionsintegral liefern.
Zuerst werden wir also ermitteln, welche Konjugationsklassen einen Beitrag liefern,
um nur von diesen Vertreter zu bestimmen.
Wir müssen dabei nur Konjugationklassen untersuchen, deren Matrizen nur Eigen-
werte haben, deren Betrag 1 ist.
Diese Nullstellen müssen über K algebraisch von einem Grad sein, der 4 teilt, da das
charakteristische Polynom Grad 4 hat.
Da weiter [K : Q] = 2 gilt, muss jede Nullstelle α von χM über Z algebraisch von
einem Grad sein, der 8 teilt. Bekanntlich ist [Q(e2pii/n) : Q] = ϕ(n), wobei ϕ die
Eulersche ϕ-Funktion ist.
Dabei gilt ϕ(n) ∈ {1, 2, 4, 8} genau für n ∈ {1, 2, 3, 4, 5, 6, 8, 10, 12, 15, 16, 20, 24}.
In der folgenden Tabelle geben wir für diese n jeweils an, über welchem Zahlkörper
das Kreisteilungspolynom weiter zerfällt und wie das dazugehörige Kreisteilungspo-
lynom aussieht. Dabei bezeichne µ3 = −1+i
√
3
2 eine primitive dritte Einheitswurzel und
µ6 =
1+i
√
3
2 eine primitive sechste Einheitswurzel.
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1 - x− 1
2 - x+ 1
3 i
√
3 x2 − x+ 1 = (x− µ3)(x− µ3)
4 i x2 + 1 = (x+ i)(x− i)
5 - x4 + x3 + x2 + x+ 1
6 i
√
3 x2 + x+ 1 = (x− µ6)(x− µ6)
8 i, i
√
2 x4 + 1 = (x2 + i)(x2 − i) = (x2 +√−2x− 1)(x2 −√−2x− 1)
10 - x4 − x3 + x2 − x+ 1
12 i, i
√
3 x4 − x2 + 1 = (x2 + ix− 1)(x2 − ix− 1) = (x2 − µ6)(x2 − µ6)
15 i
√
3 x
8−x7+x5−x4+x3−x+1
=(x4−µ6x3−µ6x2+x−µ6)(x4−µ6x3−µ6x2+x−µ6)
16 i, i
√
2 x8 + 1 = (x4 + i)(x4 − i) = (x4 − x2√−2− 1)(x4 + x2√−2− 1)
20 i x
8−x6+x4−x2+1
=(x4+ix3−x2−ix+1)(x4−ix3−x2+ix+1)
24 i, i
√
2, i
√
3 x
8−x4+1=(x4+ix2−1)(x4−ix2−1)
=(x4+
√−2x3−x2−√−2x+1)(x4−√−2x3−x2+√−2x+1)=(x4−µ6)(x4−µ6)
Nun werden wir einige Aussagen herleiten über das charakteristische Polynom in
einer Hauptkongruenzuntergruppe. Diese hängen nicht von der Größe der Matrix ab,
daher nehmen wir für die folgenden Sätze an, dass die Matrix die Größe k× k hat.
Sei nun q ∈ OK. Wichtig ist für die folgenden Sätze nur, dass M ≡ Emod q gilt.
Dabei muss M nur eine ganzzahlige Matrix sein, dass M ∈ Γ ist, ist nicht nötig. Wir
definieren daher Mat(k,OK)[q] = {M ∈ Mat(k,OK)|M ≡ Emod q} und setzen im
folgenden M ∈ Mat(k,OK)[q] voraus.
(1.1) Lemma
Es sei χM(x) =
k
∑
j=0
bj(x− 1)j. Dabei ist natürlich bk = 1.
Dann gilt χM(x) ≡ (x− 1)k mod q koeffizientenweise.
Zusätzlich gilt bj ≡ 0 mod qk−j. 
Beweis
Die erste Bedingung folgt sofort aus der zweiten.
Die zweite beweisen wir in einer etwas allgemeineren Form. Es sei T eine Matrix,
sodass jeder Eintrag tij von der Form tij = rij(x − 1) + qsij mit rij, sij ∈ OK ist. Dann
ist det(T) von der Form
k
∑
j=0
bj(x− 1)j und es gilt bj ≡ 0 mod qk−j. Hier muss natürlich
nicht mehr bk = 1 gelten.
Man beachte, dass M = E+ q ·M′ mit M′ ∈ Mat(k,OK) ist. Somit ist xE−M von der
Aussage erfasst.
Beweisen wir nun diese Aussage, dazu gehen wir induktiv vor und nutzen den Deter-
minantenentwicklungssatz.
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Für k = 1 ist diese Aussage klar.
Sei nun T von der Größe (k+ 1)× (k+ 1). Nach dem Determinantenentwicklungssatz
ist dann
det T =
k+1
∑
l=1
(−1)1+lt1l det(T1l),
wobei Tij die Matrix sein soll, die durch Streichung der i-ten Zeile und l-ten Spalte
entsteht. Betrachten wir nun einen der Summanden (−1)1+lt1l det(T1l).
Nach der Induktionsvoraussetzung ist det(T1l) =
k
∑
j=0
cj(x− 1)j und es gilt
cj ≡ 0 mod qk−j. Damit ist t1l det(T1l) =
k
∑
j=0
rilcj(x− 1)j+1 +
k
∑
j=0
qsilcj(x− 1)j.
Setzen wir andererseits t1l det(T1l) :=
k+1
∑
j=0
dj(x − 1)j, so ist dj = qsilcj + rilcj−1 und
somit dj ≡ 0 mod qk+1−j.
Da dies für jeden Summanden in der Entwicklung der Determinante gilt, gilt dies
auch für det(T) selber. 
Wir müssen nun nicht alle möglichen Produkte der obigen Polynome bilden, denn
wenn χM(x) die Bedingungen aus (1.1) erfüllt, so erfüllt auch jeder Teiler von χM(x)
diese, wie uns der folgende Satz zeigt.
(1.2) Hilfssatz
Es sei χM(x) = p1(x)p2(x). Dann existieren Matrizen M1, M2 mit χMj = pj für j = 1, 2
und ein es existiert ein R ∈ GL(k,OK)mit R−1MR =
(
M1 ∗
0 M2
)
. 
Beweis
Diese Aussage findet man in [New72, Theorem III.12.] für Z statt OK. Da wir aber
vorausgesetzt hatten, dass die Klassenzahl 1 ist, funktioniert der Beweis ohne Ände-
rungen ebenfalls für OK. 
Ist M ≡ E mod q, so ist für jedes R ∈ GL(k,OK) auch R−1MR ≡ E mod q. Somit folgt
also sofort:
(1.3) Korollar
Es sei χM(x) = p1(x)p2(x). Dann erfüllen auch p1(x) und p2(x) die Bedingungen aus
(1.1). 
Es sei von nun an q ∈N mit q ≥ 2.
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(1.4) Folgerung
Es sei M ∈ Γ(q) und für jede Nullstelle a von χM gelte |a| = 1. Ist q ≥ 3 so ist a = 1
und ist q = 2 so ist a = ±1. 
Beweis
Mit der ersten Bedingung aus (1.1) können wir für q ≥ 3 alle oben aufgeführten
Polynome mit Ausnahme von x− 1 als Teiler ausschließen.
Sei nun q = 2. Dann können nach der ersten Bedingung nur die Polynome x− 1,
x + 1, x2 + 1 und x4 + 1 als Teiler des charakteristischen Polynoms auftreten. Es ist
aber
x2 + 1= (x− 1)2 + 2(x− 1) + 2,
x4 + 1= (x− 1)4 + 4(x− 1)3 + 6(x− 1)2 + 4(x− 1) + 2.
Diese beiden Polynome verletzen damit die zweite Bedingung, weswegen diese auch
nicht auftreten können. 
Verzichtet man auf die Voraussetzung q ∈ N, so erhält man für q ∈ O(K) mit |q| > 2
ebenfalls, dass a = 1 sein muss.
Aus dieser Aussage folgt somit, dass wir im Fall q ≥ 3 nur Vertreter der Matrizen mit
charakteristischem Polynom (x− 1)4 bestimmen müssen.
Im Fall q = 2 müssen wir zudem die Polynome (x− 1)3(x+ 1), (x− 1)2(x+ 1)2,
(x− 1)(x+ 1)3 und (x+ 1)4 betrachten. Da wir in der Spurformel über Γ/Z(Γ) sum-
mieren, brauchen wir sogar nur die Polynome (x − 1)3(x + 1) und (x − 1)2(x + 1)2
betrachten. Dies machen wir nun in den folgenden Paragraphen.
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§ 2 Charakteristisches Polynom (x− 1)4
Im folgenden Abschnitt sei M immer eine Matrix aus Γ2, deren charakteristisches
Polynom die Form χM(x) = (x − 1)4 hat. Diese Fälle sind daher besonders wichtig,
da sie für jedes q ∈ O(K) in der Hauptkongruenzgruppe Γ2(q) auftreten und daher
immer einen Beitrag zum Dimensionsintegral liefern.
Zuerst werden wir Vertreter der Matrix M in U (2,K) angeben. Wir erhalten dann
sofort das folgende Lemma:
(2.1) Lemma
M ist in U (2,K) konjugiert zu einer Matrix M˜ ∈ U 1(2,K). 
Beweis
Ist Rang(M− E) = 0, so ist M = E und die Behauptung ist klar.
Ist Rang(M− E) ≥ 1, so wenden wir IV(2.12) an und erhalten unsere Behauptung. 
Diese Aussage können wir noch verschärfen.
(2.2) Satz
M ist in U (2,K) konjugiert zu einer Matrix M˜ ∈ U 1(2,K) ∩ U 0(2,K). 
Beweis
Nach (2.1) ist M konjugiert zu einer Matrix der Form M˜ =

a 0 b ∗
∗ 1 ∗ ∗
c 0 d ∗
0 0 0 1
 und
M1 =
(
a b
c d
)
∈ U (1,K). Nun ist M1 konjugiert zur Matrix
(
1 s
0 1
)
für ein s ∈ Q.
Damit folgt die Behauptung. 
Damit erhalten wir nun auch eine Form der Vertreter in der Gruppe Γ.
(2.3) Satz
M ist in Γ konjugiert zu einer Matrix M˜ ∈ Γ1 ∩ Γ0. 
Beweis
Das folgt aus IV(3.2). 
Wir wissen nun, dass unsere Konjugierte die Form
M˜ =

1 0 b1 b2
a 1 b3 b4
0 0 1 −a
0 0 0 1
 (1)
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besitzt.
Weitere Invarianten der Matrix M sind neben dem charakteristischen Polynom noch
die Terme Rang(M − E) und Rang ((M− E)2). Wir werden nun nach diesen Fällen
unterscheiden und Vertretersysteme bestimmen:
Ohne Rechnung ergibt sich natürlich sofort:
(2.4) Satz
Ist Rang(M− E) = 0, so ist M = E. 
Kommen wir nun zum ersten Fall, für den wir eine Rechnung anstellen müssen:
(2.5) Satz
Ist Rang(M− E) = 1, so ist M konjugiert zu einer Matrix Ms =
(
E H
0 E
)
mit
H =
(
0 0
0 s
)
mit s ∈ Z\{0}.
Ist s1 6= s2, so sind Ms1 und Ms2 nicht konjugiert.
Es ist Z(Ms, Γ) = Γ1.
Für diese Matrizen ist pM(Z, e) = 1 ein konvergenzerzeugender Faktor. 
Beweis
Aus Ranggründen ist a = 0 in (1), somit hat M˜ die Form
(
E H
0 E
)
mit H hermitesch
und Rang(H) = 1.
Ist also H :=
(
h1 h12
h12 h2
)
, so existiert ein l ∈ K mit h1 = l · h12 und h12 = l · h2. Es
ergibt sich insgesamt H := h2
(
ll l
l 1
)
. Nun existieren teilerfremde a1, a2 ∈ OK mit
a1 · l + a2 = 0. Weiter seien a3, a4 ∈ OK mit a1a4 − a2a3 = 1 und R :=
(
a1 a2
a3 a4
)
und es
ergibt sich RHRtr =
(
0 0
0 ∗
)
.
Der erste Teil der Aussage ist damit bewiesen.
Es sei nun N ∈ Γ mit NMs1 = Ms2N. Dann erhalten wir N ∈ Γ1 und s1 = s2.
Betrachten wir noch den konvergenzerzeugenden Faktor. Es sei M ∈ Γ0 ∪ Γ1.
Wir schätzen nun ab, wie in III(3.11) und III(3.12), allerdings ergibt sich h12 bereits
eindeutig aus h1 und h2, wegen Rang(M− E) = 1.
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Damit erhält man die Abschätzung
∑
H
∣∣∣det(Z−M〈Z〉tr − H)∣∣∣−g ≺ det(Y+YM)1−g
in (1) aus III(3.11) und (2) aus III(3.12). Mit dieser besseren Abschätzung erhält man
direkt die Konvergenz. 
Nun werden wir uns den Fall Rang(M− E) = 2 ansehen. In diesem Fall müssen wir
zusätzlich nach Rang
(
(M− E)2) unterscheiden.
Das liefert uns entweder a = 0 und Rang
(
b1 b2
b3 b4
)
= 2, wobei diese Matrix hermitesch
sein muss, oder a 6= 0 und b1 = 0.
Betrachten wir nun diesen Fall genauer. Da M˜ in Γ ist, folgt(
0 b2
b3 b4
)
=
(
0 h12
h12 −a · h12 + h2
)
mit h12 ∈ OK und h2 ∈ Z.
Wir erhalten die beiden Gleichungen
1 0 s 0
0 1 0 0
0 0 1 0
0 0 0 1

−1
·

1 0 0 h12
a 1 h12 h2 − ah12
0 0 1 −a
0 0 0 1
 ·

1 0 s 0
0 1 0 0
0 0 1 0
0 0 0 1

=

1 0 0 h12 + sa
a 1 h12 + sa h2 − ah12
0 0 1 −a
0 0 0 1
 (2)
und 
0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1
 ·

1 0 0 h12
a 1 h12 h2 − ah12
0 0 1 −a
0 0 0 1
 ·

0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1

−1
=

1 0 0 a
−h12 1 a h2 − ah12
0 0 1 h12
0 0 0 1
 . (3)
Mit anwenden von (2) erhalten wir | Im(h12)| ≤ | Im(a)2 | oder Im(a) = 0. Wenden wir
also wiederholt unsere beiden Gleichungen an, so erhalten wir a ∈ Z. Ist auch h12 ∈ Z,
so können wir sogar durch erneutes Anwenden von (2) und (3) a = 0 annehmen.
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Sei nun 0 6= a ∈ Z und Im(h12) 6= 0. Dann ist Rang
(
(M− E)2) = 1 und somit ist
diese Matrix nicht zu einer Matrix mit a = 0 konjugiert.
Wir erhalten damit nun die folgenden beiden Sätze:
(2.6) Satz
Ist Rang(M− E) = 2 und Rang ((M− E)2) = 0, so ist M konjugiert zu einer Matrix
MH =
(
E H
0 E
)
mit H hermitesch und Rang(H) = 2.
Die Matrizen MH1 und MH2 sind genau dann zueinander konjugiert, wenn H1 und H2
kongruent sind.
Es ist
Z(MH, Γ) =
{(
Utr UtrH˜
0 U−1
)
;U ∈ GL2(O(K)) mit UtrHU = H, H˜ hermitesch
}
.
Für diese Matrizen werden wir pR−1MHR = det(YR)
−e als konvergenzerzeugenden Fak-
tor wählen. 
Beweis
Dass die Matrizen MH Vertreter sind, wurde schon gezeigt.
Sei nun N =
(
A B
C D
)
∈ Γ. Aus MH1N = NMH2 folgt, A = A + H2C. Wegen
Rang(H2) = 2 ist also C = 0. Dann ist aber A = U
tr, B = UtrH˜ und D = U−1
und wir erhalten UtrH1 = H2U−1.
Damit erhalten wir, dass MH1 und MH2 genau dann zueinander konjugiert sind, wenn
H1 und H2 kongruent sind.
Zusätzlich liefert es uns die Form des Zentralisators.
Das dieser Faktor tatsächlich konvergenzerzeugend ist, werden wir erst später nach-
weisen, da wir auf die Voraussetzung pM(Z, e) ≤ 1 verzichten.
Wir halten aber fest, dass nur für die Matrizen der Form MH ein konvergenzerzeu-
gender Faktor benötigt wird. Ist M ∈ Γ0 ∪ Γ1 nicht von dieser Form, so ergeben sich 2
der 4 Werte h1, h2, Re(h12) und Im(h12) bereits aus den Anderen, da Rang(M− E) = 2
und Rang
(
(M− E)2) = 0 ist.
Damit erhält man in diesem Fall die Abschätzung
∑
H
∣∣∣det(Z−M〈Z〉tr − H)∣∣∣−g ≺ det(Y+YM)3/2−g
in (1) aus III(3.11) und (2) aus III(3.12). Es ergibt sich wieder die Konvergenz auch
ohne konvergenzerzeugenden Faktor. 
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Es verbleiben noch 2 Vertretersysteme, auch wenn sich nachher rausstellt, dass diese
keinen Beitrag zum Dimensionsintegral liefern.
(2.7) Satz
Ist Rang(M− E) = 2 und Rang ((M− E)2) = 1, so ist M konjugiert zu einer Matrix
M˜ =

1 0 0 h12
a 1 h12 −a · h12 + h2
0 0 1 −a
0 0 0 1

mit 0 6= a ∈N, |Re(h12)| ≤ a2 und Im(h12) 6= 0 sowie h2 ∈ Z mit |h2| ≤ a.
Es ist
Z(M˜, Γ) ≥


1 0 0 s12
0 1 s12 s2
0 0 1 0
0 0 0 1


1 0 0 0
b 1 0 0
0 0 1 −b
0 0 0 1
 ;
b ∈ OK, s2 ∈ Z, s12 ∈ OK mit aRe(s12) = Re(b · h12)} .
Weiter kann man mit einer Matrix R :=
(
E T
0 E
)
∈ U (2,C) konjugieren, sodass
Re(h12) = 0 und h2 = 0 ist.
Als konvergenzerzeugenden Faktor können wir hier
pR−1M˜R(Z, e) =
{
(YR)e(1,1) det(YR)
−e , falls (YR)−1(1,1) det(YR) ≥ 1,
1 , sonst,
wählen. 
Beweis
Wir wissen bereits, dass M˜ diese Form mit 0 6= a ∈ Z, Im(h12) 6= 0 sowie h2 ∈ Z hat.
Wenden wir nun noch einmal Gleichung (2) an, erhalten wir auch die Bedingung
|Re(h12)| ≤ |a|2 .
Ein eventuelles Konjugieren mit diag(1,−1, 1,−1) liefert einem a > 0.
Die letzte Einschränkung erhalten wir durch
1 0 0 s
0 1 s 0
0 0 1 0
0 0 0 1

−1
·

1 0 0 h12
a 1 h12 −a · h12 + h2
0 0 1 −a
0 0 0 1
 ·

1 0 0 s
0 1 s 0
0 0 1 0
0 0 0 1
 =

1 0 0 h12
a 1 h12 −ah12 + h2 + 2as
0 0 1 −a
0 0 0 1
 .
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Wenn s in dieser Gleichung, beziehungsweise in der Gleichung (2), reell gewählt wer-
den kann, ergibt sich sofort, dass man in diesem Fall sogar Re(h12) = 0 und h2 = 0
erreichen kann.
Bestimmen wir nun den Zentralisator:
Sei nun R ∈ Γ eine Matrix mit RM˜ = M˜R. Es ist nun (RM˜− M˜R)(4,1) = a · R(4,2), also
R(4,2) = 0. Weiter ist (RM˜− M˜R)(4,4) = h12 · R(4,1) − a · R(4,3) und somit
R(4,3) =
h12
a R(4,1).
Betrachten wir nun (RM˜ − M˜R)(3,1), so erhalten wir R(4,1) = −R(3,2). Mit diesen Er-
gebnissen ist (RM˜− M˜R)(3,3) = R(4,1) · (h12 − h12), daraus folgt R(4,1) = 0. Da R ∈ Γ
ist, erhalten wir damit R ∈ Γ1.
Damit erhalten wir nun R(2,2) = R(4,4), wobei dies eine Einheit in O(K) ist. Wir neh-
men daher nun R(2,2) = 1 an. Dann ergibt sich aber
(RM˜− M˜R)(2,1) = a− aR(1,1) − h12R(3,1).
Ist m 6∈ {1, 3}, so ist
(
R(1,1) R(1,3)
R(3,1) R(3,3)
)
∈ SL(2,Z). Wir nehmen dies nun auch für die
Fälle m = 1 und m = 3 an. Dann bekommen wir in diesen Fällen zwar nicht den
ganzen Zentralisator, allerdings eine Untergruppe von endlichem Index.
Aus der der Gleichung folgt mit dieser Einschränkung, da a ∈N und Im(h12) 6= 0 ist,
dass R(1,1) = 1 und R(3,1) = 0 ist. Damit ist aber auch R(3,3) = 1. Sofort ergibt sich dann
noch R(1,3) = 0 und da R ∈ Γ ist, folgt zudem R(3,4) = −R(2,1) sowie R(2,3) = R(1,4).
Nun setzen wir R(2,1) := b und R(1,4) := s12.
Dann ergibt sich zuletzt die Gleichung aRe(s12) = Re(b · h12).
Betrachten wir nun den konvergenzerzeugenden Faktor. Man erhält man wie in III(3.16),
dass dieser konvergenzerzeugend ist für alle Matrizen in Γ1, also alle Matrizen, die
nicht vom Typ (
E H
0 E
)(
U 0
0 U− tr
)
mit U =
(
u1 u2
u3 u4
)
und u2 6= 0 sind. In diesem Fall ist h2 allerdings bereits durch die
anderen Werte bestimmt. Damit erhält man die Abschätzung
∑
H
∣∣∣det(Z−M〈Z〉tr − H)∣∣∣−g ≺ det(Y+YM)2−g
y2
in (1) aus III(3.11). Damit erhält man aber die Konvergenz. 
Zuletzt verbleibt noch der Fall Rang(M− E) = 3.
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(2.8) Satz
Ist Rang(M− E) = 3, so ist M konjugiert zu einer Matrix
M˜ =

1 0 h1 h12
a 1 h12 + ah1 ah12 + h2
0 0 1 −a
0 0 0 1

mit a 6= 0, h1 6= 0.
Zudem existiert ein R =
(
U H
0 U− tr
)
∈ U (2,C) mit U =
(
eiφ 0
b 1
)
und
Mˆ := R−1M˜R =

1 0 h1 0
a 1 ah1 0
0 0 1 −a
0 0 0 1
 mit a, h1 ∈ R∗.
Weiter ist
Z(Mˆ,U (2,C)) =
α

1 0 s1 s12
b 1 s12 + bs1 bs12 + s2
0 0 1 −b
0 0 0 1
 ;
s1, s2, Im(s12) ∈ R, b = s1ah1 , Re(s12) =
bah1 − b2h1
2a
}
.
Als konvergenzerzeugenden Faktor können wir
pR−1M˜R(Z, e) =

det(YR)−e , falls det(YR) ≥ 1, (YR)(1,1) ≥ 1,
(YR)
e
(1,1) det(YR)
−e , falls det(YR)−1 (YR)(1,1) ≤ 1, (YR)(1,1) ≤ 1,
1 , sonst,
wählen. 
Beweis
Aus Ranggründen ergibt sich die Bedingung a 6= 0, h1 6= 0.
Nun ist weiter
1 0 h1 0
b 1 bh1 0
0 0 1 −b
0 0 0 1

−1
1 0 h1 h12
a 1 h12 + ah1 ah12 + h2
0 0 1 −a
0 0 0 1


1 0 h1 0
b 1 bh1 0
0 0 1 −b
0 0 0 1

=

1 0 h1 h12 + h1(a− b)
a 1 ∗ ∗
0 0 1 −a
0 0 0 1
 .
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Für passend gewähltes b ∈ C ist dann h12 + h1(a− b) = 0. Zusätzlich erhalten wir
1 0 0 s12
0 1 s12 0
0 0 1 0
0 0 0 1

−1
1 0 h1 0
a 1 ah1 h2
0 0 1 −a
0 0 0 1


1 0 0 s12
0 1 s12 0
0 0 1 0
0 0 0 1
 =

1 0 h1 0
a 1 ∗ h2 + as12 + as12
0 0 1 −a
0 0 0 1

und für passendes s12 ∈ C ist dann h2 + as12 + as12 = 0.
Für passendes φ ist zudem
diag(eiφ, 1, eiφ, 1)−1

1 0 h1 0
a 1 ah1 h2
0 0 1 −a
0 0 0 1
diag(eiφ, 1, eiφ, 1) =

1 0 h1 0
eiφa 1 eiφab 0
0 0 1 −eiφa
0 0 0 1
 .
Damit kann man a als reell voraussetzen.
Ein Nachrechnen wie bei (2.7) liefert den angegebenen Zentralisator, wobei wir die
Gleichungen auflösen können, da wir in C rechnen.
Nach III(3.17) ist der Faktor pR−1M˜R(Z, e) konvergenzerzeugend. 
130
§ 3 Charakteristisches Polynom (x+ 1)(x− 1)3
§ 3 Charakteristisches Polynom (x+ 1)(x− 1)3
Im folgenden Abschnitt sei M immer eine Matrix aus Γ, deren charakteristisches Poly-
nom die Form χM(x) = (x+ 1)(x− 1)3 hat. Damit ist det(M) = −1. Allerdings ist −1
nur im imaginärquadratischen Zahlkörper Q(
√−1) ein Quadrat. Aus diesem Grund
kann eine solche Matrix auch nur in diesem Zahlkörper existieren. Wir betrachten für
diesen Abschnitt also nur den Spezialfall K := Q(
√−1).
Es stellt sich nun heraus, dass für diesen Fall solche Matrizen in Γ tatsächlich existie-
ren, jedoch nicht in Γ(2).
Bestimmen wir zuerst Vertreter in U (2,K).
(3.1) Lemma
M ist in U (2,K) konjugiert zu einer Matrix M˜ ∈ U 1(2,K). 
Beweis
Ist Rang(M− E) = 1, so folgt die Behauptung aus IV(2.14) und ist Rang(M− E) > 1,
so folgt sie mit IV(2.12). 
Damit folgt nun sofort aus IV(3.2):
(3.2) Satz
M ist in Γ konjugiert zu einer Matrix in M˜ ∈ Γ1. 
Die Matrix M˜ ist somit von der Form
M˜ =

a 0 b ∗
∗ 1 ∗ ∗
c 0 d ∗
0 0 0 1
 .
Weiter ist M2 :=
(
a b
c d
)
∈ U (1,K) mit charakteristischem Polynom (x − 1)(x + 1).
Somit ist M2 ∈ i SL(2,Z). Damit ist M2 konjugiert zur Matrix i J oder −i J. Insbeson-
dere ist aber damit M˜ 6∈ Γ(2) und da Γ(2) ein Normalteiler von Γ ist folgt somit
(3.3) Korollar
Es ist M 6∈ Γ(2). 
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§ 4 Charakteristisches Polynom (x+ 1)2(x− 1)2
Im folgenden Abschnitt sei M immer eine Matrix aus Γ2, deren charakteristisches
Polynom die Form χM(x) = (x + 1)2(x − 1)2 hat. Dieser Fall tritt für q ≥ 3 in der
Gruppe Γ(q) nicht auf. Allerdings gibt es solche Matrizen in der Gruppe Γ(2).
Wir müssen hier unterscheiden, ob M diagonalisierbar ist oder nicht. Der einfachere
Fall ist, dass M nicht diagonalisierbar ist. Mit diesem Fall fangen wir an.
Zuerst beschäftigen wir uns mit Vertretern in U (2,K).
(4.1) Lemma
Ist Rang(M− E) = 3, so ist M in U (2,K) konjugiert zu einer Matrix in
U 1(2,K) ∩ U 0(2,K). 
Beweis
Nach IV(2.12) ist M konjugiert zu einer Matrix in U 1(2,K).
M ist also konjugiert zu einer Matrix der Form
a 0 b ∗
∗ 1 ∗ ∗
c 0 d ∗
0 0 0 1
 .
Nun hat die Matrix
(
a b
c d
)
das charakteristische Polynom (x + 1)2. Damit ist diese
Matrix aber konjugiert zur Matrix
(−1 ∗
0 −1
)
.
M ist also konjugiert zu einer Matrix in U 1(2,K) ∩ U 0(2,K). 
Wenden wir uns nun den Vertretern in Γ zu.
(4.2) Lemma
Es sei N ∈ GL2(O(K)) mit χN(x) = (x − 1)(x + 1). Dann ist N konjugiert zu einer
Matrix der Form
(
1 y
0 −1
)
mit y ∈ {0, 1,ωK, 1+ωK}.
Ist m = 1, so gilt sogar y ∈ {0, 1, 1+ i} und für m = 3 gilt y ∈ {0, 1}. 
Beweis
Nach (1.2) kann man die Matrix in die Form
(
1 y
0 −1
)
mit y ∈ O(K) konjugieren.
Nun ist weiter (
1 t
0 −1
)(
1 y
0 −1
)(
1 t
0 −1
)−1
=
(
1 y− 2t
0 −1
)
.
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Mit geeigneter Wahl von t erhalten wir also noch y ∈ {0, 1,ωK, 1+ωK}.
Im Fall m = 1 kann man zudem mit der Matrix diag(i, 1) konjugieren und im Fall
m = 3 mit der Matrix diag
(
eipi/3, 1
)
. Mit diesen kann man y weiter reduzieren zu
y ∈ {0, 1, 1+ i} im Fall m = 1 und y ∈ {0, 1} im Fall m = 3. 
(4.3) Lemma
Ist Rang(M − E) = 3 und Rang(M + E) = 3, so ist M in U (2,O(K)) konjugiert zur
Matrix
M˜ ∈


1 0 s1 y2
y1 −1 y1s1 − y2 s2
0 0 1 y1
0 0 0 −1
 ; s1, s2 ∈ Z\{0}, y1, y2 ∈ {0, 1,ωK, 1+ωK}
 .
In diesem Fall nutzen wir den konvergenzerzeugenden Faktor pM(Z, e) = det(Y)−e.
Beweis
Nach IV(3.2) und (4.1) ist M auch in U (2,O(K)) konjugiert zu einer Matrix in
U 1(2,O(K)) ∩ U 0(2,O(K)). Die Matrix hat dementsprechend die Form
(
U UH
0 U− tr
)
mit U =
(
1 0
y1 −1
)
und H hermitesch. Dabei gilt s1 = h11 6= 0 wegen
Rang(M− E) = 3 und s2 = h22 6= 0 wegen Rang(M+ E) = 3.
Nach (4.2) kann man zudem y1 ∈ {0, 1,ωK, 1+ωK} wählen.
Zudem ist
1 0 t1 t2
0 1 t2 0
0 0 1 0
0 0 0 1


1 0 s1 y2
y1 −1 y1s1 − y2 s2
0 0 1 y1
0 0 0 −1


1 0 t1 t2
0 1 t2 0
0 0 1 0
0 0 0 1

−1
=

1 0 s1 y2 − 2t2 + t1y1
y1 −1
0 0 1 y1
0 0 0 −1
 .
Durch passend gewähltes t2 erhalten wir somit y2 ∈ {0, 1,ωK, 1+ωK}.
Dass dieser Faktor tatsächlich konvergenzerzeugend ist, zeigen wir erst später, wenn
wir das Integral berechnen. 
Es ist möglich, y1 und y2 je nach Zahlkörper weiter zu reduzieren, für m = 1 oder
m = 3 zum Beispiel auch mit (4.2). Allerdings liegen alle Vertreter, die sich noch
ineinander überführen lassen, nicht in Γ2(2).
Analog erhalten wir Vertreter im folgenden Fall.
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(4.4) Lemma
Ist Rang(M − E) = 2 und Rang(M + E) = 3, so ist M in U (2,O(K)) konjugiert zur
Matrix
M˜ ∈


1 0 0 y2
y1 −1 −y2 s2
0 0 1 y1
0 0 0 −1
 , s2 ∈ Z\{0}, y1, y2 ∈ {0, 1,ωK, 1+ωK}
 .
Als konvergenzerzeugenden Faktor nutzen wir pM(Z, e) = ye1 det(Y)
−e. 
Auch hier kann y1, y2 je nach Zahlkörper weiter reduziert werden. Was allerdings keine
Auswirkung auf unser Vertretersystem in Γ2(2) hat.
Damit haben wir Vertreter für den Fall, dass die Jordan-Normalform von M keine
Diagonalgestalt hat. Wenden wir uns nun dem Fall zu, dass das Minimalpolynom von
M die Form (x− 1)(x+ 1) besitzt, also die Jordan-Normalform von M eine Diagonal-
matrix ist.
Dieser Fall ist komplizierter, da wir kein Analogon zu (4.1) haben. Denn wir finden
im allgemeinen keinen Vertreter in U 1(2,K) oder in U 0(2,K). Denn es gibt einmal
Matrizen in U (2,K), die in U (2,C) konjugiert sind zur Matrix i J, andererseits ha-
ben wir in IV(2.8) ein Beispiel einer Matrix gesehen, die in U (2,C) konjugiert ist zu
diag(1,−1, 1,−1), aber nicht in U (2,K).
Um diesen Fall zu untersuchen werden wir also die Theorie über Fixpunkte anwenden
müssen.
(4.5) Lemma
Ist m ∈ {1, 2, 3, 7, 11, 19, 43} und M ∈ Γ2(2) mit Rang(M− E) = 2 und
Rang(M+ E) = 2, so ist M in Γ konjugiert zu einer Matrix der Form
M˜ =
(
A B
0 D
)
.

Beweis
Für die Matrix M gilt nun bekanntlich M2 = E, das ist äquivalent zu M = M−1. Da
M ∈ Γ ist, ergibt sich damit (
A B
C D
)
=
(
Dtr −Btr
−Ctr Atr
)
.
Damit ist aber C = −Ctr und somit ergeben sich die Gleichungen c1 = −c1, c2 = −c3
und c4 = −c4. Insbesondere ist damit c1 = in
√
m und c4 = ik
√
m mit n, k ∈N.
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Des Weiteren erhalten wir die Gleichung(
A B
C D
)2
=
( ∗ ∗
CA+ DC CB+ D2
)
=
(
E 0
0 E
)
.
Nun ist CA + DC = −Ctr · Dtr + DC = 0, also DC = DCtr, was bedeutet, dass DC
hermitesch sein muss. Weiter ist
DC =
(
d1c1 − d2c2 d1c2 + d2c4
d3c1 − d4c2 d3c2 + c4d4
)
.
Es ergibt sich damit aber d3c2 + c4d4 ∈ Z.
Nun nutzen wir aus, dass M ∈ Γ2(2) sein soll. Damit ergibt sich d3, c2, c4 ≡ 0 mod 2
und d4 ≡ 1 mod 2.
Somit ist aber d3c2 + c4d4 ≡ c4 mod 4. Das impliziert k ≡ 0 mod 4.
Wir nutzen nun IV(4.3) und IV(4.4) mit ihren Bezeichnungen. Mit IV(4.5) ergibt sich
aus | f 23 c4| = |t4| ≤ 1 zusammen mit f 23 ≥
√
3
∆K
, dass k ≤ 1 für m ∈ {3, 7, 11} ist, für
m ∈ {1, 19} erhalten wir k ≤ 2. Für m ∈ {2, 43} gilt k ≤ 3. Ist m = 67, so ist k ≤ 4 und
für m = 163 ist k ≤ 7.
Insbesondere folgt aber in Kombination mit k ≡ 0 mod 4, dass k = 0 ist für
m ∈ {1, 2, 3, 7, 11, 19, 43}.
Damit erhalten wir aber |c2| ≤ 1f1 f3 ≤
√
2
3∆K. Wegen
2
3 ≤ 1 ist somit c2 ∈ Z und es ist
weiter |c2| ≤ 1 für m ∈ {1, 3}, für m ∈ {2, 7, 11} ist |c2| ≤ 2. Weiter ergibt sich |c2| ≤ 3
für m = 19 und |c2| ≤ 4 für m = 43.
Da c2 ≡ 0 mod 2 sein muss, ergibt sich damit c2 = 0 für m ∈ {1, 3}. Für
m ∈ {2, 7, 11, 19} ist c2 ∈ {−2, 0, 2} und für m = 43 ist c2 ∈ {−4,−2, 0, 2, 4}.
Weiter ist c1 = t1f 21
+ 2i Im
(
f2
f1
)
c2. Wegen | Im( f2/ f1)| ≤ 1/4
√
∆K und 1f 21
≤ 2√
3
ist
damit |l| ≤ 3 für alle betrachteten m. Wir haben aber wieder l ≡ 0 mod 4. Also c1 = 0.
Für m ∈ {1, 3} ist also C = 0.
Für die anderen m verschärfen wir mit den uns nun bekannten Ergebnissen noch
einmal die Abschätzung für c2. Aus c4 = 0 folgt t4 = 0. Damit ist dann aber auch
t1 = 0. Damit ist dann aber f1 f2c2 − f1 f2c2 = 0, also Im( f2) = 0. Daraus erhalten wir
f2 f2 + f 23 ≥ f 21
⇔ f
2
2
f 21
+
f 23
f 21
≥ 1
⇔ f
2
3
f 21
≥ 1− f
2
2
f 21
≥ 3
4
,
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also f 23 ≥ 34 f 21 ≥ 3
√
3
8 .
Damit ist aber f3 f1 ≥ 34 und somit ist |c2| ≤ 1f3 f1 ≤ 43 < 2, also ist |c2| = 0.
Damit ist die Aussage auch für m ∈ {2, 7, 11, 19, 43} gezeigt. 
Nun werden wir die Vertreter exakt angeben.
(4.6) Lemma
Ist m ∈ {1, 2, 3, 7, 11, 19, 43} und M ∈ Γ2(2) mit Rang(M− E) = 2 und
Rang(M+ E) = 2, so ist M in Γ konjugiert zur Matrix diag(1,−1, 1,−1). 
Beweis
Mit (4.5) und (4.2) erhalten wir, dass M konjugiert ist zu einer Matrix
1 0 0 y2
y1 −1 −y2 0
0 0 1 y1
0 0 0 −1
 mit y1, y2 ∈ {0, 1,ωK, 1+ωK}.
Da M ∈ Γ2(2) ist, folgt also sogar y1, y2 = 0 und somit die Behauptung. 
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§ 5 Konvergenzerzeugende Faktoren
Wir werden nun zeigen, dass die Majorante, die wir in III(3.20) angegeben haben,
tatsächlich eine Majorante ist. Da wir eine Dimensionsformel für Γ(q) angeben, werden
wir uns für festes q ∈N mit q ≥ 2 auf die Matrizen aus Γ(q) beschränken.
Zuerst noch zwei Hilfssätze.
(5.1) Hilfssatz
Wir betrachten die Matrizen H =
(
0 h12
h12 h2
)
. Für jedes g ∈ N mit g > 2 und jedes
s ∈ Z existiert dann eine nur von g und s abhängige Konstante cg,s, sodass für alle
Z = iY ∈ F gilt ∣∣∣∣∣ ∑
h12∈O(K),h2∈Z
det(Z+ H)−g
∣∣∣∣∣ ≤ cg,sy−g+11 ys2. 
Beweis
Es ist∣∣∣∣∣ ∑
h12∈O(K),h2∈Z
det(Z+ H)−g
∣∣∣∣∣=
∣∣∣∣∣ ∑
h12∈O(K),h2∈Z
(iy1(iy2 + h2)− |h12 + y12|2)−g
∣∣∣∣∣
≤ ∑
h12∈O(K)
∣∣∣∣∣ ∑h2∈Z(iy1(iy2 + h2)− |h12 + y12|2)−g
∣∣∣∣∣
= y−g1 ∑
h12∈O(K)
∣∣∣∣∣ ∑h2∈Z
(
i|h12 + y12|2
y1
+ iy2 + h2
)−g∣∣∣∣∣ .
Nun ist |h12|
2
y1
+ y2 ≥ y2 ≥
√
3
2 und somit ist nach I(4.12)
y−g1 ∑
h12∈O(K)
∣∣∣∣∣ ∑h2∈Z
(
i|h12 + y12|2
y1
+ iy2 + h2
)−g∣∣∣∣∣
≺ y−g1 ∑
h12∈O(K)
∣∣∣∣ i|h12h12 + y12|2y1 + iy2
∣∣∣∣s−1
= y−g1 y
s−1
2 ∑
h12∈O(K)
∣∣∣∣ |h12 + y12|2y2y1 + 1
∣∣∣∣s−1
≺ y−g1 ys−12 y1y2 = y−g+11 ys2. 
Analog folgt die Aussage für die hermiteschen Matrizen mit h2 = 0.
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(5.2) Korollar
Nun betrachten wir die Matrizen H =
(
h1 h12
h12 0
)
. Für jedes g ∈ N mit g > 2 existiert
dann eine nur von g abhängige Konstante cg, sodass für alle Z = iY ∈ F gilt∣∣∣∣∣ ∑
h12∈O(K),h2∈Z
det(Z+ H)−g
∣∣∣∣∣ ≤ cg,sys1y−g+12 . 
Beweis (von III(3.20))
Wir müssen in III(3.20) nur die Matrizen in Γ0 ∪ Γ1 betrachten, da die Summe sonst
absolut konvergent ist.
Nutzt man die Abschätzung I(4.15) statt I(4.12) in den Rechnungen aus III(3.11) und
III(3.12), so ergibt sich, dass
∑
(C,D)
∑
U∈GL2(O(K))
∣∣∣∣∣ ∑
H∈Her(2,O(K))
HM˜(Z)
∣∣∣∣∣ ≺ y1y2
ist und somit ∫
F
∑
(C,D)
∑
U∈GL2(O(K))
∣∣∣∣∣ ∑
H∈Her(2,O(K))
HM˜(Z)
∣∣∣∣∣dZ
existiert. Da zudem∫
F
∑
(C,D)
∑
U∈GL2(O(K))
∑
H∈Her1,(C,D,U)
∣∣∣H(C,D,U,H)(Z)∣∣∣dZ
existiert, brauchen wir nur die Existenz von
∫
F
∑
(C,D)
∑
U∈GL2(O(K))
∣∣∣∣∣∣ ∑H∈Her3,(C,D,U) H(C,D,U,H)(Z)
∣∣∣∣∣∣dZ
zu zeigen, das ist insbesondere erfüllt, wenn Her3,(C,D,U) = ∅ ist.
Beginnen wir mit den Matrizen in Γ0.
Besitzt U dann einen Eigenwert a mit |a| 6= 1, so ist entweder pM˜(Z, e) = 1 oder
pM˜(Z, e) = det(Y)
−e, falls det(Y) ≥ 1, je nachdem, ob M˜ zu M0 aus III(3.18) gehört
oder nicht. Es gilt also Her3,(C,D,U) = ∅ und die Behauptung ist gezeigt.
Ist χU(x) = (x− 1)2, so ist ebenfalls Her3,(C,D,U) = ∅ mit Ausnahme der Matrizen mit
U =
(
1 0
a 1
)
. Ist H = ( 0 ∗∗ ∗ ) mit Rang(H) = 2, so ist p(C,D,U,H)(Z, e) = det(Y)−eye1 und ist
h1 6= 0, so ist p(C,D,U,H)(Z, e) = det(Y)−e. Die Menge aller H = ( 0 ∗∗ ∗ ) mit Rang(H) = 2
sei H3, dann folgt die Konvergenz von
∫
F
∑
U=
(
1 0
a 1
)
∣∣∣∣∣∣ ∑H∈Herj,(C,D,U) H(C,D,U,H)(Z)
∣∣∣∣∣∣dZ,
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wenn man die Äbschätzung (5.1) in (1) aus III(3.11) verwendet und man danach wie
in III(3.11) weiter abschätzt.
Analog erhält man die Resultate im Fall χU(x) = (x− 1)(x+ 1).
Ebenso erhält man die Ergebnisse für Matrizen in Γ1\Γ0. In diesem Fall verwendet
man immer die konvergenzerzeugenden Faktoren pM(Z, e) = 1 oder
pM(Z, e) = det(Y)−eye1. Die einzige Ausnahme sind die Matrizen aus (4.3). Mit (5.1)
und (5.2) folgt allerdings, dass die angegebene Majorante trotzdem richtig ist. 
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VII Auswerten der Integrale mit Beitrag
zum Dimensionsintegral
In diesem Kapitel werden wir die Beiträge einzelner Konjugationsklassen zum Di-
mensionsintegral bestimmen. Wir teilen die Untersuchung auf in die Matrizen mit
charakteristischem Polynom (x− 1)2(x+ 1)2 und die mit charakteristischem Polynom
(x − 1)4. Wir brauchen dabei für die Integrale keine Voraussetzung an die Klassen-
zahl von K. Da wir allerdings kein Vertretersystem haben, falls die Klassenzahl von K
ungleich 1 ist, können wir trotzdem keine Dimensionsformel angeben. Zudem sei in
diesem Kapitel immer k > 6.
Wir bestimmen dabei immer den Beitrag einer Konjugationsklasse in Γ. Die letzte
Berechnung gemäß III(2.6), um die Dimensionsformel für Γ(q) für q ∈ N, q ≥ 2 zu
bekommen, werden wir dann im letzten Kapitel vornehmen.
§ 1 Charakteristisches Polynom (x− 1)4
Wir beginnen mit den Matrizen mit charakteristischem Polynom (x − 1)4. Matrizen
von diesem Typ sind auch für jedes q ∈ O(K)\{0} in der Hauptkongruenzuntergrup-
pe Γ(q) enthalten.
Wir gehen nun die Matrizen aus dem Vertretersystem, welches wir im letzten Kapitel
bestimmt haben, durch und bestimmen den Beitrag.
- Rang(M− E) = 0 -
Wir beginnen mit M = E.
In diesem Fall ist offensichtlich Z(E, Γ) = Γ.
Zudem ist HE(Z, k) = det (Y)
−k det(Y)k = 1 und wir verwenden pE(Z, e) = 1 als
konvergenzerzeugenden Faktor. Damit folgt sofort:
(1.1) Satz
Es ist
I(E, e) =
∫
F
1dZ = vol(FΓ).

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- Rang(M− E) = 1 -
Betrachten wir nun Matrizen vom Typ
M˜s =

1 0 0 0
0 1 0 s
0 0 1 0
0 0 0 1
 , s ∈ Z\{0}.
Es ist Z(Ms, Γ) = Γ1. Jedes N ∈ Γ1 kann geschrieben werden als
N =
(
E H
0 E
)
·
(
P−1 0
0 Ptr
)
· (N1 × E).
Wir schreiben Y =
(
y1 0
0 p
) [(
1 lr + i · li
0 1
)]
=
(
y1 (lr + ili)y1
(lr − ili)y1 p+ y1(l2r + l2i )
)
.
Für diese Substitution Φ gilt det(DΦ) = y21.
Dann wird ein Fundamentalbereich FMs gegeben durch p > 0, x1 + iy1 ∈ F1. Außer-
dem ist |xr|, |lr|, |x2| < 12 und |li| <
√
|∆K|
4 , diesen Würfel bezeichnen wir mitWK.
Als konvergenzerzeugenden Faktor können wir erneut pMs(Z, e) = 1 wählen und wir
erhalten
I(Ms, e) =
∫
FMs
yk−21 p
k−4(
y1p− 12 iy1s
)k dxrdxidx1dx2dy1dlidlrdp
=
∫
FMs
y−21
pk−4(
p− 12 is
)k dxrdxidx1dx2dy1dlidlrdp.
Nun substituieren wir p = |s| · t, dann geht das Integral über in
∫
FMs
s · y−21
(|s|t)k−4(
(|s|t)− 12 is
)k dxrdxidx1dx2dy1dlidlrdt
=
1
|s|3
∫
x1+iy1∈F1
y−2dx1dy1 ·
∫
W
dxrdxidx2dlidlr ·
∫
t>0
tk−4(
t− sgn(s)2 i
)k dt
=
1
|s|3C(k, n) vol(F1) vol(W) ·
∫
t>0
tk−4(
t− sgn(s)2 i
)k dt.
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Nun ist ∫
t>0
tk−4(
t− sgn(s)2 i
)k dt = B(k− 3, 3) · 1(− 12 sgn(s)i)3 .
Wir weichen hier von unserem Vorgehen ab und bestimmen schon den Gesamtbeitrag
von allen Matrizen dieses Typs, da sich dieser sofort ergibt.
Es ist I(Ms) = −I(M−s) und somit ergibt sich
∑
s∈Z\{0}
I(Ms) = 0.
Die Beiträge der Matrizen Ms und M−s heben sich gegenseitig auf. Da M−s = (Ms)−1
ist, ist dieses Resultat für jede Klassenzahl von K richtig und ebenfalls für jede belie-
bige Untergruppe von endlichem Index. Wir brauchen in diesem Fall kein Vertreter-
system zu kennen. Der Beitrag der Matrizen mit charakteristischem Polynom (x− 1)4
und Rang(M− E) = 1 zum Dimensionsintegral ist immer 0.
Diese Matrizen liefern also keinen Beitrag. Man beachte hier nur, dass die einzelnen
Konjugationsklassen einen Beitrag liefern. Diese Beiträge heben sich jedoch gegensei-
tig auf. Falls man Spitzenformen mit Charakter betrachtet, so könnte es jedoch sein,
dass sich die Beiträge nicht aufheben und man diese Konjugationsklassen beachten
muss.
Bevor wir die Matrizen, die einen Beitrag liefern, betrachten, werden wir zuerst die
zwei anderen Typen, deren Beitrag ebenfalls 0 ist, untersuchen.
- Rang(M− E) = 2 und Rang ((M− E)2) = 1 -
Aus dem vorherigen Abschnitt wissen wir, dass wir annehmen können, dass M in der
Form 
1 0 0 ihi
a 1 −ihi ahii
0 0 1 −a
0 0 0 1

mit hi, a ∈ R∗ gewählt werden kann.
Zudem kann man
C0(M,U (2,C)) =


1 0 0 s12
0 1 s12 s2
0 0 1 0
0 0 0 1


1 0 0 0
b 1 0 0
0 0 1 −b
0 0 0 1
 ; b = br + ibi ∈ C,
s2 ∈ R, s12 = sr + isi ∈ C mit Re(s12) = Re(b · h12)/a}
143
VII Auswerten der Integrale mit Beitrag zum Dimensionsintegral
setzen.
Als konvergenzerzeugenden Faktor können wir
pR−1MR(Z, e) =
{
(YR)e(1,1) det(YR)
−e , falls (YR)−1(1,1) det(YR) ≥ 1,
1 , sonst,
wählen.
Wenn wir Y =
(
y1 0
0 p
) [(
1 l
0 1
)]
mit y1, p > 0 und l ∈ C schreiben, so wird ein
Fundamentalbereich gegeben durch
FC =
{(
x1 + iy1 xr
xr ip
)
; x1, xr ∈ R, y1, p > 0
}
.
Es ergibt sich
HM(Z, k) =
(y1p)k
(y1p− iaxry1 + a2y21/4+ h2i /4+ a2x21/4)k
.
Wir müssen nun noch das induzierte Maß bestimmen.
Für Z ∈ FC und R ∈ C0(M,U (2,C)) ist
R〈Z〉(1,1) = x1 + iy1,
R〈Z〉(1,2) = (x1br + xr − hi/a · bi)− i(x1bi + si) + iy1br + y1bi,
R〈Z〉(2,1) = (x1br + xr − hi/a · bi) + i(x1bi + si) + iy1br − y1bi,
R〈Z〉(2,2) = bb(x1 + iy1) + 2xrbr + ip+ s2.
Damit ergibt sich, dass das invariante Maß in diesem Fall dZˆ = y21(y1p)
−4 ist.
Wir erhalten ∫
FC
HM(Z, k)pMH (Z, e)dZˆ = 0,
da das Integral über xr den Wert 0 ergibt.
Also erhalten wir den folgenden Satz:
(1.2) Satz
Der Beitrag aller Matrizen mit Rang(M− E) = 2 und Rang ((M− E)2) = 1 ist 0. 
- Rang(M− E) = 3 -
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Aus dem vorherigen Abschnitt wissen wir, dass wir annehmen können, dass M in der
Form 
1 0 h1 0
a 1 a · h1 0
0 0 1 −a
0 0 0 1

mit a, h1 ∈ R∗ gewählt werden kann.
Als konvergenzerzeugenden Faktor können wir
pR−1MR(Z, e) :=

det(YR)−e , falls det(YR) ≥ 1, (YR)(1,1) ≥ 1,
(YR)
e
(1,1) det(YR)
−e , falls det(YR)−1 (YR)(1,1) ≤ 1, (YR)(1,1) ≤ 1,
1 , sonst
wählen.
Wir setzen
C0(M,U (2,C)) =


1 0 s1 s12
b 1 s12 + bs1 bs12 + s2
0 0 1 −b
0 0 0 1
 ;
s1, s2, Im(s12) ∈ R, b = s1ah1 , Re(s12) =
bah1 − b2h1
2a
}
.
Dann wird ein Fundamentalbereich bezüglich der Operation von C0(M˜,U (2,C)) ge-
geben durch
FC =
{(
iy1 xr + iyr − yi
xr + iyr + yi iy2
)
; y1, y2 > 0, y1y2 − y2i > 0; xr ∈ R
}
.
Weiter ist
HM(Z, k) =
(y1y2 − y2r − y2i )k
(−iy1xr + y1y2 − xr/2− iy2/2+ y21/4− iy1/4− y2r + iyr/2− y2i )k
.
Für Z ∈ FC und R ∈ C0(M,U (2,C)) ist
R〈Z〉(1,1) = s1 + iy1,
R〈Z〉(1,2) = (s1b+ xr + sr) + isi + i(y1b+ yr)− yi,
R〈Z〉(2,1) = (s1b+ xr + sr)− isi + i(y1b+ yr) + yi,
R〈Z〉(2,2) = (b2s1 + 2bsr + 2bxr + s2) + i(b2y1 + 2byr + 2bsi + y2).
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Wobei b = s1a/h1 und sr = (s1 − s21)/2 ist.
Damit ergibt sich, dass das invariante Maß in diesem Fall dZˆ = (y1y2 − y2r − y2i )−4
ist.
Wir erhalten also wieder ∫
FC
HM(Z, k)pM(Z, e)dZˆ = 0,
da das Integral über xr den Wert 0 ergibt.
Also ergibt sich auch hier:
(1.3) Satz
Der Beitrag aller Matrizen mit Rang(M− E) = 3 ist 0. 
Nun wenden wir uns wieder Matrizen zu, die einen Beitrag zum Dimensionsintegral
liefern.
- Rang(M− E) = 2 und Rang ((M− E)2) = 0 -
Wir betrachten die Matrizen MH =
(
E H
0 E
)
mit hermiteschem H und Rang(H) = 2.
Als konvergenzerzeugenden Faktor wählen wir pMH (Z, e) = det(Y)
−e.
Dabei müssen wir unterscheiden, welche Signatur die Matrix H hat oder anders for-
muliert, ob H positiv definit, indefinit oder negativ definit ist.
Wir berechnen zuerst den Beitrag der MH mit positiv definitem H.
Als konvergenzerzeugenden Faktor nehmen wir pMH (Z, e) = det(Y)
−e und es ist
HMH (Z, k) =
det(Y)k
det(Y+ H2i )
k .
Wir haben nur gezeigt, dass
p′MH (Z, e) =
{
det(Y)−e, det(Y) ≥ 1
1, sonst,
ein konvergenzerzeugender Faktor ist. Mit diesem lässt sich das Ergebnis allerdings
schwieriger bestimmen. Daher müssen wir zudem noch zeigen, dass
∑
{MH}
∫
FMH
|HMH (Z, k)| pM(Z, e)dZ
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konvergiert. Wir werden dazu nach der Berechnung des Integrals auch das Integral∫
FMH
|HMH (Z, k)| pM(Z, e)dZ
abschätzen. Das
∑
{MH}
∫
FMH
|HMH (Z, k)| pM(Z, e)dZ
existiert werden wir erst im nächsten Kapitel zeigen, wenn wir auch
∑
{MH}
∫
FMH
HMH (Z, k)pM(Z, e)dZ
genau bestimmen.
Wir wissen, dass
Z(MH, Γ) =
{(
Utr UtrH˜
0 U−1
)
;U ∈ GL2(O(K)) mit UtrHU = H, H˜ hermitesch
}
ist.
Da H positiv definit ist, ist die Automorphismengruppe
Aut(H) :=
{
U ∈ GL(2,O(K)); UtrHU = H
}
endlich.
Sei nun C0(MH, Γ) =
{(
E H˜
0 E
)
; H˜ hermitesch
}
.
Ein Fundamentalbereich FC0 bezüglich der Operation von C0(MH, Γ) ist gegeben durch
FC0 = {X+ iY ∈ H2; X ∈ XK,Y ∈ P(n)} .
Dabei sei XK der Würfel
XK =
{
X ∈ Her(C); |x1|, |x2|, |xr| ≤ 12, |xi| ≤
√|∆K|
4
}
.
Das ergibt sich sofort, da man durch die Operation von C0(MH, Γ) gerade X in eine
reduzierte Form bringen kann.
Weiter gilt C0(MH, Γ) ≤ Z(MH, Γ) und der Index ist endlich. Der Wert des Index ist
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[Z(MH, Γ/ Z(Γ)) : C0(MH, Γ)] =
# Aut(H)
# Z(Γ)
.
Ist nun FZ ein Fundamentalbereich bezüglich der Operation von Z(MH, Γ), so ist
FC0 =
⋃
g∈Z(MH ,Γ/ Z(Γ))/C0(MH ,Γ)
g〈FZ〉.
Damit ist ∫
FZ
det(Y)k−e
det
(
Y+ H2i
)k dZ = # Z(Γ)# Aut(H)
∫
FC0
det(Y)k−e
det
(
Y+ H2i
)k dZ.
Wir betrachten jetzt das Integral über FC, da wir diesen Fundamentalbereich ken-
nen.
Nun existiert ein V ∈ SL(2,C) mit H′ := VHVtr =
(
α 0
0 β
)
mit α, β ∈ R∗+.
Es ist
I(MH, e) =
# Z(Γ)
# Aut(H)
∫
FC
det(Y)k−e
det
(
Y+ H2i
)k dZ
=
# Z(Γ)
# Aut(H)
∫
FC
det(VYVtr)k−e
det
(
VYVtr +V H2iV
tr
)k dZ
=
# Z(Γ)
# Aut(H)
∫
FC
det(VYVtr)k−e
det
(
VYVtr + H′2i
)k dZ. (1)
Wir betrachten nur noch das Integral, den Faktor # Z(Γ)# Aut(H) werden wir am Ende wieder
dazu multiplizieren. Jetzt nutzen wir die Substitution Φ1 : Y 7→ V−1YV− tr. Dann ist
det(DΦ1) = 1 und somit ist das Integral gleich∫
F
det(Y)k−e
det
(
Y+ H′2i
)k dZ
= vol(XK)
∫
Y>0
(y1y2 − y2r − y2i )k−4−e(
y1y2 − αi2 y2 − βi2 y1 − αβ4 − y2r − y2i
)k dy1dy2dyrdyi. (2)
Zudem ergibt sich vol(XK) =
√
|∆K|
2 .
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Nun substituieren wir Φ2 :

y1
y2
yr
yi
 7→

αy1/2
βy2/2√
αβyr/2√
αβyi/2
.
Dann ist det (DΦ2) =
(αβ)2
24 =
det(H)2
24 . Das Integral ist damit
24+2e
det(H)2+e
∫
Y>0
(y1y2 − y2r − y2i )k−4−e(
y1y2 − iy1 − iy2 − 1− y2r − y2i
)k dy1dy2dyrdyi. (3)
Nun wenden wir noch die Substitution Φ3 :

y1
y2
yr
yi
 7→

y1
p+ y1(l2i + l
2
r )
y1lr
y1li
 an.
Dann ist det (DΦ3) = y21 und somit ist das Integral gleich∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
(y1p)k−4−ey21(
y1p− iy1 − ip− 1− iy1l2r − iy1l2i
)k dy1dpdlrdli
=
∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
yk−2−e1 p
k−4−e
(−iy1)k
(−p/i+ 1+ p/y1 + 1/(iy1) + l2r + l2i )k dy1dpdlrdli (4)
=B
(
1
2
, k− 1
2
)
B
(
1
2
, k− 1
) ∫
y1>0
∫
p>0
yk−2−e1 p
k−4−e
(−iy1)k (−p/i+ 1+ p/y1 + 1/(iy1))k−1
dy1dp
=B
(
1
2
, k− 1
2
)
B
(
1
2
, k− 1
)
i
∫
y1>0
∫
p>0
yk−3−e1 p
k−4−e
(py1 − iy1 − ip− 1)k−1
dy1dp
=B
(
1
2
, k− 1
2
)
B
(
1
2
, k− 1
)
i
∫
y1>0
∫
p>0
yk−3−e1 p
k−4−e
((p− i)(y1 − i))k−1
dy1dp
=iB
(
1
2
, k− 1
2
)
B
(
1
2
, k− 1
)
B (k− 2− e, 1+ e) B (k− 3− e, 2+ e) 1
(−i)1+e
1
(−i)2+e
=ipi
Γ(k− 2− e)Γ(k− 3− e)Γ(1+ e)Γ(2+ e)
Γ(k)Γ(k− 1) exp
(
1+ e
2
pii
)
exp
(
2+ e
2
pii
)
.
Wir müssen dieses Ergebnis nun noch mit den während der Berechnung in den Re-
chenschritten (1), (2) und (3) weggelassenen Faktoren # Z(Γ)# Aut(H) ,
√
|∆K|
2 und
24+2e
det(H)2+e mul-
tiplizieren.
Sei nun hH(e) = h(e) := 23+2e
Γ(k−2−e)Γ(k−3−e)Γ(1+e)Γ(2+e)
Γ(k)Γ(k−1) .
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(1.4) Satz
Ist H positiv definit, so ist
I(MH, e) = pi ·
√
|∆K| · # Z(Γ) · h(e) · exp (epii) · det(H)
2+e
# Aut(H)
.

Es existiert zudem
lim
e→0
h(e) = 23
Γ(k− 2)Γ(k− 3)Γ(1)Γ(2)
Γ(k)Γ(k− 1) = 2
3 · 1
(k− 1)(k− 2)2(k− 3) .
Nun schätzen wir noch
∫
FMH
|HMH (Z, k)| pM(Z, e)dZ ab. Wir können die gleichen Sub-
stitutionen wie gerade bis zum Schritt (4) machen und erhalten somit, dass∫
FMH
|HMH (Z, k)| pM(Z, e)dZ
=
∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
yk−2−e1 p
k−4−e∣∣∣(−iy1)k (−p/i+ 1+ p/y1 + 1/(iy1) + l2r + l2i )k∣∣∣dy1dpdlrdli
ist. Wir nutzen nun die Ungleichung |z| ≥ 12 (|Re(z)|+ | Im(z)|). Dann ist∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
yk−2−e1 p
k−4−e∣∣∣(−iy1)k (−p/i+ 1+ p/y1 + 1/(iy1) + l2r + l2i )k∣∣∣dy1dpdlrdli
≤ 2k
∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
yk−2−e1 p
k−4−e
(y1)k
(
p+ 1+ p/y1 + 1/y1 + l2r + l2i
)k dy1dpdlrdli.
Mit den gleichen Schritten wie ab (4) erhält man
∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
yk−2−e1 p
k−4−e
(y1)k
(
p+ 1+ p/y1 + 1/y1 + l2r + l2i
)k dy1dpdlrdli
=
∣∣∣∣∣∣
∫
y1>0
∫
p>0
∫
li∈R
∫
lr∈R
yk−2−e1 p
k−4−e
(−iy1)k
(−p/i+ 1+ p/y1 + 1/(iy1) + l2r + l2i )k dy1dpdlrdli
∣∣∣∣∣∣ .
Wir erhalten damit
∫
FMH
|HMH (Z, k)| pM(Z, e)dZ ≤
∣∣∣∣∣∣∣2k
∫
FMH
HMH (Z, k)pM(Z, e)dZ
∣∣∣∣∣∣∣ .
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Betrachten wir nun den Fall, dass H negativ definit ist. Dann ist −H positiv definit
und es ist MH = (M−H)−1. Damit ist Z(M−H, Γ) = Z(MH, Γ) und nach III(2.3) ist
HMH (Z, e) = HM−H (Z, e).
Also ist I(M−H, e) = I(MH, e). Damit erhalten wir:
(1.5) Satz
Ist H negativ definit, so ist
I(MH, e) = pi
√
|∆K| · # Z(Γ) · h(e) · exp (−epii) · det(H)
2+e
# Aut(H)
.

Wir erhalten zudem für den Betrag die gleiche Abschätzung
∫
FMH
|HMH (Z, k)| pM(Z, e)dZ ≤
∣∣∣∣∣∣∣2k
∫
FMH
HMH (Z, k)pM(Z, e)dZ
∣∣∣∣∣∣∣
wie im Fall, dass H positiv definit ist.
Zum Schluss betrachten wir die indefiniten H.
In diesem Fall ist Aut(H) keine endliche Gruppe mehr. Wir müssen daher hier anders
vorgehen, als im Fall H definit. Wir gehen deswegen den Umweg über Z(M,U (2,C)).
Es existiert bekanntlich eine Matrix R ∈ SL(2,C), sodass
RHRtr =
√|det(H)|( 0 i−i 0
)
=: Hindef ist. Sei M˜ =
(
E Hindef
0 E
)
.
Wir wählen dabei R ∈ SL(2,C), da wir mit der gleichen Umformung, wie wir sie im
Falle H positiv definit in den Rechnungen (1) und (2) gemacht haben, erhalten, dass∫
Z(M˜,U (2,C))\H
HM˜(Z)pM˜(Z, e)dZˆ =
∫
Z(M,U (2,C))\H
HM(Z)pM(Z, e)dZˆ
ist
Dabei ist AutC(Hindef) = S1 · SL(2,R). Denn nach Definition ist AutC(Hindef) die Grup-
pe U (1,C), welche bekanntlich S1 · SL(2,R). Mit S1 ist hier die Sphäre gemeint.
Es ist also
Z(M˜,U (2,C)) =
{
eiψ
(
U 0
0 U− tr
)(
E H˜
0 E
)
;U ∈ SL(2,R), H˜ hermitesch,ψ ∈ [0,pi)
}
.
Dabei wählt man ψ nur in [0,pi) statt in [0, 2pi), da sonst die eindeutige Darstellung
nicht mehr gewährleistet ist. Denn bekanntlich ist −E ∈ SL(2,R) und so könnte man
−E ∈ Z(M,U (2,C)) sowohl darstellen mit ψ = pi und E ∈ SL(2,R) als auch durch
ψ = 0 und −E ∈ SL(2,R).
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Wir setzen
C0(M˜,U (2,C)) =
{(
U 0
0 U− tr
)(
E H˜
0 E
)
;U ∈ SL(2,R), H˜ hermitesch
}
und
C1(M˜,U (2,C)) =
{(
U 0
0 U− tr
)(
E H˜
0 E
)
;
U =
(
v u · v−1
0 v−1
)
, u ∈ R, v ∈ R∗+, H˜ hermitesch
}
.
Ein Fundamentalbereich bezüglich C1(M˜,U (2,C)) wird gegeben durch
FC1 =
{(
i yi
−yi iy2
)
; y2 > 0, y2 − y2i > 0
}
.
Dies ergibt sich dadurch, dass man durch Konjugation mit
(
E H
0 E
)
für ein geeignetes
H erreichen kann, dass X = 0 wird. Durch die Wahl u = −yr erreicht man dann yr = 0
und schließlich durch die Wahl v =
√
1
y1
auch noch y1 = 1. Damit ist diese Menge ein
Fundamentalbereich.
Der Fundamentalbereich bezüglich C0(M˜,U (2,C)) ist der gleiche wie von
C1(M˜,U (2,C)) und der Stabilisator des Elementes
(
i yi
−yi iy2
)
in C0(M˜,U (2,C)) wird
gegeben durch die Menge der
gyi ,y2(ϕ) =
(
P 0
0 P− tr
)
mit P :=
(
cos(ϕ)
√
y2−1 sin(ϕ)
−√y2 sin(ϕ) cos(ϕ)
)
.
Bestimmen wir zuerst das Maß dg′ von C1(M˜,U (2,C)) und dZˆ′ auf FC1 .
Es ist
UYUtr =
(
v2 + u
2
v2 y2
u
v2 y2 + iyi
u
v2 y2 − iyi v−2y2
)
.
Definiere also Φ :

u
v
y2
yi
 7→

v2 + u
2
v2 y2
u
v2 y2y2
v2
yi
. Dann ist |det(DΦ)| = 2y2v3 .
Auf der Gruppe C1(M˜,U (2,C)) nehmen wir nun das Maß dg′ = 2dudvv3 dh1dhidhrdh2
und auf der Menge FC1 das Maß y2 det(Y)−4dyidy2.
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Dann gilt für jede integrierbare Funktion f
∫
H
f (Z)dZ =
∫
FC1
∫
C1
f
(
g′
(
i yi
−yi iy2
))
dg′dZˆ′.
Das Integral ist das Gleiche wie
1
2pi
2pi∫
0
∫
FC1
∫
C1
f
(
g′gyi ,y2(ϕ)
(
i yi
−yi iy2
))
dg′dZˆ′dϕ.
Für alle yi, y2 hat man nun C0(M˜,U (2,C)) = ⋃0≤ϕ<2pi C1(M˜,U (2,C))gyi ,y2(ϕ). Man
kann also jedes g ∈ C0(M˜,U (2,C)) eindeutig schreiben als h = g′ · gyi ,y2(ϕ). Also
ist
g =
(
v cos(ϕ)− u
√
y2
v sin(ϕ)
v√
y2
sin(ϕ) + uv cos(ϕ)
− y2v sin(ϕ) cos(ϕ)v
)
.
Andererseits lässt sich jedes g ∈ SL(2,R) nach der Iwasawa-Zerlegung schreiben als
g=
(
1 u˜
0 1
)(
v˜ 0
0 v˜−1
)(
cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)
)
=
(
v˜ cos(ψ)− u˜v˜ sin(ψ) v sin(ψ) + u˜v˜ cos(ψ)
− sin(ψ)v˜ cos(ψ)v˜
)
.
Es ergibt sich also u˜ = u, ψ = arctan(tan(ϕ) · √y2) und v˜ = sin(arctan(tan(ϕ)·y2))√y2 sin(ϕ) · v.
Wir nutzen also die Substitution Φ2 :
uv
ϕ
 7→
 usin(arctan(tan(ϕ)√y2))√y2 sin(ϕ) v
arctan(tan(ϕ)
√
y2)
 mit
det(DΦ2) =
√
y2.
Wir erhalten damit dg = dudvdϕ
piv3 dh1dhidhrdh2 und dZˆ =
√
y2 det(Y)−4dy1dy2.
Somit ist ∫
H
f (Z)dZ =
∫
FC0
∫
C0
f
(
g
(
i yi
−yi iy2
))
dgdZˆ.
Der Fundamentalbereich bezüglich C0(M˜,U (2,C)) und Z(M˜,U (2,C)) ist identisch
und ein Maß auf Z(M˜,U (2,C)) wird gegeben durch dg = dudvdϕdψ
pi2v3 dh1dhidhrdh2.
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Bestimmen wir nun ∫
FZ
HM˜(Z)pMH (Z, e)dZˆ
=
∞∫
0
√
y2∫
−√y2
√
y2(y2 − y2i )k−4−e(
y2 +
(
iyi +
√
|det(H)|
2
)2)k dyidy2.
Nun substituieren wir y∗2 = |det(H)|y2 und y∗i =
√|det(H)|yi. Dann ergibt sich das
Integral
|det(H)|−2−e
∞∫
0
√
y∗2∫
−√y∗2
√
y∗2(y
∗
2 − (y∗i )2)k−4−e(
y∗2 +
(
iy∗i +
1
2
)2)k dy∗i dy∗2 . (5)
Wir betrachten nur das Integral und nutzen die Substitution Φ3 mit y∗i = − li2 und
y∗2 =
p2
4 +
l2i
4 . Es ist |det(DΦ3)| = 2p8 . Das Integral ist also das gleiche wie
2
8
∞∫
−∞
∞∫
0
√
p2
4 +
l2i
4
(
p2
4 +
l2i
4 −
l2i
4
)k−4−e
· p(
p2
4 +
l2i
4 +
(
−i li2 + 12
)2)k dpdli = 44+e8
∞∫
−∞
∞∫
0
√
p2 + l2i · p2k−7−2e
(p2 − 2ili + 1)k
dpdli.
Nun nutzen wir V(1.2) und mit v = 1, µ = 2+ e und λ = k− 3− e ist das gleich
25+2e
pi1/2Γ(k− 3− e)Γ(2+ e)Γ(k− 2− e)Γ(1+ e)
2Γ(k− 1)Γ(k)Γ(−1/2)
=−23+2e Γ(k− 3− e)Γ(2+ e)Γ(k− 2− e)Γ(1+ e)
Γ(k− 1)Γ(k) ,
wenn wir Γ
(− 12) = −2Γ ( 12) = −2√pi benutzen. Das ist gerade −h(e). Zusätzlich
müssen wir diesen Term noch mit 12 |det(H)|−2−e multiplizieren, den wir in (5) erhal-
ten haben.
Damit erhalten wir∫
Z(MH ,U (2,C))\H
HMH (Z)pMH (Z, e)dZˆ = −h(e) · |det(H)|−2−e.
Es ist zudem
vol (Z(MH,U (2,C))/ Z(MH, Γ)) =
√|∆K|
2
· vol
(
S1 SL(2,R)/(RAut(H)R−1)
)
,
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mit der Matrix R, die wir am Anfang gewählt haben und
RHRtr =
√|det(H)|( 0 i−i 0
)
=: Hindef erfüllt und dem Maß dg =
dudvdϕdψ
pi2v3 auf
S1 SL(2,R) = Z(M˜,U (2,C)).
Es folgt:
(1.6) Satz
∫
Z(MH ,Γ)\H
HMH (Z)pMH (Z, e)dZˆ
=−
√|∆K|
2
· # Z(Γ) · h(e) · vol
(
S1 SL(2,R)/(RAut(H)R−1)
)
· |det(H)|−2−e. 
Den Betrag kann man ebenfalls erneut abschätzen gegen
∫
FMH
|HMH (Z, k)| pM(Z, e)dZ ≤
∣∣∣∣∣∣∣2k
∫
FMH
HMH (Z, k)pM(Z, e)dZ
∣∣∣∣∣∣∣ .
Den Gesamtbeitrag werden wir im nächsten Kapitel bestimmen.
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§ 2 Charakteristisches Polynom (x+ 1)2(x− 1)2
Für die Dimensionsformel der Gruppe Γ(2) benötigen wir noch die Beiträge der Ma-
trizen mit charakteristischem Polynom (x+ 1)2(x− 1)2.
Diese werden wir nun bestimmen. Da sich an den Rechnungen nicht viel ändert, wenn
man statt den Eigenwerten ±1 zwei beliebige Eigenwerte α1 und α2 mit
|α1| = |α2| = 1 sowie α1 6= α2 betrachtet, werden wir Ergebnisse für diesen allge-
meineren Fall bestimmen. Wir betrachten hier also Matrizen mit charakteristischem
Polynom χM(x) = (x− α1)2(x− α2)2, die nicht elliptisch sind. Daher können wir spä-
ter auch keine Dimensionsformeln für den Fall m = 63 oder m = 167 angeben, da wir
dort mit unseren Methoden nicht zeigen konnten, dass es keine elliptische Matrix mit
charakteristischem Polynom χM(x) = (x+ 1)2(x− 1)2 in Γ(2) gibt.
Kommen wir nun zu den Integralen.
- χM(x) = (x− α1)2(x− α2)2 und µ(x) = (x− α1)2(x− α2) -
Zuerst betrachten wir den Fall, dass M konjugiert ist zu
(
α2E× α1
(
1 s
0 1
))
. Um die
Rechnung zu vereinfachen, setzen wir α = α1α2 .
Dann ist
Z(M,U (2,C)) =
{
β SL2(R)× β′
(
1 λ
0 1
)
; |β| = |β′| = 1,λ ∈ R
}
.
Wir definieren die Untergruppe
C0(M,U (2,C)) :=
{
SL2(R)×
(
1 λ
0 1
)
; λ ∈ R
}
.
(2.1) Lemma
Ein Fundamentalbereich FC von C0(M,U (2,C)) ist gegeben durch
FC =
{(
i xr + ixi + iyr
xr − ixi + iyr iy2
)
; y2 > 0; y2r < y2, xi > 0
}
.

Beweis
Es sei R = R1 × E ∈ C0(M,U (2,C)). Dann ist
Z1 := R〈Z〉 =
(
R1〈z1〉 ∗
∗ ∗
)
.
Wir finden also ein R1 ∈ SL2(R) mit R1〈z1〉 = i.
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Weiter ist
Z2 := (e(ϕ)× E)〈Z1〉
=
(
i (i sin(ϕ) + cos(ϕ)) · (xr + ixi + iyr − yi)
(i sin(ϕ) + cos(ϕ)) · (xr − ixi + iyr + yi) ∗
)
.
Es ist also
Z12 + Z21
2
= − sin(ϕ)(yr + iyi) + cos(ϕ)(xr + ixi)
und
Z12 − Z21
2i
= sin(ϕ)(xr + ixi) + cos(ϕ)(yr + iyi).
Nun finden wir ein ϕ mit sin(ϕ)xi + cos(ϕ)yi = 0. Sowohl ϕ als auch ϕ+ pi erfüllen
diese Bedingung. Durch passende Wahl erreichen wir damit
− sin(ϕ)yi + cos(ϕ)xi ≥ 0.
Durch ein passendes λ erreichen wir zudem noch x2 = 0.
Damit erhalten wir unseren Fundamentalbereich. 
Bestimmen wir nun die Maße auf FC und auf C0(M,U (2,C)).
(2.2) Lemma
Es sei f eine integrierbare Funktion auf H2, dann gilt∫
H2
f (Z)dZ =
∫
xr ,xi ,yr ,y2
∫
C0(M,U (2,C))
f
(
g
〈(
i xr + ixi + iyr
xr − ixi + iyr iy2
)〉)
dgdZˆ,
wobei dg ein Haar-Maß auf C0(M,U (2,C)) ist und dZˆ ein invariantes Maß auf FC ist.
Die Maße geben wir unten an. 
Beweis
Wir nutzen die Iwasawa-Zerlegung und schreiben
g
〈(
i xr + ixi + iyr
xr − ixi + iyr iy2
)〉
= Z∗.
Dann ist
x∗1 = u, y
∗
1 = v
2,
x∗r = v(xr cos(ϕ)− yr sin(phi)), x∗i = v · xi cos(ϕ),
y∗r = v(xr sin(ϕ) + yr cos(ϕ)), y∗i = v · xi sin(ϕ),
x∗2 = sin(ϕ)(cos(ϕ)(x2i + x
2
r − y2r )− 2xryr sin(ϕ)) + s,
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y∗2 = sin(ϕ)(2xryr cos(ϕ) + sin(ϕ)(x2i + x
2
r − y2r )) + y2.
Sei Φ diese Variablensubstitution, dann ist det(D(Φ)) = 2v5xi. Zudem ist
det(Y∗)−4 = (v2(y2 − y2r ))−4 = v−8(y2 − y2r )−4.
Das Maß dZˆ wird also durch
dZˆ = xi(det(Y))−4dxrdy2dxidyr
gegeben und das Maß dg ist durch
dg = 2v−3dudvdϕdλ
gegeben. 
Als konvergenzerzeugenden Faktor nutzen wir pM(Z, e) = ye1 det(Y)
−e. Auch hier
müssen wir später noch zeigen, dass dieser Faktor tatsächlich konvergenzerzeugend
ist.
Damit können wir nun das Integral berechnen.
Es ist
HM(Z) =
(y2 − y2r )k
(α(y2 − 12 is)− 1/4((α− 1)2x2r + ((α− 1)xi − (α+ 1)yr)2))k
Wir haben also∫
FC
(y2 − y2r )k−4−exi
(α(y2 − 12 is)− 1/4((α− 1)2x2r + ((α− 1)xi − (α+ 1)yr)2))k
dy2dxrdxidyr (6)
=
−4 · B (1, k− 1)
2(α− 1)2
∫
(y2 − y2r )k−4−e
(α(y2 − 12 is)− 1/4((α− 1)2x2r ))k−1
dy2dxrdyr
=
−8 · B (1, k− 1) B ( 12 , k− 32)
−2(α− 1)3iαk−3/2
∫
(y2 − y2r )k−4−e
(y2 − 12 is)k−3/2
dy2dyr
=
−8 · B (1, k− 1) B ( 12 , k− 32)
−2(α− 1)3iαk−3/2
∫
(y2 − y2r )k−4−e
(y2 − 12 is)k−3/2
dy2dyr
=
−4i · B (1, k− 1) B ( 12 , k− 32) B ( 12 , k− 3− e)
(α− 1)3αk−3/2
∫ yk− 72−e2
(y2 − 12 is)k−3/2
dy2
=
−4i · B (1, k− 1) B ( 12 , k− 32) B ( 12 , k− 3− e) B (k− 52 − e, 1+ e)
(α− 1)3αk−3/2
(−is
2
)−1−e
=
−4 · 21+ei · B (1, k− 1) B ( 12 , k− 32) B ( 12 , k− 3− e) B (k− 52 − e, 1+ e)
(α− 1)3αk−3/2 (−is)
−1−e .
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Dabei muss man in jedem Schritt aufpassen, in welchem man die Wurzel nutzt. Wir
haben in jedem Schritt so gerechnet, als wäre α = −1.
Für α = −1 ergibt sich damit insbesondere der folgende Wert.
(2.3) Satz
Es ist∫
FC
HM(Z)pM(Z, e)dZˆ
= (−1)k2eB (1, k− 1) B
(
1
2
, k− 3
2
)
B
(
1
2
, k− 3− e
)
B
(
k− 5
2
− e, 1+ e
)
(−is)−1−e .

Es ist weiter
lim
e→0
2eB (1, k− 1) B
(
1
2
, k− 3
2
)
B
(
1
2
, k− 3− e
)
B
(
k− 5
2
− e, 1+ e
)
=
pi
(k− 1)(k− 2)(k− 3) .
Wenden wir erneut die Ungleichung |z| ≥ 12 (|Re(z)|+ | Im(z)|) auf (6) an, so erhalten
wir im Fall α = −1∫
FC
|HM(Z)| · pM(Z, e)dZˆ ≤ 2k
∫
FC
(y2 − y2r )k−4−exi
(y2 + 12 s) + x
2
r + x2i )
k
dy2dxrdxidyr
und wir erhalten mit den gleichen Umformungen
∫
FC
|HM(Z)| · pM(Z, e)dZˆ ≤ 2k
∣∣∣∣∣∣
∫
FC
HM(Z) · pM(Z, e)dZˆ
∣∣∣∣∣∣ .
- χM(x) = (x− α1)2(x− α2)2 und µ(x) = (x− α1)2(x− α2)2 -
Wenden wir uns nun dem nächsten Matrizentyp zu.
Sei M konjugiert zu α1
(
1 s1
0 1
)
× α2
(
1 s2
0 1
)
.
Es ist
Z(M,U (2,C)) =
{
β
(
1 λ1
0 1
)
×±β′
(
1 λ2
0 1
)
; |β| = |β′| = 1, λ1,λ2 ∈ R
}
.
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Wir definieren
C0(M,U (2,C)) =
{(
1 λ1
0 1
)
×
(
1 λ2
0 1
)
; λ1,λ2 ∈ R
}
.
Es ergibt sich direkt:
(2.4) Lemma
Ein Fundamentalbereich FC von C0(M,U (2,C)) ist
FC =
{(
iy1 xr + ixi + iyr − yi
xr − ixi + iyr + yi iy2
)
; xr, xi ∈ R, y1, y2 > 0, y2i + y2r < y1y2
}
.

(2.5) Lemma
Es sei f eine integrierbare Funktion auf H2, dann gilt∫
H2
f (Z)dZ =
∫
FC
∫
C0(M,U (2,C))
f
(
g
〈(
iy1 xr+ixi+iyr−yi
xr−ixi+iyr+yi iy2
)〉)
dgdZˆ,
wobei dg ein Haar-Maß auf C0(M,U (2,C)) ist. 
Es ergibt sich sofort, dass die Maße dg und dZˆ gegeben werden durch
dZˆ = (det(Y))−4dxrdxidy1dy2dyidyr und dg = 1dλ1dλ2.
Als konvergenzerzeugenden Faktor setzt man pM(Z, e) = det(Y)−e. Auch hier müssen
wir noch zeigen, dass dieser konvergenzerzeugend ist.
Es ist
HM(Z) =
(y1y2−y2i−y2r )k(
α
(
y1− is12
)(
y2− is22
)
− 14 (((α−1)xr+(α+1)yi)2+((α−1)xi+(α+1)yr)2)
)k .
Wir haben also∫
FC
(y1y2−y2i−y2r )k−4−e(
α
(
y1− is12
)(
y2− is22
)
− 14 (((α−1)xr+(α+1)yi)2+((α−1)xi+(α+1)yr)2)
)k dy1dy2dxrdxidyidyr
=
−4B( 12 ,k− 12 )B( 12 ,k−1)
(α−1)2
∫
(y1y2−y2i−y2r )k−4−e(
α
(
y1− is12
)(
y2− is22
))k−1 dy1dy2dyidyr
=
−4B( 12 ,k− 12 )B
( 1
2 ,k−1
)
B( 12 ,k−3)B( 12 ,k− 52 )
(α−1)2αk−1
∫
(y1y2)k−3−e((
y1− is12
)(
y2− is22
))k−1 dy1dy2
=
−4·(2)2+2eB( 12 ,k− 12 )B( 12 ,k−1)B( 12 ,k−3)B( 12 ,k− 52 )B(k−2−e,1+e)2
(α−1)2αk−1 (−is1)
−1−e (−is2)−1−e
und setzen wir nun α = −1, so erhalten wir folgenden Wert:
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(2.6) Satz
Es ist∫
FC
HM(Z)pM(Z, e)dZˆ = (−1)k · 41+e · B
( 1
2 , k− 12
)
B
( 1
2 , k− 1
)
B
( 1
2 , k− 3
)
B
( 1
2 , k− 52
)
·B(k− 2− e, 1+ e)2 · (−is1)−1−e · (−is2)−1−e .

Zudem gilt
lim
e→∞ 2
2eB
(
1
2
, k− 1
2
)
B
(
1
2
, k− 1
)
B
(
1
2
, k− 3
)
B
(
1
2
, k− 5
2
)
B(k− 2− e, 1+ e)2
=
pi2
(k− 1)(k− 2)2(k− 3) .
Zudem erhalten wir für α = −1 mit der gleichen Argumentation wie im vorherigen
Fall, dass ∫
FC
|HM(Z)| · pM(Z, e)dZˆ ≤ 2k
∣∣∣∣∣∣
∫
FC
HM(Z) · pM(Z, e)dZˆ
∣∣∣∣∣∣
ist.
- χM(x) = (x− α1)2(x− α2)2 und µ(x) = (x− α1)(x− α2) -
Nun zur letzten Matrix.
Sei M konjugiert zu α1E× α2E.
Es ist
Z(M,U (2,C)) = {β′ SL2(R)× β SL2(R); |β| = |β′| = 1}.
Wir definieren
C0(M,U (2,C)) := {SL2(R)× β SL2(R); β = eiψ mit ϕ ∈ [0,pi)}.
Würden wir β = eiϕ mit ψ ∈ [0, 2pi) nehmen, so würde diese Parametrisierung die
Gruppe zweimal abdecken. Relevant ist dies nur bei der Bestimmung von
vol (C0(M,U (2,C))/C0(M, Γ)).
Um die Maße dg und dZˆ zu bestimmen, müssen wir diesmal einen Zwischenschritt
einfügen. Wir definieren daher zusätzlich die Gruppe
C1(M,U (2,C)) :=
{
SL2(R)× β
(
a b
0 a−1
)
; |β| = 1, b ∈ R, a ∈ R∗+
}
.
Wir bestimmen nun zuerst einen Fundamentalbereich von C1(M,U (2,C)).
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(2.7) Lemma
Ein Fundamentalbereich F1 von C1(M,U (2,C)) ist
F1 =
{(
i xr − yi
xr + yi i
)
; xr + yi ≥ 0, xr − yi ≤ 0, −1 < yi < 1
}
.

Beweis
Es sei R = R1 × E ∈ C0(γ,U (2,C)). Dann ist
Z1 := R〈Z〉 =
(
R1〈z1〉 ∗
∗ ∗
)
.
Wir finden also ein R1 ∈ SL2(R) mit R1〈z1〉 = i.
Weiter ist
Z2 := (e(ϕ)× eiψE)〈Z1〉 =
(
i e−iψeiϕ(xr + ixi + iyr − yi)
eiψeiϕ(xr − ixi + iyr + yi) ∗
)
.
Nun wählen wir ψ und ϕ so, dass Im
(
e−iψeiϕ(xr + ixi + iyr − yi)
)
= 0 und gleichzeitig
Im
(
eiψeiϕ(xr − ixi + iyr + yi)
)
= 0 ist.
Zudem kann man diese so wählen, dass Re
(
e−iψeiϕ(xr + ixi + iyr − yi)
) ≥ 0 und
Re
(
eiψeiϕ(xr − ixi + iyr + yi)
) ≤ 0 ist.
Schlussendlich sei T = E×
(
a b
0 a−1
)
. Dann ist
T〈Z2〉 =
(
i a · z12
a · z21 a2(x2 + iy2) + ab
)
.
Nun wählen wir a, b so, dass a2(x2 + iy2) + ab = i gilt.
Die Bedingung −1 < yi < 1 ergibt sich daraus, dass Y positiv definit ist. 
(2.8) Lemma
Es sei f eine integrierbare Funktion auf H2, dann gilt
∫
H2
f (Z)dZ =
∫
xr ,yi
∫
C1(M,U (2,C))
f
(
g′
〈(
i xr − yi
xr + yi i
)〉)
dg′dZˆ′,
wobei dg′ = 4v31a2
dv1du1dϕ1dψdadb ein links-invariantes-Maß auf C1(M,U (2,C)) ist
und dZˆ′ = (x2r − y2i ) 1(1−yi)4 dxrdyi ein Maß auf FC ist. 
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Beweis
Wir gehen wie in (2.2) vor und nutzen für SL2(R) die Iwasawa-Zerlegung. Wir erhal-
ten
x∗1 = u1, y
∗
1 = v
2
1,
x∗r =
av1
2
((xr − yi) cos(ϕ− ψ) + (xr + yi) cos(−ϕ− ψ)) ,
xi =
av1
2
((xr − yi) sin(ϕ− ψ) + (xr + yi) sin(−ϕ− ψ)) ,
y∗r = −
av1
2
((xr − yi) sin(ϕ− ψ)− (xr + yi) sin(−ϕ− ψ)) ,
y∗i =
av1
2
((xr − yi) cos(ϕ− ψ)− (xr + yi) cos(−ϕ− ψ)) ,
x∗2 = a(a sin(ϕ) cos(ϕ)x2r − a sin(ϕ) cos(ϕ)y2i + b),
y∗2 = a2
(
sin(ϕ)2(x2r − y2i ) + 1
)
.
Damit ist
det(D(Φ)) = 4v51a
6(x2r − y2i ).
Zudem ist det(Y∗)−4 =
(
v21a
2(1− y2i )
)−4. 
Nun werden wir von C1(M,U (2,C)) auf C0(M,U (2,C)) schließen. Wir können nicht
direkt C1(M,U (2,C)) verwenden, denn definieren wir analog zu C0(M, Γ) die Gruppe
C1(M, Γ), so wäre sowohl [Z(M, Γ) : C1(M, Γ)] = ∞ als auch
vol(C1(M,U (2,C))/C1(M, Γ)) = ∞, wobei man mit der Verwendung des Begriffes
Volumen hier aufpassen muss, da das Maß kein Haar-Maß ist.
Nun betrachten wir die Gruppe C0(M,U (2,C)).
(2.9) Korollar
Ein Fundamentalbereich FC von C0(M,U (2,C)) ist
FC =
{(
i xr − yi
xr + yi i
)
; xr + yi ≥ 0, xr − yi ≤ 0 − 1 < yi < 1
}
.
Der Stabilisator von
(
i xr − yi
xr + yi i
)
für xr, yi 6= 0 in C0(M,U (2,C)) ist gegeben
durch die Menge der
gϕ2 =
(
cos(ϕ2) (1+ x2r − y2i )1/2 sin(ϕ2)
−(1+ x2r − y2i )−1/2 sin(ϕ2) cos(ϕ2)
)
×
(
cos(ϕ2) −(1+ x2r − y2i )1/2 sin(ϕ2)
(1+ x2r − y2i )−1/2 sin(ϕ2) cos(ϕ2)
)
.
Der Stabilisator ist größer, falls xr = 0 oder yi = 0 ist, dies ist allerdings eine Nullmen-
ge in FC. 
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Mit Hilfe des Stabilisators ist es uns nun möglich, das induzierte Maß bezüglich
C0(M,U (2,C)) anzugeben.
(2.10) Lemma
Es sei f eine integrierbare Funktion auf H2, dann gilt∫
H2
f (Z)dZ =
∫
xr ,xi ,yr ,y2
∫
C0(M,U (2,C))
f
(
g
〈(
i xr − yi
xr + yi i
)〉)
dgdZˆ,
wobei dg = 2dv1du1dϕ1v31
· 2dv2du2dϕ2v32 ·
dψ
pi ein Haar-Maß auf C0(M,U (2,C)) ist und
dZˆ = 12 (x
2
r − y2i ) ·
√
1+ x2r − y2i · det(Y)−4dxrdyi ein invarantes Maß auf FC ist. 
Beweis
Wir schreiben g′ = g′1 × g′2 und gϕ2 = gϕ2,1 × gϕ2,2.
Es ist
∫
H2
f (Z)dZ =
1
2pi
∫
xr ,xi ,yr ,y2
∫
C0(M,U (2,C))
2pi∫
0
f
(
g′gϕ2
〈(
i xr − yi
xr + yi i
)〉)
dϕ2dg′dZˆ.
Jedes g ∈ SL2(R)C0(M,U (2,C)) lässt sich jetzt eindeutig schreiben als g′ · gϕ2 .
Bekanntlich ist dg′1 ein Haar-Maß auf SL(2,R) und somit ist dd(g
′
1gϕ2) = dg
′
1. Wir
setzen also dg1 = dg′1.
Das Maß 2a2 dψdadb ist jedoch nur links-invariant und da wir gϕ2,2 von rechts an g
multiplizieren, müssen wir nun das neue Maß ermitteln.
Setzen wir D =
(
(1+ x2r − y2i )1/4 0
0 (1+ x2r − y2i )−1/4
)
, so ist
gϕ2,2 =
(
cos(ϕ2) −(1+ x2r − y2i )1/2 sin(ϕ2)
(1+ x2r − y2i )−1/2 sin(ϕ2) cos(ϕ2)
)
= D ·
(
cos(ϕ2) − sin(ϕ2)
sin(ϕ2) cos(ϕ2)
)
D−1.
Setzen wir jetzt(
a b
0 a−1
)
· D =
(
(1+ x2r − y2i )1/4a b(1+ x2r − y2i )−1/4
0
(
(1+ x2r − y2i )1/4a
)−1)
=
(
1 u2
0 1
)(
v2 0
0 v−12
)
=
(
v2 u2v−12
0 v−12
)
,
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so erhalten wir das Maß
√
1+ x2r − y2i 2dv2du2v32 dψ. Multiplizieren wir das nun mit(
cos(ϕ2) sin(ϕ2)
sin(ϕ2) cos(ϕ2)
)
, so erhalten wir das Maß dg2 =
√
1+ x2r − y2i 2dv2du2dϕ2v32 dψ.
Das Maß dg2 =
√
1+ x2r − y2i 2dv2du2dϕ2v32 dψ ist nun ein Haar-Maß, daher ändert die
verbleibende Multiplikation mit D−1 nichts an unserem Maß.
In dieser Betrachtung war
√
1+ x2r − y2i eine Konstante. Dies ist es nicht, wenn wir Z
variabel haben. Daher ordnen wir diesen Faktor dem Maß dZˆ zu und erhalten unser
Ergebnis. Zudem weisen wir den Faktor 1pi dem Maß dg zu und den Faktor
1
2 dem
Maß dZˆ. 
Damit können wir nun auch das Integral in diesem Fall bestimmen.
(2.11) Satz
Es ist für α = −1∫
FC
HM(Z)pM(Z, e)dZˆ =
(−1)k
8
· 2k
2 − 8k+ 7
(k− 1)(k− 2)2(k− 3) .

Beweis
Wir berechnen das Integral zunächst ohne die Einschränkung α = −1.
Es ist
HM(Z) =
(1− y2i )k(
α+
(− 14α2 + 12α− 14) x2r + ( 12α2 − 12) yixr − ( 14α2 + 12α+ 14) y2i )k .
Die Bedingungen xr + yi ≥ 0 und xr − yi ≤ 0 sind äquivalent zu yi > 0 und
−yi ≤ xr ≤ yi. Da zudem yi < 1 ist, verbleibt, dass Integral
1∫
0
yi∫
−yi
|x2r − y2i | ·
√
1+ x2r − y2i · (1− y2i )k−4
2
(
α− (− 14α2 + 12α− 14) x2r + ( 12α2 − 12) yixr − ( 14α2 + 12α+ 14) y2i )k dxrdyi.
zu berechnen.
Wir substituieren nun xr = t1−t21+t1t2 und yi =
t1+t2
1+t1t2
. Dann ist det(D(Φ)) = 2(1−t1t2)
(1+t1t2)3
.
Dabei läuft sowohl t1 als auch t2 jeweils von 0 bis 1.
Damit erhalten wir das Integral
1∫
0
1∫
0
4t1t2
(t21t
2
2 − t21 − t22 + 1)k−4(1− t21t22)2
(αt21t
2
2 − α2t22 − t21 + α)k
dt1dt2.
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Hier substituieren wir x = t21 und y = t
2
2 und erhalten damit das Integral
1∫
0
1∫
0
(xy− x− y+ 1)k−4(1− xy)2
(αxy− α2y− x+ α)k dxdy
=
1∫
0
1∫
0
2
(x− 1)k−4(y− 1)k−4(1− xy)2
(x− α)k(αy− 1)k dxdy
=
1
αk
1∫
0
1∫
0
(x− 1)k−4(y− 1)k−4(1− 2xy+ x2y2)
(x− α)k(y− α)k dxdy
=
1
αk
 1∫
0
(x− 1)k−4
(x− α)k dx
1∫
0
(y− 1)k−4
(y− α)k dy− 2
1∫
0
x(x− 1)k−4
(x− α)k dx
1∫
0
y(y− 1)k−4
(y− α)k dy
+
1∫
0
x2(x− 1)k−4
(x− α)k dx
1∫
0
y2(y− 1)k−4
(y− α)k dy
 .
Betrachten wir jetzt wieder α = −1.
Nun ist
1∫
0
(1− x)k−4
(x+ 1)k
dx =
1
4
· 2k
2 − 8k+ 7
(k− 1)(k− 2)(k− 3) ,
1∫
0
x(1− x)k−4
(x+ 1)k
dx =
1
4
· 1
(k− 1)(k− 3) und
1∫
0
x2(1− x)k−4
(x+ 1)k
dx=
1
4
· 1
(k− 1)(k− 2)(k− 3) .
Dies ergibt sich durch die Stammfunktionen
∫
(1− x)k−4
(x+ 1)k
dx = − (1− x)
k−3
(1+ x)k−1
· 2k
2 + 2k(x− 4) + x2 − 4x+ 7
4(k− 3)(k− 2)(k− 1) ,∫ x(1− x)k−4
(x+ 1)k
dx = − (1− x)
k−3
(1+ x)k−1
· 2(k− 2)x+ x
2 + 1
4(k− 3)(k− 1) und∫ x2(1− x)k−4
(x+ 1)k
dx = − (1− x)
k−3
(1+ x)k−1
· (2k
2 − 8k+ 7)x2 + 2(k− 2)x+ 1
4(k− 3)(k− 2)(k− 1) .
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Damit entspricht das Integral dem Wert
1
(−1)k
((
1
4
2k2 − 8k+ 7
(k− 1)(k− 2)(k− 3)
)2
− 2
(
1
4
1
(k− 1)(k− 3)
)2
+
(
1
4
1
(k− 1)(k− 2)(k− 3)
)2)
=
(−1)k
8
· (k− 1)(k− 3)(2k
2 − 8k+ 7)
(k− 1)2(k− 2)2(k− 3)2 =
(−1)k
8
· 2k
2 − 8k+ 7
(k− 1)(k− 2)2(k− 3) . 
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Wir haben nun sowohl ein Vertretersystem der Matrizen mit einem Beitrag zum Di-
mensionsintegral bestimmt als auch deren Beitrag berechnet. Wir werden in diesem
Kapitel daher nun den Index der Hauptkongruenzuntergruppen in der vollen Mo-
dulgruppe bestimmen und die letzten die Beiträge der Matrizen addieren, um die
Dimensionsformeln anzugeben. Zum Schluss geben wir noch einen kurzen Ausblick
auf mögliche Verallgemeinerungen des Resultates und die Probleme, die dabei auftre-
ten.
§ 1 Index von Hauptkongruenzuntergruppen
Aus III(2.6) entnehmen wir, dass wir zur Berechnung der Spurformel für Hauptkon-
gruenzuntergruppen den Index dieser Gruppen kennen müssen. Daher werden wir
diesen nun bestimmen. Es sei weiter K = Q(
√−m).
Den Index bezeichnen wir wie folgt:
(1.1) Definition
Es sei q˜ ∈ O(K)\{0}, dann setzen wir
µn(q˜,m) = [Γn/ Z(Γn) : Γn(q˜)/ Z(Γn(q˜))] . 
Wir werden in diesem Abschnitt voraussetzten, dass K die Klassenzahl 1 hat. Aus
[Shi97] kann man das Ergebnis (1.15), welches wir am Ende des Abschnittes erhal-
ten, sogar für Körper entnehmen, deren Klassenzahl größer als 1 ist. Allerdings hat
man dort die Einschränkung, dass ggT(q,m) = 1 gelten muss. Zudem erhalten wir
über unser Vorgehen eine Rekursionsformel, die eine schnelle Berechnung des Index
zulässt, falls q˜ 6∈ Z ist.
Wir orientieren uns am Beweis für die Siegelsche Modulgruppe von Koecher aus
[Koe55].
Für die Herleitung wird der Restklassenring O(K)/q˜O(K) benötigt. An einigen Stel-
len benötigen wir jedoch nur die Restklassen, die einen Vertreter in Z besitzen. Dieser
Menge geben wir daher nun eine Bezeichnung.
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(1.2) Definition
Es sei (O(K)/q˜O(K))Z = {a+ q˜O(K)|a ∈ Z}. 
Da Z ein Unterring von O(K) ist, folgt die folgende Bemerkung.
(1.3) Bemerkung
Die Menge (O(K)/q˜O(K))Z ist ein Unterring von (O(K)/q˜O(K)). Weiter existiert
ein q ∈N, sodass (O(K)/q˜O(K))Z ∼= Z/qZ ist. 
Bekanntlich ist |(O(K)/q˜O(K))| = N(q˜). Wir definieren daher
NZ(q˜) = |(O(K)/q˜O(K))Z|.
(1.4) Lemma
Seien N(q˜1) und N(q˜2) teilerfremd. Dann ist
(O(K)/q˜1q˜2O(K))Z ∼= (O(K)/q˜1O(K))Z × (O(K)/q˜2O(K))Z. 
Beweis
Die Bedingung ist dazu äquivalent, dass q˜1 und q˜2 zusätzlich q˜1 und q˜2 teilerfremd
sind.
Bekanntlich ist
(O(K)/q˜1q˜2O(K)) ∼= (O(K)/q˜1O(K))× (O(K)/q˜2O(K)).
Betrachten wir die Einschränkung des Isomorphismus auf
(O(K)/q˜1q˜2O(K))Z → (O(K)/q˜1O(K))Z × (O(K)/q˜2O(K))Z,
so ist diese Abbildung injektiv. Zu zeigen ist noch, dass die Abbildung auch surjektiv
ist.
Sei dazu z ∈ (O(K)/q˜1O(K))Z × (O(K)/q˜2O(K))Z, also z = (z1, z2) mit
z1 = a1 + q˜1O(K) und z2 = a2 + q˜2O(K). Nach Definition können wir a1, a2 ∈ Z
annehmen. Nach Voraussetzung ist auch q˜1q˜1 ∈ Z und q˜2q˜2 ∈ Z teilerfremd, also exis-
tiert a3 ∈ Z mit a3 ≡ a1 mod q˜1q˜1 und a3 ≡ a2 mod q˜2q˜2. Damit ist aber insbesondere
a3 ≡ a1 mod q˜1 und a3 ≡ a2 mod q˜2. Damit folgt die Aussage. 
Aus [Kli58, (21)] entnehmen wir zuerst den folgenden Hilfssatz, dabei sei
e1 = (1, 0, 0, .., 0)tr
(1.5) Hilfssatz
Es sei Vn(q˜) die Menge aller Vektoren V = (v1, v2, ..., vn)tr mod q˜, sodass ein
U ∈ GLn(O(K)) existiert mit U = (V ∗).
Dann ist Vn(q˜) auch die Menge aller V mod q˜, für die ein U ∈ GLn(O(K)) existiert
mit UV = e1 und es ist die Menge aller V mit ggT(v1, v2, ..., vn, q˜) = 1.
Weiter ist βn(q˜) := |Vn(q˜)| = N(q˜)n∏ p˜|q˜
(
1− 1N( p˜)n
)
. 
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In der Berechnung der Indizes von Hauptkongruenzuntergruppen benötigen wir im
Gegensatz zum Beweis im Siegelschen Fall nicht mehr nur die Werte βn(q˜), sondern
nur die Anzahl einer Teilmenge.
(1.6) Bezeichnung
Es sei αn(q˜) die Anzahl des Systems der modulo q˜ inkongruenten Vektoren
V ∈ O(K)2n mit MV = e1 für ein M ∈ U (n,O(K)). 
Das Problem ist, dass, im Gegensatz zum Siegelschen Fall, αn(q˜) und βn(q˜) nicht mehr
übereinstimmen. Wir haben aber die folgenden Charakterisierungen:
(1.7) Korollar
Es ist αn(q˜) die Anzahl des Systems der modulo q˜ inkongruenten Vektoren
V ∈ O(K)2n, für die ein M ∈ U (n,O(K)) existiert mit M = (V ∗).
Zudem entspricht dies der Anzahl des Systems der modulo q˜ inkongruenten Vektoren
V ∈ O(K)2n mit ggT(v1, v2, ...v2n, q˜) = 1 und
(v1, v2, ..vn) · (vn+1, vn+2, ...v2n)tr ∈ (O(K)/q˜O(K))Z. 
Beweis
Zu V sei M ∈ U (n,O(K)) eine Matrix mit M = (V ∗). Es ist M−1M = E, also insbe-
sondere M−1V = e1.
Ist umgekehrt MV = e1, so ist M−1 = (V ∗).
Beweisen wir nun den zweiten Teil, es sei M ∈ Γ. Da ebenfalls M ∈ GL2n(O(K)) ist,
folgt ggT(v1, v2, ...v2n, q˜) = 1 nach (1.5). Weiter ist AtrC hermitesch, also insbesondere
(AtrC)11 ∈ Z. Es ist aber (AtrC)11 = (v1, v2, ..vn) · (vn+1, vn+2, ...v2n)tr. Damit folgt auch
die zweite Bedingung.
Sei nun umgekehrt V = (Vtr1 ,V
tr
2 )
tr ein entsprechender Vektor und V1,V2 ∈ (O(K))n.
Es sei g := ggT(vn+1, ..v2n, q˜). Dann existiert nach (1.5) ein U ∈ GLn(O(K)) mit
UV2 = (g, 0, 0, ..., 0)tr. Sei M1 = diag(U
− tr,U) ∈ Γ. Dann ist M1V = (U− trV1,UV2),
insbesondere erfüllt auch dieser Vektor die zweite Bedingung. Weiter sei
U− trV1 = (v∗1 , v
∗
2 , ..., v
∗
n). Wir erhalten nun v∗1g ∈ Z mod q˜.
Damit können wir g = a2l und v∗1 = a1l schreiben, wobei a1, a2 ∈ Z ist. Es existiert
somit ein U2 ∈ SL2(Z) mit U2
(
v∗1
g
)
=
(
ggT(a1, a2)l
0
)
. Setzen wir M2 = U2 × E, so ist
demnach M2M1V = (ggT(a1, a2)l, v∗2 , ..., v∗n, 0, 0, ..., 0)tr.
Nun nutzen wir erneut (1.5) und erhalten, dass ein U3 ∈ GLn(O(K)) existiert mit
U3(ggT(a1, a2)l, v∗2 , ..., v∗n)tr = e1, also ist mit M3 = diag(U3,U3
− tr
) auch
M3M2M1V = e1. 
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Nun drehen wir das ganze um und halten V fest. Dann bezeichnen wir:
(1.8) Bezeichnung
Es sei cn(q˜,V) die Anzahl des Systems der modulo q˜ inkongruenten Matrizen aus Γn
mit MV ≡ e1 mod q˜. 
Wie in (1.7) beweist man
(1.9) Korollar
Es ist cn(q˜,V) die Anzahl des Systems der modulo q˜ inkongruenten Matrizen aus Γn
mit M = (V ∗). 
Die Zahl cn(q˜,V) kann man wie folgt auf die Berechnung von cn(q˜, e1) zurückführen.
(1.10) Lemma
Es ist
cn(q˜,V) =
{
0, es existiert kein M mit MV ≡ e1 mod q˜,
cn(q˜, e1), es existiert ein M mit MV ≡ e1 mod q˜. 
Beweis
Die Menge {Mj, 1 ≤ j ≤ cn(q˜,V)} bilde ein System der modulo q˜ inkongruenten
Matrizen aus Γn mit MjV ≡ e1 mod q˜. Nehmen wir nun an, dass cn(q˜,V) ≥ 1 ist.
Dann ist MjM−11 e1 = MjV = e1, also ist cn(q˜,V) ≤ cn(q˜, e1). Analog folgt
cn(q˜, e1) ≤ cn(q˜,V) und somit die Behauptung. 
Insgesamt ergibt sich damit
(1.11) Satz
Es ist [Γn : Γn(q˜)] = αn(q˜)cn(q˜, e1). 
Untersuchen wir nun die Werte cn(q˜, e1) und αn(q˜).
(1.12) Lemma
Es sei q˜1 und q˜2 teilerfremd und zusätzlich sei auch q˜1 und q˜2 teilerfremd, dann ist
αn(q˜1q˜2) = αn(q˜1) · αn(q˜2). 
Beweis
Mit V(q˜) bezeichnen wir ein Vertretersystem mod q˜ der Vektoren mit der Eigenschaft
aus (1.6). Dann ist die Abbildung
V(q˜1q˜2)→ V(q˜1)× V(q˜2), V 7→ (V mod q˜1,V mod q˜2)
wohldefiniert. Da V(q˜) ⊂ Vn(q˜) ist, ist diese Abbildung auch injektiv.
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Beweisen wir nun, dass diese Abbildung auch surjektiv ist. Nach Voraussetzung sind
q˜1q˜1 und q˜2q˜2 teilerfremd. Durchläuft also V1 ein Vertretersystem mod q˜1, so durchläuft
auch q˜2q˜2V1 ein Vertretersystem mod q˜1. Dann durchläuft q˜2q˜2V1 + q˜1q˜1V2 ein Vertre-
tersystem mod q˜1q˜2. 
Damit erhalten wir eine Rekursionsformel für den Index.
(1.13) Satz
Für n ≥ 2 ist cn(q˜, e1) = [Γn−1 : Γn−1(q˜)] · N(q˜)2n−2 · NZ(q˜).
Insbesondere ist damit µn(q˜,m) = µn−1(q˜,m) · N(q˜)2n−2 · NZ(q˜) · αn(q˜). 
Beweis
Nutzen wir die Grundgleichungen, so erhalten wir
M =

1 ∗ ∗ ∗
0 A ∗ B
0 0 1 0
0 C ∗ D
 ,
wobei
(
A B
C D
)
∈ Γn−1 ist.
Nun kann man M schreiben als
M =

1 atr 0 0
0 E 0 0
0 0 1 0
0 0 −a E
 ·

1 0 s htr
0 E h
tr
0
0 0 1 0
0 0 0 E
 ·

1 0 0 0
0 A 0 B
0 0 1 0
0 C 0 D
 .
Dabei ist s ∈ Z, h, a ∈ On−1K .
Damit folgt die erste Aussage.
Mit (1.11) erhalten wir die Rekursionsformel
[Γn : Γn(q˜)] = [Γn−1 : Γn−1(q˜)] · N(q˜)2n−2 · NZ(q˜) · αn(q˜).
Da Z(Γn) ∼= Z(Γn−1) und Z(Γn(q˜)) ∼= Z(Γn−1(q˜)) für n ≥ 2 ist, folgt ebenfalls
µn(q˜,m) = µn−1(q˜,m) · N(q˜)2n−2 · NZ(q˜) · αn(q˜). 
Falls p eine Primzahl ist, so ergibt sich folgende Formel für αn(pk).
(1.14) Satz
Es sei p ∈ P eine Primzahl, dann ist αn(pk) = pk(4n−1)
(
1− χ(p)p2n−1
) (
1− 1p2n
)
. 
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Beweis
Zuerst beweisen wir die Aussage für k = 1. Wir unterscheiden danach, ob p auch ein
Primelement in OK ist.
i) Es sei zuerst p träge, also p ein Primideal in O(K). Dann ist bekanntlich
χ(p) = −1. Wir zählen nun die Anzahl der Vektoren mod p mit der Eigenschaft
aus (1.7). Die Teiler von p sind 1 und p.
Es gibt genau einen Vektor (mod p) mit ggT(v1, ..., vn, p) = p. Dann ist aber
(v1, v2, ..vn) · (vn+1, vn+2, ...v2n)tr ≡ 0 mod p. Damit ist (vn+1, .., v2n) ein beliebiger
Vektor mit ggT(vn+1, .., v2n, p) = 1, davon gibt es nach (1.5) genau
N(p)n
(
1− 1N(p)n
)
= p2n
(
1− 1p2n
)
.
Es gibt des Weiteren N(p)n
(
1− 1N(p)n
)
= p2n
(
1− 1p2n
)
Vektoren mod p mit
ggT(v1, ..., vn, p) = 1. Der Vektor V2 = (vn+1, .., v2n), muss daher so gewählt wer-
den, dass (v1, v2, ..vn) · (vn+1, vn+2, ...v2n)tr ∈ Zmod p ist. Da ggT(v1, ..., vn, p) = 1
ist, ist
(OK/pOK)n → (OK/pOK);V = (vn+1, .., v2n) 7→ (v1, v2, ..vn) · (vn+1, vn+2, ...v2n)tr
ein surjektiver Gruppenhomomorphismus, damit gibt es N(p)n · NZ(p)N(p) = p2n−1
mögliche Wahlen für den Vektor V2. Wir erhalten damit, dass insgesamt
p2n
(
1− 1
p2n
)
+ p2n−1 · p2n
(
1− 1
p2n
)
=
(
p4n−1 + p2n
)(
1− 1
p2n
)
= p4n−1
(
1+
1
p2n−1
)(
1− 1
p2n
)
Vektoren existieren. Das ist die Behauptung.
ii) Sei nun p zerlegt, also p = p˜ p˜. Dann ist χ(p) = 1. Die Teiler von p sind dement-
sprechend 1, p˜, p˜ und p.
Ist ggT(v1, ..., vn, p) = p, so ist V2 ein beliebiger Vektor mit ggT(vn+1, .., v2n, p) = 1,
davon gibt es N(p)n
(
1− 1N( p˜)n
)2
= p2n
(
1− 1pn
)2
Stück.
Es gibt weiter p2n
(
1− 1pn
)2
Vektoren mit ggT(v1, ..., vn, p) = 1. Wie in i) erhalten
wir, dass es für V2 nun N(p)n · NZ(p)N(p) = p2n−1 Möglichkeiten gibt.
Vektoren mit ggT(v1, ..., vn, p) = p˜ gibt es N( p˜)n
(
1− 1N( p˜)n
)
= pn
(
1− 1pn
)
Stück.
Bekanntlich gibt es ebenfalls ein U ∈ GLn(OK) mit UV1 ≡ p˜e1 mod p. Da-
mit ist U− trV2 =: V∗2 von der Form, dass v∗n+1 ein Vielfaches von p˜ ist, we-
gen der Bedingung Vtr1 V2 ∈ Z mod p. Wegen ggT(v∗1 , ..., v∗2n, p) = 1 gilt somit
ggT(v∗n+2, ..., v∗2n, p) = 1 oder ggT(v∗n+2, ..., v∗2n, p) = p˜. Damit gibt es insgesamt
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p ·
(
N(p)n−1
(
1− 1N( p˜)n−1
)2
+ N( p˜)n−1
(
1− 1N( p˜)n−1
))
= p2n−1
(
1− 1pn−1
)
Mög-
lichkeiten für V2.
Der Fall ggT(v1, ..., vn, p) = p˜ ist symmetrisch zum Fall ggT(v1, ..., vn, p) = p˜,
daher verdoppeln wir die Anzahl dieser Vektoren. Insgesamt erhalten wir damit
p2n
(
1− 1
pn
)2
+ p2n−1 · p2n
(
1− 1
pn
)2
+ 2p2n−1
(
1− 1
pn−1
)
pn
(
1− 1
pn
)
=
(
1− 1
pn
)
(p4n−1 + p3n−1 − p2n − pn)
= p4n−1
(
1− 1
pn
)(
1+
1
pn
)(
1− 1
p2n−1
)
= p4n−1
(
1− 1
p2n
)(
1− 1
p2n−1
)
Vektoren.
iii) Als letztes betrachten wir noch den Fall, dass p verzweigt ist, also p = p˜2. Dann
ist χ(p) = 0. Die Teiler von p sind dementsprechend 1, p˜ und p.
Ist ggT(v1, ..., vn, p) = p, so ist V2 ein beliebiger Vektor mit ggT(vn+1, .., v2n, p) = 1,
davon gibt es N(p)n
(
1− 1N( p˜)n
)
= p2n
(
1− 1pn
)
Stück.
Es gibt weiter p2n
(
1− 1pn
)
Vektoren mit ggT(v1, ..., vn, p) = 1. Wie in i) erhalten
wir, dass es für V2 nun N(p)n · NZ(p)N(p) = p2n−1 Möglichkeiten gibt.
Zuletzt gibt es pn
(
1− 1pn
)
Vektoren mit ggT(v1, ..., vn, p) = p˜. Bekanntlich gibt es
ebenfalls ein U ∈ GLn(OK) mit UV1 ≡ p˜e1 mod p. Damit ist U− trV2 =: V∗2 von
der Form, dass v∗n+1 ein Vielfaches von p˜ ist, wegen der Bedingung V
tr
1 V2 ∈ Z
mod p. Damit muss ggT(v∗n+2, ..., v∗2n, p) = 1 sein. Damit existieren
p · N(p)n−1
(
1− 1N( p˜)n−1
)
Möglichkeiten für V2.
Insgesamt existieren damit
p2n
(
1− 1
pn
)
+ p2n−1 · p2n
(
1− 1
pn
)
+ p2n−1
(
1− 1
pn−1
)
pn
(
1− 1
pn
)
=
(
1− 1
pn
)
· (p2n + p4n−1 + p3n−1 − p2n) = p4n−1
(
1− 1
pn
)(
1+
1
pn
)
= p4n−1
(
1− 1
p2n
)
Vektoren.
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Sei nun k > 1.
Ist V ein Vektor mod pk, der die Bedingungen erfüllt, so erfüllt er auch mod pk−1
die Bedingungen. Sei V daher ein Vektor mod pk−1 und T durchlaufe ein Vertreter-
system mod pO2nK , dann durchläuft V + pk−1T ein Vertretersystem mod pkO2nK . Ist
ggT(v1, ..., v2n, pk−1) = 1, so ist auch ggT(v1 + pk−1t1, ..., v2n + pk−1t2n, pk) = 1. Um ei-
ne übersichtlichere Notation zu erhalten sei V1 := (v1, ..., vn) und V2 := (vn+1, ..., v2n).
Analog setzen wir T1 := (t1, ..., tn) und T2 := (tn+1, ..., t2n).
Wir müssen also nur ermitteln, wie viele T die Bedingung
(V1 + pk−1T1) · (V2 + pk−1T2)tr ∈ Zmod pk erfüllen.
Es gilt V1 ·V2tr ∈ Z mod pk−1. Wir können damit, da V ein Vektor mod pk−1 ist, nach
(1.7) ohne Einschränkung annehmen, dass V1 ·V2tr ∈ Z ist.
Sei nun ggT(v1, ..., vn, vn+1, ..., v2n, p) = g. Es ist dann g = 1 oder g ∈ { p˜, p˜}. Der zweite
Fall kann jedoch nur im Fall p zerlegt auftreten.
Da wir angenommen haben, dass V1 ·V2tr ∈ Z ist, ist
(V1 + pk−1T1) · (V2 + pk−1V2)tr ≡ V1V2tr + pk−1V1 · T2tr + pk−1T1 ·V2tr mod pk
genau dann in Z mod pk, falls pk−1(V1 · T2 + T1 ·V2tr) ∈ Z mod pk ist.
Dies wiederum ist äquivalent zu V1 · T2 + T1 ·V2tr ∈ Z mod p.
Nun ist die Abbildung (OK/pOK)2n → (gOK/pOK); T 7→ V1 · T2 + T1 · V2tr ein sur-
jektiver Gruppenhomomorphismus.
Wegen [(gOK/pOK) : (gOK/pOK)Z] = p erfüllt also jeder p-te von den N(p)2n = p4n
möglichen Vektoren T die Bedingung an das Skalarprodukt.
Also αn(p
k)
αn(pk−1)
= p4n−1. Damit folgt die Behauptung. 
Für den Fall q˜ ∈N können wir nun eine einfache, geschlossene Form angeben.
(1.15) Satz
Es sei q ∈N, dann ist
µn(q,m) = e(q) · q4n2−1∏
p|q
(
n
∏
k=1
(
1− 1
p2k
) n
∏
k=2
(
1− χ(p)
p2k−1
))
.
Dabei ist
e(q) =
{
1, falls q = 2,
1
2 , falls q > 2. 
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Beweis
Für n = 1 und m 6∈ {1, 3} wurde von Koecher die Formel
µ1(q,m) = e(q)q3 ∏p|q
(
1− 1p2
)
bewiesen.
Diese Formel gilt allerdings auch für m = 1 und m = 3, da die Quotientengruppen
Γ/ Z(Γ) identisch ist. Damit ist die Formel für n = 1 bewiesen.
Für n > 1 erhalten wir die Formel nun induktiv aus der Rekursionsformel in (1.13).
Wir nutzen dabei N(q) = q2 und NZ(q) = q. Weiter ergibt sich der Wert
αn(q) = q4n−1∏
p|q
(
1− χ(p)
p2n−1
)(
1− 1
p2n
)
aus (1.14) und (1.12). 
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§ 2 Angabe der Dimensionsformeln und konkrete Werte
Nun werden wir die Dimensionsformeln und einige beispielhafte Werte angeben. m
sei in diesem Kapitel so gewählt, dass die Klassenzahl von K gleich 1 ist.
- Zetafunktionen -
Bei den letzten Schritten treten sogenannte Shintani-Zetafunktionen auf. Wir werden
daher hier angeben, wie diese definiert sind und einige Eigenschaften dieser Funktio-
nen angeben. Zum Schluss benötigen wir einen Grenzwert, den wir dann mit diesen
Eigenschaften bestimmen.
Wir betrachten hier die Shintani-Zetafunktionen für hermitesche Formen. Shintanis
Definition ist allgemeiner, allerdings benötigen wir hier nur die für hermitesche For-
men. Sowohl die allgemeine Definition als auch den Spezialfall findet man in [SS74].
Es sei Her+(n,C) die Menge der hermiteschen n × n Matrizen über C von vollem
Rang. Mit Her+j (n,C) oder Herj(n,C) bezeichnen wir die Menge der Matrizen aus
Her+(n,C), die genau j positive Eigenwerte haben für 0 ≤ j ≤ n. Man beachte, dass
alle Eigenwerte einer hermiteschen Matrix reell sind. Da wir nur Matrizen mit vollem
Rang betrachten, hat jede Matrix aus Herj(n,C) genau n− j negative Eigenwerte.
Bekanntermaßen operiert die Gruppe GC := {g ∈ GL(n,C); |det(g)| = 1} für jedes j
auf Herj(n,C) durch
GC ×Herj(n,C)→ Herj(n,C), (g, H) 7→ gHgtr.
Weiter sei GO(K) = GL(n,O(K)) und L ein GO(K)-invariantes Gitter in Her(n,K). Das
heißt, dass für jedes H ∈ L und jedes g ∈ GO(K) auch gHgtr ∈ L ist.
Zudem setzen wir Lj = L ∩Her+j (n,C) und führen eine Äquivalenzrelation ∼ auf Lj
ein. Dabei sei H1 ∼ H2 genau dann, wenn ein g ∈ GO(K) existiert mit gH1gtr = H2.
Es sei weiter GC,H =
{
g ∈ GC; gHgtr = H
}
und GO(K),H = GC,H ∩ GO(K).
Zudem wird ein Haar-Maß dvH auf GC,H definiert. Durch dieses ist der Ausdruck
µ(H) =
∫
GC,H/GO(K),H
dvH wohldefiniert. Der Wert von µ(H) hängt von der Normie-
rung des Haarmaßes ab. In [SS74, §2] sind Bedingungen angegeben, die das Maß dvH
erfüllen muss, durch welche die Normierung eindeutig wird. Man beachte, dass die
Normierung weder von L noch von H abhängt. Durch ein Maß auf dvH ist auch ein
eindeutiges Maß auf dvgHg−1 gegeben. Die Normierung werden wir später durch einen
einfachen Koeffizientenvergleich erhalten.
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(2.1) Definition
Die Shintani-Zetafunktionen sind gegeben durch
ζ j(L, s) = ∑
H∈Lj/∼
µ(H)|det(H)|−s.

Diese Funktionen konvergieren absolut lokal gleichmäßig für Re(s) > n. Zudem hat
diese Funktion einen einfachen Pol bei s = n. Shintani und Sato geben zudem weitere
Ergebnisse wie eine meromorphe Fortsetzung auf ganz C an. Diese sind allerdings für
das Auswerten der Spurformel nicht nötig, daher betrachten wir diese hier nicht.
Sei L = Her(n, qO(K)) = qHer(n,O(K)), wobei die letzte Gleichheit nur wegen
q ∈N gilt. Zudem ist damit
ζ j(L, s) = ∑
H∈Lj/∼
µ(H)|det(H)|−s
= ∑
H∈qHerj(n,O(K))/∼
µ(H)|det(H)|−s
= ∑
H∈Herj(n,O(K))/∼
µ(qH)|det(qH)|−s
= ∑
H∈Herj(n,O(K))/∼
µ(H)(qn)−s|det(H)|−s
= (qn)−sζ j(Her(n,O(K)), s),
da µ(qH) = µ(H) ist.
Für ζ j(Her(n,O(K)), s) hat Saito in [Sai99, §3] eine Darstellung der Funktion mit Hilfe
der Riemannschen Zetafunktion und der L-Reihe zum Charakter χK angegeben. Die
Struktur unterscheidet sich dabei, je nachdem, ob n gerade oder ungerade ist.
Nun betrachten wir den Fall n = 2.
(2.2) Lemma
Es ist
ζ j(Her(2,O(K)), s) = cK ·
(
ζ(s− 1) · L(s,χK)− (−1)
j
|∆K| · ζ(s) · L(s− 1,χK)
)
für eine Konstante cK. 
Die Konstante können wir zum Beispiel durch den Vergleich des Residuums an der
Stelle s = 2 erhalten.
Das Residuum an der Stelle s = 2 ist nach [SS74, 4.5(ii)] gegeben durch
|∆K| · pi22 · |O(K)∗| · ζ(2) · L(2,χK).
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Dabei ist |O(K)∗| die Anzahl der Einheiten von O(K).
Nutzen wir, dass die Riemannsche Zetafunktion bei s = 1 einen einfachen Pol mit
Residuum 1 hat, ergibt sich mit der Formel von Saito, dass das Residuum andererseits
gegeben ist durch cKL(2,χK). Ein Gleichsetzen liefert
cKL(2,χK) = |∆K| · pi22 · |O(K)∗| · ζ(2) · L(2,χK)
⇔ cK = |∆K| · pi22 · |O(K)∗| · ζ(2).
Im Fall q = 2 benötigen wir einen ähnlichen Grenzwert, der jedoch lediglich die Rie-
mannsche Zetafunktion beinhaltet. Dieser ist daher einfacher zu bestimmen. Es gilt
nämlich Folgendes:
(2.3) Lemma
Es ist
lim
e→0 ∑s∈Z\{0}
(−is)−1−e = lim
e→0 ∑s∈Z\{0}
(is)−1−e = −pi.

Beweis
Es ist
∑
s∈Z\{0}
(−is)−1−e =
∞
∑
s=1
(−is)−1−e +
∞
∑
s=1
(is)−1−e
= (−i)−1−e
∞
∑
s=1
s−1−e + i−1−e
∞
∑
s=1
s−1−e
= ζ(1+ e)
(
(−i)−1−e + i−1−e
)
.
Es ergibt sich weiter
(−i)−1−e + i−1−e = exp
(
−pii
2
(−1− e)
)
+ exp
(
pii
2
(−1− e)
)
= exp
(
pii
2
+
piie
2
)
+ exp
(
−pii
2
− piie
2
)
= i exp
(
piie
2
)
− i exp
(
−piie
2
)
= −2
(
1
2i
(
exp
(
piie
2
)
− exp
(
−piie
2
)))
= −2 sin
(pi
2
e
)
.
Da ζ in 1 eine einfache Polstelle mit Residuum 1 besitzt, ergibt sich
lim
e→0
−2 sin
(pi
2
e
)
ζ(1+ e) = −2pi
2
= −pi.

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Durchläuft man lediglich gerade Zahlen, so ergibt sich damit:
(2.4) Korollar
Es ist
lim
e→0 ∑s∈Z\{0}
(−2is)−1−e = lim
e→0 ∑s∈Z\{0}
(2is)−1−e = −pi
2
.

Zudem benötigen wir den folgenden Wert für das Volumen vol(SL(2,R)/ SL(2,Z)).
(2.5) Lemma
Es sei G = SL(2,R). Wir verwenden wieder die Iwasawa-Zerlegung und betrachten
das Haar-Maß dg = 2v3 dudvdϕ.
Dann ist vol(SL(2,R)/ SL(2,Z)) = pi
2
3 . 
Beweis
Wir wissen, dass
∫
F
dz = pi3 ist, wobei dz =
dy
y2 dx ist. Dieses berechnen wir nun eben-
falls mit unserem Vorgehen in Abschnitt VII(§ 2).
Es ist ∫
F
dz =
∫
SL(2,Z)\H
dz.
Sei P+ die Gruppe der Matrizen der Form
(
1 u
0 1
)(
v 0
0 v−1
)
.
Ist nun p ∈ P+, so ist p〈i〉 = v2i+ u.
Für jede integrierbare holomorphe Funktion f auf H gilt somit∫
H
f (z)dz =
∫
P+
f (p〈i〉)dp,
wobei dp = 2v3
dv
du ist.
Somit ist mit e(φ) =
(
cos(φ) sin(φ)
− sin(φ) cos(φ)
)
∫
H
f (z)dz =
1
2pi
2pi∫
0
∫
P+
f (p · e(φ)〈i〉)dpdϕ = 1
2pi
∫
SL(2,R)
f (g〈i〉)dg.
Damit folgt ∫
SL(2,Z)\H
dz =
1
2pi
|Z(SL(2,Z)| · vol(SL(2,R)/ SL(2,Z))
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und somit
vol(SL(2,R)/ SL(2,Z)) =
pi2
3
. 
Damit können wir nun die Dimensionsformeln berechnen.
- q > 2 -
Bestimmen wir nun die Dimension des Vektorraumes der Spitzenformen. Beginnen
werden wir mit Hauptkongruenzuntergruppen der Stufe q ∈N mit q ≥ 3.
In diesem Fall liefern nur Matrizen mit dem charakteristischen Polynom
χM(x) = (x − 1)4 einen Beitrag zum Dimensionsintegral. Die Vertreter haben wir in
VI(§ 2) bestimmt und den Beitrag der Vertreter haben wir in VII(§ 1) berechnet. Wir
werden nun diese Beiträge zusammenrechnen.
Aus dem vorherigen Kapitel wissen wir, dass der Beitrag der Einheitsmatrix gerade
durch vol(FΓ) gegeben wird. Dies müssen wir noch mit C(k, 2) und µ2(2,m) multipli-
zieren und erhalten den Beitrag
µ2(2,m)
vol(FΓ)
26pi4
(k− 1)(k− 2)2(k− 3).
Kommen wir nun zu den Matrizen vom Typ
(
E H
0 E
)
.
Ist H positiv definit, so ist der Beitrag der Matrix nach dem letzten Kapitel√
|∆K| · # Z(Γ) · h(e) · exp (epii) · det(H)
−2−e
# Aut(H)
.
Der Beitrag aller Matrizen von diesem Typ ist damit
∑
H∈qHer2(2,O(K))/∼
√
|∆K| · # Z(Γ) · h(e) · exp (epii) · det(H)
−2−e
# Aut(H)
=
√
|∆K| · # Z(Γ) · h(e) · exp (epii) ∑
H∈qHer2(2,O(K))/∼
det(H)−2−e
# Aut(H)
=
√|∆K| · # Z(Γ) · h(e) · exp (epii)
q4+2e
· ∑
H∈Her2(2,O(K))/∼
det(H)−2−e
# Aut(H)
.
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Nun werden wir ∑
H∈Her2(2,O(K))/∼
det(H)−2−e
# Aut(H) durch die Shintani-Zetafunktion ausdrücken.
Es ist
∑
H∈Her2(2,O(K))/∼
det(H)−2−e
# Aut(H)
= c · ζ2(Her(2,O(K)), 2+ e).
Die Konstante c ist hierbei unabhängig vonK und entspricht gerade dem Term
∫
GC,H
dvH
für ein positiv definites H. Das Integral ist dabei von der Wahl von H unabhängig.
Wir erhalten c nun durch einen Koeffizientenvergleich. Ist K = Q(i) und H positiv
definit mit det(H) = 1, so ist H ∼ E (vergleiche [EGM87]) und 1# Aut(H) = 132 . Der
konstante Term in der Dirichlet-Reihe ∑
H∈Her2(2,O(K))/∼
det(H)s
# Aut(H) ist also gegeben durch
1
32 . Andererseits ist der konstante Term von ζ2(Her(O(K)), s) nach der Formel von
Saito gegeben durch pi
3
24
(
1− 14
)
= pi
3
32 , also c =
1
pi3
.
Da weiter ζ2(L, s) = ζ0(L, s) für jedes invariante Gitter L gilt, folgt:
(2.6) Lemma
Der Beitrag aller Matrizen mit positiv definitem H ist√|∆K| · # Z(Γ) · h(e) · exp (epii)
q4+2e
· c · ζ2(Her(2,O(K)), 2+ e)
=
√|∆K| · # Z(Γ) · h(e) · exp (epii)
q4+2e
· c · ζ0(Her(2,O(K)), 2+ e). 
Es ergibt sich analog:
(2.7) Lemma
Der Beitrag aller Matrizen mit negativ definitem H ist√|∆K| · # Z(Γ) · h(e) · exp (−epii)
q4+2e
· c · ζ0(Her(2,O(K)), 2+ e). 
Zusammen ergibt sich:
(2.8) Lemma
Die Beitrag aller Matrizen mit positiv und negativ definitem H ist√|∆K| · # Z(Γ) · h(e)
q4+2e
· c · 2 cos(pie)ζ0(Her(2,O(K)), 2+ e). 
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Kommen wir nun zu den Matrizen mit indefinitem H.
Der Beitrag einer Matrix mit indefinitem H ist
−
√|∆K|
2
· # Z(Γ) · h(e) · vol
(
S1 SL(2,R)/(RAut(H)R−1)
)
· |det(H)|−2−e
nach VII(1.6).
Somit folgt:
(2.9) Lemma
Der Beitrag aller Matrizen mit indefinitem H ist
− ∑
H∈Her1(2,O(K))/∼
√|∆K| · # Z(Γ) · h(e)
2q4+2e
· vol
(
S1 SL(2,R)/(RAut(H)R−1)
)
|det(H)|2+e
=
−2pi ·√|∆K| · # Z(Γ) · h(e)
q4+2e
· ∑
H∈Her1(2,O(K))/∼
vol
(
S1 SL(2,R)/(RAut(H)R−1)
)
4pi · |det(H)|2+e .
Weiter ist
∑
H∈Her1(2,O(K))/∼
vol
(
S1 SL(2,R)/(RAut(H)R−1)
)
4pi · |det(H)|2+e = c · ζ1(Her(2,O(K)), 2+ e). 
Beweis
Die Normierung kann man sich dabei auf zwei Weisen überlegen. Erstens wissen wir,
dass lim
e→0 ∑H hermitesch
Rang(H)=2
I(MH, e) existiert, das ist aber nur für diese Normierung möglich.
Wir können aber ebenfalls wieder einen Koeffizientenvergleich des konstanten Terms
in der Dirichlet-Reihe machen.
Es sei wieder K = Q(i). Ist det(H) = −1, so ist H kongruent zu H1 :=
(
0 i
−i 0
)
oder
H2 :=
(
1 i
−i 0
)
. Untersuchen wir nun
vol(S1 SL(2,R)/(RAut(H)R−1))
4pi .
Für H1 ist R = E und Aut(H1) = O(K)∗ SL(2,Z) = Γ1 und somit
vol
(
S1 SL(2,R)/ Aut(H1)
)
4pi
=
pi
12
· 1
4pi
=
1
48
=
2
96
.
Für H2 ist R =
(
1 −i2
0 1
)
. Es gilt RAut(H2)R−1 ⊂ S1 SL(2,R) = U (n, 1)K und
Aut(H2) ⊂ GL(2,O(K)). Wir müssen also alle V ∈ GL(2,O(K)) finden, für die
RVR−1 ∈ S1 SL(2,R) ist oder alle V ∈ S1 SL(2,R) für die R−1VR ∈ GL(2,O(K)
184
§ 2 Angabe der Dimensionsformeln und konkrete Werte
ist. Nachrechnen liefert, dass dies unter der Bedingung V ∈ Γ1 genau dann der Fall
ist, wenn V ∈ Γ1,0(4) ist. Dies ist eine Untergruppe vom Index 6 in Γ.
Weiter erfüllt aber auch die Matrix V2 :=
( 1+i
2 − 1+i4
1+ i 1+i2
)
∈ S1 SL(2,R) diese Bedin-
gungen und es ist V22 =
(
0 − i2
2i 0
)
.
Insgesamt ist dann Γ1,0(4) eine Untergruppe vom Index 4 in RAut(H2)R−1.
Der Beitrag ist dementsprechend 296 · 64 = 396 .
Der konstante Term in der Dirichlet-Reihe ∑
H∈Her1(2,O(K))/∼
vol(S1 SL(2,R)/(RAut(H)R−1))
4pi·|det(H)|s ist
also gegeben durch 596 .
Andererseits ist der konstante Term von ζ1(Her(2,O(K)), s) nach der Formel von Saito
gegeben durch 5pi
3
96 . Also wieder c =
1
pi3
. 
Der Gesamtbeitrag wird damit gegeben durch
lim
e→0
2pi ·
√
|∆K| · # Z(Γ) · q−4−2e · h(e) · c
· (cos(pie)ζ0(Her(2,O(K)), 2+ e)− ζ1(Her(2,O(K)), 2+ e)) . (1)
Es ist jetzt lim
e→0
q−4−2e = q−4 und wir wissen
lim
e→0
h(e) = 23pi
Γ(k− 2)Γ(k− 3)Γ(1)Γ(2)
Γ(k)Γ(k− 1) = 2
3pi · 1
(k− 1)(k− 2)2(k− 3) . (2)
Bestimmen wir noch lim
e→0
(cos(pie)ζ0(L, 2+ e)− ζ1(L, 2+ e)). Hier ist natürlich
L = Her(2,O(K), wir stellen aber fest, dass die folgende Rechnung auch für andere
Gitter L analog funktioniert.
Bekanntlich lässt sich cos(pie) in eine Potenzreihe der Form 1+ o(e2) entwickeln.
Die Funktionen ζ0(L, ∗) und ζ1(L, ∗) besitzen bei 2 einen einfachen Pol und das Resi-
duum ist ebenfalls gleich. Wir erhalten also Laurent-Entwicklungen der Form
ζ0(L, 2+ e) =
a−1
e
+ a0 + o(e)
ζ1(L, 2+ e) =
a−1
e
+ b0 + o(e).
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Damit ist
cos(pie)ζ0(L, 2+ e)− ζ1(L, 2+ e)
= (1+ o(e2))
( a−1
e
+ a0 + o(e)
)
−
( a−1
e
+ b0 + o(e)
)
=
( a−1
e
+ a0 + o(e)
)
+ o(e) + o(e2) + o(e3)−
( a−1
e
+ b0 + o(e)
)
= a0 − b0 + o(e)
und somit
lim
e→0
(cos(pie)ζ0(L, 2+ e)− ζ1(L, 2+ e)) = a0 − b0 = lim
e→0
(ζ0(L, 2+ e)− ζ1(L, 2+ e)) .
Nutzen wir nun das Resultat von Saito, so ist im Fall L = Her(2,O(K)
lim
e→0
(ζ0(L, 2+ e)− ζ1(L, 2+ e))
= cK lim
s→2
− 1|∆K| · ζ(s) · L(s− 1,χK)−
1
|∆K| · ζ(s) · L(s− 1,χK)
=−2cK 1|∆K| · ζ(2) · L(1,χK).
Wir entnehmen zudem von Shimura [Shi97, (24.5.6)], dass
L(1,χK) =
pi√|∆K| · 2#O(K)∗ · hK
ist. Dabei ist #O(K)∗ die Anzahl der Einheiten von O(K) und hK ist die Klassenzahl
von K. Da wir lediglich Körper mit Klassenzahl 1 betrachten, entfällt dieser Faktor in
unserem Fall.
Setzen wir zudem cK = |∆K| · pi22·|O(K)∗| · ζ(2) ein, so erhalten wir den Wert
= −2|∆K| · pi22 · #O(K)∗ ·
1
|∆K| ·
pi4
62
· pi√|∆K| · 2#O(K)∗
= − pi
6
36
√|∆K| · (#O(K)∗)2 .
Mit diesem Grenzwert, der Aussage #O(K)∗ = # Z(Γ) und (2) ist der Gesamtbeitrag
in (1) damit gegeben durch
− 2
2pi4
32 · q4 · (k− 1)(k− 2)2(k− 3) · # Z(Γ) .
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Multiplizieren wir dies mit C(k, 2), so ergibt sich
− 1
24 · 32 · q4 · # Z(Γ) .
Multipliziert man nun mit µ2(q,m), so erhält man, da q ≥ 3 ist,
1
2
· q15∏
p|q
(
2
∏
k=1
(
1− 1
p2k
) 2
∏
k=2
(
1− χ(p)
p2k−1
))
· −1
24 · 32 · q4 · # Z(Γ)
=− 1
25 · 32 · # Z(Γ)q
11∏
p|q
(
1− 1
p2
)(
1− 1
p4
)(
1− χ(p)
p3
)
.
Da ζ j für s > 2 absolut konvergiert, folgt zudem, dass der Faktor det(Y)−e für die
Matrizen
(
E H
0 E
)
tatsächlich konvergenzerzeugend ist.
Damit erhalten wir die Dimensionsformel für Γ(q) mit q ∈N und q ≥ 3. Zuerst geben
wir die allgemeine Form an
(2.10) Hauptsatz
Es ist für k > 6 und q ∈N mit q ≥ 3
dim (Sk(Γ(q))) = µ2(q,m) ·
(
vol(FΓ)
26pi4
(k− 1)(k− 2)2(k− 3)− 1
24 · 32 · q4 · # Z(Γ)
)
.

Man sieht, dass die Dimensionsformel als Funktion k 7→ dim (Sk(Γ(q))) für jedes q ≥ 3
ein Polynom vierten Grades ist.
Die Werte für Z(Γ) und vol(FΓ) hängen dabei von m ab. Wir geben daher für jedes m
eine Formel an, in der wir diese Werte einsetzen. Zudem geben wir in einer Tabelle
einige beispielhaften Werte an. Da die Dimension durch den Faktor q15 in der Stufe q
stark anwächst, werden wir lediglich die Stufen 3, 4 und 5 in den Tabellen angeben.
Werte für m = 1:
dim (Sk(Γ(q))) =
(
q15(k−1)(k−2)2(k−3)
211335 −
q11
2732
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11 12
3 28210 59395 110992 190372 306040 467635
4 1635840 3438080 6419968 11007488 17692160 27031040
5 62928450 132194075 246797200 423109700 680022200 1038944075
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Werte für m = 2:
dim (Sk(Γ(q))) =
(
q15(k−1)(k−2)2(k−3)
210325 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11 12
3 157690 331435 618904 1061164 1705600 2605915
4 9825280 20638720 38530048 66055168 106163200 162196480
5 383824350 806121225 1504830600 2579768100 416105600 6334371225
Werte für m = 3:
dim (Sk(Γ(q))) =
(
q15(k−1)(k−2)2(k−3)
29355 −
q11
2633
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11 12
3 12060 25425 47538 81558 131130 200385
4 817280 1718400 3209344 5503104 8845440 13514880
5 28410200 59691450 111447700 191072700 307097700 469191450
Werte für m = 7:
dim (Sk(Γ(q))) =
(
q15(k−1)(k−2)2(k−3)
26335·7 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11
3 129320 271880 507752 870632 1399400
4 6549120 13758080 25685632 44035712 70774400
5 292418100 614168100 1146518100 1965518100 3158918100
Werte für m = 11:
dim (Sk(Γ(q))) =
(
q15(k−1)(k−2)2(k−3)
29325 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11
3 315640 663130 1238068 2122588 3411460
4 22112640 46442880 86698368 148629888 238872960
5 755544400 1586731900 2961969400 5077719400 8160669400
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Werte für m = 19:
dim (Sk(Γ(q))) =
(
11q15(k−1)(k−2)2(k−3)
29335 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11
3 1247120 2619260 4889528 8382248 13471640
4 81095040 170305920 317909376 54991616 875882880
5 2770544400 5818231900 10860769400 18618519400 29922669400
Werte für m = 43:
dim (Sk(Γ(q))) =
(
83q15(k−1)(k−2)2(k−3)
29335 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10 11
3 9411920 19765340 36895544 63249704 101651480
4 611936640 1285073280 2398808448 4112247168 6608972160
5 21242730600 44609824350 83271743100 142751618100 229422293100
Werte für m = 67:
dim (Sk(Γ(q))) =
(
251q15(k−1)(k−2)2(k−3)
29335 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10
3 28463120 59772860 111576248 191273768
4 1850567040 3886197120 7254239616 12435843456
5 64240230600 134904574350 251821943100 431694818100
Werte für m = 163:
dim (Sk(Γ(q))) =
(
233q15(k−1)(k−2)2(k−3)
2833 −
q11
2632
)
· ∏
p|q
(
1− 1p2
) (
1− χ(p)p3
) (
1− 1p4
)
q
k
7 8 9 10
3 264221720 554865920 1035749960 1775571560
4 17178618240 36075104640 67340200320 115440347520
5 596334293100 1252302105600 2337630668100 4007366918100
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- q = 2 -
Betrachten wir nun den Fall q = 2. Hier müssen wir zusätzlich den Fall m = 63 und
m = 167 ausschließen, da wir in diesem Fall VI(4.6) nicht gezeigt haben.
Wir können die Ergebnisse des Falles q > 2 für die Matrizen mit charakteristischem
Polynom (x− 1)4 übernehmen.
Dazu müssen wir allerdings noch den Beitrag der Matrizen mit charakteristischem
Polynom (x− 1)2(x+ 1)2 addieren.
Nun berechnen wir die Beiträge der Matrizen mit diesem charakteristischem Polynom.
Wir nutzen die alternative Darstellung Kk(Z,W) = C(k, n) 1# Z(Γ(2)) ∑
M∈Γ
kk(M,Z,W). Da
# Z(Γ(2)) = 2 ist, müssen wir also alle Ergebnisse mit 12 multiplizieren.
Wir wissen, dass es drei Typen gibt.
Typ 1: Ms1,s2 =
(
1 s1
0 1
)
×−
(
1 s2
0 1
)
, wobei s1 und s2 alle geraden Zahlen ungleich 0
durchlaufen.
Wir halten zuerst fest, dass ∑
s1,s2∈2Z\{0}
∫
C0(M,U (2,C))\H
∣∣∣HMs1,s2 (Z)pMs1,s2 (Z, e)∣∣∣dZˆ für je-
des e > 0 konvergiert, denn wir können diesen Wert abschätzen gegen cζ(1 + e)2 für
ein geeignetes, nicht von e abhängiges c > 0. Damit ist pMs1,s2 (Z, e) ein konvergenzer-
zeugender Faktor.
Dann ist mit den bisherigen Ergebnissen aus dem Kapitel sowie (2.4)
lim
e→0 ∑s1,s2∈2Z\{0}
∫
C0(M,U (2,C))\H
HMs1,s2 (Z)pMs1,s2 (Z, e)dZˆ
=
(−1)k · 4 · pi2
(k− 1)(k− 2)2(k− 3) ·
(
−pi
2
)2
=
(−1)k · pi4
(k− 1)(k− 2)2(k− 3) .
Multiplizieren wir das mit C(k, 2), so ergibt sich (−1)
k
26 .
Weiter ist vol (C0(M,U (2,C))/C0(M, Γ)) = 1.
Der Term |C0(M, Γ) ∩ Z(Γ)| ergibt 1 und es ist
[(Z(M, Γ)/ Z(Γ)) : (C0(M, Γ)/(C0(M, Γ) ∩ Z(Γ))] = # Z(Γ).
Der Beitrag dieser Matrizen ist damit insgesamt
1
2
µ2(2,m)
(−1)k
26 · # Z(Γ) = µ2(2,m)
(−1)k
27 · # Z(Γ) .
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Typ 2a: Ms = E×−
(
1 s
0 1
)
, wobei s alle geraden Zahlen ungleich 0 durchläuft.
Auch hier kann man ∑
s∈2Z\{0}
∫
C0(M,U (2,C))\H
|HMs(Z)pMs(Z, e)|dZˆ abschätzen gegen
cζ(1 + e) für ein geeignetes c. Damit was auch in diesem Fall pMs(Z, e) ein konver-
genzerzeugender Faktor.
Mit den Ergebnissen aus dem Kapitel sowie (2.4) ist
lim
e→0 ∑s∈2Z\{0}
∫
C0(M,U (2,C))\H
HMs(Z)pMs(Z, e)dZˆ
=
(−1)k · pi
(k− 1)(k− 2)(k− 3) ·
(
−pi
2
)
=
(−1)k−1 · pi2
2(k− 1)(k− 2)(k− 3) .
Multipliziert mit C(k, 2) ist das Resultat (−1)
k ·pi−2(k−2)
27 .
Weiter ist vol (C0(M,U (2,C))/C0(M, Γ)) = vol(SL(2,R)/ SL(2,Z)) = pi23 .
Der Term |C0(M, Γ) ∩ Z(Γ)| ergibt 1 und es ist
[(Z(M, Γ)/ Z(Γ)) : (C0(M, Γ)/(C0(M, Γ) ∩ Z(Γ))] = # Z(Γ)2 .
Der Beitrag ist damit insgesamt
1
2
µ2(2,m)
(−1)k−1 · pi−2(k− 2)
27
· pi
2
3
· 2
# Z(Γ)
= µ2(2,m)
(−1)k
27 · 3 · # Z(Γ) · (k− 2).
Typ 2b: Ms = −E×
(
1 s
0 1
)
, wobei s alle geraden Zahlen ungleich 0 durchläuft.
Der Beitrag ist der gleiche wie der der Matrizen vom Typ 2a, also
1
2
µ2(2,m)
(−1)k−1 · pi−2(k− 2)
27
· pi
2
3
· 2
# Z(Γ)
= µ2(2,m)
(−1)k
27 · 3 · # Z(Γ) · (k− 2).
Typ 3: M = E×−E.
Dann ist mit den bisherigen Ergebnissen∫
C0(M,U (2,C))\H
HM(Z)pM(Z, e)dZˆ
=
(−1)k
8
2k2 − 8k+ 7
(k− 1)(k− 2)2(k− 3) .
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Wir multiplizieren diesen Wert erneut mit C(k, 2) und erhalten
(−1)kpi−4
29 (2k
2 − 8k+ 7).
Es ist weiter
vol (C0(M,U (2,C))/C0(M, Γ)) = vol(SL(2,R)/ SL(2,Z))2 · 2# Z(Γ) =
2pi4
9 · # Z(Γ) .
Der Term |C0(M, Γ) ∩ Z(Γ)| ergibt 2 und es ist
[(Z(M, Γ)/ Z(Γ)) : (C0(M, Γ)/(C0(M, Γ) ∩ Z(Γ))] = 1.
Der Beitrag ist damit insgesamt
1
2
µ2(2,m)
(−1)kpi−4
29
(2k2 − 8k+ 7) · 2pi
4
9 · # Z(Γ) · 2
= µ2(2,m)
(−1)k
28 · 32 · # Z(Γ) · (2k
2 − 8k+ 7).
Rechnen wir alle Ergebnisse zusammen, so erhalten wir das folgende Ergebnis.
(2.11) Lemma
Der Beitrag der Matrizen mit charakteristischem Polynom (x − 1)2(x + 1)2 zum Di-
mensionsintegral der Gruppe Γ(2) ist
µ2(2,m) · (−1)
k
28 · 32 · # Z(Γ) · (3
2 · 2− 3 · 22 · (k− 2) + (2k2 − 8k+ 7))
= µ2(2,m) · (−1)
k
28 · 32 · # Z(Γ) · (2k
2 − 20k+ 49).

Addieren wir noch die Beiträge der Matrizen mit charakteristischem Polynom (x− 1)4,
so erhalten wir die Dimensionsformel für q = 2.
(2.12) Hauptsatz
Es ist für k > 6
dim (Sk(Γ(2)))
= µ2(2,m)
(
vol(FΓ) · (k− 1)(k− 2)2(k− 3)
26pi4
+
(−1)k · (2k2 − 20k+ 49)− 1
28 · 32 · # Z(Γ)
)
.

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Es ergeben sich damit folgende beispielhafte Werte:
m
k
7 8 9 10 11 12 13 14
1 80 250 312 792 900 1890 2100 3832
2 560 1340 2192 4272 6120 10380 13880 21392
3 35 135 136 426 405 1005 970 2016
7 365 910 1428 2898 4005 7020 9120 14428
11 1305 2925 5112 9342 14175 22815 31950 47232
19 4905 10485 19224 33534 53055 82215 119070 170784
43 37305 78525 146232 251262 402975 616815 903150 1282752
(2.13) Bemerkung
Natürlich bekommt man den gleichen Wert, wenn man die andere Darstellung von
Kk(Z,W) nutzt. In diesem Fall muss man über ein Vertretersystem der Konjugations-
klassen in Γ/ Z(Γ) summieren. Man muss nun beachten, dass die Matrizen
−E×
(
1 s
0 1
)
und E×−
(
1 s
0 1
)
modulo Z(Γ) identisch sind. Wir summieren daher
nur über die Matrizen vom Typ 2a und lassen die vom Typ 2b weg. Da man allerdings
den Vorfaktor 1# Z(Γ(2)) nicht benötigt, bleibt der Beitrag gleich.
Mehr aufpassen muss man bei den Matrizen vom Typ 3 und vom Typ 1. Bei den Ma-
trizen vom Typ 1 gilt nämlich, dass
(
1 s1
0 1
)
×−
(
1 s2
0 1
)
und
(
1 s2
0 1
)
×−
(
1 s1
0 1
)
in Γ/ Z(Γ) konjugiert sind. Daher wird hier ein Vertretersystem gegeben, wenn man
zusätzlich die Bedingung s1 ≥ s2 als Bedingung hinzufügt.
Ist s1 = s2, so ist ±diag
((
0 1
1 0
)
,
(
0 1
1 0
))
/± E im Zentralisator von ±Ms1,s1 /± E,
aber nicht im Zentralisator von Ms1,s1 in Γ. Daher ist der Ausdruck
[Z(M, Γ/ Z(Γ)) : C0(M, Γ/ Z(Γ))]
in diesen Fällen doppelt so groß wie
[(Z(M, Γ)/ Z(Γ)) : (C0(M, Γ)/(C0(M, Γ) ∩ Z(Γ))] .
Damit erhält man das gleiche Ergebnis. 
(2.14) Bemerkung
Da die Poincaresche Reihe Kk(Z,Z) nur für k > 6 konvergiert, können wir für kleinere
k keine Aussage treffen. Nach einer Vermutung von Hashimoto [Has83, §7] liefert die
Formel aber auch den richtigen Wert für den Fall k = 6, während der Wert für k < 6
nicht mehr mit der Dimension übereinstimmt. 
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§ 3 Ausblick
Zum Abschluss der Arbeit werden wir noch einen kurzen Blick auf mögliche Verall-
gemeinerungen werfen.
Eine mögliche Erweiterung besteht darin, sich den Fall q = 2 und m = 67 oder
m = 163 anzusehen, den wir in (2.12) noch ausschließen mussten. Wenn man hier
zeigen kann, dass VI(4.5) und somit VI(4.6) gültig bleiben, so folgt sofort (2.12) auch
für diese beiden Fälle. Es ist zwar wahrscheinlich nicht zielführend, den Beweis von
VI(4.5) für diesen Fall auf die gleiche Weise zu führen, da sich durch die schwächeren
Abschätzungen für größere Diskriminanten die Anzahl der Möglichkeiten, die man
prüfen muss, stark erhöht. Allerdings dürfte es möglich sein, die Rechnung mit Com-
puterhilfe zu führen und zu bestätigen (oder zu widerlegen).
Die natürlichste Verallgemeinerung besteht sicherlich darin, eine Dimensionsformel
für die volle Modulgruppe zu bestimmen. Dabei treten jedoch direkt mehrere Proble-
me auf. Einmal fehlen dazu die Integrale∫
C0(M,U (2,C)\H
HM(Z)pM(Z, e)dZˆ
für die restlichen Typen von Matrizen aus IV(1.1), welche auch von bedeutend kompli-
zierterer Gestalt als die bisherigen Fälle sind. Zum Anderen braucht man aber eben-
falls ein Vertretersystem der zugehörigen Konjugationsklassen. Für nicht elliptische
Elemente nutzte man dafür die Siegelsche Variante von der Aussage IV(2.6). Wir ha-
ben allerdings bereits gezeigt, dass diese Aussage im hermiteschen Fall nicht richtig
ist. Für elliptische Elemente gibt es im Siegelschen Fall dazu unterschiedliche Änsätze,
unter anderem von Gottschling [Got61] und Hashimoto [Has83].
Gottschling nutze dazu seine Theorie über Fixpunkte, wie wir sie für den hermite-
schen Fall in IV(§ 4) betrachtet haben, um ein Vertretersystem explizit zu berechnen.
Im hermiteschen Fall hat man aber die Probleme, dass die Zerlegung in R und T nicht
mehr eindeutig ist und zudem die Abschätzungen viel schwächer sind, als im Siegel-
schen Fall.
Hashimoto nutzte dazu eine Beschreibung der symplektischen Gruppe als Stabilis-
tor einer hermiteschen Form über einer Quaternionenalgebra, die er in [Has83, (1-2)]
explizit angibt. Diese Konstruktion funktioniert allerdings nicht mehr für die hermi-
tesche Modulgruppe. Allerdings fasst Shimura die Gruppe U (2,K) als Stabilisator
einer hermiteschen Form auf (vergleiche [Shi97, (1.6)]). Man könnte daher versuchen,
Hashimotos Vorgehen hierauf zu übertragen.
Eine weitere Möglichkeit besteht darin, sich eine Hauptkongruenzuntergruppe einer
Stufe q ∈ O(K) anzusehen, wobei q nicht mehr in Z ist. Ist |q| > 2 so bleibt das
Vorgehen das gleiche wie im Fall q ∈ Z und |q| > 2. Wertet man die Formel je-
doch wie in (§ 2) aus, so benötigt man noch zwei Werte. Erstens muss man das Er-
gebnis mit dem Index µ2(q,m) multiplizieren. Diesen Wert kann man mit Hilfe der
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Formeln aus (§ 1) jedoch berechnen. Zudem benötigt man aber ebenfalls den Grenz-
wert lim
e→0
ζ0(2 + e, L)− ζ1(2 + e, L) für das Gitter L = Her(qO(K)). In diesem Fall ist
allerdings Her(qO(K)) 6= qHer(O(K)), weswegen man das Ergebnis von Saito über
ζ j(2 + e, Her(O(K))) nicht verwenden kann. Für ein allgemeines q ∈ O(K) müsste
man versuchen, die Euler-Faktoren in Saitos Formel auszuwerten. Betrachtet man ein
bestimmtes q, so kann man es zudem mit numerischen Methoden versuchen. Kennt
man dim(Sk(Γ(q))) für ein k > 6 aus einem anderen Zusammenhang, so kann man
zudem auf lim
e→0
ζ0(2 + e, L)− ζ1(2 + e, L) schließen, indem man es als Unbekannte in
der Dimensionsformel stehen lässt und die Gleichung danach umstellt.
Ein ähnliches Problem tritt ebenfalls auf, wenn man Spitzenformen mit Charakter be-
trachtet. Betrachtet man q ∈N und q > 3 und will dim(Sk(Γ(q), v)) für einen Charak-
ter v von Γ(q) bestimmen, so muss man erstens III(2.6) anpassen, da ein Charakter von
Γ(q) nicht unbedingt ein Charakter für Γ ist. Zudem erhält man zudem nicht mehr die
Shintani-Zetafunktionen, denn statt ∑
H∈qHerj(n,O(K))/∼
µ(H)|det(H)|−s ergibt sich beim
Auswerten der Spurformel die Reihe
∑
H∈qHerj(n,O(K))/∼
µ(H)|det(H)|−sv
(
E H
0 E
)
.
Dieser Fall scheint damit sehr schwer lösbar zu sein. Weder sind mir Arbeiten zur
Shintani-Zetafunktion erweitert um einen Charakter, noch zur Anwendung der Sel-
bergschen Spurformel auf Siegelsche Spitzenformen mit Charakter bekannt.
Wir haben die Dimension zudem nur für die imaginärquadratischen Zahlkörper be-
stimmt, deren Klassenzahl gleich 1 ist. Betrachtet man Körper mit einer Klassenzahl
größer als 1 und eine Stufe q ∈ N mit q ≥ 3, so liegt das Problem im Bestimmen ei-
nes Vertretersystems der Matrizen mit charakteristischem Polynom (x− 1)4. Während
viele Resultate erhalten bleiben, wurde IV(3.2) nur unter der Voraussetzung, dass die
Klassenzahl von K gleich 1 ist bewiesen. Es ist auch nicht anzunehmen, dass dieser
Satz ohne diese Voraussetzung richtig bleibt. Richtig könnte der Satz vielleicht blei-
ben, wenn man die verschiedenen Spitzengruppen betrachtet, die sich in diesem Fall
ergeben. Daher müsste man diese versuchen zu charakterisieren und in diesen jeweils
Vertreter suchen.
Bisher haben wir die Dimension des Raumes der Spitzenformen bestimmt. Interessant
wäre natürlich ebenfalls die Dimension des Raumes der Modulformen. Im Fall der
vollen Siegelschen Modulgruppe gilt die Formel
dim(Mk(Sp(2,Z))) = dim(Sk(Sp(2,Z))) + dim(Mk(Sp(1,Z))).
Das ergibt sich daraus, dass der Φ-Operator einerseits ein Homomorphismus
Mk(Sp(2,Z))→Mk(Sp(1,Z)) mit Kern(Φ) = Sk(Sp(2,Z)) ist und somit
dim(Mk(Sp(2,Z))) ≤ dim(Sk(Sp(2,Z))) + dim(Mk(Sp(1,Z)))
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gilt. Andererseits kann mit Hilfe der Klingenschen Eisensteinreihe gezeigt werden,
dass der Φ-Operator zusätzlich surjektiv abbildet. Im Falle einer Kongruenzunter-
gruppe ist allerdings im Allgemeinen Kern(Φ) 6= Sk(Γ2(q)), denn ist f ∈ Mk(Γ2(q)),
so folgt aus f |Φ = 0 noch nicht f |R|Φ = 0 für jedes R ∈ U (2,K). Daher müsste man
auch hier zuerst die Anzahl der Spitzen r von Γ(q) bestimmen. Für die Anzahl der
Spitzen gibt es im Siegelschen Fall eine Formel von Christian [Chr68a]. Diese müss-
te richtig bleiben, wenn die Klassenzahl von K gleich 1 ist. Nun betrachtet man eine
Abbildung
Mk(Γ2(q))→ (Mk(Γ1(q)))r, f 7→ ( f |R1|Φ, ..., f |Rr|Φ),
deren Kern gerade Sk(Γ2(q)) ist. Allerdings müsste man ebenfalls noch prüfen, inwie-
fern diese Abbildung auch surjektiv ist.
Als weitere Möglichkeit verbleibt, den Fall n > 2 zu betrachten. Im Falle der Siegel-
schen Modulgruppe wurde dies für Hauptkongruenzuntergruppen der Stufe q > 3
von Wakatsuki [Wak16] und von Ibukiyama und Saito [IS12] gemacht. Dabei stellte
sich heraus, dass lediglich Matrizen vom Typ
(
E S
0 E
)
mit S symmetrisch einen Beitrag
zum Dimensionsintegral liefern und dass sich jeder dieser Beiträge ausdrücken lässt
durch den Index der Hauptkongruenzuntergruppe zur Stufe q, die Volumen der Fun-
damentalbereiche von Sp(j,Z) für j ≤ n und Werte der Shintani-Zetafunktion für
symmetrische Matrizen. Ein ähnliches Resultat ist auch für Γn(q) zu erwarten. Ist n
allgemein, so müsste man natürlich für alle konkreten Rechnungen einen allgemeinen
Ansatz finden, für n = 3 müsste das Vorgehen in dieser Arbeit aber analog funktio-
nieren.
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