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I. INTRODUCTION
Creating and studying exotic phases of matter is one of the most challenging goals in contemporary physics. The increasingly sophisticated simulation abilities of systems such as cold atoms in optical lattices, trapped ions, or superconducting qubits make this accessible by means of Feynmann's original idea of using highly controllable quantum systems to simulate other quantum systems. Among those exotic phases, non-Abelian topologically ordered states and topological spin liquids, such as resonating valence bond (RVB) states in frustrated lattices, are probably the holy grails of this area of quantum state engineering. Progress on the creation of such exotic phases in various experimental systems has accelerated rapidly in recent years, including cold atoms [1] , ion traps [2] , photonic devices [3] , and superconducting devices [4] .
Recently [5] , a very general way of constructing quantum states on a quantum computer was proposed. The wide applicability of the method lies in the fact that there is a variational class of quantum states, called projective entangled pair states (PEPS) [6] , which has a simple local description but is nonetheless complex enough to approximate the low-energy sector of local Hamiltonians. (A review of the analytical and numerical evidence for this can be found in [7] and the references therein.) However, a crucial technical assumption in the main result of [5] , called "injectivity," excludes any possibility of constructing quantum states with topological order.
The main aim of this article is to significantly extend these results to include exotic topological quantum phases, by proving the following.
Main result. Any G-injective PEPS can be prepared on a quantum computer in polynomial time, when the spectral gap of the associated parent Hamiltonian scales at most inverse polynomially in the system size.
"G-injectivity", introduced only recently in [7] (and explained more fully below), is a substantially weaker requirement than injectivity, which explicitly allows for topological order. A compelling example of the significance of this result is the very recently proven fact that the RVB state in the kagome lattice (conjectured to be a topological spin liquid) is a Z 2 -injective PEPS, with numerical evidence that the gap assumption is also verified [8] . Our result therefore gives one way in which the RVB state (and other topological states) can be prepared efficiently on a general quantum simulator. A large class of topological states is captured by quantum-double models [9] . These are equivalent to G-isometric PEPS [10] and easy to prepare [11] , which is related to the fact that the terms of the respective parent Hamiltonians always commute. G-injective PEPS generalize G-isometric PEPS and capture an even larger class of topological quantum states which are ground states of parent Hamiltonians with noncommuting terms for which no efficient preparation procedure has been known before. Engineering exotic quantum states by quantum simulation complements research aimed at finding materials that directly exhibit topological behavior, and is already beginning to bear fruit experimentally [1] [2] [3] [4] .
In the following section, we summarize basic notions of PEPS required in this work, and introduce the class of G-injective PEPS which includes many of the important topological quantum states. We then briefly review the algorithm of Ref. [5] for preparing injective (nontopological) PEPS before proceeding to show how this algorithm can be extended to the much larger class of G-injective PEPS, thereby allowing efficient preparation of many exotic topological quantum states. Finally, we close with some concluding remarks and open questions.
Projected entangled pair states. For simplicity, we will focus on PEPS defined on a square lattice, but the results can be generalized to other lattices. An (unnormalized) PEPS can be described as follows. [7] .
A particularly interesting class of PEPS is the class of G-isometric PEPS, defined for any finite group G as follows. Take a semiregular representation of G [7] , that is, a representation U g = ⊕ α V α g ⊗ 1 r α having at least one copy of each irrep α. Note that the regular representation is exactly the one for which r α is the dimension d α of the irrep V α g for all α. We can define the reweighting map
which is real, diagonal, commutes with U g , and satisfies Tr 4 U g = |G|δ g,e . (For the regular representation, = 1.) The PEPS is then defined by taking, for all
.G-isometric PEPS were originally defined in [7] only for the regular representation, and shown to be exactly the quantum-double models of Kitaev [9] . We use the argument described in [7] for the toric code and RVB states, generalized here to arbitrary G-isometric PEPS, to see that the G-isometric PEPS for any semiregular representation is equivalent to the one for the regular representation. Let us start with a semiregular representation U g of a group G, and let
We will show how B can indeed be seen as the G-isometric PEPS corresponding to the regular representation, possibly composed with an isometry which embeds the initial Hilbert space into a sufficiently large one. The latter can be prepared efficiently on a quantum computer by other means [11] , which will be discussed in more detail in Sec. II.
To show this, we decompose the tensor B into two tensors of the form A = (
where U g and U g are interchanged as needed, as shown in Fig. 1(a) ]. By regrouping these new tensors, we obtain a new PEPS decomposition of the same state, where now the bond 
By calling g = g −1
1 g 1 and using Eq. (1) it is straightforward to see that
(4) equals 1 if and only if there exist g such that g i g = g i for all i. Otherwise, the expression is identically zero. Therefore,
for the regular representation R g , hence the new PEPS C is the G-isometric PEPS corresponding to the regular representation.
If, on top of a G-isometric PEPS, we apply a further invertible (and w.l.o.g. positive-definite) linear map A ν :
, we obtain a "G-injective" PEPS [7] . (Here, d is the dimension of the symmetric subspace associated with the group.) The parallel with plain injective PEPS is clear. Both are defined by invertible maps on top of a G-isometric PEPS. In the case of injective PEPS, the group is the trivial one and the representation is simply 1 d (d copies of the left-regular representation of the trivial group).
G-isometric PEPS have very nice properties, coming from their topological character, which are inherited by the more general G-injective PEPS. For instance, for each G-isometric PEPS |ψ there exists a local frustration-free Hamiltonian (called the PEPS "parent Hamiltonian" [7] ), consisting of commuting projectors and having as ground space the subspace (over)spanned by {|ψ;
(Here, |ψ; K is the PEPS obtained by the same maps A, except that we first apply an additional U ⊗V g to exactly one vertical strip V and U ⊗H h to exactly one horizontal strip H in the initial collection of maximally entangled states [7] .) This generalizes to G-injective PEPS, except that the local Hamiltonian terms are no longer necessarily commuting projectors.
We will denote by |A 1 . . . A t the G-injective PEPS defined by applying the map A j to vertex j for j = 1, . . . ,t (and identity to the rest of the vertices) on top of the G-isometric PEPS, and define the states |A 1 . . . A t ; K analogously to above, which again (over)span the ground space of a frustration-free local parent Hamiltonian H t .
II. ALGORITHM A. Preparing injective PEPS
We first briefly review the algorithm of [5] The solution to (ii) is more subtle, and makes use of Jordan's lemma of 1875 on the simultaneous block diagonalization of two projectors, which we first recall:
Lemma 1 (Jordan [15] ). Let R and Q be projectors with rank s r and s q , respectively. Then, both projectors can be decomposed simultaneously in the form R = [5] shows that if the current state is in the 2 × 2 block containing the ground state of H t , then the PEPS structure guarantees the probability of a successful projection onto P t+1 is at least κ( [16] in the context of Quantum Merlin-Arthur (QMA) amplification). If this "rewind" measurement succeeds, then we are back where we started and can try again. What if the "rewind" measurement fails? By Lemma 1, we must be in the excited state from the same 2 × 2 block, so we can still try to project "forwards" with the same lower bound on the success probability, thus, iterating forwards and backwards measurements until success generates a Markov chain with successful projection onto the ground state of H t+1 as the unique absorbing state. Moreover, the success probability in each step is bounded away from zero, so this process converges in polynomial time to the ground state of H t+1 .
B. Preparing G-injective PEPS
Consider the algorithm of the preceding section from the perspective of G-injective PEPS. An injective PEPS can always be viewed as a G-injective PEPS for the representation 1 of the trivial group. The algorithm starts from the state FIG. 2. Preparing a G-injective PEPS. H t (t = 1 . . . N) consisting of maximally entangled pairs between each site, and transforms this into the desired state by projecting onto the ground states of a sequence of injective parent Hamiltonians. But, the initial state is none other than the G-isometric PEPS corresponding to the representation 1 of the trivial group. This hints at a generalization of the algorithm to G-injective PEPS for arbitrary groups G: start by preparing the corresponding G-isometric PEPS, and successively transform this into the desired G-injective PEPS by projecting onto the ground states of the sequence of G-injective parent Hamiltonians (see Fig. 2 ).
There are, however, two obstacles to implementing this approach. (i) The initial G-isometric PEPS can be a substantially more complicated many-body quantum state than the trivial product of maximally entangled pairs we must prepare in the injective case. (ii) Since G-injective parent Hamiltonians are topological, they have degenerate ground-state subspaces. But, the Marriott-Watrous "rewinding trick" [16] relies on the measurement projectors being one dimensional; it breaks down in general for higher-dimensional projectors.
There is a direct solution to (i). Reference [7] proves that, for any group G, the parent Hamiltonian of the G-isometric PEPS for the regular representation corresponds precisely to a quantum-double model [9, 10] . But, Ref. [11] shows that ground states of quantum-double models can be generated exactly by a polynomial-size quantum circuit. We can therefore use this circuit to efficiently prepare the G-isometric PEPS for the regular representation of G. Even though the argument above only applies to regular representations of G, we have shown in Sec. I that a G-isometric PEPS for any semiregular representation is equivalent to the one for the regular representation (up to local isometries) by simply regrouping the tensors. Thus, the argument generalizes straightforwardly.
The second obstacle (ii) is more delicate. As described above, the Marriott-Watrous "rewinding" used in the injective case [5] works because the Hamiltonians H t and H t+1 at each step have unique ground states, so that the back-and-forth measurement process is confined to a single 2 × 2 block. However, in the G-injective case, the Hamiltonians no longer have unique ground states, and there are multiple 2 × 2 blocks corresponding to different ground states. Thus, when we "rewind" a failed measurement, the backwards measurement could project us back into any superposition of states from any of the blocks corresponding to the ground-state subspace. Now, A t+1 is only invertible on the G-symmetric subspace, so it necessarily has some zero eigenvalues. Hence, κ(A t+1 ) = ∞ and the lower bound κ(A t+1 ) −2 = 0 on the probability of a successful forward measurement is useless. Although there may still exist some ground state |ψ 
Proof. The minimum overlap d min between projectors P t and P t+1 is given by 
is contained in ker H t+1 . Choosing |ψ t+1 = |ϕ t+1 in Eq. (5), we obtain the lower bound
It is immediate from the definition of G-injective PEPS that the ground states of H t are symmetric, so that the projector P t is supported on the symmetric subspace S G . Thus, the minimization is over symmetric states and, recalling that w.l.o.g. A t is positive semidefinite, we obtain the claimed bound
by the variational characterization of eigenvalues.
FIG. 3. (Color online)
The sequence of outcomes of the binary measurements {P t ,P ⊥ t } and {P t+1 ,P ⊥ t+1 }. We start in an eigenstate |ψ t of P t , and want to transition to a state in the subspace P t+1 . With nonzero probability, the first measurement succeeds with outcome P t+1 . If it fails, we have prepared a state in the P ⊥ t+1 subspace. We "unwind" the measurement by measuring {P t ,P ⊥ t } again. Upon repeating the {P t+1 ,P ⊥ t+1 } measurement, we again have a nonzero probability of successfully obtaining the P t+1 outcome. This is repeated until success.
III. ANALYSIS
Runtime. We are now in a position to establish the runtime of the algorithm given in Fig. 2 . We start by bounding the failure probability of growing the partial PEPS by a single site. The proof of the following lemma is closely analogous to Lemma 3 in [5] and reproduced below.
Lemma 3. The measurement sequence depicted in Fig. 3 with the two projective measurements {P t ,P ⊥ t } and {P t+1 ,P ⊥ t+1 } has a failure probability bounded by
after m-subsequent measurement steps, where d min = min k d k is the minimal overlap between the eigenstates of P t and P t+1 . Proof. Let Q 1 = P t+1 , Q 0 = P ⊥ t+1 and R 1 = P t , R 0 = P ⊥ t , in accordance with the notation in Lemma 1. Hence, Q 1 projects on to the new ground-state subspace, whereas R 1 is the projector on to the old groundstate subspace. If we start in some state |ψ = R 1 |ψ , the probability of failure of the measurement sequence depicted in Fig. 3 
If we work in the eigenbasis of Q 1 , the individual 2 × 2 block matrices take the form
Since |ψ is left invariant by R 1 , we have that |ψ = k c k |r k , where in this basis every |r k = (
by Lemma 1. We are therefore left with
with d k ∈ [0,1] and k |c k | 2 = 1. Fig. 2 first prepares the initial G-isometric PEPS, which can be done exactly in time O(N ln N) [11] , and then transforms this step by step into the G-injective PEPS, with one step for each of the N vertices of G. Each step has a probability of failure p fail (m) if we repeat the back-and-forth measurement scheme m times. We need to ensure that the total success probability is lower bounded N/ ) .) The classical bookkeeping required to keep track of the Hamiltonians is the same as in [5] . Putting all this together, we arrive at the total runtime stated in the theorem.
IV. DISCUSSION
We have shown how the Marriott-Watrous rewinding technique combined with the unique structure of G-injective PEPS can be used to transition from one state to the next (see Fig. 2 ), successively building up the desired quantum state, even when the state has topological order and the ground states are degenerate. A number of alternative techniques could potentially be substituted for the measurement rewinding approach used here. In each case, the key to proving an efficient runtime is our Lemma 2. In many cases, the existing results in the literature assume nondegenerate ground states, so would need to be generalized before they would apply to the topologically degenerate ground states considered here.
Standard adiabatic state preparation requires a polynomial energy gap along a continuous path joining the initial Hamiltonian with the final one. But, the "jagged adiabatic lemma" of Ref. [18] shows that such a path connecting a discrete set of gapped Hamiltonians always exists if the ground states are unique, and each has sufficient overlap with the next. This is precisely what we prove in Lemma 2. For the "injective" case of [5] , this is sufficient to show that adiabatic state preparation is an efficient alternative to the "rewinding" technique. Our results suggest it may be possible to generalize the jagged adiabatic lemma to degenerate ground states.
More general are the methods of [19] , which subsume the jagged adiabatic lemma and the Marriott-Watrous technique. The results in [19] do not immediately apply to degenerate ground states, but if they can be generalized they could potentially improve the polynomial dependence on the required error probability to a logarithmic one. Similarly, the quantum rejection sampling technique of [20] gives a quadratic improvement over Marriott-Watrous rewinding by a clever use of amplitude amplification. Finally, the spectral gap amplification technique of [21] , which cites injective PEPS preparation [5] as a potential application, may also be applicable. In all three cases, the techniques would first need to be generalized to handle degenerate ground states. Our Lemma 2 would then imply efficiency of the resulting algorithm.
The conditions required for efficient preparation in Theorem 4 (inverse-polynomial scaling of the spectral gaps of the partial parent Hamiltonians, and polynomial scaling of the condition numbers of the PEPS projectors) are reminiscent of the conditions (local gap and local topological quantum order) required for stability of the spectral gap of local Hamiltonians [22] . It is also conjectured that the spectral gap of the parent Hamiltonian should be closely related to the condition number of the PEPS projectors. It would be interesting to understand better the relationships between these various conditions.
The technique introduced in this article, of constructing a complex many-body quantum state by starting from an easily constructable state and successively transforming it into the desired state, is very general. Although we have applied it here to G-injective PEPS, as a class of states including many important topological quantum states, our algorithm can be generalized to other classes of tensor network states, such as string-net models [23] and models constructed from Hopf algebras [24] .
