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Ide´aux ferme´s de certaines alge`bres de Beurling
et application aux ope´rateurs a` spectre de´nombrable
Abstract
We denote by T the unit circle and by D the unit disc of C. Let s be a non-negative
real and ω a weight such that ω(n) = (1 + n)s (n ≥ 0) and such that the sequence( ω(−n)
(1 + n)s
)
n≥0
is non-decreasing. We define the Banach algebra
Aω(T) =
{
f ∈ C(T) :
∥∥f∥∥
ω
=
+∞∑
n=−∞
|fˆ(n)|ω(n) < +∞
}
,
If I is a closed ideal of Aω(T), we set h
0(I) =
{
z ∈ T : f(z) = 0 (f ∈ I)
}
. We describe
here all closed ideals I of Aω(T) such that h
0(I) is at most countable. A similar result
is obtained for closed ideals of the algebra A+
s
(T) =
{
f ∈ Aω(T) : f̂(n) = 0 (n < 0)
}
without inner factor.
Then, we use this description to establish a link between operators with countable spec-
trum and interpolating sets for a∞, the space of infinitely differentiable functions in the
closed unit disc D and holomorphic in D.
1 Introduction
On note T le cercle unite´ et D le disque unite´ de C. Pour un entier p ≥ 0, on note Cp(T)
l’alge`bre des fonctions p fois continuˆment de´rivables sur T. Si ω =
(
ω(n)
)
n∈Z est une suite
de re´els strictement positifs, on de´finit Aω(T) par
Aω(T) =
{
f ∈ C0(T) :
∥∥f∥∥
ω
=
+∞∑
n=−∞
|fˆ(n)|ω(n) < +∞
}
,
ou` fˆ(n) de´signe le nie`me coefficient de Fourier de f . On dit qu’une suite ω =
(
ω(n)
)
n∈Z est
un poids si ω(n) ≥ 1 et ω(m + n) ≤ ω(m)ω(n) pour tout m,n dans Z. Si ω est un poids,
Aω(T) muni de la norme ‖ ‖ω est une alge`bre de Banach. Elle est re´gulie`re si et seulement si
+∞∑
n=−∞
log ω(n)
1 + n2
< +∞ (voir [12], ex.7 p.118). Soit p un entier positif tel que Aω(T) ⊂ C
p(T).
Si I est un ide´al ferme´ de Aω(T), on pose
hk(I) =
{
z ∈ T : f(z) = . . . = f (k)(z) = 0 (f ∈ I)
} (
k ∈ {0, . . . , p}
)
.
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Soit s un re´el positif, on note [s] sa partie entie`re. On dira qu’une suite de re´els strictement
positifs ω =
(
ω(n)
)
n∈Z ve´rifie la condition (Ws) si ω(n) = (1 + n)
s (n ≥ 0)
la suite
( ω(−n)
(1 + n)s
)
n≥0
est croissante,
(Ws)
et qu’il ve´rifie la condition (A) si
ω(−n) = O
(
eε
√
n
)
(n→ +∞), pour tout ε > 0. (A)
Soit ω =
(
ω(n)
)
n∈Z un poids ve´rifiant les conditions (Ws) et (A). On a alors l’inclusion
Aω(T) ⊂ C
[s](T), et Aω(T) est une alge`bre de Banach re´gulie`re. Dans le cas particulier ou` le
poids ω est de´fini par ω(n) = (1 + |n|)s pour tout n ∈ Z, avec s un re´el positif, on notera(
As(T), ‖ ‖s
)
l’alge`bre
(
Aω(T), ‖ ‖ω
)
. On remarque que A0(T) = A(T) n’est rien d’autre que
l’alge`bre de Wiener. On posera e´galement
A+s (T) =
{
f ∈ As(T) : f̂(n) = 0 (n < 0)
}
.
Pour f ∈ A+s (T), on note S(f) son facteur inte´rieur et on pose
Zk+(f) =
{
z ∈ D : f(z) = . . . = f (k)(z) = 0
} (
k ∈ {0, . . . , [s]}
)
.
Si I est un ide´al ferme´ de A+s (T), on note SI son facteur inte´rieur, c’est-a`-dire le plus grand
diviseur inte´rieur commun a` tous les e´le´ments de I non nuls (voir [10] p.85), et on pose
hk+(I) =
⋂
f∈I
Zk+(f).
Nous de´crivons dans un premier temps tous les ide´aux ferme´s I de Aω(T) lorsque h
0(I) est
au plus de´nombrable et lorsque le poids ω ve´rifie les conditions (Ws) et (A). Plus pre´cise´ment,
nous montrons (the´ore`me 3.2) que, sous ces conditions, on a
I =
{
f ∈ Aω(T) : f
(j)(z) = 0 sur hj(I) (0 ≤ j ≤ [s])
}
.
Dans le cas s = 0, nous retrouvons ainsi un re´sultat connu (voir [19]). Nous de´duisons alors
de ce re´sultat une caracte´risation des ide´aux ferme´s de A+s (T) sans facteur inte´rieur (c’est-
a`-dire tel que SI = 1) tels que h
0
+(I) est au plus de´nombrable. On notera H
∞(D) l’alge`bre
des fonctions holomorphes et borne´es dans D et si E[s] ⊂ . . . ⊂ E0 sont des ferme´s de T et S
une fonction inte´rieure, on de´finit
I
(
S; E0, . . . , E[s]
)
=
{
f ∈ A+s (T) : S
∣∣S(f), E0 ⊂ Z0+(f) ∩ T, . . . , E[s] ⊂ Z [s]+ (f) ∩ T},
ou` S
∣∣S(f) signifie que S divise S(f), c’est-a`-dire que S(f)
S
est dans H∞(D). Nous mon-
trons que si I est un ide´al ferme´ de A+s (T) sans facteur inte´rieur tel que h
0
+(I) est au plus
de´nombrable, alors
I = I
(
1; h0+(I) ∩ T, . . . , h
[s]
+ (I) ∩ T
)
.
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Notons que dans le cas s = 0, les ide´aux ferme´s I de A+(T) = A+0 (T) ont e´te´ caracte´rise´s
par J. P. Kahane dans [11] lorsque h0+(I) est fini, par C. Bennett et J. E. Gilbert dans [3]
lorsque h0+(I) est de´nombrable, et enfin par J. Esterle, E. Strouse et F. Zouakia dans [9]
lorsque h0+(I) est le Cantor triadique. D’autre part, J. Esterle a construit un ide´al ferme´ I
de A+(T) tel que I 6= I
(
SI ;h
0
+(I)
)
, de´montrant ainsi que la conjecture de C. Bennett et J.
E. Gilbert dans [3] est fausse.
Dans un deuxie`me temps, nous allons utiliser ce re´sultat pour e´tudier le comportement
de certains ope´rateurs a` spectre de´nombrable et inclus dans T. Soit E un ferme´ de T et s, t
deux re´els positifs ou nuls. On de´signera par P (s, t, E) la proprie´te´ suivante: tout ope´rateur
T inversible sur un espace de Banach tel que SpT ⊂ E et qui ve´rifie les conditions:∥∥T n∥∥ = O(ns) (n→ +∞) (1)∥∥T−n∥∥ = O(eε√n) (n→ +∞), pour tout ε > 0, (2)
ve´rifie e´galement la proprie´te´ plus forte∥∥T−n∥∥ = O(nt) (n→ +∞). (3)
M. Zarrabi a montre´ dans [19] (the´ore`me 3.1 et remarque 2.a) qu’un ferme´ E de T ve´rifie la
proprie´te´ P (0, 0, E) si et seulement si E est de´nombrable.
Nous nous proposons d’e´tudier la proprie´te´ P (s, t, E) pour n’importe quel re´el s ≥ 0. On
dira qu’un ferme´ E de T ve´rifie la condition de Carleson si∫ 2pi
0
log+
1
d(eit, E)
dt < +∞, (C)
et qu’il ve´rifie la condition (ATW) s’il existe des constantes C1, C2 > 0 telles que
1
|L|
∫
L
log+
1
d(eit, E)
dt ≤ C1 log
1
|L|
+ C2 , pour tout arc L de T, (ATW )
ou` |L| de´signe la longueur de l’arc L, et d(eit, E) la distance de eit a` E.
La condition (ATW) vient de [1], ou` les auteurs montrent que les ensembles ve´rifiant (ATW)
sont les ensembles d’interpolation poura∞, l’espace des fonctions holomorphes dans le disque
unite´ et de classe C∞ dans D.
Nous montrons (the´ore`me 5.2) que si E est un ferme´ de´nombrable de T, alors les deux
assertions suivantes sont e´quivalentes:
(i) E ve´rifie la condition (ATW).
(ii) E ve´rifie la condition (C) et pour tout re´el s ≥ 0, il existe un re´el t tel que la proprie´te´
P (s, t, E) soit ve´rifie´e.
Nous montrons ensuite que si E n’est pas de´nombrable, alors la proprie´te´ P (0, t, E) n’est
ve´rifie´e pour aucun re´el t ≥ 0.
3
2 Unite´ approche´e pour certains ide´aux de Aω(T)
Nous allons e´tablir ici que lorsque le poids ω satisfait la condition (Ws), alors l’alge`bre Aω(T)
ve´rifie la condition de Ditkin analytique forte (au sens de [3], p. 4). Pour cela, nous avons
besoin des trois lemmes e´le´mentaires suivants:
Lemme 2.1. Soient β un re´el tel que 0 ≤ β < 1 et j un entier positif. Alors pour tout re´el
x tel que 0 ≤ x < 1, nous avons l’ine´galite´ suivante:
+∞∑
k=j
(1 + k)βxk ≤
(j + 1)βxj
1− x
+
xj+1
(1− x)β+1
.
De´monstration. Soit x un re´el tel que 0 ≤ x < 1, posons
f(x) =
+∞∑
k=j
(1 + k)βxk −
(j + 1)βxj
1− x
−
xj+1
(1− x)β+1
.
En de´veloppant en se´rie les fonctions x 7→
1
1− x
et x 7→
1
(1− x)β+1
, on montre que
f(x) =
+∞∑
k=1
akx
k+j,
avec a1 = (j + 2)
β − (j + 1)β − 1 et pour k ≥ 2,
ak = (k + j + 1)
β − (j + 1)β −
(β + 1) . . . (β + k − 1)
(k − 1)!
.
Il est facile de voir que a1 ≤ 0. Pour de´montrer ce lemme, il suffit donc de montrer que
pour tout k ≥ 2, ak ≤ 0. On commence par remarquer que, pour tout k ≥ 2, la fonction
t 7→ (k + t + 1)β − (t + 1)β −
(β + 1) . . . (β + k − 1)
(k − 1)!
est de´croissante sur [−1,+∞). Par
conse´quent, pour tout k ≥ 2, on a
ak ≤ k
β −
(β + 1) . . . (β + k − 1)
(k − 1)!
. (4)
Puisque β < 1, on a (1 + t)β ≤ 1 + βt, pour tout re´el t positif. En utilisant cette ine´galite´,
on obtient
(β + 1) . . . (β + k − 1)
(k − 1)!
= (1 + β)
(
1 +
β
2
)
. . .
(
1 +
β
k − 1
)
≥ (1 + 1)β
(
1 +
1
2
)β
. . .
(
1 +
1
k − 1
)β
= kβ.
On de´duit alors de cette ine´galite´ et de (4) que pour tout k ≥ 2, ak ≤ 0, ce qu’il s’agissait de
de´montrer.
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Lemme 2.2. Soit ω =
(
ω(n)
)
n∈Z une suite de re´els strictement positifs telle que :
(i) les suites
(ω(−n)
1 + n
)
n≥0
et
( ω(n)
1 + n
)
n≥0
soient croissantes.
(ii) 0 < inf
n∈Z
ω(n+ 1)
ω(n)
< sup
n∈Z
ω(n+ 1)
ω(n)
< +∞.
On note A = inf
n∈Z
ω(n+ 1)
ω(n)
et B = sup
n∈Z
ω(n+ 1)
ω(n)
, et on de´finit la suite ω1 =
(
ω1(n)
)
n∈Z par
ω1(n) =
ω(n)
1 + |n|
(n ∈ Z).
Alors on a les deux proprie´te´s suivantes:
1) On a la double ine´galite´ A
∥∥f ′∥∥
ω1
≤
∥∥f∥∥
ω
≤
∣∣fˆ(0)∣∣ω(0) + 3B∥∥f ′∥∥
ω1
.
2) Soit f dans Aω(T) qui s’annule au point 1, alors
f
α− 1
est dans Aω1(T), ou` α : z 7→ z.
De´monstration. 1) Cela de´coule imme´diatement de la relation f̂ ′(n) = (n+1)fˆ(n+1) (n ∈ Z).
2) Soit f dans Aω(T) qui s’annule au point 1, on e´crit f =
+∞∑
n=−∞
fˆ(n)(αn − 1), d’ou`
f
α− 1
= −
−1∑
n=−∞
fˆ(n)
(
αn + . . .+ α−1
)
+
+∞∑
n=1
fˆ(n)
(
1 + . . .+ αn−1
)
.
Ainsi∥∥∥ f
α− 1
∥∥∥
ω1
=
−1∑
n=−∞
∣∣fˆ(n)∣∣(ω1(n) + . . .+ ω1(−1)) + +∞∑
n=1
∣∣fˆ(n)∣∣(ω1(0) + . . .+ ω1(n− 1)). (5)
Comme les suites
(
ω1(−n)
)
n≥0 et
(
ω1(n)
)
n≥0 sont croissantes, on de´duit de (5) que∥∥∥ f
α− 1
∥∥∥
ω1
≤
−1∑
n=−∞
∣∣fˆ(n)∣∣ |n|ω1(n) + +∞∑
n=1
∣∣fˆ(n)∣∣nω1(n)
≤
+∞∑
n=−∞
∣∣fˆ(n)∣∣ω(n) < +∞.
Lemme 2.3. Soient 0 ≤ β < 1 un re´el et ω =
(
ω(n)
)
n∈Z une suite ve´rifiant la condition
(Wβ). On de´finit une suite de fonctions de Aω(T) par
en =
α− 1
α− 1− 1
n
(n ≥ 1), (6)
ou` α est la fonction z 7→ z. Alors pour toute fonction f dans Aω(T) telle que f(1) = 0, on a∥∥(en − 1)f∥∥ω ≤ 3∥∥f∥∥ω (7)
lim
n→+∞
∥∥(en − 1)f∥∥ω = 0. (8)
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De´monstration. Soit f dans Aω(T) telle que f(1) = 0. En e´crivant f = f − f(1) =
+∞∑
j=−∞
fˆ(j)(αj − 1), on voit que (7) sera de´montre´ si on ve´rifie que
∥∥(en − 1)(αj − 1)∥∥ω ≤ 3ω(j) (j ∈ Z).
Soit n ≥ 1. Un simple calcul montre que
en = 1−
1
n+ 1
+∞∑
k=0
( n
n+ 1
)k
αk,
et
(en − 1)(α
j − 1) = −
1
n+ 1
+∞∑
k=0
( n
n+ 1
)k
αj+k +
1
n+ 1
+∞∑
k=0
( n
n+ 1
)k
αk.
Supposons que j ≥ 0. On a
∥∥(en − 1)(αj − 1)∥∥ω = 1n+ 1
j−1∑
k=0
( n
n+ 1
)k
(1 + k)β +
(n+1
n
)j − 1
n+ 1
+∞∑
k=j
( n
n+ 1
)k
(1 + k)β.
On a alors l’ine´galite´ suivante:(n+ 1
n
)j
− 1 ≤ min
(
1,
j
n
)(n+ 1
n
)j
. (9)
En effet,
(n+ 1
n
)j
− 1 ≤
(n+ 1
n
)j
, ce qui prouve l’ine´galite´ ci-dessus dans le cas ou` j ≥ n.
Dans le cas ou` j ≤ n et j 6= 0, on de´duit de l’ine´galite´ des accroissements finis que(n+ 1
n
)j
− 1 ≤
j
n
(n+ 1
n
)j−1
=
j
n+ 1
(n+ 1
n
)j
.
Par conse´quent, dans le cas j ≤ n, on a
(n+ 1
n
)j
− 1 ≤
j
n
(n+ 1
n
)j
(le cas j = 0 e´tant
e´vident). On de´duit alors de l’ine´galite´ (9) et du lemme 2.1 applique´ pour x =
n
n+ 1
, la
majoration suivante:
∥∥(en − 1)(αj − 1)∥∥ω ≤ 1n+ 1
j−1∑
k=0
( n
n+ 1
)k
(1 + k)β +min
(
1,
j
n
)(
(j + 1)β + (n + 1)β
)
. (10)
En observant maintenant que
1
n+ 1
j−1∑
k=0
( n
n+ 1
)k
(1 + k)β ≤ (1 + j)β , et en distinguant les
cas j ≤ n et j ≥ n+ 1, on obtient∥∥(en − 1)(αj − 1)∥∥ω ≤ 3 (1 + j)β = 3ω(j).
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Supposons maintenant que j ≤ −1. On a
∥∥(en − 1)(αj − 1)∥∥ω = 1n+ 1
−1∑
k=j
( n
n+ 1
)k−j
ω(k) +
1− ( n
n+1)
−j
n+ 1
+∞∑
k=0
( n
n+ 1
)k
(1 + k)β.
Avec les meˆmes arguments que ceux utilise´s pre´ce´demment, on obtient
∥∥(en − 1)(αj − 1)∥∥ω ≤ 1n+ 1
−1∑
k=j
( n
n+ 1
)k−j
ω(k) + 2min
(
1,−
j
n
)
(n+ 1)β (11)
Graˆce aux hypothe`ses faites sur le poids ω, on a (1+|j|)β ≤ ω(j) et ω(k) ≤ ω(j) si j ≤ k ≤ −1.
On en de´duit alors que ∥∥(en − 1)(αj − 1)∥∥ω ≤ ω(j) + 2(1 + |j|)β
≤ 3ω(j).
On vient donc de de´montrer que pour tout j ∈ Z,∥∥(en − 1)(αj − 1)∥∥ω ≤ 3ω(j),
ce qui entraˆıne (7). Pour (8), on pose fm =
+m∑
j=−m
fˆ(j)(αj−1), de sorte que lim
m→+∞
∥∥f−fm∥∥ω =
0. On a alors en utilisant (7)∥∥(en − 1)f∥∥ω ≤ ∥∥(en − 1)fm∥∥ω + ∥∥(en − 1)(f − fm)∥∥ω
≤
∥∥(en − 1)fm∥∥ω + 3∥∥f − fm∥∥ω. (12)
De (10) et (11), on de´duit que pour j ∈ Z, lim
n→+∞
∥∥(en−1)(αj−1)∥∥ω = 0, ce qui entraˆıne que
lim
n→+∞
∥∥(en − 1)fm∥∥ω = 0. Il est maintenant facile de voir que limn→+∞∥∥(en − 1)f∥∥ω = 0.
Proposition 2.4. Soit ω un poids satisfaisant (Ws), on pose
un = e
[s]+1
n (n ≥ 1), (13)
ou` en est la fonction de´finie en (6). Alors pour toute fonction f dans Aω(T) telle que
f (k)(1) = 0 pour 0 ≤ k ≤ [s], on a
lim
n→+∞
∥∥(un − 1)f∥∥ω = 0.
De´monstration. Dans cette de´monstration on posera p = [s] et on notera, pour 0 ≤ k ≤ p,
ωk =
(
ωk(n)
)
n∈Z la suite de´finie par
ωk(n) =
ω(n)
(1 + |n|)k
.
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En utilisant les relations en = n(α − 1)(en − 1) et (α − 1)e
′
n = −(en − 1)en (n ≥ 1), on
montre par re´currence que pour tout k dans {0, . . . , p}, on a
(un − 1)
(k) =
(en − 1)
(α− 1)k
Pk(en) (n ≥ 1), (14)
ou` Pk est un polynoˆme de degre´ infe´rieur a` k + p ne de´pendant pas de n.
Soit maintenant f dans Aω(T) telle que f(1) = 0. D’apre`s le lemme 2.2, il s’agit de montrer
que
lim
n→+∞
∥∥∥[(un − 1)f](p)∥∥∥
ωp
= 0 (15)
lim
n→+∞
̂
[
(un − 1)f
]
(k) = 0
(
0 ≤ k ≤ p− 1
)
. (16)
Les conditions (16) se montrent facilement a` l’aide du the´ore`me de convergence domine´e, il
reste donc a` montrer (15). En utilisant la formule de Leibnitz et l’identite´ (14), on obtient
[
(un − 1)f
](p)
=
p∑
k=0
(
p
k
)
(un − 1)
(k)f (p−k)
=
p∑
k=0
(
p
k
)
(en − 1)
f (p−k)
(α − 1)k
Pk(en). (17)
Or les hypothe`ses sur le poids ω nous permettent d’utiliser le lemme 2.2 qui nous assure que
f (p−k)
(α− 1)k
∈ Aωp(T) (0 ≤ k ≤ p).
De plus, ωp ve´rifie la condition (Wβ) avec β = s − p. On de´duit alors du lemme 2.3 que si
g ∈ Aωp(T) et g(1) = 0, alors
∥∥eng∥∥ωp ≤ 4∥∥g∥∥ωp (n ≥ 1). Et comme pour tout k ∈ {0, . . . , p},
la fonction
f (p−k)
(α− 1)k
s’annule en 1, on peut alors trouver une constante C > 0 inde´pendante
de n et de k telle que∥∥∥(en − 1) f (p−k)
(α − 1)k
Pk(en)
∥∥∥
ωp
≤ C
∥∥∥(en − 1) f (p−k)
(α − 1)k
∥∥∥
ωp
. (18)
De plus, toujours d’apre`s le lemme 2.3,
lim
n→+∞
∥∥∥(en − 1) f (p−k)
(α − 1)k
∥∥∥
ωp
= 0 (0 ≤ k ≤ p).
Par conse´quent, on de´duit alors de (17) et (18) que
lim
n→+∞
∥∥∥[(un − 1)f](p)∥∥∥
ωp
= 0.
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3 Ide´aux ferme´s de Aω(T) et de A
+
s (T)
Il est montre´ dans [2] que si ω est un poids ve´rifiant (Ws) et (A), et I un ide´al ferme´ de Aω(T)
tel que h0(I) = {z0}, alors il existe j dans {1, . . . , [s]} tel que I =
{
f ∈ Aω(T) : f(z0) =
· · · = f (j)(z0) = 0
}
. Nous allons montrer que ce re´sultat s’e´tend aux ferme´s de´nombrables.
Introduisons d’abord la notation suivante: si f est dans Aω(T), et I un ide´al feme´ de Aω(T),
on pose I(f) =
{
g ∈ Aω(T) : fg ∈ I
}
. On a le re´sultat suivant:
Lemme 3.1. Soit ω un poids ve´rifiant (Ws) et (A), et I un ide´al ferme´ de Aω(T) tel que
h0(I) posse`de un point isole´ z0. Soit k = max
{
j ∈ {0, . . . , [s]} : z0 ∈ h
j(I)
}
. Alors il existe
g dans I de la forme g = (α− z0)
k+1ψ, avec ψ ∈ Aω(T) et ψ(z0) 6= 0.
De´monstration. z0 e´tant un point isole´ dans h
0(I), il existe ψ ∈ Aω(T) telle que
ψ =
{
1 sur un voisinage de z0
0 sur un voisinage de h0(I)\{z0}
.
L’alge`bre Aω(T) e´tant re´gulie`re, 1 − ψ ∈ I(ψ), ce qui prouve que h
0
(
I(ψ)
)
⊂ {z0}. Puisque
ψ /∈ I, on a I(ψ) 6= Aω(T), et donc h
0
(
I(ψ)
)
= {z0}. Par conse´quent, comme ω ve´rifie
les conditions (Ws) et (A), on de´duit de la proposition 6 de [2] qu’il existe un entier γ,
0 ≤ γ ≤ [s], tel que
I(ψ) =
{
f ∈ Aω(T) : f(z0) = · · · = f
(γ)(z0) = 0
}
.
Comme I ⊂ I(ψ), on a γ ≤ k. D’autre part (α−z0)
γ+1 appartient a` I(ψ), et donc la fonction
g = (α− z0)
γ+1ψ appartient a` I. Comme g(k)(z0) = 0 et ψ(z0) 6= 0, on a γ ≥ k. Donc γ = k,
et la fonction g ainsi de´finie convient.
The´ore`me 3.2. Soit ω un poids ve´rifiant (Ws) et (A), et I un ide´al ferme´ de Aω(T) tel que
h0(I) est de´nombrable. Alors
I =
{
f ∈ Aω(T) : f
(j) = 0 sur hj(I) (0 ≤ j ≤ [s])
}
.
De´monstration. Soit I un ide´al ferme´ de Aω(T) tel que h
0(I) est de´nombrable, notons J ={
f ∈ Aω(T) : f
(j) = 0 sur hj(I) (0 ≤ j ≤ [s])
}
. L’inclusion I ⊂ J e´tant e´vidente, il
reste a` montrer l’autre. Soit f ∈ J , nous allons montrer que I(f) = Aω(T). Soit z0 ∈
h0(I)\h[s](I) et k ∈ {0, . . . , [s] − 1} tel que z0 ∈ h
k(I)\hk+1(I). Il est facile de voir que
J ⊂ (α− z0)k+1Aω(T)
‖ ‖ω
, et donc il existe une suite (fm)m≥0 de fonctions de la forme
fm = (α − z0)
k+1φm, avec φm ∈ Aω(T), telle que lim
m→+∞
∥∥f − fm∥∥ω = 0. De plus, comme
z0 /∈ h
[s](I), le point z0 est ne´cessairement isole´ dans h
0(I). Donc d’apre`s le lemme pre´ce´dent,
il existe g dans I qui s’e´crit g = (α− z0)
k+1ψ avec ψ ∈ Aω(T) et ψ(z0) 6= 0. Posons alors
Ψm = φmg = fmψ (m ≥ 0).
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On a pour tout entier m ≥ 0, Ψm ∈ I et lim
m→+∞
∥∥Ψm − fψ∥∥ω = 0. Comme I est ferme´,
on a donc fψ ∈ I, c’est-a`-dire ψ ∈ I(f). Par conse´quent, z0 /∈ h
0
(
I(f)
)
(car ψ(z0) 6= 0).
Finalement, on en de´duit dans un premier temps que
h0
(
I(f)
)
⊂ h[s](I). (19)
Supposons que h0
(
I(f)
)
6= ∅, alors h0
(
I(f)
)
admet un point isole´ ξ0. Sans perte de ge´ne´ralite´,
on va supposer que ξ0 = 1. L’alge`bre Aω(T) e´tant re´gulie`re, il existe une fonction Φ telle que
Φ =
{
1 sur un voisinage de 1
0 sur un voisinage de h0
(
I(f)
)
\{1}
.
On pose LΦ =
{
h ∈ Aω(T) : hΦ ∈ I(f)
}
, l’ide´al de division de I(f) par Φ. On a 1−Φ ∈ LΦ, et
donc h0
(
LΦ
)
⊂ {1}. Comme ω ve´rifie les conditions (A) et (Ws), on de´duit de la proposition
6 de [2] que
{
f ∈ Aω(T) : f(1) = · · · = f
(γ)(1) = 0
}
⊂ LΦ. Par conse´quent la suite(
un
)
n≥1 de´finie en (13) appartient a` LΦ. D’apre`s l’inclusion h
0
(
I(f)
)
⊂ h[s](I) e´tablie
en (19), on a f (k)(1) = 0 pour 0 ≤ k ≤ [s]. Et comme le poids ω ve´rifie la condition
(Ws), on de´duit du lemme 2.4 que lim
n→+∞
∥∥(un − 1)f∥∥ω = 0. Puisque unΦf ∈ I (n ≥ 1)
et lim
n→+∞
∥∥unΦf − Φf∥∥ω = 0, on a Φf ∈ I, ce qui contredit le fait que 1 ∈ h0(I(f)).
Finalement on a montre´ que h0
(
I(f)
)
= ∅, et donc I(f) = Aω(T), ce qui signifie exactement
que f ∈ I.
On va maintenant s’inte´resser aux ide´aux ferme´s de A+s (T). Puisque l’alge`bre As(T)
ve´rifie la condition de Ditkin analytique forte, le the´ore`me B de [3] nous assure que tout ide´al
ferme´ I de A+s (T) tel que h
0
+(I) est fini, est de la forme
I = IAs ∩ SIH
∞(D),
ou` IAs est l’ide´al ferme´ de As(T) engendre´ par I. Par conse´quent, compte-tenu du the´ore`me
3.2, I est de la forme
I =
{
f ∈ A+s (T) : SI
∣∣S(f) et f (j) = 0 sur hj(I) ∩ T (0 ≤ j ≤ [s])}.
Soit I un ide´al ferme´ non nul de A+s (T), on note
pi+s : A
+
s (T) −→ A
+
s (T)/I
la surjection canonique. On a alors le re´sultat suivant:
Lemme 3.3. Soient s un re´el positif et I un ide´al ferme´ non re´duit a` {0} de A+s (T) tel que
SI = 1. Alors ∥∥pi+s (α)−n∥∥ = O(eε√n) (n→ +∞), pour tout ε > 0.
De´monstration. C’est un re´sultat e´tabli par A. Atzmon dans la preuve de la proposition 8 de
[2] dans le cas ou` I =
{
f ∈ A+s (T) : f|E = 0
}
, et qui est une conse´quence du lemme 5.c de
[2] (voir aussi [19], proposition 2.1). Le re´sultat ci-dessus se de´montre de fac¸on analogue.
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Nous avons alors le the´ore`me suivant:
The´ore`me 3.4. Soient s un re´el positif et I un ide´al ferme´ de A+s (T) tel que SI = 1 et
h0+(I) est au plus de´nombrable. Alors
I = I
(
1;h0+(I), . . . , h
[s]
+ (I)
)
. (20)
De´monstration. Soit I un ide´al ferme´ sans facteur inte´rieur de A+s (T) tel que h
0
+(I) est au
plus de´nombrable. On de´duit du lemme 3.3 que∥∥pi+s (α)−n∥∥ = O(eε√n) (n→ +∞), pour tout ε > 0.
On conside`re alors le poids ω de´fini par{
ω(n) = (1 + n)s (n ≥ 0)
ω(−n) = (1 + n)s sup
0<k≤n
∥∥pi+s (α)−k∥∥ (n > 0),
et on de´finit l’application continue θ : Aω(T) −→ A
+
s (T)/I par
θ(f) =
+∞∑
n=−∞
fˆ(n)pi+s (α)
n.
On a θ|
A
+
s (T)
= pi+s , et donc
Ker θ ∩A+s (T) = I. (21)
Si IAω de´signe l’ide´al ferme´ de Aω(T) engendre´ par I, on a I
Aω =
⋃
n≥0
α−nI
Aω(T)
. Or il est
facile de voir que pour tout n ≥ 0, α−nI ⊂ Ker θ, et donc
IAω ∩A+s (T) ⊂ Ker θ ∩A
+
s (T) = I.
L’autre inclusion e´tant e´vidente, on a donc
I = IAω ∩A+s (T).
Puisque SI = 1, on a pour tout 0 ≤ k ≤ [s], h
k
+(I) ⊂ T. Il est alors facile de voir que pour
tout 0 ≤ k ≤ [s], hk
(
IAω
)
= hk+(I), on de´duit finalement du the´ore`me 3.2 que
I = I
(
1;h0+(I), . . . , h
[s]
+ (I)
)
.
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4 Interpolation
On note C∞(T) l’ensemble des fonctions de classe C∞ sur le cercle, que l’on e´quipe de sa
topologie d’espace de Fre´chet usuelle de´finie par les normes
(
ρν
)
ν∈R+ de´finies par
ρν(f) =
+∞∑
n=−∞
∣∣fˆ(n)∣∣(1 + |n|)ν .
On note e´galement
a∞ = a∞(D) =
{
f holomorphe dans D : f ∈ C(D) et f|T ∈ C
∞(T)
}
,
que l’on regardera comme l’ensemble des fonctions de C∞(T) a` coefficients de Fourier stricte-
ment ne´gatifs nuls. Soit E un ferme´ du cercle unite´, on de´finit
I∞(E) =
{
f ∈ C∞(T) : f (i)|E = 0 (i ≥ 0)
}
,
et on pose I+∞(E) = I∞(E) ∩a
∞.
Le dual de C∞(T) est D′(T), l’ensemble des distributions sur T. On associe a` chaque dis-
tribution T ∈ D′(T) une suite de coefficients de Fourier
(
T̂ (n)
)
n∈Z, ou` pour tout entier n,
Tˆ (n) =
〈
α−n, T
〉
(avec α : z 7→ z), qui ve´rifient
∣∣Tˆ (n)∣∣ = O(|n|m) pour un certain entier
m ≥ 0. La dualite´ entre C∞(T) et D′(T) est donne´e par la formule
〈
f, T
〉
=
+∞∑
n=−∞
fˆ(n)T̂ (−n)
(
f ∈ C∞(T), T ∈ D′(T)
)
.
I∞(E)⊥
(
resp. I+∞(E)⊥
)
de´signe l’ensemble des distributions s’annulant sur I∞(E)
(
resp. sur
I+∞(E)
)
. De meˆme
(
a∞
)⊥
est l’ensemble des distributions s’annulant sur a∞, c’est-a`-dire
les distributions a` coefficients ne´gatifs nuls.
Dans le cas particulier ou` le poids ω est de´fini par ω(n) = (1 + n)s et ω(−n) = (1 + n)t
pour tout n ≥ 0, avec t et s deux re´els, on notera
(
As,t(T), ‖ ‖s,t
)
l’alge`bre
(
Aω(T), ‖ ‖ω
)
.
Nous supposerons dore´navant que t ≥ s, de sorte que As,t(T) satisfait les conditions (Ws) et
(A). Si E est un ferme´ de T, on notera
Is,t(E) =
{
f ∈ As,t(T) : f|E = . . . = f
([s])
|E = 0
}
,
et I+s (E) = Is,t(E) ∩ A
+
s (T). On identifiera le dual de As,t(T) (que l’on note
(
As,t(T)
)′
) au
sous-espace de D′(T) forme´ des distributions T telles que sup
n≤0
|Tˆ (n)|
(1 + |n|)s
+sup
n>0
|Tˆ (n)|
(1 + n)t
< +∞.
Is,t(E)
⊥ (resp. I+s (E)⊥) de´signe l’ensemble des e´le´ments de (As,t(T))′ s’annulant sur Is,t(E)(
resp. sur I+s (E)
)
. De meˆme A+s (T)
⊥ est l’ensemble des e´le´ments de
(
As,t(T)
)′
s’annulant
sur A+s (T), c’est-a`-dire les e´le´ments de
(
As,t(T)
)′
a` coefficients ne´gatifs nuls.
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De´finition 4.1. Soient s et t deux re´els positifs tels que t ≥ s. On dira qu’un ferme´ E du
cercle unite´ est d’interpolation pour As,t(T) si
∀f ∈ As,t(T), ∃ g ∈ A
+
s (T) : f
(i)
|E = g
(i)
|E (0 ≤ i ≤ [s]),
c’est-a`-dire si A+s (T) + Is,t(E) = As,t(T).
On dira qu’un ferme´ E du cercle unite´ est d’interpolation pour a∞ si
∀f ∈ C∞(T), ∃ g ∈ a∞ : f (i)|E = g
(i)
|E (i ≥ 0),
c’est-a`-dire si a∞ + I∞(E) = C∞(T).
H. Alexander, B. A. Taylor et D. L. Williams ont donne´ une caracte´risation ge´ome´trique
des ensembles d’interpolation pour a∞ ([1]). Ils ont montre´ qu’un ferme´ du cercle unite´ est
d’interpolation pour a∞ si et seulement si E ve´rifie la condition (ATW). On a e´galement la
caracte´risation suivante de ces ensembles:
Proposition 4.1. Soit E un ferme´ du cercle unite´, alors les proprie´te´s suivantes sont
e´quivalentes:
(i) E est un ensemble d’interpolation pour a∞.
(ii) I+∞(E)⊥ = I∞(E)⊥ +
(
a∞
)⊥
.
(iii) Pour tout s ≥ 0, il existe une constante C > 0 et t ≥ 0 tels que
sup
n∈Z
|Tˆ (n)|
(1 + |n|)t
≤ C sup
n≤0
|Tˆ (n)|
(1 + |n|)s
(
T ∈ I∞(E)⊥
)
.
De´monstration. L’e´quivalence (i) ⇐⇒ (ii) a e´te´ e´tablie dans [1] (proposition 2.1). On va
achever la preuve en prouvant que (i) ⇐⇒ (iii). On sait que E est d’interpolation pour a∞
si et seulement si l’injection canonique
i : a∞/I+∞(E) −→ C
∞(T)/I∞(E)
est surjective. Puis en utilisant la proposition 4, IV.30 de [4] qui caracte´rise les surjections
entre espaces de Fre´chet, on de´duit que E est d’interpolation pour a∞ si et seulement si pour
tout s ≥ 0, il existe une constante C > 0 et t ≥ 0 tels que pour tout T dans I∞(E)⊥(∣∣〈f, T 〉∣∣ ≤ ρs(f) , f ∈ a∞/I+∞(E)) =⇒ (∣∣〈f, T 〉∣∣ ≤ Cρt(f) , f ∈ C∞(T)/I∞(E)),
c’est-a`-dire si et seulement si pour tout s ≥ 0, il existe une constante C > 0 et t ≥ 0 tels que(
sup
n≤0
|Tˆ (n)|
(1 + |n|)s
≤ 1 , T ∈ I∞(E)⊥
)
=⇒ sup
n∈Z
|Tˆ (n)|
(1 + |n|)t
≤ C,
ce qui est clairement e´quivalent a` (iii).
On a e´galement un re´sultat analogue concernant les ensembles d’interpolation pourAs,t(T)
(t ≥ s):
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Proposition 4.2. Soit E un ferme´ du cercle unite´ et s, t deux re´els positifs tels que t ≥ s.
Alors les proprie´te´s suivantes sont e´quivalentes:
(i) E est un ensemble d’interpolation pour As,t(T).
(ii) I+s (E)
⊥ = Is,t(E)⊥ +A+s (T)⊥.
(iii) Il existe une constante C > 0 telle que
sup
n>0
|Tˆ (n)|
(1 + |n|)t
+ sup
n≤0
|Tˆ (n)|
(1 + |n|)s
≤ C sup
n≤0
|Tˆ (n)|
(1 + |n|)s
(
T ∈ Is,t(E)
⊥
)
.
On est maintenant en mesure d’e´noncer un re´sultat qui fait le lien entre les ensembles
d’interpolation pour a∞ et les ensembles d’interpolation pour As,t(T) (t ≥ s).
The´ore`me 4.3. Soit E un ferme´ du cercle unite´ T.
1) On suppose que E est d’interpolation pour a∞. Alors pour tout s ≥ 0, il existe t ≥ s
tel que E soit d’interpolation pour As,t(T).
2) Re´ciproquement, on suppose que E est de´nombrable et que pour tout s ≥ 0, il existe
t ≥ s tel que E soit d’interpolation pour As,t(T). Alors E est d’interpolation pour a∞.
De´monstration. 1) Cette assertion de´coule directement des caracte´risations (iii) des propo-
sitions (4.1) et (4.2) puisque Is,t(E)
⊥ s’injecte dans I∞(E)⊥.
2) Supposons que E ve´rifie les hypothe`ses de l’assertion 2), on va montrer que E satisfait
la proprie´te´ (iii) de la proposition 4.1. Soit s un re´el positif, il existe t ≥ s tel que E soit
d’interpolation pour As,t(T). Donc d’apre`s la proposition 4.2, il existe une constante C > 0
telle que pour tout e´le´ment de Is,t(E)
⊥,
sup
n>0
|Tˆ (n)|
(1 + |n|)t
≤ C sup
n≤0
|Tˆ (n)|
(1 + |n|)s
. (22)
Soit alors T un e´le´ment de I∞(E)⊥. Si sup
n≤0
|Tˆ (n)|
(1 + |n|)s
= +∞, alors T ve´rifie trivialement
(22). Supposons donc que sup
n≤0
|Tˆ (n)|
(1 + |n|)s
< +∞. Il existe alors t′ ≥ t tel que T soit dans(
As,t′(T)
)′
. Notons K la fermeture de I∞(E) dans As,t′(T). On ve´rifie facilement que K est
un ide´al ferme´ de As,t′(T) tel que h(K) ⊂ E, et ainsi d’apre`s le the´ore`me (3.2), Is,t′(E) ⊂ K.
L’inclusion inverse e´tant acquise, on a finalementK = Is,t′(E). Et comme T est dans I∞(E)⊥,
T appartient a` Is,t′(E)
⊥ par continuite´ de T sur As,t′(T). Mais puisque E est d’interpolation
pour As,t(T), les inclusions naturelles
A+s (T)/I
+
s (E) ⊂ As,t′(T)/Is,t′(E) ⊂ As,t(T)/Is,t(E),
sont en re´alite´ des e´galite´s. Par conse´quent leurs duaux sont e´gaux et donc T ∈ Is,t(E)
⊥.
Ainsi T ve´rifie la proprie´te´ (22), ce qui ache`ve la de´monstration.
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5 Interpolation dans As,t(T ) et ope´rateurs
Proposition 5.1. Soit E un ferme´ du cercle unite´, s et t deux re´els positifs tels que t ≥ s.
1) On suppose que E est de´nombrable et d’interpolation pour As,t(T), alors E ve´rifie la
proprie´te´ P (s, t, E).
2) Re´ciproquement, si E ve´rifie la condition de Carleson (C) et la proprie´te´ P (s, t, E),
alors E est d’interpolation pour As,t(T).
De´monstration. 1) Soit T un ope´rateur inversible sur un espace de Banach X ve´rifiant les
condition (1) et (2). On de´finit alors le poids ω par{
ω(n) = (1 + n)s (n ≥ 0)
ω(−n) = (1 + n)s sup
0<k≤n
∥∥T−k∥∥ (n > 0).
Puisque T ve´rifie la condition (1), on peut de´finir un ope´rateur borne´ Φ de Aω(T) dans L(X)
par
Φ(f) = f(T ) =
+∞∑
n=−∞
fˆ(n)T n
(
f ∈ Aω(T)
)
.
Puisque Aω(T) est re´gulie`re, on a h(KerΦ) = SpT ⊂ E (voir [8], the´ore`me 2.5), et donc{
f ∈ Aω(T) : f|E = · · · = f
([s])
|E = 0
}
⊂ KerΦ d’apre`s le the´ore`me 3.2. En utilisant le fait
que E est d’interpolation pour As,t(T) et des me´thodes similaires a` celles utilise´es dans [20]
pour la preuve du the´ore`me 2.6, on montre que, pour n ≥ 0,∥∥T−n∥∥ ≤ C∥∥α−n∥∥
s,t
= C(1 + n)t,
ce qui prouve que T ve´rifie la proprie´te´ (3).
2) Pour la re´ciproque, on conside`re l’ope´rateur T de´fini sur A+s (T)/I
+
s (E) par
T : pi+s (f) 7−→ pi
+
s (αf)
(
f ∈ A+s (T)
)
,
ou` pi+s est la surjection canonique de A
+
s (T) sur A
+
s (T)/I
+
s (E). On a
∥∥T n∥∥ = O(ns) (n →
+∞). Or, puisque E est de Carleson, I+s (E) est non re´duit a` {0} (voir [5]). De plus, I
+
s (E)
est sans facteur inte´rieur, donc en utilisant le lemme 3.3, on obtient l’e´valuation∥∥T−n∥∥ = O(eε√n) (n→ +∞), pour tout ε > 0. (23)
Et puisque SpT = Sppi+s (α) = E, on a∥∥T−n∥∥ = ∥∥pi+s (α)−n∥∥ = O(nt) (n→ +∞),
ce qui montre que E est un ensemble d’interpolation pour As,t(T).
Le re´sultat suivant, annonce´ dans l’introduction, est alors une conse´quence directe du
the´ore`me 4.3 et de la proposition 5.1.
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The´ore`me 5.2. Soit E un ferme´ de´nombrable du cercle unite´ T, alors les conditions suiv-
antes sont e´quivalentes:
(i) E ve´rifie la condition (ATW).
(ii) E ve´rifie la condition (C) et pour tout s ≥ 0, il existe t ≥ s tel que la proprie´te´ P (s, t, E)
soit ve´rifie´e.
Nous allons conclure en montrant que les hypothe`ses du the´ore`me sont optimales. Soit
E un ensemble ferme´ du cercle unite´ et µ une mesure a` support dans E. Soit Jµ la fonction
singulie`re associe´e a` µ, a` savoir
Jµ(z) = exp
{
−
1
2pi
∫ 2pi
0
eit + z
eit − z
dµ(t)
}
(|z| < 1).
On pose H0 = H
2(D) ⊖ JµH
2(D), ou` H2(D) de´signe l’espace de Hardy usuel. On note PH0
la projection orthogonale sur H0 et α : z 7→ z. On de´finit alors l’ope´rateur Tµ sur H0 par
Tµ(f) = PH0(αf) (f ∈ H0). (24)
D’apre`s la proposition 5.1 p. 117 de [15], on a SpTµ = Suppµ ⊂ E.
Si on remplace la condition ”pour tout ε > 0” dans la proprie´te´ P (s, t, E) par une condition
a` ε fixe´, alors la proprie´te´ P (0, t, {1}) n’est ve´rifie´e pour aucun re´el t ≥ 0. En effet, soient
ε0 > 0, µ = 2piε
2
0 δ1 (ou` δ1 est la mesure de Dirac en 1) et T1 = Tµ l’ope´rateur de´fini en (24).
T1 est un ope´rateur non unitaire tel que SpT1 = {1} et∥∥T−n1 ∥∥ = O(e4ε0√n) (n→ +∞)
(voir [20] pour plus de de´tails). Le the´ore`me 6.4 de [6] nous montre alors que T−n1 =
O(nt) (n→ +∞) n’est satisfait pour aucun re´el t ≥ 0.
Nous allons maintenant montrer que l’hypothe`se de de´nombrabilite´ de E dans le the´ore`me
5.2 est essentielle. Pour cela, on a besoin du lemme suivant:
Lemme 5.3. Tout ferme´ non de´nombrable et de mesure nulle du cercle unite´ contient un
ensemble parfait qui ve´rifie la condition de Carleson (C).
De´monstration. Soit S un ferme´ non de´nombrable et de mesure nulle du cercle unite´. Sans
perte de ge´neralite´, on peut supposer que 1 /∈ S. On e´crit alors S =
{
eit : t ∈ E
}
, ou` E est
un ferme´ de R inclu dans ]0, 2pi[, et on se rame`ne ainsi a` la droite re´elle. Soit P la partie
parfaite de E. On pose
P0 =
{
x ∈ P : ∃ ε > 0 tel que ]x− ε, x[∩P = ∅ ou ]x, x+ ε[∩P = ∅
}
,
c’est-a`-dire l’ensemble des points de P qui sont limites d’un seul coˆte´ d’une suite de points
de P . Montrons dans un premier temps que P0 est au plus de´nombrable. On pose pour cela
Qn =
{
x ∈ P0 :
]
x−
1
n
, x
[
∩ P = ∅ ou
]
x, x+
1
n
[
∩ P = ∅
}
(n ≥ 1).
16
Il est clair que P0 =
+∞⋃
n=1
Qn et que chaque Qn est fini. Par conse´quent P0 est au plus
de´nombrable.
Soient a0 et b0 deux points de P\P0 tels que a0 < b0 et
∣∣a0 − b0∣∣ ≤ 1, on pose I0 = [a0, b0].
A la premie`re e´tape, on retire de I0 un intervalle ouvert J
(1)
1 dont les extre´mite´s sont dans
P\P0, de sorte qu’il reste deux intervalles ferme´s I
(1)
1 et I
(1)
2 qui soient non vides, non re´duits
a` un singleton et de longueur infe´rieure a`
1
3
(b0 − a0) (un tel choix est possible car P0 est
au plus de´nombrable). On note F1 l’ensemble constitue´ des deux intervalles ferme´s I
(1)
1 et
I
(1)
2 . Le fait que les extre´mite´s de ces deux intervalles soient dans P\P0 permet de re´ite´rer
le proce´de´ sur chacun d’eux.
Ainsi a` l’issu de la nie`me e´tape, on obtient un ensemble ferme´ Fn constitue´ de 2
n intervalles
ferme´s de longueur infe´rieure a`
1
3n
(b0 − a0), en ayant retire´ de nouveau 2
n−1 intervalles
ouverts J
(n)
k (1 ≤ k ≤ 2
n−1) a` extre´mite´s dans P\P0. On pose alors
F =
+∞⋂
n=1
Fn.
F est clairement un ensemble parfait contenu dans P . Il reste a` ve´rifier que F satisfait la
condition de Carleson (C). On a I0\F =
+∞⋃
n=1
2n−1⋃
k=1
J
(n)
k . Comme F est de mesure nulle, il
satisfait la condition de Carleson si et seulement si:
+∞∑
n=1
2n−1∑
k=1
∣∣J (n)k ∣∣ log 1∣∣J (n)k ∣∣ < +∞. (25)
Or chaque intervalle J
(n)
k est de longueur infe´rieure a`
1
3n−1
(b0 − a0). Comme la fonction
x 7→ x log
1
x
est croissante sur [0, e−1], pour n assez grand, on a
2n−1∑
k=1
|J
(n)
k | log
1
|J
(n)
k |
≤ 2n−1
b0 − a0
3n−1
log
3n−1
b0 − a0
≤ (b0 − a0)
(
(n− 1) log 3− log(b0 − a0)
)(2
3
)n−1
,
et par conse´quent (25) a bien lieu.
Proposition 5.4. Soit E un ensemble ferme´ non de´nombrable du cercle unite´, alors la
proprie´te´ P (0, t, {1}) n’est ve´rifie´e pour aucun re´el t ≥ 0.
De´monstration. Soit E un ensemble ferme´ non de´nombrable du cercle unite´. D’apre`s le
lemme pre´ce´dent, E contient un ensemble parfait F qui ve´rifie la condition de Carleson. Soit
alors µ une mesure continue a` support inclu dans F et Tµ l’ope´rateur de´fini en (24). Tµ est
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une contraction dont le spectre est inclu dans F , et on montre en utilisant le lemme 2 de [2]
que ∥∥T−nµ ∥∥ = O(eε√n) (n→ +∞), pour tout ε > 0.
Maintenant on conclut par des arguments bien connus (voir [7]) que lim
n→+∞
∥∥T−nµ ∥∥ = +∞, et
donc que Tµ n’est pas unitaire. Puis on de´duit du the´ore`me 6.4 de [6] que T
−n
µ = O(n
t) (n→
+∞) n’est satisfait pour aucun re´el t ≥ 0.
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