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Summary
Today, the control system is an integral part in ensuring the quality and productivity
of the products in many process industries. In the rapidly changing world of global
competition, control engineers, faced with more stringent conditions such as strict envi-
ronmental regulations and highly integrated processes, have to design high performance
control systems to meet the continuously evolving objectives. Among all the modern
process controllers found in the industries, the proportional-integral-derivative (PID)
controller remains as the most commonly used controller since its introduction many
decades ago. In fact, more than 90% of the control loops found in process control
applications are of either PI or PID type. The factors which contributed to its wide
acceptance among control engineers and operation personnel are its simplicity, ease of
design and generally good performance in the industrial applications.
One technique in tuning the PID controller is the relay feedback method which was
introduced by Astrom and co-workers in the mid-eighties. This simple yet effective ap-
proach provides the platform towards automatic tuning of PID controller and process
modeling by estimating the critical point of the process through limit cycle oscillations.
Although the relay feedback approach is well-accepted among control engineers in the
xii
industry, it does have its limitations due to the adoption of the describing function ap-
proximation. The estimation of the critical point using the basic relay tuning method is
not accurate especially when applied to high order or long dead-time processes. Many
other methods based on the conventional relay feedback configuration, have been pro-
posed by researchers to improve on its accuracy and application scope. In this thesis,
a new technique is proposed to automatically estimate the critical point of a process
frequency response. The method yields significantly and consistently improved accuracy
over the conventional relay feedback method, pioneered by Astrom and co-workers, at no
significant incremental costs in terms of implementation resources and application com-
plexities. The proposed technique improves the accuracy of the conventional approach
by boosting the fundamental frequency in the forced oscillations, using a preload relay
which comprises of a normal relay in parallel with a gain. In addition, other benefits
associated with the proposed method are demonstrated via empirical simulation results.
These include performance assessment based on an improved estimate, applicability to
the other classes of processes where conventional relay method fails, and a shorter time
duration to attain stationary oscillations.
It is not uncommon to encounter processes with deadtime in the industries and one
limitation of the PID controller is the difficulty to tune the controller for this class of
processes. In this thesis, a new method based on Repetitve Control (RC) is proposed
to tune the PID controller for this class of processes. The method does not require the
control loop to be detached for tuning, but it requires the input of a periodic reference
xiii
signal which can be a direct user specification, or derived from a relay feedback exper-
iment. A modified RC scheme repetitively changes the control signal by adjusting the
reference signal only to achieve error convergence. Once the satisfactory performance is
achieved, the PID controller is then tuned by fitting the controller to yield a close input
and output characteristics of the RC component.
For a process with very long deadtime, a deadtime compensator like the Smith pre-
dictor would be more suitable than a PID controller. In this thesis, a new method is
proposed for the design of the Smith predictor controller based on the RC approach. The
proposed approach is applicable to process control applications with a long time-delay
where conventional PI controller will typically yield a poor performance. The method
requires the input of a periodic reference signal which can be derived from a relay feed-
back experiment. In addition, the relay feedback experiment can be used to estimate
an initial vector used for subsequent computation of the parameters of the Smith pre-
dictor. A modified RC scheme repetitively changes the control signal to achieve error
convergence. Once a satisfactory performance is achieved, the parameters of the Smith
predictor can be obtained using the nonlinear least squares algorithm to yield the best
fit of the input and output of the RC component.
Extensive simulation and experimental results are furnished to illustrate the effective-




The control system is an integral part in ensuring the quality and productivity in many
process industries. In the rapidly changing world of global competition, control engineers
faced with more stringent conditions such as strict environmental regulations and highly
integrated processes, have to design better performance control systems to meet the
continuously evolving objectives. Basically, a good control system has to respond fast
with minimal overshoot to the input command signal and also show robustness to process
uncertainties. The core of a good control system has to be a well-tuned process controller,
yet for the many different types of processes encountered in the process industries, a
single set of tuning rules does not usually apply to all when achieving good performance
is of concern. In this thesis, different approaches are developed to improve existing
control techniques and also suggest new ways of tuning process controllers.
1.1 PID Control
Among all the modern process controllers found in the industries today, the proportional-
integral-derivative (PID) controller remains the most commonly used controller since its
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introduction many decades ago [1]. In fact, more than 90% of the control loops found
in the process control applications are of either PI or PID type [2]. The factors which
contributed to its wide acceptance among control engineers and operation personnel are
its simplicity, ease of design and generally good performance in the industrial applica-
tions. Today, PID controllers are commonly found in distributed control systems as
standard modules throughout the industries. Tuning the controller would be a breeze
for engineers and operators alike as PID self-tuning softwares are readily incorporated
into the microcontroller-based PID controller. Some software packages can even de-
velop process models and suggest optimal tuning through the gathered data from the
self-tuning procedures. This evergreen controller has survived competition from other
alternatives over the last half-century and undoubtedly still emerges unscathed as the
premier option among many practitioners.
1.1.1 Brief History of PID Controller
The first conceptual realization of proportional control had to be traced back to the late
18th century in the midst of the Industrial Revolution in Europe. In 1788, James Watt
used a centrifugal governor in a negative feedback loop to automatically adjust the speed
of his famous steam engine. Back then, it was a simple proportional control action by
using the mechanical device to apply more steam to the engine when its speed dropped
too low and to throttle back the steam when the engine’s speed rose too high. However,
it was not until 1933, when Taylor Instrument Company introduced the “Model 56R
Fulscope”, the industry had the first controller with fully tunable proportional control
2
capabilities. It was a pneumatic controller with a proportional band adjustable by a
knob from 1,000 psi/in. to about 2 psi/in.
Unfortunately, a proportional controller would leave a nonzero steady-state error after
it has succeeded in driving the process variable close enough to the setpoint which might
not be suitable for certain applications. In 1934-1935, the control engineers in Foxboro
discovered that the error could be eliminated altogether by automatically resetting the
setpoint to an artificially high value and hence the first proportional-integral controller
called the “Model 40” was developed. The idea was to let the proportional controller
pursue the artificial setpoint so that the actual error would be zero by the time the
controller quit working. This automatic reset operation is mathematically identical to
integrating the error and adding that total to the output of the controller’s proportional
term.
In 1940, Taylor Instrument Company added a new “Pre-Act” or quite simply the
derivative functionality to its “Model 100 Fulscope” controller to anticipate the level
of effort that would ultimately be required to maintain the process variable at the new
setpoint. This controller, which also included the automatic reset action, was the very
first pneumatic controller with full PID control capabilities incorporated into a single
unit.
1.1.2 PID Controller Tuning
After the first PID controller was introduced, its acceptance with control engineers in
the industries was not immediate. One of the main reasons was that, back at that
3
time, there was no standard procedure to follow and tuning the three parameters of
the PID controller using trial and error methods was quite difficult. In 1942, when
Ziegler and Nichols published their paper [3] on tuning the controller, its popularity
began to gain momentum. They developed simple tuning rules by simulating a large
number of different processes, and correlating the controller parameters using the step
response method and the frequency response method. Since then, many other tuning
methods had evolved from these sets of Ziegler-Nichols tuning rules. Cohen and Coon
[4] developed their own set of tuning rules based on the step response method to achieve
quarter amplitude damping. Tyreus and Luyben [5] based their method on the frequency
response method to give more robustness to the control system. In [6], refinement to
the Ziegler-Nichols is done to attain better results.
The transition from pneumatic-based analog to computer-based digital control in the
early 1960s and later in microprocessor form, marked a significant step forward in the de-
velopment of the PID controller. Enhanced capabilities like adaptation, self-tuning and
gain scheduling, can be easily introduced into the controller. More importantly, advanced
control design techniques which required solution of complicated matrix equations can
be implemented on PID controllers using digital computer technology. Internal-model-
based PID tuning methods ([7], [8], [9], [10]) was developed over the past two decades to
consider for the model uncertainty, where the plant-model mismatch can be accommo-
dated by the proper design of the IMC filter. Others proposed tuning the PID controller
by using the gain and phase margin specifications ([11], [12]) as both parameters have
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always served as important measures of robustness. For more complex control prob-
lems, advanced techniques such as generalised predictive control (GPC) ([13]), dynamic
matrix control (DMC) ([14]) and optimization approach ([15], [16]) may be required to
achieve better control performance.
It is not uncommon to encounter processes with deadtime in the industries and one
limitation of the PID controller is precisely the difficulty to tune the controller for this
type of processes. They are notoriously difficult to control because of the delay between
the application of the control signal and its response of the process variable. During the
delay interval, the process does not respond to the controller’s activity at all, and any
attempt to manipulate the process variable before the deadtime has elapsed inevitably
fails. In this thesis, a new approach is investigated in tuning PID controller for this type
of processes.
1.2 Relay Feedback
The introduction of relay feedback [11] in 1984 provides a new tool in process frequency
response analysis and feedback controller tuning. When Astrom and co-workers success-
fully applied the relay feedback technique to the auto-tuning of PID controllers for a class
of common industrial processes [17], the method began to arouse more interest among
researchers in the control engineering field. Prior to that, tuning was mostly done using
systematic but manual procedures such as the Ziegler-Nichols method, which might be
time consuming especially for plants with slow responses. In addition, the resultant
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system performance mainly depended on the experience and the process knowledge the
engineers had. It is therefore not a surprise that in practice, many industrial control loops
were poorly tuned. Under the relay feedback configuration, most industrial processes
automatically result in a sustained oscillation approximately at the ultimate frequency
of the process. From the oscillation amplitude, the ultimate gain of the process can be
estimated which, also inadvertently identifies the critical point on the Nyquist plot. This
alleviates the task of input specification from the user and therefore is in delighting con-
trast to other frequency-domain based methods requiring the frequency characteristics
of the input signal to be specified. In additions, little a priori knowledge of the process
is needed and it is a closed-loop test with bounded input amplitude which means the
output can therefore be kept close to the setpoint during identification. The relay tuning
method also can be modified to identify several points on the Nyquist curve. This can be
accomplished by making several experiments with different values of the amplitude and
the hysteresis of the relay. A filter with known characteristics can also be introduced in
the loop to identify other points on the Nyquist plot curve.
1.2.1 Relay-Based PID Tuning
Given its various advantages, numerous methods have been proposed for PID auto-
tuning using relay feedback. In [18], a simple autotuner was proposed which uses a
relay in conjunction with a delay element to operate the process at a specified phase
margin. The ultimate gain and period are directly used as PI parameters, without the
need for further application of tuning rules. In [19], a more complex iterative scheme
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was developed by using the relay, a low-pass filter and a variable delay element to design
a phase margin specified PID controller. In [20] and [21], the relay is applied around the
existing closed loop system in two separate experiments (with and without an integrator
in the loop). A discrete transfer function is identified from the generated data and is
then combined with specifications on the maximum amplitude of the sensitivity and
complementary sensitivity functions to yield new PID controller parameters. In [22],
a non-iterative procedure is suggested for identification of an arbitrarily chosen point
in the third quadrant with the use of a two-channel relay. Tuning methods based on
amplitude margin and phase margin specifications are subsequently used to tune the
PID controller. The studies on relay feedback auto-tuning have also been extended to
multivariable processes. In [23], it adopts the sequential relay tuning approach ([24],
[25]) by tuning the multivariable system loop by loop. It closes each loop once it is
tuned, until all the loops are done. The Ziegler-Nichols rule is used to tune the PI
controllers after the critical points are obtained.
1.2.2 Process Identification
Besides tuning PID, the usage of relay feedback has also been extended to process
identification. In one of the earliest works, Luyben [26] proposed a procedure for the
identification of process transfer functions for nonlinear distillation columns. This work
required only one relay experiment, but assumed that the process gain was already
known, or could otherwise be obtained. This method was further developed in [27] by
using a second relay experiment where an additional delay element was added to the
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relay feedback loop to obtain the process gain. In [28], a process identification method is
proposed by describing the shape of the response curve of a relay-feedback test using a
curvature factor. A simple identification method is proposed that provides approximate
models for processes that can be described by a first-order lag with deadtime. How-
ever, the method is not effective for inverse-response processes and open-loop unstable
processes because of the more complex curvature of the responses. The method would
also probably not be effective for systems with small signal-to-noise ratios unless the
output curves could be filtered to permit reading the parameter values.
The input-biased relay experiment is also proposed by some to obtain the process
model. Using the biased relay feedback test ([29]), two points (i.e. the gain and critical
point) are identified on the Nyquist curve from a single test based on the describing
function analysis and the information are fitted to a transfer function model with the
deadtime estimated from the initial process response. Similarly, the biased relay feedback
test is used in [30] to yield the critical point and the static gain simultaneously with a
single relay test but the transfer function is derived using Fourier series expansions of
the limit cycles. This method avoids the difficulty of measuring the deadtime from the
relay test. Another method proposed in [31], is to use the information of the transient
part of the process response under the relay feedback test. An exponential decay is
first introduced to the process input and output data and the fast Fourier transform
(FFT) is then employed to obtain multiple points of the process frequency response
simultaneously under one relay test. In [32], it also made use of relay transients and
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presented a method for transfer function estimation based on the new regression equation
derived from some integral transform.
1.2.3 Limitations
While relay feedback is successful in many process control applications, it has a short-
coming due to the adoption of the describing function approximation. The estimation
of the critical point using the standard relay tuning method is not accurate in practice
which could be fairly inaccurate under some circumstances such as high order or long
dead-time processes. Different approaches have been proposed over the years to im-
prove the accuracy using the relay feedback experiment. In [33], the describing function
approximation accuracy is improved by modifying the experiment. It proposed that a
dither signal is to be added to the relay signal such that unwanted harmonic frequen-
cies are reduced. Hang et al. [34] have examined the effects of disturbances on the
limit cycle and describing function approximation estimate, and suggested methods for
disturbance detection and self-correction. In [35], analytical expressions are derived in
place of the describing function approximation to improve on the accuracy. An adaptive
approach has been proposed by Lee et al. [36] to achieve near zero error in the estima-
tion of the critical point. Other alternatives proposed in the literature include using the
Discrete Fourier Transform (DFT) ([37]) and the Fast Fourier Transform (FFT) ([38],
[31]). Although most methods improved the accuracy, however the objective is achieved
either at the expense of more complicated implementation or intense computation than
the conventional relay feedback method. In this thesis, a preload relay is used to im-
9
prove the accuracy of the critical point while retaining the simplicity and elegance of
the conventional relay feedback.
1.3 Smith Predictor Control
Relay based methods have also been reported in tuning the Smith predictor controller
([39], [40], [41]) for long delay processes. Although PID controllers are also used to
control processes with delay, they usually achieve poor performance when the process
exhibits very long deadtime because of the additional phase lag contributed by the time
delay and significant amount of detuning is required to maintain closed-loop stability
[42]. In most cases, the predictive mechanism through the derivative part in a PID
controller is switched off because of the long deadtime, therefore only a PI controller
without prediction is used. Since no predictive control is used, the control performance
deteriorates. This predictive control can be performed by an internal model of the
process inside the controller. The Smith predictor belongs to this class of control schemes
which uses a model to represent the process mathematically.
The Smith predictor was first proposed by O. J. M. Smith [43] in 1957 and it was spe-
cially designed to control long deadtime processes. The controller incorporates a model
of the process, thus allowing for a prediction of the process variables, and the controller
may then be designed as though the process is delay free. Apparently, the Smith pre-
dictor controller would offer potential improvement in the closed-loop performance over
conventional controllers [44]. However, factors such as modeling requirement, non-trivial
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tuning, and unfamiliarity prevent its usage from being widespread in the industry. Over
the years, many papers had been published to address on the stability and robustness
issues of this control scheme ([8], [45], [46], [47], [48]), while others proposed different tun-
ing methods based on robustness ([8], [49], [50], [51]) and distubance rejection ([52], [53],
[54], [55]). In this thesis, an alternative approach based on relay feedback and repetitive
control (RC) methodology is proposed in tuning the Smith predictor controller.
1.4 Contributions
This thesis aims at improving existing control techniques and developing new approaches
for tuning process controllers to achieve satisfactory performance. A preload relay is pro-
posed to improve accuracy and limitations of the conventional relay feedback techniques.
Repetitive control is used to tune the PID and Smith predictor controller in process con-
trol applications where long delay is commonly encountered.
Improved Critical Point Estimation Using a Preload Relay
A technique would be presented to automatically estimate the critical point of a process
frequency response. The method yields significantly and consistently improved accuracy
over the relay feedback method, pioneered by Astrom and co-workers, at no significant
incremental costs in terms of implementation resources and application complexities.
The proposed technique improves the accuracy of the conventional approach by boost-
ing the fundamental frequency in the forced oscillations, using a preload relay which
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comprises a normal relay with a parallel gain. In addition, other benefits of the pro-
posed method will be shown empirically in terms of performance assessment based on
an improved estimate, applicability to other classes of processes when the conventional
relay method fails, a shorter time duration to attain stationary oscillations, and possible
application to extract other points of the process frequency response. The effectiveness
of the proposed technique is verified by simulation results, and also demonstrated via
real-time experimental results in the critical point estimation of a coupled-tanks system.
Repetitive Control Approach Toward Closed-loop Automatic Tuning of PID
Controllers
A new method is proposed and developed for closed-loop automatic tuning of PID
controller based on a RC approach. The proposed approach is applicable to process
control applications where there is usually a time-delay/lag phenomenon and where
non-repetitive step changes in the reference signal are more common. The method does
not require the control loop to be detached for tuning, but it requires the input of a
periodic reference signal which can be a direct user specification, or derived from a
relay feedback experiment. A modified repetitive control scheme repetitively changes
the control signal by adjusting the reference signal only to achieve error convergence.
Once a satisfactory performance is achieved, the PID controller is then tuned by fitting
the controller to yield a fitting input and output characteristics of the RC component.
Simulation and experimental results have been furnished to illustrate the effectiveness
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of the proposed tuning method.
Repetitive Control Approach Toward Automatic Tuning of Smith Predictor
Controllers
A new method is proposed and developed for the design of the Smith predictor con-
troller based on a modified RC configuration. The proposed approach is applicable to
process control applications with a long time-delay where conventional PI controller
will typically yield a poor performance. The method requires the input of a periodic
reference signal which can be derived from a relay feedback experiment. In addition,
the relay feedback experiment can be used to estimate an initial vector used for subse-
quent computation of the parameters of the Smith predictor. A modified RC scheme
repetitively changes the control signal to achieve error convergence. Once a satisfactory
performance is achieved, the parameters of the Smith predictor can be obtained using
the nonlinear least squares algorithm to yield the best fit of the input and output of the
RC component. Simulations and experimental results have been furnished to illustrate
the effectiveness of the proposed method.
1.5 Organization of Thesis
The thesis is organized as follows.
In Chapter 2, a technique is proposed by using a preload relay to improve the accuracy
over the conventional relay approach in determining the critical point of a process. In this
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chapter, the proposed technique and other benefits are explained in details. Simulation
results on a variety of process types available in the process industry is presented and a
real-time experimental result in the critical point estimation of a coupled-tanks system
is presented as well.
Chapter 3 describes an approach for closed-loop automatic tuning of PID controller
based on a RC approach. The repetitive control configuration for the time-delay systems
is discussed first. Based on the achieved satisfactory performance with the RC approach,
the PID controller is then tuned. The simulation and experimental results are discussed
to reinforce that the proposed PID tuning method is applicable.
Chapter 4 extends the RC approach to tuning of the Smith predictor controller. The
detailed tuning procedure is elaborated in this chapter. Finally, the simulation examples
and experimental result are presented to illustrate the effectiveness of the proposed
method.
Finally, conclusions and suggestions for future work are discussed in Chapter 5.
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Chapter 2
Improved Critical Point Estimation
Using a Preload Relay
2.1 Introduction
Process model estimation is a fundamental and important component of industrial
process control as the model, either in a non-parametric or parametric form, provides
key input parameters to the control design. Traditional methods of process model es-
timation is, in general, a fairly time-consuming procedure, involving the injection of
persistently exciting inputs and the application of various techniques [56],[57].
Fortunately, knowledge of an extensive full-fledged dynamical model is often not nec-
essary in many of the controllers used in the process industry, and estimation of the
critical point (i.e., the critical frequency and gain) ([3], [58], [17]) is sufficient. For ex-
ample, in process control problems, this point has been effectively applied in controller
tuning ([3], [58], [17]), process modelling ([59],[39]) and process characterization ([60]).
Today, the use of the relay feedback technique for estimation of the critical point has
been widely adopted in the process control industry ([61],[62]). In the chemical process
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industries, successful controller tuning experiments with relay autotuning have also been
reported. In [63], a sluggish distillation control loop previously thought to be impos-
sible to be put under relay autotuning, is successfully tuned with reasonable controller
settings after a six-hours experiment. Other chemical process applications using relay
autotuning include nonlinear pH-systems ([64], [65]), bleach plants ([66]), HVAC-plants
([67]), distillation columns ([68]) and heat exchangers ([27]). The standard autotuning
method for these type of processes mainly consists of a two step procedure. In the first
step, the ultimate gain and frequency of the process are identified through relay feed-
back and in the second step, some tuning recommendations are used to calculate the
controller parameters.
The relay feedback technique is an elegant yet simple experiment design for process
estimation pioneered mainly by Astrom and co-workers [17] and now used in PID con-
troller tuning ([61], [62], [69]). The experiment design is based on the key observation
that most industrial processes will exhibit stable limit cycle oscillations for the relay feed-
back system of Figure 2.1. Following the first successful applications of relay feedback
to PID control tuning, a large number of research work to extend its applicaton domain
and to enhance various aspects of the conventional approach has been reported. Fun-
damental studies on the existence and stability of oscillations (e.g., [70], [71]) continue
to be conducted. Modifications of the relay feedback method have also been reported
([36], [22], [30], [33]) to achieve different elements of improvement over the conventional
relay feedback approach.
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However, while the relay feedback experiment design will yield sufficiently accurate
results for many of the processes encountered in the process control industry, there
are some potential problems associated with such relay feedback-based estimation tech-
niques, associated with the estimation accuracy. These arise as a result of the approxi-
mations used in the development of the procedures for estimating the critical point. In
particular, the basis of most existing relay-based procedures of critical point estimation
is the describing function method ([72],[73]). This method is approximate in nature,
and under certain circumstances, the existing relay-based procedures could result in es-
timates of the critical point that are significantly different from their real values. Such
problematic circumstances arise particularly in underdamped processes and processes
with significant time-delay, and poorly tuned control loops would result if the critical
point estimates were used for controller tuning. An adaptive approach has been pro-
posed by [36] to achieve near zero error in the estimation of the critical point. However,
the improved accuracy is achieved at the expense of a more complicated implementation
procedure over the basic relay method. The additional implementation cost may pose an
obstacle to the acceptance of the improved method, since one key reason for the success
of the relay feedback method in industrial applications has been the simple and direct
approach it has adopted. Other known constraints of the conventional relay feedback
method include inapplicability to certain classes of processes, and a long time duration
to settle to stationary oscillations in some cases.
In this chapter, we present a new preload relay feedback to be applied to the process in
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the same manner as per the conventional relay feedback configuration. The approach will
yield significantly improved estimate of the critical point at no significant incremental
implementation expense. The key idea behind the modification is also motivated by
describing function concepts, and the modification is designed to boost the fundamental
frequency in the forced oscillations induced under a relay feedback configuration, such
that compared to the conventional relay setup, the relative amplitude of the fundamental
frequency over higher harmonics is increased. A benchmark of the accuracy attainable
with the proposed approach against the conventional approach is provided for rich classes
of processes commonly encountered in the process control industry. In addition, other
benefits associated with the proposed method are demonstrated via empirical simulation
results. These benefits include performance assessment based on an improved estimate,
applicability to other classes of processes when the conventional relay method fails,
shorter time duration to attain stationary oscillations, and possible application to extract
other points of the process frequency response.
2.2 Problems Associated With Conventional Relay
Feedback Estimation
As mentioned in Section 2.1, the relay feedback procedure is an elegant yet simple
technique for critical point estimation that has recently become adopted in industrial
process controllers. The inaccuracies that may arise in using the existing procedures
have also been mentioned and these are a result of the approximations used in the
development of the procedures for estimating the critical point. Thus, consider the relay
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Figure 2.1: Conventional relay feedback system
feedback system of Figure 2.1. The usual method employed to analyze such systems
is the describing function method which replaces the relay with an “equivalent” linear
time-invariant system. For estimation of the critical point, we are interested in the self
oscillation of the overall feedback system. Here, for the describing function analysis, a
sinusoidal relay input
e(t) = a sinωt, (2.1)
is considered and the resulting signals in the overall system are analyzed. The relay
output, u(t), in response to e(t) would be a square wave having a frequency ω and an
amplitude equal to the relay output level, µ. Using a Fourier’s series expansion, the





2k − 1 . (2.2)
The describing function of the relay N(a) is simply the complex ratio of the funda-
mental component of u(t) to the input sinusoid, i.e.,
N(a) = 4µpia. (2.3)
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Since the describing function analysis ignores harmonics beyond the fundamental com-
ponent, define here the residual % as the entire sinusoidally-forced relay output minus









In the describing function analysis of the relay feedback system of Figure 2.1, the
relay is replaced with its quasi-linear equivalent DF and a self-sustained oscillation of
amplitude, a and frequency, ωosc is assumed. Then, if Gp(s) denotes the transfer function








Relay feedback estimation of the critical point [17] for process control is based on the
key observation that the intersection of the Nyquist curve of Gp(jω) and − 1N(a) in the
complex plane gives the critical point of the linear process. Hence, if there is a sustained
oscillation in the system of Figure 2.1, then in the steady state, the critical frequency
can be estimated as
ωc = ωosc, (2.6)
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From the above discussion, it is evident that the accuracy of the relay feedback estima-
tion depends on the relative magnitude of the residual % over the fundamental component
which determines whether, and to what degree, the estimation of the critical point will
be successful. For the relay, % consists of all the harmonics in the relay output. The
amplitude of the third and fifth harmonics are about 30% and 20% that of the fun-
damental component and they are not negligible if fairly accurate analysis results are
desirable and, therefore, they limit the class of processes for which describing function
analysis is adequate, i.e., the process must attenuate these signals sufficiently. This is
the fundamental assumption of the describing function method which is also known as
the filtering hypothesis [72]. Mathematically, the hypothesis requires that the process,
Gp(s) must satisfy
|Gp(jkωc)|  |Gp(jωc)| , k = 3, 5, 7, · · · , (2.8)
and
|Gp(jkωc)| → 0 , k →∞. (2.9)
Note that (2.8) and (2.9) require the process to be not simply low-pass, but rather
low-pass at the critical frequency. This is essential as the delay-free portion of the
process may be low-pass, but the delay may still introduce higher harmonics within the
bandwidth. Typical processes that fail the filtering hypothesis are processes with long
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time-delay and processes with resonant peaks in their frequency responses so that the
undesirable frequencies are boosted instead of being attenuated. In fact, in simulation
results shown later, it will be seen that fairly large errors can occur in critical point
estimation for such processes when the conventional relay feedback technique is used.
Apart from the abovementioned problem relating to estimation accuracy, there are
other constraints faced by the conventional relay method, such as inapplicability to
certain classes of processes, a long time to attain steady state oscillations and inability
to extract other points of the process frequency response.
2.3 Preload Relay Feedback Estimation Technique
Having observed the problems associated with conventional relay feedback estimation,
we consider next the design of a modified relay feedback that addresses the issue of
improved estimation accuracy. The modification of the basic relay feedback method is
motivated by describing function concepts, and the modification is designed to boost
the fundamental frequency in the forced oscillations induced under a modified relay
feedback configuration. Figure 2.2 shows the proposed configuration using the preload
relay (abbreviated as P Relay). The P Relay is equivalent to a parallel connection of
the usual relay with a proportional gain K.
In this section, the operational principles and rationale for the proposed configuration
and guidelines for the choice of gain K will be elaborated.
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Figure 2.2: Proposed configuration of P Relay feedback system
2.3.1 Amplification of the Fundamental Oscillation Frequency
The key idea behind the proposed approach is to increase the amplitude of the funda-
mental frequency relative to the other harmonics via an additional periodic signal uk
added to the relay output signal ur to form a moderated input signal u to the process,
i.e.,
u = ur + uk. (2.10)
With this moderation, the amplitude (denoted by u1) of the fundamental frequency
at the output of the preload relay (given the input signal e(t) = asinωt) is boosted from
u1 = 4µpi to u1 =
4µ
pi + Ka, while the residual part %, containing the higher harmonics,







This implies that while the fundamental frequency has been boosted, the negative
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Figure 2.3: Negative inverse describing function of the P Relay.
inverse describing function continues to lie on the negative real axis, albeit with a termi-
nation point at − 1K as shown in Figure 2.3, such that if an intersection occurs between
this locus and the process Nyquist curve, an oscillation is sustained, the critical frequency
is still estimated as
ωc = ωosc, (2.12)




For an intersection to occur under the describing function analysis, it is necessary that
K < Kc. (2.14)
2.3.2 Choice of Amplification Factor
Compared to the original relay feedback configuration, the proposed method incurs the
design of the additional parameter K. Intuitively, a larger K should lead to a more
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Figure 2.4: Limit cycle oscillation for different choice of α, (1) α = 0, conventional relay,
(2) α = 0.2, (3) α = 0.3.
accurate critical point estimate. We will provide empirical evidence for this conjecture
in the next section. However, apart from the consideration of the termination point of the
describing function, there are physical constraints and safety issues to be considered such
as the magnitude of oscillation permissible and actuator saturation. These considerations
are similar to those necessary for fixing the relay amplitude in a conventional relay
feedback setup.
From extensive empirical studies, we recommend that the gain can be fixed at 20%−
30% of the relay amplitude µ, i.e.,
K = αµ, (2.15)
where α = 0.2 ∼ 0.3. If this guideline is followed, essentially the method does not
impose any additional and incremental requirements on the user over the original relay
method. Figure 2.4 shows the limit cycle attained with different choices of α. Although
it may appear, from the figure, that the modified approach results in an increased overall
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amplitude of the limit cycle oscillation, the amplitude can be kept to the same tolerable
level by varying µ as well since it is the relative amplitude of K to µ that is of key
interest in this approach. Note that as α increases, the process output y becomes closer
to a sinusoid, reflecting the relative smaller harmonics content in the oscillations.
In specific cases, the user will be able to use an α outside of this default range. For
example, for unstable processes with time-delay, the user may specific a larger α subject
to the safety threshold that is tolerable.
2.4 Simulations
The use of the preload relay feedback for critical point estimation has been investigated
in simulation, and the results are tabulated and compared with critical point estima-
tion using conventional relay feedback in Tables 2.1–2.4. The same set of processes as
reported in [36] is used in this simulation study. In the simulation study, the value of α
is fixed at α = 0.3 for all cases.
Table 2.1 shows the results for an overdamped process with different values for the
time-delay. Tables 2.2 and 2.3 show the respective results for an underdamped process
and an overdamped process, each with a (stable) process zero, with different values
for the time-delay. Finally, the results for a non-minimum phase process with different
values for the time-delay are shown in Table 2.4.
From the Tables, it can be seen that critical point estimation using the preload relay
feedback consistently yields improved accuracy over the conventional relay feedback.
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The better accuracy is particularly marked in Tables 2.3 (overdamped process) and 2.4
(non-minimum phase process) and in the other Tables when the time-delay becomes
significant.
Table 2.1: Process = 1s+1e
−sL
Real Process Conventional Relay Preload Relay Improvement
L Kc ωc Kˆc PE ωˆc PE Kˆc PE ωˆc PE Kc ωc
0.5 3.81 3.67 3.21 15.7 3.74 1.9 3.40 10.8 3.63 1.1 4.9 0.8
2.0 1.52 1.14 1.46 3.9 1.16 1.8 1.54 1.3 1.14 0.0 2.6 1.8
5.0 1.13 0.53 1.28 13.3 0.55 3.8 1.20 6.2 0.52 1.9 7.1 1.9
10.0 1.04 0.29 1.27 22.1 0.29 2.3 1.16 11.5 0.29 1.0 10.6 1.3
PE : Percentage Error
Table 2.2: Process = s+0.2s2+s+1e
−sL
Real Process Conventional Relay Preload Relay Improvement
L Kc ωc Kˆc PE ωˆc PE Kˆc PE ωˆc PE Kc ωc
0.5 3.48 3.61 2.97 14.7 3.70 2.5 3.06 12.1 3.59 0.6 2.6 1.9
2.0 1.09 1.27 1.20 10.1 1.28 0.8 1.15 5.5 1.27 0.0 4.6 0.8
5.0 1.19 0.70 1.10 7.6 0.62 11.4 1.14 4.2 0.73 4.3 3.4 7.1
10.0 2.17 0.38 1.16 46.5 0.31 18.4 1.17 46.1 0.32 15.8 0.4 2.6
PE : Percentage Error
The simulation results here have demonstrated the improved accuracy in critical point
estimation achieved using the proposed P Relay feedback configuration. Further im-
provement can be obtained if a larger α is admissible. Figure 2.5 and 2.6 show the
variation in the estimate of the critical gain Kc and frequency ωc with different choice
of α for the process Gp = 1s+1e
−5s, verifying the conjecture that improved accuracy is
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Table 2.3: Process = s+0.2(s+1)2 e
−sL
Real Process Conventional Relay Preload Relay Improvement
L Kc ωc Kˆc PE ωˆc PE Kˆc PE ωˆc PE Kc ωc
0.5 4.26 4.02 3.81 10.6 4.16 3.5 4.07 4.5 4.14 3.0 6.1 0.5
2.0 2.07 1.35 2.37 14.5 1.38 2.2 2.14 3.4 1.33 1.5 11.1 0.7
5.0 2.09 0.65 1.98 5.3 0.61 6.2 2.05 1.9 0.65 0.0 3.4 6.2
10.0 2.78 0.35 1.93 30.6 0.31 11.4 2.13 23.4 0.34 2.9 7.2 8.5
PE : Percentage Error
Table 2.4: Process = −s+0.2(s+1)2 e
−sL
Real Process Conventional Relay Preload Relay Improvement
L Kc ωc Kˆc PE ωˆc PE Kˆc PE ωˆc PE Kc ωc
0.5 1.97 0.83 1.64 16.8 0.72 13.3 1.95 1.0 0.84 1.2 15.8 12.1
2.0 2.31 0.51 1.54 33.3 0.53 3.9 2.10 9.1 0.50 2.0 24.2 1.9
5.0 2.97 0.31 1.51 49.2 0.35 12.9 1.87 37.0 0.34 9.7 12.2 3.2
10.0 3.69 0.20 1.51 59.1 0.23 15.0 1.87 49.3 0.22 10.0 9.8 5.0
PE : Percentage Error
achieved with a higher gain K. It is possible to achieve very accurate estimates if a large
K (relative to µ) is permissible.
2.5 Real-time Experimental Results
The proposed P Relay relay feedback configuration described above has been applied to
critical point estimation in a coupled-tanks system with transport delay, and we briefly
describe the results here. A photograph of the experimental set-up of the coupled-tanks
system is shown in Figure 2.7. The pilot scale process consists of two rectangular tanks,
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Figure 2.5: PE variation of Kc with α
Figure 2.6: PE variation of ωc with α
Tank 1 and Tank 2, coupled to each other through an orifice at the bottom of the tank
wall. The inflow (control input) is supplied by a variable speed pump which pumps
water from a reservoir into Tank 1 though a long tube. The orifice between Tank 1 and
Tank 2 allows the water to flow into Tank 2. In the experiments, we are interested in
the process with the voltage to drive the pump as input, and the water level in Tank
2 as process output. This coupled-tanks pilot process has process dynamics that are
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Figure 2.7: Photograph of experimental set-up.
representative of many fluid level control problems faced in the process control industry.
A transport delay is present due to the extended tubing from the reservoir of water to
the first tank. The coupled-tanks apparatus is connected to a PC via an A/D and D/A
board. LabVIEW 7.0 from National Instruments is used as the control development
platform.
In the real-time experiments, both the conventional relay feedback procedure and
the proposed preload relay feedback procedure were used to estimate the critical point
of the coupled-tanks process. For benchmarking of the accuracy in the estimates, an
exhaustive spectrum analysis is also carried out with the process in the open-loop. It
yields Kc = 5.33 and ωc = 3.9.
Table 2.5 shows the estimate obtained with the two approaches compared to the values
from the frequency analysis experiment. Marked improvement of about 13.51% for the
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estimate of Kc and 16.15% for the estimate of ωc is achieved.
Table 2.5: Estimates of the critical point for the coupled-tanks system





PE : Percentage Error
2.6 Additional Benefits Associated with the Preload
Relay Approach
In the preceding sections, we have shown the improved critical point estimation accuracy
achievable with the proposed configuration at no significant incremental implementation
costs. In this section, we will show the benefits forthcoming from an improved estimate
with regards to control performance, as well as other benefits which can be realised with
the proposed configuration. The benefits will be illustrated via simulation study and
supporting analysis where applicable, in this section, as more detailed work continues
to be carried out along these directions.
2.6.1 Control Performance Relative to Specifications
An improved critical point estimate will lead to improved control performance when the
critical point is used as the basis for direct tuning of the controller, or for deriving a
model to indirectly tune the controller. In this subsection, we will illustrate the better
performance achieved with an improved critical point estimate in terms of how close the
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user specifications of gain and phase margins can be met.





The desired gain margin is specified as Gm = 3. The PID controller is tuned via the
method described in [58], based on the two different critical points estimates obtained
with the conventional relay method and the preload relay method. The actual gain
margin achieved is 2.65 and 2.83 respectively with the critical point estimate from the
conventional relay method and the preload relay method respectively. The proposed
method yields an improvement of 6% in satisfying the specification.
The PID controller can be also tuned ([58]) based on a desired phase margin of φm =
1.05. The actual phase margin achieved is 1.36 and 1.31 with the conventional relay
method and the preload relay method respectively. An improvement of 4.76% is achieved
in this case.
Finally, consider PI controller tuning based on a combined gain and phase margin
specifications, Gm = 3 and φm = 1.05 [12]. Table 2.6 shows the actual values obtained
with the two approaches. An improvement of about 7% for the estimate of Gm and
0.95% for the estimate of Φm is achieved.
2.6.2 Improved Robustness Assessment
The relay method has been applied to assess control robustness in terms of maximum
sensitivity (Ms), gain margin (Gm) and phase margin (Φm). Using the configuration [74]
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Table 2.6: Actual gain and phase margins achieved





PE : Percentage Error
Figure 2.8: Relay configuration for robustness assessment
as shown in Figure 2.8, where Gol = Gc(s)Gp(s) is the compensated system comprising
of the process Gp and the controller Gc, the preload relay can be applied here to replace
the usual relay in Figure 2.8 to yield improved assessment accuracy. The method is
simulated for various compensated systems in Table 2.7.
Table 2.7: Compensated systems for robustness assessment
Compensated process Gol Process Gp Controller Gc
A Gp1 = 1(s+1)4 Gc1 = 0.848 +
0.297
s
B Gp2 = 10(s+1)(1.5s+1)(2s+1)e
−2s Gc2 = 0.0478 + 0.0149s
C Gp3 = (1−s)s(s+3) Gc3 = 0.77 +
0.09
s
Table 2.8 shows the results and improvement in percentage errors for the two methods
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on the three compensated systems above.
2.6.3 Improvement in Convergence Rate
When the relay feedback approach is used to tune a PID controller, information from
the steady state oscillations is extracted and used for this purpose. Thus, the tuning
duration is directly dependent on how fast the oscillations settle to the steady state. To
this end, a shorter duration is clearly desirable. Compared to the conventional relay,
the preload relay effectively provides a higher feedback gain for the oscillating frequency,
which can be adjustable by the user. With a higher gain threshold at the oscillating
frequency, the limit cycle can settle into the stationary state faster, thus enabling a
faster tuning time when the setup is used for control tuning purposes. In this section,
this useful feature will be illustrated.
Table 2.8: Results of the modified relay feedback system
Real Process Conventional Relay Preload Relay Improvement
Ms Gm Φm Ms PE Gm PE Φm PE Ms PE Gm PE Φm PE Ms Gm Φm
A 1.75 3.00 1.05 1.78 1.7 2.93 2.3 1.01 3.8 1.78 1.7 2.93 2.3 1.02 2.9 0.0 0.0 0.9
B 1.70 2.82 1.05 1.78 4.7 2.65 6.0 0.98 6.7 1.77 4.1 2.69 4.6 0.99 5.7 0.6 1.4 1.0
C 1.49 3.72 0.81 1.73 16.1 2.85 23.4 0.71 12.3 1.68 12.8 2.88 22.6 0.74 8.6 3.3 0.8 3.7
PE : Percentage Error
Consider the following process from [79],
Gp =
4
s2 + s+ 4
e−0.01
In this example, steady state oscillations is deemed to have occurred when the amplitudes
of two consecutive oscillations do not differ by more than 2%. Figure 2.9 shows the
34
process output from the instant the relay (conventional or preload) is introduced into
the loop. With the P Relay method, the system settles to steady state oscillations after
3.9s, compared to the conventional relay feedback method, where the oscillations settles
after 6.5s.
Figure 2.9: Limit cycle oscillation using (1) P Relay, (2) Conventional relay
Next, consider an underdamped process with a long delay,
Gp =
s+ 0.2
s2 + 2s+ 4
e−8s
With the P Relay method as shown in Figure 2.10, the system settles to steady state
oscillations after 42s, compared to the conventional relay feedback method, where the
oscillation settles after 68.5s.
Supporting Analysis
In this subsection, an analysis is provided to show that the proposed preload relay can
achieve a faster convergence speed compared to the pure relay.
Consider a linear n-order plant
Gp(s) =
1
sn + a1sn−1 + ... + an
. (2.16)
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Figure 2.10: Limit cycle oscillation using (1) P Relay, (2) Conventional relay
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y = z1, (2.18)
where z = [z1, z2, ..., zn]T ∈ Rn represents the states of the system, u ∈ R is the
control input of the system, and y is the output of the system. For a reference yd which
is assumed to be smooth and bounded, we define the tracking error as e = yd− y. Thus,
we have the following error equation
x˙ = Ax+Bu+B, (2.19)
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 = y(n)d − any˙d...− a1y
(n−1)
d , (2.23)
where y˙d is the time derivative of yd and y(k)d is the kth time derivative of yd.
Since the reference yd is assumed to be smooth and bounded,  is also bounded, i.e.,
|| ≤ M . The control u can be written as
u = Ke +Krsgn(e) (2.24)
where K is the proportional gain of the preload part of the relay and Kr is the amplitude
of the relay.
Applying the control u, we have the following closed-loop system
x˙ = (A+BK¯)x+BKrsgn(e) +B = A¯x+BKrsgn(e) +B, (2.25)
where K¯ = [K, 0, ..., 0] and A¯ = A + BK¯. Consider a Lyapunov function V = xTPx,
where P is the solution of the following equation
A¯TP + PA¯+ PBBTP +Q = 0, (2.26)
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where Q is a semi-positive definite matrix. This equation has a solution if A¯ is a stable
matrix. The time derivative of V is given by
V˙ = xT (A¯TP + PA¯)x + 2xTPBKrsgn(e) + 2xTPB. (2.27)
By using the inequality 2αTβ ≤ αTα + βTβ, we have
2xTPB(Krsgn(e) + ) ≤ xTPBBTPx+ (Krsgn(e) + )2
≤ xTPBBTPx+ (||Kr||+ M)2. (2.28)
Substituting the above equation into (2.27) and using (2.26) , it follows
V˙ ≤ xT (A¯TP + PA¯+ PBBTP )x+ (||Kr||+ M)2
= −λmin(Q)||x||2 + ||Kr + M ||2. (2.29)
Since λmin(P )||x||2 ≤ V ≤ λmax(P )||x||2, we have
V˙ ≤ −λmin(Q)λmax(P )
V + (||Kr||+ M )2. (2.30)
For the above inequality, using Lemma 3.2.4 of [80], we will obtain




+[V (0)− λmax(P )λmin(Q)
(||Kr||+ M )2]e−
λmin(Q)
λmax(P ) t. (2.31)
Note that the convergence speed is influenced by the function e−
λmin(Q)
λmax(P ) t. Thus, by
choosing the value of K appropriately, the value of λmin(Q)λmax(P ) can be changed, while in
the pure relay this term is fixed. This implies that a faster convergence speed can be
achieved compared to the pure relay case, when an appropriate value of K is chosen.
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2.6.4 Applicability to Unstable Processes
Unstable processes represent a class of processes for which the conventional relay feed-
back becomes inapplicable if the time-delay is long [75]. Furthermore, the control per-
formance achievable for an unstable process is particularly sensitive to the accuracy of
the process model. In simple cases of unstable processes with short time-delay, a stable
limit cycle oscillation may exist, but if the estimate of the critical point is inaccurate
and it is used as the basis for the tuning of the controller, the control performance may
be very unsatisfactory or even unstable. The benefits with regards to the application of
the preload relay method to unstable processes will be illustrated in this section.
Improved Control Performance
It is well-known that control of unstable processes is a difficult and challenging problem,
with a low threshold for modelling errors to ensure a stable control performance. In
this example, we will elaborate the difference in control performance as a result of two
different critical points obtained respectively via the conventional relay method and the
proposed method.





Limit cycle oscillations can be sustained in both cases, but the proposed preload relay
feedback yields improved estimation accuracy as evident from the results tabulated in
Table 2.9 for the same process considered above, for different time-delays.
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Figure 2.11: Relay tuning and control performance for a first-order unstable plant,
(1)P Relay feedback method, (2) Conventional relay feedback method.
With the critical point, PID controllers are tuned using the same method described in
[77]. The controller, tuned using the estimate from the conventional relay feedback, is
unable to yield a stable closed-loop response as shown in Figure 2.11, while the controller,
tuned using the improved estimate from the preload relay feedback, yields a stable closed-
loop response.
Table 2.9: Process = 1(10s−1)e
−Ls
Real Process Conventional Relay Preload Relay Improvement
L Kc ωc Kˆc PE ωˆc PE Kˆc PE ωˆc PE Kc ωc
2.0 7.24 0.71 5.78 20.2 0.75 5.6 6.47 10.6 0.73 2.8 9.6 2.8
5.0 2.53 0.23 1.95 22.9 0.19 17.4 2.16 14.6 0.21 8.7 8.3 8.7
8.0 1.38 0.09 – – – – 1.31 5.1 0.08 11.1 – –
9.0 1.17 0.06 – – – – 1.13 3.4 0.05 16.7 – –
PE : Percentage Error
Existence of Sustained Oscillations
Next, consider the same first-order unstable process but with a longer time delay, i.e.,
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Gp = 110s−1e
−8s. As reported in [75], no stable limit cycle oscillation will result from
the conventional relay feedback method. With the preload relay feedback, a stable limit
cycle oscillation can still be obtained as shown in Figure 2.12. The same observation
holds for the time-delay of L = 9 as shown in Table 2.9.
Figure 2.12: Limit cycle oscillation for process Gp = 1(10s−1)e
−8s using the P Relay
feedback method.
Supporting Analysis
In this sub-section, we will provide an analysis to show that the additional relay para-
meter K can help to provide a bound on the oscillation when the preload relay is applied
to an unstable process. The following notations will be used in the analysis.
||M || represents the norm of the matrix M
λ(M) denotes any eigenvalue of matrix M
λmax(M) denotes the largest eigenvalue of M
λmin(M) denotes the smallest eigenvalue of M
41
Consider the following process
Gp : y˙ = ay + bu(t− h), (2.32)
where h is time-delay. Given a reference signal yd, we can generate the error equation,
e˙ = ae˙− cu(t− h) + y˙d − ayd. (2.33)
This can be re-written as
X˙ = AX +Bu(t− h) +B, (2.34)
where X = [e], A = a, B = −c, and  = y˙d−ayd−c . For a reference yd which is assumed to
be smooth and bounded,  is also bounded, i.e., || ≤ M . The control u is the same as
in (2.24). The closed-loop system is thus given by
X˙ = AX +BKX(t− h) +BKrsgn(e(t− h)) +B (2.35)
where K¯ = [K, 0, ...., 0]. Consider the Lyapunov-Krasovskii functional V = XTPX +
∫ t
t−hX
T (τ)QX(τ)dτ , where Q is a semi-positive definite matrix specified. The time
derivative of V is given by
V˙ = XT (ATP + PA)X +XTPBK¯X(t− h) +XT (t− h)K¯TBTPX +XTQX
−XT (t− h)QX(t− h) + 2XTPB[Krsgn(e(t− h)) + ]
≤ XT (ATP + PA)X +XTPBK¯X(t− h) +XT (t− h)K¯TBTPX +XTQX
−XT (t− h)QX(t− h) +XTPBBTPX + ||Kr + M ||2 (2.36)
Using the inequality 2αTβ ≤ αTα + βTβ, we have
2XTPBK¯X(t− h) ≤ XTPBBTPX +XT (t− h)K¯T K¯x(t− h) (2.37)
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Substituting the above equation into (2.36) yields
V˙ ≤ XT (ATP + PA+ 2PBBTP +Q)X +XT (t− h)(K¯T K¯ −Q)X(t− h)
+||Kr + M ||2
= −X¯TRX¯ + ||Kr + M ||2 (2.38)
where X¯ = [XT , XT (t− h)]T . If the matrix
R =
[
−ATP − PA− 2PBBTP −Q 0
0 Q− K¯T K¯
]
(2.39)
is positive definite, then we have
V˙ ≤ −λmin(R)||X¯||2 + ||Kr + M ||2 (2.40)
In order for (2.40) to satisfy V˙ < 0,
||X¯||2 > ||Kr + M ||2/λmin(R). (2.41)
Since ||X|| ≤ ||X¯||, this condition is necessarily satisfied if
||X||2 > ||Kr + M ||2/λmin(R). (2.42)
Based on the results in [78], X is uniformly ultimately bounded (UUB) by
√
||Kr + M ||2/λmin(R). It is observed that R can be determined by choosing the value
of K. Thus, an appropriate value of K can make R positively definite and then the
UUB is ensured. This property cannot be guaranteed for the conventional pure relay.
Remark 2.1. The positive definiteness of the matrix R can be ensured if
ATP + PA+ PBBTP + Q¯ = 0, (2.43)
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where Q¯ = Q+Q0, (Q0 > 0) and Q− K¯T K¯ > 0. Note that equation (2.43) is a Riccati-
type equation. A solution of P will exist for given Q¯ > 0 and a stable A. Since Q is
specified by the user, this implies that Q− K¯T K¯ > 0 if we choose the large eigenvalue
of Q. Thus, the positive definiteness of the matrix R can be ensured.
2.6.5 Identification of Other Intersection Points
For a process with long delay, there can be several intersection points between its Nyquist
plot and the negative real axis of the complex plane. However, it is observed that the
conventional relay feedback may not yield the outermost point even though this point
can be a more crucial point to consider during the controller design phase. In this
section, it will be demonstrated that outermost point may be obtained with the preload
relay by appropriately adjusting the gain K.
Consider the following underdamped process with long delay [36]
Gp =
s+ 0.2
s2 + s+ 1e
−10s
Figure 2.13 shows the Nyquist plot of the above process, the critical point and outermost
point are located at (2.17,0.38) and (0.987,0.935) respectively (the first argument refers
to the inverse gain and the second refers to the frequency). Note that the outermost
intersection point is associated with a higher frequency. This is due to the resonance in
the frequency response of this process. The P Relay feedback method identifies these
two points as (1.17,0.32) and (0.992,0.897) respectively, when the gain of the P Relay K
is selected to be 20% and 60% of the relay amplitude µ. The conventional relay identifies
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only the critical point at (1.16,0.31). Next, consider a overdamped process with long
Figure 2.13: Nyquist plot of the process Gp = s+0.2s2+s+1e







Figure 2.14 shows the Nyquist plot of the overdamped process, the critical point and the
Figure 2.14: Nyquist plot of the process Gp = s+0.2(s+1)2 e
−10s, (1) critical point, (2) outermost
point
outermost point are located at (2.78,0.35) and (1.96,0.928) respectively. This process
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also exhibits a resonance in the frequency response due to its zero. The P Relay feedback
method identifies these two points as (2.13,0.34) and (1.98,0.897) respectively, when the
gain of P Relay is selected at 20% and 65% of the relay amplitude. The conventional
relay identifies only the critical point at (1.93,0.31).
2.7 Conclusions
In this chapter, we have presented a modified relay feedback method named as P Relay
feedback method for estimating the critical point in process control systems with im-
proved accuracy over the conventional relay feedback method pioneered by Astrom and
co-workers. Empirical evidence is also provided to show other benefits of the proposed
approach with respect to improved control and performance assessment based on an
improved estimate, applicability to other classes of processes when the conventional re-
lay method fails, a shorter time duration to attain stationary oscillations, and possible





Tuning of PID Controllers
3.1 Introduction
Proportional-Integral-Derivative (PID) controllers are now widely used in various in-
dustrial applications where the tracking and regulation of time-continuous variables is
necessary. The strong affinity with industrial applications is due largely to its simplicity
and the satisfactory level of control robustness which it offers. Apart from possible minor
structural differences, the distinct factor governing how well the controller performs is
the tuning method adopted. To-date, many different approaches are available for tuning
the PID controller (e.g., [7] [81] [82]). In more recent time, automatic tuning methods
have evolved (e.g., [83] [79] [84]) where the user of the industrial controller only needs
to provide simple performance specifications, initiate the tuning process with a push
button, and the PID controller can be tuned satisfactorily. These tuning approaches
can be generally classified under oﬄine and online approaches. In the latter case, the
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controller is tuned while it is still performing the control function, with no loss in pro-
duction time. From economy, practical usage and application domain viewpoints, the
closed-loop online approach is an attractive approach.
To-date, however, a specific PID tuning approach is typically applicable to certain
classes of systems only. It also typically requires a linear model of the system, in an
implicit or explicit form, based on which the controller is tuned. It is unrealistic to
assume that the assumed model will fit the system well, since all systems encountered in
practice are nonlinear in nature. As a result, the final control performance can be rather
limited and unacceptable when the user requirements become stringent. Under this
situation, one response may be to develop a more complex version of the PID controller.
In [85], an adaptive PID controller based on the model reference technique is proposed.
In [86], a direct adaptive PID control scheme has been proposed for both off-line and
on-line tuning of PID parameters. In [87], a learning-enhanced nonlinear PID controller
has been developed specifically for nonlinear systems. Central to all these work is a
model that becomes more complicated and correspondingly unwieldy, in order to yield
the incremental margin of improvement in the performance. Correspondingly, the entire
control design procedure also becomes complicated.
This chapter presents a new scheme to tune the PID control parameters based on a
Repetitive Control (RC) approach. RC was initially developed as a way to cancel periodic
disturbances and for tracking periodic reference trajectories in a continuous system. It
is a self-correcting control scheme that attempts to improve the control performance
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of a repeated run based on the results from previous runs. It was first introduced in
the control of proton synchrotron magnetic supply, where in order to obtain the desired
proton acceleration pattern, it was necessary to control the current supply in a specific
curve with a very high precision requirement [89]. Other early works on RC can be
found in [90], [91], [92] and [93]. More recently, RC can be found in applications of
robotics ([94]), motors ([95]), hard-disc control ([96]), general motion control ([97]),
PWM converters ([98]) and rotating mechanisms ([99]).
An analogous scheme called Iterative Learning Control has been developed around
the same era as RC, based on the same principle on learning from previous trials to
improve system performance ([100], [101], [102]). It was developed to achieve run-to-run
improvements in training robot-arms and other servo-mechanical systems. The main
difference between ILC and RC is resetting: In ILC, the state of the system is reset
to the original initial condition when the system has reached the final time point in a
periodic trial. For RC, the state of the system at the end of a period becomes the initial
condition for the next period, which resembles more of the situation in classical feedback
systems. Although it has been recognized that both schemes appear to be very different
in the literature, but it is suggested in [103] that for practical use they are not really
different. In some works, both control schemes are closely bridged together in terms of
applications and ideas ([104], [105], [106], [107]).
The basic idea of the proposed scheme is to use RC to derive the ideal control signal
for the system to track a periodic reference sequence. This reference sequence can be
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specified by the user at an interesting frequency from control design perspective, or if
little prior knowledge of the system is available, derived by subjecting the closed-loop
system to relay feedback. In this chapter, deliberate effort is put in to ensure that
the tuning is done online, i.e., the tuning procedure is carried out while closed-loop
operation is in progress. To this end, the RC deviates from the usual configuration
([88]), by repetitively changing the reference signal rather than the control signal. This
should be a desirable feature, as far as practical applications are concerned, since most
industrial control systems do not allow the control signals to be changed, although the
reference signal can be subject to user specifications. Thus, the method represents
an approach which can be more readily incorporated into existing closed-architecture
systems. A key and prominent feature of the RC is the inclusion of a time shift block
to allow the scheme to be adapted to systems with a large time-delay and phase lag
phenomenon. Via the time shift block, this modified RC configuration is able to provide
time-delay compensation during the RC learning phase. It should be noted that by far,
works on either RC or ILC which are applicable to time-delay systems, and therefore
applicable in the domain of process control, are relatively scarce. In [108] and [109],
robust ILC designs under the framework of a Smith predictor controller is proposed,
where the time-delay is compensated via the Smith structure so that the compensated
system appears as delay-free to the ILC.
Once the RC yields a satisfactory overall control signal, as far as a selected function
of the tracking error is concerned, the PID controller is ready to be tuned. A system
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identification approach using the least squares fitting is adopted where the PID para-
meters are adjusted such that the best fit to the overall input and output signal of the
RC-augmented control system is obtained. There will be some loss in this replacement
although this is kept to a minimum in the least squares sense. Simulation and experi-
mental results in the later sections will illustrate that improved performances can still be
achieved despite the loss. It is also possible that a higher order controller or a nonlinear
controller is used, instead of the PID controller.
The proposed method is a model-free approach since no model, implicit or explicit, is
assumed and the potential of RC with regards to the control of nonlinear processes is
harnessed. It is applicable in the domain of process control where the phenomenon of
time delay and large phase lag is commonly encountered, and the reference signals of
concern are step types of signals which are non-periodic. The controller is also not de-
tached from the system during tuning which is attractive from a practical viewpoint. The
tuning of the PID controller is systematic, simple and requires little a priori knowledge
of the system under control. These features of the proposed method will be illustrated
via simulation study and real-time experimental tests.
3.2 Proposed Approach
In this section, the proposed tuning of the PID controller tuning using a RC approach
will be elaborated. The entire procedure is essentially carried out over two phases. In
the first phase, a modified RC procedure is carried out to yield the ideal input and
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output signals of the overall RC-augmented control system. The second phase will use
these signals to identify the best fitting PID parameters with the standard least squares
algorithm. In the following subsections, these two phases will be elaborated.
3.2.1 Phase 1: Repetitive Refinement of Control
Figure 3.1 shows the system under PID feedback control (PID1). The controller PID1
is described by:







Figure 3.1: Basic PID feedback control system
A RC component can be added to the basic control system to repetitively obtain
enhanced control signals for tracking of the periodic reference signal. The frequency of
this signal can be chosen at the critical point, i.e., ultimate frequency. This is the same
frequency used in many PID tuning approaches. After the repetitive learning phase, the
signals at the input and output of the RC will be used to commission the PID controller
used in process control applications. The concept is the same as the relay feedback
approach where the frequency of oscillation is also the ultimate frequency. Parameters
obtained from this point are used to design PID controller in process control applications
where non-repetitive reference signals are more commonly encountered.
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Figure 3.2 shows the configuration with the RC augmentation. Instead of the usual
approach of refining the control signal which may not be permitted in the typical closed-
architecture control system, the RC component modifies the desired reference signal
through successive repetitions to improve the tracking performance. The main idea as-
sociated with the use of the RC is to enhance the system performance by using the
information from the previous cycle in the next cycle over a period of time until the
performance achieved is deemed satisfactory.
Figure 3.2: Repetitive Control (RC) block diagram
The P-type update law is adopted for RC in this chapter because it is the most
commonly used method in the industry and it is robust to noise. However, other update
laws can also be used under the proposed system. Under the configuration shown in
Figure 3.2, during the ith repetition, the modified trajectory of xr,i governed by the
update law for the RC is given by
xr,i(k) = xd(k) + ∆xd,i(k), (3.2)
where k is the discrete time index. The update law for the RC is
∆xd,i+1(k) = ∆xd,i(k) + λei(k + 1), (3.3)
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where λ is the learning gain.
Unfortunately, while this configuration works well for robotic and servo control ap-
plications with a relatively small time delay, it will fail in the realm of process control
applications and requirements due to the typical presence of time-delay and large phase
lag. When the usual RC is applied to the system, the error at kth time instant is used
to calculate the next RC output. However, due to the time lag phenomenon, the actual
system output will be affected only after a time duration. This will result in a diver-
gent RC system, even if a small learning gain is used. To-date, RC systems which are
applicable to process control applications are far less encountered.
A new RC configuration is proposed as shown in Figure 3.3 which is suitable for process
control applications. The closed-loop system is represented by G0(s)e−Ls, where L is
time delay of the closed-loop system. The tracking error is delayed by an additional time
delay of T − L, where T is the period of the repetitive reference signal, before it is fed
to the RC. This delay can achieve the effect of time-delay compensation for convergent
RC tuning.
In the figure, the dotted block denoted by Gm(s) represents an optional reference
model for the closed-loop which can then be used to generate the tracking error more
effectively. We can fix Gm = 1 (i.e., no Gm block at all) or a simple rational function to
obtain a continuous and more realizable reference signal. In a way, Gm can be viewed as
an additional means to detune the performance specification so that convergence of the
RC can be attained. In the subsequent developments in the chapter, unless otherwise
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specified, we will illustrate the development using Gm = 1 with no loss in generality.
Figure 3.3: RC structure for the process control
For the new proposed configuration, the updating law for RC is thus modified as
xr,i+1(k) = xr,i(k) + λei(k − N¯ + 1), (3.4)
where e = xd − x and N¯ = T−Lh .
Figure 3.3 can be configured in the equivalent form as shown in Figure 3.4(a), where
the RC structure for enhancement of the reference signal can be viewed instead as a
parallel learning controller to PID1, comprising of the modified RC component and
PID1 in series.
When a satisfactory level of control performance has been achieved, the ideal input e
and output ∆u for a cycle of the reference signal would have been available for the next
phase.
3.2.2 Phase 2: Identifying New PID Parameters
In this phase, an equivalent PID controller PID2 will be derived in place of the modified
RC and PID1 in series, so that Figure 3.4(b) will be as close to Figure 3.4(a) as possible,
as far as the response of the signal ∆u to e is concerned.
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The PID2 controller can be expressed as






Figure 3.4: (a). Equivalent representation of the RC-augmented control system (b).
Approximately equivalent PID controller
The standard Least Square (LS) algorithm is used to obtain the parameters of PID2.
Equation (3.5) can be written in the linear regression form:
∆u(t) = ϕT (t)θ, (3.6)
where θ = [Kp2 Ki2 Kd2]T and ϕT (t) = [e(t)
∫ t
0 e(t)dt de(t)/dt]. In practical applica-
tions, the derivative signal is seldom obtained via direct measurement, and measurement
noise will be amplified if it is derived via direct differentiation. In this chapter, the differ-
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ential filter is used to derive the parameters ([110]). Figure 3.5 shows the block diagram
of the estimator with filters Hf (p), where p = d/dt represents the differential operator.
Figure 3.5: Block diagram of the estimator with filters, Hf
Equation (3.5) can be expressed in a general form:
∆u(t) = A(p)e(t), (3.7)
where A(p) = p+ 1p + 1. With the additional filters Hf(p), (3.7) can be rewritten as
Hf(p)∆u(t) = Hf (p)A(p)e(t), (3.8)
where the filter Hf (p) is a stable transfer function. Let
∆uf(t) = Hf (p)∆u(t),
ef(t) = Hf(p)e(t). (3.9)
Thus, (3.8) can be written as
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where n is the number of data used in the estimation. Thus, the least squares estimates
of the parameters can be determined efficiently as:
θˆ = (ΦTΦ)−1ΦTU. (3.13)
Once the best fit PID2 controller is identified, the final PID controller is the combina-
tion of PID1 and PID2 which can be written as
u(t) = (Kp1 +Kp2)e(t) + (Ki1 +Ki2)
∫ t
0










where Kp, Ki and Kd are the three overall parameters of the final PID controller. In
this way, the PID controller is tuned in the closed-loop.
3.3 Periodic Reference Signal for RC
The characteristics of the periodic reference signal may be directly user-specified. How-
ever, to do so, there has to be some a priori information of the process available in order
to fix an interesting frequency and an appropriate amplitude. Alternatively, the signal
may be derived from a relay feedback experiment on the closed-loop system. With relay
feedback, a limit cycle oscillation will be induced, in most cases, with an oscillation fre-
quency, i.e. the ultimate frequency of the process, falling within the interesting range of
frequencies as far as control design is concerned. In many process control applications,
the ultimate frequency is used in the design of the process controller (e.g. [3], [5], [17]).
Hence, the induced oscillation can served as the basis for the selection of the periodic
reference signal.
Relay Feedback
Figure 3.6 shows the closed-loop system under relay feedback with xd maintained at some
constant setpoint. Under this configuration, the ultimate frequency ω of the closed loop
system (with the basic controller PID1) can be obtained. The repetitive excitation signal
is then chosen as a sinusoidal signal with the same or a fraction of the ultimate frequency.
If the closed-loop transfer function is approximated as a first order plus time delay
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Figure 3.6: Closed-loop system under relay feedback





where Kp is the static gain, Tp is the time constant and L is the dead time. If integral
action is present, Kp = 1. Otherwise, Kp can be determined from the final steady-
state level of a closed-loop step response. Assuming a stable limit cycle oscillation with
frequency ω and amplitude a, the two parameters Tp and L in (3.15) can be obtained





L = pi − arg(1 + iTpω)ω . (3.17)






where Tm and Lm are fixed at a fraction of Tp and L respectively, to achieve a margin
of improvement in response time.
3.4 Simulation Results
In this section, a simulation study is conducted to verify the effectiveness of the proposed
tuning method. A high-order process is chosen to have a deliberate mismatch between
the actual system and the common model assumed during the relay feedback tuning
phase. This will allow the robustness of the approach to be demonstrated. Consider a
fifth order process described by
G(s) = 1
(s+ 1)5
The controller PID1 is initially tuned with parameters Kp1 = 0.5, Ki1 = 0.15 and
Kd1 = 0.5. Figure 3.7 shows the step response of the closed-loop system with this
controller. It is known that the model (3.15) is an adequate representation of such a
response.
Relay feedback, as shown in the configuration of Figure 3.6, is applied to initiate the
generation of the excitation signal, and thereby also providing an estimated closed-loop
model as well as the RC gain. Measurement noise is deliberately introduced in the
simulation study. Figure 3.8 shows the process output under the relay feedback. Here,
the relay amplitude is chosen as d = 1. The ultimate frequency of the closed-loop
system is obtained as ω = 0.626rad/s and the amplitude of the oscillation is obtained
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Figure 3.7: Process output with the controller PID1





Figure 3.9 shows the excitation signal thus initiated, and the response of the original
closed-loop system to this signal. Using the closed-loop model estimated, the optional
reference model can be specified to achieve a significant margin of improvement in the
response speed by producing a learning process with the desirable transient properties
([111] [112] [113]). With that, Tm and Lm of the following reference model are fixed at






















Figure 3.8: Process output under relay feedback
Phase 1 of the proposed approach is then conducted with a learning gain of λ = 0.6.
Figure 3.10 shows the error during the 30th cycle. The output of the process can track
the model reference response xm accurately with a maximum error of emax = 0.025, and a
root-mean-square error of eRMS = 0.009. Figure 3.11 shows the convergent performance
with and without the reference model over 30 cycles of learning. It is quite apparent
that with the reference model can achieve a faster error convergent rate.
After the RC tuning, Phase 2 of the proposed approach can then be invoked to yield
the parameters of PID2, as discussed in Section 3.2.2. The low pass filter is designed as
Hf(s) =
25
s2 + 10s+ 25
The best fitting PID2 parameters are calculated as
Kp2 = 0.631, Ki2 = 0.115 and Kd2 = 0.977
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Figure 3.9: PID1 tracking performance with the periodic reference signal (a). reference
signal and output (b). error
Thus, the final PID control is tuned with parameters: Kp = 1.131, Ki = 0.265 and
Kd = 1.477.
Figure 3.12 shows the comparison of the system output, before and after tuning, when
the same repetitive excitation signal is used. The actual output is close to the model
reference response xm specified, showing that the time-delay has been compensated to
some degree.
Finally, a non-repetitive step change in setpoint is used to evaluate the performance.
The performance with the tuned PID controller is compared with the performance with
the controller PID1 before tuning. Figure 3.13 shows the performance. It is observed
that a faster response can be achieved with a shorter rise and settling time.
Next, we will evaluate the control performance in the presence of disturbance signals.
64
Figure 3.10: RC performance during the 30th cycle (a). error with the desired reference
xd (b). error with the model reference response xm
A constant disturbance of 0.1 is first simulated at the input to the process. The proposed
approach yields the final PID parameters of Kp = 1.087, Ki = 0.28 and Kd = 1.614.
The response to a step change in setpoint is presented in Figure 3.14. Improved
performance can be observed over the PID controller before tuning.
Following a constant disturbance, a sinusoidal disturbance signal with an amplitude
of 0.1 and frequency of 1Hz is simulated. The proposed approach yields the final PID
parameters of Kp = 1.13, Ki = 0.278 and Kd = 1.506. Setpoint following results, in the
presence of this periodic disturbance, is shown in Figure 3.15.
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Figure 3.11: RC peformance over 30 cycles (a). maximum error (b). RMS error
3.5 Experiment
The proposed RC-based automatic tuning approach is experimented on a thermal cham-
ber apparatus. A photograph of the thermal chamber is shown in Figure 3.16. The
thermal chamber is a transparent plastic chamber mounted on top of a National Instru-
ments Signal Conditioning Unit (SC-2345). There is a thermocouple inside the chamber
used to sense the temperature of the chamber and it is connected to a thermocouple
input module inside the SC-2345 unit. In addition to this, there are two feedthrough
modules for the Pulse-Width-Modulated (PWM) control of a lamp and a fan inside the
chamber, connected via a six-position terminal plug cable. The temperature inside the
chamber can be varied by controlling the light intensity of the lamp or the speed of
the fan. In the context of this experiment, we shall focus on a single input and single
output configuration, thus the fan speed is kept constant and temperature fluctuation
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Desired reference        
Output with PID1         
Ideal response           
Output with the tuned PID
Figure 3.12: Setpoint following performance under the repetitive reference signal
inside the chamber will largely depends on the light intensity of the lamp. Finally, a
PC system with an E Series DAQ device and cable is connected to the SC-2345 unit.
LabVIEW 7.0 from National Instruments is used as the control development platform
for this experiment.
The temperature inside the thermal chamber is sensed by the thermocouple and fed
back to the PC system. The chamber temperature is compared to a setpoint and a PID
controller corrects the setpoint error through the PWM.
The parameters of the PID are first coarse-tuned using the relay feedback experiment.
The ultimate period, Tpi and ultimate gain, kpi is obtained from the sustained oscillation
of the temperature. With reference to the Ziegler-Nichols frequency response table, the
parameters for the PID are obtained as Kp1 = 1.698, Ki1 = 0.341 and Kd1 = 2.139.
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Tuned PID controller 
Figure 3.13: Comparison of performance for step changes in setpoint
Next, the PID is tuned using the proposed RC approach described previously in Section
3.2 and Section 3.3. The parameters for this PID are Kp2 = 1.605, Ki2 = 0.347 and
Kd2 = 1.156. The response to a step change in temperature using both sets of PID
parameters are shown in Figure 3.17 for comparison. It can be observed that the response
using the fine-tuned PID controller exhibit a better transient response.
3.6 Conclusion
In this chapter, a new method is proposed and developed for closed-loop automatic
tuning of PID controller based on a RC approach. The proposed approach is applicable
to process control applications where there is usually a time-delay/lag phenomenon and
where non-repetitive step changes in the reference signal are more common. The method
does not require the control loop to be detached for tuning, but it requires the input
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Tuned PID controller 
Figure 3.14: Performance comparison for setpoint following in the presence of a constant
disturbance
of a periodic reference signal which can be a direct user specification, or derived from
a relay feedback experiment. A modified repetitive control scheme repetitively changes
the control signal by adjusting the reference signal only to achieve error convergence.
Once a satisfactory performance is achieved, the PID controller is then tuned by fitting
the controller to yield a fitting input and output characteristics of the RC component.
Simulation and experimental results have been furnished to illustrate the effectiveness
of the proposed tuning method.
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Tuned PID controller 
Figure 3.15: Performance comparison for setpoint following in the presence of a periodic
disturbance
Figure 3.16: Photograph of the thermal chamber
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Toward Automatic Tuning of Smith
Predictor Controllers
4.1 Introduction
Proportional-Integral-Derivative (PID) controllers have remained as the most commonly
used controllers in the industry since its introduction many decades ago. The main
reason behind its popularity among engineers is its simplicity in tuning the parameters
to achieve satisfactory performance in industrial applications. Many tuning approaches
have evolved since 1942 when Ziegler and Nichols [3] pioneered an unified systematic
tuning approach in tuning the PID controller. In 1984, Astrom and Hagglund [11]
introduced the relay-feedback test which arguably marked the coming of PID autotuning.
Despite its popularity, the PID controller has its limitations when it is put to control
processes with long deadtimes. The derivative term is usually not in use when dealing
with these type of processes as it will induce extensive overshoot and oscillations [114].
On the other hand, without the predictive nature of the derivative term, the PI controller
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cannot yield a high level of performance when applied to long-delay processes.
A control scheme proposed by O.J Smith [43], commonly known as the Smith predic-
tor, is more suitable to deal with processes with long deadtimes. The Smith predictor
controller is able to compensate for the deadtime, through the use of a mathematical
model of the process and its deadtime to feedback to the primary controller, what the
process variable would have behaved without the delay. However, the design of the
Smith predictor is more elaborate than the PID controller as a process model is needed,
in addition to the control parameters of the primary controller. This may constitute a
key reason as to why the PI controller is still the more predominant one used for this
class of processes when it is less than ideal to cope with. In addition, the performance
of the Smith predictor largely depends on the accuracy of the process model. A poorly
tuned Smith predictor due to a poor model can yield a worse performance than the PI
controller [45]. Many studies on this classical control scheme have been done, especially
in the last two decades to enhance its practical applications in the industry. Some have
addressed the issues of robustness ([115], [49], [116]) while others have proposed various
tuning techniques ([117], [39], [51]) to facilitate the use of the Smith predictor as simply
as the PID controller.
This chapter presents a new and alternative approach to tune a Smith predictor based
on a Repetitive Control (RC) methodology. RC is mainly used in processes which need
to accomplish repetitive operations within a finite time period. Based on learning from
previous repetitions, RC is able to improve system performance in subsequent ones. As
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the number of repetitions increases indefinitely, the control scheme will be able to derive
an ideal control signal for the system. The main idea is to use the RC as a mechanism
to derive the ideal control signal for processes with significant deadtime to track a
periodic reference sequence. This reference sequence, in case of the usual RC applications
to robotics and motion systems where there is little time delay, can be the natural
repetitive signal for the control system to execute the repetitive operations. In the case
of process control applications, the frequency of the reference and repetitive sequence
can be chosen to be at the ultimate frequency. This frequency can be efficiently obtained
through a relay feedback experiment. In order for the RC scheme to be applicable to
processes with long deadtime, it is modified by adding a time-delay block to the feedback
path. After the learning process has converged, a set of optimum control signals would
be available for commissioning of the Smith predictor controller. The nonlinear least
squares algorithm is used, in this chapter, for the parameter estimation of the Smith
predictor through the signal fitting. The same relay feedback experiment used earlier
to provide the ultimate frequency can also provide an initial parameter vector for the
fitting algorithm. The design of the Smith predictor using the proposed approach is
systematic, simple and it requires little prior knowledge of the system under control.
The effectiveness of the proposed approach will be illustrated via some simulation studies
and a real-time experimental test.
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4.2 Smith Predictor
In this section, a short review of the Smith Predictor will be furnished. Without loss
of generality, for illustration, the structure of the Smith predictor is considered to be
centered around a first order plus time delay process model and the use of a PI controller
as the primary controller. Figure 4.1 shows the process Gp(s) controlled using the Smith
predictor. It consists of a primary controller Gc(s) in a feedback loop plus an inner loop
which comprises of a delay-free model G¯o(s) and a pure delay term L¯. The primary
controller Gc(s) used in this chapter is a PI controller with the transfer function




Figure 4.1: A Smith predictor configuration








where G¯o(s) is a first order process model and L¯ is the dead time. It has been shown
that the model is also applicable to high-order processes, as the high-order dynamics
can be reflected in the time-delay of the reduced-order model.
The main idea behind the design of the Smith predictor is to match closely the actual
process Gp(s) with a mathematical model G¯p(s) in the inner loop, as shown in Figure 4.1,
to compensate for the delay in the process. An equivalent configuration of the Smith
predictor is shown in Figure 4.2. In this form, the feedback is based on the process




Figure 4.2: An equivalent Smith predictor configuration
The closed-loop transfer function between the reference input r and process output y





1 +Gc(s)G¯o(s)(1− e−L¯s) +Gc(s)Go(s)e−Ls
. (4.4)
If the process model G¯p(s) matches perfectly the actual process Gp(s), the closed-loop
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As clearly depicted in this equation, the delay term L of the process has been eliminated
from the characteristic equation. However, accurate modelling of the process is generally
a difficult task to accomplish under practical situations. This is especially true when
the actual process is nonlinear and the process model considered is a linear one. In
addition, the design of the Smith predictor controller involves two phases. Only after
the model is derived, may the primary controller be designed. An alternate way which
will be adopted in this chapter is to use a non-parametric approach based on RC to
yield an optimum set of control signal for tracking of the reference signal. Then, a
fitting algorithm can finally be applied to obtain simultaneously, the best fitting model
and primary controller of the Smith predictor.
4.3 Repetitive Control for Design of Smith Predic-
tor
In this section, the proposed design of the Smith predictor using a RC approach will be
elaborated. The entire procedure is essentially carried out over two phases. In the first
phase, the RC procedure is carried out to yield the ideal input and output signals of
the RC controlled system. The second phase will use these signals to identify the best
fitting Smith predictor parameters with a nonlinear least squares approach.
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4.3.1 Phase 1: Repetitive Control
RC is a model-free approach to enhance the system performance by using the informa-
tion from the previous cycle in the next cycle over a period of time until the performance
achieved is deemed to be satisfactory. Figure 4.3 shows the usual RC configuration.
Figure 4.3: Repetitive Control (RC) block diagram
The RC can repetitively refine the control signals for tracking of a periodic reference
signal. Subsequently, the signals obtained at the input e and output u of the RC can be
used to commission an equivalent linear controller through a parameter fitting procedure.
Assuming the commonly used P-type update law is adopted for the RC. Under the
configuration as shown in Figure 4.3, during the i-th repetition, the modified desired
trajectory ui, which follows the update law for the RC, is given by
ui+1(k) = ui(k) + λei(k + 1), (4.6)
where k is the discrete time index and λ is the learning gain.
As mentioned in Section 3.2.1, the configuration in Figure 4.3 would result in a di-
vergent system for process with long delay. A RC configuration shown in Figure 4.4,
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is suitable for process control applications. To avoid confusion in the later part of the
chapter, the RC error e in this RC configuration, is replaced by the symbol e¯. The
function of the additional delay block, T − L is to achieve convergent in RC tuning and
also, to delay the process output y by a time duration of L with respect to the reference
input r, where T is the period of the periodic reference signal.
Figure 4.4: Proposed RC configuration for process control
The RC configuration of Figure 4.4 can be redrawn in the equivalent form of Figure
4.5 to correlate the configuration to that of the Smith predictor as shown in Figure
4.2. Then, it is clear that the signals v and u in Figure 4.5 should be mapped to sig-
nals e and u of Figure 4.2 if the RC is to be subsequently replaced by the Smith predictor.
4.3.2 Phase 2: Smith Predictor Design
In this phase, the best fitting Smith predictor will be obtained in place of the RC after
the learning has converged. The signals u and v will be used to determine the five
parameters in the Smith predictor controller namely, K¯, T¯ , L¯, Kc and Ti.
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Figure 4.5: Alternate representation of the RC configuration








U(s) = E(s) Kc(Tis+ 1)(T¯ s+ 1)
(Tis)(T¯ s+ 1) +KKc(Tis+ 1)(1− e−L¯s)
. (4.7)
Substituting s = jω, (4.7) can be expressed as
U(jω) = E(jω) Kc(jTiω + 1)(jT¯ω + 1)
(jTiω)(jT¯ω + 1) + K¯Kc(jTiω + 1)(1− e−jωL¯)
. (4.8)
The five parameters to be determined can be expressed as the parameter vector θ, e.g.
θ = [K¯ T¯ L¯ Kc Ti]T . Hence, the Smith predictor controller output U(jω) can be
described as a function of its input E(jω) and the parameter vector θ in the following
form,
U(jω) = f(E(jω), θ), (4.9)
If we take n observations at V (jω) and U(jω) of the RC component to fit into the
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function in (4.9) using the nonlinear least square algorithm, where k = 1, 2, ...., n, we
have
Uk(jω) = f(Vk(jω), θ) + εk, (4.10)
where εk is the error in the fitting process. The parameter vector θ can be expressed in






















There are many nonlinear least square algorithms available in the field and the Gauss-
Newton method is chosen because it is commonly used for solving nonlinear problems.
The Gauss-Newton method uses an iterative approach to improve on the initial values
[θ10 θ20 .... θ50]T for the parameters [θ1 θ2 .... θ5]T . A simple and straightforward
approach will be elaborated later in Section 4.4 to provide the initial values for the
algorithm.
In applying the linear Taylor series approximation to f(Vk(jω), θ) about the point θ0
where θ0 = [θ10 θ20 .... θ50]T , we have








(θi − θi0). (4.12)
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If we set
fk0 = f(Vk(jω), θ0),












Zki0βi0 + εk. (4.14)
which is in the linear form. We can now estimate the parameters βi0, i = 1, 2, ..., 5 by




Z110 Z120 ... Z150
Z210 Z220 ... Z250
... ... ... ...
Zk10 Zk20 ... Zk50
... ... ... ...
Zn10 Zn20 ... Zn50

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then the estimate of β0 = [β10 β20 ..., β50]T is given by
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β0 = [(Z0)T (Z0)]−1(Z0)T (U − f 0). (4.16)











with respect to βi0, i = 1, 2, ..., 5, where βi0 = θi − θi0. Let us write βi0 = θi1 − θi0.
Then, θi1, i=1, 2, ..., 5 can be thought of as the revised best estimates of θ. We can
now place the values θi1, the revised estimates, in the same roles which were played
previously by the values θi0 and go through exactly the same procedure described by
(4.10) through (4.17). This iterative process is continued until the solution converges,
e.g., S(θ) in (4.17) can be evaluated to see if a reduction in its value has been achieved.
Although the Gauss-Newton algorithm works reasonably well for many practical prob-
lems, it will have its limitations if the matrix [(Z0)T (Z0)] is ill-conditioned. A modi-
fication to the Gauss-Newton algorithm can be done to ensure convergence. The Mar-
quardt’s method [118] modified (4.16) to
β0 = [(Z0)T (Z0) + η0D0]−1(Z0)T (U − f 0), (4.18)
where D0 is a diagonal matrix with positive diagonal elements. Often, for simplicity,
D0 = I. A popular choice is to set the diagonal elements of D0 to be the same as those


















As for the value of η, according to [119], a small positive value was initially taken, e.g.
η0 = 0.01. If, at the ath iteration, the step βa of (4.18) reduces the S(θ), η is divided by
a factor, e.g., η(a+1) = ηa/10, to push the algorithm closer to Gauss-Newton. If within
the ath iteration, the step βa does not reduce S(θ), ηa is progressively increased by a
factor, e.g., ηa → 10ηa, each time recomputing βa until a reduction in S(θ) to some
prescribed amount (e.g., 0.0001).
4.4 Relay Feedback
As mentioned in Section 3.3, the periodic reference signal may be derived from a closed-
loop relay feedback experiment on the process. With relay feedback, a limit cycle os-
cillation will be induced, which will serve as the basis for the selection of the periodic
reference signal.
Figure 4.6 shows the process under relay feedback with r maintained at some constant
setpoint. Under this configuration, the ultimate frequency ωu of the process plant can
be obtained. The repetitive excitation signal is then chosen as a sinusoidal signal with
the same frequency as the ultimate frequency.
Since the ultimate frequency is used for the repetitive signal, the process output delay
will comprise both the first order portion, Go(s) and the dead time L. Therefore, the
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Figure 4.6: Process under relay feedback
process output will be 180 degrees out of phase with the reference repetitive input. The
T − L delay block of the RC configuration in Figure 4.5 can therefore be replaced by
a T/2 delay instead to yield the desired antiphased process output y. Thus, no prior
knowledge of L needs to be assumed.
Apart from determining the frequency of the repetitive signal, the estimated process
model and PI controller parameters used in the initial guess for nonlinear least squares
algorithm can also be determined from the relay feedback experiment. Given that the
estimated model is approximated as a first order plus time delay model as shown in
(4.2). K¯ can be determined by applying a step to the process. Assuming a stable limit
cycle oscillation with frequency ωu and amplitude a, the other two parameters T¯ and L¯










As for the two parameters in the PI controller, simple coarse tuning method is suffi-
cient. As proposed in [117], the two parameters, Kc and Ti can be determined from the





Ti = T¯ (4.23)
Thus, from the relay feedback, an initial guess for the vector θo = [K¯ T¯ L¯ Kc Ti]T
described in Section 4.3.2 can be provided.
4.5 Simulation Results
In this section, several simulation studies are conducted to verify the effectiveness of the





The relay feedback configuration, as shown in Figure 4.6, is first applied to the process
to obtain the repetitive excitation signal frequency for the RC experiment. Figure 4.7
shows the limit cycle oscillations obtained with the process under relay feedback.
After the repetitive excitation signal frequency is obtained from the relay feedback
experiment, the process is ready to be switched to the RC setup. Figure 4.8 shows the
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Figure 4.7: Output response of the process under relay feedback
reference input r and process output y which are 180 degrees out of phase when the
RC error e¯ has converged. Figure 4.9 shows that the RC error e¯ converges after several
cycles. Figure 4.10 shows the two signals used for the design of the Smith predictor in
the later stage.
After the RC learning phase is completed, the signals at v and u are used to cal-
culate the five parameters for the Smith predictor for the next phase using the non-
linear least squares algorithm described in Section 4.3.2. The initial vector can be
obtained from the output with the system under relay feedback and it is calculated as
θo = [1 2.63 6.56 1 2.63]T . The nonlinear least squares algorithm yields the optimum
parameters for the Smith predictor controller as K¯ = 0.9306, T¯ = 2.6605, L¯ = 6.5721,
87
Figure 4.8: Input r and output y of the proposed RC system
Kc = 1.0582 and Ti = 2.6155. Figure 4.11 shows the closed-loop step responses of the
process with a constant disturbance introduced at t = 50s, tuned using the proposed RC
approach and a PI controller tuned using the method by Hagglund and Astrom [114]. It
can be observed that the proposed RC method yields a significant better step response
when compared to a single PI controller. The proposed RC approach also has a step
response that is comparable to the Smith predictor controller designed using [39].





The Smith predictor is designed using the same procedure for the previous process.
The closed-loop step response comparison is shown in Figure 4.12. The process controlled
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Figure 4.9: Tracking error e¯ under the proposed RC
using the PI controller exhibits a sluggish step response, whereas both the proposed RC
approach and Palmor’s method yield a rather similar performance.





The closed-loop step response comparison is shown in Figure 4.13. Similar observations
as of the previous two processes can be observed for the first-order process with delay.
From the simulations, although both methods give similar performances, the proposed
RC method can yield results faster as both the relay feedback and the RC learning phases
are done with the ultimate frequency of the process as input; whereas Palmor’s method
required two different relay feedback experiments, the first phase is at the ultimate
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Figure 4.10: Signals u and v used for identification of the parameters
frequency and the second phase is at a much lower frequency where the process phase lag
is pi/4. Figure 4.14 compares the settling time to reach sustained oscillations under the
RC learning phase of the proposed approach and the second relay feedback experiment of
Palmor’s method. Sustained oscillations is deemed to have occurred when the amplitudes
of two consecutive oscillations do not differ by more than 2%. The RC learning phase
converges faster as it takes around 130 seconds for the process output to attain sustained
oscillations. The relay feedback experiment takes almost 200 seconds to reach sustained
oscillations due to the longer period of oscillation which will be more pronounced for
sluggish processes. Another advantage of the proposed RC approach is that it is less
affected by the limitations of relay feedback technique (which is only approximate in
nature since it is based on a describing function approximation).
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Figure 4.11: Comparison of step responses for Gp1
4.6 Real-time Experiments
The proposed RC-based automatic tuning approach is tested on the thermal chamber
apparatus used in Chapter 3. The photograph of the thermal chamber is shown in Figure
3.16.
A soft delay block is added in the LabVIEW program to prolong the deadtime of
the process. The closed-loop step responses using the different tuning approaches are
shown in Figure 4.15. It is quite apparent that the proposed RC approach for the Smith
predictor outperforms the PI controller tuned using the method of Hagglund and Astrom
[114], which exhibit a slower step response with some overshoot. The Smith predictor
controller tuned using the proposed RC approach and Palmor’s method again exhibit
rather similar performance.
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Figure 4.12: Comparison of closed-loop step responses for Gp2
4.7 Conclusion
In this chapter, a new method is proposed and developed for the design of the Smith pre-
dictor controller based on a modified RC approach. The proposed approach is applicable
to process control applications with a long time-delay where conventional PI controller
will typically yield a poor performance. The method requires the input of a periodic
reference signal which can be derived from a relay feedback experiment. In addition,
the relay feedback experiment can be used to estimate an initial vector used for subse-
quent computation of the parameters of the Smith predictor. A modified RC scheme
repetitively changes the control signal to achieve error convergence. Once a satisfactory
performance is achieved, the parameters of the Smith predictor can be obtained using
the nonlinear least squares algorithm to yield the best fit of the input and output of the
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Figure 4.13: Comparison of step responses for Gp3
RC component. Simulations and experimental results have been furnished to illustrate
the effectiveness of the proposed method.
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Figure 4.14: Sustained oscilations ofGp1 using (a)the proposed RC approach (b)Palmor’s
second relay feedback phase




5.1 Summary of Contributions
Among all the modern process controllers found in the industries today, the Proportional-
Integral-Derivative (PID) controller remains the most commonly used controller since
its introduction many decades ago. In fact, more than 90% of the control loops found
in the process control applications are of either PI or PID type. Over the last half-
century, a great deal of academic and industrial effort has focused on improving PID
control, primarily in the areas of tuning rules, identification schemes, and adaptation
techniques. In this thesis, new techniques are proposed to tune process controllers to
achieve satisfactory performance.
Firstly, a technique using the preload relay is presented to improve the estimation of
the critical point of a process frequency response. The method yields significantly and
consistently improved accuracy over the conventional relay feedback method, pioneered
by Astrom and co-workers, at no significant incremental cost in terms of implementation
resources and application complexities. The proposed technique improves the accuracy
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of the conventional approach by boosting the fundamental frequency in the forced os-
cillations, using a preload relay which comprises a normal relay with a parallel gain. In
addition, other benefits of the proposed method will be shown empirically in terms of
performance assessment based on an improved estimate, applicability to other classes
of processes when the conventional relay method fails, a shorter time duration to attain
stationary oscillations, and possible application to extract other points of the process
frequency response.
Next, a new method is proposed and developed for closed-loop automatic tuning of
PID controller based on a Repetitive Control (RC) approach. The proposed approach
is applicable to process control applications where there is usually a time-delay/lag
phenomenon and where non-repetitive step changes in the reference signal are more
common. The method does not require the control loop to be detached for tuning, but it
requires the input of a periodic reference signal which can be a direct user specification,
or derived from a relay feedback experiment. A modified repetitive control scheme
repetitively changes the control signal by adjusting the reference signal only to achieve
error convergence. Once a satisfactory performance is achieved, the PID controller is
then tuned by fitting the controller to yield the best fit of the input and output of the
RC component.
Lastly, a new method is proposed and developed for the design of the Smith predictor
controller based on a modified RC configuration. The proposed approach is applicable
to process control applications with a long time-delay where conventional PI controller
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will typically yield a poor performance. The method requires the input of a periodic
reference signal which can be derived from a relay feedback experiment. In addition,
the relay feedback experiment can be used to estimate an initial vector used for subse-
quent computation of the parameters of the Smith predictor. A modified RC scheme
repetitively changes the control signal to achieve error convergence. Once a satisfactory
performance is achieved, the parameters of the Smith predictor can be obtained using
the nonlinear least squares algorithm to yield the best fit of the input and output of the
RC component.
In this thesis, the proposed tuning methods are supported by both simulation and
experimental results.
5.2 Suggestions for Future Work
The thesis has presented the research work on improving the conventional relay feed-
back technique and tuning process controllers for process control applications. Further
research topics in this field are suggested as follows.
In chapter 2, the amplification factor K is empirically suggested to be fixed at 20%−
30% of the relay amplitude µ. Although this value of K will improve the accuracy
in determining the critical point of the process, it might not be the optimum value.
Analytical studies would need to be done on the preload relay experiment so that a
value of K can be determined to yield the best accuracy and yet maintained desired
limit cycle oscillations. In addition, some processes (e.g. double integrator process)
97
would not exhibit limit cycle oscillations even when the preload relay is used. Further
research studies would need to be done on modifying the preload relay or conventional
relay to suit the applications for these types of processes.
In both chapter 3 and 4, the RC methodology has been successfully applied to tune
controllers for process control applications. Modifications are done to the usual RC
configuration to suit processes with time delay. For both cases, the designs are done for
SISO systems. It is suggested that the RC design of process controllers can be extended
to multivariable systems with deadtimes.
In chapter 4, the Smith predictor controller is designed using the RC methodology.
For further development, the proposed tuning method can also be further researched
to other control structure such as the internal model control (IMC). More recently, a
new structure called the integrated modified Smith predictor with PID controller [120]
is proposed to improve load disturbance rejection by switching the controller from one
mode to another based on the performance assessment. This is another area the RC
methodology can be used to design the controller.
98
Bibliography
[1] Fisher, D. G., Process Control: An Overview and Personal Perspective, Canadian
Journal of Chemical Engineering, vol. 69, pp. 5-26, 1991.
[2] Astrom, K. J. and Hagglund, T., PID Control, The Control Handbook, Levine, W.
S., Ed. CRC Press and IEEE Press, pp. 198, 1996.
[3] Ziegler, J. G. and Nichols, N. B., Optimum Settings for Automatic Controllers,
Transactions ASME, vol. 64, pp. 759-768, 1942.
[4] Cohen, G. H. and Coon, G. A., Theoretical Consideration of Retarded Control,
Transactions ASME, vol. 75, pp. 827-834, 1953.
[5] Tyreus, B. D. and Luyben, W. L., Tuning PI controllers for Integrator/Dead Time
Processes, Industrial and Engineering Chemistry Research, vol. 31, pp. 2625-2628,
1992.
[6] Hang, C. C., Astrom, K. J. and Ho, W. K., Refinements of the Ziegler-Nichols
Tuning Formula, IEE Proceedings Part D: Control Theory and Applications, vol.
138(2), pp. 111-118, 1991.
99
[7] Rivera, D. E., Morari, M. and Skogestad, S., Internal Model Control for PID Con-
troller Design, Industrial and Engineering Chemistry Process Design and Develop-
ment, vol. 25(1), pp. 252-265, 1986.
[8] Morari, M. and Zafiriou, E., Robust Process Control, Prentice Hall, Englewood
Cliff, USA, 1989
[9] Chien, I.-L. and Fruehauf, P. S., Consider IMC Tuning to Improve Controller Per-
formance, Chemical Engineering Progress, vol. 86, pp. 33-41, 1990.
[10] Lee, Y., Park, S., Lee, M. and Brosilow, C., PID Controller Tuning For Desired
Closed-Loop Responses for SI/SO Systems, AIChE Journal, vol. 44(1), pp. 106-
115, 1998.
[11] Astrom, K. J. and Hagglund, T., Automatic Tuning of Simple Regulators with
Specifications on Phase and Amplitude Margins, Automatica, vol. 20(5), pp. 645-
651, 1984.
[12] Ho, W. K., Hang, C. C. and Cao, L. S., Tuning of PID Controllers Based on Gain
and Phase Margins Specifications, Automatica, vol. 31, pp. 497-502, 1995.
[13] Clarke, D. W., Mohtadi, C. and Tuffs, P. S., Generalised Predictive Control – Part
I. The Basic Algorithm, Automatica, vol. 23(2), pp. 137-148, 1987.
100
[14] Cutler, C. R. and Ramaker, B. L., Dynamic Matrix Control – A Computer Control
Algorithm, Proceedings of the Joint Automatic Control Conference, San Francisco,
Paper WP5-B, 1980.
[15] Ge, M., Chiu, M.-S. and Wang, Q.-G. Robust PID controller Design via LMI Ap-
proach, Journal of Process Control, vol. 12(1), pp. 3-13, 2002.
[16] Hwang, C. and Hsiao, C. Y., Solution of a Non-Convex Optimization Arising in
PI/PID Control Design, Automatica, vol. 38(11), pp. 1895-1904, 2002.
[17] Astrom, K. J. and Hagglund, T., Automatic Tuning of PID Controllers, Instrument
Society of America, NC, USA, 1988.
[18] Kim, Y. H., PI Controller Tuning using Modified Relay Feedback Method, Journal
of Chemical Engineering of Japan, vol. 28(1), pp. 118-121, 1995.
[19] Leva, A., PID Autotuning Algorithm Based on Relay Feedback, IEE Proceedings
Part D: Control Theory and Applications, vol. 140(5), pp. 328-338, 1993.
[20] Schei, T. S., A Method for Closed Loop Automatic Tuning of PID Controllers,
Automatica, vol. 28(3), pp. 587-591, 1992.
[21] Schei, T. S., Automatic Tuning of PID controllers Based on Transfer Function
Estimation, Automatica, vol. 30(12), pp. 1983-1989, 1994.
[22] Friman, M. and Waller, K. V., A Two-Channel Relay for Autotuning, Industrial
and Engineering Chemistry Research, vol. 36, pp. 2662-2671, 1997.
101
[23] Hang, C. C., Loh, A. P. and Vasnani, V. U., Relay Feedback Auto-Tuning of Cascade
Controllers, IEEE Transactions on Control Systems Technology, vol. 2(1), pp. 42-45,
1994.
[24] Loh, A. P., Hang, C. C., Quek, C. K. and Vsanani, V. U., Autotuning of Multiloop
Proportional-Integral Controllers using Relay Feedback, Industrial and Engineering
Chemistry Research, vol. 32(6), pp. 1102-1107, 1993.
[25] Shen, S.-H. and Yu, C.-C., Use of Relay-Feedback Test for Automatic Tuning of
Multivariable Systems, AIChE Journal, vol. 40(4), pp. 627-646, 1994.
[26] Luyben, W. L., Derivation of Transfer Functions for Highly Nonlinear Distillation
Columns, Industrial and Engineering Chemistry Research, vol. 26(12), pp. 2490-
2495, 1987.
[27] Li, W., Eskinat, E. and Luyben, W. L., An Improved Autotune Identification
Method, Industrial and Engineering Chemistry Research, vol. 30, pp. 1530-1541,
1991.
[28] Luyben, W. L., Getting More Information from Relay-Feedback Tests, Industrial
and Engineering Chemistry Research, vol. 40, pp. 4391-4402, 2001.
[29] Shen, S.-H., Wu, J.-S. and Yu, C.-C., Use of Biased-Relay Feedback for System
Identification, AIChE Journal, vol. 42(4), pp. 1174-1180, 1996.
102
[30] Wang, Q.-G., Hang, C. C. and Zou, B., Low-Order Modeling from Relay Feedback,
Industrial and Engineering Chemistry Research, vol. 36(2), pp. 375-381, 1997.
[31] Wang, Q.-G., Hang, C. C. and Bi, Q., Process Frequency Response Estimation from
Relay Feedback, Control Engineering Practice, vol. 5(9), pp. 1293-1302, 1997.
[32] Sung, S. W., Lee, I. and Lee, J., New Process Identification Method for Automatic
Design of PID Controllers, Automatica, vol. 34(4), pp. 513-520, 1998.
[33] Sung, S. W., Park, J. H. and Lee, I. B., Modified Relay Feedback Method, Industrial
and Engineering Chemistry Research, vol. 34, pp. 4133-4135, 1995.
[34] Hang, C. C., Astrom, K. J. and Ho, W. K., Relay Auto-Tuning in the Presence of
Static Load Disturbance, Automatica, vol. 29(2), pp. 563-564, 1993.
[35] Chang, R. C., Shen, S. H. and Yu, C. C., Derivation of Transfer Function from Relay
Feedback Systems, Industrial and Engineering Chemistry Research, vol. 31(3), pp.
855-860, 1992.
[36] Lee, T. H., Wang, Q. G. and Tan, K. K., A Modified Relay-Based Technique for Im-
proved Critical Point Estimation in Process Control, IEEE Transactions on Control
Systems Technology, vol. 3(3), pp. 330-337, 1995.
[37] Lundh, M. and Astrom, K. J., Automatic Initialization of a Robust Self-Tuning
Controller, Automatica, vol. 30(11), pp. 1649-1662, 1994.
103
[38] Chiu, M. S. and Ju, J., FFT Based Performance Monitoring Procedure for SISO
Control Systems, Preprints IFAC ADCHEM, Banff, Canada, pp. 441-445, 1997.
[39] Palmor, Z. J. and Blau, M., An Auto-Tuner for Smith Dead Time Compensator,
International Journal of Control, vol. 60(1), pp. 117-135, 1994.
[40] Lee, T. H., Wang, Q.-G. and Tan, K. K., Automatic Tuning of the Smith Predictor
Controller, Journal of Systems Engineering, vol. 5(2), pp. 102-114, 1995.
[41] Hang, C. C., Wang, Q.-G. and Cao, L. S., Self-Tuning Smith Predictors for
Processes with Long Dead Time, International Journal of Adaptive Control and
Signal Processing, vol. 9(3), pp. 255-270, 1995.
[42] Hagglund, T., An Industrial Dead-Time Compensating PI Controller, Control En-
gineering Practice, vol. 4(6), pp. 749-756, 1996.
[43] Smith, O. J. M., Closer Control of Loops with Dead Time, Chemical Engineering
Progress, vol. 53, pp. 217-219, 1957.
[44] Marshall, J. E., Control of Delay Systems, Stevenage, Peter Peregrinus, London,
1979
[45] Palmor, Z. J., Stability Properties of Smith Dead-Time Compensator Controllers,
International Journal of Control, vol. 32(6), pp. 937-949, 1980.
[46] Watanabe, K. and Ito, M., A Process-Model Control for Linear Systems with Delay,
IEEE Transactions on Automatic Control, vol. 26(6), pp. 1261-1269, 1981.
104
[47] Horowitz, I., Some Properties of Delayed Controls (Smith Regulator), International
Journal of Control, vol. 38(5), pp. 977-990, 1983.
[48] Landau, I. D., Robust Digital Control of Systems with Time Delay, International
Journal of Control, vol. 62, pp. 325-347, 1995.
[49] Laughlin, D. L., Rivera, D. E. and Morari, M., Smith Predictor Design for Robust
Performance, International Journal of Control, vol. 46(2), pp. 477-504, 1987.
[50] Santacesaria, C. and Scattolini, R., Easy Tuning of Smith Predictor in Presence of
Delay Uncertainty, Automatica, vol. 29(6), pp. 1595-1597, 1993.
[51] Tan, K. K., Lee, T. H. and Ferdous, R., New Approach for Design and Automatic
Tuning of the Smith Predictor Controller, Industrial and Engineering Chemistry
Research, vol. 38, pp. 3438-3445, 1999.
[52] Watanabe, K., Ishiyama, Y. and Ito, M., Modified Smith Predictor Control for Mul-
tivariable Systems with Delays and Unmeasurable Step Disturbances, International
Journal of Control, vol. 37, pp. 959-973, 1983.
[53] Huang, H.-P., Chen, C.-L., Chao, Y.-C. and Chen, P.-L., A Modified Smith Pre-
dictor with Approximate Inverse of Dead Time, AIChE Journal, vol. 36(7), pp.
1025-1031, 1990.
105
[54] Astrom, K. J., Hang, C. C. and Lim, B. C., A New Smith Predictor for Controlling a
Process with an Integrator and Long Dead-Time, IEEE Transactions on Automatic
Control, vol. 39(2), pp. 343-345, 1994.
[55] Zhang, W. D., Sun, Y. X. and Xu, X. M., Two Degree-of-Freedom Smith Predictor
for Processes with Time Delay, Automatica, vol. 34(10), pp. 1279-1282, 1998.
[56] Eykhoff, P., System Identification, Wiley, New York, 1974.
[57] Ljung, L., System Identification—Theory for the User, Prentice-Hall, Englewoods-
Cliff, 1987.
[58] Astrom, K. J. and Hagglund, T., Automatic Tuning of Simple Regulators, Proceed-
ings of the IFAC 9th World Congress, Budapest, Hungary, pp. 1867-1872, 1984.
[59] Astrom, K. J. and Hagglund, T., A New Auto-Tuning Design, Preprints IFAC In-
ternational Symposium on Adaptive Control of Chemical Processes, ADCHEM’88,
Lyngby, Denmark, 1988.
[60] Astrom, K. J., Hang, C. C., Persson, P. and Ho, W. K., Towards Intelligent PID
Control, Automatica, vol. 28(1), pp. 1-9, 1992.
[61] Satt Control Instruments, Controller ECA40 Technical Description Manual, Swe-
den, 1986.
[62] Fisher Controls International, DPR900 Instruction Manual, Austin, Texas, USA,
1992.
106
[63] Astrom, K. J. and Hagglund, T., Practical Experiences of Adaptive Techniques,
Proceedings of American Control Conference, pp. 1599-1606, 1990
[64] Lee, J., Lee, S. D., Kwon, Y. S. and Park, S., Relay Feedback Method for Tuning
of Nonlinear pH Control Systems, AIChE Journal, vol. 39, pp. 1093-1096, 1993.
[65] Chan, H.-C. and Yu, C.-C., Autotuning of Gain-Scheduled pH Control: An Exper-
imental Study, Industrial and Engineering Chemistry Research, vol. 34, pp. 1718-
1729, 1995.
[66] Dumont, G. A., Martin-Sanchez, J. M. and Zervos, C. C., Comparison of an Auto-
tuned PID Regulator and an Adaptive Predictive Control System on an Industrial
Bleach Plant, Automatica, vol. 25, pp. 33-40, 1989.
[67] Astrom, K. J., Hagglund, T. and Wallenborg, A., Automatic Tuning of Digital
Controllers with Applications to HVAC Plants, Automatica, vol. 29, pp. 1333-1343,
1993.
[68] Friman, M. and Waller, K. V., Autotuning of Multiloop Control Systems, Industrial
and Engineering Chemistry Research, vol. 33, pp. 1708-1717, 1994.
[69] Hang, C. C., Astrom, K. J. and Wang, Q. G., Relay Feedback Auto-Tuning of
Process Controllers - A Tutorial Review, Journal of Process Control, vol. 12(1), pp.
143-162, 2002.
107
[70] Astrom, K. J., Goodwin, G. C. and Kumar, P. R., Adaptive Control, Filtering and
Signal Processing, Springer-Verlag, vol. 74, pp. 1-25, 1995.
[71] Goncalves, J. M., Megretski, A. and Dahleh, M. A., Global Stability of Relay
Feedback Systems, IEEE Transaction on Automatic Control, vol. 46(4), pp. 550-
562, 2001.
[72] Gelb, A. and Vander Velde, W. E., Multiple-Input Describing Functions and Non-
linear System Design, McGraw-Hill, New York, USA, 1968.
[73] Atherton, D. P., Nonlinear Control Engineering — Describing Function Analysis
and Design, Van Nostrand Reinhold Company Limited, Workingham, Berks, UK,
1975.
[74] Tan, K. K., and Ferdous, R., Robustness Assessment and Control Design Using
a Relay Feedback Approach, Industrial and Engineering Chemistry Research, vol.
45(12), pp. 4020-4027, 2006.
[75] Tan, K. K., Wang, Q. G. and Lee, T. H., Finite Spectrum Assignment Control
of Unstable Time Delay Processes with Relay Tuning, Industrial and Engineering
Chemistry Research, vol. 37(4), pp. 1351-1357, 1998.
[76] Luyben, W. L. and Luyben, M. L., Essentials of Process Control, McGraw-Hill,
New York, 1997.
108
[77] Instrument Society of America, Process Control Package — PID Module, Research
Triangle Park, NC, USA, 1985.
[78] Corless, M. and Leitmann, G., Deterministic Control of Uncertain Systems, In Mod-
elling and Adaptive Control, Edited by Ch.I. Byrnes and A. Kurzhanski, Springer,
New York, pp. 108-133, 1988.
[79] Tan, K. K., Wang, Q.-G., Hang C. C. with Hagglund, T., Advances in PID Control,
Advances in Industrial Control, Springer Verlag: London, UK, 1999.
[80] Ioannou, P. A. and Sun, J., Stable and Robust Adaptive Control, Englewood Cliffs,
NJ: Prentice-Hall, 1995.
[81] Gawthrop, P. J., Self-Tuning PID controllers: Algorithms and Implementations,
IEEE Transactions on Automatic Control, vol. 31(3), pp. 201-209, 1986.
[82] Dong, J. and Brosilow, C. B., Nonlinear PI and Gain Scheduling, Proceedings of
American Control Conference, vol. 1, pp. 323-327, 1998.
[83] Astrom, K. J., Hagglund, T., Hang, C. C. and Ho, W. K., Automatic Tuning and
Adaptation for PID Controllers - a Survey, Control Engineering Practice, vol. 1(4),
pp. 699-714, 1993.
[84] Huang, H.-P., Chen, C.-L., Lai, C.-W. and Wang, G.-B., Autotuning for Model-
Based PID Controllers, AIChE Journal, vol. 42(9), pp. 2687-2691, 1996.
109
[85] Gjanadan, R. and Blankenship, G. L., An Adaptive PID Controller for Nonlinear
Systems, Proceedings of the 30th Conference on Decision and Control, pp. 2488-
2492, 1991.
[86] Badreddine, B. M. and Lin, F., Adaptive PID Controller for Stable/Unstable Linear
and Non-Linear Systems, Proceedings of the 2001 IEEE International Conference
on Control Applications, pp. 1031-1036, 2001.
[87] Tan, K. K., Lee, T. H. and Zhou, H. X., Micro-Positioning of Linear-Piezoelectric
Motors Based on a Learning Nonlinear PID Controller, IEEE/ASME Transactions
on Mechatronics, vol. 6(4), pp. 428-436, 2001.
[88] Tan, K. K., Zhao, S. and Huang, S. N., Iterative Reference Adjustment for High
Precision and Repetitive Motion Control Applications, IEEE Transactions on Con-
trol Systems Technology, vol. 13(1), pp. 85-97, 2005.
[89] Inoue, T., Nakano, M., and Iwai, S., High Accuracy Control of a Proton Synchrotron
Magnet Power Supply, Proceedings of the 8th World Congress of IFAC, pp. 216-221,
1981.
[90] Nakano, M. and Hara, S., Microprocessor-Based Repetitive Control, In
Microprocessor-Based Control Systems, Amsterdam, The Netherlands, Reidel,
1986.
110
[91] Hara, S., Omata, T. and Nakano, M., Synthesis of Repetitive Control Systems and
its Application, Proceedings of the 24th Conference on Decision and Control, pp.
1387-1392, 1985.
[92] Hara, S., Yamamoto, Y., Omata, T. and Nakano, M., Repetitive Control System:
A New Type Servo System for Periodic Exogenous Signals, IEEE Transactions on
Automatic Control, vol. 33(7), pp. 659-667, 1988.
[93] Tomizuka, M., Tsao, T. C. and Chew, K. K., Analysis and Synthesis of Discrete-
Time Repetitive Controllers, Journal of Dynamic Systems, Measurement and Con-
trol, vol. 111, pp. 353-358, 1989.
[94] Kaneko, K. and Horowitz, R., Repetitive and Adaptive Control of Robot Manipu-
lators with Velocity Estimation, IEEE Transactions on Robotics and Automation,
vol. 13(2), pp. 204-217, 1997.
[95] Kobayashi, Y., Kimuara, T. and Yanabe, S., Robust Speed Control of Ultrasonic
Motor Based on H∞ Control with Repetitive Compensator, JSME International
Journal Series C, vol. 42, pp. 884-890, 1999.
[96] Smith, C., Takeuchi, K. and Tomizuka, M., Cost effective Repetitive Controllers
for Data Storage Devices, Proceedings of the 14th IFAC World Congress, Beijing,
China, pp. 407-412, 1999.
111
[97] Tomizuka, M., Discrete Time Repetitive Control Algorithms – Regulation under
Periodic Disturbances, Proceedings of the IEEE Workshop on Advanced Motion
Control, Nagoya, Japan, 1992
[98] Zhou, K. and Wang, D., Digital Repetitive Learning Controller for Three-Phase
CVCF PWM Inverter, IEEE Transactions on Industrial Electronics, vol. 48(4), pp.
820-830, 2001.
[99] Fung, R.-F., Huang, J.-S., Chien, C.-G. and Wang, Y.-C, Design and Application of
a Continuous Repetitive Controller for Rotation Mechanisms, International Journal
of Mechanical Sciences, vol. 42(9), pp. 1805-1819, 2000.
[100] Arimoto, S., Kawamura, S. and Miyazaki, F., Bettering Operation of Dynamic
Systems by Learning: A New Control Theory for Servomechanism or Mechatronics
Systems, Proceedings of the 23rd IEEE Conference on Decision and Control, pp.
1064-1069, 1984.
[101] Arimoto, S., Kawamura, S. and Miyazaki, F., Bettering Operation of Robots by
Learning, Journal of Robotic Systems, vol. 1, pp. 123-140, 1984.
[102] Mita, T. and Kato, E., Iterative Control and its Application to Motion Control of
Robot Arm – A Direct Approach to Servo Problems, Proceedings of the 24th IEEE
Conference on Decision and Control, pp. 1393-1398, 1985.
[103] Longman, R. W., Iterative Learning Control and Repetitive Control for Engineer-
ing Practice, International Journal of Control, vol. 73(10), pp. 930-954, 2000.
112
[104] Sison, L. G. and Chong, E. K. P., No-Reset Iterative Learning Control, Proceedings
of the 35th IEEE Conference on Decision and Control, Kobe, Japan, vol. 3, pp.
3062-3063, 1996.
[105] Moore, K. L., A Non-Standard Iterative Learning Control Approach to Tracking
Periodic Signals in Discrete-Time Non-Linear Systems, International Journal of
Control, vol. 73(10), pp. 955-967, 2000.
[106] Hsin, Y. P., Longman, R. W., Solcz, E. J. and De Jong, J., Experiments Bridging
Learning and Repetitive Control, Advances in the Astronautical Sciences, vol. 95,
pp. 671-690, 1997.
[107] Wen, H. P., Phan, M. Q. and Longman, R. W., Bridging Learning Control and
Repetitive Control using Basis Functions, Advances in the Astronautical Sciences,
vol. 99, pp. 335-354, 1998.
[108] Xu, J. X., Hu, Q. P., Lee, T. H. and Yamamoto, S., Iterative Learning Control with
Smith Time Delay Compensator for Batch Processes, Journal of Process Control,
vol. 11, pp. 321-328, 2001.
[109] Hu, Q. P., Xu, J. X. and Lee, T. H., Iterative Learning Control Design for Smith
Predictor, Systems and Control Letters, vol. 44(3), pp. 201-210, 2001.
[110] Astrom, K. J. and Wittenmark, B., Adaptive Control, Second Edition, Addison-
Wesley, 1995.
113
[111] Lee, S. C., Longman, R. W. and Phan, M., Direct Model Reference Learning and
Repetitive Control, Advances in the Astronautical Sciences, vol. 85, pp. 2047-2066,
1994.
[112] Cheah, C. C. and Wang, D., A Model Reference Learning Control Scheme for a
Class of Nonlinear Systems, International Journal of Control, vol.66(2), pp. 271-287,
1997.
[113] Phan, M and Frueh, J., Model Reference Adaptive Learning Control with Basis
Functions, Proceedings of the 38th IEEE Conference on Decision and Control, pp.
251-257, 1999.
[114] Hagglund, T. and Astrom, K. J., Industrial Adaptive Controllers Based on Fre-
quency Response Techniques, Automatica, vol. 27(4), pp. 599-609, 1991.
[115] Ioannides, A. C., Rojers, G. J. and Latham, V., Stability Limits of a Smith Con-
troller in Simple Systems Containing a Time Delay, International Journal of Control,
vol. 29(4), pp. 557, 1979.
[116] Lee, T. H., Wang, Q. G. and Tan, K. K., Robust Smith-Predictor Controller for
Uncertain Delay Systems, AIChE Journal, vol. 42(4), pp. 1033-1040, 1996.
[117] Hagglund, T., A Predictive PI controller for Processes with Long Dead Times,
IEEE Control Systems Magazine, vol. 12(1), pp. 57-60, 1992.
114
[118] Marquardt, D. W., An Algorithm for the Estimation of Non-Linear Parameters,
Society for Industrial and Applied Mathematics Journal, vol. 11, pp. 431-441, 1963.
[119] Seber, G. A. F. and Wild, C. J., Nonlinear Regression, Wiley, 2003.
[120] Panda, R. C., Hung, S. B. and Yu, C. C., An Integrated Modified Smith Pre-
dictor with PID Controller for Integrator Plus Deadtime Processes, Industrial and




1. Tan, K. K., Lee, T. H., Huang, S. N., Chua, K. Y. and Ferdous, R., Improved Critical
Point Estimation Using a Preload Relay, Journal of Process Control, vol. 16(5), pp.
445-455, 2006.
2. Tan, K. K., Zhao, S., Chua, K. Y., Ho, W. K. and Tan, W. W., Iterative Learning
Approach Toward Closed-Loop Automatic Tuning of PID Controllers, Industrial and
Engineering Chemistry Research, vol. 45, pp. 4093-4100, 2006.
3. Tan, K. K. and Chua, K. Y., Repetitive Control Approach Toward Automatic Tun-
ing of Smith Predictor Controllers, submitted to Industrial and Engineering Chemistry
Research, Jul, 2006.
116
