Poincare polynomials of character varieties, Macdonald polynomials and
  affine Springer fibers by Mellit, Anton
ar
X
iv
:1
71
0.
04
51
3v
1 
 [m
ath
.A
G]
  1
2 O
ct 
20
17
POINCARE´ POLYNOMIALS OF CHARACTER VARIETIES,
MACDONALD POLYNOMIALS AND AFFINE SPRINGER FIBERS
ANTON MELLIT
Faculty of Mathematics, University of Vienna,
Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria
Abstract. We prove an explicit formula for the Poincare´ polynomials of para-
bolic character varieties of Riemann surfaces with semisimple local monodromies,
which was conjectured by Hausel, Letellier and Rodriguez-Villegas. Using an ap-
proach of Mozgovoy and Schiffmann the problem is reduced to counting pairs of
a parabolic vector bundles and a nilpotent endomorphism of prescribed generic
type. The generating function counting these pairs is shown to be a product of
Macdonald polynomials and the function counting pairs without parabolic struc-
ture. The modified Macdonald polynomial H˜λ[X ; q, t] is interpreted as a weighted
count of points of the affine Springer fiber over the constant nilpotent matrix of
type λ.
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2 POINCARE´ POLYNOMIALS OF CHARACTER VARIETIES
1. Introduction
1.1. The conjectures. Let Σ be a Riemann surface of genus g and let S = (s1, . . . , sk)
be a collection of k marked points on Σ. Fix an integer n > 0 and k conjugacy classes
C1, . . . , Ck in GLn. In this paper we study the case when each Ci can be represented
by a diagonal matrix with given multiplicities of eigenvalues ri,1, ri,2, . . . . Then
one defines the character variety M as the moduli space of local systems of rank
n on Σ \ S with local monodromy around si lying in Ci. We will assume that the
eigenvalues of Ci are generic (see Definition 7.11).
By the non-abelian Hodge theory of Hitchin [Hit87] and Simpson [Sim92], [Sim90]
the character variety as the so-called Betti moduli space is identified with the moduli
space of Higgs bundles, which is called the Dolbeault moduli space. A study of
cohomology of this space was initiated by Hausel and Thaddeus for the case of rank
2 in [HT04] (without marked points).
The case of rank 3 with marked points was studied by Garc´ıa-Prada, Gothen
and Mun˜oz in [GPGMn07]. More partial results were obtained by Garc´ıa-Prada,
Heinloth and Schmitt in [GPHS11].
In [HRV08] Hausel and Rodriguez-Villegas computed the E-polynomials of char-
acter varieties without marked points. Then together with Letellier in [HLRV11]
they extended their result to the situation with marked points. Contrary to the
previous results, their formula was completely general and allowed them to guess
a conjectural formula for the full mixed Hodge polynomials of character varieties
in terms of modified Macdonald polynomials. In particular, by specialization their
formula predicted the Poincare´ polynomials of the character varieties.
Mozgovoy extended these conjectures in [Moz12] and gave a conjectural formula
for the motives of the Dolbeault moduli spaces.
1.2. Counting over finite fields. The method of computing Poincare´ polynomials
of moduli spaces by counting points over finite fields was introduced by Harder and
Narasmihan in [HN75]. Hausel suggested that the Poincare´ polynomials of our
moduli spaces in the general case can be obtained by counting Higgs bundles over
finite fields.
In [Sch16] Schiffmann followed this idea and computed the number of stable Higgs
bundles on a curve over a finite field (for q sufficiently large, which was later rectified
in the follow-up paper with Mozgovoy [MS14], [MS17]) and thus, in particular,
obtained a recipe to compute the Poincare´ polynomials in the case with no marked
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points. The formula of Schiffmann was shown to imply the conjectural formula of
Hausel and Rodriguez-Villegas by the author in [Mel17].
The case with marked points appeared to be more difficult. In particular, there
was no known way of obtaining Macdonald polynomials by counting bundles of
some sort. In this paper we prove the conjecture of Hausel, Letellier and Rodriguez-
Villegas, and in the process we find such an interpretation of Macdonald polynomials.
In simple terms, the “baby version” of our approach is the result (see [Mac95]) that
the number of partial flags over a finite field preserved by a fixed nilpotent matrix is
given by the Hall-Littlewood polynomial (see Corollary 2.13 for a precise statement
adopted to our notations). We think of a vector space with a nilpotent operator as
a special case of a vector bundle with a nilpotent endomorphism. Counting flags is
analogous to counting parabolic structures at marked points.
In Theorem 5.5 we show how the answer to the problem of counting triples vector
bundle + nilpotent endomorphism + parabolic structure is formulated in terms of
Macdonald polynomials. As a bi-product, in Corollary 5.12 and Theorem 5.15 we
obtain a purely local interpretation of Macdonald polynomials by counting nilpotent
matrices over the power series ring, which is also interpreted as counting points in
the affine Springer fiber over a constant nilpotent matrix.
1.3. Plan of the paper. An expert reader who knows Mozgovoy-Schiffmann’s pa-
per [MS14] well and believes that it extends directly to the parabolic case is advised
to skip the rest of the paper and concentrate on Sections 3, 4 and 5 where the
results on counting bundles with nilpotent endomorphism and the affine Springer
fiber (Section 5.7) are shown.
In Section 2 we summarize definitions related to symmetric functions and Hall
algebras, mostly to fix notations, but also to remind the reader on how to count
flags fixed by a nilpotent matrix and obtain Hall-Littlewood polynomials.
In Section 6 we study abelian categories of coherent parabolic sheaves and coherent
Higgs parabolic sheaves. We compute the Euler pairing, prove Serre duality, and
explain Harder-Narasimhan theory. Some results of this section can also be found
in the literature in slightly different formulations.
In Section 7 we proceed in the way parallel to Mozgovoy-Schiffmann [MS14] to ob-
tain formulas for the numbers of indecomposable parabolic bundles (Corollary 7.4)
and stable Higgs bundles (Corollary 7.9). We do not need the number of indecom-
posable parabolic bundles, but we include this result for completeness. Finally, we
obtain the Poincare´ polynomials of our moduli spaces in Theorem 7.10 and Theorem
7.12.
4 POINCARE´ POLYNOMIALS OF CHARACTER VARIETIES
1.4. Main ideas. We say a few words about intuition behind this paper. The
formula of Hausel, Letellier and Rodriguez-Villegas expresses the generating function
of mixed Hodge polynomials as follows:
(q − 1)(1− t) Log
[∑
λ∈P
ΩHLVλ (q, t, σ•)
k∏
i=1
H˜λ[Xi; q, t]T
|λ|
]
.
The summation goes over the set of partitions λ. For each partition we have ΩHLVλ a
certain explicit rational function in q, t and the Frobenius eigenvalues of the curve
Σ. Then we have the modified Macdonald polynomials Hλ[Xi; q, t], each evaluated
in it own group of variables. Schiffmann’s formula (without marked points, for a
different invariant instead of the mixed Hodge polynomial and after a change of
variable) looks similar:
(q − 1)(1− t) Log
[∑
λ∈P
ΩSchλ (q, t, σ•)T
|λ|
]
.
Here the function ΩSchλ (q, t, σ•) is a deformation of the function Ω
HLV
λ (q, t, σ•) (see
[Mel17]). To prove the conjecture we try to make sense of the individual term for
each partition. In Schiffmann’s work each term ΩSchλ (q, t, σ•) corresponds to the
weighted number of vector bundles with nilpotent endomorphism where the generic
type of the endomorphism (i.e., the Jordan form of its matrix over a generic point
of Σ) is specified by λ. Now we make a guess that the corresponding term for the
parabolic case is given by
(1.1) ΩSchλ (q, t, σ•)
k∏
i=1
H˜λ[Xi; q, t]
At first, this guess seems surprising: using a physical analogy, the marked points do
not interact with one another! Using SAGE [The16] we counted some numbers of
parabolic bundles with endomorphism for P1 over the field of two elements, and the
computations showed that the guess might be right.
Then the idea of the proof goes as follows: Suppose we know that something
like (1.1) holds with some unknown functions instead of Macdonald polynomials.
Then we can try to use some of the properties that uniquely determine Macdonald
polynomials to show that the unknown functions are indeed the Macdonald poly-
nomials. Here we use the fact that Macdonald polynomials are uniquely identified
by orthogonality with respect to the modified Hall scalar product, together with
upper-triangularity with respect to the modified monomial basis. For instance, or-
thogonality is shown by a direct computation of the total number of triples bundle
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+ parabolic structure + nilpotent endomorphism in the case of P1 with two marked
points.
So the problem is reduced to showing that the factorization of the form (1.1)
holds. For this we look at the marked points where the nilpotent endomorphism
degenerates. We show how the endomorphism together with the underlying bundle
can be “straightened” in finitely many ways to obtain a new bundle with endomor-
phism, this time non-degenerate at a given point. Then the counting problem of
all endomorphisms can be reduced to counting non-degenerate endomorphisms. For
each non-degenerate endomorphism we need to count in how many ways it can be
“de-straightened” to obtain all degenerate endomorphisms. As it turns out, this last
count does not depend on the curve or locations of marked points and we arrive to
the formula of the right shape (1.1).
1.5. Search for combinatorial interpretation. The fact the Hall-Littlewood
polynomials count partial flags respected by a nilpotent matrix can be shown purely
combinatorially. Recall that the Schur polynomial sλ can be written as a sum∑
T x
T where x = (x1, . . . , xN) denotes the variables and the sum goes over the set
of Young tableaux, which are labelings of the set of cells of λ by numbers between
1 and N satisfying some inequalities for neighboring cells in the horizontal and
the vertical direction. Then there is a q-deformation of this formula that produces
Hall-Littlewood polynomials. Now we only enforce the inequalities in the vertical
direction, but count every tableaux with weight qinv(T ), where inv(T ) is the number
of inversions. For details the reader is advised to read [HHL05], where a formula for
Macdonald polynomials is given in a similar way. In that formula we also sum over
tableaux, but now we do not enforce any inequalities neither in horizontal, nor in
vertical direction. Each tableaux comes with a weight, which is a monomial in two
variables q and t. Setting t = 0 one obtains the Hall-Littlewood polynomials. In the
case of Hall-Littlewood polynomials it can be shown that each tableaux corresponds
to a cell in the Schubert decomposition of the partial flag variety, and qinv(T ) counts
the number of flags in the cell that are respected by the nilpotent matrix. Thus a
natural guess would be that for our counts in the affine Springer fiber one can try
to match cells of the corresponding affine Schubert decomposition with terms in the
formula for the Macdonald polynomials in [HHL05]. This is an interesting topic for
further investigation.
1.6. A speculation. Most results of Section 3 can be extended to other local rings,
such as the ring of p-adic integers Zq. Thus it would be interesting to see if we can
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obtain a parallel theory if we replace the curve over a finite field by a number field.
What would be the Macdonald polynomials for the primes at infinity, i.e. for k = R
and k = C?
2. Hall algebras and symmetric functions
2.1. Symmetric functions and lambda rings. There are two ways to see sym-
metric functions (in infinitely many variables). One as functions, as in [Mac95],
another as operations in lambda rings. Choose a base ring R. A symmetric func-
tion F of degree d in z1, z2, . . . is a collection of polynomials FN ∈ R[z1, . . . , zN ]
(N ∈ Z≥0) of degree d invariant under the SN -action and satisfying
FN−1(z1, . . . , zN−1) = FN(z1, . . . , zN−1, 0).
The symmetric functions form a commutative graded ring, which we denote Sym[Z],
where Z stands for the sequence of the variables Z = (z1, z2, . . .). We can consider
symmetric functions in several sequences of variables Z1, . . . , Zk, which we denote
Sym[Z1, . . . , Zk]. We naturally have
Sym[Z1, . . . , Zk] =
k⊗
i=1
Sym[Zi].
Let us recall the notations
en(z1, z2, . . .) =
∑
i1<···<in
zi1 · · · zin , hn(z1, z2, . . .) =
∑
i1≤···≤in
zi1 · · · zin ,
pn(z1, z2, . . .) =
∑
i
zni .
For any sequence (in particular, for any partition) µ = (µ1, . . . , µm) we set
hµ =
m∏
i=1
hµi ,
and similarly for e and p. We have
Proposition 2.1. The ring Sym[Z] is isomorphic to the polynomial rings R[e1, e2, . . .]
and R[h1, h2, . . .] via the natural maps ei → ei(z1, z2, . . .), hi → hi(z1, z2, . . .). If
Q ⊂ R then Sym[Z] is isomorphic to R[p1, p2, . . .] in a similar way.
Next we define lambda rings. The definition is simpler when Q ⊂ R, so let
us assume that this is the case. A lambda ring structure on R is a collection of
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homomorphisms pn : R→ R (n ∈ Z>0) satisfying
p1[x] = x, pn[pm[x]] = pmn[x] (m,n ∈ Z>0, x ∈ R).
It is customary to use square brackets for these operations. A ring together with a
lambda ring structure is called a lambda ring. For two lambda rings R,R′ a lambda
ring homomorphism is a ring homomorphism ϕ : R→ R′ such that for all n ∈ Z>0
and all x ∈ R we have ϕ(pn[x]) = pn[ϕ(x)]. Suppose R is the ring of polynomials
or rational functions or power series or Laurent series in some variables x1, x2, . . ..
Then the usual lambda ring structure is defined by
pn[xi] = x
n
i .
This, of course, depends on the choice of generators of the ring. The trivial lambda
ring structure on any ring R can be defined by
pn[x] = x (x ∈ R).
Note that we have used the letters pn both for the power sum symmetric func-
tions, and for the operations in the lambda ring. This is explained by the following
construction. Let F ∈ Sym[Z] and x ∈ Λ where Λ is some lambda ring contain-
ing the base ring R. We define the plethystic action of F on x as follows: Using
Proposition 2.1 write F = f(p1, p2, . . .) and then set
F [x] = f(p1[x], p2[x], . . .).
Then we have pn[x] = pn[x], which justifies the abuse of notation. This operation
satisfies the following properties:
(2.1) (FG)[x] = F [x]G[x], (F +G)[x] = F [x] +G[x], λ[x] = λ
(F,G ∈ Sym[Z], λ ∈ R, x ∈ Λ).
We equip Sym[Z] with the usual lambda ring structure. In particular, we have
pn[pm(z1, z2, . . .)] = pmn(z1, z2, . . .) (m,n ∈ Z>0).
We finally make another abuse of notation by identifying Z with the sum
Z = p1(z1, z2, . . .) =
∑
i
zi,
which is justified by the following identity:
pn[Z] = pn(z1, z2, . . .).
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We have
Proposition 2.2. The lambda ring Sym[Z] is the free lambda ring over R generated
by Z. This means that for any lambda ring Λ containing R and any element x ∈ R
there exists a unique lambda ring homomorphism ϕx : Sym[Z] → Λ which acts
identically on R satisfying ϕx(Z) = x.
Proof. For any such ϕx we necessarily have ϕx(pn[Z]) = pn[x]. Thus such ϕx is
unique. To prove existence define ϕx by the rule ϕx(F ) = F [x] for all F ∈ Sym[Z].
By (2.1) this is a ring homomorphism. To show that it is a lambda ring homo-
morphism we consider any F ∈ Sym[Z] and n ∈ Z>0. Let F = f(p1, p2, . . .). We
have
pn[F ] = f(pn, p2n, . . .).
Therefore
ϕx(pn[F ]) = f(pn[x], p2n[x], . . .) = pn[f(p1[x], p2[x], . . .)] = pn[F [x]] = pn[ϕx(F )].

When our base ring R is itself a lambda ring with a non-trivial lambda ring
structure, then we define a lambda ring structure on Sym[X ] in such a way that
the inclusion R ⊂ Sym[X ] is a lambda ring homomorphism. Then Proposition 2.2
extends to this situation. The only difference is that we should require Λ to contain
R as lambda subring, and in the proof we have
ϕx(pn[F ]) = pn[f ](pn[x], p2n[x], . . .) = pn[f(p1[x], p2[x], . . .)] = pn[F [x]] = pn[ϕx(F )],
where pn[f ] means that we apply pn to the coefficients of f , which are elements of
R.
2.2. Plethystic exponential and zeta functions. Next we demonstrate one ap-
plication of lambda ring techniques. A plethystic exponential is defined as the
following formal series of symmetric functions:
Exp[Z] =
∞∑
n=0
hn[Z] = exp
(
∞∑
n=1
pn[Z]
n
)
=
∞∏
n=0
1
1− zi .
It satisfies the multiplicativity property
Exp[Z + Z ′] = Exp[Z] Exp[Z ′],
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which is an identity of formal series of elements of Sym[Z,Z ′]. Using the approach
of the previous subsection we can make sense of Sym[x] for any element x in any
lambda ring Λ provided that the infinite series makes sense.
Let X be an algebraic variety over Fq. By a theorem of Dwork [Dwo60], there
exist numbers a1, a2, . . . , am ∈ Q and b1, b2, . . . , bm′ ∈ Q such that for any k ∈ Z>0
we have
|X(Fqk)| =
m∑
i=1
aki −
m′∑
i=1
bki .
Let Λ = Q[x1, . . . , xm, y1, . . . , ym′] with the usual lambda ring structure. The num-
bers ai, bi define a ring homomorphism ϕX : Λ → Q, which is not a lambda ring
homomorphism. Consider the element
X =
m∑
i=1
xi −
m′∑
i=1
yi ∈ Λ.
Then we have an identity for all k ∈ Z>0
|X(Fqk)| = ϕX(pk[X ]).
The zeta function of X is defined by the following infinite product:
ζX(T ) =
∏
x∈X/Fq
1
1− T deg x ∈ Q[[T ]].
Here x goes over the set of closed points of X and for each x we denote by deg x
the degree of the residue field of x over Fq. We have the following alternative ways
to write it:
ζX(T ) = exp
(
∞∑
n=1
T n|X(Fqn)|
n
)
= ϕX
(
exp
(
∞∑
n=1
pn[TX ]
n
))
= ϕX Exp[TX ].
We have
Proposition 2.3. Let Y be an element in a lambda ring Λ′. Then we have∏
x∈X/Fq
Exp[pdeg x[YT ]] = ϕX Exp[TXY ].
In the right hand side we evaluate Exp in Λ ⊗ Λ′[[T ]] and then apply ϕX to the
components in Λ.
Proof. By Proposition 2.2 it is enough to assume Λ′ = Sym[Z] and Y = Z = z1 +
z2+· · · . Then by multiplicativity of Exp it is enough to assume Λ′ = Q[z], Y = z. In
this case the homomorphism sending T to zT is a lambda ring homomorphism, so we
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obtain the desired identity from the following identity we have already established:∏
x∈X/Fq
1
1− T deg x = ϕX Exp[TX ].

Remark 2.4. We will abuse the notation by writing the identity in Proposition 2.3
as follows: ∏
x∈X/Fq
Exp[pdeg x[YT ]] = Exp[TXY ].
The reader should remember that to make sense of this identity one needs to first
evaluate the write hand side with
X =
m∑
i=1
xi −
m′∑
i=1
yi ∈ Λ,
treating xi, yi as formal variables, and only afterwards specialize to the Frobenius
eigenvalues.
2.3. Reproducing kernels. Another useful property of the plethystic exponential
is that it is a reproducing kernel for the Hall scalar product. Suppose we have a
scalar product F,G→ (F,G) on Sym[X ] such that functions of different degrees are
orthogonal. This is the same thing as a having a scalar product on the degree d part
of Sym[X ] for each d. Choose any basis of Sym[X ] indexed by partitions (αλ)λ∈P
so that degαλ = |λ|. Let (βλ)λ∈P be the dual basis. The reproducing kernel is the
infinite sum
(2.2)
∑
λ∈P
αλ[X ]βλ[Y ],
viewed in the completion of Sym[X, Y ]. The basic property of the reproducing
kernel is that it does not depend on the choice of basis. One can use this idea in
the following way. Suppose sequences of symmetric functions α• = (αλ)λ∈P and
β• = (βλ)λ∈P satisfy degαλ = deg βλ = |λ| and suppose the sum (2.2) is equal to
the reproducing kernel. Then we can conclude that α• and β• are dual bases, i.e.
(αλ, βµ) = δλ,µ.
Recall that the Hall scalar product on Sym[X ] is defined by
(hµ, mλ) = δµλ (µ, λ ∈ P),
where mλ stands for the monomial symmetric function, which is the sum of all
monomials whose ordered list of exponents is λ. Using infinite product expansion
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one can show that
Exp[XY ] =
∑
λ∈P
hλ[X ]mλ[Y ],
thus Exp[XY ] is the reproducing kernel for the Hall scalar product. Using another
expression for Exp, for instance in terms of the power sum functions it is easy to
show that (pλ, pµ) = 0 when λ 6= µ and calculate (pλ, pλ). In this way we can easily
obtain the so-called Cauchy formulas for other families symmetric functions and
other scalar products.
2.4. Macdonald polynomials. The set of all partitions is denoted by P. , and
hµ =
∏
i
hµi
for any finite sequence µ = (µ1, µ2, . . .). Note that F [1] = (F, hn) for any symmetric
function F of degree n. Denote by Mλ resp. Mλ the subspace of symmetric
functions spanned by mµ with µ  λ resp. µ  λ. Recall that
µ  λ ⇔
k∑
i=1
µi ≤
k∑
i=1
λi (k = 1, 2, . . .).
We will use the modified Macdonald polynomials. Our base field is Q(q, t), which
we endow with the usual lambda ring structure.
Definition 2.5 ([GH96]). Macdonald polynomials H˜λ[X ; q, t] ∈ Sym[X ] are unique
symmetric functions satisfying:
H˜λ[(t− 1)X ] ∈Mλ, H˜λ[(q − 1)X ] ∈Mλ′ , H˜λ[1] = 1.
Remark 2.6. Directly from the definition we deduce the two special cases
H˜(n)[X ; q, t] =
en
[
X
q−1
]
en
[
1
q−1
] = hn
[
X
1−q
]
hn
[
1
1−q
] ,
H˜1n[X ; q, t] =
en
[
X
t−1
]
en
[
1
t−1
] = hn [ X1−t]
hn
[
1
1−t
] .
From the defining property of the Schur functions we deduce specializations
H˜λ[X ; q, q
−1] =
sλ
[
X
1−q
]
sλ
[
1
1−q
] (λ ∈ P).
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Using reproducing kernels it is easy to see that for any function S and any F,G ∈
Sym[X ] we have
(F [X ], G[SX ]) = (F [SX ], G[X ]).
The q, t-scalar product is defined as follows:
(F [X ], G[X ])q,t := (F [X ], G[(q − 1)(1− t)X ]).
We have
Proposition 2.7. The Macdonald polynomials are orthogonal with respect to the
q, t-scalar product
Proof. Suppose (H˜λ, H˜µ)q,t 6= 0. This implies
(H˜λ[X ], H˜µ[(q − 1)(1− t)X ]) = (H˜λ[(q − 1)X ], H˜µ[(1− t)X ]) 6= 0.
We have H˜λ[(q − 1)X ] ∈ Mλ′ . Hence it is a linear combination of eν with ν  λ.
Using en[−X ] = (−1)nhn[X ] we deduce that H˜µ[(1 − q)X ] is a linear combination
of hν with ν  λ. Hence µ  λ. Since the pairing is symmetric, we also have µ  λ.
Therefore λ = µ. 
Since the Hall pairing is non-degenerate, we have (H˜λ, H˜λ) 6= 0 for any partition
λ. There is an explicit formula
(H˜λ, H˜λ)q,t = zλ(q, t) =
∏
a,l
(qa − tl+1)(qa+1 − tl),
where the product runs over the arm- and leg-lengths of the hooks of λ (see [Mac95],
[GH96]).
Corollary 2.8. The family of modified Macdonald polynomials is uniquely deter-
mined by the orthogonality property (H˜λ, H˜µ)q,t 6= 0 for λ 6= µ, normalization
H˜λ[1] = 1 and any of the two upper-triangularity properties:
H˜λ[(t− 1)X ] ∈Mλ, H˜λ[(q − 1)X ] ∈Mλ′ .
By specializing t = 0 we obtain a version of Hall-Littlewood polynomials.
Hλ[X ; q] = H˜λ[X ; q, 0].
They can also be defined by setting t = 0 in Definition 2.5, they are orthogonal with
respect to
(F [X ], G[X ])q = (F [X ], G[(q − 1)X ]),
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and an analogue of Corollary 2.8 holds for them. We have
H(n)[X ; q] = H˜(n)[X ; q, t] =
en
[
X
q−1
]
en
[
1
q−1
] = hn
[
X
1−q
]
hn
[
1
1−q
] ,
H1n [X ; q] = hn[X ].
2.5. Hall algebra. Let A be an abelian category. We assume A is embedded as
a full abelian subcategory closed under extensions, subobjects and quotient objects
into a possibly larger abelian category where all the higher Ext groups are defined,
for instance using injective resolutions. Recall that for any two objects Y, Z ∈ A
the abelian group Ext1(Y, Z) classifies exact sequences
(2.3) 0→ Z f−→ X g−→ Y → 0
up to the natural action of Aut(X). The stabilizer of a pair (f, g) is identified with
the set Hom(Y, Z). The category is said to be finitary if Hom(X, Y ) and Ext1(X, Y )
are finite sets for all X, Y ∈ A. If A is finitary the Hall algebra Hall(A) is defined
as the free Q-vector space on symbols [X ] for X ∈ A modulo relations
[X ] = [Y ] if X ∼= Y in A.
The Hall algebra is endowed with a coproduct
∆[X ] =
∑
Z⊂X
[X/Z]⊗ [Z],
which makes sense if X has only finitely many subobjects. If this is not the case,
we can still define ∆ on a completion of Hall(A), for instance on the vector space of
all functions on the isomorphism classes of objects of A. There is also a product
[Y ] ∗ [Z] = 1|Hom(Y, Z)|
∑
ξ∈Ext(Y,Z)
[Xξ],
where Xξ denotes the middle object X in the short exact sequence corresponding
to ξ. There is a natural non-degenerate pairing
([X ], [Y ]) = | Iso(X, Y )|,
where Iso(X, Y ) ⊂ Hom(X, Y ) is the set of all isomorphisms from X to Y . For
X, Y, Z ∈ A, the number of pairs (f, g) such that f ∈ Hom(Z,X), g ∈ Hom(X, Y )
and the sequence (2.3) is exact can be calculated in two ways as
(∆[X ], [Y ]⊗ [Z]) = ([X ], [Y ] ∗ [Z]).
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The coproduct is obviously co-associative. To see that the product is associative
we can use the fact that the product is dual to the coproduct and the pairing is
non-degenerate.
Remark 2.9. There are different conventions on defining Hall algebras, for instance
see [Rin90] and [Gre95]. We chose ours so that it directly reflects questions of
counting.
A result of Green ([Gre95], [Rin96]) providing a deeper relation between ∗ and ∆
can be stated as follows:
Theorem 2.10. For any X, Y ∈ A we have
∆([X ] ∗ [Y ]) =
∑ |Ext1(X1, Y2)|
|Hom(X1, Y2)| [X1] ∗ [Y1]⊗ [X2] ∗ [Y2],
provided Ext2(X1, Y2) vanish for all X1, Y2 in the sum above. We have used Sweedler
notation ∆[X ] =
∑
[X1]⊗ [X2] meaning that the sum is a weighted sum over pairs
(X1, X2), and similarly for Y .
2.6. One-loop quiver. Let A be the category of nilpotent representations of one-
loop quiver over a finite field k, i.e. the category of pairs (V, θ) where V is a finite-
dimensional vector space over k and θ : V → V is nilpotent. Although the Hall
algebra of this category is known, e.g. see [Mac95], we reproduce its computation
here for several reasons. One reason is to make exposition self-contained. Another
reason is that this computation is the t = 0 specialization of our result on counting
vector bundles with a nilpotent endomorphism, so the reader may be interested in
comparing the two, and possibly find a better unifying approach to them. A third
reason is that this is a nice example of a computation which lets the reader to get
accustomed to some techniques before we go into more difficult computations.
The category A is finitary and hereditary (i.e. all the higher Exts vanish), with
vanishing Euler form
χ(X, Y ) = dimHom(X, Y )− dimExt1(X, Y ) = 0.
In particular, by Theorem 2.10 we know that Hall(A) is a bi-algebra. By the Jordan
form theorem, the complete set of isomorphism classes is given by {[Nλ] : λ ∈ P},
where for each partition λ we denote by Nλ the nilpotent matrix acting on the vector
space k|λ| with Jordan blocks of sizes λ′1, λ
′
2, . . . for λ
′ the conjugate partition. Using
duality and the fact that transposition of matrices does not change the Jordan form,
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we have that for all X, Y, Z ∈ A the number of short exact sequences
0→ Z → X → Y → 0
equals to the number of short exact sequences
0→ Y → X → Z → 0.
Thus Hall(A) is a commutative and co-commutative bi-algebra.
Denote
E(z) =
∑
λ∈P
[Nλ]
|Aut(Nλ)|z
|λ|.
Then we have (E(z), [X ]) = zdimX for any object X ∈ A. Since the Euler form
vanishes, we have for any X, Y ∈ A
([X ] ∗ [Y ], E(z)) = |Ext
1(X, Y )|
|Hom(X, Y )|z
dimX+dimY = (X,E(z))([Y ], E(z)).
Hence
(2.4) ∆E(z) = E(z)⊗ E(z).
Another property of E(z) is
Proposition 2.11. Let |k| = q. Then we have
(E(u), E(v)) = Exp
[
uv
q − 1
]
.
Proof. We have
(E(u), E(v)) =
∞∑
n=0
(uv)n
∑
λ⊢n
1
|Aut(Nλ)| = Nq(uv),
where for a finite field of size q we write
Nq(T ) =
∞∑
n=0
T n
∑
λ⊢n
1
|Aut(Nλ)| =
∑
X∈A/∼
T dimX
|Aut(X)| .
Let us show that
(2.5) Nq(T ) = Exp
[
T
q − 1
]
.
The proof is explained in a more combinatorial way in [RV07]. Consider the abelian
category G of pairs (V, η) where V is a finite-dimensional vector space and η ∈
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Aut(V ). Write
Gq(T ) =
∑
X∈G/∼
T dimX
|Aut(X)| .
An isomorphism class of an object of dimension n in G is the same thing as a
conjugacy class of a matrix in GLn(Fq). So we obtain
Gq(T ) =
∞∑
n=0
T n
∑
g∈GLn(Fq)/∼
1
Z(g)
=
∞∑
n=0
T n =
1
1− T
by the orbit-counting theorem. On the other hand, by Jordan theorem
(2.6)
1
1− T = Gq(T ) =
∏
x∈GL1 /Fq
Nqdeg x(T deg x),
where the product is over the set of closed points of the scheme GL1 /Fq. Note that
there is a unique collection of power series Nq(T ) satisfying the equation above for
all q where q runs over the set of prime powers. So it is enough to check that (2.5)
satisfies (2.6). We have∏
x∈GL1 /Fq
1
1− T deg x = ζGL1 /Fq(T ) = Exp[(q − 1)T ].
By Proposition 2.3 this implies that for any element X in any lambda ring we have∏
x∈GL1 /Fq
Exp[pdeg x[XT ]] = Exp[(q − 1)XT ].
In particular, for X = 1
q−1
we obtain∏
x∈GL1 /Fq
Exp
[
T deg(x)
qdeg(x) − 1
]
=
1
1− T .

Choose N ≫ 0 and define for any X ∈ A
IN([X ]) = I
z1,...,zN
N ([X ]) =
(
[X ],
N∏
i=1
E(zi)
)
=
(
∆N−1[X ],
N⊗
i=1
E(zi)
)
.
This is a polynomial of degree dimX , which by commutativity of Hall(A) is sym-
metric in zi. Setting zN = 0 produces IN . Thus there is a symmetric function
in infinitely many variables which specializes to IN for any N . We denote this
symmetric function by I([X ]). Thus we obtain a map
I : Hall(A)→ Sym[Z],
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where Sym[Z] denotes the ring of symmetric functions in the alphabet (z1, z2, . . .).
More explicitly, we have
I([V, θ]) =
∑
λ⊢dimV
mλ[Z]|{V1 ⊂ V2 ⊂ · · ·Vl(λ) = V : θVi = Vi, dimVi/Vi−1 = λi}|.
Equivalently, (I([V, θ]), hµ) is the number of partial flags of type µ fixed by θ for any
sequence µ = (µ1, . . . , µk).
Theorem 2.12. The map I is an isomorphism of bi-algebras with pairing, where
the coproduct on the ring of symmetric functions is defined by sending the power
sum pn to pn⊗1+1⊗pn for all n > 0 and the pairing is the q-modified Hall pairing
(F,G)q = (F [(q − 1)X ], G[X ]). We have I([Nλ]) = Hλ[Z; q] for every partition
λ, where Hλ[Z; q] is the t = 0 specialization of the modified Macdonald polynomial
H˜λ[Z; q, t].
Proof. For any X, Y ∈ A we have
IN([X ] ∗ [Y ]) =
(
[X ]⊗ [Y ],∆
(
N∏
i=1
E(zi)
))
= IN([X ])IN([Y ])
by (2.4). Hence we have
I([X ] ∗ [Y ]) = I([X ])I([Y ]).
We identify Sym[Z] ⊗ Sym[Z] with the ring Sym[Z,Z ′] of symmetric functions in
two sets of variables Z, Z ′. Then the coproduct on symmetric functions can be
written as ∆F [Z] = F [Z + Z ′]. For any X ∈ A we have(
Iz1,...,zNN ⊗ Iz
′
1,...,z
′
N
N
)
(∆[X ]) =
(
[X ],
N∏
i=1
E(zi)
N∏
i=1
E(z′i)
)
= I2N ([X ])(z1, . . . , zN , z
′
1, . . . , z
′
N).
Thus
I(∆[X ]) = ∆I([X ]).
So we have shown that I preserves product and coproduct. Then we calculate
I(E(u)) as follows:
IN(E(u)) =
(
∆N−1E(u),
N⊗
i=1
E(zi)
)
=
N∏
i=1
(E(u), E(zi)) = Exp
[
u
∑N
i=1 zi
q − 1
]
,
I(E(u)) = Exp
[
uZ
q − 1
]
.
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The coefficients of series of the form I
(∏N
i=1E(ui)
)
are the symmetric functions
hµ
[
Z
q−1
]
. In particular, they span Sym[Z]. Therefore I is surjective. Since I
preserves the degree and the dimensions of degree n parts of Hall(A) and Sym[Z] are
both given by the number of partitions of size n, we deduce that I is an isomorphism.
So we know that the coefficients of series of the form
∏N
i=1E(ui) span Hall(A). In
order to verify that I preserves the pairing it is enough to consider the following for
all X ∈ A: (
[X ],
N∏
i=1
E(ui)
)
= I([X ])(u1, . . . , uN),(
I([X ]), I
(
N∏
i=1
E(ui)
))
q
=
(
I([X ]),Exp
[
Z
∑N
i=1 ui
q − 1
])
q
= I([X ])(u1, . . . , uN).
So we have shown that I preserves the pairing.
Finally, let us show I([Nλ]) = Hλ[Z; q]. So far we know that I([Nλ]) are orthogonal
with respect to the q-deformed Hall scalar product, which is the t = 0 specialization
of the q, t-deformed Hall scalar product. The normalization condition (I([Nλ]), hn) =
1 is evident. So it is enough to show that I([Nλ]) satisfy one of the two upper-
triangularity properties obtained by specialization t = 0 from the corresponding
properties for the modified Macdonald polynomials (see Corollary 2.8). The matrix
N1n is a single Jordan block. For each µ there is exactly one flag of type µ fixed by
N1n . Therefore I(N1n) = hn[Z]. For any partition λ we have
hλ[Z] = I
l(λ)∏
i=1
[N1λi ]
 .
Note that for each object (V, θ) appearing in
∏l(λ)
i=1[N1λi ] we have
dimKer θk ≤
l(λ)∑
i=1
dimKerNk1λi =
l(λ)∑
i=1
min(λi, k).
This implies l(λ)∏
i=1
[N1λi ], [Nµ]
 6= 0 ⇒ µ  λ′ ⇔ λ  µ′,
therefore
(I([Nµ])[(q − 1)Z], hλ[Z]) = (I([Nµ]), hλ[Z])q 6= 0 ⇒ λ  µ′,
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so the expansion of I([Nµ])[(q−1)Z] in the monomial basis contains only monomials
mλ with λ  µ′, which is precisely one of the upper-triangularity properties of
the modified Macdonald polynomials, which does not change under specialization
t = 0. 
Corollary 2.13. The number of partial flags of type µ fixed by Nλ over Fq equals
to (Hλ[Z; q], hµ[Z]).
3. Linear algebra over the power series ring
3.1. Notations. For any commutative ringR andm,n ∈ Z≥0 we denote by Matm×n(R)
resp. Matn(R) the module ofm×n matrices resp. n×n matrices over R. We denote
by GLn(R) the group of invertible matrices, i.e. matrices g ∈ Matn(R) such that
det g is invertible in R. For a field k we denote by k[[x]] the power series ring and
by k((x)) the field of Laurent series. When k is clear from the context we denote
K = k((x)), R = k[[x]].
The degree of a matrix g ∈ GLn(K) is defined as deg g = ord det g. For N ≥ 0 we
denote by Mat≥−Nn (K) the set of matrices whose entries have poles of order at most
N . We write
GL+n (K) = GLn(K) ∩Matn(R),
GL≥−Nn (K) = GLn(K) ∩Mat≥−Nn (R).
We denote by GLn,d(K), GL
+
n,d(K), GL
≥−N
n,d (K) the corresponding subsets of matri-
ces of degree d. We define the affine Grassmanian as
Ĝrn(k) = GLn(K)/GLn(R),
and similarly Ĝr
+
n (k), Ĝr
≥−N
n (k), Ĝrn,d(k), Ĝr
+
n,d(k), Ĝr
≥−N
n,d (k). Note that all these
quotients are right. Sometimes it is convenient to consider left quotients too, which
we will indicate by subscript L, e.g.
Ĝrn(k)L = GLn(R)\GLn(K).
Of course, the left and the right quotients can be identified by the transposition.
The set of GLn(R)-conjugacy classes of nilpotent matrices is denoted as
N̂ilpn(k) = {θ ∈ Matn(R) nilpotent}/{θ ∼ gθg−1 : g ∈ GLn(R)}.
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3.2. Basic facts. Recall that R is Noetherian, which means that every submodule
of a finitely generated module is finitely generated. Also R is a principal ideal do-
main, which implies that every finitely generated torsion-free module is free. When
dealing with matrices over R we will use the following:
Proposition 3.1 (Hermite normal form). For any M ∈ Matm×n(R) there exists
g ∈ GLm(R) such that the matrix M ′ = gM is upper triangular (M ′i,j = 0 for
i > j).
Proposition 3.2 (Smith normal form). For any M ∈ Matm×n(R) there exists
g1 ∈ GLm(R) and g2 ∈ GLn(R) such that M ′ = g1Mg2 is diagonal (M ′i,j = 0 for
i 6= j) and ordM ′i+1,i+1 ≥ ordM ′i,i.
In both normal forms the orders of the diagonal entries ordM ′i,i do not depend on
the choices of g resp. g1, g2.
We have
Proposition 3.3. If k is finite, then Ĝr
+
n,d(k), Ĝr
≥−N
n,d (k) are finite sets for all
n, d,N . Every equivalence class in Ĝrn(k) can be represented by a matrix whose
entries are Laurent polynomials.
Proof. This is well-known, but for convenience of a computationally inclined reader
we give an explicit proof. We have that multiplication by xN gives a bijection
Ĝr
≥−N
n,d (k)
∼= Ĝr+n,d+Nn(k) so it is enough to consider Ĝr
+
n,d(k). We start with a
matrix g ∈ Matn(R) and let gi denote the i-th row:
g =
g1...
gn
 .
Applying Hermite normal form, Proposition 3.1, to the transpose of g we see that
any point of Ĝrn can be represented by a lower-triangular matrix. Moreover, we
can assume the diagonal entries are monomials xm1 , . . . , xmn . We have
∑
mi = d,
mi ≥ 0, so the number of possibilities for the tuple (m1, . . . , mn) is finite. Now
suppose g is in such form. The subset of matrices h ∈ GLn(R) such that gh is again
in this form is precisely the set of lower-triangular matrices of power series with 1 on
the diagonal. It is clear that multiplying by such h is equivalent to adding to each
ai,j an arbitrary series from t
mik[[t]. Summarizing, the complete set of invariants of g
modulo GLn(k[[t]]) is the integers m1, . . . , mn and the elements ai,j ∈ k[[t]]/tmik[[t]]
for i > j. So the set of possibilities is finite. We give an explicit formula of its size.
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Let q = |k|. Then we have
∞∑
d=0
td|Ĝr+n,d(k)| =
∞∑
m1,...,mn=0
qm2+2m3+···+(n−1)mnt
∑
mi =
1
(1− t)(1− qt) · · · (1− qm−1t) .

3.3. Normal form of a nilpotent matrix. We need to classify nilpotent matrices
over R up to conjugation by GLn(R).
First note that a matrix over R is in particular a matrix over K, and nilpotent
matrices can be transformed into Jordan form over any field. The sizes of Jordan
blocks form an invariant of a matrix. We prefer to consider a slightly different
version of this:
Definition 3.4. Let θ be a nilpotent n × n matrix over a field. Its type type(θ)
is defined as a partition type(θ) = (λ1 ≥ λ2 ≥ · · · ) where λi = dimKer θi −
dimKer θi−1. The type of a matrix over R is defined as the corresponding type over
K, or equivalently by λi = rankKer θ
i − rankKer θi−1 where we have that Ker θi is
free for every i. The set of GLn(R)-conjugacy classes of nilpotent matrices of type
λ is denoted by N̂ilpλ(k) ⊂ N̂ilpn(k).
For instance, if θ = 0 we have type(θ) = (n). In general, if we transform θ to
the Jordan form over a field then the sizes of the blocks are given by the conjugate
partition type(θ)′.
To every nilpotent θ ∈ Matn(R) we associate the kernel filtration:
Rn = Ker θ0 ⊃ Ker θ1 ⊃ Ker θ1 ⊃ · · · .
We have an exact sequence
(3.1) 0→ Ker θk → Ker θk+1 → Im θk|Ker θk+1 → 0
for every k. Therefore Ker θk+1/Ker θk is free, and so the exact sequence splits
for every k. Thus we obtain that any nilpotent matrix can be conjugated to a
block-upper-triangular form, which we call a kernel form:
(3.2) θ =

0 θ1,2 θ1,3 · · · θ1,m
0 0 θ2,3 · · · θ2,m
...
...
... · · · ...
0 0 0 · · · θm−1,m
0 0 0 · · · 0
 ,
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with blocks of sizes λ1, λ2, . . . , λm where λ = type(θ) and θi,i+1 has maximal rank
λi+1 for all i.
Then we have a mild strengthening of this:
Proposition 3.5. For any nilpotent θ ∈ Matn(R) there exists g ∈ GLn(R) such
that θg = gθg−1 is in the kernel form as above with each θi,i+1 upper-triangular.
Proof. We may assume θ is already in a kernel form. Then we will apply a block-
diagonal matrix g with blocks g1, g2, . . . , gm. So θi,i+1 is transformed to giθi,i+1g
−1
i+1.
We see that in order to achieve the result we can start with gm = Id, and then choose
gm−1, gm−2, . . . one by one, at each step applying Proposition 3.1 to transform θi,i+1
into a Hermite normal form. 
Next we allow transformations by matrices in GLn(K) which are not completely
arbitrary:
Definition 3.6. Let θ ∈ Matn(R) be a nilpotent matrix. A matrix g ∈ GLn(K) is
kernel-strict if restricts to an isomorphism
Ker θ
∼−→ (Ker gθg−1) ∩Rn.
For instance, if both θ and gθg−1 are in the kernel form, then kernel-strictness
means that g has block form (
g1,1 g1,2
0 g2,2
)
with g1,1 ∈ GLλ1(R).
For a partition λ we denote by Nλ the matrix composed of blocks Ni,j of sizes
λi × λj with all blocks zero except
Ni,i+1 =
(
Idλi+1
0(λi−λi+1)×λi+1
)
.
We call it the standard nilpotent matrix of type λ. We then have the following result:
Lemma 3.7. Let θ ∈ Matn(R) be nilpotent of type type(θ) = λ. Then there exists
a kernel-strict g ∈ GLn(K) such that gθg−1 = Nλ. We have that d = deg g does not
depend on the choice of g, and d ≥ 0. There exists a bound N(λ, d) depending only
on λ and d such that g can be chosen in GL
≥−N(λ,d)
n,d .
Proof. We may assume that θ is already in the form of Proposition 3.5. Then we
conjugate θ by a block-diagonal matrix h with blocks h1, h2, . . . , hm so that θi,i+1
becomes hiθi,i+1h
−1
i+1. We will have each hi upper-triangular matrix with entries in
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R. First we set h1 = Idλ1 . Then let h2 be the top λ2 × λ2 block of θ1,2. Proceeding
in this way we will define hi to be the top λi × λi block of hi−1θi−1,i, which is an
upper-triangular λi−1×λi matrix so that its lower (λi−λi−1)×λi block is guaranteed
to be zero. As a result we obtain a block-diagonal matrix h such that θh = hθh−1
is in the kernel form with blocks θhi,i+1 = Ni,i+1:
θh =

0 N1,2 θ
h
1,3 · · · θh1,m
0 0 N2,3 · · · θh2,m
...
...
... · · · ...
0 0 0 · · · Nm−1,m
0 0 0 · · · 0
 .
Let d = ord det h. We have h ∈ Matn(R) and h−1 ∈ x−dMatn(R). Therefore
θh ∈ x−dMatn(R). Next we conjugate θh by block upper triangular matrices f
satisfying fi,i = Idλi . Pick i, j with i < j − 1 and a λi × λj matrix C. Let f be
such that fi,j = C, all the diagonal blocks are identity, and the rest are zero. Then
conjugation by f does the following: It takes a block row j, multiplies it on the left
by C and adds it to the block row i. Then it takes the block column i, multiplies it
on the right by C and subtracts it from the block row j. Thus we can turn to zero
the blocks θhi,m with i < m− 1 modifying only blocks θhi,j with j < m. Proceeding in
this fashion for each j = m,m−1, . . . we will turn θhi,j to zero modifying only blocks
θhi′,j′ with j
′ < j, so that the blocks with j′ > j remain zero.
In the end we set g to be the product of h and all these matrices f so that we
obtain gθg−1 = Nλ. The matrix g is block-upper triangular with g1,1 = h1,1 = Idλ1 ,
hence it is kernel-strict. We have deg g = deg h = d ≥ 0. The poles of θh have orders
bounded by d. Thus we can bound the maximal order of the poles of the matrix C
in the above procedure at each step independently of θ.
Finally, let us show that d does not depend on the choice of g. Suppose g, g′ ∈
GLn(K) are kernel-strict matrices such that gθg
−1 = g′θg′−1 = Nλ. Then h = g
′g−1
is kernel-strict and commutes with Nλ. Hence h must preserve the kernel filtration,
which means that h is block-upper-triangular. Denote the diagonal blocks of h by
hi. We have that hiNi,i+1 = Ni,i+1hi+1. In particular, the set of entries of hi+1 is
a subset of the set of entries of hi for each i. We have h1 ∈ GLλ1(R) because h
is kernel-strict. Thus all entries of hi are in R. Applying the same argument for
h−1 we see that all entries of h−1i are also in R. Therefore hi ∈ GLλi(R), so its
determinant has order 0. The determinant of h is the product of the determinants
of hi, so we have deg h = 0. Therefore deg g = deg g
′. 
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Definition 3.8. We define the degree of nilpotent θ ∈ Matn(R) as deg g in the
above construction. Thus we obtain a function deg : N̂ilpn(k)→ Z≥0.
Corollary 3.9 (Of the proof). Let θ ∈ Matn(R) be nilpotent of type λ and θ(0) ∈
Matn(k) its specialization. The following conditions are equivalent:
(i) θ ∼ Nλ in N̂ilpn(k).
(ii) type(θ(0)) = λ,
(iii) deg θ = 0,
Proof. Clearly (i) implies (ii). To show that (ii) implies (iii) we note that in general
(Ker θi)⊗Rk ⊂ Ker θi(0), so type(θ(0)) = type θ implies equality of dimensions, and
hence equality (Ker θi)⊗R k ⊂ Ker θi(0). Thus if θ is in a kernel form, then θ(0) is
too. In particular, the diagonal entries of θi,i+1(0) in the above proof are non-zero.
Thus the diagonal entries of h(0) in the proof of Lemma 3.7 are non-zero. Therefore
d = orddet h = 0.
To show that (iii) implies (i) we note that h ∈ Matn(R) in the proof of Lemma
3.7, so ord det h = d = 0 implies h ∈ GLn(R). Hence we have θh ∈ Matn(R).
This shows that the matrices f involved in the construction are also in GLn(R).
Therefore g ∈ GLn(R)). 
Definition 3.10. A nilpotent matrix θ satisfying the conditions of the above Corol-
lary is said to be non-degenerate.
Unfortunately, we do not have an explicit complete classification of nilpotent
matrices. However, we have
Corollary 3.11. Suppose k is a finite field. Then the set of GLn(R)-conjugacy
classes of nilpotent matrices over R of type λ and degree d is finite for all λ and d.
Proof. By Lemma 3.7, any nilpotent matrix θ of type λ and degree d can be obtained
as g−1Nλg with g ∈ GL≥−N(λ,d)n,d (K). Multiplying g on the right by elements of
GLn(R) produces equivalent matrices, so the number of nilpotent matrices of given
type and degree does not exceed the number of elements of Ĝr
≥−D(λ,d)
n,d (k), which is
finite by Proposition 3.3. 
3.4. Classification data. Let k be a finite field. As we mentioned earlier, we do
not have an explicit classification of nilpotent matrices over R, but we can choose
a classification in the sense explained below. For each element of N̂ilpn(k) we first
pick a representative θ. Let λ = type θ, d = deg θ. Let Z(θ) denote the centralizer
of θ inside GLn(R). Then we pick an orbit of the group Z(Nλ) × Z(θ) naturally
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acting on the set of g ∈ GLn(K) such that gθg−1 = Nλ, g is kernel-strict and the
order of poles of g is as small as possible, as in Lemma 3.7. The choice of such an
orbit for each conjugacy class will be called a classification data for k. Picking a
representative gθ of such an orbit allows us to write the orbit asMθ := Z(Nλ)gθZ(θ).
When θ′ is another representative of the same conjugacy class, so that θ′ = hθh−1
for h ∈ GLn(k), we set Mθ′ = Mθh−1. Note that this set does not depend on the
choice of h and satisfies the same properties for θ′ as Mθ does for θ, i.e. for any
g ∈Mθ′ we have gθ′g−1 = Nλ, g is kernel-strict, and Mθ′ forms a single orbit under
the action of Z(Nλ)× Z(θ′). We have:
Proposition 3.12. Choose a classification data for k. For any nilpotent θ ∈
Matn(R) the group Z(Nλ) resp. Z(θ) acts freely on Mθ on the left resp. on the
right. The sets Z(Nλ)\Mθ, Mθ/Z(θ) are finite.
Proof. The first claim is clear. The second claims follows from Proposition 3.3 and
the fact that the following natural maps are injective:
Z(Nλ)\Mθ →֒ GLn(R)\GL≥−N(λ,d)n,d (K) ∼= Ĝr
≥−N(λ,d)
n,d (k),
Mθ/Z(θ) →֒ GL≥−N(λ,d)n,d (K)/GLn(R) = Ĝr
≥−N(λ,d)
n,d (k).

The ratio of the two sizes will be important later:
Definition 3.13. Given a classification data over a finite field k the weight of a
nilpotent matrix θ ∈ Matn(R) is defined as the ratio
weight θ =
|Mθ/Z(θ)|
|Z(Nλ)\Mθ| .
Clearly, it does not depend on the choice of representative of [θ] ∈ N̂ilpn(k) and
thus we obtain a function weight : N̂ilpn(k)→ Q>0.
Remark 3.14. It will be shown later that weight does not depend on the choice of a
classification data, but we do not have a direct proof of this.
Remark 3.15. The weight can be interpreted as the commensurability index [Z(Nλ) :
gZ(θ)g−1] for any g ∈Mθ.
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4. Modifications of vector bundles
4.1. Affine Grassmanian. Geometrically, points of the affine Grassmanian Ĝrn(k)
parametrize all vector bundles of rank n on the disk SpecR equipped with a triv-
ialization on the punctured disk Spec
K
. The points of the positive part Ĝr
+
n (k)
parametrize all subbundles of rank n of the trivial vector bundle of rank n on the
disk SpecR.
4.2. Extension and restriction of vector bundles. Here we remind the reader
how local modifications to a vector bundle can be described in terms of the affine
Grassmanian.
Let Σ be a smooth complete curve over a subfield of k, and let s be a closed point
of Σ with residue field k. Let E ∈ Bun(Σ) of rank n. Let Os denote the local ring
at s and Ôs the completed local ring at s. Since Σ is smooth, we can identify Ôs
with R = k[[x]]. We can also choose a trivialization E ⊗Os R ∼= Rn. Then for any
element [g] ∈ Ĝr+n (k)L the extension of E is defined as follows. For any open U ⊂ Σ
we set
Eg(U) =
E(U) if s /∈ U ,{s ∈ E(U \ {s}) : gs ∈ Rn} if s ∈ U .
The restriction of E is defined using g−1 for [g] ∈ Ĝr+n (k). For any open U ⊂ Σ we
set
Eg(U) =
E(U) if s /∈ U ,{s ∈ E(U \ {s}) : g−1s ∈ Rn} if s ∈ U .
We have
Proposition 4.1. For any vector bundle E with a choice of trivialization as above
at a closed point s with residue field k and [g] ∈ Ĝr+n (k) resp. [g] ∈ Ĝr
+
n (k)L we
have that Eg resp. Eg are vector bundles equipped with natural embeddings
Eg ⊂ E resp. E ⊂ Eg,
which are isomorphisms on Σ \ {s}.
Proof. It is straightforward to check that Eg, Eg are sheaves. To see that they are
vector bundles, we use the fact that g can be represented by a matrix of rational
functions on Σ, which provides a trivialization of Eg, Eg on a neighborhood of s. 
Next we show that the constructions of Eg and Eg are universal in the following
sense:
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Proposition 4.2. For E ,F ∈ Bun(Σ) of rank n and s a closed point of Σ with
residue field k, let ϕ : E → F be an embedding such that ϕ|Σ\{s} is an isomorphism.
Then we have
(i) For a choice of trivialization of E at s there is a unique [g] ∈ Ĝr+n (k)L and
an isomorphism Eg ∼−→ F so that ϕ factors as E →֒ Eg ∼−→ F .
(ii) For a choice of trivialization of F at s there is a unique [g] ∈ Ĝr+n (k) and
an isomorphism E ∼−→ Fg so that ϕ factors as E ∼−→ Fg →֒ F .
Proof. For a purpose of proof we choose trivializations of both E and F . Note that
Eg ⊗R comes with a natural trivialization in such a way that the map E →֒ Eg is
given by the matrix g. Similarly, Fg has a natural trivialization in such a way that
the map Fg → F is given by the matrix g.
Tensoring ϕ with R gives a matrix of power series, which we denote by h. Let
us prove the uniqueness. In statement (i) we see that h factors as g followed by
an automorphism. Thus g and h must be in the same orbit with respect to the
left multiplication by GLn(R), which is equivalent to [g] = [h]. In the statement
(ii) similarly we obtain [g] = [h]. Thus the class of g is unique in both statements.
Since F is torsion-free and Eg/E is torsion, the isomorphism in (i) is unique. The
isomorphism in (ii) is unique too. So we have proved the uniqueness.
To prove existence we set g = h in (ii). In (i) we construct α : Eg ∼−→ F as
follows. For U ⊂ Σ we have two cases. If s /∈ U we set α(U) = ϕ(U). If s ∈ U
note that ϕ(U \ {s}) restricts to a bijection between Eg(U) ⊂ E(U \ {s}) and
F(U) ⊂ F(U \ {s}). So we set α(U) to be this restriction. We proceed similarly in
(ii). 
4.3. Extension and restriction with poles. If g in the previous subsection has
poles, we can still construct extension and restriction of E , but their relation with
E is slightly more complicated:
Definition 4.3. Let E be a vector bundle of rank n with trivialization at s, and let
[g] ∈ Ĝr+n (k)L resp. [g] ∈ Ĝr
+
n (k) be represented by a matrix g with poles of order
at most N . Then we define
Eg = E(−N)xNg resp. Eg = E(N)xNg,
where E(N) = ExN Idn resp. E(−N) = ExN Idn are the positive resp. negative twists
of E at s.
Proposition 4.2 generalizes as follows:
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Proposition 4.4. For E ,F ∈ Bun(Σ) of rank n and s a closed point of Σ with
residue field k, let ϕ : E(−Ns) →֒ F be an embedding such that ϕ|Σ\{s} is an
isomorphism. Then we have
(i) For a choice of trivialization of E at s there is a unique [g] ∈ Ĝr≥−Nn (k)L
and an isomorphism Eg ∼−→ F so that ϕ factors as E(−Ns) →֒ Eg ∼−→ F .
(ii) For a choice of trivialization of F at s there is a unique [g] ∈ Ĝr≥−Nn (k) and
an isomorphism E ∼−→ Fg so that ϕ factors as E(−Ns) ∼−→ Fg(−Ns) →֒ F .
5. Counting vector bundles with nilpotent endomorphisms
Let Σ be a smooth complete curve over Fq. Although we are mostly interested in
the category of coherent sheaves Coh(Σ), some of the statements below make sense
for an arbitrary abelian category A, so we formulate them in this generality.
5.1. Truncations. When we count vector bundles we need a suitable truncation of
the category of vector bundles. The properties that we require of such a truncation
are as follows:
Definition 5.1. Let A be an abelian category and let τ be a property of objects of
A. We call it a suitable truncation if it is closed under subobjects and extensions,
i.e. for any short exact sequence in A.
0→ A→ B → C → 0
the following holds:
(i) If B satisfies τ , then A satisfies τ .
(ii) If A and C both satisfy τ , then B satisfies τ .
For a suitable truncation τ on A we denote by Aτ the full subcategory of objects
of A satisfying τ . If τ is a suitable truncation on Coh(Σ), then we write Bunτ (Σ) for
the intersection Cohτ (Σ) ∩ Bun(Σ). Note that the property of being a torsion-free
sheaf is itself a suitable truncation, so Bunτ (Σ) = Cohτ
′
(Σ) where τ ′ means “satisfies
τ and is torsion-free”. A basic example of τ is ≤ 0, where we say that A ∈ Coh(Σ)
satisfies ≤ 0 if and only if for every subobject B ⊂ A we have degB ≤ 0. Note that
this implies torsion-free. Note that our notion of truncation is dual to Schiffmann’s.
Shiffmann’s truncation ≥ 0 is closed under extensions and quotients. However, the
property of being a vector bundle is not closed under quotients, so our notion is a
little more convenient. We collect here a couple of useful properties:
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Proposition 5.2. If A = B ⊕ C in A, then A satisfies τ if and only if both B and
C satisfy τ .
Proof. Straightforward. 
Proposition 5.3. Let A ∈ A, and let θ : A→ A be nilpotent. Then A satisfies τ if
and only if Ker θ satisfies τ .
Proof. If A satisfies τ , then Ker θ is a subobject of A, so it satisfies τ . To prove the
other implication, note that we have a short exact sequence for each k > 0
(5.1) 0→ Ker θk → Ker θk+1 → Im θk|Ker θk+1 → 0.
Here Im θk|Ker θk+1 ⊂ Ker θ, so we can inductively deduce that Ker θk+1 satisfies τ
for all k. 
5.2. Counting. Let Σ be a smooth complete curve over Fq and τ a suitable trun-
cation. Since we want to count bundles, we assume the following
Definition 5.4. A suitable truncation τ is locally finite if the number of isomor-
phism classes of bundles of rank n and degree ≥ d satisfying τ is finite for all n and
d.
For instance, τ = “≤ 0” satisfies this property. Denote by Bunτnil(Σ) the category
of pairs (E , θ) where E ∈ Bunτ (Σ) and θ : E → E nilpotent.
Let the rank of E be n. The global type type(θ) is defined to be the partition of
size n with entries type(θ)i = rankKer θ
i−rankKer θi−1, i = 1, 2, . . .. This coincides
with the type defined earlier for θ viewed as a matrix over the field of functions on
Σ. Denote by Bunτλ(Σ) resp. Bun
τ
nil,n(Σ) the full subcategory of Bun
τ
nil(Σ) of pairs
(E , θ) such that type θ = λ resp. rank E = n. For s a closed point of Σ we also
have type θ(s) as the type of θ restricted to the fiber of E over s. We introduce the
following counting functions
Ωτλ(t) =
∑
(E,θ)∈Bunτλ(Σ)/∼
t− deg E
|Aut(E , θ)| ∈ Q((t)),
Ωτn(t) =
∑
(E,θ)∈Bunτnil,n(Σ)/∼
t− deg E
|Aut(E , θ)| =
∑
λ⊢n
Ωτλ(t).
Let S = (s1, s2, . . . , sk) be a collection of distinct closed points of Σ of degrees
d1, d2, . . . , dk. We can incorporate the types of θ(si) into our count in the following
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way:
Ωτλ,S[X•; t] =
∑
(E,θ)∈Bunτλ(Σ)/∼
t− deg E
|Aut(E , θ)|
k∏
i=1
Htype θ(si)[Xi; q
di],
and
Ωτn,S[X•; t] =
∑
λ⊢n
Ωτλ,S[X•; t].
The result is a symmetric function in k infinite groups of variables X1, X2, . . . , Xk
where Xi = (xi,1, xi,2, . . .) with coefficients in Q((t)). Here we use a version of Hall-
Littlewood polynomials obtained by t = 0 specialization of the modified Macdonald
polynomials (see Subsection 2.4),
Hλ[X ; q] = H˜λ[X ; q, 0].
By Corollary 2.13, the Hall-Littlewood polynomials have the following interpre-
tation. If M is a nilpotent matrix over Fq of type λ, then we have
Hλ[X ; q] =
∑
µ⊢n
mµ[X ] |{partial flags of type µ preserved by M}|.
Thus we obtain another interpretation of Ωτn,λ,S(t) as follows. Letµ = (µ
(1), . . . , µ(k))
be a collection of partitions, one for each marked point. A parabolic bundle of type µ
is a pair (E , f) of a bundle E and a collection f = (f1, . . . , fk) where fi is a partial flag
of type µ(i) in the fiber E(si) for each i. Denote the category of parabolic bundles of
type µ by Bun(Σ;S,µ). Denote by Bunτnil(Σ;S,µ) the category of parabolic bundles
with nilpotent endomorphism (E , f , θ) such that E satisfies τ . Then we have
(5.2) Ωτλ,S[X•; t] =
∑
µ=(µ(1),...,µ(k))
k∏
i=1
mµ(i) [Xi]
∑
(E,f ,θ)∈Bunτnil(Σ;S,µ)/∼
type θ=λ
t− deg E
|Aut(E , f , θ)| .
The main result of this section is to show
Theorem 5.5. For a smooth complete curve Σ/Fq, a locally finite suitable truncation
τ , a collection of k closed points S ⊂ Σ of degrees d1, . . . , dk and a partition λ ⊢ n,
we have the following factorization of the weighted number of parabolic bundles of
rank n satisfying τ with a nilpotent endomorphism of type λ:
Ωτλ,S[X•; t] = Ω
τ
λ(t)
k∏
i=1
H˜λ[Xi; q
di , tdi],
where Ωτλ(t) is the corresponding number without parabolic structure.
The following subsections are devoted to a proof of this theorem.
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5.3. Existence of a factorization. We first show that the theorem holds for some
unknown functions in place of the modified Macdonald polynomials. This subsection
is devoted to a proof of the following, where we first assume a choice of a classification
data for all finite fields, and then show that the result is independent of the choice:
Theorem 5.6. For any smooth complete curve Σ over Fq, a locally finite suitable
truncation τ , a partition λ, a sequence of points S we have
Ωτλ,S[X•; t] = Ω
τ
λ(t)
k∏
i=1
Fλ,qdi [Xi; t
di ],
where Fλ,q[X ; t] =
Cλ,q [X;t]
Cλ,q [1;t]
and
Cλ,q[X ; t] =
∑
[η]∈N̂ilpλ(Fq)
tdeg η weight(η)Htype η(0)[X ; q].
Proof. We first assume a choice of a classification data as in Subsection 3.4 for all
finite fields Fq. We will proceed by induction on k. Let S ′ = (s1, . . . , sk−1) and s = sk
with deg s = d. Let k be the residue field of s. We can choose an identification of k
with Fqd and therefore a classification data for k.
Consider any (E , θ) ∈ Bunτnil(Σ) of type λ. We first choose a trivialization at s so
that θ ⊗ Oˆs gives a nilpotent matrix, which we denote by θs and write
1 =
∑
[g]∈Z(Nλ)\Mθs
1
|Z(Nλ)\Mθs|
,
where the quotient is finite by Proposition 3.12. Note that we have a natural bijec-
tion Z(Nλ)\Mθs ∼= GLn(R)\GLn(R)Mθs, so we can write
1 =
∑
[g]∈GLn(R)\GLn(R)Mθs
1
|Z(Nλ)\Mθs |
.
Each [g] above is a point on Ĝrn(k)L, so we can apply the construction of bundle Eg.
Since gθsg
−1 ∈ Matn(R), we have that θ uniquely extends to θg on Eg, and since g
is kernel-strict, we have that Ker θg is isomorphic to Ker θ. By Proposition 5.3 this
implies that E satisfies τ if and only if Eg does. Moreover, we have type θg = λ and
type θg(si) = type θ(si) for all i < k. Let us denote the full subcategory of Bun
τ
λ(Σ)
consisting of pairs (F , θ′) such that type θ′(s) = λ by Bun′τλ (Σ). We then have
1 =
∑
[g]∈GLn(R)\GLn(R)Mθs
1
|Z(Nλ)\Mθs |
∑
(F ,θ′)∈Bun′τλ /∼
ϕ:(Eg,θg)
∼−→(F ,θ′)
1
|Aut(F , θ′)| .
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=
∑
(F ,θ′)∈Bun′τλ /∼
1
|Aut(F , θ′)|
∑
[g]∈GLn(R)\GLn(R)Mθs
ϕ:(Eg,θg)
∼−→(F ,θ′)
1
|Z(Nλ)\Mθs |
.
Let us choose a trivialization of F at s for each (F , θ′) in the sum above such
that the matrix of θ′ ⊗ Ôs is Nλ. By part (i) of Proposition 4.4 the pairs ([g], ϕ) in
the above summation are in bijection with the corresponding subset of embeddings
E(−Ns) →֒ F . The relevant subset can be described as those embeddings whose ma-
trix at s is inMθs. By part (ii) of the same proposition we can identify it with the cor-
responding subset of pairs g, ψ where ψ : E ∼−→ Fg and [g] ∈ Mθs GLn(R)/GLn(R).
Thus we obtain
1 =
∑
(F ,θ′)∈Bun′τλ /∼
1
|Aut(F , θ′)|
∑
[g]∈Mθs GLn(R)/GLn(R)
ψ:(E,θ)
∼−→(Fg ,θ′g)
1
|Z(Nλ)\Mθs |
.
Now summing over all (E , θ) and using the equality deg E = degF − d deg θs gives
Ωτn,λ,S[X•; t] =
∑
(F ,θ′)∈Bun′τλ /∼
t− degF
|Aut(F , θ′)|
k−1∏
i=1
Htype θ′(si)[Xi; q
di]CF ,θ′[Xk; t],
where
CF ,θ′[X ; t] =
∑
(E,θ)∈Bunτλ(Σ)/∼
td deg θs
|Aut(E , θ)|
∑
[g]∈Mθs GLn(R)/GLn(R)
ψ:(E,θ)
∼−→(Fg ,θ′g)
Htype θ(s)[X ; q
d]
|Z(Nλ)\Mθs |
=
∑
[η]∈N̂ilpλ(k)
[g]∈MηGLn(R)/GLn(R)
td deg ηHtype η(0)[X ; q
d]
|Z(Nλ)\Mη|
∑
(E,θ)∈Bunτλ(Σ)/∼
ψ:(E,θ)
∼−→(Fg ,θ′g)
1
|Aut(E , θ)| .
Since (Fg, θ′g) satisfies τ for all g above, the second summation always produces 1.
So we obtain
CF ,θ′[X ; t] =
∑
[η]∈N̂ilpλ(k)
[g]∈Mη GLn(R)/GLn(R)
tddeg ηHtype η(0)[X ; q
d]
|Z(Nλ)\Mη| .
For each [η] the set Mη GLn(R)/GLn(R) is in bijection with Mη/Z(η), which is
finite by Proposition 3.12. Thus we finally arrive at
CF ,θ′[X ; t] =
∑
[η]∈N̂ilpλ(k)
tddeg η weight(η)Htype η(0)[X ; q
d],
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which does not depend on F , θ′. So we have
CF ,θ′[X ; t] = Cλ,qd[X ; t
d],
where
Cλ,q[X ; t] =
∑
[η]∈N̂ilpλ(Fq)
tdeg η weight(η)Htype η(0)[X ; q].
Write
Cλ,q[1; t] =
∑
[η]∈N̂ilpλ(k)
tdeg η weight(η).
We have that Cλ,q[1] ∈ 1 + tQ[[t]] because by Corollary 3.9 the only degree 0 class
is Nλ, and its weight is clearly 1. From the following counts
Ωτλ,S[X1, . . . , Xk; t] = Ω
′τ
λ,S[X1, . . . , Xk−1; t]Cλ,qd[Xk; t
d],
Ωτλ,S′[X1, . . . , Xk−1; t] = Ω
′τ
λ,S[X1, . . . , Xk−1; t]Cλ,qd[1; t
d],
where
Ω′τλ,S[X1, . . . , Xk−1; t] =
∑
(F ,θ′)∈Bun′τλ /∼
t− degF
|Aut(F , θ′)|
k−1∏
i=1
Htype θ′(si)[Xi; q
di],
we obtain
Ωτλ,S[X1, . . . , Xk; t] = Ω
τ
λ,S′[X1, . . . , Xk−1; t]
Cλ,qd[X ; t
d]
Cλ,qd[1; td]
.
So the desired factorization holds. 
Corollary 5.7 (Of the proof). We have that weight θ for a nilpotent matrix θ ∈
Matn(R) over a finite field k does not depend on the choice of classification data.
Proof. Let Σ = P1/k, k = 1, s = 0, τ = “≤ 0”. Let [η] ∈ N̂ilpn(k), type η = λ
deg η = d. Note that the only bundle of degree 0 satisfying τ is the trivial bundle.
All endomorphisms of the trivial bundle are constant, so all pairs (F , θ′) of degree
0 are equivalent to the pair (OnP1, Nλ). By following the proof of Theorem 5.6 we
obtain ∑
(E,θ)∈Bun≤0
λ
(P1)/∼
deg E=−d, [θ0]=[η]
1
|Aut(E , θ)| =
weight η
|Aut(OnP1, Nλ)|
=
weight η
zλ(q)
,
where zλ(q) is the size of the centralizer of Nλ in GLn(k). Thus we have
weight η = zλ(q)
∑
(E,θ)∈Bun≤0
λ
(P1)/∼
deg E=−d, [θ0]=[η]
1
|Aut(E , θ)| ,
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which indeed depends only on k, λ and [η], but not on the choice of the classification
data. 
5.4. Computation on P1 with 2 marked points. In this subsection we compute
Ω≤0n,(0,∞)(P
1)[X, Y ; t] over k = Fq, i.e. the weighted numbers of vector bundles on
P1 with no positive degree subbundles with nilpotent endomorphism and parabolic
structures at 0 and ∞. A vector bundle over P1 is a direct sum of line bundles. Let
the multiplicities of the line bundles be given by a composition µ1 + . . . + µm = n
with µi > 0 and the negative degrees of the line bundles by numbers 0 ≤ d1 ≤ d2 ≤
. . . ≤ dm, so that
E = O(−d1)µ1 ⊕ · · · ⊕ O(−dm)µm.
We will decompose matrices below into blocks of sizes µ1, . . . , µm so that an n× n
matrix M corresponds to matrices Mi,j with 1 ≤ i, j ≤ m of shapes µi × µj . The
automorphisms of E are block-upper-triangular. In the diagonal blocks we have
arbitrary invertible constant matrices. In the off-diagonal block i, j we have arbitrary
µi × µj matrix of polynomials of degree ≤ dj − di. Thus we have
|Aut(E)| =
m∏
i=1
|GLµi(k)|
∏
i<j
qµiµj(dj−di+1).
A nilpotent endomorphism θ of E is again given by block-upper-triangular matrix
with block sizes µ1, . . . , µm. In the diagonal blocks we have arbitrary nilpotent
constant matrices. In the off-diagonal block i, j we have arbitrary µi× µj matrix of
polynomials of degree≤ dj−di. If we specify A = θ(0) andB = θ(∞) then we specify
the diagonal blocks, which must coincide, and the highest and the lowest coefficient
of each of the off-diagonal block. Thus the number of nilpotent endomorphisms with
given A and B is
∏
i<j q
µiµj(dj−di−1). Let Qµ be the set of pairs of nilpotent block-
upper-triangular matrices A, B satsifying Ai,i = Bi,i for all i. The total contribution
of E to Ω≤0n,(0,∞)(P1)[X, Y ; t] is given by the following expression:
t
∑
i diµiCµ[X, Y ],
where
Cµ[X, Y ] =
∑
(A,B)∈Qµ
HtypeA[X ; q]HtypeB[Y ; q]∏m
i=1 |GLµi(k)|
∏
i<j q
2µiµj
.
Notice that |GLµi(k)|
∏
i<j q
µiµj = |Pµ| where Pµ is the parabolic subgroup of
GLn(k) consisting of block-upper triangular matrices. We have that Pµ is the sta-
bilizer in GLn(k) of the standard flag of type µ. Therefore we can rewrite Cµ[X, Y ]
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as follows:
Cµ[X, Y ] =
∑
(A,B,F )∈Rµ
HtypeA[X ; q]HtypeB[Y ; q]
|GLn(k)|
∏
i<j q
µiµj
,
where Rµ is the set of triples (A,B, F ) such that A,B ∈ Matn(k) are nilpotent, F
is a flag of type µ, A,B preserve F and the actions of A and B on the associated
graded space with respect to F coincide. All such triples can be obtained as follows.
We split the sum according to the types of A and B. Let typeA = λ, typeB = ν.
Then A = gNλg
−1, and the number of g giving the same A equals zλ(q), which is
the centralizer of Nλ in GLn(k). Similarly we write B = hNµh
−1. Let Fλ,µ denote
the set of flags of type µ preserved by Nλ. Then Cµ[X, Y ] is rewritten as follows:
Cµ[X, Y ] =
∑
λ,ν⊢n
Cµ,λ,νHλ[X ; q]Hν[Y ; q],
where
Cµ,λ,ν =
|{F1 ∈ Fλ,µ, F2 ∈ Fν,µ, g1, g2 ∈ GLn(k) : g1F1 = g2F2, ∗}|
zλ(q)zν(q)|GLn(k)|
∏
i<j q
µiµj
.
Here ∗ means the following condition: the actions induced by g1Nλg−11 and g2Nνg−12
on the associated graded w.r.t. g1F1 = g2F2 must coincide. This is equivalent to the
condition that the associated graded of Nλ on F1 must coincide with the associated
graded of g−11 g2Nνg
−1
2 g1 on F1. Let g = g
−1
1 g2. Clearly, the number of pairs g1, g2
producing the same g equals |GLn(k)|. This cancels |GLn(k)| in the denominator.
The condition on g is that it must send F2 to F1, and on the associated graded it must
conjugate the action of Nν to that of Nλ. The number of g with the same associated
graded equals
∏
i<j q
µiµj , which cancels out with the corresponding product in the
denominator. For each F1 ∈ Fλ,µ denote by κi(F1) = typeNλ|(F1)i/(F1)i−1 and by
κ(F1) the sequence of partitions (κ1(F1), . . . , κm(Fm)). Similarly define κ(F2).
Cµ,λ,ν =
∑
F1∈Fλ,µ, F2∈Fν,µ
κ(F1)=κ(F2)
∏m
i=1 zκ(F1)i(q)
zλ(q)zν(q)
.
We will use the explicit description of the Hall algebra of nilpotent matrices over
a field given in Theorem 2.12. The q-deformed scalar product (Hλ[Z; q], Hν [Z; q])q
precisely equals zλ(q) if λ = ν and vanishes otherwise. So we have
Cµ,λ,ν =
∑
F1∈Fλ,µ, F2∈Fν,µ
∏m
i=1(Hκ(F1)i [Z; q], Hκ(F2)i [Z; q])q
zλ(q)zν(q)
=
(∑
F1∈Fλ,µ
⊗m
i=1Hκ(F1)i [Z; q],
∑
F2∈Fν,µ
⊗m
i=1Hκ(F2)i [Z; q]
)
q
zλ(q)zν(q)
.
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In particular, we see that Cµ,λ,ν = Cµ,λ,ν(q) is a rational function of q. Note that∑
F1∈Fλ,µ
⊗m
i=1Hκ(F1)i [Z; q] is precisely the µ1, µ2, . . . , µm-degree part of the m−1-st
iterated coproduct in the Hall algebra applied to Hλ[Z; q] and similarly for the term
with ν. Note also that by Cauchy formula∑
λ∈P
Hλ[Z; q]Hλ[X ; q]
zλ(q)
= Exp
[
ZX
q − 1
]
=
∑
λ∈P
hλ
[
X
q − 1
]
mλ[Z],
∑
ν∈P
Hλ[Y ; q]Hλ[Z; q]
zλ(q)
=
∑
ν∈P
hλ
[
Z
q − 1
]
mλ[Y ],
and both elements are group-like. Thus we obtain
Cµ[X, Y ; q] =
m∏
i=1
(∑
λ⊢µi
hλ
[
X
q − 1
]
mλ[Z],
∑
ν⊢νi
hλ
[
Z
q − 1
]
mλ[Y ]
)
q
=
m∏
i=1
∑
λ⊢µi
hλ
[
X
q − 1
]
mλ[Y ] =
m∏
i=1
hµi
[
XY
q − 1
]
.
Now we can finish the calculation:
∞∑
n=0
Ω≤0n,(0,∞)(P
1)[X, Y ; t] =
∑
d,µ
t
∑
i diµiCµ[X, Y ; q] =
∞∏
d=0
∞∑
k=0
tdkhk
[
XY
q − 1
]
=
∞∏
d=0
Exp
[
tdXY
q − 1
]
= Exp
[
XY
q − 1
∞∑
d=0
td
]
= Exp
[
XY
(q − 1)(1− t)
]
.
5.5. Upper-triangularity. We are ready to identify the unknown functions Fλ,q[X ; t]
with Macdonald polynomials. Note that we do not even know that the dependence
on q is given by a rational function.
Proposition 5.8. For any partition λ we have Fλ,q[1; t] = 1 and Fλ,q[(q− 1)X ; t] ∈
Mλ′.
Proof. The first claim is clear from Fλ,q[X ; t] =
Cλ,q [X;t]
Cλ,q [1;t]
. To show the second claim
notice that type θ(0)  type θ for any [θ] ∈ N̂ilp(Fq), which follows from the fact that
dimKer θi(s) is an upper-semicontinuous function of s for all i. Thus we see that
Cλ,q is a linear combination of Hall-Littlewood polynomials Hν [X ; q] with ν  λ, or
equivalently ν ′  λ′. By Definition 2.5 we have for each such ν
Hν [(q − 1)X ; q] ∈Mν′ ⊂Mλ′ .

Now we are ready to complete the proof
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Proof of Theorem 5.5. By the computation in Subsection 5.4 and Theorem 5.6, in
the case of P1 we have
Exp
[
XY
(q − 1)(1− t)
]
=
∑
λ∈P
Ω≤0λ (t)Fλ,q[X ; t]Fλ,q[Y ; t].
In particular we see that the operator Sym[Z]→ Sym[Z] defined by
G→
∑
λ∈P
Ω≤0λ (t)Fλ,q[Z; t](Fλ,q[X ; t], G[X ])q,t
is the identity operator. Therefore Fλ,q span the space of symmetric functions. Since
the number of Fλ,q of degree d equals to the number of partitions, we conclude that
Fλ,q form a basis of Sym[Z] over the field of Laurent series in t. We substitute
Fµ[X ; t] into the operator above and obtain
(Fλ,q[X ; t], Fµ,q[X ; t])q,t = δλ,µ
1
Ω≤0λ (t)
.
By Proposition 5.8 and Corollary 2.8 we conclude that for all partitions λ
Fλ,q = H˜λ,q.
Notice that we have also obtained a proof of the following identity for Σ = P1:
Ω≤0λ (t) =
1
(H˜λ, H˜λ)q,t
.

Corollary 5.9 (Of the proof). When Σ = P1/Fq and S = (s1, . . . , sk) a collection
of points of degrees d1, . . . , dk we have
Ω≤0λ,S[X•; t] =
∏k
i=1 H˜λ[Xi; q
di, tdi ]
(H˜λ, H˜λ)q,t
When g > 0 we use a result of Schiffmann [Sch16], which says that there are
exist explicit functions Ωg,λ ∈ Q(q, t)[σ1, . . . , σ2g] such that for any smooth complete
curve Σ/Fq of genus g with zeta function
ζΣ(T ) =
∏g
i=1(1− σiT )(1− qσ−1i T )
(1− T )(1− qT ) ,
we have
Ω≤0λ (t) = Ωg,λ(q, t, σ1, . . . , σ2g).
We denote by σ the collection σ = (σ1, . . . , σg).
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Corollary 5.10. Let g ≥ 0. For any smooth complete curve Σ/Fq and S =
(s1, . . . , sk) a collection of points of degrees d1, . . . , dk we have
Ω≤0λ,S[X•; t] = Ωg,λ(q, t, σ)
k∏
i=1
H˜λ[Xi; q
di, tdi ],
where Ωg,λ and σi are defined above.
5.6. Further results. Comparing Theorems 5.6 and 5.5 we obtain a following for-
mula for the weighted count of nilpotent matrices over Fq[[t]]. Recall
Cλ,q[X ; t] =
∑
[η]∈N̂ilpλ(Fq)
tdeg η weight(η)Htype η(0)[X ; q],
and we have
Cλ,q[X ; t]
Cλ,q[1; t]
= H˜λ[X ; q, t].
We can determine the function Cλ,q[1; t]:
Proposition 5.11. The function Cλ,q[1; t] is given by
Cλ,q[1; t] =
∏
a,l
l 6=0
1
1− tlq−a−1 ,
where the product is over the arm- and leg-lengths a, l of the hooks of λ with l 6= 0.
Proof. By Corollary 3.9 we have that Cλ,q[X ; t] has a unique term with type η(0) = λ,
and this term has coefficient 1. Thus we have
(5.3) Cλ,q[X ; t] = Hλ[X ; q] + 〈Hν [X ; q] : ν  λ〉,
where by 〈〉 we denote the linear span of a given set of elements. Recall ([GH96])
H˜λ[X ; q, t] = t
n(λ)Jλ
[
X
1− t−1 ; q, t
−1
]
= tn(λ)+|λ|Jλ
[
X
t− 1; q, t
−1
]
,
where Jλ is the integral form Macdonald polynomial [Mac95] and n(λ) is the sum of
the leg lengths of hooks of λ. The integral form is defined by
Jλ[X ; q, t] =
∏
a,l
(1− qatl+1)Pλ[X ; q, t]
where
Pλ[X ; q, t] = mλ[X ; q, t] + 〈mν : ν  λ〉.
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Thus we have
H˜λ[(t− 1)X ; q, t] =
∏
a,l
(tl+1 − qa)mλ + 〈mν : ν  λ〉.
Since Definition 2.5 is symmetric if we interchange q and t simultaneously replacing
λ by λ′ we obtain
H˜λ[(q − 1)X ; q, t] = cλ(q, t)mλ′ + 〈mν : ν  λ′〉,
where cλ(q, t) =
∏
a,l(q
a+1 − tl). Substitution t = 0 gives
Hλ[(q − 1)X ; q] = cλ(q, 0)mλ′ + 〈mν : ν  λ′〉.
So (5.3) implies
Cλ,q[(q − 1)X ; q] = cλ(q, 0)mλ′ + 〈mν : ν  λ′〉.
Thus we have
Cλ,q[1; t] =
c(q, 0)
c(q, t)
=
∏
a,l
l 6=0
1
1− tlq−a−1 .

Thus the complete formula for the weighted count reads
Corollary 5.12.
Cλ,q[X ; t] =
∑
[η]∈N̂ilpλ(Fq)
tdeg η weight(η)Htype η(0)[X ; q] =
H˜λ[X ; q, t]∏
a,l:l 6=0(1− tlq−a−1)
.
As an interesting experiment one may try to make sense of Corollary 5.10 when
S is the collection of all points of Σ: let us count pairs (E , θ) such that θ is nowhere
degenerate. Proof of the following is left to the reader:
Corollary 5.13. For a smooth complete curve Σ/Fq and a partition λ we have∑
E∈Bun≤0(Σ)/∼
t− deg E
|Aut E||θ : E → E nilpotent, type θ(s) = λ for all s ∈ Σ|
= Ωg,λ(q, t, σ)
∏
a,l:l 6=0
1
ζΣ(tlq−a−1)
.
Similarly, one can obtain counts for nilpotent endomorphisms with arbitrary pre-
scribed types at all points. Of course, for all but finitely many points the type should
be equal to the generic type. Otherwise the answer is zero.
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5.7. Nilpotent affine Springer fiber. Let us interpret Corollary 5.12 in terms of
the affine Springer fiber. We will use k = Fq, R = k[[x]], K = k((x)) and other
notations from Section 3. Let λ, µ be partitions of n. To λ we associate the constant
nilpotent matrix Nλ. To µ we associate the Iwahori subgroup
Iµ = {g ∈ GLn(R) : g(0) ∈ Pµ}
where Pµ ⊂ GLn(k) is the corresponding parabolic subgroup, i.e. the group of block-
upper-triangular matrices with blocks of sizes µ1, µ2, . . .. Then the partial affine flag
variety is defined by
F̂lµ = GLn(K)/Iµ.
We have a natural projection F̂lµ → Ĝrn. The affine Springer fiber over a matrix
M ∈ Matn(R) is defined as the subset of flags respected by M , i.e.
Ŝprµ(M) = {[g] ∈ F̂lµ : g−1Mg ∈ Lie Iµ},
where
Lie Iµ = {m ∈ Matn(R) : m(0) ∈ LiePµ}
and LiePµ ⊂ Matn(k) is the subset of block-upper-triangular matrices (not neces-
sarily invertible).
We would like to interpret the coefficients of the Macdonald polynomial in the
monomial basis as counting points with weights on the affine Springer fibers. The
centralizer of Nλ in GLn(K), denoted by ZK(Nλ), naturally acts on Ŝprµ(Nλ) on
the left and we have a natural identification
ZK(Nλ)\ Ŝprµ(Nλ) ∼= {[g] ∈ ZK(Nλ)\GLn(K)/Iµ : g−1Nλg ∈ Lie Iµ} ∼= N̂ilpλ,µ(k),
where
N̂ilpλ,µ(k) = {θ ∈ Lie Iµ : nilpotent, type θ = λ}/{θ ∼ gθg−1 : g ∈ Iµ}.
On the other hand, we have
N̂ilpλ(k)
∼= {θ ∈ Matn(R) : nilpotent, type θ = λ}/{θ ∼ gθg−1 : g ∈ GLn(R)}.
So there is a natural map
π : N̂ilpλ,µ(k)→ N̂ilpλ(k)
whose fiber over [θ] can be identified with
Z(θ)\Flθ(k), Flθ(k) = {[g] ∈ GLn(R)/Iµ : g−1θg ∈ Lie Iµ},
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where Z(θ) is the centralizer of θ in GLn(R). We see that the set Flθ(k) is the set
of flags preserved by θ(0). By orbit counting we obtain
(Cλ,q[X ; t], hµ[X ]) =
∑
[θ]∈N̂ilpλ(k)
tdeg θ weight(θ)|Flθ(k)|
=
∑
[θ]∈N̂ilpλ,µ(k)
tdeg θ weight(θ) |Z(θ)/(Z(θ) ∩ Iµ)|.
Let us denote for any θ ∈ Lie Iµ
weightµ(θ) = weight(θ) |Z(θ)/(Z(θ) ∩ Iµ)|.
Remark 5.14. Recall the notion of classification dataMθ from Section 3.4. Note that
because the action of Z(θ) on Mθ is free, the new weight can be defined similarly to
Definition 3.13 so that we have
weightµ(θ) =
|Mθ/(Z(θ) ∩ Iµ)|
|Z(Nλ)\Mθ| .
Similarly to Remark 3.15 we also have that the weight can be interpreted as the
commensurability index:
weightµ(θ) = [Z(Nλ) : g(Z(θ) ∩ Iµ)g−1].
for any g ∈Mθ.
The conclusion is
Theorem 5.15. For any n and partitions λ, µ ⊢ n and a finite field k of size q we
have a bijection ZK(Nλ)\ Ŝprµ(Nλ) ∼= N̂ilpλ,µ(k) and∑
[θ]∈N̂ilpλ,µ(k)
tdeg θ weightµ(θ) =
(H˜λ[X ; q, t], hµ[X ])∏
a,l:l 6=0(1− tlq−a−1)
,
where the product on the right hand side goes over the arm- and leg-lengths a, l of
the hooks of λ such that l 6= 0.
6. The category of parabolic sheaves
In this section we study the category of parabolic coherent sheaves, see [Hei04].
Unfortunately we could not find sufficiently general results with proofs about this
category in the literature, so we build the theory from scratch below.
6.1. Parabolic sheaves. Let Σ be a smooth complete curve over a field k and
let S = (s1, s2, . . . , sk) be a collection of distinct closed points of Σ of degrees
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d1, d2, . . . , dk. Let N be an integer. Let IN = {0, . . . , N − 1}. Throughout this
section we keep Σ and N fixed, so sometimes we omit them from the notation. For
a collection of sheaves Fi¯ indexed by vectors i¯ = (i1, . . . , ik) ∈ IkN we define Fi¯ for
any vector i¯ ∈ Zk by
Fi¯ = Fi1%N,...,ik%N ⊗O
(
k∑
j=1
⌊
ij
N
⌋
[sj ]
)
,
where a%b denotes the residue of a modulo b. Denote by δj the vector with coordi-
nates δj,j′.
Definition 6.1. A parabolic quasi-coherent sheaf is a collection of quasi-coherent
sheaves F = (Fi¯ : i¯ ∈ Ik) together with morphisms
ϕj : Fi¯ → Fi¯+δj (¯i ∈ IkN , j ∈ IN),
satisfying the following properties:
(i) For any j, j′ we have ϕjϕj′ = ϕj′ϕj,
(ii) for any j the morphism ϕj restricted to Σ \ {sj} is an isomorphism,
(iii) for any j the N -th iteration ϕNj : Fi¯ → Fi¯+Nδj = Fi¯(sj) coincides with the
natural map.
A parabolic coherent sheaf is a parabolic quasi-coherent sheaf whose components
are coherent. The category ParN,S(Σ) of parabolic coherent sheaves is defined as
the category whose objects are parabolic coherent sheaves and whose morphisms
F → F ′ are collections of morphisms Fi¯ → F ′i¯ commuting with all ϕj. Similarly we
define the category of parabolic quasi-coherent sheaves QParN,S(Σ).
The category of parabolic coherent resp. quasi-coherent sheaves is abelian with
component-wise kernels and cokernels. If any Fi¯ is a vector bundle then all Fi¯ are
vector bundles and all ϕj are injective. Such parabolic sheaves are called parabolic
bundles. The data of a parabolic bundle is simply the data of a bundle F0,...,0 = F
and a filtration of length N of each fiber F(si) by vector spaces. Note that the
condition “F is a parabolic bundle and F0 ∈ Bun≤0” is a suitable truncation in
the sense of Definition 5.1. We denote by ParBunN,S(Σ) the additive category of
parabolic bundles, and by ParBun≤0N,S(Σ) the additive category of parabolic bundles
satisfying F0 ∈ Bun≤0.
The rank and the degree of a parabolic coherent sheaf F ∈ ParS is defined as
the rank and the degree of the corresponding (0, . . . , 0)-component. The numerical
invariants ri,j called parabolic jumps for i = 1, . . . , k and j = 1, . . . , N are defined
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by
ri,j(F) = degFjδi − degF(j−1)δi
di
.
Note that for all i we have
N∑
j=1
ri,j(F) = rankF .
The rank, degree and ri,j are all additive for short exact sequences.
Any usual sheaf F can be viewed as a parabolic sheaf by setting Fi¯ = F for all
i¯ ∈ IkN and all the maps ϕj the identity maps except ϕj : F = Fi¯ → Fi¯+δj = F(sj)
the natural map when ij = N − 1.
6.2. Iterated construction. Alternatively, one can define the category ParS by
adding one point at a time. We set Par∅ = Coh(Σ). Then for any S let S
′ =
(s1, . . . , sk−1), s = sk. The category ParS is defined as the category of necklaces of
objects of ParS′:
· · · → FN−1(−s)→ F0 → · · · → FN−1 → F0(s)→ · · · ,
where the above sequence is periodic, each map is an isomorphism on Σ \ {s} and
the composition of any N consecutive maps is the natural map Fi → Fi(s).
Let Ri : ParS → ParS′ be the functor that sends a necklace F• to Fi. Let
Ii : ParS′ → ParS be the functor that sends E ∈ ParS′ to F• defined by Fi+j = E
for 0 ≤ j < N with all the maps the identity, except E → E(s) which is the natural
map. We have natural identifications for all E ∈ ParS′, F ∈ ParS:
(6.1) Hom(E , RiF) = Hom(IiE ,F), Hom(RiF , E) = Hom(F , Ii−N+1E)
which can be seen from the following diagrams
· · · E(−s) E E E · · ·
· · · Fi−1 Fi Fi+1 Fi+2 · · ·
= = =
· · · Fi−2 Fi−1 Fi Fi+1 · · ·
· · · E E E E(s) · · ·= = =
The functions Ri and Ii are defined similarly for quasi-coherent sheaves. Note
that both Ri and Ii are exact. Hence category QParS has enough injectives. This
can be seen by induction because Ii preserves injectives and one can embed any
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object E ∈ QParS into the direct sum
E →
N−1⊕
i=0
Ii−N+1(Ei).
So we define the higher Ext functors on QParS using injective resolutions and then
restrict the definition to ParS. Exactness of Ri and Ii implies
Proposition 6.2. The natural adjunctions extend to the Ext functors:
Extj(E , RiF) ∼= Extj(IiE ,F), Extj(RiF , E) ∼= Extj(F , Ii−N+1E)
for all i and j.
6.3. Generators and Euler form. For any i denote by ks,i ∈ ParS the object
whose i-th component is the skyscraper sheaf at s and all the other components are
0.
We have
Proposition 6.3. The category ParS is generated under extensions by objects of the
form I0(E) for E ∈ ParS′ and objects of the form ks,i for i = 0, . . . , N − 1.
Proof. For any F ∈ ParS consider the adjunction map ι : I0R0F → F and take its
cokernel G = Coker ι. We have that G satisfies R0G = 0. Such sheaves are simply
representations of the AN−1 quiver
0→ G1 → · · · → GN−1 → 0
and each Gi is a direct sum of finitely many skyscrapers at s. So G can be obtained
by extensions from objects of the form ks,i. Let E = Im ι. We have that each map
E0 → Ei for 0 ≤ i ≤ N − 1 is surjective. Now consider another adjunction map
ι′ : E → I0RN−1E . This map is surjective and its kernel G ′ satisfies RN−1G ′ = 0.
Thus again it corresponds to a representation of the AN−1 quiver and can be obtained
by extensions from ks,i. Then we have that E is an extension of I0RN−1E by G ′ and
F is an extension of G by E . 
Proposition 6.4. The category ParS is hereditary. Let χS denote the Euler form
on K(ParS). We have
χS(I0(E),F) = χS′(E ,F0), χS(ks,i,F) = −dkdk,i+1(F)
for all F ∈ ParS, E ∈ ParS′, i = 0, 1, . . . , N − 1.
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Proof. We proceed by induction in the size of S. It is enough to show that any
object E from the generating set of Proposition 6.3 satisfies Extj(E ,F) = 0 for any
F ∈ ParS and j > 1.
For any E ∈ ParS′ we have Extj(I0(E),F) = Extj(E ,F0) and vanishes for j > 1
by the induction hypothesis.
For the objects ks,i we use the short exact sequence
0→ Ii+1(O)→ Ii(O)→ ks,i → 0
to obtain the long exact sequence for any F ∈ ParS.
0→ Hom(ks,i,F)→ Hom(O,Fi)→ Hom(O,Fi+1)
→ Ext1(ks,i,F)→ Ext1(O,Fi)→ Ext1(O,Fi+1)→ Ext2(ks,i,F)→ 0.
SinceO is coming from Coh(Σ) we can replace Fi, Fi+1 by their (0, . . . , 0)-components,
which are objects in Coh(Σ). It is enough to show that the map Ext1(O,Fi) →
Ext1(O,Fi+1) is surjective. This will follow from surjectivity of the following com-
position:
(6.2) Ext1(O,Fi+1(−s))→ Ext1(O,Fi)→ Ext1(O,Fi+1),
where Fi+1(−s)→ Fi+1 is the natural map. The composition can also be described
as
Ext1(O(s),Fi+1)→ Ext1(O,Fi+1),
which is surjective because it is the end of the long exact sequence for Hom(−,Fi+1)
applied to
0→ O → O(s)→ ks → 0.
Thus (6.2) is surjective and Ext2 vanishes. The values of the Euler form are deter-
mined from the exact sequences above. 
Next we determine the Euler form:
Proposition 6.5. The Euler form on ParS is given by
χParS(E ,F) = (1− g) rankE rankF + rank E degF − rankF deg E
−
k∑
i=1
di
∑
1≤j<j′≤N
ri,j(E)ri,j′(F).
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Proof. For any E ∈ ParS′ we have
rank I0(E) = rank E , deg I0(E) = deg E , ri,jI0(E) =

ri,j(E) i < k
0 i = k, j < N
rank(E) i = k, j = N.
For ks,j with j = 1, . . . , N − 1 we have
rankks,j = 0, deg ks,j = 0, ri,j′(ks,j) =

0 i < k or i = k, j′ /∈ {j, j + 1}
1 i = k, j′ = j
−1 i = k, j′ = j + 1.
For ks,0 we have
rankks,0 = 0, deg ks,0 = d, ri,j′(ks,0) =

0 i < k or i = k, j′ /∈ {1, N}
1 i = k, j′ = N
−1 i = k, j′ = 1.
By Proposition 6.3 it is enough to check the formula for objects of the above three
types in place of E and arbitrary objects in place of F . Inserting the values into the
formula and comparing with Proposition 6.4 we see that the formula is correct. 
6.4. Serre duality. Finally we have
Theorem 6.6 (Serre duality). Let D : ParS → ParS be an auto-equivalence defined
by
D(F )¯i = Ω1Σ ⊗ F(N−1)∑i δi+i¯.
We have the following natural isomorphism for all E ,F ∈ ParS:
Ext1(E ,F)∗ ∼= Hom(F , DE),
where ∗ denotes the dualization over the base field.
Proof. As usual, we proceed by induction on the number of marked points k. The
base case k = 0 is the usual Serre duality. Now suppose we have the statement for
S ′ = S \ {s}, s = sk. Denote the functor D on the category ParS by DS. We have
for any F• ∈ ParS viewed as a necklace
DS(F)i = DS′(Fi+N−1).
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For any E ,F ∈ ParS define
E˜ =
N−1⊕
i=0
Ii−N+1(Ei), F˜ =
N−1⊕
i=0
Ii(Fi).
The adjunction maps give us an injection E → E˜ and a surjection F˜ → F , so we
obtain short exact sequences
0→ E → E˜ → E ′ → 0, 0→ F ′ → F˜ → F → 0.
Denote by H(G,G ′) be any of the two functors Ext(G,G ′)∗, Hom(G ′, DSG). Note
that DS is exact. Thus we have an exact square
0 H(E ,F ′) H(E˜ ,F ′) H(E ′,F ′)
0 H(E , F˜) H(E˜ , F˜) H(E ′, F˜)
0 H(E ,F) H(E˜ ,F) H(E ′,F)
0 0 0
and by diagram chasing a short exact sequence
(6.3) 0→ H(E ,F)→ H(E˜ , F˜)→ H(E˜ ,F ′)⊕H(E ′, F˜).
For any G ′ ∈ ParS′, any i ∈ Z and any G ∈ ParS we have the following sequence of
natural isomorphisms:
Ext1(Ii(G ′),G)∗ ∼= Ext1(G ′,Gi)∗ ∼= Hom(Gi, DS′G ′) ∼= Hom(G, Ii−N+1(DS′G ′))
= Hom(G, DSIi(G ′))
and similarly
Ext1(G, Ii(G ′))∗ ∼= Hom(G ′, DS′Gi+N−1) ∼= Hom(Ii(G ′), DSG ′).
Applying this to each direct summand of E˜ resp. F˜ we obtain for all G ∈ ParS
(6.4) Ext1(E˜ ,G)∗ ∼= Hom(G, DS E˜) resp. Ext1(G, E˜)∗ ∼= Hom(E , DSG˜).
48 POINCARE´ POLYNOMIALS OF CHARACTER VARIETIES
Since these isomorphisms are natural in G we can fit the two sequences (6.3) into a
commutative diagram
0 Ext1(E ,F)∗ Ext1(E˜ , F˜)∗ Ext1(E˜ ,F ′)∗ ⊕ Ext1(E ′, F˜)∗
0 Hom(F , DSE) Hom(F˜ , DSE˜) Hom(F ′, DSE˜)⊕Hom(F˜ , DSE ′)
∼= ∼= ,
provided that we show that the two constructions of the isomorphism Ext1(E˜ , F˜)∗ ∼=
Hom(F˜ , DS(E˜)) obtained by use of the two isomorphisms (6.4) respectively agree.
Indeed, then the desired isomorphism Ext1(E ,F)∗ ∼= Hom(F , DSE) is uniquely ob-
tained from the diagram.
Since E˜ and G˜ are direct sums of corresponding objects it is enough to compare
for any i, j and G, G ′ the following
Ext1(Ii(G ′), Ij(G))∗ ∼= Ext1(G ′, Ri(Ij(G)))∗ ∼= Hom(Ri(Ij(G)), DS′G ′)
∼= Hom(Ij(G), Ii−N+1(DS′G ′)),
Ext1(Ii(G ′), Ij(G))∗ ∼= Ext1(Rj+N−1Ii(G ′),G)∗ ∼= Hom(G, DS′Rj+N−1Ii(G ′))
∼= Hom(Ij(G), Ii−N+1(DS′G ′)).
Let m = ⌊ i−j
N
⌋. We have Ri(Ij(G)) = G(ms), ⌊ j+N−1−iN ⌋ = −m, Rj+N−1Ii(G ′) =
G ′(−m), so the fact that the two isomorphisms agree follows from commutativity of
the diagram
Ext1(G ′,G(ms))∗ Hom(G(ms), DS′G ′)
Ext1(G ′(−ms),G)∗ Hom(G, DS′G ′(−ms))
∼=
∼= ∼=
∼=
The fact that the diagram commutes can be shown by induction starting from the
corresponding diagram in Coh(Σ) and noticing that all the steps in our construction
of Serre duality behave as expected with respect to twists by line bundles. 
Note that for any E ∈ ParS we have
rankDE = rank E , degDE = deg E + rank E
(
2g − 2 +
k∑
i=1
di
)
−
k∑
i=1
diri,N ,
ri,j(DE) = ri,j−1(E).
6.5. Parabolic Higgs bundles. Strictly speaking, we cannot apply the well-known
results of Gothen and King [GK05] in our situation because parabolic sheaves are
not sheaves. However, it is quite easy to generalize their results. Let A be an abelian
POINCARE´ POLYNOMIALS OF CHARACTER VARIETIES 49
category and D : A → A any exact endofunctor. Consider the category AD of pairs
E = (E , θ) where E ∈ A, θ ∈ Hom(E , DE). This is an abelian category with obvious
definitions of morphisms, kernels and cokernels. We then have
Theorem 6.7. Suppose A is closed under countable products and has enough in-
jectives. Then AD has enough injectives and we have the following functorial long
exact sequence for any E = (E , θ), E ′ = (E , θ′) in AD:
0→ Hom(E , E ′)→ Hom(E , E ′) θ
′◦−D(−)◦θ−−−−−−−→ Hom(E , DE ′)
→ Ext1(E , E ′)→ Ext1(E , E ′) θ
′◦−D(−)◦θ−−−−−−−→ Ext1(E , DE ′)→ · · ·
Proof. The forgetful functor L : AD → A has an exact right adjoint R constructed
as follows. For any F ∈ A take
R(F) =
(
∞∏
i=0
DiF , shift
)
,
where
shift :
∞∏
i=0
DiF → D
(
∞∏
i=0
DiF
)
=
∞∏
i=0
Di+1F
is defined as the identity on each component DiF =−→ D(Di−1F) with an obvious
shift of indices. Then any map f : E → F for E = (E , θ) ∈ AD, F ∈ A uniquely
extends to a morphism (E , θ)→ (RF , shift). Its i-th component is given by Di(f)θi.
So we have adjunction
Hom(LE ,F) ∼= Hom(E , RF).
Since L is exact, R preserves injectives. For any E ∈ AD the natural map E → RLE
is an injection, hence AD has enough injectives. Moreover, the adjunction extends
to all the higher Ext functors
(6.5) Exti(LE ,F) ∼= Exti(E , RF).
For any E = (E , θ) ∈ AD we have a short exact sequence
0→ E → RE → RDE → 0,
where the i-th component of the map RE → RDE is given by the difference
IdDiE −Di(θ) : DiE → DiE ⊕Di+1E .
For any F ∈ AD we obtain the long exact sequence
0→ Hom(F, E)→ Hom(F,RE)→ Hom(F,RDE)→ · · · .
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Applying adjunctions (6.5) we obtain the desired long exact sequence. 
In the situation A = QParN,S(Σ) and D the Serre functor of Theorem 6.6 the
category AD is called the category of parabolic quasi-coherent Higgs sheaves. The
category ParHiggsN,S(Σ) of parabolic Higgs bundles resp. parabolic coherent Higgs
sheaves is the full subcategory of pairs (E , θ) such that E is a parabolic bundle resp.
parabolic coherent sheaf. We obtain the following
Corollary 6.8. The category of parabolic coherent Higgs sheaves has global dimen-
sion 2. For E ,F parabolic coherent Higgs sheaves the Euler form is given by
χ(E ,F) = χ(E ,F)+χ(F , E) =
(
2− 2g −
k∑
i=1
di
)
rank E rankF+
k∑
i=1
di
N∑
j=1
ri,j(E)ri,j(F)
and we have Hom(F , E) ∼= Ext2(E ,F)∗.
Proof. By Theorem 6.7, since QParS is hereditary we have a long exact sequence
0→ Hom(E ,F)→ Hom(E ,F)→ Hom(E , DF)
→ Ext1(E ,F)→ Ext1(E ,F)→ Ext1(E , DF)→ Ext2(E ,F)→ 0.
This gives the Euler form
χ(E ,F) = χ(E ,F)− χ(E , DF) = χ(E ,F) + χ(F , E),
where the last equation holds by Serre duality. Using Proposition 6.5 we obtain the
formula for the Euler form. Finally notice that Hom(F , E) is
Ker(Hom(F , E)→ Hom(F , DE)) ∼= Ker(Ext1(E , DF)∗ → Ext1(E ,F)∗)
∼= Coker(Ext1(E ,F)→ Ext1(E , DF))∗ ∼= Ext2(E ,F)∗.

6.6. Harder-Narasimhan theory. We apply Harder-Narasimhan theory (see [HN75]
or [Bri07]) to the categories ParBunN,S(Σ) and ParHiggsN,S(Σ).
Definition 6.9. A stability condition on ParBunN,S(Σ) or ParHiggsN,S(Σ) is a col-
lection of numbers α = (αi,j), αi,j ∈ R for i = 1, . . . , k and j = 1, . . . , N satisfying
the following condition:
αi,1 ≥ αi,2 ≥ · · · · · ·αi,N ≥ αi,1 − di.
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Note that αi,j = 0 is a valid stability condition, which we denote by 0. The α-degree
of E ∈ ParN,S(Σ) is defined by
degα E = deg E +
k∑
i=1
N∑
j=1
αi,jri,j(E),
Note that degα E ≥ 0 for all torsion E . The slope of a parabolic bundle E is defined
by
µα(E) = degα E
rank E .
An object F ∈ ParBunN,S(Σ) resp. F = (F , θ) ∈ ParHiggsN,S(Σ) is semistable with
respect to α if it is not zero and for all non-zero subobjects E ⊂ F resp. E ⊂ F we
have µα(E) ≤ µα(F). If the inequality is strict for all proper subobjects, the object
is called stable.
Theorem 6.10 (Harder-Narasimhan). For any stability condition α and any E ∈
ParBunN,S(Σ) there exists a unique filtration (called Harder-Narasimhan filtration)
0 = E0 ⊂ E1 ⊂ · · · ⊂ Em−1 ⊂ Em = E
such that Ei/Ei−1 is a semistable parabolic bundle for i = 1, 2, . . . , m and the following
holds:
µα(E1) > µα(E2/E1) > . . . > µα(Em/Em−1).
Analogous statement holds for arbitrary E ∈ ParHiggsN,S(Σ).
Let us denote µmaxα (E) resp. µminα (E) the numbers µα(E1) resp. µα(Em/Em−1).
They have an alternative description as
µmaxα (E) = max
06=F⊂E
µα(F), µminα (E) = min
E։F6=0
µα(F).
Note that for any two stability conditions α, α′ there exist a constant C ∈ R such
that for all objects E
µmaxα (E) ≤ µmaxα′ (E) + C, µminα (E) ≥ µminα′ (E)− C.
Note also the following estimate for any parabolic bundle E :
(6.6) µα(DE) ≤ µα(E) + 2g − 2 +
k∑
i=1
di.
Following Mozgovoy and Schiffmann [MS14] we show
Proposition 6.11. For every stability condition α suppose an object E ∈ ParBunN,S(Σ)
satisfies one of the following two conditions:
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(i) E is indecomposable,
(ii) There exists θ : E → DE such that (E , θ) is semistable.
then we have
µmax(E) ≤ µ(E) + C(rank E − 1), µmin(E) ≥ µ(E)− C(rank E − 1)
where C = 2g − 2 +∑ki=1 di.
Proof. Since we have µmax(E) ≤ µ(E) ≤ µmin(E) it is enough to show that µmax(E)−
µmin(E) ≤ C(rank E − 1). Note that the Harder-Narasimhan filtration for E has at
most rank E steps and we have
µmax(E)− µmin(E) = µ(E1)− µ(Em/Em−1) =
m−1∑
i=1
µ(Ei/Ei−1)− µ(Ei+1/Ei).
Thus it is enough to show that each gap µ(Ei/Ei−1) − µ(Ei+1/Ei) ≤ C. We have a
short exact sequence
0→ Ei → E → E/Ei → 0
and we have
µ(Ei/Ei−1)− µ(Ei+1/Ei) = µmin(Ei)− µmax(E/Ei).
Case 1. Suppose E is indecomposable. This implies that the short exact sequence
does not split and Ext(E/Ei, Ei) 6= 0. By Serre duality Hom(Ei, D(E/Ei)) 6= 0. Thus
µmin(Ei) ≤ µmax(D(E/Ei)) ≤ µmax(E/Ei) + C
by (6.6).
Case 2. Suppose (E , θ) is semistable. Then we have that θ induces a non-zero
map Ei → D(E/Ei), for otherwise (E , θ) would contain a subobject (Ei, DEi) whose
slope is larger than that of E . Again, we obtain Hom(Ei, D(E/Ei)) 6= 0 and proceed
as in Case 1. 
7. From bundles with nilpotent endomorphism to Higgs bundles and
character varieties
In this section we generalize methods of [MS14] to the parabolic situation. This
generalization is straightforward once we replace the category of coherent sheaves by
the category of parabolic coherent sheaves. So we skip through some of the details.
7.1. Consequences of polynomiality. Let Σ/Fq be a smooth complete curve
and let S = (s1, . . . , sk) be a collection of points on Σ(Fq). Although some of the
statements will go through for points of arbitrary degree, we restrict our attention
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to points of to degree 1 only. Write the zeta function of Σ as
ζΣ(T ) =
∏g
i=1(1− σiT )(1− qσ−1i T )
(1− T )(1− qT ) ,
and denote by σ the collection σ = (σ1, . . . , σg). Using Corollary 5.9 in the case if
P1 or Corollary 5.10 for arbitrary genus we obtain a function
Ωg,k[X•;T, q, t, σ] =
∑
λ∈P
Ωg,λ(q, t, σ)T
|λ|
k∏
i=1
H˜λ[Xi; q, t]
which counts parabolic bundles with nilpotent endomorphism in the following way.
Choose N ∈ Z>0 and let Xi = xi,1 + · · ·xi,N . Recall that for any symmetric
function F the plethystic substitution F [Xi] coincides with the usual evaluation
FN(xi,1, xi,2, . . . , xi,N) (Section 2.1). For any E ∈ ParBunN,S denote
w(E) = T rankE t−deg E
k∏
i=1
N∏
j=1
x
ri,j(E)
i,j ,
see Section 6.1. We extend the notions of degree, rank and slope to monomials in
T, t, xi,j in the obvious way. From (5.2) we obtain
Ωg,k[X•;T, q, t, σ] =
∑
(E,θ)∈ParBun≤0
N,S,nil(Σ)/∼
w(E)
|Aut(E , θ)| ,
where ParBun≤0N,S,nil(Σ) is the category of pairs (E , θ) with E ∈ ParBun≤0N,S(Σ) and
θ : E → E nilpotent. Define H by
Ωg,k[X•;T, q, t, σ] = Exp
[
1
q − 1Hg,k[X•;T, q, t, σ]
]
.
We define the HLV kernel (see [Mel16]) of genus g with k punctures by
ΩHLVg,k [X•;T, q, t, σ] =
∑
λ∈P
∏g
i=1Nλ(σ
−1
i )
Nλ(1)
T |λ|
k∏
i=1
H˜λ[Xi; q, t],
where
Nλ(u) =
∏
∈λ
(qa() − ut1+l())(qa()+1 − u−1tl()).
We also define HHLVg,k as a plethystic logarithm so that
ΩHLVg,k [X•;T, q, t, σ] = Exp
[
1
(q − 1)(1− t)H
HLV
g,k [X•;T, q, t, σ]
]
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In the case g = 0 we have
Ω0,k[X•;T, q, t] = Ω
HLV
0,k [X•;T, q, t],
H0,k[X•;T, q, t] =
1
1− tH
HLV
0,k [X•;T, q, t].
The following is shown in [Mel16]:
Theorem 7.1. For all g, k ∈ Z≥0 the coefficients of HHLVg,k [X•;T, q, t, σ] in T and
X• are polynomials in q, t, σ
±1
i .
Then by [Mel17], the proof of Theorem 5.2 is easily adopted to show the following1:
Theorem 7.2. For all g, k ∈ Z≥0 the coefficients of (1 − t)Hg,k[X•;T, q, t, σ] in T
and X• are polynomials in q, t, σ
±1
i and we have
(1− t)Hg,k[X•;T, q, t, σ]
∣∣∣
t=1
= HHLVg,k [X•;T, q, t, σ]
∣∣∣
t=1
.
Thus we obtain
(7.1) Hg,k[X•;T, q, t, σ] =
1
1− tH
HLV
g,k [X•;T, q, t, σ] + polynomial part,
where the coefficients of the polynomial part in T and X• are polynomials in t, σ
±1
i
over Q(q).
7.2. From bundles with nilpotent endomorphism to bundles with arbi-
trary endomorphism and indecomposable bundles. Note that the category
ParBun≤0N,S(Σ) is a Krull-Schmidt category. In simple terms it means that any endo-
morphism has a Jordan form decomposition. Analogously to the proof of Proposition
2.11 we obtain
Exp[Hg,k[X•;T, q, t, σ]] =
∑
(E,g)∈ParBunN,S,aut(Σ)/∼
w(E)
|Aut(E , g)|
=
∑
E∈ParBun≤0
N,S
(Σ)/∼
w(E),
where ParBun≤0N,S,aut(Σ) is the category of pairs (E , g) with E ∈ ParBun≤0N,S(Σ) and g :
E → E an automorphism. Since any E is uniquely a direct sum of indecomposables
and any indecomposable is uniquely a base change of a geometrically indecomposable
1In [Mel17] the variables q, t are compared to the variables q, z of Schiffmann as follows: (q, t) =
(z, q). Here we use (q, t) = (q, z) instead, so that q stands for the number of elements in the field.
At the same time our partitions specifying the nilpotent types are conjugate to those of Schiffmann.
We appologize for the inconvenience it may cause.
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object we obtain
Hg,k[X•;T, q, t, σ] =
∑
E∈ParBun≤0
N,S
(Σ)/∼
geometrically indecomposable
w(E).
Twisting by a line bundle of degree 1 (which always exists) gives an auto-equivalence
of ParN,S(Σ) which for any object keeps the rank and the ri,j invariants and increases
the degree by the rank. Thus we can always reduce the problem of calculating the
number of geometrically indecomposable objects of given rank and degree to the
same calculation for a small enough degree. By Proposition 6.11 for α = 0 we
conclude
Proposition 7.3. For any values of r ∈ Z>0 and d ∈ Z let m be such that m ≥
(r − 1)(2g − 2 + k) + d
r
. Then we have
∑
E∈ParBunN,S(Σ)/∼
geometrically indecomposable
rank E=r,deg E=d
k∏
i=1
N∏
j=1
x
ri,j(E)
i,j = Hg,k[X•;T, q, t, σ]
∣∣∣
T rtd+mr
,
where the notation
∣∣∣
Tatb
means taking the coefficient of the left hand side viewed as
a power series in t and T in front of the monomial T atb.
Combining this with (7.1) we have
Corollary 7.4. For any values of r ∈ Z>0 and d ∈ Z we have∑
E∈ParBunN,S(Σ)/∼
geometrically indecomposable
rank E=r,deg E=d
k∏
i=1
N∏
j=1
x
ri,j(E)
i,j = H
HLV
g,k [X•;T, q, 1, σ]
∣∣∣
T r
.
In particular, it does not depend on d.
On the other hand, analogously to the proof of Proposition 2.11 but this time for
A1/Fq instead of GL1 /BFq we obtain
(7.2) Exp
[
q
q − 1Hg,k[X•;T, q, t, σ]
]
=
∑
(E,θ)∈ParBun≤0
N,S,end(Σ)/∼
w(E)
|Aut(E , θ)| ,
where ParBun≤0N,S,end(Σ) is the category of pairs (E , θ) with E ∈ ParBun≤0N,S(Σ) and
θ : E → E an endomorphism. The last expression can also be written as∑
E∈ParBun≤0
N,S
(Σ)/∼
w(E)|Hom(E , E)|
|Aut(E)| ,
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7.3. From bundles with endomorphism to Higgs bundles. By Theorem 6.6
and Proposition 6.4 we have for any E ∈ ParBunN,S(Σ)
|Hom(E , E)| = |Hom(E , E)||Ext1(E , E)| |Ext
1(E , E)| = qχ(E,E)|Hom(E , DE)|.
Let ParHiggsN,S(Σ) be the category of parabolic Higgs bundles, i.e. pairs (E , θ)
where E is a parabolic bundle and θ : E → DE is called a Higgs field. Denote
by ParHiggsN,S(Σ)
≤0 the subcategory of pairs (E , θ) such that E ∈ ParBun≤0N,S(Σ).
From (7.2) we obtain
(7.3) Exp
[
q
q − 1Hg,k[X•;T, q, t, σ]
]
=
∑
(E,θ)∈ParHiggs≤0
N,S
(Σ)/∼
w(E)qχ(E,E)
|Aut(E , θ)| .
7.4. From all Higgs bundles to semistable Higgs bundles. Now we consider
the Hall algebra Hall(ParBunN,S(Σ)), viewed as a subalgebra of the Hall algebra of
parabolic Higgs coherent sheaves. The integration map is given by
I : Hall(ParHiggsN,S(Σ))→ Q[[(xi,j)k,Ni=1,j=1, T, t]] I([E ]) = w(E)qχ(E,E).
Proposition 7.5. Suppose E ,F ∈ ParHiggsN,S(Σ) are such that Hom(F , E) = 0.
Then we have
I([E ] ∗ [F ]) = I([E ])I([F ]).
Proof. From the definition of the product the left hand side equals
|Ext1(E ,F)|
|Hom(E ,F)|q
χ(E,E)+χ(E,F)+χ(F ,E)+χ(F ,F)w(E)w(F).
By the assumption from Corollary 6.8 we obtain Ext2(E ,F) = 0 and therefore
|Ext1(E ,F)|
|Hom(E ,F)| = q
−χ(E,F) = q−χ(F ,E)−χ(F ,F).
Thus the result follows. 
Proposition 7.6. Let α be a stability condition and let r ∈ Z>0. Let µ ∈ R be such
that
µ ≤ −(2g − 2 + k)(r − 1) +
k∑
i=1
αi,N .
Consider the sum
ΩParHiggsN,S(Σ),α,µ[X•;T, t] = 1 +
∑
(E,θ)∈ParHiggsN,S(Σ)/∼
semistable, µα(E) = µ
w(E)qχ(E,E)
|Aut(E , θ)| .
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On the other hand, decompose H as follows:
Hg,k[X•; q, t, σ] =
∑
µ∈R
Hg,k,µ[X•; q, t, σ],
where Hg,k,µ contains only terms of slope µ. Then we have
ΩParHiggsN,S(Σ),α,µ[X•;T, t] = Exp
[
q
q − 1Hg,k,µ[X•;T, q, t, σ]
]
+O(T r+1).
Proof. Note that for any stability condition α adding a constant c ∈ R to all αi,j for
some i increases the slopes of all objects by c. So we can assume that αi,N = 0 for
all i.
We apply Theorem 6.10 in the following way: for any object E ∈ ParHiggs≤0N,S(Σ)
of rank ≤ r we have a unique filtration
E0 ⊂ E1 ⊂ · · · ⊂ Em = E
such that µmin(E0) > µ, all E i are semisimple and
µ ≥ µ(E1/E0) > µ(E2/E1) > · · · .
Since E0 is a subobject of E , we also have E0 ∈ ParHiggs≤0N,S(Σ). On the other hand,
suppose any object E ∈ ParHiggsN,S(Σ)≤0 of rank ≤ r has a filtration as above
such that E0 ∈ ParHiggs≤0N,S(Σ). By Proposition 6.11 we know that µmax(Ei/Ei−1)
do not exceed 0 for i = 1, 2, . . . , m. Because of the condition αi,j ≥ 0 this implies
Ei/Ei−1 ∈ ParHiggs≤0N,S(Σ). Thus we obtain E ∈ ParHiggs≤0N,S(Σ).
Consider pairings of the form
([E ], [Fm] ∗ · · · ∗ [F0]) =
(
∆m[E ], [Fm]⊗ · · · ⊗ [F0]
)
for F0 ∈ ParHiggs≤0N,S(Σ) such that µminα (F0) > µ, each F i ∈ ParHiggsN,S(Σ) is
semistable and µ ≥ µα(F1) > . . . > µα(Fm). By the above reasoning, we obtain
that the pairing is not-zero only if E ∈ ParHiggs≤0N,S(Σ). For any such E the pairing
is non-zero for a unique m ≥ 0 and unique sequence of objects F0, . . . ,Fm as above
and then its value is
∏m
i=0 |Aut(F i)|. Thus we have∑
F∈ParHiggs≤0
N,S
(Σ)/∼
[E ]
|Aut(E , θ)| =
∞∑
m=0
∑
F1,...,Fm∈ParHiggsN,S(Σ)/∼
semistable, µ ≥ µα(F1) > . . . > µα(Fm)
[Fm] ∗ · · · ∗ [F1]∏m
i=1 |Aut(F i)|
∗
∑
F0∈ParHiggs
≤0
N,S
(Σ)/∼
µminα (F0)>µ
[F0]
|Aut(F0)|
(up to terms of rank > r).
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Note that for each product [Fm] ∗ · · · ∗ [F0] we have Hom(F i,F i′) = 0 for every
i < i′ for slope reasons. Therefore we can apply Proposition 7.5 and obtain
∑
F∈ParHiggs≤0
N,S
(Σ)/∼
w(E)qχ(E,E)
|Aut(E , θ)| =
∏
µ′≤µ
1 + ∑
F∈ParHiggsN,S(Σ)/∼
semistable, µα(F) = µ
w(F)qχ(F ,F)
|Aut(F)|

×
∑
F0∈ParHiggs
≤0
N,S
(Σ)/∼
µminα (F0)>µ
w(F0)qχ(F0,F0)
|Aut(F0)|
(up to terms of rank > r).
The slope µ part of the expansion of the left hand side in the infinite product
is given by Exp
[
q
q−1
Hg,k,µ[X•;T, q, t, σ]
]
by (7.3). On the right hand side we see
ΩParHiggsN,S(Σ),α,µ[X•;T, t] 
Knowning the slope, the rank and the ri,j numbers uniquely determines the degree
of a bundle. So we will drop the t variable from ΩParHiggsN,S(Σ),α,µ[X•;T, t], which
amounts to setting t = 1. Note that twisting by a line bundle of degree 1 gives an
auto-equivalence of ParHiggsN,S(Σ) which increases the slopes of all objects by 1.
Thus we have
(7.4) ΩParHiggsN,S(Σ),α,µ[X•;T ] = ΩParHiggsN,S(Σ),α,µ+1[X•;T ].
So we can calculate any coefficient of ΩParHiggsN,S(Σ),α,µ[X•;T ] by first applying
Proposition 7.6 for µ′ = µ−m for a big enough m and then using (7.4).
Corollary 7.7. The coefficients of ΩParHiggsN,S(Σ),α,µ[X•;T ] are given by functions
in Q(q)[α1, . . . , α2g]. Thus we can define the Donaldson-Thomas invariants as coef-
ficients of the generating series
HParHiggsN,S(Σ),α,µ[X•;T ] = Log
[
ΩParHiggsN,S(Σ),α,µ[X•;T ]
]
.
We have
HParHiggsN,S(Σ),α,µ[X•;T ] = limm→∞
q
q − 1Hg,k,α,µ−m[X•;T, q, 1, σ].
Combining this with (7.1) we obtain
Corollary 7.8. Let r ∈ Z>0, d ∈ Z, ri,j ∈ Z≥0 for i = 1, . . . , k, j = 1, . . . , N . Let
α be any stability condition. Then we have
HParHiggsN,S(Σ),α,µ[X•;T ] =
q
q − 1H
HLV
g,k,µ[X•;T, q, 1, σ],
where HHLVg,k,µ is the sum of the terms of H
HLV
g,k whose slope µ
′ satisfies µ ≡ µ′ (mod Z).
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Note that in the following situation semistability implies stability over Fq, and
the number of automorphisms of such a stable object is q − 1.
Corollary 7.9. Let r ∈ Z>0, d ∈ Z, ri,j ∈ Z≥0 for i = 1, . . . , k, j = 1, . . . , N be
such that
∑N
j=1 ri,j = r. Let α be any stability condition which is generic for the data
r, d, r•,•, by which we mean that αi,j > αi,j+1, αi,N > αi,1 − 1 and for any r′, d′, r′•,•
as above with 0 < r′ < r and r′i,j ≤ ri,j for all i, j we have
d′ +
∑k
i=1
∑N
j=1 αi,jr
′
i,j
r′
6= µ = d+
∑k
i=1
∑N
j=1 αi,jri,j
r
.
Let
dim = (2g − 2 + k)r2 −
k∑
i=1
N∑
j=1
r2i,j − 2.
Then the number of α-stable parabolic Higgs bundles E such that
rank E = r, deg E = d, ri,j(E) = ri,j
equals
q
dim
2
(
HHLVg,k [X•;T, q, 1, σ•]
∣∣∣
T r
,
k∏
i=1
N∏
j=1
hri,j [Xi]
)
,
which is a polynomial in q±1 and α•.
7.5. Poincare´ polynomials of stable Higgs moduli spaces. The moduli space
of stable parabolic Higgs bundles was constructed by Yokogawa (see [Yok93], [Yok96]).
In the usual definition of a parabolic bundle we have a bundle E and a flag
0 = Ei,0 ⊂ Ei,1 ⊂ · · · ⊃ Ei,mi = E(si)
with weights
1 > αi,1 > · · · > αi,mi ≥ 0
for each marked point si. This corresponds to the special case of our parabolic
bundles satisfying ri,j = 0 for j > mi where N is chosen larger than mi for all
i. The choice of weights is encoded in the choice of stability condition so that
the parabolic degree equals our degα. One can easily check that the notion of
stability and semistability coincides with the usual one. Our parabolic Higgs bundles
correspond to the usual notion of strict parabolic Higgs bundles, where the Higgs
field has a simple pole at each marked point whose matrix residue is strictly block-
upper-triangular with respect to the parabolic filtration.
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It is well-known that under the genericity assumptions as in Corollary 7.9 the
corresponding moduli space M is a smooth semiprojective variety of dimension
dimM = (2g − 2 + k)r2 −
k∑
i=1
N∑
j=1
r2i,j − 2
By Corollary 1.3.2 of [HRV15] we know that the cohomology is pure (for more details
see Proposition 3.7 in [GO17]). Without loss of generality we assume Σ is defined
over a number field F . ThenM is also defined over F and we can choose a model of
M over the ring of integers of F . Let p be a prime of F outside of the locus where
the model is singular. By Deligne’s theory of weights explained in [Del75] we have
that the Frobenius acting on the l-adic cohomology H il (Σ⊗F F,Ql) has eigenvalues
of absolute value q
i
2 . Choose an identification of the residue field of p with Fq. We
have the Lefschetz fixed point theorem, which says
|M(Fqk)| =
2 dimM∑
i=0
(−1)i
bi∑
m=1
αki,m
where bi = dimH
i(M,C) and |αi,m| = q 2 dimM−i2 . Comparing this formula with
Corollary 7.9 we obtain
Theorem 7.10. Suppose the rank r, degree d, the parabolic jumps r•,• and the
stability condition α•,• satisfy the genericity assumptions of Corollary 7.9. Let M
be the moduli space of stable parabolic Higgs bundles with corresponding data. Define
the Poincare´ polynomial by
P (M, q) =
2 dimM∑
i=0
(−1)iq i2 dimH i(M,C).
Then we have
P (M, q) = q dimM2
(
HHLVg,k [X•;T, q
−1, 1, q−
1
2 , . . . ,−q 12 ]
∣∣∣
T r
,
k∏
i=1
N∏
j=1
hri,j [Xi]
)
.
7.6. Poincare´ polynomials of character varieties. To relate the result for Higgs
moduli spaces to character varieties we recall Simpson’s non-abelian Hodge theorem
for non-compact curves [Sim90]. Let Σ be a Riemann surface of genus g and let
S = (s1, . . . , sk) be a collection of k marked points on Σ. Fix an integer n > 0
and k conjugacy classes C1, . . . , Ck in GLr. Simpson identifies the moduli space of
irreducible representations π1(Σ, S)→ GLr(C) with local monodromies around the
marked points given by C1, . . . , Ck with the moduli space of parabolic stable Higgs
bundles of rank r of the following kind (see table on page 746 in [Sim90]). For each
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i list the eigenvalues of Ci without repetitions:
vi,1, . . . , vi,mi.
Assume we have
arg vi,1 ≤ . . . ≤ arg vi,mi .
Denote the multiplicities by ri,1, . . . , ri,mi. Denote
αi,j = −arg vi,j
2π
, ci,j =
log |vi,j|
4π
.
Then we have to take stable parabolic Higgs bundles E with jumps given by ri,j.
The stability condition is given by αi,j. The Higgs field has simple poles, θ : E →
E⊗Ω1Σ(S). The residue matrices of θ are required to preserve the parabolic filtration.
The action of θ on the respective graded components Ei,j/Ei,j−1 is required to have
all eigenvalues equal to
√−1ci,j and the Jordan form the same as the Jordan form of
the eigenvalue vi,j part of Ci. The degree is uniquely determined from the condition
that degα E = 0:
0 = degα E = deg E +
∑
i,j
ri,jαi,j,
so
deg E = d = −
∑
i,j
ri,jαi,j.
Note that if the character variety is not empty then we have∏
i,j
v
ri,j
i,j = 1
for determinant reasons. This is equivalent to two conditions:∑
i,j
ri,jαi,j ∈ Z,
∑
i,j
ri,jci,j = 0.
The first condition is equivalent to having d ∈ Z. The second condition translates
into
k∑
i=1
resz=si Tr θ = 0.
The theory we have developed only covers the case when res θ acts as zero on each
graded component Ei,j/Ei,j−1. This corresponds to the case when |vi,j| = 1 for all
i, j and Ci is the conjugacy class of a diagonal matrix.
The genericity condition for character varieties is formulated as follows (see [HLRV11]):
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Definition 7.11. The data r•,•, v•,• is generic if we have
k∏
i=1
mi∏
j=1
v
ri,j
i,j = 1
and for any 1 ≤ r′ ≤ r and any collection of numbers r′i,j with
∑mi
j=1 = r
′ for all i
and r′i,j ≤ ri,j for all i, j we have
k∏
i=1
mi∏
j=1
v
r′i,j
i,j 6= 1.
Comparing this definition with the one in Corollary 7.9 we see that the data r•,•,
v•,• is generic if and only if the corresponding data r•,•, d, α•,• is. Note that the set
of generic data with |vi,j| = 1 for all i, j is Zariski dense in the set of generic data
without this restriction. Thus we can extend our result from the situation of generic
data with |vi,j| = 1 to the general case of generic data:
Theorem 7.12. For arbitrary genus g and number of marked points k and any
k-tuple of generic diagonal conjugacy classes C1, . . . , Ck of GLn the Poincare´ poly-
nomial
P (M, q) =
2 dimM∑
i=0
(−1)iq i2 dimH i(M,C)
of the corresponding character variety M is given by
P (M, q) = q dimM2
(
HHLVg,k [X•;T, q
−1, 1, q−
1
2 , . . . ,−q 12 ]
∣∣∣
Tn
,
k∏
i=1
mi∏
j=1
hri,j [Xi]
)
,
where ri,1, ri,2, . . . , ri,mi are the multiplicities of the eigenvalues of Ci for i = 1, . . . , k.
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