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Abstract
The Grothendieck-Ogg-Shafarevich formula calculates the ℓ-adic Euler-Poincare´ num-
ber of an ℓ-adic sheaf on a curve by an invariant produced by the wild ramification of the
ℓ-adic sheaf named Swan class. A. Abbes, K. Kato and T. Saito generalize this formula to
any dimensional scheme in [KS] and [AS]. In this paper, assuming the strong resolution
of singularities we prove a localized version of a formula proved by A. Abbes and T. Saito
in [AS] using the characteristic class of an ℓ-adic sheaf. As an application, we prove a
conductor formula in equal characteristic.
1 Introduction
The Grothendieck-Ogg-Shafarevich formula calculates the ℓ-adic Euler-Poincare´ number of an
ℓ-adic sheaf on a curve by an invariant produced by the wild ramification of the ℓ-adic sheaf
named Swan class. Generalizations of this formula to the surface case are done by Deligne, Kato
and Laumon. Recently this formula is generalized to any dimensional scheme by A. Abbes,
K. Kato and T. Saito in [AS] and [KS]. To generalize this formula to any dimensional case,
K. Kato and T. Saito defines the Swan class of an ℓ-adic sheaf on any dimensional scheme using
alteration and logarithmic blow-up. A. Abbes and T. Saito rediscovered the characteristic class
of an ℓ-adic sheaf using the Verdier pairing (SGA5) and studied its properties in [AS]. The
characteristic class of an ℓ-adic sheaf on a scheme is a cohomological element in the top e´tale
cohomology group which goes to the ℓ-adic Euler-Poincare´ number under the trace map in the
case where the scheme is proper. They calculate the characteristic class by the Swan class
defined by K. Kato and T. Saito. This formula is a refinement of the results proved by Kato
and Saito in [KS]. We call this refinement the Abbes-Saito formula.
In this paper, we prove a localized version of the Abbes-Saito formula, a localized version of
the Lefschetz-Verdier trace formula and a refinement of the Kato-Saito conductor formula in
equal characteristic.
A localized version of the Abbes-Saito formula is an equality (Theorem 4.1) of the localized
characteristic class of a smooth ℓ-adic sheaf and the Swan class in an e´tale cohomology group
with support. We call this equality the localized Abbes-Saito formula. To show the localized
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Abbes-Saito formula, we generalize the localized characteristic class of a smooth ℓ-adic sheaf
also defined in [AS] to the localized characteristic class of an ℓ-adic sheaf with a cohomological
correspondence and prove its compatibility with pull-back. Assuming the strong resolution of
singularities, as a direct consequence of this compatibility, we prove the localized Abbes-Saito
formula in Theorem 4.1.
We prove the compatibility of the localized chracteristic class with proper push-forward in
Proposition 5.6. This is a localized version of the Lefschetz-Verdier trace formula, which we
call the localized Lefschetz-Verdier trace formula.
As an application of the localized Abbes-Saito formula and the localized Lefschetz-Verdier
trace formula, we prove a conductor formula in equal characteristic in Corollary 5.8. The
conductor formula calculates the Swan conductor of an ℓ-adic representation which appears
when we consider a fibration on a curve by the Swan class of an ℓ-adic sheaf defined by Kato and
Saito in [KS]. We call this conductor formula the Kato-Saito conductor formula in characteristic
p > 0. To prove this formula is the main purpose to consider localizations. To refine the Kato-
Saito conductor formula, we define a localization as a cohomology class with support on the
wild locus in subsection 3.3 which we call the logarithmic localized characteristic class and
prove its compatibility with proper push-forward in Theorem 5.2. In [T], we prove a refinement
of the formula for a smooth sheaf of rank 1 proved by Abbes-Saito in [AS] using an idea of T.
Saito in [S]. As an application of Theorem 5.2 and the result in [T], we prove a refinement of
the Kato-Saito conductor formula for a smooth sheaf of rank 1 in Corollary 5.4.
It is a great pleasure for the author to thank Prof. T. Saito for suggesting the problem
and the idea of the proof of the localized Abbes-Saito formula. Prof. T. Saito suggested to
the author that the localized Abbes-Saito formula and the localized Lefschetz-Verdier trace
formula imply the Kato-Saito conductor formula in equal characteristic after the author proved
a special case of the compatibility of the localized characteristic class with proper push-forward
and the localized Abbes-Saito formula. The author would like to thank Prof. T. Saito for many
suggestions, encouragements and for pointing out an error of a proof of Lemma 3.8 in an early
version of this paper and giving him a useful suggestion to improve this lemma. The author
would like to express his sincere gratitude to Prof. Ahmed Abbes for stimulating discussions in
the Tokyo University. The author would like to acknowledge the hospitability of Prof. Deninger
in Muenster University where a part of this work was achieved. This research is supported by
JSPS-Fellowships for Young Scientists.
Notation . In this paper, k denotes a field. Schemes over k are assumed to be separated and of
finite type. For a divisor with simple normal crossings of a smooth scheme over k, we assume
that the irreducible components and their intersections are also smooth over k. The letter l
denotes a prime number invertible in k and Λ denotes a finite commutative Zl-algebra. For
a scheme X over k, Dctf(X) denotes the derived category of complexes of Λ-modules of finite
tor-dimension on the e´tale site of X with constructible cohomology. Let KX denote Rf !Λ where
f : X −→ Speck is the structure map and let D denote the functor RHom( ,KX). For objects
F and G of Dctf(X) and Dctf(Y ) on schemes X and Y over k, F ⊠ G denotes pr∗1F ⊗ pr
∗
2G
on X × Y. When we say a scheme X is of dimension d, we understand that every irreducible
component of X is of dimension d.
2
2 Review of the characteristic class etc.
2.1 Cohomological correspondence and the evaluation map
We recall the definition and some properties of a cohomological correspondence needed in this
paper from [AS, subsection 1.2].
Definition 2.1. [AS, Definition 1.2.1] Let X and Y be schemes over k and F and G be
objects of Dctf(X) and of Dctf(Y ) respectively. We call a correspondence between X and
Y a scheme C over k and morphisms c1 : C −→ X and c2 : C −→ Y over k. We put
c = (c1, c2) : C −→ X×Y the corresponding morphism. We call a morphism u : c
∗
2G −→ Rc
!
1F
a cohomological correspondence from G to F on C.
We identify the cohomological correspondence with a section of
H0C(X × Y,RHom(pr
∗
2G, Rpr
!
1F)) ≃ H
0(C,Hom(c∗2G, Rc
!
1F)).
A typical example of a cohomological correspondence is given as follows. Assume X and Y are
smooth of dimension d over k and c = (c1, c2) : C −→ X × Y is a closed immersion. Let F
and G be sheaves of free Λ-modules on X and Y respectively and assume that G is smooth.
Then, the canonical map c∗Hom(pr∗2G, pr
∗
1F) −→ Hom(c
∗
2G, c
∗
1F) is an isomorphism and we
identify Hom(c∗2G, c
∗
1F) = Γ(C, c
∗Hom(pr∗2G, pr
∗
1F)). Since pr1 : X × Y −→ X is smooth, we
have a canonical isomorphism pr∗1F(d)[2d] = Rpr
!
1F and we identify RHom(pr
∗
2G, Rpr
!
1F) =
Hom(pr∗2G, pr
∗
1F)(d)[2d]. Then the cycle class map CHd(C) −→ H
2d
C (X × Y,Λ(d)) induces a
pairing
CHd(C)⊗Hom(c
∗
2G, c
∗
1F) −→ H
2d
C (X × Y,Λ(d))⊗ Γ(C, c
∗Hom(pr∗2G, pr
∗
1F))
−→ H0C(X × Y,RHom(pr
∗
2G, Rpr
!
1F)).
In other words, the pair (Γ, γ) of a cycle class Γ ∈ CHd(C) and a homomorphism γ : c∗2G −→
c∗1F defines a cohomological correspondence u(Γ, γ).
We recall the definition of the push-forward of a cohomological correspondence. We consider
the commutative diagram
X
f

C
c1oo c2 //
h

Y
g

X ′ C′
c′
1oo c
′
2 // Y ′
(2.1)
of schemes over k. A canonical isomorphism
R(f × g)∗RHom(pr
∗
2G, Rpr
!
1F) −→ RHom(pr
∗
2Rg!G, Rpr
!
1Rf∗F)
is defined in [Gr, (3.3.1)], using the isomorphism
RHom(pr∗2G, Rpr
!
1F) −→ F ⊠
L DG
defined in [Gr, (3.1.1)]. In the diagram (2.1), we assume that the vertical arrows are proper.
The above diagram defines a commutative diagram
C
c //
h

X × Y
f×g

C′
c′ // X ′ × Y ′.
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Let u : c∗2G −→ Rc
!
1F be a cohomological correspondence. We identify u with a map u : Λ −→
Rc!RHom(pr∗2G, Rpr
!
1F). Then, it induces a map Λ −→ Rh∗Λ −→ Rh∗Rc
!RHom(pr∗2G, Rpr
!
1F)
where the first map Λ −→ Rh∗Λ is the adjunction of the identity. By the assumption that f, g
and h are proper, the base change map defines a map of functors Rh∗Rc
! = Rh!Rc
! −→
Rc′!R(f × g)∗. By composing them with the isomorphism
R(f × g)∗RHom(pr
∗
2G, Rpr
!
1F) −→ RHom(pr
∗
2Rg!G, Rpr
!
1Rf∗F),
we obtain a map
Λ −→ Rh∗Rc
!RHom(pr∗2G, Rpr
!
1F)
−→ Rc′!R(f × g)∗RHom(pr
∗
2G, Rpr
!
1F) −→ Rc
′!RHom(pr∗2Rg!G, Rpr
!
1Rf∗F).
We define the push-forward h∗u : c
∗
2Rg!G = c
′
2
∗
Rg∗G −→ Rc′1
!
Rf∗F of u to be the correspond-
ing cohomological correspondence. The push-forward h∗u is equal to the composition of the
maps
c′2
∗
Rg∗G −→ Rh∗c
∗
2G −→ Rh∗Rc
!
1F −→ Rc
′
1
!
Rf∗F
where the first and the third maps are the base change maps and the second map is the push-
forward h∗u.
We consider the commutative diagram
U
jU

C
c2 //
jC

c1oo V
jV

X C¯
c¯2 //c¯1oo Y
(2.2)
of schemes over k where the vertical arrows are open immersions. Let F and G be objects of
Dctf(X) and Dctf(Y ) respectively and u¯ : c¯
∗
2G −→ Rc¯
!
1F be a cohomological correspondence
on C¯. Let FU = j∗UF and GV = j
∗
V G be the restrictions. We identify j
∗
CRc¯
!
1F = j
!
CRc¯
!
1F =
Rc!1FU by the composite isomorphism. Then, the restriction j
∗
C u¯ on C defines a cohomological
correspondence u : c∗2GV = j
∗
C c¯
∗
2G −→ j
∗
CRc¯
!
1F = Rc
!
1FU .
We recall the zero-extension of a cohomological correspondence playing an important role
when we define a refined (localized) characteristic class.
Lemma 2.2. [AS, lemma 1.2.2] Let the notation be as above and let j : U×V −→ X×Y be the
product jU×jV . We put H = RHom(pr∗2GV , Rpr
!
1FU ) on U×V and H¯ = RHom(pr
∗
2G, Rpr
!
1F)
on X × Y. We identify a cohomological correspondence u¯ : c¯∗2G −→ Rc¯
!
1F with a section u¯ of
Rc¯!H¯ and the associated map u¯ : c¯!Λ −→ H¯.We also identify the restriction u = j
∗
C u¯ : c
∗
2GV −→
Rc!1FU with a section u of Rc
!H and the associated map u : c!Λ −→ H. Then, we have the
following.
1. The section u of Rc!H is the image of the restriction of u¯ by the composition isomorphism
j∗CRc¯
!H¯ −→ Rc!j!H¯ = Rc!j∗H¯ = Rc!H.
2. The square
j∗c¯!Λ
j∗u¯ // j∗H¯

c!Λ
OO
u // H
is commutative.
Lemma 2.3. [AS, lemma 1.2.3] Assume that the right square in the diagram (2.2) is cartesian.
Let F and G be objects of Dctf(U) and of Dctf(V ) respectively and u : c∗2G −→ Rc
!
1F be a
cohomological correspondence on C. Then, there exists a unique cohomological correspondence
u¯ : c∗2jV !G −→ Rc¯
!
1jU !F on C¯ such that j
∗
C u¯ = u.
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Corollary 2.4. [AS, Corollary 1.2.4] 1. Assume that the map c2 : C −→ V is proper and C is
dense in C¯. Then the right square in the diagram (2.2) is cartesian.
2. Assume that the right square in the diagrm (2.2) is cartesian. Let F and G be objects of
Dctf(U) and of Dctf(V ) respectively and u : c
∗
2G −→ Rc
!
1F be a cohomological correspondence
on C. Then, u¯ = jC !u : c¯
∗
2jV !G −→ Rc¯
!
1jU !F is the unique cohomological correspondence on C¯
such that j∗C u¯ = u.
We call jC !u : c¯
∗
2jV !G −→ Rc¯
!
1jU !F the zero-extension of u.
We define the pull-back of a cohomological correspondence. Let f : X ′ −→ X and g : Y ′ −→
Y be morphisms of smooth schemes over k. We assume dim X=dim X ′ and dim Y=dim Y ′.
Then the canonical map f∗ −→ Rf ! and the isomorphism
Rc!RHom(pr∗2G, Rpr
!
1F) −→ RHom(c
∗
2G, Rc
!
1F)
induce a map
(f × g)∗RHom(pr∗2G, Rpr
!
1F) −→ R(f × g)
!
RHom(pr∗2G, Rpr
!
1F) −→ RHom(pr
′∗
2g
∗
G, Rpr′
!
1Rf
!
F).
With the isomorphism
RHom(pr∗2G, Rpr
!
1F) −→ F ⊠
L DG,
the above composition is identified with the composition
(f × g)∗(F ⊠LDG) −→ f∗F ⊠L g∗DG −→ Rf !F ⊠L Rg!DG −→ Rf !F ⊠L Dg∗G.
Let c = (c1, c2) : C −→ X × Y be a correspondence and u : c∗2G −→ Rc
!
1F be a cohomological
correspondence on C. We identify u with a map u : c!Λ −→ RHom(pr∗2G, Rpr
!
1F) as above.
We define a correspondence c′ = (c′1, c
′
2) : C
′ −→ X ′ × Y ′ by the cartesian diagram
C′
c′ //
h

X ′ × Y ′
f×g

C
c // X × Y.
By the proper base change theorem, the base change map (f×g)∗c!Λ −→ c′!Λ is an isomorphism.
Hence the map u : c!Λ −→ RHom(pr
∗
2G, Rpr
!
1F) induces a map
c′!Λ ≃ (f × g)
∗c!Λ −→ (f × g)
∗RHom(pr∗2G, Rpr
!
1F) −→ RHom(pr
′
2
∗
g∗G, Rpr′1
!
Rf !F).
The composition defines a cohomological correspondence (f × g)∗u : c′2
∗
g∗G −→ Rc′1
!
Rf !F =
Rc′1
!
f∗F . We call (f × g)∗u the pull-back of u by f × g.
We recall an evaluation map from [AS, subsection 2.1]. Let X be a scheme over k and
δ : X = ∆X −→ X × X be the diagonal map. Let F be an object of Dctf(X) and let
1 = u(X, 1) the cohomological correspondence defined by the identity of F on the diagonal X .
An isomorphism
H = RHom(pr∗2F , Rpr
!
1F) −→ F ⊠
LDF
induces an isomorphism
δ∗H −→ F ⊗L DF .
Thus the evaluation map
F ⊗L DF −→ KX
induces a map
e : δ∗H −→ KX . (2.3)
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We call this map the evaluation map of F . We define another evaluation map. Let X be a
scheme over k and j : U −→ X be an open immersion over k. Let δX : X −→ X × X and
δU : U −→ U × U denote the diagonal maps. Let F be an object of Dctf(U). We put H =
RHom(pr∗2F , Rpr
!
1F) on U×U and H¯ = RHom(pr
∗
2j!F , Rpr
!
1j!F) on X×X respectively. Since
we have H¯ = (j × 1)!R(1× j)∗H by the Kunneth formula, we obtain a canonical isomorphism
j!δ
∗
UH ≃ δ
∗H¯. Thus the evaluation map of F on U defined as above
e : δ∗UH −→ KU
induces an evaluation map
j!e : δ
∗H¯ −→ j!KU . (2.4)
2.2 Characteristic class of a Λ-sheaf with a cohomological correspon-
dence
We briefly recall the definition of the (refined) characteristic class of a Λ-sheaf.(c.f. [AS, Defini-
tion 2.1.8].) Let X be a scheme over k, U an open subscheme, j : U −→ X the open immersion
and δ : X = ∆X −→ X ×X the diagonal map. Let C be a closed subscheme of U × U , C¯ the
closure of C in X ×X, and c : C −→ U × U and c¯ : C¯ −→ X ×X the closed immersions. Let
jC : C −→ C¯ denote the open immersion. We assume that C = (X × U) ∩ C¯. Let F be an
object of Dctf(U). We put H¯ := RHom(pr∗2j!F , Rpr
!
1j!F) on X ×X. Let u be a cohomological
correspondence of F on C. We have the zero-extension jC !u of u by Corollary 2.4. We identify
the cohomological correspondence jC !u with a section
jC !u ∈ H
0
C¯(X ×X, H¯).
The pull-back by δ and the evaluation map (2.4) induce
jC !u ∈ H
0
C¯(X ×X, H¯) −→ H
0
C¯∩X(X, δ
∗H¯) −→ H0C¯∩X(X, j!KU ).
The image of jC !u under the composite defines a cohomology class in H
0
C¯∩X
(X, j!KU ). We
denote it by C!(j!F , C¯, jC !u) and call it the refined characteristic class of j!F with a co-
homological correspondence jC !u on C¯. We define the characteristic class C(j!F , C¯, jC !u) ∈
H0
C¯∩X
(X,KX) to be the image of C!(j!F , C¯, jC !u) under the canonical mapH
0
C¯∩X
(X, j!KU ) −→
H0
C¯∩X
(X,KX).
If C¯ is the diagonal δ(X) ⊂ X × X and u : F −→ F is an endomorphism, we drop C¯
from the notation and simply write C!(j!F , j!u) ∈ H0(X, j!KU ) for the refined characteristic
class and C(j!F , j!u) ∈ H0(X,KX) for the characteristic class respectively. Further, if u is the
identity, we simply write C!(j!F) (resp. C(j!F)) and call it the refined characteristic class of
j!F . (resp. the characteristic class of j!F .)
3 Refined localized characteristic class
3.1 Refined localized characteristic class
We will define a localized version of the (refined) characteristic class of a Λ-sheaf with a co-
homological correspondence. Let X be a scheme over a field k and U ⊆ X an open dense
subscheme smooth of dimension d over k, S := X\U the complement, j : U −→ X the open
immersion, and δU : U −→ U × U and δX : X −→ X ×X the diagonal closed immersions. Let
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C be a closed subscheme of U × U , C¯ the closure of C in X ×X , c¯ : C¯ −→ X ×X the closed
immersion, and gC¯ : X ×X\C¯ −→ X ×X and jC : C −→ C¯ the open immersions. We assume
C = C¯ ∩ (X × U).( c.f. Lemma 2.3.)
Let F be a smooth Λ-sheaf on U. We put H¯ := RHom(pr∗2j!F , Rpr
!
1j!F) on X × X. The
canonical map Λ −→ RgC¯∗Λ induces a map
H0C¯(X ×X, H¯) −→ H
0
C¯(X ×X, H¯ ⊗RgC¯∗Λ).
Lemma 3.1. The canonical map H0
C¯\C
(X ×X, H¯ ⊗ RgC¯∗Λ) −→ H
0
C¯
(X ×X, H¯ ⊗ RgC¯∗Λ) is
an isomorphism.
Proof. We put HU := RHom(pr∗2F , Rpr
!
1F) on U × U. By the localization sequence, it is
sufficient to prove that HiC(U × U,HU ⊗ RgC∗Λ) = 0 for all i where gC : U × U\C −→
U × U denotes the open immersion. Since F is a smooth sheaf on U , the canonical map
HU⊗RgC∗Λ −→ RgC∗g
∗
CHU is an isomorphism by the projection formula. Therefore we obtain
isomorphisms HiC(U ×U,HU ⊗RgC∗Λ) ≃ H
i(C,Rc!RgC∗g
∗
CHU ) ≃ 0 where c : C −→ U ×U is
the closed immersion. Hence the assertion follows.
The pull-back by δX and the evaluation map (2.4) induce a map
e · δ∗X : H
0
C¯\C(X ×X, H¯ ⊗RgC¯∗Λ) −→ H
0
C¯∩S(X, j!KU ⊗ δ
∗
XRgC¯∗Λ).
We have obtained the maps
H0
C¯
(X ×X, H¯ ⊗RgC¯∗Λ) H
0
C¯\C
(X ×X, H¯ ⊗RgC¯∗Λ)≃
Lemma3.1oo
e·δ∗X

jC !u ∈ H
0
C¯
(X ×X, H¯)
can.
OO
H0
C¯∩S
(X, j!KU ⊗ δ∗XRgC¯∗Λ).
(3.1)
We write
locX,C,F : H
0
C¯(X ×X, H¯) −→ H
0
C¯\C(X ×X, H¯ ⊗RgC¯∗Λ) (3.2)
for the composite H0
C¯
(X ×X, H¯) −→ H0
C¯
(X ×X, H¯ ⊗RgC¯∗Λ) ≃ H
0
C¯\C
(X ×X, H¯ ⊗RgC¯∗Λ).
Definition 3.2. Let u be a cohomological correspondence of F on C and jC !u the zero-
extension of the cohomological correspondence u recalled in subsection 2.1. The image of the
element locX,C,F (jC !u) ∈ H
0
C¯\C
(X ×X, H¯ ⊗ RgC¯∗Λ) by the map e · δ
∗
X defines a cohomology
class in H0
C¯∩S
(X, j!KU ⊗ δ∗XRgC¯∗Λ) and denotes
C0S,!(j!F , C¯, jC !u) ∈ H
0
C¯∩S(X, j!KU ⊗ δ
∗
XRgC¯∗Λ).
We call this element the refined localized characteristic class of j!F with a cohomological corre-
spondence jC !u on C¯. If C = δU (U) is the diagonal and u : F −→ F is an endomorphism, we
drop C from the notation and we write C0S,!(j!F , j!u) ∈ H
0
S(X, j!KU ⊗ δ
∗
XRgX∗Λ). Further if u
is the identity, we simply write C0S,!(j!F).
We assume that C is smooth purely of dimension d over k in the following. We have a
distinguished triangle
c∗Rc
!Λ −→ Λ −→ RgC∗Λ −→ .
Since C is smooth over k, the cycle class [C] defines an isomorphism Λ(−d)[−2d] ≃
→
Rc!Λ by
the purity theorem. Therefore we acquire a distinguished triangle c∗Λ(−d)[−2d] −→ Λ −→
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RgC∗Λ −→ . Applying the functor j!(KU ⊗ δ
∗
U (−)) to this triangle, we obtain a distinguished
triangle
j!(KU ⊗ δ
∗
Uc∗Λ)(−d)[−2d] −→ j!KU −→ j!(KU ⊗ δ
∗
URgC∗Λ) −→ .
The canonical isomorphism on the right term j!KU ⊗ δ∗XRgC¯∗Λ ≃ j!(KU ⊗ δ
∗
URgC∗Λ) and the
isomorphism ΛU (d)[2d] ≃ KU induce a distinguished triangle
i1∗j
′
!ΛU∩C −→ j!KU −→ j!KU ⊗ δ
∗
XRgC¯∗Λ −→
where j′ : C∩U −→ C¯∩X is the open immersion and i1 : C¯∩X −→ X is the closed immersion
and hence a long exact sequence
H0C¯∩S(C¯ ∩X, j
′
!ΛU∩C) −→ H
0
C¯∩S(X, j!KU ) −→ H
0
C¯∩S(X, j!KU ⊗ δ
∗
XRgC¯∗Λ) −→ · · · . (3.3)
Lemma 3.3. Let the notation be as above. Furhter we assume that X is smooth over k. If
C = δU (U) is the diagonal, the difference C
0
S,!(j!F , j!u) − Tr(u) · C
0
S,!(j!ΛU ) ∈ H
0
S(X, j!KU ⊗
δ∗XRgX∗Λ) is in the image of the injection H
0
S(X, j!KU ) −→ H
0
S(X, j!KU ⊗ δ
∗
XRgX∗Λ) where
Tr(u) denotes the image of u ∈ H0U (U ×U,HU) ≃ EndU (F) under the trace map EndU (F) −→
Λ.
Proof. This is proved in the same way as in [AS, Section 5, Lemma 5.2.4.1].
Definition 3.4. Let the notation and the assumption be as in Lemma 3.3. We call the
element in H0S(X, j!KU ) lifting the difference C
0
S,!(j!F , j!u)−Tr(u) ·C
0
S,!(j!ΛU ) ∈ H
0
S(X, j!KU ⊗
δ∗XRgX∗Λ) by Lemma 3.3 the refined localized characteristic class of j!F and denote it by
C00S,!(j!F , j!u).We call the image of the element C
00
S,!(j!F , j!u) under the canonical map H
0
S(X, j!
KU ) −→ H0S(X,KX) the localized characteristic class of j!F and denote it by C
00
S (j!F , j!u).
Remark 3.5. In the case where X is smooth and C = δU (U), by the exact sequence similar to
(3.3) and the purity theorem, we have an isomorphism H0S(X,KX) ≃ H
0
S(X,KX ⊗ δ
∗
XRgX∗Λ).
Hence we obtain the localized characteristic class C0S(j!F) in H
0
S(X,KX) without taking the
difference. (c.f. [AS, Definition 5.2.1].) The class C00S,!(j!F , j!u) ∈ H
0
S(X, j!KU ) in Definition
3.4 goes to the difference C0S(j!F , j!u) − Tr(u) · C
0
S(j!Λ) ∈ H
0
S(X,KX) by the canonical map
H0S(X, j!KU ) −→ H
0
S(X,KX).
3.2 Logarithmic localized characteristic class
In this subsection, for a Λ-sheaf, we will define a cohomology class with support on its wild
locus by killing its tame ramification, which we call the logarithmic localized characteristic
class. We defined the localized characteristic class as a cohomology class with support on the
boundary locus in subsection 3.1. To kill the tame ramification, we use logarithmic blow-up.
For a smooth sheaf of rank 1, we introduce a more elementary definition of the logarithmic
localized characteristic class in [T, Definition 2.4].
Let X be a smooth scheme of dimension d over k, U ⊂ X an open subscheme. We assume
that the complement X\U =
⋃
i∈I Di is a divisor with simple normal crossings. Let
(X ×X )˜ ⊂ (X ×X)′
denote the log product and the log blow-up with respect to divisors {Di}i∈I defined in [AS,
subsection 2.2] and [KS, subsection 1.1].
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Lemma 3.6. Let the notation be as above. We consider the following cartesian diagram
X ′
i′ //

(X ×X)′
f

X
δ // X ×X
where f : (X ×X)′ −→ X ×X is the projection and δ : X −→ X ×X is the diagonal closed
immersion. Then X ′ is the union of the diagonal X and (P1)♯J -bundles for a subset φ 6= J ⊂ I
over DJ where DJ is the intersection of {Di}i∈J in X.
Proof. For i ∈ I, we define (X ×X)′i to be the blow up of X ×X along the closed subscheme
Di × Di ⊂ X × X. Let X ′i denote the inverse image of the diagonal X by the projection
(X × X)′i −→ X × X for i ∈ I. By the definition of the log blow-up, X
′
i is the union of the
diagonal X ⊂ (X × X)′i and a P
1-bundle over Di. Since (X × X)
′ is the fiber product of
(X ×X)′i (i ∈ I) over X ×X , X
′ is the fiber product of the schemes {X ′i}i∈I (i ∈ I) over X.
Therefore X ′ is the union of the diagonal X and (P1)♯J -bundles for φ 6= J ⊂ I over DJ where
DJ is the intersection of {Di}i∈J in X. Hence the assertion follows.
We consider the following situation. Let X be a scheme of dimension d over k. Let U ⊂ V
be open subschemes of X, and S = X\V and D ∪S = X\U the complements respectively. We
assume that V is smooth over k, D is a Cartier divisor and D ∩ V ⊂ V is a divisor with simple
normal crossings. Let j : U −→ X, jV : V −→ X and j′ : U −→ V denote the open immersions.
Let U ′ be the complement of D :=
⋃
i∈I Di in X.We have U = V ∩U
′. Let (X×X )˜ ⊂ (X×X)′
and (V ×V )˜ ⊂ (V ×V )′ denote the log products and the log blow-ups with respect to {Di}i∈I
and {Di ∩ V }i∈I respectively.
We consider the following commutative diagram
(V × V )′
fV

(U × V )′
ej1oo (V × V )˜
ek1oo
V × V U × Voo
OO
U × Uoo
ej
OO
where (U ×V )′ ⊂ (V ×V )′ is the open subscheme which is the complement of the union of the
proper transforms of (Di ∩ V )× V for all i ∈ I.(c.f. [AS, Section 2.2].)
We consider the cartesian diagram
(X ×X)′
f

(V ×X)′
j¯′
1oo
f1

(V × V )′
k¯′
1oo
fV

X ×X V ×X
j1oo V × V
k1oo
(3.4)
where the horizontal arrows are the open immersions and the vertical arrows are the projections.
Let F be a smooth Λ-sheaf on U which is tamely ramified along V \U = V ∩ D. We put
H0 := Hom(pr∗2F , pr
∗
1F) on U × U and H¯ := RHom(pr
∗
2j!F , Rpr
!
1j!F) on X ×X respectively.
We recall a construction defined in loc. cit. We put H¯V := RHom(pr∗2j
′
!F , Rpr
!
1j
′
!F) on V ×
V, H˜V := (j˜∗H0)(d)[2d] on (V × V )˜ and H¯′V := j˜1!Rk˜1∗(j˜∗H0)(d)[2d] on (V × V )
′ respectively.
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There exists a unique map
f∗V H¯V −→ H¯
′
V (3.5)
inducing the canonical isomorphism RHom(pr∗2F , Rpr
!
1F) −→ H0(d)[2d] on U × U by [S, the
proof of Proposition 3.1.1.1].
We put H¯′ := j¯′1!Rk¯
′
1∗H¯
′
V on (X ×X)
′. We define a map
f∗H¯ −→ H¯′ (3.6)
to be the composite of the following maps
f∗H¯ ≃ f∗j1!Rk1∗H¯V ≃ j¯
′
1!f
∗
1Rk1∗H¯V −→ j¯
′
1!Rk¯
′
1∗f
∗
V H¯V −→ j¯
′
1!Rk¯
′
1∗H¯
′
V = H¯
′
where the first map is induced by the Kunneth formula and the second and third maps are
induced by the base change maps f∗j1! ≃ j¯
′
1!f
∗
1 and f
∗
1Rk1∗ −→ Rk¯
′
1∗f
∗
V and the fourth map
is induced by the map (3.5).
Lemma 3.7. Let the notation be as above. Then the adjunction of the map (3.6) H¯ −→ Rf∗H¯′
is an isomorphism.
Proof. By [AS, lemma 2.2.4], the adjunction H¯V −→ RfV ∗H¯
′
V is an isomorphism. Since f is
proper, the assertion follows from the cartesian diagram (3.4) and the definition of H¯′.
We consider the following cartesian diagram
X ′
i′ //
f ′

(X ×X)′
f

(X ×X)′\X ′
g′oo

X
δX // X ×X X ×X\δX(X)
gXoo
where f : (X ×X)′ −→ X ×X is the projection, i′ : X ′ −→ (X ×X)′ is the closed immersion
and g′ : (X × X)′\X ′ −→ (X × X)′ is the open immersion. Let δ′ : X −→ (X × X)′,
δ˜V : V −→ (V × V )˜ and δ′V : V −→ (V × V )
′ be the logarithmic diagonal closed immersions
induced by the universality of blow-up. Let V ′ denote the intersectionX ′∩(V ×V )′ in (X×X)′.
Let g′V : (V × V )
′\V ′ −→ (V × V )′ be the open immersion.
We define an evaluation map. The composite of the canonical isomorphism δ′
∗H¯′ ≃
jV !δ˜
∗
V (j˜∗H0)(d)[2d] and an evaluation map jV !e : jV !δ˜
∗
V (j˜∗H0)(d)[2d] −→ jV !ΛV (d)[2d] =
jV !KV ([AS, (2.9)]) induces an evaluation map
e′ : δ′
∗
H¯′ −→ jV !KV . (3.7)
The map (3.6) induces the pull-back
f∗ : H0X(X ×X, H¯) −→ H
0
X′((X ×X)
′, H¯′). (3.8)
The canonical map Λ −→ Rg′∗Λ induces a map
H0X′((X ×X)
′, H¯′) −→ H0X′((X ×X)
′, H¯′ ⊗ Rg′∗Λ).
Lemma 3.8. Let the notation be as above. Then the canonical map
H0X′\V ′((X ×X)
′, H¯′ ⊗Rg′∗Λ) −→ H
0
X′((X ×X)
′, H¯′ ⊗Rg′∗Λ)
is injective.
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Proof. By the localization sequence, it suffices to prove H−1V ′ ((V × V )
′, H¯′V ⊗ Rg′V ∗Λ) = 0.
In the following, we may assume that V = X and F is tamely ramified along the boundary
X\U = D which is a divisor with simple normal crossings. We will prove the vanishing
H−1X′ ((X ×X)
′, H¯′ ⊗ Rg′∗Λ) = 0. Let P denote the closed subscheme X
′\U of (X ×X)′. By a
similar argument to the proof of Lemma 3.1, we obtain an isomorphism H−1P ((X ×X)
′, H¯′ ⊗
Rg′∗Λ) ≃ H
−1
X′ ((X ×X)
′, H¯′ ⊗Rg′∗Λ). We have a distinguished triangle
i′∗(i
′∗H¯′ ⊗Ri′
!
Λ) −→ H¯′ −→ H¯′ ⊗Rg′∗Λ −→
and hence a long exact sequence
H−1P ((X ×X)
′, H¯′) −→ H−1P ((X ×X)
′, H¯′ ⊗Rg′∗Λ) −→ H
0
P (X
′, i′
∗
H¯′ ⊗Ri′
!
Λ) −→
H0P ((X ×X)
′, H¯′) −→ · · · .
Because we have HiP ((X ×X)
′, H¯′) ≃ HiX\U (X ×X, H¯) ≃ 0 for all i by the isomorphism
Rf∗H¯
′ ≃ H¯ proved in [AS, Lemma 2.2.4], we obtain an isomorphism H−1P ((X × X)
′, H¯′ ⊗
Rg′∗Λ) ≃ H
0
P (X
′, i′
∗H¯′ ⊗Ri′!Λ) by the above long exact sequence.
Since we have X ′ = δ′(X) ∪ P and D = δ′(X) ∩ P, we acquire the following long exact
sequence by the excision
H
0(D, i′
∗
DH¯
′ ⊗Ri
′!
DΛ) −→ H
0
D(X, δ
′∗
H¯′ ⊗Rδ
′!Λ) ⊕H0(P, i∗P H¯′ ⊗Ri
!
PΛ) −→ H
0
P (X
′
, i
′∗
H¯′ ⊗Ri
′!Λ)
−→ H1(D, i′∗DH¯
′⊗Ri′!DΛ) −→ · · · where iP : P −→ (X×X)
′ and i′D : D −→ (X×X)
′ are the
closed immersions. By the purity theorem and [S, Corollary 2.21(3)], we obtain isomorphisms
H0D(X, δ
′∗H¯′ ⊗ Rδ′!Λ) ≃ H0D(X, δ˜
∗j˜∗H0) ≃ H0D(X, j∗End(F)) = 0. Let iD : D −→ X be the
closed immersion. Since we have an isomorphism Hi(D, i′
∗
DH¯
′⊗Ri′!DΛ) ≃ H
i(D, j∗End(F)|D⊗
Ri!DΛ), we acquire H
i(D, i′
∗
DH¯
′⊗Ri′!DΛ) = 0 for i ≤ 1 again by the purity theorem. Therefore
we obtain an isomorphism H0(P, i∗P H¯
′ ⊗Ri!PΛ) ≃ H
0
P (X
′, i′
∗H¯′ ⊗Ri′!Λ).
By lemma 3.6, the purity theorem and the excision, it suffices to show that RfJ∗(H¯
′|PJ )
is acyclic for each φ 6= J ⊂ I where PJ is a (P1)♯J -bundle over DJ and fJ : PJ −→ DJ is
the projection. Since the assertion is e´tale local, we may assume that F is the tensor product⊗
i∈I Fi where Fi is the extension by zero of a smooth sheaf on the complement X\Di for i ∈ I
in the same way as in [AS, the proof of Lemma 2.2.4]. Since (X ×X)′ is the fiber product of
(X ×X)′i over X ×X and PJ is the fiber product of Pi ⊂ (X ×X)
′
i for i ∈ J and the diagonal
X ⊂ (X ×X)′i for i ∈ I\J over X where Pi is the P
1-bundle over Di. Hence, by the Kunneth
formula, it is reduced to the case where D is a smooth divisor. By the cartesian diagram
P
iP //
fP

(X ×X)′
f

D
i′D // X ×X,
we obtain RfP ∗(H¯
′)|P ≃ (Rf∗H¯
′)|D by the proper base change theorem. By the isomorphism
Rf∗H¯
′ ≃ H¯ proved in loc. cit., the assertion follows.
We have a cohomological correspondence j!1 = idj!F in H
0
X(X × X, H¯) and its pull-back
f∗idj!F ∈ H
0
X′((X ×X)
′, H¯′) by (3.8).
Lemma 3.9. Let the notation be as above. There exists a unique element (f∗idj!F )
′ in
H0X′\V ′((X × X)
′, H¯′ ⊗ Rg′∗Λ) which is sent to f
∗idj!F by the canonical map H
0
X′\V ′((X ×
X)′, H¯′ ⊗Rg′∗Λ) −→ H
0
X′((X ×X)
′, H¯′ ⊗Rg′∗Λ).
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Proof. By the localization sequence and Lemma 3.8, it suffices to show that the element f∗idj!F
goes to zero under the restriction map H0X′((X ×X)
′, H¯′ ⊗ Rg′∗Λ) −→ H
0
V ′((V × V )
′, H¯′V ⊗
Rg′V ∗Λ). Namely we prove the following vanishing fV
∗idj′
!
F = 0 inH
0
V ′((V ×V )
′, H¯′V ⊗Rg′V ∗Λ).
Since F is tamely ramified along V \U, we have an equality fV
∗idj′
!
F = e ∪ [V ] in H
0
V ′((V ×
V )′, H¯′V ) by [S, Proposition 3.1.1.2]. We consider the following commutative diagram
e ∪ [V ] ∈ H0V ((V × V )˜, H˜V )
// H0V ((V × V )˜, H˜V ⊗Rg˜V ∗Λ)
[V ] ∈ H2dV ((V × V )˜,Λ(d))
//
e∪
OO
H2dV ((V × V )˜, Rg˜V ∗Λ(d)) ≃ 0
e∪
OO
where g˜V : (V ×V )˜\V˜ −→ (V ×V )˜ is the open immersion and the horizontal arrows are induced
by the canonical map Λ −→ Rg˜V ∗Λ. Since we have H
2d
V ((V ×V )˜, Rg˜V ∗Λ(d)) = 0, we acquire an
equality e∪ [V ] = 0 in H0V ((V ×V )˜, H˜V ⊗Rg˜V ∗Λ) ≃ H
0
V ((V ×V )
′, H¯′V ⊗Rg′V ∗Λ) by the above
commutative diagram. Hence we obtain the vanishing fV
∗idj′
!
F = 0 in H
0
V ′((V × V )
′, H¯′V ⊗
Rg′V ∗Λ).
Lemma 3.10. Let the notation be as above. Further we assume that X is smooth over k. Then
the canonical map induced by the map Λ −→ δ′∗Rg′∗Λ
H0S(X,KX) −→ H
0
S(X,KX ⊗ δ
′∗Rg′∗Λ)
is an isomorphism.
Proof. This is proved in [T, Lemma 2.3].
The pull-back by δ′ and the evaluation map (3.7) induce a map
e′ · δ′
∗
: H0X′\V ′((X ×X)
′, H¯′ ⊗Rg′∗Λ) −→ H
0
S(X, jV !KV ⊗ δ
′∗Rg′∗Λ).
We have obtained the following maps
H0X′((X ×X)
′, H¯′)
can. // H0X′((X ×X)
′, H¯′ ⊗Rg′∗Λ)
idj!F ∈ H
0
X(X ×X, H¯)
f∗ (3.8)
OO
H0X′\V ((X ×X)
′, H¯′ ⊗Rg′∗Λ)
inj. Lemma3.8
OO
e′·δ′∗ // H0S(X, jV !KV ⊗ δ
′∗Rg′∗Λ).
By the map e′ ·δ′∗ and Lemmas 3.8 and 3.9, we obtain a class e′ ·δ′∗(f∗idj!F)
′ in H0S(X, jV !KV ⊗
δ′
∗
Rg′∗Λ). We put C
log,0
S,! (j!F) := e
′ · δ′∗(f∗idj!F )
′. We denote by C log,0S (j!F) ∈ H
0
S(X,KX)
the image of the class C log,0S,! (j!F) under the canonical map H
0
S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) −→
H0S(X,KX ⊗ δ
′∗Rg′∗Λ) ≃ H
0
S(X,KX). (by Lemma 3.10.)
Definition 3.11. Let the notation and the assumption be as in Lemma 3.10. We call the
class C log,0S (j!F) in H
0
S(X,KX) the logarithmic localized characteristic class of j!F . We call the
element C log,0S,! (j!F) in H
0
S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) the refined logarithmic localized characteristic
class of j!F .We put the difference C
log,00
S (j!F) := C
log,0
S (j!F)−rk(F)·C
log,0
S (j!Λ) ∈ H
0
S(X,KX).
Let the notation be as above. In the following, we assume that V = X, X\U = D is a
divisor with simple normal crossings and that F is tamely ramified along the boundary D. We
will prove the vanishing of the localized characteristic class, i.e. C00D (j!F) = 0. This vanishing
plays a key role in the proof of the localized Abbes-Saito formula.
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Remark 3.12. Let the notation be as in Definition 3.11. We expect that the logarithmic local-
ized characteristic class C log,00S (j!F) is sent to the localized characteristic class C
00
S∪D(j!F) by
the canonical map H0S(X,KX) −→ H
0
S∪D(X,KX). If we admit this, the vanishing C
00
D (j!F) = 0
will follow from Definition 3.11 by putting X = V, S = ∅. However we do not know a proof. We
give a proof of the vanishing C00D (j!F) = 0 in the following.
We write H¯′F and eF ∈ Γ(X, j˜∗H0|X) for the sheaf H¯′ and the unique section e ∈
Γ(X, j˜∗H0|X) lifting the identity Γ(U,H0|U ) to emphasize that they are associated to the sheaf
F .
The canonical map Λ −→ f∗RgX∗Λ induces a map H
0
X′((X × X)
′, H¯′F) −→ H0X′((X ×
X)′, H¯′F ⊗ f∗RgX∗Λ). By the same argument as the proof of Lemma 3.1, the canonical map
H0X′\U ((X × X)
′, H¯′F ⊗ f
∗RgX∗Λ) −→ H
0
X′((X × X)
′, H¯′F ⊗ f
∗RgX∗Λ) is an isomorphism.
The image of f∗idj!F under the composite H
0
X′((X × X)
′, H¯′F ) −→ H0X′((X × X)
′, H¯′F ⊗
f∗RgX∗Λ) ≃ H
0
X′\U ((X ×X)
′, H¯′F ⊗ f∗RgX∗Λ) denotes (f
∗idj!F)
loc. The pull-back by δ′ and
the evaluation map e′(3.7) induce e′ · δ′∗ : H0X′\U ((X×X)
′, H¯′F ⊗ f∗RgX∗Λ) −→ H
0
D(X,KX ⊗
δ∗RgX∗Λ) ≃ H
0
D(X,KX).(by Remark 3.5.) The image of the element (f
∗idj!F)
loc ∈ H0X′\U ((X×
X)′, H¯′F ⊗ f∗RgX∗Λ) under this map denotes e
′ · δ′∗(f∗idj!F )
loc ∈ H0D(X,KX).
Lemma 3.13. Let the notation be as above. Then we have the following vanishing
C00D (j!F) = 0
in H0D(X,KX).
Proof. We prove an equality C0D(j!F) = e
′ · δ′∗(f∗idj!F )
loc in H0D(X,KX). This follows from
Definition 3.4, Remark 3.5 and the following commutative diagram
idj!F ∈ H
0
X(X ×X, H¯F)
//
f∗

H0X(X ×X, H¯F ⊗RgX∗Λ)
f∗

f∗idj!F ∈ H
0
X′((X ×X)
′, H¯′F ) // H0X′((X ×X)
′, H¯′F ⊗ f∗RgX∗Λ)
H0D(X ×X, H¯F ⊗RgX∗Λ)
f∗

e·δ∗ //
can.
≃oo H0D(X,KX ⊗ δ
∗RgX∗Λ)
id

H0X′\U ((X ×X)
′, H¯′F ⊗ f∗RgX∗Λ)
e′·δ′∗ //
can.
≃oo H0D(X,KX ⊗ δ
∗RgX∗Λ) ≃ H
0
D(X,KX)
where the vertical arrows are induced by the map (3.6) f∗H¯ −→ H¯′F . By this diagram
and f∗idj!F = eF ∪ [X ] by [S, Proposition 3.1.1.2], we acquire equalities C
0
D(j!F) = e
′ ·
δ′
∗
(f∗idj!F )
loc = e′(eF ) · δ′
∗
[X ] = rk(F) · δ′∗[X ] and C0D(j!ΛU ) = e
′(eΛU ) · δ
′∗[X ] = δ′
∗
[X ].
Hence the assertion follows.
In the following, we calculate the localized characteristic class by the localized Chern class
using Lemma 3.13 in tamely ramified case. We will not use the results in the following sections.
We recall the definition of the localized Chern class from [KS, Section 3.4]. Let X be a scheme
of finite type over k and Z ⊂ X be a closed subscheme. Let E and F be locally free OX -modules
of rank d and f : E −→ F be an OX -linear map. We assume that f : E −→ F is an isomorphism
on X\Z. We consider the complex K = [E −→ F ] of OX -modules by putting F on degree 0.
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Then, the localized Chern class cXZ (K) − 1 is defined as an element of CH
∗(Z −→ X) in [Fu,
Chapter 18.1]. We define an element c(F − E)XZ = (ci(F − E)
X
Z )i>0 of CH
∗(Z −→ X) by
c(F − E)XZ = c(E) ∩ (c
X
Z (K) − 1).
In other words, we put ci(F − E)XZ = Σ
min(d,i−1)
j=0 cj(E) ∩ ci−j
X
Z (K) for i > 0. The image of
c(F − E)XZ in CH
∗(X) is the difference c(F)− c(E) of Chern classes.
Lemma 3.14. Let X be a smooth scheme over k of dimension d, U an open dense subscheme
and D the complement X\U . We assume that D is a divisor with simple normal crossings of
X. Let j : U −→ X be the open immersion. Let {Di}i∈I be the irreducible components of D.
For a subset J ⊂ I, we put DJ :=
⋂
i∈J Di and BJ :=
⋃
i/∈J (DJ ∩Di). Let jJ : DJ−BJ −→ DJ
be the open immersion.
1. Then, we have
C0D(j!ΛU ) = −Σ
min(d,n)
r=1 Σ|J|=r,J⊆IC(jJ !ΛDJ−BJ )
in H0D(X,KX) where |I| = n.
2. We have
cd(Ω
1
X/k(logD)− Ω
1
X/k)
X
D ∩ [X ] = −Σ
min(d,n)
r=1 Σ|J|=r,J⊆I(−1)
rcd−r(Ω
1
DJ/k
(logBJ)) ∩ [DJ ]
in CH0(D).
Proof. The assertion 1 is easy. We omit a proof. We prove 2. We have an exact sequence
0 −→ Ω1X/k −→ Ω
1
X/k(logD) −→
⊕
i∈I
ODi −→ 0.
We put K :=
⊕
i∈I ODi . The above sequence induces equalities c(Ω
1
X/k(logD)−Ω
1
X/k)
X
D ∩ [X ] =
c(Ω1X/k)∩(c
X
D (K)−1)∩ [X ] = c(Ω
1
X/k)∩c
X
D (K)∩(1−c
X
D (K)
−1)∩ [X ] and (1−cXD(K)
−1)∩ [X ] =
−Σ
min(n,d)
r=1 ΣJ⊂I,|J|=r(−1)
r[DJ ]. Therefore we obtain an equality c(Ω
1
X/k(logD) − Ω
1
X/k)
X
D ∩
[X ] = −Σ
min(n,d)
r=1 (−1)
rΣJ⊂I,|J|=rc(Ω
1
X/k) ∩ c
X
D(K) ∩ [DJ ]. On the other hand, the following
equality holds c(ΩX/k) = c(Ω
1
X/k(logD))∩c
X
d (K)
−1. Hence we acquire c(Ω1X/k(logD)−Ω
1
X/k)
X
D∩
[X ] = −Σ
min(n,d)
r=1 (−1)
rΣJ⊂I,|J|=rc(Ω
1
X/k(logD)) ∩ [DJ ]. The assertion follows from an equality
c(Ω1X/k(logD)) ∩ [DJ ] = c(Ω
1
DJ/k
(logBJ)) ∩ [DJ ].
Corollary 3.15. Let the notation be as in Lemma 3.14 and F be a smooth Λ-sheaf on U which
is tamely ramified along D. Then, we have
C0D(j!F) = (−1)
d · rk(F) · cd(Ω
1
X/k(logD)− Ω
1
X/k)
X
D ∩ [X ]
in H0D(X,KX).
Proof. By Lemma 3.13 and the assumption that F is tamely ramified along D, we obtain an
equality C0D(j!F) − rk(F) · C
0
D(j!ΛU ) = 0. Therefore the assertion is reduced to an equality
C0D(j!ΛU ) = (−1)
d · cd(Ω
1
X/k(logD) − Ω
1
X/k)
X
D ∩ [X ]. By Lemma 3.14.1, the following equal-
ity holds C0D(j!ΛU ) = −Σ
min(d,n)
r=1 Σ|J|=r,J⊆IC(jJ !ΛDJ−BJ ) in H
0
D(X,KX). By [AS, Crollary
2.2.5.1], we acquire an equality C(jJ !ΛDJ−BJ ) = (−1)
d−rcd−r(Ω
1
DJ/k
(logBJ)) ∩ [DJ ]. Hence
the assertion follows from Lemma 3.14.2.
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3.3 Pull-back
In this subsection, we will prove the compatibility of the refined localized characteristic class
with pull-back. Let X and Y be schemes over k, U ⊆ X and V ⊆ Y open dense subschemes
smooth of dimension d over k, and S := X\U and T := Y \V the complements respectively.
We consider a cartesian diagram
V
jV //
f

Y
f¯

Too

U
j // X Soo
where f¯ : Y −→ X is a proper morphism and f : V −→ U is a finite flat morphism.
Let C ⊂ U × U be a closed subscheme purely of dimension d. Let C¯ be the closure of C in
X ×X , C′ ⊂ V × V the inverse image of C ⊂ U × U by f × f : V × V −→ U × U and C¯′ the
closure of C′ in Y ×Y . We also assume C = C¯∩ (X×U). Let jC : C −→ C¯ and jC′ : C′ −→ C¯′
denote the open immersions. We consider the following cartesian diagram
Y × Y \C¯′
g¯′ //

Y × Y
f¯×f¯

X ×X\C¯
g¯ // X ×X
where g¯ : X ×X\C¯ −→ X ×X and g¯′ : Y × Y \C¯′ −→ Y × Y are the open immersions.
Let F be a smooth Λ-sheaf on U and u a cohomological correspondence on C. We put FV
=f∗F on V, H¯ := RHom(pr∗2j!F , Rpr
!
1j!F) on X×X and H¯
′ := RHom(pr∗2jV !FV , Rpr
!
1jV !FV )
on Y × Y respectively.
We define a map
f¯∗(j!KU ⊗ δ
∗
XRg¯∗Λ) −→ jV !KV ⊗ δ
∗
YRg¯
′
∗Λ (3.9)
to be the composition of the following maps
f¯∗(j!KU ⊗ δ
∗
XRg¯∗Λ) −→ f¯
∗j!KU ⊗ δ
∗
YRg¯
′
∗Λ −→ jV !KV ⊗ δ
∗
YRg¯
′
∗Λ
where the first map is induced by the base change map (f¯× f¯)∗Rg¯∗Λ −→ Rg¯′∗Λ and the second
map is induced by an isomorphism f∗KU ≃ KV by the assumption that U, V are smooth schemes
of the same dimension. The map (3.9) induces the pull-back
f¯∗ : H0C¯∩S(X, j!KU ⊗ δ
∗
XRg¯∗Λ) −→ H
0
C¯′∩T (Y, jV !KV ⊗ δ
∗
YRg¯
′
∗Λ). (3.10)
Proposition 3.16. (Pull-back) Let the notation be as above. Then we have an equality
C0T,!(jV !FV , C¯
′, jC′ !(f × f)
∗u) = f¯∗C0S,!(j!F , C¯, jC !u)
in H0
C¯′∩T
(Y, jV !KV ⊗ δ
∗
Y Rg¯
′
∗Λ).
Proof. We consider the commutative diagram
H0
C¯′
(Y × Y, H¯′)
locY,C′,FV// H0
C¯′\C′
(Y × Y, H¯′ ⊗Rg¯′∗Λ)
e·δ∗Y // H0
C¯′∩T
(Y, jV !KV ⊗ δ
∗
Y Rg¯
′
∗Λ)
H0
C¯
(X ×X, H¯)
locX,C,F//
(f¯×f¯)∗
OO
H0
C¯\C
(X ×X, H¯ ⊗Rg¯∗Λ)
(f¯×f¯)∗
OO
e·δ∗X // H0
C¯∩S
(X, j!KU ⊗ δ∗XRg¯∗Λ).
f¯∗
OO
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The assertion follows from this commutative diagram, jC′ !(f × f)
∗u = (f¯ × f¯)∗(jC !u) by [AS,
in the proof of Proposition 2.1.9] and Definition 3.2.
We keep the same notation as above. Let δU : U −→ U × U denote the diagonal map. In
the following, we consider the case where C is the diagonal δU (U). Further, we assume that
f : V −→ U is a finite Galois e´tale morphism of Galois group G. Let u be an endomorphism of
F . Given σ ∈ G, let Γσ ⊂ V ×V be the graph of σ : V −→ V. Then we have V ×UV =
∐
σ∈G Γσ,
since f is a finite Galois e´tale morphism. Let Γ¯σ be the closure of Γσ in Y ×Y. Let jσ : Γσ −→ Γ¯σ
denote the open immersion. For σ ∈ G, let σ∗ : σ∗f∗F −→ f∗F be the canonical map. We
consider the composite f∗(u) ◦ σ∗ : σ∗f∗F −→ f∗F as a cohomological correspondence of f∗F
on the graph Γσ ⊂ V × V. We have the pull-back
f¯∗ : H0S(X, j!KU ) −→ H
0
T (Y, jV !KV ).
We assume that σ 6= 1. Let g¯′σ : Y × Y \Γ¯σ −→ Y × Y be the open immersion. Since the
graph Γσ is smooth over k and the intersection Γσ ∩ V in V × V is empty, we acquire the
following isomorphism by the long exact sequence (3.3) in the case where C = Γσ
H0Γ¯σ∩T (Y, jV !KV ) ≃ H
0
Γ¯σ∩T
(Y, jV !KV ⊗ δ
∗
YRg¯
′
σ∗Λ).
By this isomorphism, we obtain a class
C
00
T,!(jV !FV , Γ¯σ, jσ !(f
∗(u) ◦ σ∗)) := C0T,!(jV !FV , Γ¯σ, jσ !(f
∗(u) ◦ σ∗))− rk(FV ) · C
0
T,!(jV !ΛV , Γ¯σ, jσ !σ
∗)
in H0
Γ¯σ∩T
(Y, jV !KV ) ≃ H
0
Γ¯σ∩T
(Y, jV !KV ⊗ δ
∗
YRg¯
′
σ∗Λ). Note that the class C
0
T,!(jV !FV , Γ¯σ, jσ !
(f∗(u) ◦ σ∗)) is equal to the refined characteristic class C0! (jV !FV , Γ¯σ, jσ !(f
∗(u) ◦ σ∗)) recalled
in subsection 2.2 by Definition 3.2.
Corollary 3.17. Let the notation be as above. Further we assume that X,Y are smooth over
k. Then, we have an equality
f¯∗C00S,!(j!F , j!u) =
∑
σ∈G
C00T,!(jV !FV , Γ¯σ, jσ !(f
∗(u) ◦ σ∗))
in H0T (Y, jV !KV ).
Proof. By Proposition 3.16 and (f × f)∗u =
∑
σ∈G f
∗(u) ◦ σ∗ by [AS, the proof of Corollary
2.1.11], we obtain an equality
f¯∗C00S,!(j!F , j!u) =
∑
σ∈G
C00T,!(jV !FV , Γ¯σ, jσ !(f
∗(u) ◦ σ∗))
in H0T (Y, jV !KV ⊗ δ
∗
YRg¯
′
∗Λ). Since the canonical map H
0
T (Y, jV !KV ) −→ H
0
T (Y, jV !KV ⊗
δ∗YRg¯
′
∗Λ) is injective, the assertion follows from Definition 3.4.
4 Proof of the localized Abbes-Saito formula
In this section, we give a proof of the localized Abbes-Saito formula assuming the strong
resolution of singularities. Let X be a smooth scheme of dimension d over a perfect field k and
j : U −→ X be an open immersion with dense image. Let S denote the complement X\U.
We assume that l denotes a prime number invertible in k and E denotes a finite extension
of Ql. Let F be a smooth E-sheaf on U . Let E0 denote E ∩ Q(µp∞). The naive Swan class
Swnaive(F) ∈ CH0(S)E0 is defined in [KS, Definition 4.2.2] and recalled in [AS, subsection 3.2].
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Theorem 4.1. (the localized Abbes-Saito formula) Let the notation and the assumption be as
above. Further, we assume the strong resolution of singularities. Then we have
C00S (j!F) = −cl(Sw
naive(F))
in H0S(X,KX) where cl : CH0(S)E0 −→ H
0
S(X,KX) denotes the cycle class map.
Proof. Let O be the integer ring of E and λ the maximal ideal of O. For a constructible E-sheaf
F on X , FO denotes an O-lattice and Fn denotes the reduction FO⊗OO/λn. We put F¯ = F1.
We take the following cartesian diagram
V
jV //
f

Y
f¯

Doo

U
j // X Soo
where f is a finite Galois e´tale morphism of Galois group G that trivializes the reduction F¯
and f¯ : Y −→ X is a proper morphism. Since we assume the strong resolution of singularities,
we may assume that Y is smooth over k and D =
⋃
i∈I Di ⊂ Y is a divisor with simple normal
crossings. We put FV := f∗F on V.
By Corollary 3.17, we have
f¯∗C00S (j!F) =
∑
σ∈G
C00D (jV !FV , Γ¯σ, jσ !σ
∗) (4.1)
in H0D(Y,KY ). Since we assume the strong resolution of singularities, the condition in [AS,
Theorem 3.3.1] is satisfied. Therefore we obtain an equality
C(jV !FV , Γ¯σ, jσ !σ
∗) = −sV/U (σ)Tr
Br(σ : M¯)
in H0
Γ¯σ∩Y
(Y,KY ) for σ 6= 1 by loc. cit. Since we have Γ¯σ ∩Y = Γ¯σ ∩D for σ 6= 1, the canonical
map H0
Γ¯σ∩D
(Y,KY ) −→ H
0
Γ¯σ∩Y
(Y,KY ) is an isomorphism. By this isomorphism and Definition
3.2, we understand the following equalities
C0D(jV !FV , Γ¯σ, jσ!σ
∗) = C(jV !FV , Γ¯σ, jσ !σ
∗) = −sV/U (σ)Tr
Br(σ : M¯) (4.2)
in H0
Γ¯σ∩Y
(Y,KY ) = H
0
Γ¯σ∩D
(Y,KY ) where C
0
D(jV !FV , Γ¯σ, jσ !σ
∗) denotes the image of the class
C0D,!(jV !FV , Γ¯σ, jσ !σ
∗) under the canonical map H0
Γ¯σ∩D
(Y, jV !KV ) −→ H
0
Γ¯σ∩D
(Y,KY ). By
(4.1), Lemma 3.13 (Here we use the strong resolution of singularities.) and (4.2), we acquire
equalities
f¯∗C00S (j!F) =
∑
σ∈G
C00D (jV !FV , Γ¯σ, jσ!σ
∗) =
∑
σ∈G,σ 6=1
−sV/U (σ)(Tr
Br(σ : M¯)− rk(F))
in H0D(Y,KY ). Since we have
∑
σ∈G sV/U (σ) = 0, the following equality holds
f¯∗C00S (j!F) =
∑
σ∈G
−sV/U (σ)Tr
Br(σ : M¯).
Applying the functor f¯∗, we obtain
|G| · C00S (j!F) =
∑
σ∈G
−f¯∗sV/U (σ)Tr
Br(σ : M¯) = −|G| · Swnaive(F).
Hence we have proved the required assertion.
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Remark 4.2. Let the notation be as in Definition 3.11. We expect that the following equality
C log,00S (j!F) = −cl(Sw
naive(F)) holds in H0S(X,KX). However we do not know a proof. In the
case where F is a sheaf of rank 1 which is clean with respect to the boundary, we prove this
equality in [T, Corollary 3.10].
Remark 4.3. Without assuming that X is smooth over k, we will define the localized char-
acteristic class C0S(j!F) ∈ H
0
S(X,KX) in Definition 5.10 and prove the equality C
00
S (j!F) =
−cl(Swnaive(F)) in Corollary 5.11.
5 Kato-Saito conductor formula in characteristic p > 0
In this section, we will prove the compatibility of the (logarithmic) localized characteristic class
with proper push-forward. This is a localized version of the Lefschetz-Verdier trace formula. As
a corollary, we will prove the Kato-Saito conductor formula in characteristic p > 0. Originally
the Kato-Saito conductor formula calculates the Swan conductor of a Galois representation
which appears when we consider an ℓ-adic sheaf on a proper smooth curve over a discrete
valuation field by the 0-cycle class (Kato 0-cycle class defined in [K2] for a sheaf of rank 1 or
Swan class) on the boundary which is produced by the wild ramification of the ℓ-adic sheaf.
We prove the compatibility of the logarithmic localized characteristic class of a smooth Λ-
sheaf with proper push-forward. Let the notation be as in Lemma 3.10. We write φ for the
projection f : (X × X)′ −→ X × X in this section. Moreover let Z be a smooth scheme of
dimension e, W an open subscheme of Z. Let δZ : Z −→ Z×Z and δW :W −→W ×W be the
diagonal closed immersions, and gZ : Z × Z\δZ(Z) −→ Z × Z and gW : W ×W\δW (W ) −→
W ×W the open immersions. We consider a commutative diagram
U
j′ //
fU   A
A
A
A
A
A
A
A
V
jV //
f

X
f¯

S

oo
W
jW // Z Too
where the squares are cartesian, f : V −→ W is a proper smooth morphism and f¯ : X −→ Z
is a proper morphism.
We consider the following cartesian diagram
X ′′ //

(X ×X)′
φ

(X ×X)′\X ′′
g′′oo

X ×Z X //

X ×X
f¯×f¯

X ×X\X ×Z Xoo

Z
δZ // Z × Z Z × Z\δZ(Z).
gZoo
where g′′ : (X × X)′\X ′′ −→ (X × X)′ is the open immersion. Let V ′′ be the intersection
X ′′∩(V ×V )′ in (X×X)′, and i′′V : V
′′ −→ (V ×V )′ the closed immersion. Let h¯ : (X×X)′ −→
Z × Z denote the projection. We have X ′ ⊂ X ′′ and V ′′ is a smooth scheme of codimension e
in (V × V )′ since the projection h : (V × V )′ −→W ×W is a smooth morphism. We consider
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the cartesian diagram
V ′′
i′′V //
hW

(V × V )′
h

(V × V )′\V ′′
g′′Voo

W
δW // W ×W W ×W\W
gWoo
(5.1)
where g′′V and gW are the open immersions, and h and hW are the projections.
We define a map
Rf¯∗(jV !KV ⊗ δ
′∗Rg′∗Λ) −→ jW !KW ⊗ δ
∗
ZRgZ∗Λ. (5.2)
By the smooth base change theorem and the projection formula, we acquire isomorphisms
jW !Rf∗(KV ⊗ δ
′∗
VRg
′′
V ∗Λ) ≃ jW !Rf∗(KV ⊗ f
∗δ∗WRgW ∗Λ) ≃ jW !Rf∗KV ⊗ δ
∗
ZRgZ∗Λ.
Therefore we obtain an isomorphism
Rf¯∗jV !KV ⊗ δ
∗
ZRgZ∗Λ ≃ Rf¯∗(jV !KV ⊗ δ
′∗Rg′′∗Λ). (5.3)
We define the map (5.2) to be the composite of the following maps
Rf¯∗(jV !KV ⊗ δ
′∗
Rg
′
∗Λ) −→ Rf¯∗(jV !KV ⊗ δ
′∗
Rg
′′
∗Λ) ≃ Rf¯∗jV !KV ⊗ δ
∗
ZRgZ∗Λ −→ jW !KW ⊗ δ
∗
ZRgZ∗Λ
where the first map is induced by the canonical map Rg′∗Λ −→ Rg
′′
∗Λ and the second isomor-
phism is (5.3) and the third map is induced by the proper push-forward Rf∗KV −→ KW . Then
the map (5.2) induces the proper push-forward
f¯∗ : H
0
S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) −→ H
0
T (Z, jW !KW ⊗ δ
∗
ZRgZ∗Λ). (5.4)
Lemma 5.1. The canonical map
H0X′′\V ′′((X ×X)
′, H¯′ ⊗Rg′′∗Λ) −→ H
0
X′′((X ×X)
′, H¯′ ⊗Rg′′∗Λ)
is an isomorphism.
Proof. It suffices to show that HiV ′′((V × V )
′, H¯′V ⊗ Rg′′V ∗Λ) = 0 for all i by the local-
ization sequence. By the proper base change theorem and the cartesian diagram (5.1), we
acquire an isomorphism HiV ′′((V × V )
′, H¯′V ⊗ Rg′′V ∗Λ) ≃ H
i(W,Rδ!WRh∗(H¯
′
V ⊗ Rg′′V ∗Λ)).
We put HW := RHom(pr∗2RfU !F , Rpr
!
1RfU !F) on W ×W. We write φV for the projection
fV : (V ×V )′ −→ V × V in subsection 3.3. The isomorphism RφV ∗H¯
′
V ≃ H¯V by [AS, Lemma
2.2.4] and the Kunneth formula induce an isomorphism Rh∗H¯′V ≃ HW . Since we have an iso-
morphism h∗RgW ∗Λ ≃ Rg
′′
V ∗Λ by the smooth base change theorem, we acquire an isomorphism
Rh∗(H¯′V ⊗ Rg′′V ∗Λ) ≃ HW ⊗ RgW ∗Λ by the projection formula. Since R
qfU !F is a smooth
sheaf on W for all q, we obtain the following vanishing Hi(W,Rδ!WRh∗(H¯
′
V ⊗ Rg′′V ∗Λ)) ≃
Hi(W,Rδ!W (HW ⊗ RgW ∗Λ)) = 0 again by the projection formula. Hence we have proved the
required assertion.
Theorem 5.2. (localized Lefschetz-Verdier trace formula) Let the notation and the assumption
be as above. Then we have an equality
f¯∗C
log,0
S (j!F) = C
0
T (jW !RfU !F)
in H0T (Z,KZ).
19
Proof. We prove the assertion by a similar method to the one in [Gr,The´ore`me 4.4]. We put
H¯Z := RHom(pr∗2jW !RfU !F , Rpr
!
1jW !RfU !F) on Z ×Z. By Lemma 3.7 and the Kunneth for-
mula, we have an isomorphism Rh¯∗H¯′ ≃ H¯Z . We consider the following commutative diagram
φ∗idj!F ∈ H
0
X′((X ×X)
′, H¯′) //
can.

H0X′((X ×X)
′, H¯′ ⊗Rg′∗Λ)
can.

H0X′′((X ×X)
′, H¯′) // H0X′′((X ×X)
′, H¯′ ⊗Rg′′∗Λ)
(5.5)
H0X′\V ′((X ×X)
′, H¯′ ⊗Rg′∗Λ)
Lemma3.8
inj.
oo
can.

e′·δ′∗ // H0S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) ∋ C
log,0
S (j!F)
can.

H0X′′\V ′′((X ×X)
′, H¯′ ⊗Rg′′∗Λ)≃
Lemma5.1oo e
′·δ′∗ // H0S(X, jV !KV ⊗ δ
′∗Rg′′∗Λ) ∋ e
′δ′
∗
φ∗(idj!F )
′′.
We denote by e′δ′
∗
φ∗(idj!F)
′′ the image of the element φ∗idj!F in H
0
X′′((X ×X)
′, H¯′) by the
composite of the maps in the lower line in the above diagram. By the above commutative
diagram, Lemma 3.9 and Definition 3.11, we obtain an equality
C log,0S (j!F) = e
′δ′
∗
φ∗(idj!F)
′′ (5.6)
in H0S(X, jV !KV ⊗ δ
′∗Rg′′∗Λ) where we denote by the same letter C
log,0
S (j!F) the image of
C log,0S (j!F) ∈ H
0
S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) by the canonical map H
0
S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) −→
H0S(X, jV !KV ⊗ δ
′∗Rg′′∗Λ).
We consider the following commutative diagram
H0X′′((X ×X)
′, H¯′)
(0) //
h¯∗≃

H0X′′\V ′′((X ×X)
′, H¯′ ⊗Rg′′∗Λ)
h¯∗≃

e′·δ′∗ // H0S(X, jV !KV ⊗ δ
′∗Rg′′∗Λ)
f¯∗≃

H0Z(Z × Z, H¯Z)
(1) //
(2) **UUU
UU
UU
UU
UU
UU
UU
UU
H0Z\W (Z × Z,Rh¯∗(H¯
′ ⊗Rg′′∗Λ))
(1)′ // H0T (Z,Rf¯∗(jV !KV ⊗ δ
′∗Rg′′∗Λ))
H0Z\W (Z × Z, H¯Z ⊗RgZ∗Λ)
(2)′′
OO
(2)′ //
(3)′ ++WWWW
WWW
WWW
WWW
WWW
WWW
W
H0T (Z,Rf¯∗jV !KV ⊗ δ
∗
ZRgZ∗Λ)
≃(5.3)
OO
can.

H0T (Z, jW !KW ⊗ δ
∗
ZRgZ∗Λ).
(5.7)
We explain the maps and the commutativities in the above diagram. The commutativities
except for the bottom one follow from definitions of the maps immediately.
(0): This map is the composite of the first two maps in the lower line in the diagram (5.5).
(1): The adjoint map h¯∗H¯Z −→ H¯′ of the isomorphism H¯Z −→ Rh¯∗H¯′ and the canonical map
Λ −→ Rg′′∗Λ induce a map h¯
∗H¯Z −→ H¯′ ⊗ Rg
′′
∗Λ. The adjoint H¯Z −→ Rh¯∗(H¯
′ ⊗ Rg′′∗Λ) of
this map induces a map H0Z(Z × Z, H¯Z) −→ H
0
Z(Z × Z,Rh¯∗(H¯
′ ⊗ Rg′′∗Λ)). By Lemma 5.1,
the canonical map H0Z\W (Z × Z,Rh¯∗(H¯
′ ⊗ Rg′′∗Λ)) −→ H
0
Z(Z × Z,Rh¯∗(H¯
′ ⊗ Rg′′∗Λ)) is an
isomorphism. The map (1) is the composition of these maps.
(1)′: The base change map δ∗ZRh¯∗ −→ Rf¯∗δ
′∗ induces a map δ∗ZRh¯∗(H¯
′⊗Rg′′∗Λ) −→ Rf¯∗(δ
′∗H¯′⊗
δ′
∗
Rg′′∗Λ). The evaluation map (3.7) induces a map Rf¯∗(δ
′∗H¯′ ⊗ δ′∗Rg′′∗Λ) −→ Rf¯∗(jV !KV ⊗
δ′
∗
Rg′′∗Λ). We define (1)
′ to be the composite of these two maps. By these definitions, the
commutativities in the first line in the diagram are clear.
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(2): This map is the map locZ,W,RfU !F : H
0
Z(Z × Z, H¯Z) −→ H
0
Z(Z × Z, H¯Z ⊗ RgZ∗Λ) ≃
H0Z\W (Z × Z, H¯Z ⊗RgZ∗Λ). (c.f. (3.2).)
(2)′: The isomorphism Rh¯∗H¯′ ≃ H¯Z and the base change map δ∗ZRh¯∗ −→ Rf¯∗δ
′∗ induce a
map δ∗ZH¯Z ⊗ δ
∗
ZRgZ∗Λ −→ Rf¯∗δ
′∗H¯′ ⊗ δ∗ZRgZ∗Λ. The evaluation map (3.7) induces a map
Rf¯∗δ
′∗H¯′ ⊗ δ∗ZRgZ∗Λ −→ Rf¯∗jV !KV ⊗ RgZ∗Λ. We define (2)
′ to be the composite of these
maps.
(2)′′: The map h¯∗H¯Z −→ H¯′ and the base change map h¯∗RgZ∗Λ −→ Rg
′′
∗Λ induce a map
h¯∗(H¯Z ⊗ RgZ∗Λ) −→ H¯
′ ⊗ Rg′′∗Λ. The map (2)
′′ is induced by the adjoint of this map. By
these descriptions and the definition of the map (5.3), the commutativities in the second line
in the diagram (5.7) follow.
(3)′: This map is induced by the pull-back by δZ and the usual evaluation map δ
∗
ZH¯Z −→
jW !KW for RfU !F . The right bottom commutativity is a consequence of the compatibility of
evaluation maps with proper push-forward which is proved in [Gr,The´ore`me 4.4. (4.4.4)].
We consider the following commutative diagram
φ∗idj!F ∈ H
0
X′′((X ×X)
′, H¯′)
φ∗
≃
//
≃h¯∗

H0X×ZX(X ×X, H¯) ∋ idj!F
≃
(f¯×f¯)∗sshhhhh
hhh
hhh
hhh
hhh
hh
idjW !RfU !F ∈ H
0
Z(Z × Z, H¯Z).
By this diagram, an equality (f¯ × f¯)∗idj!F = idjW !RfU !F which is a consequence of the com-
patibility of the cohomological correspondence with proper push-forward and φ∗φ
∗ = id, we
obtain an equality
h¯∗φ
∗idj!F = idjW !RfU !F . (5.8)
We consider the following commutative diagram
H0S(X, jV !KV ⊗ δ
′∗Rg′∗Λ)
can. //
f¯∗

H0S(X,KX ⊗ δ
′∗Rg′∗Λ) ≃ H
0
S(X,KX)
f¯∗

H0T (Z, jW !KW ⊗ δ
∗
ZRgZ∗Λ)
can. // H0T (Z,KZ ⊗ δ
∗
ZRgZ∗Λ) ≃ H
0
T (Z,KZ)
(5.9)
where the left vertical arrow is the proper push-forward (5.4) and the right vertical arrow
f¯∗ : H
0
S(X,KX) −→ H
0
T (Z,KZ) is the usual proper push-forward. Clearly the composite
H0S(X, jV !KV ⊗ δ
′∗Rg′∗Λ) −→ H
0
T (Z, jW !KW ⊗ δ
∗
ZRgZ∗Λ) of the right vertical arrows in the
diagram (5.7) is equal to the map f¯∗ : H
0
S(X, jV !KV ⊗δ
′∗Rg′∗Λ) −→ H
0
T (Z, jW !KW ⊗δ
∗
ZRgZ∗Λ)
in the diagram (5.9). The localized characteristic class C0T (jW !RfU !F) is the image of the
cohomological correspondence idjW !RfU !F by the composite of the maps (2) and (3)
′ in the
diagram (5.7) by Definition 3.2. Hence the assertion follows from the equalities (5.6) and (5.8),
and the commutative diagrams (5.7) and (5.9).
Corollary 5.3. Let the notation and the assumption be as in Theorem 5.2. Then we have an
equality
f¯∗C
log,00
S (j!F) = C
00
T (jW !RfU !F)− rk(F) · C
00
T (jW !RfU !ΛU )
in H0T (Z,KZ).
Proof. By Theorem 5.2, we have equalities f¯∗C
log,0
S (j!F) = C
0
T (jW !RfU !F) and f¯∗C
log,0
S (j!ΛU ) =
C0T (jW !RfU !ΛU ). Hence the assertion follows from an equality rk(RfU !F) = rk(F)·rk(RfU !ΛU ).
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Corollary 5.4. Let the notation be as in Theorem 5.2. Further we assume that k is a perfect
field, that D ∪ S is a divisor with simple normal crossings, that dim Z ≤ 2 and that F is
a smooth E-sheaf of rank 1 which is clean with respect to the boundary where E is a finite
extension of Ql and l is invertible in k. Then we have
−f¯∗cF = Sw
naive(RfU !F)− rk(F) · Sw
naive(RfU !ΛU )
in H0T (Z,KZ) where cF ∈ CH0(S) is the Kato 0-cycle class defined by K. Kato in [K1] and
[K2], and recalled in [AS, Section 4].
Proof. We prove an equality −cF = C
log,00
S (j!F) in H
0
S(X,KX) in [T, Corollary 3.10]. By this
equality, Theorem 4.1 and Corollary 5.3, the assertion follows.
Remark 5.5. Let the notation be as in Corollary 5.4. If we assume the strong resolution of
singularities, the equality
−f¯∗cF = Sw
naive(RfU !F)− rk(F) · Sw
naive(RfU !ΛU )
in H0T (Z,KZ) holds for any dimensional scheme Z.
We prove the compatibility of the localized characteristic class of a smooth Λ-adic sheaf
with a cohomological correspondence with proper push-forward. Let X and Y be schemes over
k and U ⊆ X and V ⊆ Y open dense subschemes smooth over k respectively. Let jV : V −→ Y
and j : U −→ X denote the open immersions, and T := Y \V and S := X\U the complements
respectively. Let δX : X −→ X×X, δY : Y −→ Y ×Y , δV : V −→ V ×V and δU : U −→ U×U
be the diagonal closed immersions. We consider a cartesian diagram
V
jV //
f

Y
f¯

Too

U
j // X Soo
where f¯ : Y −→ X is a proper morphism and f : V −→ U is a proper smooth morphism.
Let C and C′ be closed subschemes of U ×U and V × V respectively. Let C¯ be the closure
of C in X×X and C¯′ the closure of C′ in Y ×Y respectively. We assume that (f × f)(C′) ⊂ C
and C = (X × U) ∩ C¯ and C′ = (Y × V ) ∩ C¯′. Let C′′ denote the inverse (f × f)−1(C) and
C¯′′ the closure of C′′ in Y × Y . Let jC : C −→ C¯ and jC′ : C′ −→ C¯′ be the open immersions.
We consider the following cartesian diagram
C¯′ //
@
@
@
@
@
@
@
@
C¯′′
c¯′′ //

Y × Y
f¯×f¯

Y × Y \C¯′′
gC¯′′oo

C¯
c¯ // X ×X X ×X\C¯
gC¯oo
where gC¯ : X ×X\C¯ −→ X ×X and gC¯′′ : Y × Y \C¯
′′ −→ Y × Y are the open immersions and
the squares are cartesian. Similarly gC : U × U\C −→ U × U, gC′ : V × V \C′ −→ V × V and
gC¯′ : Y × Y \C¯
′ −→ Y × Y denote the open immersions. Let h : C′ −→ C be the projection.
Let F be a smooth Λ-sheaf on V . Since f is a proper smooth morphism, the sheaves
Rqf∗F are smooth for all q. Let u′ be a cohomological correspondence of F on C′. We put
H¯ := RHom(pr∗2j!Rf∗F , Rpr
!
1j!Rf∗F) on X × X and H¯
′ := RHom(pr∗2jV !F , Rpr
!
1jV !F) on
Y × Y respectively.
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We define a map in the same way as (5.2)
Rf¯∗(jV !KV ⊗ δ
∗
YRgC¯′∗Λ) −→ j!KU ⊗ δ
∗
XRgC¯∗Λ (5.10)
to be the composite of the following maps
Rf¯∗(jV !KV ⊗ δ
∗
Y RgC¯′∗Λ) −→ Rf¯∗(jV !KV ⊗ δ
∗
Y RgC¯′′∗Λ) ≃ Rf¯∗jV !(KV ⊗ δ
∗
VRgC′′∗Λ)
≃ Rf¯∗jV !KV ⊗ δ
∗
XRgC¯∗Λ −→ j!KU ⊗ δ
∗
XRgC¯∗Λ.
The first map is induced by the canonical map RgC¯′∗Λ −→ RgC¯′′∗Λ. The second isomorphism
is induced by the projection formula. The third isomorphism follows from the smooth base
change theorem. The fourth map is induced by the proper push-forward Rf¯∗jV !KV −→ j!KU .
The map (5.10) induces the proper push-forward
f¯∗ : H
0
C¯′∩T (Y, jV !KV ⊗ δ
∗
Y RgC¯′∗Λ) −→ H
0
C¯∩S(X, j!KU ⊗ δ
∗
XRgC¯∗Λ). (5.11)
Proposition 5.6. Let the notation and the assumption be as above. Then we have
f¯∗C
0
T,!(jV !F , C¯
′, jC′ !u
′) = C0S,!(j!Rf∗F , C¯, jC !h∗u
′)
in H0
C¯∩S
(X, j!KU ⊗ δ∗XRgC¯∗Λ).
Proof. We prove this formula in the same way as Theorem 5.3. We omit a proof.
We keep the same notation as above. In the following, we consider the case where C = δU (U)
and C′ = δV (V ) are the diagonals and u
′ = idF . We assume that X,Y are smooth over k. We
have the proper push-forward f¯∗ : H
0
T (Y, jV !KV ) −→ H
0
S(X, j!KU ).
Corollary 5.7. Let the notation and the assumption be as above.
1. We have
f¯∗C
00
T,!(jV !F) = C
00
S,!(j!Rf∗F)− rk(F) · C
00
S,!(j!Rf∗ΛV )
in H0S(X, j!KU ).
2. We keep the same notation as in 1. Then we have an equality
f¯∗C
00
T (jV !F) = C
00
S (j!Rf∗F)− rk(F) · C
00
S (j!Rf∗ΛV )
in H0S(X,KX).
Proof. 1. We consider the commutative diagram
H0T (Y, jV !KV )
//
f¯∗

H0T (Y, jV !KV ⊗ δ
∗
YRgY ∗Λ)
f¯∗

H0S(X, j!KU )
// H0S(X, j!KU ⊗ δ
∗
XRgX∗Λ)
where the right vertical arrow is the map (5.11) in the case where C = δU (U) and C
′ = δV (V )
are the diagonals. Since the canonical map H0S(X, j!KU ) −→ H
0
S(X, j!KU ⊗ δ
∗
XRgX∗Λ) is
injective, we may regard the equality as an equality in H0S(X, j!KU ⊗ δ
∗
XRgX∗Λ). Hence the
assertion follows from Proposition 5.6 and Lemma 3.3.
2. The assertion follows from 1 and Remark 3.5 immediately.
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Corollary 5.8. (Kato-Saito conductor formula in characteristic p > 0) Let the notation be as
in Corollary 5.7. We assume that k is a perfect field, that E denotes a finite extension of Ql
and that F is a smooth E-sheaf and the strong resolution of singularities. Then we have an
equality
−f¯∗Sw
naive(F) = Swnaive(Rf∗F)− rk(F) · Sw
naive(Rf∗E)
in H0S(X,KX).
Proof. This follows from Theorem 4.1 and Corollary 5.7.2.
Let X be a scheme and U ⊂ X an open dense subscheme smooth of dimension d over k.
Let S be the complement X\U. Let j : U −→ X denote the open immersion.
Let F denote a smooth Λ-sheaf on U. Assuming the strong resolution of singularities,
we define the localized characteristic class C0S(j!F) ∈ H
0
S(X,KX) and prove the equality
C00S (j!F) = −cl(Sw
naive(F)) in H0S(X,KX). Let f : X
′ −→ X be a desingularization pre-
serving the open subscheme U by the assumption of the strong resolution of singularities.
Let j′ : U −→ X ′ denote the open immersion and S′ the complement X ′\U. We denote by
C0X′(j!F) ∈ H
0
S(X,KX) the image of the localized characteristic class C
0
S′(j
′
!F) ∈ H
0
S′(X
′,KX′)
in Remark 3.5 by the proper push-forward f∗ : H
0
S′(X
′,KX′) −→ H0S(X,KX).
Corollary 5.9. Let the notation be as above. We consider two desingularizations X ′ −→ X
and X ′′ −→ X preserving the open subscheme U. Then we have an equality
C0X′(j!F) = C
0
X′′(j!F)
in H0S(X,KX).
Proof. We take a smooth model X˜ −→ X ′ ×X X ′′ preserving U by the strong resolution of
singularities. We consider the following cartesian diagram
U
id

ej // X˜
π

U
j′ // X ′
where the right vertical arrow is the canonical projection. Let S˜ denote the complement X˜\U.
It suffices to show π∗C
0
eS
(j˜!F) = C0S′(j
′
!F) in H
0
S′(X
′,KX′). This equality follows immediately
from Corollary 5.7.2. Hence the required assertion follows.
Definition 5.10. Let the notation be as in Corollary 5.9. We take a smooth model f : X ′ −→
X preserving U. We put C0S(j!F) := C
0
X′(j!F) ∈ H
0
S(X,KX). This class is independent of a
choice of a smooth model f : X ′ −→ X by Corollary 5.9. We call it the localized characteristic
class of j!F . Further we put C
00
S (j!F) := C
0
S(j!F)− rk(F) · C
0
S(j!Λ) ∈ H
0
S(X,KX).
Corollary 5.11. Let the notation be as in Theorem 4.1. We do not assume that X is smooth
over k. Then we have
C00S (j!F) = −cl(Sw
naive(F))
in H0S(X,KX) where the left hand side is the localized characteristic class defined in Definition
5.10.
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Proof. We take a smooth model f : X ′ −→ X preserving U by the strong resolution of sin-
gularities. We denote by SwnaiveX′ (F) ∈ CH0(S
′)E0 the naive Swan class of F with respect to
(U,X ′). We have an equality f∗Sw
naive
X′ (F) = Sw
naive(F) in CH0(S)E0 . By Definition 5.10 and
Theorem 4.1, we acquire the following equalities
C00S (j!F) = f∗C
00
S′ (j
′
!F) = −f∗cl(Sw
naive
X′ (F)) = −cl(Sw
naive(F))
in H0S(X,KX). Hence the assertion follows.
Corollary 5.12. Let the notation be as in Corollary 5.7. Moreover, we assume the strong
resolution of singularities and that f is a finite e´tale morphism. Let dlogV/U ∈ CH0(S) ⊗ Q be
the wild discriminant of V over U defined in ([KS, Definition 4.3.1]). We have
f¯∗C
00
T (jV !F) = C
00
S (j!f∗F) + rk(F) · cl(d
log
V/U )
in H0S(X,KX).
Proof. By Corollary 5.7.2, we obtain an equality f¯∗C
00
T (jV !F) = C
00
S (j!f∗F)−rk(F)·C
00
S (j!f∗ΛV ).
By Theorem 4.1, we acquire C00S (j!f∗ΛV ) = −cl(Sw(f∗ΛV )). By the definition of the Swan class,
we have Sw(f∗ΛV ) = d
log
V/U . Hence the following equalities hold
f¯∗C
00
T (jV !F) = C
00
S (j!f∗F)− rk(F) · C
00
S (j!f∗ΛV )
= C00S (j!f∗F) + rk(F) · cl(d
log
V/U ).
Thus the assertion follows.
References
[AS] A. Abbes and T. Saito, The characteristic class and ramification of an ℓ-adic e´tale sheaf,
Invent. math. 168,(2007), 567-612.
[Fu] W. Fulton, Intersection theory, 2nd ed. Ergeb. der Math. und ihrer Grenz. 3. Folge.2
Springer-Verlag, Berlin(1998).
[Gr] A. Grothendieck, re´dige´ par L. Illusie, Formule de Lefschetz, expose´ III, SGA 5, LNM
589. Exp. X, Springer (1977), 372-406.
[K1] K. Kato, Swan conductors for characters of degree one in the imperfect residue field
case, Algebraic K-Theory and algebraic number theory(Honolulu, HI, 1987), Comtemp.
Math.,vol. 83, Am. Math. Soc., Providence, RI(1989), 110-131.
[K2] K. Kato, Class field theory, D-modules and ramification of higher dimensional schemes,
Part I, American J. of Math., 116, (1994), 757-784.
[KS] K. Kato and T. Saito, Ramification theory of schemes over a perfect field, Ann. of Math.
168,(2008), 33-96.
[S] T. Saito, Wild ramification and the characteristic cycle of an ℓ-adic sheaf, Journal of the
Inst. of Math. Jussieu, (2009), 1-61.
[T] T. Tsushima, On localizations of the characteristic classes of ℓ-adic sheaves of rank 1, to
appear in RIMS Kokyuroku Bessatsu.
25
