Abstract. We present a convergence analysis for exponential splitting methods applied to linear evolution equations. Our main result states that the classical order of the splitting method is retained in a setting of unbounded operators, without requiring any additional order condition. This is achieved by basing the analysis on the abstract framework of (semi)groups. The convergence analysis also includes generalizations to splittings consisting of more than two operators, and to variable time steps. We conclude by illustrating that the abstract results are applicable in the context of the Schrödinger equation with an external magnetic field or with an unbounded potential.
Introduction
In this paper, we are concerned with approximating the solution of the linear evolution equation The numerical solution after one step of size h ∈ R is defined by Su 0 , and it approximates the exact solution u(h) = e hL u 0 of the problem. The idea behind the splitting approach is that the action of the individual flows e hA and e hB on a vector can be computed more efficiently than the corresponding quantity e hL u 0 . This is, for example, the case for the Schrödinger equation with an external magnetic field b(x) = ∇ × a(x) and a real potential W (x).
The real coefficients γ j and δ j in (1.2) are chosen in such a way that the method has classical order p. This is achieved by formally expanding S and e hL into Taylor series in h and comparing the terms in the expansion up to order p. As long as the remainders of these Taylor expansions stay moderately bounded, this concept serves as a foundation of an error analysis. In the present study, we strive further and develop a rigorous framework that enables the derivation of optimal convergence orders even for unbounded operators.
Splitting methods currently constitute a very active field. Recent surveys are given in the monograph [7] and the article [13] . There, convergence results are presented for the nonstiff situation with bounded operators. For unbounded operators, however, there still lacks a general convergence theory that yields optimal convergence orders. For a brief overview of the partial results connected to the special applications we refer to the following studies: Hyperbolic problems [2, 11, 16] , parabolic problems [4, 8, 9] , and Schrödinger equations [10, 12, 18] .
The outline of our paper is as follows: In Section 2, we introduce the employed framework of C 0 groups and we present our main result. It states that, under standard regularity assumptions, the classical order of the splitting method is retained in the stiff case, without requiring any additional order condition. The crucial step for conducting the proof is to derive a suitable consistency for unbounded operators. This is achieved in Section 3. Generalizations to splittings involving more than two operators, to variable step sizes and to semigroups are given in Section 4. Two applications of our setting are given in Section 5. There we treat the Schrödinger equation, once with an external magnetic field and once with the harmonic potential.
Analytic framework and convergence
Throughout the paper, X will denote an arbitrary (complex) Banach space with norm · . The corresponding operator norm will also be referred to as · . Furthermore, p denotes the classical order of this splitting method, D(F ) denotes the domain of an operator F in X, and C will be a generic constant which assumes different values at different occurrences. Our analysis is built on the following two assumptions. We refer to [14] for an introduction to the theory of C 0 groups. For splitting methods with positive coefficients, the above assumption can be weakened to include parabolic problems. This extension will be discussed in Section 4 below.
In our analysis, we will frequently encounter compositions of the operators A and B that consist of exactly k factors. We will denote such terms generically by E k . For instance,
Next, we state our regularity assumption on the exact solution. Assumption 2.2. All expressions of the form E p+1 u(t) are uniformly bounded on the interval −T ≤ t ≤ T for some T > 0.
In our examples below, we will verify this assumption by identifying an appropriate subspace U ⊆ D(L p+1 ) of initial values such that E p+1 e tL : U → X is well defined and E p+1 e tL u 0 is uniformly bounded in t ∈ [−T, T ] for any u 0 ∈ U. We are now in the position to state the main result of our paper. The theorem below states that, under an appropriate regularity assumption, any exponential splitting method of classical order p will retain its order in the present framework of unbounded operators. 
where the constant C can be chosen uniformly on bounded time intervals and, in particular, independent of n and h.
Proof. By applying the telescopic identity we obtain
Assumption 2.1 yields at once the stability bound S ≤ e cω|h| , with a constant c that only depends on the coefficients of the method. If we assume, for the time being, that the consistency bound
is valid, then the sought after error bound follows from
The desired consistency bound (2.1) will be derived in the next section.
Consistency proof
One of the main difficulties when proving convergence of splitting schemes in the context of unbounded operators is to establish a suitable consistency. We will present here a general methodology to derive consistency bounds of the form (2.1) for splittings of arbitrary order.
We start by introducing some useful notation and terminology. For a linear operator F : D(F ) ⊆ X → X generating a C 0 group and a scalar h ∈ R, we define the (possibly unbounded) operator f = hF , and the bounded operators ϕ 0 = e f and
Henceforth, we will always denote these bounded operators by the corresponding greek letters. From this definition it is straightforward to prove the recurrence relation
This relation will be a key tool for our analysis. An immediate implication is that the operator fϕ k : X → X is bounded for all k ≥ 1, and as F is densely defined on X one also obtains that the commutation
is well defined on the whole space X. Hence, ϕ k f : X → X, with k ≥ 1, is a bounded operator as well.
With the syntax at hand, we define a = γhA, b = δhB, and = hL, for γ, δ ∈ R, and the corresponding operators α k , β k , λ k . When required, we also use the more precise notation
The related operators are then denoted by α
k . Via the recurrence relation (3.1), we derive the following algebraic relations which we collect for later use.
Lemma 3.1. For k ≥ 1, the following assertions hold:
Proof. This follows at once from (3.1) by expressing the identity from the corresponding relation for k = 0, i.e. I = α 0 − α 1 a in the first assertion.
Lemma 3.2.
For m ≥ 0 and k ≥ 1, the following assertions hold:
Proof. The first assertion follows from (3.1) and the identities
, and the second one is proven in the same way. 
Proof. This identity follows by a simple induction argument. For q = 0, the assertion reduces to I − λ 0 = −λ 1 , which is again (3.1) for k = 0.
In the induction step, we obtain
Using once more (3.1), namely in the form
gives the desired result.
We are now in the position to prove the consistency bound (2.1). 
Without any loss of generality, we will assume that S is of the first type.
As a technical tool, we will need linear combinations of operators of the form
is the number of operatorsâ [k] andb [k] which are not equal to I. Again, we have used a generic notation that captures the essential features of these operators. As a minor technical convention, operators of the form T m,q withb The main step of our proof will be to write
with appropriate operators Q and R. For this purpose, we consider the representation
which follows again from (3.1). Writing out this product yields a linear combination of operators of the form T m,0 and T m,1 . The idea is now to transform these operators into terms of the form h r SE r , with 0 ≤ r ≤ p, or into remainder terms of the form h p+1 T k,p+1 , with 0 ≤ k ≤ 2s − 1. This is achieved by iteratively applying the following two reduction steps.
Step 1. For every term of the form T 0,r with 0 ≤ r ≤ p, apply Lemma 3.1 from the left to the first operator α k or β k , with k > 0. This procedure replaces the old term with a new T 0,r term and two additional terms of the form T 1,r or T 0,r+1 . Applying this procedure, at most 2s times, yields one SE r term and higher order terms of the form T 1,r or T 0,r+1 . As we are increasing the order in all steps, the whole procedure will, after a finite number of iterations, produce the following representation
where E q denotes a certain linear combination of operators of the type E q . Multiplying this relation from the right with e hL gives
As all resulting operators of the form α
are bounded on X, the consistency bound follows from Assumption 2.2, whenever
for some bounded operator P : X → X. If we merely consider the current proof for the nonstiff case (let for example L, A and B be matrices of a fixed size), it follows by (3.3) that
as the splitting method is of classical order p. Recall that terms E q are polynomials in A and B of degree q. Thus, by a Taylor expansion of e −hL , one has the identification
for the terms in (3.2). As this equality is a pure algebraic relation, it is also valid for the general case with unbounded operators. The desired relation (3.4) now follows via Lemma 3.3.
Remark 3.5. It seems to be more natural (and also simpler) to start the above proof with the identity
Indeed, this is possible for s = 1 and for the Strang splitting. In general, however, the arising term containing α 1 a β 0 α 0 β 0 cannot be reduced, as α 1 β 0 aα 0 β 0 is unbounded; see Lemma 3.2.
We close this section with an example that illustrates the ideas of the above proof for a concrete situation. We choose s = 1 and γ 1 = δ 1 = 1 which corresponds to the first order exponential Lie splitting S = e hA e hB = α 0 β 0 .
Expanding the product I = (α 1 − α 2 a)(β 1 − β 2 b) gives the terms
of the forms T 0,0 , T 1,0 , T 0,1 , and T 1,1 , respectively. Note that in this particular case, one can derive a shorter proof by using the expansion presented in Remark 3.5. Even so, we omit this as it does not illuminate our proof technique. We start by applying the reduction step 1 to the terms of the form T 0,r , i.e., α 1 β 1 and −α 1 β 2 b. First,
which results in a new T 0,0 term and two new T 1,0 terms. Applying this reduction once more to the newly created T 0,0 term gives a desired term SE 0 and two new T 0,1 terms, as
Summing up gives us the representation
Applying reduction step 1 twice to the term −α 1 β 2 b yields
and we conclude the reduction step 1 by collecting all the terms:
In order to proceed with reduction step 2, we need to consider terms of the form T m,q with m ≥ 1 and q ≤ 1, i.e., −α 1 aβ 1 and α 1 aβ 2 b. Applying Lemma 3.2 to the first term gives us
and we have thereby developed a T 1,0 term into three terms of the forms T 0,1 , T 1,1 , and T 0,2 , respectively. By coincidence, the T 1,1 term in the expansion of −α 1 aβ 1 cancels out the term α 1 aβ 2 b, and step 2 is therefore completed. Hence, this first iteration results in the representation
and we have eliminated all T 0,0 terms. In the next (and final) iteration, we apply reduction step 1 to the three terms of the form T 0,1 , and thereafter perform another step 2. This finally results in the sought after representation
Generalizations
The aim of this section is to collect some extensions to the above results. In particular, we illustrate once more the general applicability of our approach. 
The related commutator relation is then
which is valid on D(A). This, together with the two other commutator relations, enables us once again to shift operators to the right. The consistency proof therefore follows along the same lines as in the case of two operators, and the generalization to more than three operators is now obvious.
More general splittings.
The consistency of linear combinations of exponential splittings can be studied with our techniques as well. As an example, consider the fourth order splitting
which is obtained by extrapolating the Strang splitting S h = e h 2 A e hB e h 2 A . Our consistency proof applies to each term of (4.1) separately. We note that stability might be a serious problem for such types of splittings. A stability result for (4.1), however, is given in [5] .
4.3. Variable step sizes. Furthermore, our approach extends at once to variable step sizes. Consider again the case of two operators, for which the variable step size formulation is built on the operators
The following corollary follows from the observation that the step size h only plays the role of a parameter in the proof of the consistency. 
where the constant C can be chosen uniformly on bounded time intervals and, in particular, independent of the chosen step size sequence.
Semigroups.
If all coefficients γ j and δ j are positive, then the splitting operator S can even be defined for generators of C 0 semigroups. They arise, for example, in the context of parabolic problems. We refer to [14] for an introduction to the theory of C 0 semigroups. In this setting, Theorem 2.3 can be rephrased on bounded time intervals 0 ≤ nh ≤ T by replacing Assumption 2.2 by the following one. for some ω ∈ R and all t ≥ 0.
We finally note that the positivity requirement on the coefficients restricts the splitting method to be of second order at most; see [1] . A prominent example of a second order method with positive coefficients is the Strang splitting where γ 1 = γ 2 = 1/2, δ 1 = 1 and δ 2 = 0.
Examples
In order to exemplify how the derived convergence results may be used in practice, we will devote this section to the validation of Assumptions 2.1 and 2. As the analysis itself is not restricted to R 3 , we consider the problem on 
) and the operator E p+1 is merely a differential operator of (at most) order 2(p + 1), it also holds true that E p+1 e tL u 0 : [−T, T ] → X is uniformly bounded for all u 0 ∈ U, which validates the assumption. Next, we define the (d-dimensional) Hermite functions {H k } as the tensor products of their one-dimensional counterparts. The generating properties of the full operator L : {v ∈ X : Lv ∈ X} → X then follow by observing that {H k } constitutes an eigenbasis to L in X, and the related group can then be expressed as 
