The deconvolution of signals is studied with thresholding estimators that decompose signals in an orthonormal basis and threshold the resulting coefficients. A general criterion is established to choose the orthonormal basis in order to minimize the estimation risk. Wavelet bases are highly sub-optimal to restore signals and images blurred by a low-pass filter whose transfer function vanishes at high frequencies. A new orthonormal basis called mirror wavelet basis is constructed to minimize the risk for such deconvolutions. An application to the restoration of satellite images is shown.
Introduction
In many imaging devices, the diffraction of the optics creates a blur and the electronics produce an additive noise. When the blur is uniform over the image, it can be modeled as a low-pass filtering.
Inverting this degradation is a well known ill-posed deconvolution problem, which requires using prior information on the signal and the noise to optimize the estimation [1] . This problem is equivalent to the removal of a colored stationary noise, whose power spectrum is huge at certain frequencies. The main difficulty is to restore the sharp transitions and edges in images, which often requires using non-linear estimators [2, 3] . A classical approach to deconvolution is to write the estimation as a minimization problem that incorporates a fidelity term to the observed data and an a priori measure that regularizes the estimation. This approach can also be casted as a Bayesian estimation which minimizes a posterior distribution computed from the observed data and the joint prior distribution of the signal and the noise [4] . A large body of literature is entirely devoted to such approaches that we shall not further develop [5, 6, 7, 8, 9] . Donoho and Johnstone [10] have introduced a different class of non-linear estimators that decompose the observed data in an orthonormal basis and threshold the resulting coefficients. In this case, the prior information should be incorporated in the choice of the orthonormal basis and the values of thresholds. To suppress additive Gaussian white noise on piecewise regular signals, Donoho and Johnstone [10] have proved that a thresholding in a wavelet basis restores efficiently the sharp transitions and produces a nearly minimax risk over large classes of signals. These results have been extended to specific deconvolution problems [11] . However, wavelet bases are not always well adapted to construct efficient thresholding estimators for deconvolution problems. We thus establish a general criterion to adapt the choice of basis to the properties of the deconvolution kernel and minimize the resulting risk.
Section 2 introduces thresholding estimators in the context of deconvolution problems, for signals of arbitrary dimension. Lower and upper bounds of the resulting risk are calculated. To minimize the estimation risk, it is shown that the basis vectors should have an energy sufficiently concentrated in the frequency domain. Applied to wavelet bases, this general result gives the particular class of "mild" deconvolution problems studied by Donoho [11] , where these bases yield efficient thresholding estimators. However, when a one-dimensional signal is blurred by a low-pass filter having a zero at high frequencies, Section 3 explains that it is necessary to use a basis of vectors having a better frequency resolution than wavelets. This leads to the construction of a new type of bases, called mirror wavelet bases. Thresholding estimators in mirror wavelet bases are studied, with an emphasis on fast algorithms and applications. We prove in [12] that the risk of mirror wavelet thresholding estimators is asymptotically minimax for bounded variation signals.
Mirror wavelet thresholding estimators are extended in two dimensions for the restoration of images blurred by low-pass filters. Algorithms and numerical results on satellite images are presented in Sec-tion 4. A thresholding estimator in such a basis has been selected by the French spatial agency (Centre National d'Études Spatiales, CNES) for the deconvolution of images obtained by a new generation of satellites. This decision was the result of an extensive numerical comparison between competing deconvolution procedures developed by different French laboratories, including different types of energy based minimization approaches [6, 13, 5] , and thresholding algorithms in wavelet bases [14] .
Thresholding Estimators for Deconvolution
This section reviews the properties of thresholding estimators for the deconvolution of signals, and finds conditions to build estimators that are close to minimax. The analysis applies to d-dimensional signals Ò℄, with Ò ´Ò ½ Ò ¾ Ò µ, of size AE . The signal is degraded by a convolution with a filter Ù Ò℄ and by an additive random noise Ï Ò℄, which is assumed to be wide-sense stationary, and thus we measure Ò℄ Ù Ò℄ · Ï Ò℄ (1) In the following, we shall use capital letters for random vectors as opposed to deterministic vectors.
For simplicity, we assume periodic boundary conditions, which means that the convolution is circular and that the noise Ï Ò℄ is circular stationary. The covariance of Ï is therefore diagonalized by the discrete Fourier basis. The filter Ù and the power spectrum of Ï are supposed to be known a priori, through a calibration procedure. All convolutions are assumed to be circular convolutions in the paper.
A naive deconvolution would consist in inverting directly the filtering by Ù. Let Ù ℄ be the ddimensional discrete Fourier transform of Ù, where
index. The pseudo-inverse filter Ù ½ is defined by:
where the filter Ù Ù ½ projects over frequencies where Ù ℄ does not vanish
Since Ï is wide-sense circular stationary, the deconvolved noise Ò℄ Ï Ù ½ Ò℄ is also circular stationary. Its power spectrum is related to the power spectrum È Ï ℄ of Ï by:
In the neighborhood of frequencies where Ù ℄ vanishes, Ù ½ ℄ is huge so the power spectrum È ℄ is considerably amplified.
A thresholding estimator attenuates the amplified noise by decomposing Ù ½ in an orthonormal basis Ñ ½ Ñ AE of AE , and by thresholding the resulting coefficients. Let Ñ be the inner product of with Ñ . A thresholding estimator of in is defined as
where Ì is a hard thresholding function that sets to zero a coefficient whose amplitude is below Ì Ì´Ü µ
We shall compute the risk with the Euclidean norm of AE :
with an expected value calculated with respect to the probability distribution of the noise Ï .
Thresholding Risk Versus Minimax Risk
The goal of this paper is to optimize the thresholding estimator given some prior information on the signal and on the noise Ï . A stochastic prior model considers as the realization of a stochastic process whose probability distribution is known. However, it is rare that we know the probability distribution of complex signals such as images. Weaker but often more realistic models define a prior set ¢ that includes , without specifying a probability distribution in ¢. The more prior information the smaller the set ¢. For example, for images that do not include fractal textures, ¢ may correspond to the set of images whose edges have an average length bounded by a given constant. Such a model can be formalized by imposing an upper bound on the total variation of the signal [12] .
The expected risk over ¢ cannot be computed because we do not know the probability distribution of signals in ¢. 
in which case
In practice is not know so one cannot compute the oracle decision (9) , but it provides a lower bound for the risk of the thresholding estimator (5), calculated in (8):
It results that Ö Ø´¢ µ ×ÙÔ ¾¢ Ö ´ µ Ö ´¢µ.
To guarantee that the thresholding risk Ö Ø´ µ is not too much above the lower bound Ö ´ µ, Donoho (12) This guarantees that Ö Ø´¢ µ remains of the order of the oracle decision risk Ö ´¢µ.
Now that the thresholds are chosen, it remains to optimize the basis. Since (12) shows that the thresholding risk is of the same order as Ö ´¢µ, we optimize the basis by minimizing
Since is orthonormal, we have an energy conservation equation 
Basis Choice for Deconvolution
We further study the choice of basis to optimize a thresholding estimator for a deconvolution, and give a condition to adapt the basis to the noise power spectrum. Applied to wavelet bases, this condition specifies a limited class of "mild" deconvolution problems where a wavelet thresholding estimator is nearly optimal.
The Karhunen-Loëve energy compaction theorem [16] proves that the basis that diagonalizes the covariance of is the basis that best concentrates the expected energy of a random vector over any specified number of basis vectors. Since Ï Ù ½ is circular stationary, the Karhunen-Loëve basis that diagonalizes its covariance is the discrete Fourier basis. The variance of the noise coefficients of in the Fourier basis is given by the power spectrum for each frequency index :
The Fourier basis is therefore optimal to concentrate the noise energy, but if the signal includes sharp transitions as it is often the case in images, then the Fourier basis does not concentrate efficiently the energy of over few coefficients. It is therefore necessary to choose a different basis Ñ ½ Ñ AE , which still concentrates efficiently the noise energy. This means that the noise variances in should remain of the same order as the power spectrum values. In the direction of Ñ , the variance of is related to its power spectrum and to the Fourier transform Ñ ℄ by
The inequalities (15) may also remain valid for a set Ë Ñ smaller than the frequency support of Ñ ℄ if Ñ ℄ has a fast decay outside this frequency set so that the sum in (14) is dominated by the values of È ℄ in Ë Ñ . We shall then say that Ñ has an energy essentially concentrated in Ë Ñ . If there exists a constant such that . Since Õ ℄ ℄ which is essentially non-zero for ¾ ¾ ½ ¾ ℄, the condition (16) can be rewritten
To simplify notations, in the following we write « ℄ ¬ ℄ if there exists two constants and of the order of ½ such that « ℄ ¬ ℄ « ℄
For a deconvolution problem with a white noise Ï , the condition (16) is equivalent to (17) which can be rewritten
If Ù ℄ has a rational growth which means that there exists a real exponent (positive or negative)
such that
then (19) is satisfied for ¾ . A wavelet basis thus concentrates efficiently the noise energy.
Donoho [11] and Johnstone and Silverman [15] have studied deconvolution problems where the transfer function satisfies (20) , in which case wavelet bases are well adapted to perform the thresholding estimation. For example, computing the discrete derivative of a signal in presence of white noise can be interpreted as a deconvolution problem, where Ù Ò℄ is an integrator that inverts the finite difference operator. This integrator satisfies (20) for ½, and Donoho [11] proved the minimax optimality of the resulting wavelet thresholding estimator over different classes ¢ of piecewise regular signals.
Tomographic image reconstructions can also be interpreted as a deconvolution problem where Ù satisfies a rational growth condition and where wavelet bases thus provide efficient thresholding estimators [11] .
If the transfer function Ù ℄ vanishes then the deconvolution is much more unstable than for filters satisfying (20) , because Ù ½ ℄ has a very fast relative variation in the frequency neighborhood of its zeros. Next section shows that in this case, wavelet bases are not well adapted to perform the deconvolution and must be replaced by bases having a better frequency resolution.
Hyperbolic Deconvolutions
Digital measuring devices include a low-pass filter which limits the frequency band of the analog input signal to an interval ¼ ¼ ℄ and sample uniformly the output at intervals ¡ ¼ , to avoid any aliasing. However, system imperfections often produce a transfer function Ù´ µ that differs significantly from a perfect low-pass filter equal to ½ on ¼ ¼ ℄ and ¼ outside. To reduce the aliasing, Ù´ µ must vanish at ¦ ¼ but Ù´ µ is generally continuous at ¦ ¼ and decreases to zero like´ ¼ µ Ô for some Ô ½. This progressive decay to zero attenuates the highest signal frequencies in the neighborhood of ¼ , and thus produces a blur relatively to the ideal signal that would be obtained with a perfect low-pass filter. On the resulting sampled signal, for a sampling distance ¼ renormalized to 1, this blur is equivalent to a convolution with a discrete filter Ù Ò℄ whose transfer function Ù ℄ has a zero of order Ô ½ at the highest frequency ¦AE ¾, which we write:
To restore the highest frequencies, it is equivalent to estimating the ideal digital signal Ò℄ from
Ò℄ Ù Ò℄ · Ï Ò℄
where Ï Ò℄ is the additive noise of the measuring device. To simplify the explanations, in the following, we shall suppose that Ï is a white noise of variance ¾ . Hence the power spectrum È ℄ of the deconvolved noise Ï Ù ½ has a hyperbolic growth when the frequency is in the neighborhood of ¦AE ¾:
This deconvolution problem is called a hyperbolic deconvolution of order Ô.
Section 3.1 shows that a wavelet basis does not have enough frequency resolution to obtain an efficient estimator for hyperbolic deconvolutions. A mirror wavelet basis is obtained by modifying the wavelet basis at high frequencies in order to adapt it to hyperbolic deconvolutions. The implementation and numerical performance of thresholding estimators in mirror wavelet bases is described in Section 3.2.
Mirror Wavelets
Section 2.2 explains that wavelet bases are a priori a good candidate for the deconvolution of piecewise regular signals because they efficiently approximate such signals with few non-zero coefficients, but they must also be well adapted to the noise spectrum. The resulting condition (19) implies that We now explain how to modify the wavelet basis to construct a basis that is well adapted to concentrate both the signal and the noise energy. At scales ¾ ¾AE ½ , the fact that is of the order of ½ indicates that the wavelets Õ have enough frequency resolution, so we keep them as is. Over the highest frequency interval AE AE ¾℄, it is however necessary to replace the finest scale wavelets Mirror wavelets are defined from the original wavelets by
Their Fourier transforms satisfy Ñ ℄ Õ AE ¾ ℄ , and thus have an energy mostly concentrated in AE ¾ ¾ AE ¾ ¾ ½ ℄ as we wanted. We shall prove that the family of translated mirror
is an orthonormal basis of Ï Ä·½ by relating these mirror wavelets to the finest scale wavelets Ä·½ Ñ , with a wavelet packet decomposition [17] . As a result, adding the largest scale wavelets to this family
defines an orthonormal basis of AE , called a mirror wavelet basis.
Let us first recall that discrete orthonormal wavelets Ò℄ are obtained with a cascade of circular convolutions of two finite impulse response conjugate mirror filters Ò℄ and Ò℄ [16] . Their discrete Fourier transforms are given by:
For a periodic signal Ò℄, the discrete wavelet coefficients Õ℄ and subsampling with conjugate mirror filters, and are thus a particular instance of orthonormal wavelet packet basis [17] . General results on conjugate mirror filters and wavelet packets guarantee that this filter bank algorithm defines an orthonormal basis of the space Ï Ä·½ generated by the finest scale wavelets. Figure 2 illustrates the filter bank algorithm that computes all wavelet and mirror wavelet coefficients with Ç´AEµ operations.
The inverse mirror mirror wavelet transform is computed with the inverse wavelet packet algorithm. 
Thresholding in a Mirror Wavelet Basis
This section describes the implementation of a thresholding estimator in a mirror wavelet basis and gives numerical results. Following the general definition (5), the thresholding estimator decomposes the deconvolved signal Ù ½ in a mirror wavelet basis and thresholds its coefficients:
The thresholds are proportional to the noise variance, as long as this one is not above the largest possible The risk produced by the mirror wavelet thresholding estimator (31) can be reduced with several procedures which currently lack of theoretical foundations, but bring significant improvements.
The hard thresholding function Ì defined in (6) can be replaced by a soft thresholding function introduced by Donoho and Johnstone [10] :
This guarantees with a high probability that the thresholded coefficients have an amplitude below the amplitude of the original signal coefficients. Hence the estimated signal is at least as regular as the original one.
Choosing thresholds Ì and Ì having an amplitude smaller than the theoretical values (32) and (33) can reduce the estimation risk. These thresholds are thus multiplied by a factor ¬ ½, and for a soft thresholding we typically have ¬ Ô ¾ÐÓ AE ¾.
The time origin is set arbitrarily, yet it defines the location of wavelets and mirror wavelets that are centered at points ¾ Õ. To remove a stationary noise, Coifman and Donoho [18] showed that a thresholding estimator is improved with a translation invariant procedure which avoids this grid artifact. Let Ø be the thresholding operator in the mirror wavelet basis. The AE periodic signal Ò℄ is translated Ð Ò℄ Ò Ð℄ for ¼ Ð AE. We compute a thresholding estimation Ø Ð of each translated signal and perform an averaging after an inverse translation:
In wavelet and wavelet packet bases, which are partially translation invariant, Coifman and Donoho [18] give a fast translation-invariant filter bank algorithm which requires Ç´AE ÐÓ AEµ operations to compute .
The error can be considered as a residual noise, after the mirror wavelet thresholding estimation. This noise has a power spectrum which is nearly flat at high frequencies, as opposed to the original deconvolved noise . This residual noise can be further reduced by thresholding the coefficients of over the finest scale wavelets Ä·½ Õ . The resulting thresholding estimator is calculated with a hard thresholding function Ì :
This removes some oscillations produced by mirror wavelets in the neighborhood of singularities. A soft thresholding as opposed to a hard thresholding would add an undesirable smoothing. The value of the hard threshold Ì is chosen to be proportional to the standard deviation of the finest scale wavelet coefficients
In summary, the restoration algorithm is decomposed in the following steps: 
Hard thresholding of the finest scale wavelet coefficients of with (36).
With a fast implementation of the translation invariant loop, the overall complexity of this algorithm is Ç´AE ÐÓ AEµ for a signal of size AE.
Piecewise regular signals can be modeled as signals whose total variations are bounded by a constant :
If Ï is a Gaussian white noise, we prove in [12] that a thresholding in a mirror wavelet basis has a maximum risk that is asymptotically of the same order as the minimax risk over ¢, and much below the maximum risk obtained by any linear estimation [19] .
To see the evolution of the risk as a function of the signal size, we define Ò℄ ´Ò AEµ for ¼ Ò AE, where ´Üµ is a bounded variation function defined over ¼ ½℄. Figure 3(a) gives an example. Observe that modifying AE does not change the total variation ØÚ . The noise variance ¾ is normalized so that Ï ¾ AE ¾ remains constant. Figure 3(b)-(c) gives the risk Ö ¾ for two hyperbolic deconvolution problems, where the transfer functions Ù ℄ have respectively Ô ½ and Ô ¾ zeros at ¦AE ¾. The top curves in Figure 3(b)-(c) give the values of the deconvolution risk obtained with linear estimators that are optimized in order to minimize the maximum risk over ¢. Since ¢ is translation invariant and the noise is stationary, these estimators are also translation invariant and are therefore convolutions. We prove in [12] that this minimum linear risk remains nearly constant when AE increases, if AE ¾ remains constant. On the contrary, it is proved in [12] that the risk Ö Ø of a mirror wavelet thresholding is such that ÐÓ ¾´ÖØ µ decreases when ÐÓ ¾ AE increases, with a slope equal to ½ ´¾Ô · ½µ. The numerical results of Figure 3 Indeed, we observe that the risk of optimal linear estimators remain nearly constant whereas the risk of mirror wavelet thresholding estimators decrease with a slope of ¼ ¿¾ ½ ´¾Ô · ½µ for Ô ½, and a slope of ¼ ½ ½ ´¾Ô · ½µ for Ô ¾.
Image Deblurring
The diffraction of the optics of a camera produces a blur that is equivalent to a low-pass filter that attenuates the highest image frequencies. Moreover, the electronics of the photo-receptors add a noise, so we measure
where Ï Ò ½ Ò ¾ ℄ is typically a white noise of variance ¾ . Inverting this degradation is particularly important for satellite images, to optimize their resolution. In a satellite observation, the exposition time of the photo-receptors cannot be reduced too much because the light intensity reaching the satellite is small and must not be dominated by electronic noises. The satellite movement thus produces another blur that is combined with the diffraction of the optics [20] . Calibration procedures can compute the system transfer function Ù and the noise variance ¾ . The image 5(b) is a simulated satellite image provided by the French spatial agency (CNES). It is calculated from an airplane image shown in Figure   5 (a) with the impulse response calibrated on a new observatory satellite.
In the following, we shall concentrate on the particular case where the impulse response is a separable low-pass filter Ù Ò ½ Ò ¾ ℄ Ù ½ Ò ½ ℄Ù ¾ Ò ¾ ℄ (38) and suppose that the discrete Fourier transforms of Ù ½ and Ù ¾ have respectively a zero of order Ô ½ and
This assumption is valid for many satellite systems.
For
´ ½ ¾ µ, the pseudo-inverse filter is defined like in (2) and the deconvolved noise Ò ½ Ò ¾ ℄ Ï Ù ½ Ò ½ Ò ¾ ℄ has a power spectrum
Separable Mirror Wavelet Bases
To minimize the risk of a thresholding estimator, Section 2.2 explains that the basis must be composed of vectors which concentrate efficiently the noise and the signal energy over few coefficients. Since the noise is stationary, the ideal basis is the two-dimensional discrete Fourier basis which diagonalizes its covariance. However, a Fourier basis does not provide an efficient representation of typical images that include edges. Wavelet bases are particularly efficient to construct sparse representations of images, hence their use in the JPEG-2000 compression standard. Like in one-dimension, a thresholding algorithm in a wavelet basis gives disastrous results for a hyperbolic deconvolution because the finest scale wavelets have a Fourier transform that are not sufficiently well localized. We thus replace these fine scale wavelets with separable mirror wavelets.
A separable wavelet basis of AE ¾ is constructed with separable products of discrete periodic scaling signals defined in (26) and the corresponding discrete periodic wavelet defined in (24). At each scale ¾ , there are three wavelets:
is an orthonormal basis of AE ¾ , with Ä ÐÓ ¾ AE. 
has a relative variation bounded by a constant that is of the order of ½. At scales ¾ ¾ Ä·½ , the lower frequency wavelets
have a Fourier transform mostly concentrated in the lower frequency square AE AE ℄ ¾ , where Ù ½ ¾ ℄ remains nearly constant. On the opposite, the remaining ¿AE ¾ finer scale wavelets 
The union ¼ ½ of low frequency wavelets and high frequency mirror wavelets is therefore an orthonormal basis of AE ¾ . This two-dimensional mirror wavelet basis segments the Fourier plane into rectangles illustrated in Figure 4 . It is a particular instance of anisotropic wavelet packet basis as defined in [21] , because these mirror wavelets have a rectangular support that is generally not square. The original image is reconstructed from its mirror wavelet coefficients by first computing the finest scale wavelet coefficients « Ä·½ for « ½ ¾ ¿ by inverting each one-dimensional mirror wavelet transform using the inverse algorithm defined in (29). Once all wavelet coefficients are calculated, the image Ò ½ Ò ¾ ℄ is recovered with the fast separable two-dimensional inverse wavelet transform [16] , which also requires Ç´AE ¾ µ operations.
Thresholding for Image Restoration
The thresholding estimation in the separable mirror wavelet basis is a direct extension of the onedimensional mirror wavelet thresholding algorithm in Section 3.2. It decomposes the deconvolved signal Ù ½ in a separable mirror wavelet basis and thresholds its coefficients.
Over the AE ¾ lower frequency wavelets « Õ ½ Õ ¾ , the noise has a variance that is independent on the position index´Õ ½ Õ ¾ µ and which remains of the order of ¾ term [6, 13, 5, 22] as well as thresholding algorithms in wavelet bases [14] have been tested.
To check that the parameters of the mirror wavelet restoration algorithm were not optimized for a specific type of image or distortion operator, Figure 6 shows the result for a different image. The image is degraded by a convolution with a different low-pass filter, and by the addition of a Gaussian white noise of variance ½. Once again, edges and high frequency textures are restored. The PSNR of the degraded image is 26.6db whereas the PSNR of the restored image is 31.2db. These numerical results are supported by a mathematical study in [12] that considers a set ¢ of images having a bounded total variation. The images in Figures 5(a) and 6(a) belong to such a set ¢. with a Gaussian white noise Ï , we prove in [12] that a thresholding estimator in a separable mirror wavelet basis produces a maximum risk over ¢ that is asymptotically equivalent to the minimax risk. 
Conclusion
In presence of a stationary additive noise, a deconvolution problem is equivalent to the removal of a colored stationary noise whose power spectrum may be very large at certain frequencies. Thresholding estimators decompose the noisy signal in an orthonormal basis and threshold the resulting coefficients.
This paper studies the optimization of the basis in order to minimize the estimation risk of a thresholding estimator. We show that the basis must concentrate the noise energy and concentrate the signal energy over few basis coefficients.
Many digital measuring devices produce discrete signals whose frequencies are attenuated by a low-pass filter that vanishes at the highest frequencies. In this case, wavelet bases do not have enough frequency resolution to restore the signal high frequencies. For one-dimensional signals and images, mirror wavelet bases are designed to optimize such a deconvolution, with an application to the restoration of satellite images.
