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ABSTRACT  
DEEP LEARNING FOR BIOLOGICAL SEQUENCES  
AHMET PAKER 
Başkent University Institute of Science and Engineering  
Department of Computer Engineering 
 
Nowadays, with the increase in biological knowledge, the use of deep learning in 
bioinformatics and computational biology has increased. Newly, deep learning is 
widely used to classify and analyze biological sequences. 
 
In recent years, deep neural network architectures such as Convolutional and 
Recurrent Neural Networks have been developed in order to achieve more 
successful results when compared to classical machine learning algorithms.  
In this thesis, the discussed problem is a bioinformatics problem. Therefore, it is 
discussed whether the given microRNA molecule binds to the mRNA molecule. 
 
MicroRNAs (miRNAs) are non-coding and small RNA molecules of ~23 base 
length that play an important role in gene expression cycle. After transcription, 
they bind to target mRNAs and cause mRNA cleavage or translation inhibition. 
Rapid and efficient determination of the binding sites of miRNAs is a major 
problem in molecular biology. In this thesis study, Long Short Term Memory 
(LSTM) network which is based on deep learning, has been developed with the 
help of an existing duplex sequence model. The study provides a comparative 
approach based on different data sets and configurations. 
 
In addition, a web tool has been developed to effectively and quickly identify 
human microRNA target sites and provide a visual interface to the end-user. 
Compared to the six classical machine learning methods, the proposed LSTM 
model gives better results in terms of some evaluation criteria. 
 
KEYWORDS: Deep Learning; RNN; LSTM; miRNA; miRNA target site 
 
Advisor: Prof. Dr. Hasan OĞUL
ii 
 
ÖZ 
BİYOLOJİK DİZİLİMLER İÇİN DERİN ÖĞRENME  
AHMET PAKER 
Başkent Üniversitesi Fen Bilimleri Enstitüsü 
Bilgisayar Mühendisliği Anabilim Dalı 
Günümüzde, biyolojik bilgideki artışla birlikte, biyoenformatik ve hesaplamalı 
biyolojide derin öğrenme kullanımı artmıştır. Derin öğrenme biyolojik dizileri 
sınıflandırmak ve analiz etmek için yaygın olarak kullanılmaktadır. 
 
Son yıllarda klasik makine öğrenme algoritmalarına kıyasla daha başarılı sonuçlar 
elde etmek için Konvolüsyonel ve Tekrarlayan Sinir Ağları gibi derin sinir ağ 
mimarileri geliştirilmiştir. Bu tezde tartışılan problem bir biyoenformatik problemidir. 
Bu sebeple, verilen mikro RNA molekülünün mRNA molekülüne bağlanıp 
bağlanmadığı tartışılmaktadır. 
 
MikroRNA'lar (miRNA'lar) gen ekspresyonunda önemli bir rol oynayan ~ 21-23 baz 
uzunluğundaki kodlayıcı olmayan RNA molekülleridir. Transkripsiyondan sonra, 
mRNA'ları hedef alırlar ve mRNA yıkımına veya translasyon inhibisyonuna neden 
olurlar. miRNA'ların bağlanma bölgelerinin hızlı ve etkili bir şekilde belirlenmesi 
moleküler biyolojide büyük bir sorundur. Bu tezde, mevcut bir dubleks sekans 
modeli yardımıyla Uzun Kısa Süreli Belleğe (LSTM) dayanan derin bir öğrenme 
yaklaşımı geliştirilmiştir. Çalışma, farklı veri kümeleri ve yapılandırmalarına 
dayanan karşılaştırmalı bir yaklaşım sunmaktadır. 
 
Ek olarak, insan miRNA hedef bölgelerini etkili ve hızlı bir şekilde tanımlamak ve 
son kullanıcıya görsel bir arayüz sağlamak için bir web arayüzü geliştirilmiştir. Altı 
klasik makine öğrenme yöntemiyle karşılaştırıldığında, önerilen LSTM modeli bazı 
değerlendirme kriterleri açısından daha iyi sonuçlar verir. 
 
ANAHTAR KELİMELER: Derin Öğrenme; Tekrarlayan Sinir Ağları; Uzun-kısa 
vadeli bellek; mikroRNA; mikroRNA hedef bölgesi 
 
Danışman: Prof. Dr. Hasan OĞUL 
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1.      INTRODUCTION 
 
In this thesis, there are four main chapters. Chapter 1 gives motivation and aim of 
the study, background and general terminology information, Chapter 2 includes 
computational input representation and used methods to solve the problem. 
Chapter 3 consists of the evaluation of prediction performance and results. 
Chapter 4 is highlighted in the conclusion and future work. 
 
1.1 Motivation and Aim of the Study 
 
In recent years, biological data and biological knowledge have increased rapidly. 
So, various computational methods are needed to express and analyze these 
data. It may take a lot of time for the biological data to be experimentally verified or 
analyzed by scientists. Explaining these data by using computational methods 
such as deep learning brings many advantages. When classifying with deep 
learning methods, it is possible to predict which class of new data will be included. 
Furthermore, with deep learning, the features of a dataset can be learned through 
the deep neural network. 
 
The main problem is the modeling of the interaction between miRNAs and 
mRNAs. In this process, interaction is achieved through biological sequences. 
 
In this thesis, miRNA and mRNA sequences were expressed by a probabilistic 
method and the data were analyzed and classified by a binary classifier with using 
the proposed deep learning method. The Classification of biological sequences is 
a modeling problem consisting of an input sequence and an target sequence that 
is attempted to be predicted. The challenge of this problem is that it should be able 
to change the length of sequences, consist of a large dictionary of input 
characters, and there are long-term dependencies between the characters in the 
input sequences. Recurrent Neural Network (RNNs) adds a feedback mechanism 
that functions as a memory to solve this problem. Therefore, the previous entries 
in the model are held in some kind of memory. LSTM extends this idea by creating 
a short- and long-term memory component. As a result, the LSTM neural network 
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model can yield successful and realistic results in sequences of repetitive set of 
elements. For this purpose, in this thesis, the performance of different 
classification methods are measured for two datasets named DSet1 [16] and 
DSet2 [10], which are different in size to bring a solution the miRNA target site 
prediction problem. There are 34 different methods for DSet1 and 35 different 
methods for DSet2. These methods are performed and they compared with each 
other. In addition, miRNA and mRNA binding site model is created using miRNA - 
mRNA duplexes. Second, the LSTM Network Model is builded. In detail, first, 
complementary alignment between the miRNA and the corresponding binding site 
was used. The output alignment is shown as a different sequence. By using this 
sequence, each possible match and mismatch are expressed in different 
characters. Using these sequences LSTM network is fed and using this LSTM 
model, the data are trained and classified. With the help of binary classification, it 
is attempted to predict whether the given miRNA would bind to the corresponding 
mRNA and, if so, to which site. 
 
As a result, the results of the five evaluation methods and the existing methods on 
the same datasets are compared using different evaluation measures. 
Finally, a visual web interface is developed that runs on a web server. This 
application receives the miRNA sequence as text input from the user and shows 
user all potential binding sites on the respective mRNA sequences in red color. If 
the LSTM Deep Learning network classifies the output as a "Target" site, the 
outputs (Target Sites) are displayed on the screen [1]. The main motivation for 
carrying out this thesis work is to establish a system that brings the target binding 
sites of microRNAs quickly and accurately to a biologist, geneticist, or life scientist. 
 
1.2 Deep Learning: Terminology and Background 
 
Structurally, deep learning can be thought as a more complex form of artificial 
neural networks (ANN). There is a feed-forward structure in traditional neural 
networks. Each input neuron has a hidden layer to which each neuron is attached, 
and each neuron in the hidden layer is connected to each neuron in the output 
layer. For classification problems, the number of units in the output layer is equal 
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to the number of classes. Typically, a single linear output neuron is used to predict 
a continuous output. All connections in the network are lead from the input layer to 
the output layer, and it is possible to create deep networks by adding more hidden 
layers to which each neuron binds to each neuron in the following layer [17]. Deep 
learning provides a very strong framework for the supervised learning process. By 
adding more units to a layer, a deep network can represent increased complexity 
functions. It is easy to match an input vector to an output vector, with the help of 
human easily. But, that process can be accomplished through deep learning 
model with modeled large data sets and exemplary training samples [2]. To put it 
more simply, classical (simple) neural networks have only one hidden layer, 
whereas deep neural networks have more than one hidden layer (Figure 1.1). 
 
Deep learning is based on learning from the representation of the data. When it 
comes to representation of an image; features can be considered such as a 
vector, edge sets of density values per pixel or special shapes. Some of these 
features represent data better. Besides, deep learning algorithms can learn their 
features throughout the learning process. 
 
In recent years, increase in Big Data and the ability to create more successful 
systems has made deep learning a topic that is frequently studied in the last 
roads. With deep learning, the success performance of older machine learning 
algorithms have increased according to Figure 1.2. 
 
 
Fig 1.1 Simple and deep neural network structures1 
                                            
1
 Favio Vázquez. (2017). Deep Learning Made Easy with Deep Cognition. 
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Fig 1.2 Data size and performance comparison of deep learning and traditional 
machine learning algorithms2 
 
1.3  RNN and LSTM Background 
 
Recurrent neural networks or RNNs are a family of neural networks to make a 
sequential data meaningful [2]. RNN is a deep neural network where the links of 
units form a directed loop [3]. Since the inputs are processed as a sequence, the 
repetitive calculation is performed in hidden units with a cyclic connection. That's 
why memory is stored indirectly in hidden units called state vectors, and the output 
for the current input is calculated by considering all previous inputs using these 
state vectors [4]. 
 
Long short-term memory (LSTM) model is based on recurrent neural network 
(RNN) architecture which remembers values at random intervals. The saved 
values do not change when the learned progress is made. RNNs allow forward 
and backward connections between neurons [1]. 
 
In the RNN and LSTM deep neural networks, inputs are represented by x, hidden 
units by h, and output units by y. For LSTM, the hidden unit h functions are the 
output unit. The RNN has a simpler structure than LSTM and lacks the gating 
process. All RNNs have feedback loops at the repetitive layer. Thus, over time 
they are provided to keep the information “in memory”. However, it is difficult to 
train standard RNNs to solve long-term interdependencies which require learning. 
This is because the gradient of the loss function gradually decreases over time.
                                            
2
 Aditya Sharma. (2018). Differences Between Machine Learning & Deep Learning. 
https://www.datacamp.com/community/tutorials/machine-deep-learning 
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Fig 1.3 Long-Short Term Memory (LSTM) Architecture 
 
LSTM units contain a “memory cell” that can hold information in memory for a 
time. A series of gates are used to control when the information is entered in 
memory when it is exited and when it has been forgotten. This architecture allows 
them to learn long term dependencies. Also, RNN has a single layer (tanh) and 
LSTM has four interactive layers. 
 
First, on the left, there is a new sequence value   , which is combined with the 
previous output from cell     . The first step of this combined input through a tanh 
layer. The second step is to pass this input through an input gate. An input gate is 
a layer of sigmoid active nodes whose output is multiplied by input. This sigmoid 
function can be moved to remove all unnecessary elements of the input vector. 
Also, a sigmoid function returns values between 0 and 1. 
 
The next step in the LSTM network is the forget-gate. LSTM cells have an internal 
state that is    This variable with a time-out delay is added to the input data to form 
an active iteration layer. Adding this instead of multiplication helps to reduce the 
risk of vanishing gradient. However, this iteration loop is controlled by a forget gate 
and it works in the same way as the input gate, but instead it helps the network 
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learn which status variables need to be "remembered" or "forgotten" [18]. 
Lastly, an output gate specifies which values actually pass through the   ,  cell as 
an output (Figure 1.3). 
 
The mathematics of the LSTM cell is defined as below: 
 
In the Input Gate: 
 
The input is scaled between -1 and 1 with using tanh activation function. 
 
                                         g = tanh(       
        
 )                                   (1.1) 
 
The input gate and previous cell output are expressed with    and   .    is the 
input bias. This embedded input is multiplied by the output of the input gate which 
is defined as below: 
i =     σ(       
        
 )          (1.2) 
 
Then the input section output will be as below: 
 
g ∘ i             (1.3) 
 
∘ operator expresses element-wise multiplication. 
 
State Loop and Forget Gate: 
 
The forget gate output is defined as: 
 
f = σ(       
        
 )           (1.4) 
 
Then the previous state and f will be multiplied. After that, output from forget gate 
will be expressed as: 
   =      ∘ f + g ∘ i            (1.5) 
Output Gate: 
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The output gate is defined as below: 
 
o = σ(       
        
 )          (1.6) 
 
As a result, final output will be: 
 
    = tanh(   ) ∘ o)            (1.7) 
 
1.4 Decision Tree 
 
Tree-based learning algorithms are one of the most used supervised learning 
algorithms. In general, they can be adapted to the solution of all problems related 
with classification and regression. The decision tree algorithm is one of the data 
mining classification algorithm. They have a predefined target variable. In terms of 
their structure, they offer a top-down strategy (Figure 1.4). A decision tree has a 
structure which is used to divide a data set containing a large number of records 
into smaller clusters by applying a set of decision rules. In other words, it is a 
structure used by dividing large amounts of records into very small groups of 
records by applying simple decision-making steps. 
 
8 
 
 
Fig 1.4 Graphical representation of decision trees3 
 
1.5 Support Vector Machine (SVM) 
 
Support Vector Machines (SVM) is founded by Vladimir Vapnik and Alexey 
Chervonenkis in 1963 and it is a supervised learning algorithm based on statistical 
learning theory. Support Vector Machines are mainly used to optimally separate 
data from two classes. For this purpose, decision limits or in other words 
hyperplanes are determined (Figure 1.5). They are effective in high dimensional 
spaces. Also, they are effective when the number of dimensions is greater than 
the number of samples. The decision function uses several training points (support 
vectors). Therefore, memory is used efficiently. 
                                            
3
 Chris Nicholson. Decision Tree. https://skymind.com/wiki/decision-tree 
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Fig 1.5 Graphical representation of Support Vector Machines 
  
1.6 K-Nearest Neighbors (kNN) 
 
The k-nearest neighbor (kNN) algorithm is one of the supervised learning 
algorithms. It can be used to solve both classification and regression problems. 
The kNN algorithm was proposed in 1967 by T. M. Cover and P. E. Hart. The 
algorithm is used for gathering data from a sample set with defined classes. The 
distance of the new data to be included in the sample data set is calculated 
according to the existing data. So, k close neighborhoods (kNNs) are examined 
(Figure 1.6). kNN, is one of the most popular machine learning algorithm because 
it is robust againts to old, simple and noisy training data [19]. 
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Fig 1.6 Graphical representation of kNN algorithm 
       
1.7 Random Forest 
 
Random Forest (RF) is a supervised learning algorithm. It creates a forest, 
randomly. The forest founded is a collection of decision trees, often trained by the 
bagging method. The general idea of the bagging method is: combination of 
learning models increases the overall outcome. In simple words: a random forest 
creates multiple decision trees and combines them to achieve more accurate and 
stable prediction (Figure 1.7). 
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Fig 1.7 Graphical representation of Random Forest Algorithm 
 
1.8 Biological Terminology and Background of microRNAs 
 
Gene expression is the process of converting the instructions in the DNA into a 
functional product, e.g. a protein. When the information stored in the DNA is 
converted into instructions for making proteins or other molecules, this 
phenomenon is called "expression of the gene" or "gene expression". The system 
that regulates a cell's response to the changing environment is called gene 
expression. It functions as a volume control that increases or decreases the 
number of proteins produced as well as the release button that controls when 
proteins are produced [20]. There are two important stages of gene expression: 
transcription and translation (Figure 1.8). 
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Fig 1.8 Gene expression cycle from DNA to protein 
 
Transformation of DNA into RNA is called transcription. The transformation of RNA 
into protein is called translation. The DNA alphabet consists of 4 characters. They 
are A (Adenine), G (Guanine), C (Cytosine), T (Thymine). Also, the RNA alphabet 
contains 4 characters. They are A (Adenine), G (Guanine), C (Cytosine), U 
(Uracil). 
 
MicroRNAs (miRNAs) are the type of RNA. They have ~23 nucleotides length, and 
play gene-regulatory roles and they are responsible for biosynthesis of tissues in 
cells for many living organisms. On the mRNA, they bind partial complementary 
target sites and cause post-transcriptional repression or cleavage of mRNA 
(Figure 1.9). They inhibit the genesis of peptides and output proteins [1, 5]. 
miRNAs are known to be associated with many diseases such as cancer due to 
deformation in protein production and defects in the regulation of miRNA 
translation [6]. Besides, recent research is shown that gene regulation of 
neurodevelopmental and psychiatric disorders may be observable because of 
some kind of miRNAs [7, 8].  
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Many miRNA target sites are determined experimentally and computationally, but 
only a few are experimentally verified. Therefore, computational estimation of the 
function of miRNA targets is a competitive task to support a major effort in 
understanding gene regulation. [6, 9, 17]. 
 
Prediction of miRNA target sites is a compelling task in molecular biology and 
bioinformatics. It is an important step to understand the interaction of a miRNA 
with other genes and its functional position in regulatory mechanisms. 
Furthermore, the experimental determination of this relationship is laborious and 
long. Therefore, several studies have been conducted to understand the binding 
relationship between miRNA and mRNA given over the last fifteen years. In 
addition to DNA, the RNA has a 3 '(3 prime) and 5' (5 prime) end. This has to do 
with the direction in which the sequence is read. UTR stands for untranslated 
region. 
 
Translation is the process of producing a protein from mRNA. As the name 
suggests, 3'UTR does not turn into a protein. The present methods generally take 
the miRNA sequence and the 3'UTR mRNA sequence and decide whether the 
given miRNA will recognize the mRNA as its target site [6]. miRNAs have a region 
of 7-8 nucleotides, called seeds, at the 5 'end, which is generally thought to direct 
recognition of the binding site in the 3'UTR target mRNA. Some experiments have 
proven the presence of a strong base pairing in verified miRNA target pairs. 
 
In previous studies, the only prediction based on sequence complementarity 
produced a large number of false positives. As a result, many of the recent 
methods relied on a combination of various factors, such as sequence 
composition, seed match, site conservation, sequence complementarity, 
minimization of free energy in the miRNA-target duplex, and site accessibility. 
Recent research has shown that the use of machine learning and deep learning 
methods to solve the target binding site prediction problem improves the accuracy 
of prediction results. 
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Fig 1.9 Function of miRNA during the central dogma process 
 
1.9 Related Works 
 
There are several tools for miRNA target prediction. RNAhybrid (2006) is the first 
developed and score-based algorithm for the microRNA target site prediction 
problem. They use G:U base pairs in the seed region as feature [22]. miTarget 
(2006) they used 15 features e.g. (positions, free energy, AU matches, 
mismatches, total free energy, etc.). They used SVM Classifier for prediction [23]. 
EiMMo (2007), they present model the evolution of orthologous target sites in 
related species. They used Bayesian based learning [24]. miRecords (2009), they 
create a resource for animal miRNA-target interactions [25]. TargetSpy (2010), 
their method is based on machine learning and automatic feature selection using 
compositional, structural, and base pairing features [26]. miRmap (2013) combines 
thermodynamic, evolutionary, probabilistic and sequence-based features. Their 
model type is based on Regression [27]. mirMark (2014), uses experimentally 
verified miRNA targets as training sets and considers over 700 features. They 
used Random Forest based classifier [15]. TargetScan v7.0 (2015) [12] examines 
that canonical sites are more functional than non-canonical sites to understand 
miRNA binding sites. They extract 14 features and they train the data by using 
multiple linear regression models. They are reached 58.01% accuracy, 60.23% 
sensitivity, 59.22% specificity [1]. TarPmiR (2016) [11] developed a random-forest-
based method to predict miRNA target sites. Their method is based on scanning 
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miRNA on mRNA sequence to get the excellent seed-matching sites. They used 
six conventional features and seven of their own features, together. As a result, 
TarPmiR selects the site with the highest likelihood as the target site [1]. They 
achieved 74.46% accuracy, 73.68% sensitivity, 76.56% specificity. 
 
MiRTDL (2016), is based on Convolutional Neural Network (CNN). They achieved 
88.43% sensitivity, 96.44% specificity, and 89.98% accuracy [28]. 
 
DeepMirTar [10] is a recent method based on stacked de-noising auto-encoder 
deep learning method (SdA) to predict human miRNA-targets on the site level. 
They used three different feature representations to express miRNA targets, i.e. 
high-level expert designed features, low-level expert designed features and Raw-
data-level designed features. Seed match, sequence composition, free energy, 
site accessibility, conservation, and hot-encoding are some of the examples of 
these features. They achieved 93.48% accuracy, 92.35% sensitivity, 94.79% 
specificity. 
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2.    METHODS 
 
In this chapter, in Section 2.1, the inference of the input function to train the model 
is explained. In Section 2.2, the developed deep neural network model structure is 
discussed. Section 2.3 provides information about the developed web application 
and a web server. 
2.1 Input Representation 
Preprocessing are performed before the data are given as input to the LSTM deep 
neural network. While the inputs are represented, two inputs consisting of miRNA 
and mRNA in the dataset are tried to be expressed as a single input. 
2.1.1 Sequence Alignment and Needleman Wunsch Global Alignment 
Algorithm 
 
Sequence alignment method is used to find similarity between two or more 
sequences. Sequence type might be DNA, RNA or protein sequences. Many 
biological mechanisms can be understood by sequence alignment methods. For 
instance; finding similar proteins allows predicting the function and structure of the 
proteins involved. The presence of similar sub-sequences in DNA allows the 
identification of regulatory elements. In sequence alignment, inputs are 
represented by two or more sequences over the same alphabet and outputs are 
represented by an alignment of these sequences. There are two types of 
sequence alignment methods; These are global and local alignment algorithms. In 
the global alignment algorithm, the sequences are aligned completely letter by 
letter. The global alignment algorithm is also known as the Needleman-Wunsch 
algorithm. On the other hand, in the local alignment algorithm, the similarity of the 
substrings in the two or more sequences are examined. The local alignment 
algorithm is also known as the Smith-Waterman algorithm (Figure 2.1). 
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Fig 2.1 Examples of Local and Global Sequence Alignment 
 
In miRNA and related mRNA alignment, two molecules are complementarily 
bounded to each other. By complementary binding, the phenomenon to be 
described is that each pair of A-U, U-A, and G-C, C-G nucleotides are 
complementary to each other. For this reason, Needleman-Wunsch global 
complementary alignment algorithm is used in this study. Needleman-Wunsch 
algorithm is based on dynamic programming (Figure 2.2). The general use of this 
algorithm is used to align protein or nucleotide sequences. Genetic DNA, RNA 
sequences to reveal the similarity between each other. 
 
The key logic of the algorithm is based on finding the maximum similarity between 
the two sequences. 
 
Match: two characters are the same 
Mismatch: Two characters are different 
Space: A character that corresponds to the space in the other array points should 
be determined and transactions should be made accordingly. 
 
18 
 
 
Fig 2.2 Needleman-Wunsch algorithm pseudocode 
 
In the pseudocode of Needleman-Wunsch algorithm: 
M is the length of first sequence 
N is the length of second sequence 
S is the dynamic programming matrix of size M x N 
δ(  ,-) is the score from aligning    with a gap 
δ(-,  ) is the score from aligning     with a gap 
δ(  ,   ) is the score from aligning    with     
Output: Optimal alignment score for aligning M and N 
 
2.1.2 Proposed Input Representation 
 
The obtained duplex sequence by using alignment of the miRNA sequence with a 
related target site on the mRNA sequence is used to feed the deep learning 
network. Duplexes for each miRNA pair and target site are aligned with the 
"Needleman - Wunsch" global complement alignment algorithm [13]. Thereafter, 
different alphabetic characters are used for the nucleotides corresponding to each 
A-U and G-C. G-U wobbles are ignored. Consequently, it is aimed to reduce the 
total number of characters in develoed LSTM network [1]. Each A-U pair is 
represented by “a, each U-A pair is indicated by“ b, each G-C pair is expressed by 
“c, each C-G pair is expressed by“ d, and all remaining pairs are expressed by “q 
(Figure 2.3, Figure 2.4). 
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Fig 2.3 Methodology used in input representation 
 
     Fig 2.4 Alignment of  miRNA sequence (middle) 
        mRNA binding site (top) 
converted from a new 
sequence of duplex formation (bottom). 
 
2.2 The LSTM Network 
 
In this section, the builded deep neural network architecture is explained with its 
components. 
 
2.2.1 Embedded Vector Layer 
 
The key idea behind the embedded vector is that each word used in a language 
may be represented by a set of numerical values (vectors). 
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First, each duplex sequence obtained by methodology, as discussed in (Section 
2.1.2), converted the letter into the index. The character a, b, c, d, q are converted 
to index 0, 1, 2, 3, 4 respectively (Figure 2.5). In embedded vector, one-hot 
encoded words or index words are mapped to the dense word vectors. When 
finding embedded vector weights, discrete values are converted to continuous 
values. Embedded vector uses the TF - IDF (term frequency–inverse document 
frequency) method which is an information retrieval (IR) algorithm in the 
background. The TF * IDF method measures the frequency (TF) of the term and 
its inverse document frequency (IDF). Each word or term has its TF and IDF 
score. The product consisting of a term's TF and IDF points is called the TF * IDF 
weight of that term. The TF-IDF algorithm is used to search for a word in any 
content and give importance to the searched word according to the frequency it 
appears in the document. For term t in document D, the weight of term Wt,d in 
document d is given by the following formula: 
 
Wt,d = TFt,d log (N/DFt)                                         (2.1) 
 
- N is the total number of documents in the dataset. 
- TFt,d is the number of occurrences of t in document d. 
- DFt is the number of documents containing the term t. 
 
According to Figure 2.5, for the first character „a‟ in example duplex sequence: 
 
TF(a)  = 5 / 32 = 0,15625 
IDF(a) = log(7820 / 5062) = 0,1889232 
W(a)  = (TF*IDF)(a) * (position of the character) = 0,15625 * 0,1889232 * 1 = 
0,029551925 
 
5 shows how many times the 'a' character repeats in a 32-long vector. 32 shows 
vector length. 7820 shows number of samples in the dataset 5062 shows how 
many times the „a‟ character repeats in all samples. 
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Fig 2.5 An example of proposed embedded vector representation 
 
Before the data are learned and tested by the built deep neural network, the size 
of each duplex sequence, letter to index and embedded vector weights are fixed in 
the form of a vector of length 32. 
 
2.2.2 Dropout Layer 
 
Dropping-out aims to drop or remove variables that are input to layers in the neural 
network. It has the effect of making the nodes in the network more robust for 
inputs and simulating multiple networks with different network structures. 
Technically, in each training step, the individual nodes are removed from the 
network with 1-p probability, and a reduced network remains. The need for 
Dropout Layer is to reduce the possibility of overfitting data during training. A fully 
connected layer uses most of the parameters inefficient, and therefore, neurons  
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          (a)       (b) 
 
   Fig 2.6 Deep neural network structures with drop-out layer4 
 
(a) Standard deep neural network structure 
(b) Deep neural network structure obtained by applying drop-out process to (a) 
 
develop interdependence between each other, which reduces the individual 
strength of each neuron during training and leads to overfitting of the training data 
(Figure 2.6). Besides, dropout is an approach in deep neural networks that relies 
on interdependent learning among smart neurons. Dropout method is one of the 
most common regularization methods used in deep learning. 
 
2.2.3 Dense Layer 
 
A dense layer is one of the layer in the neural network. Each neuron receives input 
from all neurons in the previous layer so that it is densely bounded. The layer has 
a weight matrix W, a bias vector b, and activations of the previous layer a. A dense 
layer is a fully connected neural network layer. The dense layer is used to modify 
the dimensions of the related vector. Mathematically, it applies a scaling, rotation, 
translation and transformation to the corresponding vector. 
 
                                            
4
 Amar Budhiraja. (2016). Dropout in (Deep) Machine learning. 
ttps://medium.com/@amarbudhiraja/https-medium-com-amarbudhiraja-learning-less-to-learn-
better-dropout-in-deep-machine-learning-74334da4bfc5 
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2.2.4 Sigmoid Activation Function 
 
 
Fig 2.7 A coordinate representation of sigmoid activation function5 
 
                                                       f(x) =  
 
     
                                                   (2.2) 
 
Sigmoid function is one of the most commonly used activation function. In contrast 
to the linear function, in the sigmoid function, the output of the activation function 
will always be within range (0,1) (Figure 2.7). Then it can be used in binary 
classification problems. 
 
2.2.5 Binary Cross-Entropy Loss Function 
 
Binary Cross-Entropy loss is used to measure the performance of a binary 
classification model whose output has a probability value between 0 and 1. As the 
predicted probability differs from the actual label, the loss of cross-entropy 
increases. For example, when the actual observation label is 1, it will predict the 
probability of 0.006 and result will be in a high loss value. An excellent model 
would be 0 log loss. 
 
                                            
5
 Sovit Ranjan Rath. (2019). Activation Functions in Neural Networks. 
https://debuggercafe.com/activation-functions-in-neural-networks/ 
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Fig 2.8 A graphical representation of log loss and predicted probability6 
 
What is meant in the Figure 2.8 is the range of possible loss values given with the 
correct observation. When the predicted probability is 1, the log loss gradually 
decreases. As predicted probability decreases, log loss increases rapidly. 
 
2.2.6 Adam Optimizer 
 
Adam is an optimization algorithm. It can be used instead of the classical 
stochastic gradient descent method to update recursive network weights based on 
training data. Adam is derived from adaptive moment estimation [21]. Adam 
Algorithm was presented by Diederik Kingmaand and Jimmy Ba in a paper titled 
“Adam: A Method for Stochastic Optimization” in 2015 [14]. Adam has been 
created by combining the best features of the AdaGrad and RMSProp algorithms 
to provide an optimization algorithm that can handle the sparse transition in noisy 
problems. Adam is easy to use where most of the default configuration parameters 
are good for the problem. Relatively low memory requirements are an advantage 
for the Adam algorithm. 
                                            
6
 https://ml-cheatsheet.readthedocs.io/en/latest/loss_functions.html 
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2.2.7 Stochastic Gradient Descent (SGD) Optimizer 
 
SGD is a widely used optimization technique in Machine Learning and Deep 
Learning. It can be used with most learning algorithms. A gradient is the slope of a 
function; mathematically, they can be defined as partial derivatives of a range of 
parameters based on their input. Gradient Descent can be defined as an iterative 
method that tries to minimize the cost function and is used to find the values of the 
parameters of a function. 
 
What is meant by the word "stochastic" is a system or a process associated with a 
random probability. Thus, in the SGD, several random samples are selected 
instead of selecting all data set for each iteration. SGD uses only one sample to 
perform each iteration. The sample is mixed randomly and selected one is used to 
perform the iteration. 
 
2.2.8 Adadelta Optimizer 
 
Adadelta is derived from Adagrad and tries to reduce the aggression of Adagrad, 
by reducing the learning rate monotonously. This is done by keeping the window 
of the past accumulated gradient limited to some fixed size. At run time, the 
average depends on the previous average and the current gradient. 
 
2.2.9 Proposed LSTM Network 
 
In this architecture, the first layer is a Embedded layer, as described in Section 
2.2.1, that is going to convert sequences into numerical embedded vectors. 32 
vector length is used to represent each word in the embedded layer. In addition, 
the parameter "500" is used to specify the size of the vector range that defines the 
words to be embedded. The size of the output layers for each word is defined in 
this layer (Table 2.1). 
 
As the second layer, Dropout Layer is used. The main purpose of using this layer 
is to prevent overfitting and eliminate garbage data. Drop-out percentage is 
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selected as 20%. The third layer is the LSTM layer with 1000 smart neurons. As 
the fourth layer Dropout Layer is used. Finally, since this problem is a binary 
classification problem, it is used a dense output layer with a single neuron and 
sigmoid activation functions is used to predict 0 (not target) or 1 (target). The main 
and higher level architecture of the study is given to Fig 2.12. 
 
Since the problem is a binary classification problem, log loss is used as a loss 
function. In addition, the “Adam” algorithm is chosen as the optimizer. Adam is an 
optimization algorithm that recursively updates network weights in training data. 
Besides, the loss of validation is measured every 5 epochs to avoid over-fitting. If 
the validation loss is increased from the previous one, the early stop function is 
activated. As a consequently, the learning process is interrupted [1].  
 
Table 2.1 Layers of proposed LSTM network 
Layer Type Output Shape 
Embedding (500,32) 
Dropout_1 (500,32) 
LSTM 1000 
Dropout_2 1000 
Dense 1 
 
2.3 Implementation and Availability 
 
The inputs (aligned duplex sequences) was extracted with python 3. After that pro-
cess, the learning step was developed in Google Colaboratory environment using 
the keras library of python software language. In the web application, HTML5 and 
CSS3 were used in the frontend. To keep the data generated by the deep learning 
model, MySQL database was preferred. Also, PHP was used to manipulate data 
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between the MySQL and the frontend. The web server is accessible at 
https://mirna.atwebpages.com. 
  
In the web application, the user is prompted to enter a microRNA sequence as an 
input (Figure 2.9). 
 
When the user enters a microRNA sequence as an input, if the deep learning 
algorithm is able to correctly classify the target site of the related microRNA (has 
found the target site), all the target binding sites of the related microRNA on the 
mRNAs are shown in red color (Figure 2.10). 
 
 
Fig 2.9 A graphical user interface of developed web server 
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Fig 2.10 Example of microRNAs query result. Red site is the target site. 
       
When the user enters a microRNA sequence as an input, if the deep learning 
algorithm has not found the target site of the related microRNA, the output is given 
as "target binding site is not found."  (Figure 2.11). 
 
 
Fig 2.11 Example of query result when target site is not founded 
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Fig 2.12 General Framework of the Study 
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3.    EXPERIMENT AND RESULTS 
 
In this chapter, Section 3.1 provides information about the dataset used in the 
study. In Section 3.2, the experimental results of the study are described in detail. 
3.1 Dataset 
 
Two different data sets were used in this study. DSet2 is taken from the Deep-
MirTar repository [10]. In the first data set, 3905 negative data are generated using 
mock miRNAs. 3915 positive (experimentally validated miRNA – target duplexes) 
data are collected, 473 of them are obtained from mirMark data [15] and 3442 of 
them are obtained from CLASH data [11]. Totally there are 7820 samples. This set 
of data is preferred since there are many experimentally confirmed positive data. 
DSet1 is obtained from the [16]. This dataset contains 283 positive and 115 
negative miRNA-mRNA duplex sequences. Totally there are 398 samples. These 
two datasets are convenient for comparison because they have different sizes. 
The size of the DSet1 dataset is smaller than the DSet2 dataset [1]. Therefore, 
LSTM based approach is used to measure the prediction performance of different 
datasets in different sizes. 
 
3.2 Emprical Results 
3.2.1 Evaluation Criteria 
 
To obtain the quality of prediction performance of proposed methods,  the 
proposed methods and existing approaches for miRNA target prediction are 
compared.  As an evaluation metric, accuracy, sensitivity, specificity, F1 score, 
AUC (Area Under Curve) are used.  
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Fig 3.1 Confusion matrix for binary classification 
 
Given the confusion matrix in Figure 3.1, discussed metrics are described by the 
following equations: 
 
                                               
     
           
                    (3.1) 
                          
                                                               
  
     
                                          (3.2)                                                                                      
 
                                                                
  
     
                                         (3.3)                                                                                     
 
                                                          
   
         
                                             (3.4)         
 
Also, TPR (True Positive Rate) and FPR (False Positive Rate) are defined by the 
following equations: 
 
                                                                 
  
     
                                  (3.5) 
                                                                            
                                                               
  
     
                                             (3.6) 
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3.2.2 Prediction Results 
 
3.2.2.1 Prediction Results of DSet1 
 
Thirty four different methods were used to test DSet1 (Table 3.2). The reason for 
trying thirty four different methods is to advance the work of Oğul et al [16]. 
Therefore, in addition to the data pre-processing method used in Oğul et al [16] 
study, it is intended to predict the target sites of the miRNA by using LSTM based 
learning method. From DS1_M1 to DS1_M30 method in Figure 3.2, performance 
of the deep learning system is measured according to different system 
hyperparameters. Additionally, there is used data pre-processing and it is 
attempted to set up a classification model that performed a miRNA target site 
prediction. Besides, with the help of DSet1, it is tried to classify the miRNA target 
site with using some simple machine learning methods. In the DS1_M31, SVM is 
used on DSet1. In the DS1_M32, DT is used on DSet1. In the DS1_M33, kNN is 
used on DSet1. In the DS1_M34, RF is used on DSet1. 
 
Last of all, the results of thirty four methods are compared with using five metrics 
which are sensitivity, specificity, accuracy (ACC), AUC (Area under the curve) and 
F1 score [1].  
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Fig 3.2 The framework about proposed methods 
 
 
 
 
 
 
 
 
 
DS1_M1 
to 
DS1_M30 
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Firstly, from DS1_M1 to DS1_M30 the dataset is randomly mixed. After that, 
LSTM based model is performed by determining the test split size as 0.1. Hence, 
fourty randomly selected test data are collected. 5 metrics were considered to 
evaluate success criterion: sensitivity, specificity, accuracy (ACC), AUC and F1 
score [1].   
 
In Table 3.1, the performance criteria of the built LSTM model is given according 
to Method Name, Batch Size, Neuron Size, Input Length, Loss Function, and 
Optimizer as system parameters. As the results show, DS1_M1 gave the best 
result by using 4 batch size, 100 neuron size, 32 input length, binary cross-entropy 
loss functions and Adam optimizer. Input length and loss function system 
hyperparameters are not tested for different values because in the preprocessed 
dataset, the longest sized input sample is 32 in length. Furthermore, since the 
problem discussed is a binary classification problem, binary cross-entropy loss is 
preferred. According to Table 3.1, DS1_M1 method gives the best results, the 
increase in the number of neurons used in small size datasets decreases the 
success of the system. In other words, increase in the complexity of the system 
affects the performance negatively. In general, the best results are obtained with 
Adam optimizer. Also, 4 batch size gave better results than 8. 
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 Table 3.1 Methods applied based on different system hyperparameter 
configurations on DSet1 
 
Method 
Name 
Batch 
Size 
Neuron 
Size 
Optimizer ACC TPR TNR F1 AUC 
DS1_M1 4 100 adam 82,50 100 30,00 89,55 77,00 
DS1_M2 4 250 adam 77,31 93,76 76,78 81,11 74,28 
DS1_M3 4 500 adam 77,61 83,14 77,12 65,18 74,79 
DS1_M4 4 1000 adam 55,44 86,61 61,26 67,70 71,77 
DS1_M5 4 1500 adam 51,72 85,88 60,60 64,48 59,53 
DS1_M6 4 100 ada-delta 71,62 74,56 64,70 66,51 78,82 
DS1_M7 4 250 ada-delta 74,99 71,14 71,23 57,57 76,70 
DS1_M8 4 500 ada-delta 62,41 74,12 70,41 59,23 77,47 
DS1_M9 4 1000 ada-delta 64,18 70,46 66,67 60,06 72,33 
DS1_M10 4 1500 ada-delta 54,66 81,98 31,15 44,19 63,21 
DS1_M11 4 100 SGD 64,77 55,12 51,16 59,92 64,88 
DS1_M12 4 250 SGD 59,46 59,31 57,28 64,12 71,71 
DS1_M13 4 500 SGD 57,86 68,82 53,33 66,69 66,53 
DS1_M14 4 1000 SGD 54,44 69,08 33,76 57,75 61,38 
DS1_M15 4 1500 SGD 53,99 77,71 35,62 51,85 66,22 
DS1_M16 8 100 adam 81,44 96,94 27,79 84,15 78,87 
DS1_M17 8 250 adam 77,46 81,61 80,92 81,18 78,15 
DS1_M18 8 500 adam 75,82 81,61 73,74 77,01 76,68 
DS1_M19 8 1000 adam 72,31 75,75 85,58 60,43 78,95 
DS1_M20 8 1500 adam 52,51 71,24 20,01 51,71 61,89 
DS1_M21 8 100 ada-delta 72,25 84,85 71,81 75,49 81,66 
DS1_M22 8 250 ada-delta 71,27 85,17 67,58 81,23 79,63 
DS1_M23 8 500 ada-delta 63,76 85,17 61,26 79,30 75,55 
DS1_M24 8 1000 ada-delta 64,85 81,81 66,80 73,44 71,52 
DS1_M25 8 1500 ada-delta 67,67 86,09 45,16 51,35 74,32 
DS1_M26 8 100 SGD 64,76 76,75 71,81 57,78 73,37 
DS1_M27 8 250 SGD 64,76 76,75 71,81 57,78 73,37 
DS1_M28 8 500 SGD 62,46 73,48 69,94 54,67 70,04 
DS1_M29 8 1000 SGD 63,48 78,62 73,56 79,91 76,62 
DS1_M30 8 1500 SGD 54,93 74,33 44,36 72,20 64,48 
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Table 3.2 Used dataset and method informations about proposed methods 
Method Name Dataset Method 
DS1_M1 – DS1_M30 DSet1 Preprocessing + LSTM 
DS1_M31  DSet1 SVM 
DS1_M32 DSet1 DT 
DS1_M33 DSet1 kNN 
DS1_M34 DSet1 Random Forest 
 
Although similar data preprocessing steps are applied in DS1_M33 and Oğul et al. 
[16] methods, DS1_M33 gives better results in terms of ACC, TPR, and F1 score.  
While method DS1_M33 is better than method Oğul et al. [16] in learning positive 
data, method Oğul et al. [16] is better than method DS1_M33 in the scope of 
learning negative data. According to the results, developed LSTM model yields 
better results in some respects than method Oğul et al. [16], but also reveals poor 
results in some metrics (Table 3.3, Figure 3.3). 
 
Table 3.3 Classification results of the best LSTM model (DS1_M1) and 
other basic machine learning methods on the DSet1 
 
Method 
Name 
ACC TPR TNR F1 AUC 
DS1_M1 82,50 100 30,00 89,55 77,00 
DS1_M31 76,75 84,02 37,09 85,9 60,6 
DS1_M32 70,00 84,80 15,00 82,40 44,60 
DS1_M33 85,50 89,3 64,51 91,12 77,80 
DS1_M34 85,00 100 0,005 91,8 81,1 
Oğul et al. 
[16] 
84,60 86,70 73,70 87,80 95,00 
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Fig 3.3 A box-plot representation of evaluation metrics about proposed methods 
and related works 
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Fig 3.4 Illustration of the accuracy and loss values of DS1_M1. (a) Training and 
validation accuracy of the model during the learning process. (b) Training and 
validation loss of the model during the learning process. 
             
Interrupted point of the learning process is shown in Fig 3.4. At this stage, 
according to the early stopping function, the learning process is terminated. 
 
(a) 
(b) 
Interrupted  Point 
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Fig 3.5 ROC curve of DS1_M1 generated by LSTM model on the training set 
 
As far as known, the best classification has the largest area under the curve. In the 
Receiver Operating Characteristics (ROC) curve, the false positive ratio 
(Specificity) and actual positive ratio (Sensitivity) are plotted for different cut-off 
points. Each point in the ROC curve shows a sensitivity/specificity pair 
corresponding to the given decision threshold. A test with the best separation has 
a ROC curve passing through the upper left corner (100% specificity, 100% 
precision). So, the general accuracy of the test increases when the ROC curve 
approaches to the upper left corner. In this thesis study, the ROC Area is founded 
as 0.77 for DS1_M1 (Figure 3.5). 
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3.2.2.2 Prediction Results of DSet2 
 
Totally there is used thirty five different methods. In the first method which name is 
DS2_M1, without doing any feature extraction, raw dataset in [10] is given directly 
to the proposed LSTM model to predict miRNA targets. From DS2_M2 to 
DS2_M31, (Figure 3.6) the DSet2 was used. Also in each method, performance of 
the developed deep learning model is measured in terms of different system 
hyperparameters. Additionally, there is used data pre-processing and attempted to 
build up a classification model which performed a miRNA target site prediction 
problem [1]. In the DS2_M32, SVM is used on DSet2. In the DS2_M33, DT is used 
on DSet2. In the DS2_M34, kNN is used on DSet2. In the DS2_M35, RF is used 
on DSet2 (Table 3.5). 
 
As a consequently, the results of thirty five methods are compared by using five 
metrics which are sensitivity, specificity, accuracy (ACC), AUC (Area under the 
curve) and F1 score. 
 
 
Fig 3.6 The framework about proposed methods 
 
DS2_M2 
to 
DS2_M31 
DS2_M1 
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Firstly, raw dataset is randomly mixed. After that, LSTM model is performed by 
determining the test split size as 0.1, so that 782 randomly selected test data are 
gathered. 
  
In Table 3.4, the performance criteria of the builded LSTM model are given 
according to Method Name, Batch Size, Neuron Size, Input Length, Loss Function 
and Optimizer system parameters. Based on these results, DS2_M5 gave the best 
result by using 64 batch size, 1000 neuron size, 32 input length, binary cross-
entropy loss function and adam optimizer. Input length and loss function system 
hyperparameters are not tested for different values since in the preprocessed 
dataset the longest sized input sample is 32 in length. Furthermore, since the 
problem discussed is a binary classification problem, binary cross-entropy loss is 
preferred. According to the Table 3.4, DS2_M5 method gives the best results. So, 
increase in the number of neurons used in large size datasets increases the 
success of the system. However, when the number of neurons is 1500, 
performance of the model decreased because of the model complexity. In general, 
best results are obtained with the adam optimizer. In addition, the ada-delta 
optimizer is at least as successful as adam optimizer. Also, 64 batch size gave 
better results than 128. 
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Table 3.4 Methods applied based on different system hyperparameter 
configurations 
 
Method 
Name 
Batch 
Size 
Neuron 
Size 
Optimizer ACC TPR TNR F1 AUC 
DS2_M2 64 100 adam 84,02 82,38 85,60 83,57 91,00 
DS2_M3 64 250 adam 85,81 86,26 85,35 85,71 92,18 
DS2_M4 64 500 adam 60,61 33,41 87,12 45,58 80,73 
DS2_M5 64 1000 adam 87,34 91,45 83,33 87,70 92,59 
DS2_M6 64 1500 adam 55,12 93,78 17,42 67,34 58,65 
DS2_M7 64 100 ada-delta 78,26 71,50 84,84 76,45 84,78 
DS2_M8 64 250 ada-delta 85,29 83,41 87,12 84,84 89,96 
DS2_M9 64 500 ada-delta 84,14 79,01 89,14 83,10 89,74 
DS2_M10 64 1000 ada-delta 86,31 88,64 82,54 85,01 89,13 
DS2_M11 64 1500 ada-delta 60,19 93,56 0,22 34,87 54,61 
DS2_M12 64 100 SGD 60,87 60,88 61,61 60,80 77,12 
DS2_M13 64 250 SGD 60,10 68,13 52,52 62,84 78,67 
DS2_M14 64 500 SGD 66,98 72,22 52,65 70,32 81,10 
DS2_M15 64 1000 SGD 50,38 88,60 18,43 65,08 74,75 
DS2_M16 64 1500 SGD 59,69 88,55 31,50 21,58 64,86 
DS2_M17 128 100 adam 82,23 83,93 80,55 82,33 90,15 
DS2_M18 128 250 adam 82,64 83,33 82,29 85,61 90,55 
DS2_M19 128 500 adam 70,08 44,00 88,47 54,70 78,75 
DS2_M20 128 1000 adam 61,13 38,60 83,08 49,50 55,69 
DS2_M21 128 1500 adam 57,05 91,44 10,80 71,17 63,66 
DS2_M22 128 100 ada-delta 78,52 81,08 78,78 79,94 83,99 
DS2_M23 128 250 ada-delta 86,11 87,81 80,94 85,44 90,68 
DS2_M24 128 500 ada-delta 79,67 82,80 89,33 84,03 90,95 
DS2_M25 128 1000 ada-delta 83,58 88,77 81,08 76,74 90,95 
DS2_M26 128 1500 ada-delta 56,76 91,90 26,61 36,83 62,44 
DS2_M27 128     100 SGD 66,34 57,57 66,66 47,79 71,58 
DS2_M28 128 250 SGD 64,22 73,56 59,17 63,64 86,90 
DS2_M29 128 500 SGD 62,94 77,46 58,87 67,76 83,80 
DS2_M30 128 1000 SGD 51,56 84,57 22,11 70,69 72,21 
DS2_M31 128 1500 SGD 64,69 88,76 35,53 27,55 60,41 
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Table 3.5 Used dataset and method informations about proposed methods 
Method Name Dataset Method 
DS2_M1 DSet2 Raw Dataset + LSTM 
DS2_M2 - DS2_M31 DSet2 Preprocessing + LSTM 
DS2_M32 DSet2 SVM 
DS2_M33 DSet2 DT 
DS2_M34 DSet2 kNN 
DS2_M35 DSet2 Random Forest 
 
In DeepMirTar, they represent the miRNA-mRNA duplexes with using 750 different 
features. Some of these features are free energy, seed match, sequence 
composition, site accessibility. Proposed methods represent the miRNA-mRNA 
pairs based on a probabilistic approach. In the learning phase, they used SdA 
(Stacked denoising auto-encoder) based on deep neural network. They split 
dataset as 60% training data, 20% validation data and 20% test data. Besides, in 
this work, the dataset divided into 90% training data and 10% test data. They 
optimized the hyperparameters via grid-search method. On the other hand, there 
are optimized hyperparameters with random search method. They examine 
learning rate as 0.01 and batch size as 10. In this work, learning rate is determined 
 
Table 3.6 Classification results of the best LSTM model DS2_M5 and other 
basic machine learning methods on the DSet2 
Method 
Name 
ACC TPR TNR F1 AUC 
DS2_M5 87,34 91,45 83,33 87,70 92,59 
DS2_M32 81,62 78,50 84,70 81,00 81,60 
DS2_M33 81,39 85,58 82,59 81,39 87,68 
DS2_M34 86,71 74,80 98,50 84,90 88,40 
DS2_M35 83,25 81,73 94,20 80,70 85,40 
DeepMirTar 93,48 92,35 94,79 93,48 97,93 
TargetScan 
v7.0 
58,01 60,23 59,22 22,50 67,25 
TarPmiR 74,46 73,68 76,56 28,40 80,21 
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as 0.1 and batch size as 64. Also, they used 1500 memory units (smart neurons). 
In this study, 1000 smart neurons is used in the LSTM layer [1]. 
 
As a result, DeepMirTar method gives better results than proposed methods since 
it has a strong optimization of hyperparameters, a more complex deep neural 
network structure and a strong input representation on the first layer of the deep 
network (Table 3.6, Figure 3.7). 
 
 
Fig 3.7 A box-plot representation of evaluation metrics about proposed methods 
and related works 
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Fig 3.8 Illustration of the accuracy and loss values of DS2_M5. (a) Training and 
validation accuracy of the model during the learning process. (b) Training and 
validation loss of the model during the learning process. 
               
The interrupted point of the learning process is shown in (Fig 3.8). At this stage, 
according to the early stopping function, the learning process is finished. 
 
Interrupted  Point 
(a) 
(b) 
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Fig 3.9 ROC curve of DS2_M5 method generated by LSTM model on the training 
set. 
 
In this thesis study, the ROC Area is founded as 0.91 for DS2_M5 (Figure 3.9). 
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4.      CONCLUSION and FUTURE WORK 
 
In this thesis, a deep learning based algorithm is developed to predict which site is 
microRNA will bind to in mRNA. In addition by using existing input extraction, a 
deep learning method based on RNN - LSTM is used to solve this problem. Also, 
the generated LSTM neural network model and previous problem-specific studies 
are compared with each other according to various evaluation metrics. 
  
Developed LSTM model is extensively compared with different simple machine 
learning methods. Furthermore, performance measures on different size datasets 
of the used methods are compared with each other. 
 
Besides all of these, an easy-to-use web application is developed with an interface 
for people working in the field of life sciences. They can see the potential target 
binding sites of a miRNA sequence by using this application. 
 
Traditional machine learning based approaches are developed via window-based 
scanner over the mRNA sequence to examine the target binding site. Deep 
learning based LSTM model gives more significant results because of input 
sequence includes lots of different characters and their lengths are varied. 
Furthermore, the model requires a long-term context or dependencies between 
each different character in the input sequence. Therefore, the LSTM-based model 
has succeeded in overcoming these problems. 
 
The results have shown that the method can outperform conventional shallow 
machine learning techniques when larger datasets are available. 
 
In the future works, to get better results, a hybrid method can be considered by 
combining CNN and RNN - LSTM methods. Canonical and non-canonical sites 
can be considered also. The number of layers can be increased by using LSTM 
based model. G-U wobbles can be considered at the pre-processing step. 
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APPENDIX 
 
Table A.1 Contents of raw dataset 
 
miRNA ID 
 
miRNA 
Seq (3'--
>5') 
 
mRNA 
Accession 
Number 
 
Target 
Site 
 
Start 
 
End mRNA 
Seq 
 
MIMAU00005
10 
AGCGGGAGA
GUUGGGUC
GAAAA 
NM_001080485 
GCGUCCU
CAUAAUG
UGAUCCC
AGCUUUC 
560 588 
CCUCAUC
AAGCACC
GGCGCAU
… 
MIMAU00004
23 
AGUGUUCAA
UCCCAGAGU
CCCU 
NM_003374 
GGUCCUU
UCAGUGG
UAGACUC
GGGGA 
191 217 
AUGAAUA
CUGUACA
AUUGU… 
MIMAU00005
10 
AGCGGGAGA
GUUGGGUC
GAAAA 
NM_000289 
AUGACUU
CUGCCCC
AGCUUUA 
196 217 
ACCUCUC
UGGAGUG
AGGGGA
… 
MIMAU00006
80 
UAGACGUGA
CAGUCGUGA
AAU 
NM_001142276 
AAUGGCC
ACUGAAG
CACGUGA 
515 536 
GUGGCAG
GGAGCGC
GGCA… 
MIMAU00005
10 
AGCGGGAGA
GUUGGGUC
GAAAA 
NM_003502 
CUGCCUC
CAGCCGC
CGGCUGU
G 
495 517 
UAGGCUG
GUGGGCU
GGCCGC
… 
MIMAU00004
23 
AGUGUUCAA
UCCCAGAGU
CCCU 
NM_001126050 
CUCUGGG
UUGGGAU
CAGGGG 
366 386 
CCACCAA
UGUUUCA
AGAG… 
MIMAU00033
39 
CGCGGGUUA
AUUACAGAC
AACUA 
NM_001130440 
CCACCUA
AAUGUAA
UGUUGAU 
1072 1093 
AUAGCAG
AGACUAC
AGUGU… 
MIMAU00045
09 
GCCCUUCAC
GAUCGAGUC
GUCA 
NM_003324 
UGAGGGA
UCACAGC
UUAGCAU
G 
414 436 
GAGAACA
GUCAGGC
AGGGAG
… 
MIMAU00000
63 
UUGGUGUG
UUGGAUGAU
GGAGU 
NM_001282538 
ACGUGGA
CACCCUA
CACCUCC 
90 111 
CGCCAGU
AGCAUGU
GGAUGCC
… 
MIMAU00046
79 
CCUCUCGGA
GGUGGGUU
GGGAG 
NM_001020658 
UCAGAGC
CCCUCUC
ACCUUGU
AAAGUGU 
1371 1410 
GGCAGUG
UCACCCG
CUGUU… 
MIMAU00000
75 
GAUGGACGU
GAUAUUCGU
GAAAU 
NM_021035 
ACCCCUG
CGCUAGA
GUAAGCA
CUUUA 
466 492 
GAAGAUG
GUACACC
ACUGCC… 
MIMAU00028
19 
UCGCCCUGA
AACUCCCGG
UCAA 
NM_001166356 
ACUUAGA
AGGAGGG
CCCAGGC 
196 217 
AGGCACC
UGGGAAA
UGAGGCC
CA… 
MIMAU00004
18 
CCAUUAGGG
ACCGUUACA
CUA 
NM_014394 
AAAUGUU
CCGGUAA
UGUGAU 
127 147 
AGUGACU
CAGCUUC
UGGCUUC
U… 
MIMAU00000
82 
UCGGAUAGG
ACCUAAUGA
ACUU 
NM_025069 
GUUAAUA
AAUGGAA
UACUUGG 
1316 1338 
CUACAGC
UCUUCCU
CCACCC… 
53 
 
MIMAU00002
44 
CGACUCUCA
CAUCCUACA
AAUGU 
NM_018159 
GCUGAAG
CUGUGUG
AUGGAUG
UUUGAG 
1642 1669 
UGAACAG
CAAAGAU
GUUCAGU
AUUG… 
MIMAU00007
31 
UGUGUCCUG
GACCUCAGU
CCUC 
NM_018638 
UUUUGGG
AUCAUGG
UGCAGGC
U 
2262 2284 
AGAAGAG
AUUUAAU
UAUUCUC
CAG… 
MIMAU00032
83 
UUCUCCCUC
UGGGUCCGA
GCCU 
NM_020857 
GAGAAGG
CUGCCUC
CUAGGCU
CUGC 
58 83 
GAGGGUG
UCACCUU
UGAUGGG
GG… 
MIMAU00033
93 
AGUUGCCCU
CACUAGCAC
AGUAA 
NM_001105539 
UUAGCGG
GAUAUUG
AUUGUUU
UGAA 
1098 1123 
CUGACCU
ACUAUAC
UCCUCA… 
MIMAU00000
62 
UUGAUAUGU
UGGAUGAUG
GAGU 
NM_001346114 
UUCAAUA
CUUUCUA
CUACCUC
A 
1196 1218 
UAUACCU
AAAAAUU
GUUAGAA
… 
MIMAU00002
79 
UGGGUCAUC
GGUCUACAU
CGA 
NM_013286 
GCCCGUG
UCCAGUC
AUACCUA
GAGAUUU 
1015 1049 
CCCAAGC
CUGUCU… 
MIMAU00000
66 
UUGAUAUGU
UGGAGGAUG
GAGU 
NM_020151 
AUCUGGA
ACAAACC
UCUCACC
UCA 
257 281 
CAGGCUU
UGGGAUA
AGAAG… 
MIMAU00049
50 
GACCCUCCU
CCCUCUUCU
CCU 
NM_001080417 
AAUUACA
UGGGGAA
GGGAGGA 
67 88 
AAUGGGU
CUGGAGA
CCAGGGG
C… 
MIMAU00004
50 
CCCUCACUU
CUGUGCCUC
GGUCU 
NM_001078166 
GGGAGGA
UGAAUUA
CCAGGAU
UCAUGGA
GCGGGA 
1825 1859 
CAGUGGA
AUUUCAA
GGUAAGG
AU… 
MIMAU00004
50 
CCCUCACUU
CUGUGCCUC
GGUCU 
 
NM_001098414 
GAAUGAG
AACAUAU
GGAGCCA
AC 
2057 2080 
GCUUUAU
CUUGGCA
GUCUU… 
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Table A.2 Contents of pre-processed dataset 
 
miRNA ID 
 
miRNA Seq 
(3'-->5') 
 
Target Site 
 
Du
ple
x 
 
 
Act
ual  
Predi
cted 
 
mRNA 
Acces
sion 
Numbe
r 
 
mR
NA 
Seq 
 
 
MIMAU0000510 
AGCGGGAGAG
UUGGGUCGAA
AA 
GCGUCCUCAUA
AUGUGAUCCCA
GCUUUC 
qqd
cqq
cca
cqa
qbb
qqq
qqq
ccc
bdc 
1 1 
NM_0010
80485 
CCUC
AUCA
AGCA
CCGG
CGCA
U… 
MIMAU0000423 
AGUGUUCAAU
CCCAGAGUCC
CU 
GGUCCUUUCAG
UGGUAGACUCG
GGGA 
qqa
cqc
qqq
aaq
qbd
qdd
aqq
qca
cqd
ddq
b  
1 1 
NM_0033
74 
AUGA
AUAC
UGUA
CAAU
UGU
… 
MIMAU0000510 
AGCGGGAGAG
UUGGGUCGAA
AA 
AUGACUUCUGC
CCCAGCUUUA 
qaq
dqq
qca
qca
qcq
qcc
cbd
cqa
aaq  
0 1 
NM_0002
89 
ACCU
CUCU
GGAG
UGAG
GGGA
… 
MIMAU0000680 
UAGACGUGAC
AGUCGUGAAA
U 
AAUGGCCACUG
AAGCACGUGA 
bqa
qqc
qqc
bca
dqq
bqd
cbc
qqq
aqb  
1 1 
NM_0011
42276 
GUGG
CAGG
GAGC
GCGG
CA… 
MIMAU0000510 
AGCGGGAGAG
UUGGGUCGAA
AA 
CUGCCUCCAGC
CGCCGGCUGUG 
qcq
dqc
cac
qcq
bqq
cqc
cqd
qcq
qaq
aq  
0 1 
NM_0035
02 
UAGG
CUGG
UGGG
CUGG
CCGC
… 
MIMAU0000423 
AGUGUUCAAU
CCCAGAGUCC
CU 
CUCUGGGUUGG
GAUCAGGGG 
qac
qqq
qqq
qda
aqd
ddq 
1 1 
NM_0011
26050 
CCAC
CAAU
GUUU
CAAG
A. 
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MIMAU0003339 
CGCGGGUUAA
UUACAGACAA
CUA 
CCACCUAAAUG
UAAUGUUGAU 
qcq
cqc
cqq
bba
qab
bqq
qqa
daa
dba  
1 1 
NM_0011
30440 
AUAG
CAGA
GACU
ACAG
UGU
… 
MIMAU0004509 
GCCCUUCACG
AUCGAGUCGU
CA 
UGAGGGAUCAC
AGCUUAGCAUG 
qqq
qdd
dbq
qbq
qqc
qbd 
1 1 
NM_0033
24 
GAGA
ACAG
UCAG
GCAG
GGAG
… 
MIMAU0000063 
UUGGUGUGUU
GGAUGAUGGA
GU 
ACGUGGACACC
CUACACCUCC 
bqq
cqq
qqb
cbc
qqc
cab
cqb
cca
cqq  
1 1 
NM_0012
82538 
CGCC
AGUA
GCAU
GUGG
AUGC
C… 
MIMAU0004679 
CCUCUCGGAG
GUGGGUUGG
GAG 
UCAGAGCCCCU
CUCACCUUGUA
AAGUGU 
qqq
qbd
bdq
qcc
acq
cbq
ccq
qqq
bbq
qqq
qqq
qqq
qcc
caq
q  
1 1 
NM_0010
20658 
GGCA
GUGU
CACC
CGCU
GUU
… 
MIMAU0000075 
GAUGGACGUG
AUAUUCGUGA
AAU 
ACCCCUGCGCU
AGAGUAAGCAC
UUUA 
qqc
qqc
cad
cqq
cab
qqq
abb
dcb
caa
ab  
1 1 
NM_0210
35 
GAAG
AUGG
UACA
CCAC
UGCC
… 
MIMAU0002819 
UCGCCCUGAA
ACUCCCGGUC
AA 
ACUUAGAAGGA
GGGCCCAGGC 
qqq
qqq
bcq
aaq
qqq
qdb
ddd
ccq
bdq
qqq  
1 1 
NM_0011
66356 
AGGC
ACCU
GGGA
AAUG
AGGC
CCA
… 
MIMAU0000418 
CCAUUAGGGA
CCGUUACACU
A 
AAAUGUUCCGG
UAAUGUG 
qqq
bbq
qqq
acc
qqd
dqq.
. 
1 1 
NM_0143
94 
AGUG
ACUC
.. 
56 
 
MIMAU0000082 
UCGGAUAGGA
CCUAAUGAAC
UU 
GUUAAUAAAUG
GAAUACUUGGC 
qdq
qaq
qba
qqq
qqa
ddb
qqa
bca
adq
qqq  
1 0 
NM_0250
69 
CUAC
AGCU
CUUC
CUCC
ACCC
… 
MIMAU0000244 
CGACUCUCAC
AUCCUACAAA
UGU 
GCUGAAGCUGU
GUGAUGGAUGU
UUGAG 
dca
dbq
bqq
qda
daq
bqd
dba
daa
aqq
qbq  
1 1 
NM_0181
59 
UGAA
CAGC
AAAG
AUGU
UCAG
UAUU
G… 
MIMAU0000731 
UGUGUCCUGG
ACCUCAGUCC
UC 
UUUUGGGAUCA
UGGUGCAGGCU 
qqq
qqq
qqq
qdd
bqq
cqa
dqq
daq
cbd
qqd
qq  
1 0 
NM_0186
38 
AGAA
GAGA
UUUA
AUUA
UUCU
CCAG
… 
MIMAU0003283 
UUCUCCCUCU
GGGUCCGAGC
CU 
GAGAAGGCUGC
CUCCUAGGCUC
UGC 
qqd
bdq
qdd
qqq
dqc
qqc
cqb
ddc
acq
dqq
q  
0 1 
NM_0208
57 
GAGG
GUGU
CACC
UUUG
AUGG
GGG
… 
MIMAU0003393 
AGUUGCCCUC
ACUAGCACAG
UAA 
UUAGCGGGAUA
UUGAUUGUUUU
GAA 
aqq
qbq
cdd
dbq
qqq
adb
aqq
ada
qqa
aqq
qq  
0 1 
NM_0011
05539 
CUGA
CCUA
CUAU
ACUC
CUCA
… 
MIMAU0000062 
UUGAUAUGUU
GGAUGAUGGA
GU 
UUCAAUACUUU
CUACUACCUCA 
qqq
aqa
qcb
qqb
cqq
qca
bca
bcc
acb  
1 1 
NM_0013
46114 
UAUA
CCUA
AAAA
UUGU
UAGA
.. 
57 
 
MIMAU0000279 
UGGGUCAUCG
GUCUACAUCG
A 
GCCCGUGUCCA
GUCAUACCUAG
AGAUUU 
qqc
qqq
qqq
ccb
dqq
qab
qcc
qbd
bqq
qqa
daq
qqq
dqq  
1 1 
NM_0132
86 
CCCA
AGCC
UGUC
U… 
MIMAU0000066 
UUGAUAUGUU
GGAGGAUGGA
GU 
AUCUGGAACAA
ACCUCUCACCU
CA 
qbq
caq
qbq
bcb
bqc
caq
caq
bcc
acb  
1 1 
NM_0201
51 
CAGG
CUUU
GGGA
UAAG
AAG
… 
MIMAU0004950 
GACCCUCCUC
CCUCUUCUCC
U 
AAUUACAUGGG
GAAGGGAGGA 
qqq
qqc
qad
dqq
ddb
qdd
qqq
qqd
bdd
b  
0 1 
NM_0010
80417 
AAUG
GGUC
UGGA
GACC
AGGG
GC… 
MIMAU0000450 
CCCUCACUUC
UGUGC 
GGGAGGAUGAA
UUACCAGGAUU
CAUGGAGCGGG
A 
ddd
bdq
qad
bbq
qqq
qqq
dbq
qcb
qqd
dbd
cqq
qqd
b  
1 1 
NM_0010
78166 
CAGU
GGAA
UUUC
AAGG
UAAG
GAU
… 
MIMAU0000450 
CCCUCACUUC
UGUGCCUCGG
UCU 
 
 
GAAUGAGAACA
UAUGGAGCCAA
C 
qqd
bqq
adq
bdb
qbc
qqq
qdd
bdc
cbq
bq  
1 1 
NM_0010
98414 
GCUU
UAUC
UUGG
CAGU
CUU
… 
 
