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L'életromagnétisme numérique et ses appliations
La modélisation numérique est un outil essentiel pour l'ingénieur et son importane n'a essé de roître
ave l'augmentation des apaités de alul et de stokage des ordinateurs et notamment l'avènement
des alulateurs parallèles. Ce phénomène a été d'autant plus ressenti dans le domaine de l'életromagné-
tisme qu'il s'est aompagné de la mise au point de nouvelles méthodes numériques adaptées à e type
d'arhiteture de alul, et que la simulation numérique dans e domaine, traditionnellement réservée
aux appliations militaires omme la furtivité radar ou la vulnérabilité des systèmes d'arme, s'est aussi
ouverte à un large spetre d'appliations iviles.
Ainsi, l'életromagnétisme numérique est aujourd'hui une disipline en plein essor et on onstate que le
hamp d'appliation de l'életromagétisme numérique s'est élargi à des ontextes aussi variés que l'éle-
tronique, les aélérateurs de partiules, la magnétohydrodynamique, l'optimisation de forme d'antennes,
la oneption de dispositifs hyperfréquenes ou la ompatibilité életromagnétique. Ce dernier est parti-
ulièrement ruial ar les nouveaux matériaux qui omposent les aéronefs, les bâtiments ou les voitures,
n'assurent plus la protetion des nombreux omposants életroniques ontre la foudre ou d'autres soures
életromagnétiques. La santé au sens large est un autre ontexte d'appliation de l'életromagnétisme
numérique. Il s'agit essentiellement de quantier numériquement l'absorption d'un hamp életromagné-
tique dans des tissus biologiques, soit pour évaluer les éventuels eets noifs de l'exposition à es hamps
[BCPP01℄-[CLO
+
00℄, soit pour des besoins de planiation du traitement par hyperthermie
1
de tumeurs
anéreuses [LHC
+
00℄-[SNVM03℄.
1
L'hyperthermie est un éhauement (loal) des tissus biologiques.
1
Introdution générale
Les équations qui modélisent les problèmes de propagation d'ondes életromagnétiques, à savoir les équa-
tions de Maxwell, susitent un engouement tant de la part des physiiens que de la part des mathémati-
iens, en raison notamment des appliations industrielles pressenties. La simulation numérique a ontri-
bué à une meilleure ompréhension des phénomènes physiques sous-jaents, motivant de nombreuses
reherhes an de parvenir à des méthodes qui restituent au mieux les aratéristiques mathématiques
de es équations et l'universalité de leur appliation, ave à la lef un soui de performane.
Les diultés de la modélisation numérique
En dépit des avanées signiative de es vingt dernières années, un grand nombre d'appliations
de l'életromagnétisme numérique reste hors de portée des apaités de l'état de l'art des méthodes
numériques pour la modélisation des équations de Maxwell [RT04℄.
Plusieurs diultés émergent lorsque l'on tente de modéliser et de développer des méthodes de alul
pour simuler des phénomènes de propagation d'ondes életromagnétiques:
 la plupart des phénomènes életromagnétiques à modéliser requièrent un domaine de alul non
borné,
 la préision des méthodes d'approximation des équations d'une part, et la disrétisation du domaine
de alul d'autre part, doivent être ompatibles ave le aratère ondulatoire des phénomènes de
propagation d'ondes életromagnétiques,
 les nouveaux matériaux onstituant les objets étudiés possèdent des aratéristiques életroma-
gnétiques de plus en plus omplexes où, par exemple, les hypothèses de linéarité et d'isotropie ne
s'appliquent pas. Ces matériaux néessitent don des algorithmes robustes pour la résolution des
équations de Maxwell,
 les appliations d'intérêt industriel onduisent à la résolution numérique de systèmes disrets dont
la taille, évaluée en termes du nombre d'inonnues pour atteindre une préision donnée, est très
grande. Par exemple, les longueurs aratéristiques sont généralement de l'ordre de quelques di-
zaines de longueur d'onde mais peuvent dépasser la entaine, onduisant à des maillages qui
peuvent ontenir jusqu'à dix millions de maille pour des maillages volumiques. La résolution nu-
mérique de problèmes de ette taille ne peut se faire qu'en exploitant pleinement les possibilités
des alulateurs parallèles. L'algorithme généré par la méthode doit don avoir un haut degré de
parallélisme.
Résolution numérique des équations de Maxwell
De nombreuses méthodes ont été développées pour la résolution numérique des équations de Maxwell
mais il semble qu'auune méthode ne soit prédominante, le hoix étant déterminé essentiellement par le
type d'appliation onsidéré. Il ne s'agit pas ii de proposer une revue exhaustive de es méthodes mais
plutt de préiser quelques aratéristiques importantes qui motivent le hoix d'une méthode partiulière.
Ces méthodes peuvent être regroupées en plusieurs lasses, suivant que l'on souhaite traiter les équations
de Maxwell en domaine temporel en regardant l'évolution en temps du hamp életromagnétique, ou
les équations de Maxwell en domaine fréquentiel (ou en régime harmonique) en regardant ette fois-i
le omportement du hamp életromagnétique lorsque le terme soure suit une dépendane harmonique
en temps. Bien que es deux formulations aient un lien physique étroit (voir par exemple [Hel94℄), les
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méthodes numériques développées pour leur approximation peuvent s'attaquer indistintement aux deux
systèmes d'équations ou au ontraire être spéiques à haun. Les méthodes mises au point pour la
résolution des équations en domaine temporel utilisent le plus souvent une formulation des équations au
premier ordre, alors que les méthodes onçues pour la résolution des équations de Maxwell en domaine
fréquentiel s'appuient habituellement sur la formulation des équations du deuxième ordre dans laquelle
on élimine le hamp életrique ou le hamp magnétique, an de réduire la taille des systèmes algébriques
résultants.
La présente étude porte sur la résolution numérique des équations de Maxwell en domaine temporel.
Diérentes familles de méthodes numériques ont été développées pour résoudre es équations, faisant
suite à la méthode la plus anienne proposée en 1966 par K.S. Yee [Yee66℄. Nous les passerons en revue
plus loin dans e manusrit. Le point de départ de notre étude onsiste en une méthode d'éléments nis
disontinus, onnue sous le nom de méthode Galerkin disontinue, initialement introduite dans [PF03℄-
[FLLP05℄. Cette méthode est formulée sur des maillages triangulaires en 2D et tétraèdriques en 3D. Les
méthodes Galerkin disontinues présentent plusieurs avantages parmi lesquels:
 elles sont naturellement adaptées à la disrétisation de fontions disontinues et à la prise en ompte
d'hétérogénéités (par exemple du milieu dans le as d'un problème de propagation d'ondes),
 elles se prêtent bien à l'utilisation de maillages non-struturés pour la disrétisation de géométries
omplexes,
 elles autorisent un ranement loal non-onforme du maillage de alul et un degré d'interpolation
variable en espae (en d'autres termes, elles dénissent un adre idéal pour la mise au point de
méthodes auto-adaptatives),
 elles sont naturellement parallélisables.
Le aratère disontinu de l'approximation impose d'avoir reours à une formulation faible loale 'est-à-
dire dont le support d'intégration est l'élément (un triangle en 2D et un tétraèdre en 3D). Une intégration
par parties fait alors apparaître un terme de bord dont le alul onduit à l'introdution d'une fontion de
ux numérique (similairement à e qui est réalisé dans les méthodes volumes nis [CFS93℄-[PRF02℄). Une
partiularité de la méthode Galerkin disontinue introduite dans [PF03℄-[FLLP05℄ est d'utiliser une fon-
tion de ux numérique entrée. Lorsque elle-i est ombinée à un shéma d'intégration en temps entré
de type saute-mouton du seond ordre, on montre que l'on obtient une méthode Galerkin disontinue
non-dissipative et stable sous une ondition de type CFL.
Interations des ondes életromagnétiques ave les personnes
L'étude des interations des ondes életromagnétiques ave les personnes est au ÷ur des ativités
de l'équipe Interations des Ondes ave les Personnes (IOP) du entre Frane Teleom R&D
d'Issy les Moulineaux qui o-nane ette thèse. En partiulier, l'équipe IOP ontribue ativement aux
reherhes atuelles sur les eets sanitaires des rayonnements issus des téléphones mobiles. Ces dernières
années ont vu la réalisation d'un grand nombre d'études sientiques visant à évaluer les eets des
hamps életromagnétiques radio-fréquene sur la santé humaine. Beauoup de es études sont de nature
expérimentale (études in vivo sur des animaux prinipalement, et études in vitro). On renontre aussi des
études épidémiologiques pour lesquelles, d'une façon générale, on manque enore de reul à ause du
aratère réent du déploiement à grande éhelle des téléphones mobiles (et des antennes relais). Enn,
un ertain nombre d'études font appel à la modélisation numérique.
3
Introdution générale
Un des aspets importants de l'étude des eets biologiques résultant de l'exposition à un hamp életro-
magnétique radio-fréquene onerne la dosimétrie, 'est-à-dire la quantiation du rayonnement életro-
magnétique sur les tissus exposés. La dose d'énergie absorbée par transformation en haleur est quantiée
par la puissane absorbée par unité de masse de matière biologique exposée. Elle est dénie par le débit
d'absorption spéique (DAS) et s'exprime en W/kg. Le alul du DAS peut se faire à l'aide de bans
de mesure (fantmes et sondes); dans e as, il s'agit de dosimétrie expérimentale. On peut aussi faire
appel à des modèles numériques qui permettent la résolution du système d'équations de Maxwell (on
parle alors de dosimétrie numérique). Dans e dernier as, le alul numérique néessite la onstrution
d'un modèle de tête disret (maillage) à partir d'images médiales. Les études de e type sont majori-
tairement réalisées à l'aide de modèles numériques basés sur la méthode DFDT (Diérenes Finies en
Domaine Temporel). Dans ette méthode, le domaine de alul est disrétisé au moyen d'un maillage
struturé (artésien). Du fait de sa simpliité de mise en ÷uvre et de la disponibilité de moyens de alul
de plus en plus performants, la méthode DFDT reste le hoix de prédiletion pour l'évaluation numérique
des eets de l'exposition humaine aux hamps életromagnétiques radio-fréquene. Cependant, de telles
grilles ne sont pas bien adaptées à la disrétisation de formes géométriques omplexes. Plus préisément,
toute frontière ourbe est approhée par une interfae en marhes d'esalier: e phénomène engendre des
osillations parasites sur la solution et une perte de préision de la méthode. De plus, la modélisation de
petits détails (fentes mines, plaques mines) impose une taille de maille trop petite, rendant le alul
prohibitif. Si on utilise un maillage non-uniforme pour prendre en ompte es détails, on augmente l'erreur
de dispersion du shéma et la préision de la méthode DFDT se dégrade (la méthode DFDT est préise
au seond ordre en espae et en temps sur des grilles de alul orthogonales uniformes).
Au ontraire, un maillage non-struturé (non-orthogonal et non-uniforme) ore la souplesse voulue pour
approher orretement des frontières ourbes et des détails géométriques. Les méthodes Galerkin dison-
tinues proposent des solutions très prometteuses pour la résolution numérique de problèmes de propaga-
tion d'ondes en milieux hétérogènes en s'appuyant sur des maillages non-struturés, loalement ranés,
éventuellement non-onformes. En partiulier, la non-onfomité du maillage pourrait permettre une plus
grande exibilité dans la onstrution des modèles géométriques des tissus de la tête (erveau, LCR,
râne, peau, et.). On pourrait aussi raner le maillage au voisinage du téléphone et de l'oreille exposée
et utiliser un maillage grossier partout ailleurs. Alternativement, on pourrait songer à mailler les tissus
indépendamment sans imposer de ontrainte aux maillages de surfae dénissant les interfaes entre
tissus voisins. Dans haque as, on herhe à réaliser deux objetifs a priori antagonistes: augmenter la
préision des aluls dans les zones d'intérêt et minimiser les temps de alul et les volumes de données
à manipuler.
Objetif et plan de la thèse
En pratique, un grand nombre de simulations numériques réalistes mettent en jeu des géométries aux
formes irrégulières ou des dispositifs de petite taille plongés dans des domaines de plus grande taille.
Pour es problèmes, l'utilisation de maillages non-struturés ranés est presque toujours souhaitable
voire inontournable. Néanmoins, la grande majorité des outils d'életromagnétisme numérique existants
et ompatibles ave l'utilisation de maillages non-struturés supposent que eux-i sont onformes, 'est-
à-dire qu'ils ne présentent pas de n÷uds ottants résultant de ranements. Pourtant, la non-onformité
si elle était autorisée pourrait grandement failiter le proessus de ranement et permettre de loaliser
elui-i aux seules zones d'intérêt lors de la onstrution du maillage de alul. Outre les questions de
disrétisation à proprement dites, les stratégies de résolution numérique auto-adaptatives font elles aussi
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appel à un proessus de ranement. Là enore, la possibilité de ne limiter elui-i qu'aux régions identiées
par un ritère d'erreur approprié est grandement souhaitable. Notons aussi que dans l'idéal, es stratégies
auto-adaptatives herhent à ombiner un ranement du maillage (h-ranement) dans les zones de
moindre régularité de la solution ave un enrihissement de l'ordre d'approximation (p-enrihissement)
là où la solution est régulière. On parle alors de méthode hp-adaptative.
Comme souligné plus haut, les méthodes Galerkin disontinues sont partiulièrement bien adaptées à
la prise en ompte de maillages non-struturés non-onformes et plus généralement, à la mise au point
de stratégies de résolution hp-adaptatives. Toutefois, pour e qui onerne la modélisation numérique
de problèmes de propagation d'ondes életromagnétiques en régime instationnaire, la non-onformité de
maillage a été rarement exploitée dans les méthodes Galerkin disontinues développées pour la résolution
numérique des équations de Maxwell en domaine temporel. Cette possibilité a été étudiée dans la thèse
de N. Canouet [Can03℄ dans le ontexte de maillages hexaédriques orthogonaux. Par ailleurs, la mise
en ÷uvre initiale de la méthode Galerkin disontinue en maillages simplexes introduite dans [PF03℄-
[FLLP05℄ (voir aussi [BFLP06℄) reposait sur des maillages tétraédriques non-struturés onformes et des
méthodes d'interpolation P0 (méthode volume ni) et P1 (méthode Galerkin disontinue onforme basée
sur une interpolation linéaire). Dans e ontexte, l'objetif général de la présente étude a été d'étendre
es travaux pour exploiter la non-onformité de maillage et de l'ordre d'approximation dans la méthode
Galerkin disontinue en maillages simplexes dérite dans [PF03℄-[FLLP05℄.
Cette thèse a donné lieu aux ontributions suivantes:
 Une étude analytique permettant de mettre en évidene l'inuene de la non-onformité du maillage
sur la stabilité de la méthode Galerkin disontinue introduite dans [PF03℄-[FLLP05℄. Rappelons
que ette méthode ombine l'utilisation d'un shéma entré pour le alul numérique des ux aux
interfaes entre éléments voisins et un shéma saute-mouton du seond ordre pour l'intégration en
temps.
 La mise en ÷uvre d'une méthode Galerkin disontinue en maillages triangulaires non-struturés,
d'ordre abritrairement élevé en espae, et exploitant la non-onformité de maillage et de l'ordre
d'approximation, pour la résolution numérique des équations de Maxwell bidimensionnelles.
 Une extension de la méthode Galerkin disontinue initiale par la prise en ompte d'une famille de
shémas saute-mouton d'ordre arbritrairement élevé pour l'intégration en temps, et une étude de
onvergene a priori de la méthode Galerkin disontinue résultante.
 Une mise en ÷uvre préliminaire d'une méthode Galerkin disontinue non-onforme en maillages
tétraédriques non-struturés pour la résolution numérique des équations de Maxwell tridimension-
nelles.
Cette thèse onstitue une première étape vers le développement d'une méthode Galerkin disontinue
hp-adaptative en maillages simplexes pour la résolution numérique des équations de Maxwell en domaine
temporel.
Le plan de la thèse est le suivant:
 Le Chapitre 1 est onsaré à une présentation du système des équations de Maxwell qui modélise les
phénomènes életromagnétiques, ainsi qu'à une revue rapide des prinipales tehniques existantes
pour la résolution numérique de e système d'EDPs: méthode de diérenes nies en domaine
temporel (DFDT), méthode d'éléments nis en domaine temporel (EFDT), méthode de volumes
nis en domaine temporel (VFDT) et méthode Galerkin disontinue en domaine temporel (GDDT).
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 Dans le Chapitre 2, on s'intéresse à la mise au point de méthodes Galerkin disontinues non-
onformes en maillages triangulaires non-struturés, d'ordre arbitrairement élevé en espae, pour
la résolution numérique des équations de Maxwell bidimensionnelles en domaine temporel. On
onsidère tout d'abord la situation où la non-onformité porte sur le maillage seulement et on
présente une étude théorique de la stabilité de la méthode GDDT résultante. On propose ensuite
une méthode GDDT de type hp qui ombine h-ranement et p-enrihissement loaux et est
basée sur une formule de quadrature pour aluler les matries de ux assoiées aux interfaes
non-onformes.
 Dans le Chapitre 3 on réalise une étude numérique détaillée des méthodes Galerkin disontinues
non-onformes disutées au Chapitre 2, sur la base de problèmes de propagation d'ondes en millieux
homogènes et hétérogènes. Pour tous es as tests sauf un, des solutions analytiques existent
autorisant une étude de onvergene numérique rigoureuse des méthodes Galerkin disontinues
non-onformes en question. Cette étude vise aussi à évaluer les gains en temps de alul entre
méthodes Galerkin disontinues onformes et non-onformes.
 Le Chapitre 4 traite de l'extension de la méthode Galerkin disontinue non-onforme de type
hp par la prise en ompte d'une famille de shémas saute-mouton d'ordre arbritrairement élevé
pour l'intégration en temps. On réalise notamment une étude de stabilité ainsi qu'une étude de
onvergene a priori de la méthode GDDT non-onforme d'ordre arbitrairement élevé résultante.
 Le Chapitre 5 traite de la mise en ÷uvre préliminaire d'une méthode Galerkin disontinue non-
onforme en maillages tétraédriques non-struturés pour la résolution numérique des équations de
Maxwell tridimensionnelles.
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Chapitre 1
Cadres mathe´matique et nume´rique
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Bien que les phénomènes életromagnétiques soient onnus depuis l'Antiquité, les premières expé-
rienes sur l'életriité et le magnétisme remontent seulement au XVII
ème
sièle. L'analyse sientique
de es phénomènes débuta ave les travaux de Coulomb sur l'életrisation qui furent publiés en 1785,
et qui onduisirent à la théorie dynamique du hamp életromagnétique de Maxwell, publiée en 1864.
Cette théorie fut validée en 1888 par Hertz qui déouvrit des ondes életromagnétiques se propageant à
la vitesse de la lumière.
Depuis les années soixante, notre ompréhension sur les onstituants fondamentaux de la matière et
les fores qui interagissent entre elles a révolutionné la physique. Cela a donné lieu à la formulation du
modèle standard des partiules physiques qui dérit les partiules et leurs interations. L'életrodynamique
lassique héritée de Maxwell est une forme limite de l'életrodynamique quantique ontenue dans le
modèle standard, 'est-à-dire valide lorsque le nombre de photons impliqués est susamment grand.
L'életrodynamique lassique permet de dérire les phénomènes életromagnétiques qui se manifestent
dans de nombreuses tehnologies modernes: téléommuniation, miro-onde, radar, antenne, et. An
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de simuler les eets produits, qui peuvent être destruteurs, il est néessaire de faire une analyse ma-
thématique des équations de Maxwell, pour les résoudre numériquement, la résolution analytique étant
dans la majorité des as impossible.
L'objetif de e hapitre est d'une part, de faire quelques rappels de physique et mathématique sur
les équations de Maxwell et d'autre part, de passer en revue les prinipales méthodes numériques pour
résoudre les équations de Maxwell, et de motiver le hoix de la méthode numérique adoptée dans ette
étude ainsi que l'utilisation de maillages simplexes non-onformes.
Il existe de nombreux ouvrages de référene sur l'étromagnétisme et le traitement numérique des phé-
nomènes de propagation d'ondes életromagnétiques. Les fondements physiques de l'étromagnétisme
sont au ÷ur des ouvrages de J.D. Jakson [Ja98℄ et de R. Feynman [Fey79℄. Le livre d'A. Bossavit
[Bos91℄ permet de passer de la physique à la modélisation, et le livre de R.F. Harrington [Har01℄ présente
les tehniques mathématiques pour traiter des problèmes de propagation d'ondes életromagnétiques en
régime harmonique.
1.1 Équations de Maxwell
Une étude des phénomènes életromagnétiques onsiste à déterminer, à l'instant t (t ∈ R+) et au
point x ∈ R3, les quatre hamps de veteurs E (en V/m), D (en C/m2), H (en A/m) et B (en
T ) désignant respetivement le hamp et l'indution életrique, le hamp et l'indution magnétique, et
vériant:
Ê la loi de Faraday qui lie la fore életromotrie à la variation de ux d'indution,
Ë le théorème d'Ampère qui permet de aluler le hamp magnétique engendré par un ourant,
Ì la loi dénissant la harge életrique,
Í la loi postulant l'absene de harge magnétique.
En appliquant le théorème de la divergene de Gauss et le théorème de Stokes, on obtient les expressions
loales de es lois physiques appelées équations de Maxwell :
∂D
∂t
− rot(H) = −j (loi de Maxwell-Ampère),
∂B
∂t
+ rot(E) = 0 (loi de Maxwell-Faraday),
div(D) = ρ (loi de Gauss életrique),
div(B) = 0 (loi de Gauss magnétique).
(1.1)
Les densités de harge ρ et de ourant j sont reliées par la loi de onservation:
∂ρ
∂t
+ div(j) = 0. (1.2)
Le système des équations de Maxwell ne tient pas ompte du milieu matériel où il y a propagation, et par
onséquent il ne sut pas à la détermination du hamp életromagnétique. Il onvient alors d'ajouter
des relations qui préisent les propriétés spéiques du milieu étudié. Ces relations liant les hamps et les
indutions sont données par des lois dites de omportement, aratéristiques du milieu onsidéré. Nous
onsidèrerons dans ette étude des matériaux linéaires isotropes dont les lois onstitutives les plus simples
sont données par les relations:
10
1.2. Conditions d'interfae et onditions aux limites
{
D(x, t) = ǫ(x)E(x, t),
B(x, t) = µ(x)H(x, t),
(1.3)
où ǫ(x) et µ(x) représentent la permittivité diéletrique et la perméabilité magnétique du milieu. Par
ailleurs, on supposera que les ourants soures sont donnés ou bien que le milieu de propagation est un
onduteur à perte. Dans e dernier as, la densité de ourant j et le hamp életrique E sont reliés par
une loi dite de ondution. En l'absene d'autre soure de ourant életrique, la loi la plus simple est la
loi d'Ohm:
j(x, t) = σ(x)E(x, t),
où la ondutivité du matériau σ est une grandeur salaire positive ou nulle.
A l'aide de la loi de omportement (1.3), on peut alors érire les équations de Maxwell (1.1) en variables
(E,H) de la façon suivante: 
ǫ(x)
∂E
∂t
− rot(H) = −j,
µ(x)
∂H
∂t
+ rot(E) = 0,
div(ǫ(x)E) = ρ,
div(µ(x)H) = 0.
(1.4)
Notons que les équations: {
div(ǫ(x)E) = div(D) = ρ,
div(µ(x)H) = div(B) = 0,
sont redondantes dans le modèle ontinu (pour tout temps t positif) pour des onditions initiales vériant
es ontraintes (voir par exemple [DL87℄). On peut ainsi ne onsidérer que les deux premières équations
de (1.4).
1.2 Conditions d'interfae et onditions aux limites
L'ériture lassique des équations de Maxwell suppose impliitement que soures et hamps ont une
régularité qui assure un sens aux diverses dérivations. Or, des répartitions de harges (éventuellement
pontuelles) et/ou de ourants loalisés sur des ourbes ou des surfaes se renontrent fréquemment dans
les appliations. L'ériture des équations de Maxwell au sens des distributions permet alors de traiter des
singularités et d'expliiter de manière générale les onditions aux limites ou d'interfae assoiées à es
types de problème.
1.2.1 Equations de Maxwell au sens des distributions
Soit une distribution vetorielle TA de R
3
assoiée au hamp de veteur A dérivable au sens des
fontions vetorielles dans le omplémentaire d'une surfae de disontinuité S orientée et de normale n.
On rappelle que la divergene et le rotationnel d'une distribution vetorielle TA s'érivent:
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{
div(TA) = div(A) + n · [A]SδS ,
rot(TA) = rot(A) + n× [A]SδS ,
(1.5)
où δS est la distribution de Dira sur la surfae S et [A]S le saut de A à travers la surfae S. Le terme
div(A) dénote l'opérateur divergene au sens des fontions appliqué à A, alors que rot(A) désigne
l'opérateur rotationnel au sens des fontions assoié à A.
On onsidère maintenant les distributions vetorielles et salaires assoiées aux grandeurs életromagné-
tiques intervenant dans les équations de Maxwell (1.4). On suppose que es grandeurs sont dérivables
dans le omplémentaire de la surfae de disontinuité S. De plus, la distribution salaire Tρ se déompose
en la somme d'une densité de harge volumique ρ et d'une harge superielle notée ρS (Tρ = ρ+ρSδS).
On déompose de manière analogue la distribution volumique Tj.
Ainsi, les équations de Maxwell au sens des distributions s'érivent :
ǫ(x)
∂E
∂t
− rot(H)− n× [H]SδS = −j− jSδS ,
µ(x)
∂H
∂t
+ rot(E) + n× [E]SδS = 0,
div(ǫ(x)E) + n · [ǫ(x)E]SδS = ρ+ ρSδS ,
div(µ(x)H) + n · [µ(x)H]SδS = 0.
(1.6)
On retrouve par identiation les équations de Maxwell au sens des fontions (1.4) d'une part, et les
onditions aux limites sur la surfae S d'autre part:
n× [H]S = jS ,
n× [E]S = 0,
n · [ǫ(x)E]S = ρS ,
n · [µ(x)H]S = 0.
(1.7)
Ainsi, en l'absene de ourant jS , les omposantes tangentielles des hamps életrique et magnétique sont
ontinues à travers toute surfae. Par ontre, même en l'absene de harge, les omposantes normales
des hamps életrique et magnétique ne sont généralement pas ontinues.
1.2.2 Conditions aux limites pour une surfae métallique
Nous assimilerons, tout au long de ette étude, une paroi métallique au modèle idéal et tif du
onduteur parfait de ondutivité σ supposée innie (les harges se portent instantanément à la surfae
du onduteur). Physiquement, il n'existe pas de ourant surfaique jS à l'interfae S entre un diéletrique
et un métal. Le hamp életromagnétique à l'intérieur du métal devient rapidement nul mais pénètre tout
de même elui-i sur une faible épaisseur. Ce phénomène est lassiquement appelé eet de peau mais il
n'est généralement pas pris en ompte dans les modélisations numériques ar le modèle de onduteur
parfait est très simple à mettre en ÷uvre et assez préis pour un grand ensemble de dispositifs. Nous
onsidèrerons don que le hamp életromagnétique est nul à l'intérieur du métal.
Soient ES et HS les hamps életrique et magnétique à la surfae du métal. Les relations de saut (1.7)
deviennent:
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
n×HS = jS ,
n×ES = 0,
n ·ES = ρS
ǫ
,
n ·HS = 0.
(1.8)
Remarque 1.1 Les ourants surfaiques jS et les harges surfaiques ρS ne sont pas des soures appli-
quées onnues mais leur présene est rendue néessaire par le modèle de onduteur parfait.
On en déduit en partiulier qu'à la surfae d'un onduteur parfait, le hamp életrique est normal et le
hamp magnétique est tangent. D'autre part, le hamp magnétique peut se mesurer diretement à partir
de la densité de ourants superiels.
1.2.3 Conditions aux limites pour une frontière absorbante
Les problèmes de propagation d'ondes sont souvent posés en domaines non-bornés. Une des questions
ruiales pour leur résolution numérique est de savoir borner artiiellement le domaine de alul. Ce
sujet est inépuisable et alimente depuis l'apparition des tehniques de simulation numérique un nombre
onséquent de reherhes.
La première méthode simulant l'espae ouvert inni a été proposé par Yee [Yee66℄ en 1966. Elle onsiste
simplement à borner le domaine de alul par des onditions rééhissantes et à limiter le temps d'ob-
servation de façon à ne pas prendre en ompte l'apparition d'ondes rééhies sur la frontière. Cette
méthode n'a jamais été utilisée pour la résolution des problèmes 3D életromagnétiques importants ar
la taille mémoire augmente en fontion du temps d'observation du fait de l'augmentation du domaine de
alul. En 1971, Merewether [Mer71℄ a proposé une autre méthode dite ondition au bord rayonnante qui
onsiste à approher le hamp életromagnétique aux frontières par une loi en 1/r (r étant la distane
du point onsidéré sur la frontière au entre du maillage). Cette méthode semble avoir été abandonnée
à la suite de onstats d'impréisions et d'instabilités. Une troisième méthode a été dérite en 1977 par
Holland [Hol77℄ (voir aussi [KL78℄ ), dite de la ouhe adaptée, qui onsistait à entourer le volume de
alul par un milieu absorbant, dont l'impédane est égale à elle du vide. Le milieu absorbant est onsti-
tué d'un ertain nombre de ouhes possédant des aratéristiques dissipatives. Leur rle est d'assurer
une perte signiative et progressive de l'amplitude des ondes se dirigeant vers la limite extérieure du
maillage. Cette même année, Engquist et Majda [EM77℄-[EM79℄ ont proposé une famille de onditions
absorbantes basée sur l'approximation de l'équation des ondes. Ces onditions ont été proposées pour
les ondes aoustiques. Appliquée ensuite par Mur [Mur81℄ en 1981 aux problèmes életromagnétiques en
2D et 3D (on peut aussi se référer à [LWYY84℄-[BH88℄-[TBR92℄ pour des travaux traitant de onditions
absorbantes d'ordre élevé).
Nous utiliserons dans la suite de ette thèse la ondition absorbante de Silver-Müller [Mul69℄-[Mur81℄:
n×E = −c0µ0 n× (n×H), (1.9)
pour une frontière artiielle plaée dans le vide. C'est une ondition aux limites faile à implémenter nu-
mériquement néanmoins la frontière artiielle doit être plaée assez loin an que d'éventuelles réexions
parasites n'interagissent pas ave l'objet diratant.
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1.2.4 Conditions de saut à l'interfae entre deux matériaux
Les équations (1.4) font apparaître trois paramètres dont les valeurs dans le vide sont µ ≡ µ0 =
4π.10−7 H/m, ǫ ≡ ǫ0 ≈ 10−9/36π ≈ 8.8541878.10−12 F/m et σ = 0 S/m. La vitesse de la lumière dans
le vide est dénie par c0 = 2.99792458.10
8 m/s ≈ 1/√µ0ǫ0. Pour les autres matériaux, il est lassique
de dénir la perméabilité et la permittivité par rapport à elles du vide, i.e. on a ǫ = ǫrǫ0 et µ = µrµ0 (ǫr
et µr, sans dimensions). Pour la plupart des matériaux ǫr et µr dépendent de la fréquene. Cependant,
dans ette étude, on suppose que les matériaux ne possèdent pas une telle dépendane; es matériaux
s'appellent alors matériaux simples. Les permittivités relatives ǫr de ertains matériaux sont données dans
la Tab. 1.1. La perméabilité magnétique relative µr est égale à 1 pour la plupart des matériaux simples
sauf les matériaux magnétiques, lesquels peuvent être onsidérés omme des onduteurs parfaits. Notons
que la permittivité diéletrique satisfait toujours ǫr ≥ 1. Elle est disontinue à l'interfae entre matériaux
et es hangements sont souvent la ause d'importantes diultés dans les simulations numériques.
En l'absene de densité volumique de harge et de ourant surfaique, les relations (1.8) onduisent à:
n · (ǫ1E1 − ǫ2E2) = 0,
n× (E1 −E2) = 0,
n · (µ1H1 − µ2H2) = 0,
n× (H1 −H2) = 0,
(1.10)
où les indies identient les milieux et n est le veteur normal à l'interfae, dirigé du milieu 1 vers le
milieu 2.
Tab. 1.1  Permittivités relatives pour ertains matériaux
Matériau/milieu ǫr
Air 1.0
Téon 2.1
Polyéthylène 2.25
Polystyrène 2.6
Pyrex de verre 4.7
Glae à 0◦ C 3.2
1.3 Problème de diration d'onde
Le problème de la diration d'une onde életromagnétique par un obstale est un problème très
intéressant pour les ingénieurs et sert à plusieurs appliations telles que le alul de surfae équivalente
radar (SER). On onsidère pour e faire un obstale de R
p (p = 2, 3) de frontière Γ, parfaitement ondu-
teur. Soit une onde életromagnétique inidente se propageant dans un milieu extérieur Ω homogène non
onduteur et arrivant sur l'obstale (Fig. 1.1). Cette onde inidente (référenée par inc) est une donnée
du problème dont on onnait l'expression analytique. La présene de l'obstale induit une perturbation
de l'onde inidente qui génère une onde diratée (référenée par dif).
On herhe alors à déterminer le hamp diraté
t(Edif ,Hdif ), sahant que les équations de Maxwell
sont vérifées par le hamp total déni par:
14
1.4. Le as à deux dimensions d'espae: polarisations TM et TE
diffractee
   onde
onde
 incidente
Ω
Fig. 1.1  Diration par un obstale.
{
E = Edif +Einc,
H = Hdif +Hinc.
Une ériture des équations de Maxwell en hamp diraté est plus appropriée à e type de problème ar le
alul d'une SER par exemple ne requiert que la onnaissane du hamp diraté. De plus, les onditions
aux limites absorbantes exprimées en fontion du hamp diraté génèrent moins de réexions parasites
ar elui-i est généralement d'amplitude plus faible que le hamp total.
Par hypothèse, le hamp inident
t(Einc,Hinc) est solution des équations de Maxwell. De plus, le système
de Maxwell est linéaire e qui permet de réérire les équations en fontion du hamp diraté. Les
onditions aux limites sur un métal parfaitement onduteur s'érivent alors:
n×Edif = −n×Einc et n ·Hdif = −n ·Hinc.
1.4 Le as à deux dimensions d'espae: polarisations TM et TE
En dimension deux d'espae, les équations de Maxwell peuvent être déouplées en deux systèmes
analogues de trois équations, généralement nommés mode transverse életrique (TE) et mode transverse
magnétique (TM).
Les ondes transverses életriques et transverses magnétiques sont en toute généralité des ondes qui se
propagent en trois dimensions d'espae. Cependant, nous utiliserons dans ette étude leurs propriétés
en dimension deux d'espae qui permettent de simplier les équations de Maxwell puisque l'on peut
se ramener à un système de trois équations sans perdre d'information au niveau de la physique du
phénomène. Nous avons hoisi ii la diretion suivant l'axe Oz omme diretion privilégiée et le hamp
életromagnétique ne dépend que des variables d'espae x et y. Un exemple typique est la diration
d'une onde par un ylindre inni d'axe Oz (pas néessairement à base irulaire omme dérit sur la Fig.
1.2).
Auune ontribution tridimensionnelle ne devant être présente (i.e. ii auune dépendane par rapport
à la variable z), l'onde est supposée se propager uniquement dans un plan seteur quelonque P du
ylindre: le veteur d'onde k reste dans e plan P après la diration sur l'objet d'après la théorie
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H
E
k
incident
(onde TE)
(onde TM)
y
z
x
Fig. 1.2  Diration bidimensionnelle par un ylindre inni.
de l'optique. En partiulier pour une onde plane, dont les hamps életrique et magnétique restent
orthogonaux entre eux dans un même plan perpendiulaire au veteur d'onde k, il reste à dénir un
degré de liberté: la polarisation de l'onde qui préise la diretion de l'un des hamps de veteurs. On
notera que deux diretions (appelées polarisations TEz et TMz) susent à retrouver une polarisation
quelonque en dimension deux d'espae d'après le prinipe de superposition. Les aluls peuvent alors se
faire uniquement dans le plan seteur P et pour seulement deux polarisations.
Pour les ondes transverses magnétiques TMz, on a H =
t(Hx,Hy, 0), E =
t(0, 0, Ez) et j =
t(0, 0, jz)
en oordonnées artésiennes. Seules les omposantes non nulles des hamps életrique et magnétique
sont onsidérées. Ainsi, les équations de Maxwell en mode TMz s'érivent :

ǫ
∂Ez
∂t
− ∂Hy
∂x
+
∂Hx
∂y
= −jz,
µ
∂Hx
∂t
+
∂Ez
∂y
= 0,
µ
∂Hy
∂t
− ∂Ez
∂x
= 0.
Pour les ondes transverses életriques TEz, on a H =
t(0, 0,Hz), E =
t(Ex, Ey, 0) et j =
t(jx, jy , 0) en
oordonnées artésiennes. Les équations de Maxwell en mode TEz s'érivent :

µ
∂Hz
∂t
+
∂Ey
∂x
− ∂Ex
∂y
= 0,
ǫ
∂Ex
∂t
− ∂Hz
∂y
= −jx,
ǫ
∂Ey
∂t
+
∂Hz
∂x
= −jy.
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1.5 Eletromagnétisme numérique
Les équations (1.1) sont linéaires et il peut au premier abord sembler assez faile de les résoudre
analytiquement. Cependant, les onditions aux bords et les onditions d'interfae rendent les équations
de Maxwell diiles à résoudre analytiquement sauf dans un petit nombre de situations mettant en
jeu des formes géométriques simples (omme la diration d'une onde plane par une sphère ou un
ylindre irulaire inni). Ainsi, dans la majeure partie des situations réalistes, la résolution numérique
des équations de Maxwell est la seule alternative viable.
Les équations de Maxwell peuvent être résolues dans le domaine temporel ou bien dans le domaine
fréquentiel (i.e. en supposant une variation harmonique en temps). De plus, la méthode numérique peut
être appliquée soit sur une formulation d'équations aux dérivées partielles (EDP) des équations de Maxwell
(1.1) soit sur une formulation intégrale. La Tab. 1.2 fournit des exemples de méthodes numériques suivant
ette lassiation. Les abréviations dans la Tab. 1.2 ont les signiations suivantes:
 DF**: Dierene Finie (en Domaine Temporel ou Domaine Fréquentiel)
 EF**: Elément Fini (en Domaine Temporel ou Domaine Fréquentiel)
 VF**: Volume Fini (en Domaine Temporel ou Domaine Fréquentiel)
 GD**: Galerkin Disontinue (en Domaine Temporel ou Domaine Fréquentiel)
 MOT : Marhing-On in Time
 MoM : Method of Moments
Tab. 1.2  Classiation des méthodes numériques pour les équations de Maxwell.
Domaine temporel Domaine fréquentiel
Formulation EDP DFDT DFDF
EFDT EFDF
VFDT VFDF
GDDT GDDF
Formulation intégrale MOT MoM
La Tab. 1.2 reense les méthodes les plus ouramment utilisées dans haque atégorie. Il existe bien sûr
de nombreuses autres méthodes. Les méthodes en domaine temporel permettent de traiter en un seul
alul des problèmes de propagation dont le spetre omprend plusieurs fréquenes. Elles permettent
également de suivre l'évolution d'un signal impulsionnel en temps. Comme ette thèse porte sur des
méthodes en domaine temporel, la disussion qui suit onerne essentiellement es méthodes et seules
quelques méthodes en domaine fréquentiel sont abordées. Ces dernières sont toutefois les méthodes les
mieux adaptées aux appliations dont le spetre fréquentiel ne présente que quelques fréquenes.
1.5.1 Méthodes en domaine fréquentiel: formulations intégrales
Les méthodes en domaine fréquentiel reposant sur des formulations intégrales, omme la MoM
[Wan91℄, réduisent les équations volumiques à des équations surfaiques. Après disrétisation, la mé-
thode MoM onduit à un système linéaire dense. La résolution de e système par une méthode direte
(méthode de Gauss) néessite O(N3) opérations arithmétiques si la taille de la matrie est N ×N . En
supposant que le nombre d'éléments par longueur d'onde est onstant, N roît proportionnellement à
f2, où f est la fréquene. La omplexité de résolution du système MoM par une méthode direte est
alors en O(f6). Un des moyens de réduire ette omplexité est de résoudre le système MoM par une
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méthode itérative. Le noyau numérique de base d'une méthode itérative est le produit d'une matrie par
un veteur, lequel a une omplexité en O(N2), si bien que la omplexité arithmétique pour résoudre le
système MoM itérativement est en O(f4) si la méthode itérative onverge bien. Une rédution de ette
omplexité peut enore être réalisée par l'utilisation d'une méthode multiple pour aélérer le alul
du produit matrie-veteur moyennant quelques approximations. Dans e as, le système MoM peut
être résolu en O(N log(N)) opérations arithmétiques si une méthode multiple multiniveaux est utilisée
[CRW93℄-[SC95℄. Une voie alternative pour réduire la omplexité de la méthode MoM est d'utiliser la
méthode d'optique physique (OP). Ii les inonnues à la surfae de l'objet sont alulées diretement
à partir du hamp inident. L'interation entre les diérentes parties de la surfae est don négligée. Il
s'agit d'une approximation haute fréquene. Les méthodes OP et MoM fournissent des résultats iden-
tiques lorsque la fréquene tend vers l'inni. Pour une étude réente de la méthode MoM d'un point de
vue algorithmique et mise en ÷uvre, on pourra onsulter [BRI05℄.
1.5.2 Méthodes en domaine fréquentiel: formulations EDP
Une formulation EDP des équations de Maxwell dans le domaine fréquentiel est l'equation d'Helmholtz
vetorielle. Pour le hamp életrique elle-i s'érit:
∇× ( 1
µ
∇×E) = ωǫE, (1.11)
où ω est la fréquene angulaire et ǫ et µ dépendent de la variable d'espae. Cette équation est en général
résolue au moyen d'une méthode élément ni en raison de sa exibilité géométrique et la possibilité
d'utiliser des maillages non-struturés. Cependant, le développement de es méthodes pour résoudre les
équations de Maxwell a été relativement lent, en partiulier dans le as des méthodes d'ordre élevé. Une
raison essentielle est l'obtention de solutions non physiques (apparition de modes parasites) lorsqu'un
shéma élément ni lassique de type Galerkin ontinu nodal est utilisé pour disrétiser l'équation (1.11).
La soure des es problèmes a plusieurs interprétations parmi lesquelles une mauvaise représentation
du noyau de l'opérateur rotationnel [Bos88℄ ou la génération de solutions qui violent les onditions de
divergene, qui ne sont généralement pas diretement imposées [PL91℄. Une disussion de es questions
se trouve dans [SMYC95℄.
A. Bossavit a fait l'observation fondamentale que l'utilisation d'éléments nis spéiaux de type H(rot,Ω)1
permet de pallier le problème des modes parasites en préservant des prinipes de l'algèbre vetorielle
[Bos88℄-[Bos90℄. Les méthodes d'éléments nis basées sur des éléments de type H(rot,Ω), aussi onnues
sous les noms d'éléments d'arêtes ou d'éléments de Nedele [Ned80℄-[Ned86℄, sont devenues rapidement
l'approhe dominante pour résoudre des problèmes à géométrie omplexe en domaine fréquentiel. Bien
que très élégantes, de telles formulations ne sont pas entièrement dénuées de points faibles: les systèmes
algébriques assoiés sont plus grands que eux aratérisant les éléments nis nodaux et la onformité
intrinsèque de l'approximation ne failite pas la mise au point de stratégies de résolution adaptatives
(méthodes hp).
1.5.3 Méthodes en domaine temporel: formulations intégrales
Les méthodes en domaine temporel reposant sur des formulations intégrales pour les équations de
Maxwell sont relativement peu utilisées. Cependant, au ours de es dernières années, es méthodes
1H(rot,Ω) = {v : v ∈ [L2(Ω)]3,∇× v ∈ [L2(Ω)]3}.
18
1.5. Eletromagnétisme numérique
ont bénéié d'un regain d'intérêt. La plupart de es méthodes sont appelées méthodes Marhing-On In
Time (MOT). La omplexité arithmétique des méthodes MOT est en O(NtN
2
s ), où Nt est le nombre de
pas de temps et Ns est le nombre de fontions de base. Cette omplexité peut être réduite en utilisant
une tehnique Plane Wave Time Domain (PWTD) [ESM98℄. Les tehniques PWTD s'inspirent des
méthodes multiples. La omplexité d'une tehnique PWTD à deux niveaux est en O(NtN
4/3
s log (Ns)),
et la omplexité d'une tehnique PWTD multiniveaux est en O(NtNs log (Ns)).
Un inonvénient des méthodes MOT est qu'elles sont sujettes à des instabilités [RS90℄. La question a
été étudiée dans [DWB97℄ où il est montré qu'une méthode MOT pour résoudre les équations intégrales
en hamp magnétique peut être stabilisée en utilisant un shéma en temps impliite. Réemment, une
nouvelle méthode a été dévelopée pour éliminer l'instabilité des méthodes MOT pour des simulations en
temps longs. Cette méthode s'appelle Marhing-On In Degree (MOD) et elle utilise des polynmes de
Laguerre [JCS03℄. En général, le oût de stokage mémoire de la méthode MOD est beauoup plus grand
que elui de la méthode MOT si le nombre de pas de temps est très grand. Une omparaison entre les
méthodes MOD et MOT notamment formulation, stabilité, oût et préision, se trouve dans [JJS
+
07℄.
1.5.4 Méthodes en domaine temporel: formulations EDP
1.5.4.1 Les méthodes DFDT
Pour la résolution des équations de Maxwell en domaine temporel, la méthode la plus onnue et la
plus ouramment utilisée est la méthode DFDT proposée par K.S. Yee en 1966 [Yee66℄. Les dérivées
temporelles sont approhées par un shéma saute-mouton du seond ordre (les hamps E et H ne
sont pas alulés aux mêmes instants) et haune des dérivées spatiales est aussi disrétisée par des
diérenes entrées du seond ordre. Les diérentes omposantes des hamps ne sont pas alulées aux
mêmes noeuds du maillage. Une illustration de la ellule du shéma de Yee est montrée sur la Fig. 1.3.
C'est une méthode de oneption simple et faile à mettre en ÷uvre. Sur des maillages artésiens, ette
méthode est la plus eae en terme de temps de alul et, lorsque la disrétisation est uniforme, la
méthode DFDT est préise au seond ordre en espae et en temps. Cependant, il est malaisé de disrétiser
des formes irrégulières ave de tels maillages. En partiulier, toute surfae ourbe est approhée par une
surfae disrète en marhes d'esalier, e qui peut être préjudiiable à la préision du alul lorsque ette
surfae revêt une importane partiulière omme par exemple l'interfae entre deux tissus biologiques
dans les études dosimétriques du rayonnement életromagnétique issu d'un téléphone mobile. De plus,
la modélisation de petits détails (fentes mines, plaques mines) impose une taille de maille trop petite,
rendant le alul très oûteux si le maillage sous-jaent est uniforme. Si l'on utilise un maillage artésien
non-uniforme mais onforme pour prendre en ompte es détails, on aroît l'erreur de dispersion du
shéma dans les mailles grossières. Le shéma de Yee soure d'une importante dégradation de préision
lorsqu'il est utilisé pour traiter les interfaes entre matériaux. En eet, l'approximation par marhes
d'esalier peut mener à une préision loale d'ordre zéro et au plus d'ordre un; elle peut aussi onduire
à une méthode loalement non-onvergente [DDH01℄.
Plusieurs travaux ont visé à remédier aux défauts des shémas DFDT lassiques, onduisant par exemple
à la mise au point de shémas pour maîtriser le problème des marhes d'esalier dans les disrétisations
artésiennes de surfaes urvilignes [DDH01℄-[DHD01℄-[XL04℄, de shémas d'ordre élevé [Taf98℄-[Hes03℄-
[ZW04℄-[Kas04℄, de shémas d'ordre élevé pour traiter les interfaes diélétriques [TY00a℄-[TY00b℄-
[YP01℄-[KT06℄, de shémas en maillages onformes non-orthogonaux [Fus90℄-[Hol83℄, de shémas en
maillages non-onformes orthogonaux [ZBM04℄-[CFJ06℄ ou de shémas adaptés aux géométries urvi-
lignes [JTUM92℄-[MNA05℄. D'autres tehniques et améliorations sont disutées dans [Taf98℄. Cependant,
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Fig. 1.3  Position des inonnues dans une ellule de Yee.
la plupart de es nouvelles méthodes n'ont pas vraiment pénétré la ommunauté d'utilisateurs, d'une part
en raison de leur omplexité et d'autre part, pare qu'elles introduisent souvent d'autres ompliations.
Une solution élégante pour prendre en ompte des éléments géométriques de forme omplexe tout en
préservant l'utilisation de maillages onformes est proposée par la méthode des domaines tifs [CJM97℄-
[CGJ98℄-[BG05℄. L'inonvénient d'une telle approhe est que la taille du pas de disrétisation de l'objet est
liée à elui du maillage et don, si l'objet est disrétisé nement, on est de nouveau ontraint à utiliser un
maillage n dans tout le domaine. Une autre approhe onsiste à avoir reours à un ranement loal du
maillage. Il existe deux types de ranement: onforme et non-onforme. Plusieurs travaux ont été menés
pour étendre la méthode DFDT originale à e type de maillage (ranement spatio-temporel) qui utilisent
des formules d'interpolation portant sur les deux hamps [KH90℄-[PS92℄, ou sur un seul hamp (le hamp
magnétique ou le hamp életrique) [CL97℄-[ZBM04℄. On peut iter deux onlusions de es travaux.
La première est que le ranement spatio-temporel a surtout été abordé d'un point de vue heuristique
et étudié d'un point de vue expérimental (analyse de résultats de simulations numériques). La deuxième
est que des instabilités fortes (explosion au bout de quelques pas de temps) ou faibles (explosion à la
suite de multiples aller-retours de l'onde à l'intérieur de la boîte de alul) ont été signalées par ertains
auteurs sans qu'auune analyse mathématique n'ait été donnée. Collino et al. [CFJ06℄ ont réemment
proposé une nouvelle méthode de ranement spatio-temporel en trois dimensions d'espae garantissant
un raord stable entre les sous-maillages, basée sur la onservation d'une énergie életromagnétique
disrète. Cependant, ette méthode est de nature impliite aux interfaes entre sous-maillages et néessite
don la résolution d'un système linéaire pour l'obtention de la solution.
1.5.4.2 Les méthodes EFDT
La méthode EFDT repose sur une formulation variationnelle des équations de Maxwell. Les éléments
d'arêtes de Nedele [Ned80℄-[Ned86℄ ou les éléments de Whitney [Whi57℄-[Bos02℄ sont les plus ouram-
ment utilisés pour approher les inonnues du problème. En eet, les éléments nis nodaux lassiques ne
peuvent pas être utilisés pour les équations de Maxwell ar ils ne respetent pas les onditions d'interfae
et les relations de divergene, et ils produisent des solutions non physiques. Les éléments d'arêtes four-
nissent une approximation physique dans le sens où seule la ontinuité des omposantes tangentielles aux
arêtes des éléments est imposée, les omposantes normales n'étant pas ontinues en général e qui est
en aord ave les onditions d'interfae (1.10). Ainsi, ette approhe permet de bien prendre en ompte
les milieux hétérogènes et les géométries omplexes par l'utilisation de maillages non-struturés. Une
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omparaison entre les éléments d'arêtes et les éléments nodaux lassiques est présentée dans [Mon91℄.
La formulation EFDT est basée sur l'équation diérentielle du seond ordre obtenue en éliminant le hamp
H ou le hamp E dans les équations de Maxwell. Par exemple, on peut éliminer le hamp magnétique
H pour obtenir l'équation d'onde vetorielle du seond ordre suivante:
ǫ
∂2E
∂t2
+∇× 1
µ
∇×E+ ∂j
∂t
= 0.
La formulation faible assoiée peut être posée de la façon suivante: trouver H ∈ H(rot,Ω), tel que:∫
Ω
(
ǫ
∂2E
∂t2
·w − 1
µ
∇×E · ∇ ×w + ∂j
∂t
·w
)
=
∫
Γ
1
µ
n×∇×E ·w,
pour tout w ∈W . Les fontions de base d'arêtes sont onstruites à partir des fontions de bases nodales.
Par exemple, la fontion de base ψe sur une arête e qui joint le n÷ud i ave le n÷ud j s'érit (voir Fig. 1.4
pour une représentation 2D de la fontion de base):
ψe = φi∇φj − φj∇φi,
où φi est le veteur des fontions de base nodales, tel que φi = 1 sur le n÷ud i et φi = 0 sur les autres
n÷uds.
arete "e"
Ψ
Fig. 1.4  La fontion de base ψe pour l'arête e traée sur un triangle.
La fontion de base pour une arête e possède les propriétés suivantes:
 ∇ ·ψe = 0.
 ψe a une omposante tangentielle onstante le long de l'arête e, e qui signie que la omposante
tangentielle est ontinue autour de l'arête e.
 ψe a une omposante tangentielle nulle le long des autres arêtes.
Le prinipal inonvénient de la méthode EFDT basée sur les éléments d'arêtes est la diulté d'ob-
tenir un shéma expliite sur un maillage non-struturé général: une matrie reuse réelle, symétrique,
dénie positive est à inverser à haque itération temporelle. Bien que ne présentant pas de diulté,
ette inversion entraîne des temps de alul importants. Des tehniques de ondensation de masse per-
mettent ave des approximations numériques de diagonaliser la matrie à inverser. Malheureusement,
es tehniques sont diiles à mettre en ÷uvre pour les éléments nis utilisés pour l'életromagnétisme
[EJ97a℄-[EJ97b℄-[BCP00℄-[La04℄-[FWR04℄. Pour la formulation du premier ordre des équations de Max-
well, il a été démontré que la ondensation de masse peut être justiée seulement si tous les triangles sont
aigus [MP94℄. Des travaux sont en ours sur e sujet pour le as de maillages héxaédriques [CFMP03℄.
21
Chapitre 1. Cadres mathématique et numérique
Une solution pour réduire les temps de alul est de ombiner la méthode EFDT ave la méthode
DFDT, e qui onduit à une méthode hybride. Un maillage non-struturé est utilisé à proximité des
objets ourbes et autour de petits détails géométriques, tandis qu'une grille struturée est employée
dans les parties homogènes du domaine de alul. Ainsi, l'hybridation permet de ombiner l'eaité des
grilles struturées ave la exibilité géométrique des maillages non-struturés. De telles hybridations sont
présentées dans [WI95℄-[SDPP98℄-[RB00℄-[RB02℄-[WLTL03℄-[Tel07℄-[VGLL07℄.
Demkowiz et ses ollaborateurs ont été parmi les premiers à proposer des tehniques d'éléments nis
hp-adaptatives en életromagnétisme [DR97℄-[DV98℄-[VD99℄. Dans leur première ontribution en deux
dimensions d'espae, les aluls sont eetués ave des polynmes de degré uniforme en espae. Une
analyse de onvergene de la méthode est donnée dans [VD99℄. Dans [DR97℄ et [PDG04℄, les auteurs
proposent un ensemble omplet d'éléments nis qui autorise l'utilisation de maillages hybrides à base
de quadrilatères et triangles, ave h-ranement et p-enrihissement simultanément. Une série de pro-
blèmes modèles est traitée, sans adaptivité du maillage [DV98℄-[VD99℄, pour démontrer l'eaité du
p-enrihissement. Des aluls ave h-adaptivité ont également été réalisés [DR97℄-[PDG04℄. Plus réem-
ment, Rahowiz et Demkowiz [RD02℄ ont développé une méthode d'éléments nis hp-adaptative en
trois dimensions d'espae sur des maillages héxaédriques (voir aussi [CRD03℄-[RZ05℄). Leur approhe
autorise des maillages ave n÷uds ottants et un ranement anisotrope. Ils dérivent une struture de
données qui permet un tel ranement, mais ils ne proposent pas de stratégie pour la séletion orrete
de la ombinaison h-ranement et p-enrihissement. En outre, des éléments ourbes sont autorisés via la
dénition d'un élément de référene et d'une transformation géométrique assoiée. Des exemples numé-
riques illustrent l'eaité de l'approhe. On peut noter ii, qu'à notre onnaissane, toutes les méthodes
EFDT hp-adaptatives existantes autorisent un seul niveau de n÷uds ottants, mis à part le travail réent
de Solín et al. [SC06℄ qui proposent une stratégie adaptative automatique basée sur un niveau arbitraire
de n÷uds ottants, et qui peut être appliquée aux méthodes d'éléments nis spetraux.
1.5.4.3 Les méthodes VFDT
Les méthodes volumes nis sont utilisées depuis longtemps pour les simulations numériques en mé-
anique des uides. Depuis les années 90, elles vivent une seonde jeunesse ave leur appliation en
életromagnétisme. Ces méthodes ont deux aratéristiques prinipales:
 une simpliité algorithmique: elles ont en général un oût en espae mémoire et en temps de alul
peu élevé et sont aratérisées par une ertaine simpliité de mise en ÷uvre;
 elles onduisent naturellement à des shémas onservatifs, ei expliquant que les méthodes volumes
nis soient largement employées dans le domaine de la méanique des uides.
Toute résolution numérique par une méthode volumes nis néessite de mailler le domaine de alul
en ellules élémentaires qui servent de support à la disrétisation des équations de Maxwell. L'attrait
prinipal de e type de méthode est la tolérene vis à vis du maillage et de la loalisation des inonnues.
Une étape importante est don la dénition du volume de ontrle (ou ellule) sur lequel les omposantes
des hamps sont approhées en moyenne. Par exemple, en dimension deux, pour un maillage omposé de
triangles, il est possible de dénir de plusieurs façons les volumes de ontrle. La forme de es volumes
inue sur la solution alulée. Une omparaison entre les diérentes formes d'un point de vue numérique
(onvergene numérique, préision, temps de alul, . . .) est proposée dans [Pas02℄. Une omparaison
entre la première et la troisième des formes énumérées i-dessous pour les équations de Maxwell est
donnée dans [Rem99℄. Diérentes formes de volume de ontrle ont été étudiées que l'on rappelle ii
dans le as où le maillage primal est une triangulation:
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 Une première forme (voir la Fig. 1.5) onsiste à prendre les triangles eux-mêmes. La méthode qui
en déoule orrespond dans la littérature volumes nis au shéma ell-entered. Ce type de volume
de ontrle a pour avantage de ne pas néessiter la onstrution d'un maillage dual au maillage
primal qui peut être onforme ou non (au sens des éléments nis), isotrope ou adapté à la solution.
 Une deuxième possibilité (voir la Fig. 1.6) onsiste à assoier pour haque arête de la triangulation
initiale un volume onstruit en joignant les baryentres des triangles adjaents à ette arête ave
les sommets de ette arête. Ces volumes dits baryentriques ont été introduits par Dolejsi et
Angot [DA96℄ pour des appliations en méanique des uides ompressibles et permettent de
ombiner failement une méthode volumes nis pour la onvetion ave une méthode d'éléments
nis de type Crouzeix-Raviart pour la diusion si le maillage primal est onforme. Ce hoix présente
l'inonvénient de travailler sur un maillage auxiliaire et de onduire à des volumes déformés dans
le as d'un maillage primal anisotrope ou non-onforme.
 On peut aussi assoier à haque sommet S du maillage primal, le volume (voir la Fig. 1.7) s'ap-
puyant sur les entres de gravité des triangles ayant pour sommet S et sur les milieux des arêtes
ayant S pour extrémité. Dans la littérature volumes nis, ette onguration orrespond à la mé-
thode ell-vertex (aussi référenée omme mixed element method). Ce hoix néessite la onstru-
tion d'un maillage dual et peut onduire à des volumes de ontrle déformés dans le as d'un
maillage primal anisotrope. On note que le nombre de volumes de ontrle est égal au nombre
de sommets du maillage primal et est don plus petit que pour les deux premiers hoix, alors que
le nombre d'interfaes (intersetion entre deux volumes de ontrle voisins) est quant à lui plus
grand.
 Enn, on peut onsidérer un volume de ontrle légèrement modié par rapport au préédent (voir
la Fig. 1.8), obtenu en joignant les entres de gravité des triangles ayant un sommet en ommun.
Ce type de volume de ontrle réduit (par rapport au troisième hoix) le nombre d'interfaes par
volume. Notons qu'en as de maillage primal trop anisotrope, il peut arriver que le sommet assoié
soit à l'extérieur du volume.
Le système de Maxwell (1.4) est hyperbolique. Par ailleurs, il peut s'érire sous une forme onservative.
Ces propriétés justient l'utilisation d'une approximation numérique basée sur des shémas volumes nis
à ux déentrés initialement mis au point pour la résolution numérique des systèmes de la méanique
des uides. Assoiés à une disrétisation temporelle de type Runge-Kutta, es shémas numériques sont
très robustes, stables et eaes pour résoudre des problèmes de propagation omplexes. En outre, de
nombreuses reherhes ont permis de limiter la diusion et la dispersion de es shémas numériques en
augmentant les ordres d'approximation en espae et en temps [Bon97℄-[Bon98℄-[Pa01℄. Néanmoins, la
diusion numérique introduite par les shémas déentrés s'avère pénalisante dans ertaines situations,
notamment pour les aluls en temps longs.
Un shéma volumes nis entré, 'est à dire sans diusion numérique, ombiné à une disrétisation
temporelle de type saute-mouton a été mis au point dans le adre de la thèse de Remaki [Rem99℄, le
but étant d'obtenir un shéma non-dissipatif, peu oûteux en espae mémoire et en temps de alul.
Tout omme le shéma diérenes nies de Yee [Yee66℄, il est d'ordre 2 en temps et en espae sur
une grille régulière orthogonale. Il permet aussi de traiter des maillages triangulaires ou tétraédriques
non-struturés. L'atout majeur de e shéma est de onserver une énergie disrète sur tout maillage. En
revanhe, e shéma présente une dispersion numérique importante lorsqu'il est utilisé ave un maillage
fortement non-uniforme.
Plusieurs travaux ont donné lieu à des évolutions des méthodes VFDT dans le but d'augmenter leur
préision et leur eaité. L'hybridation de la méthode volumes nis ave d'autres méthodes temporelles
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Fig. 1.5  Volume de ontrle triangulaire. Fig. 1.6  Volume de ontrle baryentrique.
Fig. 1.7  Volume de ontrle sommet. Fig. 1.8  Volume de ontrle diamant.
permet de bénéier des avantages de haune des deux méthodes, ouvrant ainsi des perspetives intéres-
santes. Les prinipales diultés du ouplage entre la méthode diérenes nies et la méthode volumes
nis sont énumérées par Paaud dans sa thèse [Pa01℄, parmi lesquelles le omportement diérent des
deux méthodes (diusion pour la méthode VFDT à ux déentrés et dispersion pour la méthode DFDT)
et la gestion du passage d'un maillage struturé à un maillage non-struturé ave des omposantes du
hamp életromagnétique loalisées à des endroits diérents. Certaines études de ouplage entre es deux
méthodes ont montré des signes d'instabilités après de nombreuses itérations temporelles [EL01℄. Cepen-
dant, plusieurs publiations mettent en valeur des résultats de simulations numériques ave des méthodes
ouplées VFDT/DFDT pour des aluls de SER de sphères [YC94℄-[YC95℄-[YCC95℄-[CY95℄-[YC97℄. Il
est aussi possible d'hybrider la méthode VFDT et la méthode EFDT pour résoudre les équations de
Maxwell [LEEA99℄-[Led01℄. Enn, la prise en ompte d'un pas de temps loal pour améliorer l'eaité
et diminuer l'erreur de dispersion losrque la méthode VFDT est utilisée ave des maillages loalement
ranés, a été étudiée dans [FBLV03℄-[FBLV04℄.
1.5.4.4 Les méthodes GDDT
La méthode Galerkin disontinue (GD) a été introduite pour la première fois en 1973 par Reed et
Hill [RH73℄ pour résoudre le problème de transport neutronique. Cette méthode respose sur une base de
fontions disontinues d'un élément du maillage à un autre. L'ordre d'interpolation peut varier arbitraire-
ment dans haque élément. La méthode peut être vue omme une approhe éléments nis pour laquelle
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auune ontinuité n'est imposée entre éléments, ou une approhe volumes nis d'ordre élevé. Par ailleurs,
la disontinuité de l'approximation permet de n'imposer auune ontrainte sur le maillage et les disré-
tisations non-onformes sont don autorisées. De plus, les matries de masse obtenues sont loales à un
élément e qui permet de s'aranhir de la question ruiale de l'inversion d'une matrie de masse globale
typique des méthodes d'éléments nis lassiques. Ces propriétés font des méthodes Galerkin disontinues
des andidates idéales pour mettre au point des stratégies de résolution hp-adaptatives. La méthode GD
est partiulièrement bien adaptée aux arhitetures de alul parallèles [FLST00℄-[BFLP06℄. Enn, la mé-
thode GD est fréquemment utilisée pour résoudre les systèmes diérentiels hyperboliques non-linéaires de
la méanique des uides ompressibles [RFS03℄-[RPFS03℄-[XF06℄ mais son appliation à la résolution des
équations de Maxwell instationnaires est en revanhe plus réente [KSH04℄-[FLLP05℄-[Min05℄-[JLCZ05℄.
Pour es équations, des méthodes GDDT d'ordre élevé ont été développées en maillages tétraédriques
[HW02℄-[FLLP05℄ et en maillages hexaédriques [CFP06℄.
Les méthodes GDDT peuvent être basées sur des ux déentrés [HW02℄-[HW04a℄-[KWH00℄-[War00℄.
Dans [CS89℄ par exemple, Cokburn et Shu utilisent une formulation GD en espae, ombinée à un shéma
en temps de type Runge-Kutta, pour disrétiser des systèmes d'EDP hyperboliques. Dans [KWH00℄-
[KWH02℄, Kopriva et al. ont développé une méthode GD qui ombine des éléments spetraux ave
un shéma de Runge-Kutta peu oûteux, d'ordre quatre, en utilisant des maillages onformes et non-
onformes. Warburton [War00℄ et Hesthaven et Warburton [HW02℄ utilisent une méthode Runge-Kutta
Disontinuous Galerkin (RKDG) basée sur une interpolation polynomiale nodale pour l'approximation
loale du hamp életromagnétique. Comme tout shéma basé sur des ux déentrés, elui-i ne onserve
pas une énergie életromagnétique disrète. Réemment, Chen et al. ont dévelopé une méthode RKDG
pour les équations de Maxwell en formulation du premier ordre, qui réalise une onvergene d'ordre élevé
en espae et en temps, en utilisant un shéma de Runge-Kutta partiulier (Strong Stability Preserving
Runge-Kutta (SSP-RK) [CCR05℄. En utilisant des polynmes loaux à divergene nulle, Cokburn et
al. ont développé une méthode GDDT pour les équations de Maxwell du premier ordre, qui onserve
loalement la divergene disrète [CLS04℄. Pour les équations de Maxwell en domaine fréquentiel, les
méthodes GD sur des maillages simplexes ont été étudiées par Hesthaven et Warburton [HW04b℄ et
Houston et al. [HPS05℄-[BHP07℄, tandis que des maillages non-onformes orthogonaux sont onsidérés
dans [HPS03℄-[HPS04℄.
Réemment, Piperno et al. ont dévelopé une méthode GDDT qui ombine des ux entrés ave un shéma
saute-mouton [FLLP05℄. Leur shéma onserve une énergie életromagnétique disrète et préserve les
relations de divergene (dans un ertain sens) en l'absene de soures, mais la vitesse de onvergene
de e shéma semble sous-optimale. Canouet et al. [CFP05℄ ont proposé une nouvelle méthode de type
Galerkin disontinue basée sur un espae d'approximation loal P
1
div, un shéma saute-mouton pour
l'intégration en temps et un shéma entré pondéré pour le alul des ux. Malheureusement e shéma
peut dans ertains as onduire à des solutions inorretes dans le as d'un maillage loalement rané
de façon non-onforme. Pour pallier à e problème, les auteurs proposent un shéma hybride P
1
div/P
2
div
ave des ux entrés. Les résultats numériques montrent lairement l'intérêt de e type de méthode en
maillages non-onformes pour la oneption d'antennes. Néanmoins, bien que vériée numériquement,
la stabilité de la méthode n'est pas étudiée théoriquement.
1.6 Une méthode Galerkin disontinue à ux entré
Dans ette setion, on présente, dans un adre général, la méthode GDDT non-dissipative proposée
dans [FLLP05℄ pour la résolution des équations de Maxwell en maillages non-struturés onformes. Cette
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méthode ombine l'utilisation d'une approximation entrée pour l'évaluation des ux aux interfaes entre
éléments voisins du maillage, à un shéma d'intégration en temps de type saute-mouton d'ordre deux.
Cette méthode est le point de départ de notre étude d'une méthode GDDT adaptée à des maillages
simplexes non-onformes.
1.6.1 Disrétisation spatiale
On onsidère le système de Maxwell en variables E et H ave densité volumique de ourant j sur un
domaine borné Ω de Rn, n = 2, 3 :

ǫ(x)
∂E
∂t
= rot(H)− j,
µ(x)
∂H
∂t
= −rot(E).
(1.12)
Sur le bord ∂Ω on utilise une ondition métallique i.e. n× E = 0 ou une ondition absorbante de type
Silver-Müller i.e. n×E = −cµ n× (n×H), où c est la vitesse de propagation et n est le veteur normal
unitaire sortant de ∂Ω. On se donne un maillage simplexe onforme quelonque onstitué de ellules Ti
(triangles en 2D et tétraèdres en 3D). On appelle interfae entre deux ellules leur intersetion notée
aik = Ti ∩ Tk. Pour haque interfae aik, on note par nik l'intégrale sur aik de la normale orientée de
Ti vers Tk. On désigne par n˜ik la normale unitaire (n˜ik = nik/||nik||) et par Vi l'ensemble des ellules
voisines de Ti. On note enn ǫi (respetivement µi) la valeur moyenne de ǫ (respetivement µ) sur la
ellule Ti. Sur haune des ellules, on se donne un espae vetoriel de dimension di et un ensemble de
fontions de base vetorielles ϕij , 1 ≤ j ≤ di, où di est le nombre de degrés de liberté dans la ellule
Ti. Ces fontions de bases n'assurent auune ontinuité d'une ellule à une autre. En prenant le produit
salaire de haune des équations du système (1.12) par la fontion de base ϕij et en intégrant sur Ti,
on obtient:

∫
Ti
ǫi
∂E
∂t
·ϕij =
∫
Ti
(rot(H)− j) ·ϕij ,∫
Ti
µi
∂H
∂t
·ϕij = −
∫
Ti
rot(E) ·ϕij .
(1.13)
En utilisant l'identité div(B×A) = rot(B) ·A− rot(A) ·B et le théorème de Green on obtient:

∫
Ti
ǫi
∂E
∂t
·ϕij =
∫
Ti
rot(ϕij) ·H−
∫
Ti
j ·ϕij −
∫
∂Ti
(ϕij ×H) · n˜i,∫
Ti
µi
∂H
∂t
·ϕij = −
∫
Ti
rot(ϕij) ·E+
∫
∂Ti
(ϕij ×E) · n˜i,
(1.14)
où n˜i est la normale unitaire extérieure à Ti. On note à présent Ei etHi les projetions L
2
-orthogonales de
E et H sur l'espae vetoriel Vet{ϕij , 1 ≤ j ≤ di}. On a sur tout le domaine de alul la représentation
disontinue suivante des hamps:
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
E ≃
∑
i
Ei =
∑
i
di∑
j=1
Eij(t)ϕij(x),
H ≃
∑
i
Hi =
∑
i
di∑
j=1
Hij(t)ϕij(x),
(1.15)
où Eij (respetivement Hij) désigne le j
ème
degré de liberté de Ei (respetivement Hi). On note ~Ei
(respetivement
~Hi) le veteur olonne (Eij)1≤j≤di (respetivement (Hij)1≤j≤di). On a la propriété
suivante:
∀ϕ ∈ Vet{ϕij, 1 ≤ j ≤ di} :
∫
Ti
Ei ·ϕ =
∫
Ti
E ·ϕ et
∫
Ti
Hi ·ϕ =
∫
Ti
H ·ϕ.
(1.16)
Les inonnues numériques de la méthode sont des approximations de Ei et Hi qui peuvent être ainsi
diretement utilisées pour aluler les intégrales volumiques de (1.14). Auune ontinuité n'étant imposée
d'une ellule à une autre, sur haque interfae aik les valeurs des hamps sont don à dénir. Dans
[FLLP05℄, les auteurs utilisent une approximation entrée:
k ∈ Vi, ∀x ∈ aik, E(x) = Ei(x) +Ek(x)
2
et H(x) =
Hi(x) +Hk(x)
2
. (1.17)
On utilise ette approximation entrée pour évaluer les intégrales surfaiques. On aboutit nalement au
système semi-disret:

(
ǫiMi
∂~Ei
∂t
)
j
=
∫
Ti
rot(ϕij) ·Hi −
∫
Ti
j ·ϕij −
∑
k∈Vi
∫
aik
(
ϕij × Hi +Hk
2
)
· n˜ik,
(
µiMi
∂ ~Hi
∂t
)
j
= −
∫
Ti
rot(ϕij) · Ei +
∑
k∈Vi
∫
aik
(
ϕij × Ei +Ek
2
)
· n˜ik,
(1.18)
où Mi est la matrie de masse loale symétrique dénie positive assoiée à la ellule Ti:
(Mi)jl =
∫
Ti
tϕij ·ϕil pour 1 ≤ j, l ≤ di.
1.6.2 Disrétisation temporelle
Conernant l'intégration temporelle, on utilise un shéma saute-mouton d'ordre 2 : les degrés de
liberté assoiés au hamp életrique E sont alulés aux instants tn = n∆t et sont notés Enij , tandis
que les degrés de liberté assoiés au hamp magnétique sont évalués aux instants tn+1/2 = (n+1/2)∆t
et sont notés H
n+1/2
ij . Les quantités E
n
i ,H
n+1/2
i ,
~Eni et
~H
n+1/2
i sont dénies de manière analogue. Le
veteur jn+1/2 désigne la valeur du ourant soure j à l'instant (n + 1/2)∆t. Le shéma GDDT s'érit
alors:
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
(
ǫiMi
~En+1i − ~Eni
∆t
)
j
=
∫
Ti
rot(ϕij) ·Hn+
1
2
i −
∫
Ti
jn+
1
2 ·ϕij
−
∑
k∈Vi
∫
aik
ϕij × Hn+ 12i +Hn+ 12k
2
 · n˜ik,
(
µiMi
~H
n+3/2
i − ~Hn+1/2i
∆t
)
j
= −
∫
Ti
rot(ϕij) · En+1i
+
∑
k∈Vi
∫
aik
(
ϕij ×
En+1i +E
n+1
k
2
)
· n˜ik.
En l'absene de densité volumique de harge et de ourant i.e. j = 0, et après une seonde intégration
par partie, le système semi-disret (1.18) peut s'érit sous la forme suivante :

(
ǫiMi
∂~Ei
∂t
)
j
=
1
2
∫
Ti
(rot(ϕij) ·Hi + rot(Hi) ·ϕij)− 1
2
∑
k∈Vi
∫
aik
ϕij · (Hk × n˜ik),
(
µiMi
∂ ~Hi
∂t
)
j
= −1
2
∫
Ti
(rot(ϕij) ·Ei + rot(Ei) ·ϕij) + 1
2
∑
k∈Vi
∫
aik
ϕij · (Ek × n˜ik).
(1.19)
Le shéma GDDT peut s'érire alors sous la forme matriielle suivante:
ǫiMi
~En+1i − ~Eni
∆t
= Ki ~H
n+1/2
i −
∑
k∈Vi
Sik
~H
n+1/2
k ,
µiMi
~H
n+3/2
i − ~Hn+1/2i
∆t
= −Ki~En+1i +
∑
k∈Vi
Sik
~En+1k ,
où Ki est la matrie de rigidité loale assoiée à la ellule Ti dénie par:
(Ki)jl =
1
2
∫
Ti
tϕij · rot(ϕil) + tϕil · rot(ϕij) pour 1 ≤ j, l ≤ di,
et pour toute interfae aik, la matrie d'interfae Sik de dimension di × dk a pour expression :
(Sik)jl =
1
2
∫
aik
tϕij · (ϕkl × n˜ik) pour 1 ≤ j ≤ di, 1 ≤ l ≤ dk.
1.7 Stratégies de ranement loal d'un maillage simplexe
La génération de maillages volumiques de qualité est une diulté réelle en életromagnétisme.
Les strutures à étudier sont en eet très omplexes (antennes hélioïdales, fentes et ls mines, . . .).
On ne onsidère dans ette étude que le as de maillages simplexes (triangles en 2D et tétraèdres en
3D) qui sont en général plus diiles à onstruire que des maillages orthogonaux. Nous disutons i-
dessous des diérentes stratégies de ranement loal d'un maillage simplexe qui peuvent être utilisées
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pour la disrétisation de géométries omplexes. En pratique, un ranement loal du maillage devrait
réduire les oûts en temps de alul et oupation mémoire. On distingue deux types de ranement:
onforme et non-onforme. On se onentre dans e travail sur les disrétisations non-onformes qui sont
à priori plus exibles ar elles permettent de réduire de manière spetaulaire le volume des données à
traiter. Lorsqu'on travaille ave des maillages réguliers (où l'intersetion de deux élements voisins est un
sommet, une arête ou une fae), les tehniques adaptatives sont souvent basées sur e qu'on appelle
la stratégie de ranement red-green (i.e. un ranement standard ombiné ave une étape de mise
en onformité) [HHS01℄-[HSS02℄. Cette tehnique divise d'abord les éléments désirés en sous-éléments
(déoupage standard) géométriquement onvenables ave des n÷uds ottants (hanging nodes) puis
élimine les n÷uds ottants en ontraignant les ranements suivants (déoupage de mise en onformité),
omme détaillé sur la Fig. 1.9.
Le mode de déoupage adopté dans notre étude est le suivant:
 pour déouper un triangle, on déoupe ses trois arêtes en deux. On obtient alors 4 triangles
semblables (voir la Fig. 1.9 au entre) qui onservent la qualité du triangle original;
        by the "green" step
Additional refinements forced
Mesh after the "red" stepElement marked for refinement
Fig. 1.9  Ranement red-green d'un maillage triangulaire.
 le déoupage d'un tétraèdre se fait en huit [Bey95℄-[LJ96℄. Pour ommener, haune des faes
triangulaires est déoupée en 4 faes triangulaires semblables (voir la Fig. 1.10).
Fig. 1.10  Mode de déoupage standard d'un tétraèdre.
Ce déoupage des faes produit 4 tétraèdres dans les angles du tétraèdre initial. On remarque que
es 4 nouveaux tétraèdres sont homothétiques de l'initial. Ils onservent don la même qualité. Il
reste au ÷ur du tétraèdre initial un blo qui a la forme de deux pyramides aolées par leur base
(otaèdre). On rée une arête ave l'une des 3 diagonales possibles, puis les 4 faes qui ontiennent
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ette arête et deux arêtes extérieures (voir la Fig. 1.11).
Octaedre4  Tetraedre
Fig. 1.11  Un tétraèdre déoupé en 4 tétraèdres et un otaèdre.
Cela produit 4 nouveaux tétraèdres (voir la Fig. 1.12). On notera que eux-i sont semblables deux
à deux, mais qu'ils ne peuvent jamais être semblables au tétraèdre initial. Ils ne pourront don
jamais avoir la même qualité que e dernier. Toutefois, selon le hoix de la diagonale qui a servi
au déoupage du blo pyramidal interne, le résultat n'est pas le même. J. Bey [Bey95℄ a montré
que le meilleur hoix, en terme de qualité, est elui de la plus petite des trois diagonales possibles.
Des autres modes de déoupage d'un tétraèdre sont étudiés dans [SHW04℄-[TGM06℄. Un exemple
de ranement tétraédrique non-onforme est montré sur la Fig. 1.13.
4  TetraedreOctaedre
Fig. 1.12  Mode de déoupage standard d'un otaèdre.
L'approhe red-green préserve la régularité (onformité) du maillage, mais en même temps, elle introduit
des éléments étirés ave des angles obtus. On observe souvent e phénomène quand on répète plusieurs
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(a) Niveau de ranement 0. (b) Niveau de ranement 1.
() Niveau de ranement 2. (d) Niveau de ranement 3.
Fig. 1.13  Ranement non-onforme d'un tétraèdre.
31
Chapitre 1. Cadres mathématique et numérique
fois les ranements dans une partie du domaine, par exemple, dans une ouhe limite ou près d'une
singularité géométrique. Les ranements de type green peuvent être évités en introduisant des n÷uds
ottants i.e. en autorisant des maillages irréguliers (ou non-onformes). Les sommets d'un tel élément
peuvent rester à l'intérieur des tés des autres éléments. Pour failiter l'implémentation, la plupart des
odes de alul basés sur des méthodes d'éléments nis disontinues qui autorisent des n÷uds ottants,
limitent l'éart maximal des niveaux de ranement d'éléments adjaents à 1 (1-irregularity rule, voir
entre autres [HPS04℄-[RFS03℄).
Dans la suite de e doument, on onsidère seulement des ranements de type red et on entend par
κ-niveau n÷uds ottants, ou maillage κ-irrégulier, un maillage non-onforme pour lequel l'éart maximal
de niveaux de ranement d'éléments adjaents est κ. Dans e ontexte, κ = 0 orrespond à l'adaptivité
ave des maillages réguliers et κ =∞ à une adaptivité ave un niveau arbitraire de n÷uds ottants. La
Fig. 1.14 montre que même un maillage 1-irrégulier impose des ranements additionnels au ranement
non-onforme de base.
Element marked for refinement                 
       
    Refinement step violating the  
              1−irregular rule
Additional refinements forced
      by the 1−irregularity rule
Fig. 1.14  Ranement red ave maillage 1-irrégulier.
Le oût des ranements ontraints dans le maillage dépend fortement du niveau de n÷uds ottants. La
Fig. 1.15 montre un maillage irrégulier (non-onforme) général où les n÷uds ottants ne sont pas plaés
uniformément sur les arêtes.
            General non−conforming mesh
Fig. 1.15  Maillage triangulaire irrégulier (non-onforme) général.
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Ce hapitre est onsaré à une présentation et une étude de stabilité des méthodes Galerkin disonti-
nues non-onformes, d'ordre arbitrairement élevé en espae, pour la résolution numérique des équations
de Maxwell bidimensionnelles en domaine temporel sur des maillages triangulaires. On onsidère tout
d'abord la situation où la non-onformité porte sur le maillage et on expose (Se. 2.1.1 et Se. 2.1.2) une
étude théorique de la stabilité de la méthode GDDT résultante. L'objetif de ette étude est d'exhiber
des onditions sous lesquelles la méthode est stable, et de omparer es onditions à elles obtenues dans
le as de maillages onformes (Se. 2.2). Ensuite, on propose une méthode GDDT de type hp (Se. 2.6).
Cette méthode ombine h-ranement et p-enrihissement loaux et est basée sur une formule de qua-
drature (Se. 2.4) pour aluler les matries de ux assoiées aux interfaes non-onformes. Comme dans
le as de maillages onformes, ette méthode ouple une approximation entrée pour l'évaluation des
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ux aux interfaes entre éléments voisins du maillage à un shéma d'intégration en temps de type saute-
mouton. Elle repose sur une base de fontions polynomiales nodales Ppi . Des expérienes numériques sur
un as test aadémique sont présentées qui permettent de valider les résultats théoriques d'une part, et
d'avoir une première idée des performanes de la méthode GDDT de type hp d'autre part.
Ce hapitre est une synthèse des rapports de reherhe [FLR06℄ et [FLR07a℄. Les travaux présentés
dans e hapitre et une partie du Chapitre 3 ont également fait l'objet de trois ommuniations sous
forme de posters à l'éole EUA4X [FFLR06℄ et aux ongrès SMAI 2007 [FLR07b℄ et COMPUMAG
2007 [FFLR07℄, et deux ommuniations orales aux ongrès CANUM 2008 [Fah08℄ et ACOMEN
2008 [FLR08℄, ainsi qu'à deux publiations dans IEEE Trans. on Magnet. [FFLR08℄ et dans Int.
J. Numer. Anal. Model. [Fah08a℄.
2.1 Shéma Galerkin disontinu GDDT-Ppi
On s'intéresse ii à la résolution des équations de Maxwell en deux dimensions d'espae dans la
polarisation transverse életrique TEz (toutefois, tout e qui suit reste valide dans le as de la polarisation
TMz) sur un domaine borné Ω de R
2
:
µ
∂Hz
∂t
+
∂Ey
∂x
− ∂Ex
∂y
= 0,
ǫ
∂Ex
∂t
− ∂Hz
∂y
= 0,
ǫ
∂Ey
∂t
+
∂Hz
∂x
= 0.
(2.1)
On initialise le hamp életromagnétique à l'instant t = 0 pour (x, y) ∈ Ω par:
Ex(t = 0, x, y) = E0x(x, y),
Ey(t = 0, x, y) = E0y(x, y),
Hz(t = 0, x, y) = H0z(x, y),
où les inonnues E = (Ex, Ey, 0) et H = (0, 0,Hz) sont respetivement les hamps életrique et
magnétique. On suppose que les omposantes des hamps ainsi que les paramètres des matériaux ǫ et µ
ne dépendent pas de la variable z. Sur le bord Γ = ∂Ω on utilise suivant le as, une ondition de bord
parfaitement onduteur i.e. nyEx − nxEy = 0 pour la polarisation TEz (Ez = 0 pour la polarisation
TMz), ou une ondition absorbante (i.e. sur une frontière artiielle utilisée pour tronquer le domaine de
alul) de type Silver-Müller i.e. cµHz = nyEx−nxEy pour la polarisation TEz (Ez = cµ(nyHx−nxHy)
pour la polarisation TMz) où c est la vitesse de propagation et ~n =
t(nx, ny) est le veteur normal unitaire
sortant de Γ.
On se donne une partition Ωh qui divise le domaine Ω en N = Card(Ωh) triangles disjoints τi de diamètre
hi et de frontières ∂τi telles que la taille aratéristique du maillage h est donnée par h = maxτi∈Ωh hi
et Ω = ∪{τ i, τi ∈ Ωh}. Dans ette onstrution nous autorisons des maillages présentant des n÷uds
ottants (voir Fig. 2.1) i.e. des maillages irréguliers (non-onformes) où les sommets d'un élément peuvent
se situer à l'intérieur des tés des autres éléments (omme disuté dans la Se. 1.7 du Chapitre 1).
Chaque triangle τi est supposé être l'image d'une appliation bijetive de lasse C1 (diéomorphisme)
χi, d'un triangle de référene τˆ = {xˆ, yˆ| xˆ, yˆ ≥ 0; xˆ + yˆ ≤ 1}. Supposons que τi est un triangle de
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s
τ
τ i ik
k
Fig. 2.1  Maillage triangulaire non-onforme ave des n÷uds ottants.
sommets vi1, v
i
2 et v
i
3 (voir Fig. 2.2). La orrepondane entre les deux triangles τˆ et τi est établie
en utilisant les oordonnées baryentriques (λ1, λ2, λ3). On rappelle que tout point x
i ∈ τi peut être
formulé omme une ombination onvexe des sommets de τi et la transformation est simplement donnée
par χi : (xˆ, yˆ) ∈ τˆ → xi ave:
xi(xˆ, yˆ) = λ1v
i
1 + λ2v
i
2 + λ3v
i
3, (2.2)
où λ1 + λ2 + λ3 = 1 et 0 ≤ (λ1, λ2, λ3) ≤ 1 ave λ1 = 1− xˆ− yˆ, λ2 = xˆ et λ3 = yˆ.
x
y^
^
x+y=1^ ^
(0,0) (1,0)
(0,1)
i
x
y
v
v
v
i
i
i
1
2
3
(x,y)=^ ^ χ−1
i(x,y)=    (x,y) ^ χ
τ
 (x,y)i
^
τ ^
Fig. 2.2  Transformation entre le triangle physique τi et le triangle de référene τˆ .
Pour haque élément τi, on désigne par |τi| son aire, par ǫi et µi respetivement la permittivité életrique
loale et la perméabilité magnétique loale qui sont supposées onstantes sur τi, et par ci la vitesse de
propagation loale dénie par ǫiµic
2
i = 1. On note sik = τi ∩ τk l'interfae entre deux éléments voisins
(i.e. leur intersetion). Pour haque interfae interne on note par ~nik =
t(nikx, niky) la normale orientée
de τi vers τk (ave ‖ ~nik ‖ la longueur de sik), par ~˜nik le veteur unitaire assoié et par Vi l'ensemble
des indies des éléments voisins de l'élément τi. Pour les interfaes aux bords du domaine, l'indie k
orrespond à un élément tif extérieur au domaine. On note par P ⋆i =
∑
k∈Vi
|nik⋆| le périmètre suivant
⋆ du triangle τi, où ⋆ représente x ou y.
A haque τi ∈ Ωh on attribue un entier pi ≥ 0 qui désigne le degré d'interpolation loal. On ollete les
pi dans le veteur p = {pi, τi ∈ Ωh}. Si pi est identique pour tous les éléments du maillage alors on note
simplement p = pi. Pour une partition donnée Ωh de Ω et un veteur donné p, on herhe des solutions
approhées de (2.1) dans le sous-espae vetoriel de dimension ni Vp(Ωh) déni par:
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Vp(Ωh) := {v ∈ L2(Ω) : v|τi ∈ Ppi(τi), ∀τi ∈ Ωh},
où Ppi(τi) est l'espae des polynmes de degré maximal pi sur l'élément τi. La dimension de l'espae
Ppi(τi) est di = (pi + 1)(pi + 2)/2 (le nombre de degré de liberté loal sur τi). On note que le degré
pi peut varier d'un élément à un autre, et qu'une fontion v
p
h ∈ Vp(Ωh) est disontinue à travers les
interfaes des éléments. On nomme interfae non-onforme une interfae sik qui a au moins une de es
deux extrémités est un n÷ud ottant ou/et qui est telle que pi|sik 6= pk|sik .
On multiplie le système (2.1) par une fontion de base salaire ϕij ∈ Ppi(τi), 1 ≤ j ≤ di, puis on intègre
sur haque triangle τi. On obtient, après intégration par parties, le système suivant:
µi
∫
τi
∂Hz
∂t
ϕij −
∫
τi
Ey
∂ϕij
∂x
+
∫
τi
Ex
∂ϕij
∂y
+
∫
∂τi
Eyϕij n˜ikx −
∫
∂τi
Exϕij n˜iky = 0,
ǫi
∫
τi
∂Ex
∂t
ϕij +
∫
τi
Hz
∂ϕij
∂y
−
∫
∂τi
Hzϕij n˜iky = 0,
ǫi
∫
τi
∂Ey
∂t
ϕij −
∫
τi
Hz
∂ϕij
∂y
+
∫
∂τi
Hzϕij n˜ikx = 0.
(2.3)
Pour tout hamp X ∈ {Ex, Ey,Hz} on note par Xi la projetion L2-orthogonale de X sur l'espae
vetoriel Vet{ϕij , 1 ≤ j ≤ di} engendré par les fontions de base dénies sur le triangle τi. Dans
haque triangle τi on onstruit une représentation polynomiale des hamps magnétique et életrique et
on adopte ii une interpolation Lagrangienne basée sur un ensemble des n÷uds dénis sur le triangle de
référene τˆ (voir par exemple [DT84℄). En utilisant es notations, on a la propriété lassique suivante:
∀ϕ ∈ Vet{ϕij , 1 ≤ j ≤ di},
∫
τi
Xiϕ =
∫
τi
Xϕ. (2.4)
Globalement, on a la représentation disontinue suivante des hamps:
X ≃
∑
i
Xi(t, x, y) =
∑
i
di∑
j=1
Xij(t)ϕij(x, y), (2.5)
où Xij désigne le j
ème
degré de liberté de Xi. On note par Xi le veteur olonne (Xij)1≤j≤di . Les
inonnues numériques de la méthode sont des approximations des Xi qui peuvent être ainsi diretement
utilisées pour aluler les intégrales volumiques et surfaiques de (2.3). Sahant qu'auune ontinuité n'est
imposée sur les hamps d'une ellule à une autre, pour évaluer les intégrales aux bords, des valeurs des
hamps doivent être dénies sur haque interfae sik. Ces valeurs peuvent être approhées de diérentes
façons. On déide ii d'adopter l'approximation entrée étudiée dans [Rem00℄-[PRF02℄-[FLLP05℄:
∀i, ∀k ∈ Vi, X|sik ≈
Xi|sik + Xk|sik
2
. (2.6)
Conernant la disrétisation temporelle, on utilise un shéma saute-mouton omme dans [PRF02℄-
[FLLP05℄. Les degrés de liberté assoiés au hamp életrique Ex (respetivement Ey) sont alulés
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aux instants tn = n∆t et sont notés Enxij (respetivement E
n
yij). Les degrés de liberté assoiés au hamp
magnétique Hz sont quant à eux alulés aux instants t
n+ 1
2 = (n+
1
2
)∆t et sont notés H
n+ 1
2
zij .
Il reste pour ompléter le adre de notre étude à dénir les onditions aux limites. Soit une ellule τi
au bord du domaine. On onsidère une ellule tive τk et on note par sik l'interfae frontière. Les
onditions aux limites sont traitées en imposant des valeurs aux hamps assoiés aux ellules tives
τk. Pour l'analyse de stabilité réalisée dans la suite, on se limite à l'utilisation d'une ondition de bord
parfaitement onduteur qui en toute généralité s'érit E×n = 0. Dans le as présent, on impose don:
∀(x, y) ∈ sik :

Enxk(x, y) = −Enxi(x, y), Enyk(x, y) = −Enyi(x, y),
H
n+ 1
2
zk (x, y) = H
n+ 1
2
zi (x, y).
(2.7)
On a par ailleurs les propriétés géométriques suivantes:
1.
∑
k∈Vi
~nik = 0 et 2. ~nik = −~nki.
(2.8)
Le shéma Galerkin disontinu GDDT-Ppi s'érit (voir l'Annexe A.3 pour plus de détails):
µiMi
H
n+ 1
2
zi −H
n− 1
2
zi
∆t
= KxiE
n
yi −KyiEnxi −
∑
k∈Vi
(
F
n
xik − Fnyik
)
,
ǫiMi
En+1xi −Enxi
∆t
= −KyiH
n+ 1
2
zi +
∑
k∈Vi
G
n+ 1
2
yik ,
ǫiMi
En+1yi −Enyi
∆t
= KxiH
n+ 1
2
zi −
∑
k∈Vi
G
n+ 1
2
xik ,
(2.9)
où les quantités vetorielles F
n
xik,F
n
yik,G
n+ 1
2
xik et G
n+ 1
2
yik sont dénies par:
F
n
xik = S
x
ikE
n
yk , F
n
yik = S
y
ikE
n
xk,
G
n+ 1
2
yik = S
y
ikH
n+ 1
2
zk , G
n+ 1
2
xik = S
x
ikH
n+ 1
2
zk ,
(2.10)
et Mi est la matrie (symétrique dénie positive) de masse loale de dimension di × di, et K⋆i est la
matrie (antisymétrique) de rigidité de dimension di × di, où ⋆ représente x ou y. Ces matries sont
dénies par les relations suivantes:
(Mi)jl =
∫
τi
ϕijϕil,
(K⋆i )jl =
1
2
∫
τi
(∂ϕij
∂⋆
ϕil − ϕij ∂ϕil
∂⋆
)
.
(2.11)
Pour toute interfae sik, la matrie S
⋆
ik de dimension di × dk est dénie par:
(S⋆ik)jl =
1
2
n˜ik⋆
∫
sik
ϕijϕkl. (2.12)
Dans la suite, pour simplier l'ériture, on utilise les notations suivantes:
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F
n+ 1
2
⋆ik =
F
n+1
⋆ik + F
n
⋆ik
2
, E
n+ 1
2
⋆i =
En+1⋆i +E
n
⋆i
2
. (2.13)
Remarque 2.1 On a les propriétés suivantes:
 si sik est une interfae interne alors
t
S
⋆
ik = −S⋆ki,
 si sik est une interfae métallique alors
t
S
⋆
ik = S
⋆
ik.
2.1.1 Conservation d'une énergie disrète
On introduit l'énergie életromagnétique disrète suivante:
En = 1
2
∑
i
(
ǫi
tEnxiMiE
n
xi + ǫi
tEnyiMiE
n
yi + µi
tH
n− 1
2
zi MiH
n+ 1
2
zi
)
. (2.14)
On évalue maintenant la variation d'énergie au ours d'un pas de temps:
∆E = En+1 − En
=
∑
i
[
tE
n+ 1
2
xi ǫiMi(E
n+1
xi −Enxi) + tE
n+ 1
2
yi ǫiMi(E
n+1
yi −Enyi)
+ tH
n+ 1
2
zi
µiMi
2
(H
n+ 3
2
zi −H
n− 1
2
zi )
]
= ∆t
∑
i
[
− tEn+
1
2
xi K
y
iH
n+ 1
2
zi +
tE
n+ 1
2
xi
∑
k∈Vi
G
n+ 1
2
yik
+ tE
n+ 1
2
yi K
x
iH
n+ 1
2
zi − tE
n+ 1
2
yi
∑
k∈Vi
G
n+ 1
2
xik
+ tH
n+ 1
2
zi K
x
iE
n+ 1
2
yi − tH
n+ 1
2
zi K
y
iE
n+ 1
2
xi
+ tH
n+ 1
2
zi
∑
k∈Vi
(F
n+ 1
2
yik − F
n+ 1
2
xik )
]
= ∆t
∑
i
∑
k∈Vi
[
tE
n+ 1
2
xi G
n+ 1
2
yik − tE
n+ 1
2
yi G
n+ 1
2
xik +
tH
n+ 1
2
zi (F
n+ 1
2
yik − F
n+ 1
2
xik )
]
.
Dans la troisième égalité, tous les termes qui ontiennent K
x
i et K
y
i s'éliminent ar es matries sont
antisymétriques et, dans la quatrième égalité, tous les termes dans la double sommation orrespondent
aux interfaes entre éléments voisins. On a don:
∆E = ∆t(A+B),
où les quantités A et B sont dénies par:
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A =
internes∑
interfaes
[
tE
n+ 1
2
xi G
n+ 1
2
yik +
tE
n+ 1
2
xk G
n+ 1
2
yki − tE
n+ 1
2
yi G
n+ 1
2
xik − tE
n+ 1
2
yk G
n+ 1
2
xki +
tH
n+ 1
2
zi (F
n+ 1
2
yik − F
n+ 1
2
xik ) +
tH
n+ 1
2
zk (F
n+ 1
2
yki − F
n+ 1
2
xki )
]
,
B =
métalliques∑
interfaes
[
tE
n+ 1
2
xi G
n+ 1
2
yik − tE
n+ 1
2
yi G
n+ 1
2
xik +
tH
n+ 1
2
zi (F
n+ 1
2
yik − F
n+ 1
2
xik )
]
.
On utilise (2.10), (2.13) et la Remarque 2.1 pour aluler A, on obtient:
A =
internes∑
interfaes
[
tE
n+ 1
2
xi S
y
ikH
n+ 1
2
zk +
tE
n+ 1
2
xk S
y
kiH
n+ 1
2
zi −
tE
n+ 1
2
yi S
x
ikH
n+ 1
2
zk − tE
n+ 1
2
yk S
x
kiH
n+ 1
2
zi +
tH
n+ 1
2
zi S
y
ikE
n+ 1
2
xk − tH
n+ 1
2
zi S
x
ikE
n+ 1
2
yk +
tH
n+ 1
2
zk S
y
kiE
n+ 1
2
xi − tH
n+ 1
2
zk S
x
kiE
n+ 1
2
yi
]
= 0.
Pour aluler B, on utilise (2.7), (2.10), (2.13) et la Remarque 2.1. On peut érire:
B =
métalliques∑
interfaes
[
tE
n+ 1
2
xi S
y
ikH
n+ 1
2
zk − tE
n+ 1
2
yi S
x
ikH
n+ 1
2
zk +
tH
n+ 1
2
zi S
y
ikE
n+ 1
2
xk − tH
n+ 1
2
zi S
x
ikE
n+ 1
2
yk
]
= 0.
Don, pour des onditions aux limites de type métallique seulement, l'énergie est exatement onservée.
Ce résultat est ohérent ave le théorème de Poynting. On rappelle que l'énergie életromagnétique
en trois dimensions d'espae, dans le vide, en absene de harge et de ourant, vérie le théorème de
Poynting: ∫
V
∂E
∂t
+
∫
∂V
P · n˜ = 0,
pour tout volume V fermé de frontière ∂V régulier, où E est l'énergie életromagnétique et P est le
veteur de Poynting, respetivement dénis par:
E = 1
2
[ǫ tE · E+ µ tH ·H] et P = E×H.
Pour des onditions aux limites de type métallique E × n˜ = 0, le théorème de Poynting montre que
l'énergie est exatement onservée.
39
Chapitre 2. Méthodes Galerkin disontinues non-onformes
2.1.2 Stabilité du shéma GDDT-Ppi
On herhe maintenant à exhiber une ondition susante de stabilité de la méthode Galerkin dison-
tinue (2.9)-(2.10)-(2.11)-(2.12)-(2.13) lorsque les onditions aux limites sont données par (2.7). Pour
ela, on veut démontrer que l'énergie disrète (2.14) est une forme quadratique dénie positive sous une
ondition de type CFL sur ∆t qui pourrait jouer le rle de fontion de Lyapunov de toutes les inonnues
numériques [Vid78℄. On pourra alors onlure que le shéma est onditionnellement stable.
Hypothèse 2.1 On suppose que pour tout triangle τi, il existe une onstante αi telle que:
∀X ∈ Vet{ϕij , 1 ≤ j ≤ di}, ‖∂X
∂⋆
‖τi ≤
αiP
⋆
i
|τi| ‖X‖τi . (2.15)
On note par ‖X‖τi la norme L2 du hamp X sur τi, i.e. ‖X‖2τi =
∫
τi
|X|2. On utilise la même notation
pour dénir la norme L2 du hamp X sur l'interfae sik.
Hypothèse 2.2 On suppose que pour tout triangle τi de voisin τk (k ∈ Vi), il existe des onstantes βik
et βki, telles que:
∀X ∈ Vet{ϕij , 1 ≤ j ≤ di}, ‖X‖2sik ≤ βik
‖~nik‖
|τi| ‖X‖
2
τi ,
∀Y ∈ Vet{ϕkj , 1 ≤ j ≤ dk}, ‖Y‖2sik ≤ βki
‖~nik‖
|τk| ‖Y‖
2
τk
.
(2.16)
Notons ii que la dénition de la onstante αi est diérente et moins ontraignante que elle utilisée
dans [FLLP05℄. Cela vient du fait que les périmètres suivant x et y notés P xi et P
y
i respetivement, sont
plus petits que le périmètre d'un triangle τi. De plus, on a introduit une deuxième onstante βki dans
l'Hypothèse 2.2 qui n'a pas été adoptée dans [FLLP05℄. On motivera e hoix dans la Se. 2.2.2.
En utilisant la dénition de S
⋆
ik et des inégalités élémentaires, on a:
| tXS⋆ikY| ≤
|n˜ik⋆|
2
‖X‖sik‖Y‖sik
≤ |n˜ik⋆|
4
(√
µi√
ǫi
‖X‖2sik +
√
ǫi√
µi
‖Y‖2sik
)
.
Alors, on peut déduire de l'Hypothèse 2.2 que:
| tXS⋆ikY| ≤
|nik⋆|
4
(
βik
|τi|
√
µi√
ǫi
‖X‖2τi +
βki
|τk|
√
ǫi√
µi
‖Y‖2τk
)
. (2.17)
On a par ailleurs:
2En =
∑
i
(
ǫi
tEnxiMiE
n
xi + ǫi
tEnyiMiE
n
yi + µi
tH
n− 1
2
zi MiH
n+ 1
2
zi
)
=
∑
i
(
ǫi‖Enxi‖2τi + ǫi‖Enyi‖2τi + µi‖H
n− 1
2
zi ‖2τi −∆tXni
)
,
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ave:
X
n
i =
tH
n− 1
2
zi
[
−KxiEnyi + KyiEnxi +
∑
k∈Vi
(
F
n
xik − Fnyik
)]
.
Dans la suite, on omet les exposants n et n-1/2 des variables des hamps életrique et magnétique
respetivement. On a:
|Xni | =
∣∣∣ tHn− 12zi [−KxiEnyi + KyiEnxi + ∑
k∈Vi
(
F
n
xik − Fnyik
)]∣∣∣
≤ 1
2
‖∂Hzi
∂x
‖τi‖Eyi‖τi +
1
2
‖∂Eyi
∂x
‖τi‖Hzi‖τi +
1
2
‖∂Hzi
∂y
‖τi‖Exi‖τi +
1
2
‖∂Exi
∂y
‖τi‖Hzi‖τi +∑
k∈Vi
(∣∣ tHziSxikEyk∣∣+ ∣∣ tHziSyikExk∣∣).
L'Hypothèse 2.1 et l'inégalité 2.17 impliquent:
|Xni | ≤
∑
k∈Vi
[αi|nikx|
|τi| ‖Hzi‖τi‖Eyi‖τi +
αi|niky|
|τi| ‖Hzi‖τi‖Exi‖τi +
|nikx|
4
(βik
|τi|
√
µi√
ǫi
‖Hzi‖2τi +
βki
|τk|
√
ǫi√
µi
‖Eyk‖2τk
)
+
|niky|
4
(βik
|τi|
√
µi√
ǫi
‖Hzi‖2τi +
βki
|τk|
√
ǫi√
µi
‖Exk‖2τk
)]
≤
∑
k∈Vi
[αi|nikx|
2|τi|
√
µi√
ǫi
‖Hzi‖2τi +
αi|nikx|
2|τi|
√
ǫi√
µi
‖Eyi‖2τi +
αi|niky|
2|τi|
√
µi√
ǫi
‖Hzi‖2τi +
αi|niky|
2|τi|
√
ǫi√
µi
‖Exi‖2τi +
|nikx|βik
4|τi|
√
µi√
ǫi
‖Hzi‖2τi +
|nikx|βki
4|τk|
√
ǫi√
µi
‖Eyk‖2τk +
|niky|βik
4|τi|
√
µi√
ǫi
‖Hzi‖2τi +
|niky|βki
4|τk|
√
ǫi√
µi
‖Exk‖2τk
]
.
Par suite:
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2En ≥
∑
i
∑
k∈Vi
[
|niky|
( ǫi
P yi
−∆t αi
2|τi|
√
ǫi√
µi
)
‖Exi‖2τi +
|nikx|
( ǫi
P xi
−∆t αi
2|τi|
√
ǫi√
µi
)
‖Eyi‖2τi +
|niky|
( µi
P yi
−∆t αi
2|τi|
√
µi√
ǫi
−∆t βik
4|τi|
√
µi√
ǫi
)
‖Hzi‖2τi +
|nikx|
( µi
P xi
−∆t αi
2|τi|
√
µi√
ǫi
−∆t βik
4|τi|
√
µi√
ǫi
)
‖Hzi‖2τi −
∆t
|niky|βki
4|τk|
√
ǫi√
µi
‖Exk‖2τk −∆t
|nikx|βki
4|τk|
√
ǫi√
µi
‖Eyk‖2τk
]
.
Pour simplier l'ériture de l'énergie on utilise les notations suivantes :
N⋆ik =
( ǫi
P ⋆i
−∆t αi
2|τi|
√
ǫi√
µi
−∆t βik
4|τi|
√
ǫi√
µi
)
|nik⋆|,
Z⋆ik =
( µi
P ⋆i
−∆t αi
2|τi|
√
µi√
ǫi
−∆t βik
4|τi|
√
µi√
ǫi
)
|nik⋆|,
d'où:
2En ≥
internes∑
interfaes
[
Nyik‖Exi‖2τi +Nxik‖Eyi‖2τi + Zyik‖Hzi‖2τi + Zxik‖Hzi‖2τi +
Nyki‖Exk‖2τk +Nxki‖Eyk‖2τk + Z
y
ki‖Hzk‖2τk + Zxki‖Hzk‖2τk
]
+
métalliques∑
interfaes
[
Nyik‖Exi‖2τi +Nxik‖Eyi‖2τi + Zyik‖Hzi‖2τi + Zxik‖Hzi‖2τi
]
.
Pour que En soit une forme quadratique dénie positive, il sut que les oeients de tous les termes
de l'expression i-dessus soient positifs. Don, pour les interfaes internes on doit avoir:
ci∆t(2αi + βik) ≤ 4|τi|
P xi
et ci∆t(2αi + βik) ≤ 4|τi|
P yi
, (2.18)
ck∆t(2αk + βki) ≤ 4|τk|
P xk
et ck∆t(2αk + βki) ≤ 4|τk|
P yk
. (2.19)
L'équation (2.18) se résume à:
ci∆t1(2αi + βik) ≤ 4min
( |τi|
P xi
,
|τi|
P yi
)
. (2.20)
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L'équation (2.19) entraîne:
ck∆t2(2αk + βki) ≤ 4min
( |τk|
P xk
,
|τk|
P yk
)
. (2.21)
Pour les interfaes métalliques on doit avoir:
ci∆t(2αi + βik) ≤ 4|τi|
P xi
et ci∆t(2αi + βik) ≤ 4|τi|
P yi
.
(2.22)
L'équation (2.22) onduit à:
ci∆(2αi + βik) ≤ 4min
( |τi|
P xi
,
|τi|
P yi
)
. (2.23)
Utilisons les relations (2.20) et (2.21) pour dénir la ondition de stabilité sur les interfaes internes et
(2.23) pour les interfaes métalliques. Ainsi, la ondition de stabilité est dénie par:
∀ interfae interne sik, ∆t ≤ min(∆t1,∆t2),
∀ interfae métallique sik, ci∆t(2αi + βik) ≤ 4min
( |τi|
P xi
,
|τi|
P yi
)
.
(2.24)
Remarque 2.2 Dans le as d'un maillage orthogonal onforme ou non-onforme, haque élément τi
peut être aratérisé par le ouple (∆xi,∆yi), l'aire |τi| = ∆xi∆yi
2
et on a les propriétés suivantes:
P xi =
∑
k∈Vi
|nikx| = 2∆yi et P yi =
∑
k∈Vi
|niky| = 2∆xi.
(2.25)
La ondition de stabilité s'érit dans e as:{ ∀ interfae interne sik, ∆t ≤ min(∆t1,∆t2),
∀ interfae métallique sik, ci∆t(2αi + βik) ≤ min(∆xi,∆yi),
(2.26)
où ∆t1 et ∆t2 sont dénis par:
ci(2αi + βik)∆t1 ≤ min(∆xi,∆yi) et ck(2αk + βki)∆t2 ≤ min(∆xk,∆yk).
A e stade, quelques remarques s'imposent sur les Hypothèses 2.1 et 2.2 (voir Annexes A.1 et A.2 pour
plus de détails):
 L'existene des onstantes αi et βik,∀i,∀k ∈ Vi est toujours assurée pour tout hoix de fontions
de base et pour tout maillage onforme ou non-onforme.
 Les valeurs des onstantes αi et βik,∀i,∀k ∈ Vi roissent ave le degré des fontions de base.
 Par dénition, la onstante αi dépend seulement du hoix de fontions de base loales. Autrement
dit, si on hoisit le même espae de fontions de base dans toutes les ellules, alors αi est une
onstante globale (même dans le as non-onforme). Dans les autres as, la onstante αi devient
onstante par ellule (loale).
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2.2 Etude de as partiuliers
On a implémenté la méthode GDDT-Pp (i.e. pi = p est uniforme dans tous les éléments du maillage)
pour p = 0, . . . , 4, sur un maillage triangulaire ave des fontions de base nodales. On onsidère plus
partiulièrement dans la suite les shémas GDDT-P0 et GDDT-P1 et on herhe à évaluer analytiquement
les ritères de stabilité assoiés. On distingue deux as: on ommene d'abord par le as d'un maillage
onforme puis on étudie ensuite le as d'un maillage non-onforme.
2.2.1 Cas d'un maillage onforme
2.2.1.1 Shéma GDDT-P0
Pour un maillage triangulaire, le shéma GDDT-P0 est exatement un shéma volume ni lassique.
Dans e as di = 1, i.e. haque inonnue néessite un seul degré de liberté. Les onditions (2.15) et
(2.16) sont vériées et on a ∀i, αi = 0 et ∀i,∀k ∈ Vi, βik = βki = 1. La ondition de stabilité s'érit
alors pour toute interfae interne sik:
max(ci, ck)∆t ≤ 4min
(
min
( |τi|
P xi
,
|τi|
P yi
)
,min
( |τk|
P xk
,
|τk|
P yk
))
. (2.27)
Dans le as d'un maillage triangulaire orthogonal uniforme (i.e.∆xl et∆yl sont onstants ∀l) la ondition
de stabilité du shéma GDDT-P0 s'érit pour toute interfae interne:
max(ci, ck)∆t ≤ min(∆xi,∆yi). (2.28)
On note par CFL la valeur maximale que peut prendre le rapport
max(ci, ck)∆t
min(∆xi,∆yi)
. Dans le as présent,
la valeur du CFL est égale à 1.
Remarque 2.3 Ce shéma volume ni est étudié dans [FLLP05℄ et [PRF02℄. Le leteur pourra vérier
que pour un maillage orthogonal la ondition de stabilité obtenue ii est moins ontraignante que elles
obtenues dans [FLLP05℄ et [PRF02℄. Par exemple, dans le as homogène (i.e. ǫi = te et µi = te, ∀i)
et pour un maillage uniforme, la ondition CFL obtenue ii est plus grande d'un fateur 1.7 que elles
obtenues dans [FLLP05℄ et [PRF02℄.
2.2.1.2 Shéma GDDT-P1
Dans le as de fontions de base nodales linéaires, haque omposante du hamp életromagnétique
néessite trois degrés de liberté, i.e. di = 3. Pour un maillage onforme, on a le lemme suivant.
Lemme 2.1 Pour des fontions de base nodales linéaires, les onditions (2.15) et (2.16) sont vériées
et on a:
[1℄. ∀i, αi = 3,
[2℄. ∀i, ∀k ∈ Vi, βik = βki = 3.
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Preuve. Tout d'abord, on a les intégrales élémentaires suivantes:∫
τi
ϕijϕij′ =
|τi|
12
(1 + δjj′), (2.29a)
∫
sik
ϕijϕij′ =
‖~nik‖
6
(1 + δjj′)(1− δjk)(1 − δj′k). (2.29b)
[1℄. On a: X =
∑
j∈Vi
Xijϕij (ii, |Vi| = di), alors ‖X‖2τi ≥
|τi|
12
∑
j∈Vi
|Xij |2.
‖∂X
∂⋆
‖2τi ≤
3
4|τi|
(∑
j∈Vi
|nij⋆Xij |
)2
≤ 3(P
⋆
i )
2
4|τi|
∑
j∈Vi
|Xij |2
≤ 9(P
⋆
i )
2
|τi|2 ‖X‖
2
τi don αi = 3.
[2℄. Pour un maillage onforme, ∀i, ∀k ∈ Vi on a βik = βki. On utilise (2.29a) et (2.29b) pour aluler
βik qui vérie le problème de minimisation: 2 1 01 2 0
0 0 0
  βik
2
 2 1 11 2 1
1 1 2
 ,
où "" désigne une inégalité généralisée dénie dans l'Annexe A.1. On obtient ainsi βik = 3. 2
La ondition de stabilité du shéma GDDT-P1 s'érit pour un maillage onforme quelonque:
∀ interfae interne sik, max(ci, ck)∆t ≤ 4
9
min
(
min(
|τi|
P xi
,
|τi|
P yi
),min(
|τk|
P xk
,
|τk|
P yk
)
)
. (2.30)
Pour un maillage orthogonal uniforme et en utilisant (2.25), la ondition de stabilité s'érit:
∀ interfae interne sik, max(ci, ck)∆t ≤ 0.11min(∆xi,∆yi). (2.31)
2.2.2 Cas d'un maillage non-onforme
Le but de ette setion est d'étudier et d'expliiter des onditions de stabilité des shémas GDDT-P0 et
GDDT-P1 dans le as d'un maillage non-onforme. L'existene des onstantes αi et βik (respetivement
βki) ∀i, ∀k ∈ Vi est toujours assurée, don les Hypothèses 2.1 et 2.2 sont toujours valables. Cependant,
ontrairement au as onforme où les onstantes βik et βki sont égales, on va démontrer par la suite que
es onstantes sont diérentes dans le as non-onforme (sauf pour un as partiulier). La onstante αi
quant à elle, est identique au as onforme.
On onsidère deux types de maillage non-onforme omme sur les Fig. 2.3 (a) et (b). Dans la situation
(a), le triangle τk touhe son voisin τi par deux sommets; dans e as la non-onformité est de la part
de τi, l'interfae sik est une arête omplète du triangle τk, par ontre elle est une portion d'une arête de
τi. Par ontre, dans la situation (b), τk touhe τi par un seul sommet et la non-onformité est de la part
de τi et τk.
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ai
s
 ik
τi
τk
(a)
τ
τ τ
i
k k
(b)
Fig. 2.3  Deux types de maillage non-onforme.
Lemme 2.2 Soit un triangle τi et son voisin τk. On note par ai et ak les arêtes de τi et τk respetivement,
telles que sik = τi ∩ τk = ai ∩ ak. On note par ℓ1 = |ai||sik| et ℓ2 =
|ak|
|sik| deux onstantes positives telles
que ℓ1, ℓ2 ≥ 1, où |.| désigne la longueur d'un té. On a alors les propriétés suivantes:
si ℓ1 = ℓ2 alors βik = βki,
si ℓ1 > ℓ2 alors βik ≥ βki,
si ℓ1 < ℓ2 alors βik ≤ βki.
(2.32)
Preuve. On se limite dans la démonstration à des fontions de base nodales linéaires. On peut néanmoins
utiliser les mêmes tehniques pour d'autres fontions de base. Tout d'abord, on note par Ai1 et A
i
2 les
matries symétriques positives telles que:
(Ai1)jj′ =
∫
sik
ϕijϕij′ et (A
i
2)jj′ =
∫
ai
ϕijϕij′ . (2.33)
Puisque les fontions de bases nodales du triangle τi sont toujours positives ou nulles sur τi, on a:
1
|sik|A
i
1  χ1ℓ1
1
|ai|A
i
2 ave χ1 ≤ 1,
1
|sik|A
k
1  χ2ℓ2
1
|ak|A
k
2 ave χ2 ≤ 1.
(2.34)
Pour obtenir (2.34), ommençons par remarquer que la omparaison entre les matries Ai1 et A
i
2, ∀i ne
se fait pas diretement par le ritère de l'Annexe A.1 puisque es matries ne sont pas dénies, sont
singulières et possèdent toujours une ligne et une olonne nulles. En eet, pour des fontions de base
nodales P1 les diérentes formes des matries A
i
1 et A
i
2 sont: 0 0 00 ∗ ∗
0 ∗ ∗
 ,
 ∗ 0 ∗0 0 0
∗ 0 ∗

et
 ∗ ∗ 0∗ ∗ 0
0 0 0
 . (2.35)
Don, es matries possèdent une valeur propre nulle. On dénit alors les matries Bi1 et B
i
2 obtenues en
éliminant la ligne nulle et la olonne nulle des matries Ai1 et A
i
2. Les matries B
i
1 et B
i
2 sont symétriques
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dénies positives, don on peut les omparer en utilisant le ritère lassique. De plus, elles possèdent
les mêmes valeurs propres non nulles que elles de Ai1 et A
i
2 respetivement. Enn, on peut déduire
les veteurs propres de Ai1 et A
i
2 de eux des matries B
i
1 et B
i
2. Pour omparer A
i
1 et A
i
2 il sut de
omparer Bi1 et B
i
2 et on a: si B
i
1  λBi2, alors Ai1  λAi2, où λ est une onstante. Don:
1
|sik|A
i
1  ℓ1
1
|ai|A
i
2  ℓ1βonfik
Bi
|τi| ,
1
|sik|
Ak1  ℓ2
1
|ak|
Ak2  ℓ2βonfki
Bk
|τk|
,
où ∀ i, Bi est la matrie de masse assoiée au triangle τi dénie par (2.29a). Les onstantes βonfik et βonfki
sont égales (l'indie "onf" signie que es onstantes sont les mêmes que elles qui sont dénies dans
le as onforme). Ainsi, si ℓ1 = ℓ2 et en prenant βik = ℓ1β
onf
ik et βki = ℓ2β
onf
ki , la première propriété du
lemme est démontrée. On suit la même démarhe pour démontrer les deux autres propriétés. 2
Remarque 2.4
 Les propriétés du Lemme 2.2 sont des onditions néessaires seulement. Par exemple pour un
maillage non-onforme de type Fig. 2.3 (b), on peut avoir βik = βki mais ℓ1 6= ℓ2. Dans le as
d'un maillage de type Fig. 2.3 (a), es onditions deviennent susantes aussi (voir l'Exemple 1 de
l'Annexe A.4).
 Le Lemme 2.2 montre lairement (pour un maillage non-onforme seulement) l'inuene des
onstantes βik et βki par ℓ1 et ℓ2 respetivement. Cela vient du fait que les matries A
i
1 et
Ak1 dépendent fortement non seulement des onstantes ℓ1 et ℓ2 respetivement, mais aussi de
la position du voisin τk de τi, i.e. on peut avoir deux interfaes (sur un té de τi) de mêmes
longueurs, mais les matries Ai1 orrespondantes sont diérentes. On observe ette situation dans
le as d'un ranement de maillage.
 Le Lemme 2.2 permet de diérenier les interfaes onformes des interfaes non-onformes. Il
pourrait aussi permettre d'identier le type de non-onformité et aussi de failiter le alul de la
valeur du CFL.
Dans la pratique, on utilise la démarhe suivante pour aluler la plus grande valeur de βik ∀i, ∀k ∈ Vi
(voir l'Exemple 2 de l'Annexe A.4):
[1℄. On identie toutes les interfaes non-onformes.
[2℄. ∀i, ∀k ∈ Vi, on alule les longueurs ℓ1 et ℓ2 qui orrespondent aux interfaes non-onformes.
[3℄. On herhe à aluler:
∀i, ∀k ∈ Vi, ℓmax1 = max(ℓ1) et ℓmax2 = max(ℓ2) puis Lmax = max(ℓmax1 , ℓmax2 ).
Il se peut que l'on ait plusieurs Lmax; soit Lmax l'ensemble des valeurs {Lmax1 , . . . ,Lmaxm }, où m
est un entier naturel. Dans e as on alule toutes les valeurs de βik et βki, puis on prend les
maxima de toutes les valeurs de βik et βki alulées.
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2.2.3 Ranement loal non-onforme
Un as très intéressant à étudier est le as d'un ranement non-onforme. Le mode de déoupage
(de ranement) d'un triangle dérit i-dessous (voir Fig 2.4) a été hoisi pour ne pas détériorer la
qualité du maillage. Soit un triangle τi; les nouveaux sommets sont générés aux milieux des tés et sont
utilisés ave les sommets originaux pour réer quatre nouveaux triangles. Le quatrième triangle est situé
au entre du triangle original et utilise les trois nouveaux sommets. Pour e mode de déoupage, l'aire
de haque nouveau triangle vaut le quart de l'aire du triangle initial. L'avantage de ette subdivision
est la préservation de l'anisotropie du triangle initial. On note par ℓ = |smaxik |/|sminik | (le rapport entre
les longueurs de la plus grande interfae smaxik et la plus petite s
min
ik ) le taux de ranement, ℓ est un
entier naturel. Les Fig. 2.5 (a) et (b) représentent des exemples de ranement de taux ℓ = 4 et ℓ = 8
respetivement.
τi
(a) Etape 0.
 
 
 
1
2
3
4
(b) Etape 1.
 
 
 
() Etape 2.
Fig. 2.4  Les étapes de subdivision d'un triangle.
En utilisant les notations et les résultats du Lemme 2.2, on a ℓ1 ≥ ℓ2 = 1, et don βik ≥ βki,∀i,∀k ∈ Vi.
Si les valeurs de βik pouvaient être alulées analytiquement alors une ondition de stabilité exate (CFL
théorique) pourrait être obtenue. C'est e que nous allons faire ii dans le as d'un maillage triangulaire
orthogonal. On donne dans les Tab. 2.1 et 2.2 les valeurs des onstantes αi et max(βik), ∀i,∀k ∈ Vi
et dans la Tab. 2.3, les valeurs du nombre CFL en fontion du taux de ranement ℓ et du degré
d'interpolation p. La onstante αi depend seulement de p et la onstante βik quant à elle dépend de p
et de ℓ. On peut onlure que notre ondition de stabilité devient très restritive lorsque les valeurs de ℓ
et p augmentent.
Tab. 2.1  Valeurs de αi en fontion de p.
p 0 1 2 3 4
αi ≃ 0.0 3.0 8.0 18.0 38.0
2.3 Validation numérique du shéma GDDT-Ppi
On onsidère une avité métallique arrée unitaire. Les expressions analytiques des modes de résonane
sont onnues pour ette géométrie [Ja98℄ et on propose ii de simuler l'évolution temporelle du mode
propre (1, 1) pour le as transverse magnétique TMz. Nous avons initialisé le hamp életromagnétique
par la solution analytique à t = 0, donnée par l'expression suivante:
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(a) Ranement de taux ℓ = 4 (maillage 3-irrégulier).
 0
 0.2
 0.4
 0.6
 0.8
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 0  0.2  0.4  0.6  0.8  1
(b) Ranement de taux ℓ = 8 (maillage 7-irrégulier).
Fig. 2.5  Exemples de ranements loaux non-onformes d'un maillage triangulaire.
Tab. 2.2  Valeurs de βik en fontion de ℓ et p.
ℓ \ p p=0 p=1 p=2 p=3 p=4
1 1 3 6 10 23
2 1 4.5 10 18 35
4 1 6.0 17 33 68
8 1 7.5 24 52 108
16 1 8.0 29 70 147
64 1 9.0 34 91 200
Tab. 2.3  Valeurs du nombre CFL en fontion de ℓ et p.
Cas d'un maillage triangulaire orthogonal.
ℓ \ p p=0 p=1 p=2 p=3 p=4
1 1 0.11 0.045 0.022 0.01
2 1 0.095 0.04 0.019 0.009
4 1 0.085 0.03 0.015 0.007
8 1 0.075 0.025 0.011 0.0055
16 1 0.07 0.022 0.009 0.0045
64 1 0.067 0.02 0.008 0.004
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
Hx = 0,
Hy = 0,
Ez = sin(πx) sin(πy).
La solution exate est donnée par:
Hx =
−π
ω
sin(πx) cos(πy) sin(ωt),
Hy =
π
ω
cos(πx) sin(πy) sin(ωt),
Ez = sin(πx) sin(πy) cos(ωt),
où ω = 2πf . La fréquene f est ii égale à f = 0.212 GHz. L'intérêt de e as test est double: il autorise
les simulations en temps long et l'énergie de la solution exate est onservée.
On réalise toutes les simulations ave un maillage triangulaire orthogonal régulier i.e. si haque triangle τi
est représenté par le ouple (∆xi,∆yi), on hoisit ii ∆xi = ∆yi. Pour e hoix du maillage, on désigne
par:
 CFL théorique, la valeur maximale que peut prendre le rapport
max(ci, ck)∆t
min(∆xi)
selon l'étude
théorique de la Se. 2.1.2 i.e. la valeur de
1
(2αi + βik)
.
 CFL numérique (utilisé en pratique), la valeur maximale que peut prendre le rapport
max(ci, ck)∆t
min(hi)
où hi est le minimum des hauteurs du triangle τi (ii hi =
∆xi√
2
).
2.3.1 Maillage onforme
On propose d'abord de vérier la stabilité des shémas GDDT-Pp (pi = p est uniforme dans tous les
éléments du maillage). Pour ela on réalise les mêmes simulations pour p = {0, 1, 2, 3, 4}. Le maillage
utilisé a une résolution de 14 points par longueur d'onde. On utilise pour haun des shémas le pas de
temps maximal autorisé par les onditions de stabilité théorique et numérique. On reense dans la Tab. 2.4
les valeurs du nombre CFL trouvées théoriquement et numériquement pour les diérents shémas. Les
valeurs du CFL numérique sont elles qui orrespondent à la stabilité numérique eetive i.e. la limite au
delà de laquelle on observe une roissane de l'énergie disrète (2.14). La durée de toutes les simulations
est de 43 périodes. On montre sur la Fig. 2.6 l'évolution de l'énergie disrète au ours du temps pour
diérentes valeurs de p en utilisant la valeur du CFL numérique. Puisque la solution exate est onnue, on
hoisit ensuite de omparer les diérents shémas GDDT-Pp à partir de la dispersion numérique observée
et de l'erreur L2. Pour ela, on se propose de suivre l'évolution temporelle du hamp életromagnétique
en un point du maillage. Les simulations sont ette fois réalisées sur 32 périodes en utilisant diérents
nombres de points par longueur d'onde (λ) pour haque shéma GDDT-Pp. On montre sur la Fig. 2.7 les
évolutions temporelles de l'erreur L2, et sur la Fig. 2.8 l'évolution temporelle de la omposante Hx (sur
les 4 dernières périodes des simulations) en un point du maillage. Il est lair que lorsquel'on augmente le
degré d'interpolation p, le shéma devient plus préis. On remarque aussi que les résultats obtenus ave
le nombre CFL théorique sont plus préis que eux obtenus ave le nombre CFL numérique. Enn on
notera que le shéma GDDT-P0 semble apparaître ii omme le plus préis si l'on se réfère à l'amplitude
de l'erreur L2 sur la Fig. 2.7 (a) et (d). On peut attribuer e omportement au fait que pour la valeur
50
2.3. Validation numérique du shéma GDDT-Ppi
CFL=1.0 qui orrespond à la limite de stabilité du shéma GDDT-P0, la dispersion du seond ordre de e
shéma est minimale (voir par exemple [Rem99℄ pour une démonstration de ette propriété dans le as
de maillages uniformes parallélépipédiques) alors que, pour les autres shémas GDDT-Pp, p ≥ 1, ette
propriété n'est pas garantie pour les valeurs onsidérées du nombre CFL.
Tab. 2.4  Valeurs théoriques et numériques du nombre CFL - méthode GDDT-Pp.
Shéma GDDT-P0 GDDT-P1 GDDT-P2 GDDT-P3 GDDT-P4
CFL théorique 1.0 0.11 0.045 0.022 0.01
CFL numérique 1.0 0.3 0.15 0.1 0.09
 0.09
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 0.11
 0.12
 0.13
 0.14
 0.15
 0  10  20  30  40  50  60
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DGTD-P1
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 0.12495
 0.125
 0.12505
 0.1251
 0.12515
 0  10  20  30  40  50  60
DGTD-P2
DGTD-P3
DGTD-P4
exact
Fig. 2.6  Evolution temporelle de l'énergie: méthode GDDT-Pp.
Maillage onforme.
2.3.2 Maillage non-onforme
On simule, omme dans le as onforme, l'évolution du mode propre (1, 1) dans une avité métallique
arrée. On utilise un maillage dont une partie entrale est ranée trois fois de manière non-onforme
(voir Fig. 2.9). Le taux de ranement est 8 (i.e. le maillage est 7-irrégulier). La résolution du maillage
de la grille grossière est de 11 points par longueur d'onde. La durée de toutes les simulations est de 43
périodes. L'objetif ii est de tester la stabilité du shéma GDDT-Pp en présene d'un ranement loal
non-onforme. On montre sur la Fig. 2.10 l'évolution de l'énergie (2.14) pour les diérents shémas, pour
les CFL numériques. On peut onlure que le shéma est stable.
An de omparer la dispersion numérique observée pour les diérents shémas GDDT-Pp, on réalise la
même simulation ave un ranement de taux 4 et un autre de taux 8. On utilise pour haun des shémas
le pas de temps maximal autorisé par la ondition de stabilité numérique. On montre sur les Fig. 2.11
et 2.12 l'évolution temporelle de Hx en un point du maillage grossier sur les 5 dernières périodes de
la simulation (qui en omporte 35) et sur la Fig. 2.13 l'évolution de l'erreur L2, pour les deux taux de
ranement onsidérés. Ces résultats sont à omparer à eux obtenus dans le as onforme (Fig. 2.7 (d)
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 0.01
 0.1
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 0  5  10  15  20  25  30  35  40  45
DGTD-P0
DGTD-P1 (CFL theorique)
DGTD-P1 (CFL numerique)
(a) Shémas GDDT-P0 et GDDT-P1 - Maillage 11 points
par λ.
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 0.01
 0.1
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 0  5  10  15  20  25  30  35  40  45
DGTD-P2 (CFL theorique)
DGTD-P2 (CFL numerique)
(b) Shéma GDDT-P2 - Maillage 8 points par λ.
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 0.1
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 0  5  10  15  20  25  30  35  40  45
DGTD-P3 (CFL theorique)
DGTD-P3 (CFL numerique)
() Shéma GDDT-P3 - Maillage 6 points par λ.
 1e-04
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DGTD-P0
DGTD-P1
DGTD-P2
DGTD-P3
(d) Méthode GDDT-Pp - Maillage 11 points par λ - CFL
numérique.
Fig. 2.7  Evolution temporelle de l'erreur L2 pour les valeurs théoriques et numériques du CFL.
Maillage onforme.
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(a) Shéma GDDT-P0 - Maillage 11 points par λ.
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(b) Shéma GDDT-P1 - Maillage 11 points par λ.
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() Shéma GDDT-P2 - Maillage 8 points par λ.
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(d) Shéma GDDT-P3 - Maillage 6 points par λ.
Fig. 2.8  Evolution temporelle de Hx en un point du maillage.
Méthode GDDT-Pp pour les valeurs théoriques et numériques du CFL.
Maillage onforme.
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Fig. 2.9  Maillage non-onforme ave un ranement loal de taux 8.
Maillage triangulaire 7-irrégulier.
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Fig. 2.10  Evolution temporelle de l'énergie: méthode GDDT-Pp.
Maillage non-onforme ave un ranement loal de taux 8.
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et 2.8). Bien que moins préis que dans le as onforme, les résultats sont tout de même satisfaisants
ompte tenu des forts taux de ranement traités. On a vérié numériquement les points suivants:
 Les valeurs théoriques du nombre CFL trouvées dans le as d'un maillage rané sont restritives.
 Augmenter le degré d'interpolation n'améliore pas les résultats.
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Fig. 2.11  Evolution temporelle de Hx en un point du maillage.
Méthode GDDT-Pp - CFL numérique.
Maillage non-onforme ave ranement loal de taux 4.
Remarque 2.5 Pour les résultats présentés dans ette setion, nous avons utilisé une mise en ÷uvre
préliminaire de la méthode GDDT-Pp dans laquelle on fait une approximation pour le alul de la matrie
d'interfae (2.12) non-onforme. En eet, pour toute interfae onforme ou non-onforme sik = τi ∩ τk,
où τi et τk sont deux éléments voisins, on redénit la matrie d'interfae de la manière suivante:
(Sik)jl =
∫
sik
ϕijϕkl.
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Fig. 2.12  Evolution temporelle de Hx en un point du maillage.
Méthode GDDT-Pp - CFL numérique.
Maillage non-onforme ave ranement loal de taux 8.
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(a) Ranement loal de taux 4.
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Fig. 2.13  Evolution temporelle de l'erreur L2 - Méthode GDDT-Pp - CFL numérique.
Maillage non-onforme.
Dans le as d'un maillage onforme, où toutes les interfaes sik sont onformes, la matrie Sik peut
être alulée d'une manière exate sur haque interfae physique sik à partir de la matrie d'interfae
(Sreferik )jl =
∫ 1
0
ψjψl, où ψ est une fontion de base dénie sur l'élément de référene τˆ . Pour un maillage
onforme donné Ωh de Ω on a la relation suivante:
Sik = |sik|Sreferik . (2.36)
Dans la pratique, S
refer
ik est alulée une seule fois puis il sut de la multiplier par |sik| (la longueur
de sik) pour obtenir Sik. Cependant, la formule (2.36) n'est pas appropriée dans le as d'un maillage
non-onforme pour les raisons suivantes:
[1℄. La présene des n÷uds ottants et leur distribution sur l'interfae inuent fortement sur la forme
générale de la matrie S
refer
ik . Autrement dit, S
refer
ik perd la propriété de symétrie.
[2℄. La deuxième raison dérive de l'appliation (2.2). En eet, dans la formule (2.36), la orrespondane
entre les fontions de bases {ϕij}dij=1 et {ϕkl}dkl=1 dénies respetivement sur les éléments τi et τk
et les fontions de bases ψ de τˆ est établie en utilisant la bijetion (2.2) e qui pose un problème
dans le as non-onforme puisque l'interfae sik n'est pas un té omplet pour l'un des deux
triangles τi et τk.
Pour remédier à e problème, on propose dans la setion suivante deux approhes pour évaluer la matrie
d'interfae non-onforme. En partiulier, une nouvelle version de la méthode GDDT-Ppi a été implémentée
en utilisant des formules de quadrature et qui permet l'utilisation de maillages non-onformes ave
un nombre arbitraire de n÷uds ottants et par onséquent autorise des méthodes h-ranement et p-
enrihissement loaux séparément ou simultanément (ranement de type hp).
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2.4 Calul de la matrie d'interfae non-onforme
L'objetif de ette setion est de présenter deux méthodes pour aluler la matrie d'interfae (2.12)
dans le as où sik est une interfae non-onforme. On se restreint au as 2D mais une partie des
développements peut néanmoins se généraliser au as 3D.
2.4.1 Approhes basées sur projetion et quadrature
On note SF la matrie d'interfae dont les oeients sont dénis de la manière suivante :
(SF )ij =
∫
F
φiψjds, ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . ,m}. (2.37)
L'indie F = ∂T1 ∩ ∂T2 désigne une interfae non-onforme du maillage. Les fontions (φi)ni=1 et
(ψj)
m
j=1 sont les restritions à et interfae F des fontions de base dénies sur les éléments T1 et T2
et non identiquement nulles sur F (voir Fig. 2.14 (a) et (b)). Elles engendrent des espaes de fontions
polynomiales d'un ertain degré dénies sur F et on peut imaginer hoisir une base diérente pour es
espaes an d'eetuer le alul de SF en s'appuyant sur les aluls que l'on eetuerait dans le as d'un
maillage onforme.
FT1
T2
(a)
F
T
T
1
2
(b)
F=F’
T2
T1
T3
T4
()
F=F’
T1
T2T
T4
3
(d)
Fig. 2.14  Deux situations possibles ave un maillage non-onforme.
Dans les Fig. () et (d), on remarque que F est une interfae non-onforme pour les triangles
T1 et T2, par ontre elle est onforme pour les triangles T3 et T4 et on l'appelle F
′
dans e as.
Soient (γk)
n
k=1 une seonde base de l'espae engendré par les (φi)
n
i=1 et (ζl)
m
l=1 une seonde base de
l'espae engendré par les (ψj)
m
j=1. Les matries P
1
et P 2 sont respetivement les matries de passages
des bases (φi)
n
i=1 et (ψj)
m
j=1 aux bases (γk)
n
k=1 et (ζl)
m
l=1. Plus expliitement, on a ainsi :
φi =
n∑
k=1
P 1ikγk, ∀i ∈ {1, . . . , n},
ψj =
m∑
l=1
P 2jlζl, ∀j ∈ {1, . . . ,m}.
Lemme 2.3 Soit AF ′ la matrie dénie par :
(AF ′)ij =
∫
F ′
γiζjds, ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . ,m}.
L'indie F ′ désigne une interfae onforme (la même que F mais dans une situation onforme, voir
Fig. 2.14 () et (d)). On a alors le résultat suivant :
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SF = P
1AF ′
t(P 2). (2.38)
La formule (2.38) peut servir au alul de SF et on appellera ette approhe dans la suite approhe par
projetion. Les matries SF et AF ′ sont toutes deux de dimension n×m et les matries P 1 et P 2 sont
de dimensions n× n et m×m respetivement.
Preuve. Les étapes du alul sont les suivantes :
(SF )ij =
∫
F
(
n∑
k=1
P 1ikγk
)(
m∑
l=1
P 2jlζl
)
ds
=
n∑
k=1
P 1ik
(
m∑
l=1
(∫
F≡F ′
γkζlds
)
P 2jl
)
=
n∑
k=1
P 1ik
(
m∑
l=1
(AF ′)kl(
t(P 2))lj
)
=
n∑
k=1
P 1ik
(
AF ′
t(P 2)
)
kj
= (P 1AF ′
t(P 2))ij .
2
De plus, la matrie SF peut être évaluée en utilisant une formule de quadrature numérique basée sur
les zéros des polynmes de Legendre i.e. les n÷uds de la formule de quadrature de Gauss-Legendre. On
note par NG le nombre minimal de points et poids de Gauss néessaires pour obtenir une intégration
exate des polynmes de degré ≤ 2NG− 1. Une représentation matriielle des opérations à eetuer est
la suivante:
SF ≃ Q1B t(Q2), (2.39)
où les matries Q1 et Q2 sont respetivement de dimensions n × NG et m × NG, la matrie B est
diagonale et elle est de dimension NG ×NG. Les oeients de es matries sont dénis par:
(Q1)ik = φi(xk), ∀1 ≤ i ≤ n, ∀1 ≤ k ≤ NG,
(Q2)jk = ψj(xk), ∀1 ≤ j ≤ m, ∀1 ≤ k ≤ NG,
(B)kk = ωk et (B)rk = 0, ∀r 6= k, ∀1 ≤ k ≤ NG.
Les paramètres xk et ωk sont respetivement les points et les poids de la méthode de Gauss-Legendre.
Dans la suite, l'évaluation de SF en utilisant la formule (2.39) sera appelée approhe par quadrature.
La raison du hoix de la formule de quadrature Gauss-Legendre est que la fontion poids du polynme
de Legendre est égale à un. Toutefois, on peut utiliser la méthode de Gauss-Lobatto où les deux points
aux extrémités du domaine d'intégration sont des n÷uds de quadrature et le problème dans e as est
de hoisir les poids ωk et les n÷uds restants xk pour maximiser le degré d'exatitude de la formule de
quadrature. Notons que, pour la méthode de Gauss-Lobatto on a seulement besoin de NG − 2 points et
poids (deux parmi eux sont les extrémités du domaine d'intégration) pour obtenir une intégration exate
des polynmes de degré ≤ 2NG− 3. Sans entrer dans les détails, on note ependant que pour réduire le
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oût de stokage, seuls les n÷uds et les poids assoiés dans l'intervale [0; 0.5] sont stokés
(
(NG +1)/2
pour Gauss-Legendre et (NG − 1)/2 pour Gauss-Lobatto
)
et on peut trouver les valeurs restantes dans
[0.5; 1] par des arguments de symétrie.
2.4.2 Comparaison entre les deux approhes
L'objetif est ii de omparer l'approhe par projetion (2.38) ave l'approhe par quadrature (2.39)
du point de vue de la omplexité de alul. Pour e faire, on donne dans la Tab. 2.5 le nombre d'opérations
arithmétiques néessaires pour aluler SF par les deux approhes.
Tab. 2.5  Nombre d'opérations arithmétiques pour aluler SF .
Opération Approhe par projetion Approhe par quadrature
x nm(n+m) nNG(m+ 1)
+ nm(n+m− 2) nm(NG − 1)
Total 2nm(n+m− 1) n(2mNG +NG −m)
Dans la dénition de SF (2.37), on a que ∀i,∀j, la fontion à intégrer sur l'interfae F est un polynme
de degré m + n − 2 (supposons que n ≥ m). Par onséquent, pour obtenir une intégration exate de
ette fontion en utilisant la méthode de Gauss-Legendre, il sut que:
m+ n− 2 ≤ 2NG − 1 ⇒ NG ≥ n+m− 1
2
⇒ NG =
[
n+m− 1
2
]
,
où [.] désigne la fontion partie entière d'un nombre réel. On note C la diérene entre les nombres
d'opérations arithmétiques de l'approhe par projetion et de l'approhe par quadrature. On onsidère
trois as:
 Si n+m− 1 est un nombre pair, alors NG = n+m− 1
2
et on a :
C = 2nm(n+m− 1)− n(2mNG +NG −m)
= mn2 + nm2 − nm
2
− n
2
2
+
n
2
= n2(m− 1
2
) +mn(m− 1
2
) +
n
2
> 0,∀m,∀n.
 Si n+m− 1 est un nombre impair, alors NG = n+m
2
et on a :
C = 2nm(n+m− 1)− n(2mNG +NG −m)
= 2mn2 + 2nm2 − 2mn− nm2 −mn2 − n
2
2
+
mn
2
= n2(m− 1
2
) +mn(m− 3
2
) > 0,∀m,∀n tels que (n,m) 6= 1.
 Si n = m = 1, alors C = 0 et les deux approhes sont équivalentes.
On reense dans la Tab. 2.6 le nombre d'opérations total pour les deux approhes et pour les as les plus
fréquemment observés i.e. n = m, n = m+ 1 et n = m+ 2.
Par onséquent, on peut onlure que l'approhe par quadrature est toujours la moins oûteuse.
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Tab. 2.6  Nombre d'opérations arithmétiques pour aluler SF .
Cas Approhe par projetion Approhe par quadrature
n = m 2m2(2m− 1) 2m3
n = m+ 1 4m2(m+ 1) 2m2(m+ 1)
n = m+ 2 (m+ 2)(4m2 + 2m) (m+ 2)(2m2 + 2m+ 1)
Remarque 2.6 Dans le as du maillage non-onforme de la situation de la Fig. 2.14 (a), le hoix P 1 = I
(la matrie identité) et don SF = AF ′
t(P 2) est envisageable et permet de réduire le oût de alul
de SF . Conernant l'approhe par projetion, on a uniquement besoin du produit de deux matries et
le oût dans e as diminue (voir Tab. 2.7). Par ontre, pour l'approhe par quadrature, on a toujours
besoin de multiplier trois matries et le nombre d'opérations ne hange pas.
Tab. 2.7  Nombre d'opérations arithmétiques pour aluler SF .
Cas d'un maillage non-onforme lassique.
Opération Approhe par projetion Approhe par quadrature
x nm2 nNG(m+ 1)
+ nm(m− 1) nm(NG − 1)
Total nm(2m− 1) n(2mNG +NG −m)
On trae sur la Fig. 2.15 le oût CPU (en seondes) pour évaluer SF en fontion du nombre de faes,
en utilisant l'approhe par quadrature numérique de Gauss-Legendre. Le temps CPU roît très lentement
par rapport au nombre de faes. La méthode de Gauss-Legendre a été implémentée en Fortran 77 et le
alul a été réalisé sur une station de travail équipée d'un proesseur Intel P4 adené à 3.6 GHz.
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Fig. 2.15  Coût de alul de SF en utilisant l'approhe par quadrature de Gauss-Legendre.
Pour n = m (gauhe) et pour n 6= m (droite) (n est le degré dans T1 et m le degré dans T2).
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2.5 Résultats numériques pour h-ranement et p-enrihissement
On présente dans ette setion des expérienes numériques visant à évaluer la performane pratique
des versions h-ranement et p-enrihissement de la méthode GDDT-Ppi basée sur la formule de quadra-
ture dérite i-dessus, en utilisant des maillages onformes et non-onformes ave un nombre arbitraire
des n÷uds ottants. La méthode h-ranement implique une modiation de la taille de l'élément (pour
un p xé) alors que la méthode p-enrihissement onsiste à modier loalement le degré polynomial
(pour une taille de maillage h xée). Notre prinipal objetif est de omparer les shémas GDDT-Ppi
sur la base de la dispersion numérique observée et de valider le hoix du alul de la matrie d'interfae
non-onforme par la formule de quadrature. Notons que dans ette setion on suppose que le degré
polynomial pi = p est uniforme dans tous les éléments de maillage.
On simule omme dans la Se. 2.3 l'évolution du mode propre (1, 1) dans une avité métallique arrée.
Puisque la solution exate est onnue, on peut évaluer la préision des shémas GDDT-Pp à partir de
la dispersion numérique observée. Cette fois-i, on utilise diérents maillages en fontion de la valeur
du degré d'interpolation p. Tout d'abord, un maillage grossier et un autre n sont onstruits (leurs
aratéristiques sont résumées dans la Tab. 2.8). Ensuite, des maillages non-onformes (7-irréguliers)
sont obtenus en ranant loalement trois fois une région entrale des maillages onformes (voir Fig. 2.9).
Les aratéristiques des maillages 7-irréguliers résultants sont données dans la Tab. 2.9. Les simulations
numériques portent sur 43 périodes.
Tab. 2.8  Caratéristiques des maillages onformes pour haque p.
# triangles # faes # n÷uds
p = 0, 1 288 456 169
p = 2, 3, 4 72 120 49
Tab. 2.9  Caratéristiques des maillages non-onformes (7-irréguliers) pour haque p.
# triangles # triangles # faes # faes # n÷uds # n÷uds
grossiers ns onformes non-onformes ottants
p = 0, 1 256 2048 3408 128 1121 112
p = 2, 3, 4 64 512 840 64 273 56
On montre sur les Fig. 2.16 et 2.17 l'évolution temporelle de Hx en un point donné du maillage grossier
pour haque shéma GDDT-Pp. On peut onstater que pour les deux maillages onformes et non-
onformes, les solutions fournies par la méthode GDDT-Pp (p ≥ 2) sont très prohes de la solution exate.
D'autre part, les solutions assoiées aux shémas GDDT-P0 et GDDT-P1 présentent une forte erreur de
dispersion sur des maillages onformes et non-onformes bien que pour les maillages non-onformes les
solutions semblent plus préises. L'erreur L2 globale sur le hamp életromagnétique (Hx,Hy, Ez) de
la méthode GDDT-Pp est présentée sur la Fig. 2.18. Ces erreurs augmentent ave le temps à ause de
la dispersion numérique, ependant, le niveau de dispersion est moindre pour p ≥ 2. Enn, la Fig. 2.19
montre les distributions 1D des solutions exates et approhées de la omposante Hx pour y = 0.75 et
p ≤ 2. Une omparaison entre les résultats présentés ii et eux de la Se. 2.3, permet de onrmer le
hoix de l'approhe par quadrature pour aluler la matrie d'interfae non-onforme.
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Fig. 2.16  Evolution temporelle de Hx: méthode GDDT-Pp et solution exate.
Maillages onformes.
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Fig. 2.17  Evolution temporelle de Hx: méthode GDDT-Pp et solution exate.
Maillages non-onformes.
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Fig. 2.18  Evolution temporelle de l'erreur L2: méthode GDDT-Pp.
Maillages onformes (gauhe) et non-onformes (droite).
En résumé, on peut onlure que :
 Pour un h xé, augmenter le degré polynomial p peut réduire l'erreur de dispersion pour p ≥ 2.
 Pour un degré polynomial xé p, lorsque le maillage est loalement rané et autorisant des n÷uds
ottants, la préision de la solution est préservée et l'erreur de dispersion est réduite.
 Pour p = 0, 1, la solution présente une grande erreur de dispersion même si le maillage est loale-
ment rané.
2.5.1 Cas d'un maillage non-onforme général
Dans ette setion, on étudie l'inuene du maillage non-onforme général, i.e. les n÷uds ottants
ne sont pas plaés uniformément sur les arêtes (voir Fig. 1.15), sur la qualité de la solution. On simule
l'évolution du mode propre (1, 1) en utilisant deux maillages non-onformes généraux (voir Fig. 2.20)
et deux maillages onformes réguliers (MCR1 et MCR2). Les simulations portent sur 43 périodes. Les
aratéristiques des maillages, les erreurs L2 et le temps CPU sont donnés dans la Tab. 2.10. On montre
sur la Fig. 2.21 l'évolution temporelle de Ez en un point sur une interfae non-onforme. Les solutions se
omparent très bien ave la solution exate. L'erreur L2 globale de la méthode GDDT-Pp obtenue ave
les maillages onformes et non-onformes est traée sur la Fig. 2.22. Les erreurs provenant des maillages
non-onformes se omparent ave elles obtenues ave des maillages onformes bien que les maillages
non-onformes ontiennent un grand nombre de n÷uds ottants et moins de triangles par rapport aux
maillages onformes. On peut onlure en se basant sur es expérienes numériques que le maillage
non-onforme général n'inue pas sur la qualité de la solution.
Notons ii, que e type de maillage non-onforme a été réemment utilisé dans [BHP07℄ pour aluler
les valeurs propres de l'opérateur de Maxwell en utilisant une méthode Galerkin disontinue. Les auteurs
ont observés que e type de maillage a pollué les valeurs propres et aussi génèré des valeurs propres
non-physiques malgré le fait que les maillages utilisés ontenaient au maximum 3 n÷uds ottants.
Dans la setion suivante, on propose une approhe qui ombine h-ranement et p-enrihissement pour
entre autres réduire l'erreur de dispersion des shémas GDDT-Pp.
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Fig. 2.19  Distributions 1D de Hx pour y = 0.75.
Méthode GDDT-Pp (p ≤ 2) et solution exate (en bleue).
Maillages onformes (haut) et non-onformes (bas).
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Fig. 2.20  Maillages non-onformes généraux: MNCG1 (gauhe) et MNCG2 (droite).
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Fig. 2.21  Evolution temporelle de Ez: méthode GDDT-Pp et solution exate.
Maillages MNCG1 (gauhe) et MNCG2 (droite).
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Tab. 2.10  Comparaison entre maillages non-onformes généraux et maillages réguliers onformes.
Erreur L2, # DOF et le temps CPU (en seondes) sont mesurés après 43 périodes,
pour diérentes ongurations de la méthode GDDT-Pp.
Maillage non-onforme MNCG1 MNCG2
général
# n÷uds 31 76
# triangles 36 94
# n÷uds ottants 9 32
# faes 66 169
GDDT-P2 GDDT-P3 GDDT-P4 GDDT-P2 GDDT-P3 GDDT-P4
Erreur L2 1.2E-01 2.7E-02 1.7E-02 3.5E-02 8.1E-03 5.2E-03
# DOF 216 360 540 564 940 1410
Temps CPU 1.3 3.9 7.1 5 15 31
Maillage onforme MCR1 MCR2
régulier
# n÷uds 30 81
# triangles 40 128
# n÷uds ottants - -
# faes 69 208
GDDT-P2 GDDT-P3 GDDT-P4 GDDT-P2 GDDT-P3 GDDT-P4
Erreur L2 1.3E-01 2.7E-02 1.7E-02 3.7E-02 8.6E-03 5.5E-03
# DOF 240 400 600 768 1280 1920
Temps CPU 1.4 4.2 7.8 5.5 18 37
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Fig. 2.22  Evolution temporelle de l'erreur L2: méthode GDDT-Pp.
Maillages MNCG (gauhe) et MCR (droite).
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2.6 Une méthode Galerkin disontinue de type hp
On propose dans ette setion une méthode GDDT de type hp dans laquelle on ombine h-ranement
et p-enrihissement. On a vu dans la Se. 2.5 que l'erreur de dispersion n'est pas réduite lorsque le h-
ranement est ombiné aux shémas GDDT-Pp (p = 0, 1). En outre, le p-enrihissement néessite un
grand nombre de degrés de liberté et est plus oûteux en mémoire et temps CPU (qui augmentent ave
p). La méthode GDDT de type hp étudiée ii permet d'éliminer ou de réduire fortement l'erreur de
dispersion et de diminuer le oût de alul.
P
P
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1
P
P
1
1
P1
P3 P0
P0
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P0
Fig. 2.23  Exemples de représentations des hamps.
An d'améliorer la représentation des hamps dans le as d'un maillage loalement rané, la méthode
GDDT de type hp onsiste à utiliser des polynmes d'ordre élevé dans le maillage grossier et des polynmes
de degré moindre dans le maillage rané (e.g. les éléments ranés). On nomme le shéma résultant par
méthode GDDT-Ppc:Ppf , où pc et pf sont des degrés polynomiaux dans les éléments grossiers et ns
respetivement. Si pc = pf = p, on retrouve la méthode GDDT-Pp lassique étudiée dans la Se. 2.5
(aussi dans [FLR06℄). On montre sur la Fig. 2.23 deux représentations diérentes des hamps, la première
utilise des approximations P2 et P1 et la deuxième utilise des approximations P3 et P0. La stabilité d'une
telle méthode GDDT-Ppc :Ppf est assurée sous des onditions de type CFL. On reense dans la Tab. 2.11
les valeurs du CFL observées numériquement pour ertains degrés polynomiaux. Ces valeurs sont à
omparer ave elles obtenues pour le shéma GDDT-Pp (voir Tab. 2.4). On peut remarquer que pour
pc = pf + 1 = p + 1, la méthode GDDT-Ppc:Ppf possède la même limite de stabilité que la méthode
GDDT-Pp. Ce n'est pas une surprise, puisque la méthode GDDT-Ppc, qui possède un domaine de stabilité
réduit puisque pc > pf , n'est utilisée que sur les éléments du maillage grossier (lesquels sont au moins
deux fois plus grands que les éléments du maillage rané).
Tab. 2.11  Valeurs numériques du nombre CFL: méthode GDDT-Ppc:Ppf .
Shéma GDDT-P1:P0 GDDT-P2:P0 GDDT-P3:P0 GDDT-P4:P0 GDDT-P2:P1
CFL 0.7 0.4 0.3 0.18 0.3
Shéma GDDT-P3:P1 GDDT-P4:P1 GDDT-P3:P2 GDDT-P4:P2 GDDT-P4:P3
CFL 0.25 0.18 0.15 0.15 0.1
An de valider la méthode, on onsidère à nouveau le as test de l'évolution du mode propre (1, 1)
dans une avité métallique arrée et on applique divers shémas GDDT-Ppc :Ppf en utilisant le maillage
triangulaire non-onforme 7-irrégulier de la Fig. 2.9. Le nombre de points par longueur d'onde λ/h est
égal à 6 dans le maillage grossier (sans ranement) et 48 dans la région ranée (voir Tab. 2.12).
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Les degrés de liberté sont initialisés par la projetion de la solution exate sur les fontions de base
loales. On montre sur la Fig. 2.24 l'évolution temporelle de l'énergie pour ertains degrés polynomiaux
pc et pf après 43 périodes. On peut lairement voir que l'énergie est onservée. On ompare sur les
Fig. 2.25 et 2.26 l'évolution temporelle des valeurs exates et approhées de la omposante Hx en un
point donné du maillage grossier (les inq dernières périodes sur 43 sont montrées) pour les shémas
GDDT-Ppc:P0 et GDDT-Ppc:P1 (pc ≥ 2). On note que es shémas n'introduisent pas trop de dispersion
dans le maillage grossier où la valeur du CFL n'est pas optimale. Bien que le niveau de ranement soit
élevé, le maillage grossier est aratérisé par un nombre modéré de points par longueur d'onde. En e
qui onerne le shéma GDDT-P1:P0, on peut observer que elui-i est dispersif (voir Fig. 2.27) e qui
n'est pas surprenant, ar omme on l'a mentionné dans la Se. 2.5, les shémas GDDT-P1 et GDDT-P0
sont dispersifs. On montre sur la Fig. 2.28 les distributions 1D (pour y = 0.75) de la omposante Hx
pour les solutions exates et approhées. Ces ourbes doivent être omparées ave elles de la Fig. 2.19
(bas). On peut noter que les solutions fournies par les shémas GDDT-Ppc:P1 (pc = 2, 3) se omparent
très bien ave la solution du shéma GDDT-P2, et les solutions fournies par les shémas GDDT-Ppc:P0
(pc = 2, 3) sont plus préises que elles des shémas GDDT-P1 et GDDT-P0. L'évolution temporelle de
l'erreur L2 du hamp életromagnétique (Hx,Hy, Ez) pour les méthodes GDDT-Ppc:Ppf est montrée
sur la Fig. 2.29. On peut observer qu'il n'est pas néessaire d'augmenter le degré polynomial dans le
maillage grossier au delà de pf +2. La Fig. 2.29 est à omparer ave la Fig. 2.18 (droite) qui orrespond
aux shémas GDDT-Pp (i.e. pc = pf = p). Il apparaît que les shémas GDDT-Ppc :P1 (pc = 3, 4) sont
plus préise (sur la base de l'erreur L2) que le shéma GDDT-P2, alors que e dernier est omparable aux
shémas GDDT-Ppc:P0 (pc = 3, 4). On peut voir aussi que le shéma GDDT-P3:P2 possède un niveau
d'erreur similaire au shéma GDDT-P3.
Tab. 2.12  Caratéristiques du maillage 7-irrégulier.
# triangles # triangles # faes # faes # n÷uds # n÷uds
grossiers ns onformes non-onformes ottants
64 512 840 64 273 56
 0.1244
 0.1246
 0.1248
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 0.1252
 0.1254
 0  10  20  30  40  50  60
DGTD-P2:P0
DGTD-P2:P1
DGTD-P3:P2
DGTD-P4:P1
exact
Fig. 2.24  Evolution temporelle de l'énergie: méthode GDDT-Ppc:Ppf .
Maillage non-onforme 7-irrégulier.
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(a) Shéma GDDT-P2:P0 et solution exate.
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(b) Shéma GDDT-P2:P1 et solution exate.
Fig. 2.25  Evolution temporelle de Hx: zoom sur les inq dernières périodes.
Maillage non-onforme 7-irrégulier.
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(a) Shéma GDDT-P3:P0 et solution exate.
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(b) Shéma GDDT-P3:P1 et solution exate.
Fig. 2.26  Evolution temporelle de Hx: zoom sur les inq dernières périodes.
Maillage non-onforme 7-irrégulier.
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Fig. 2.27  Evolution temporelle de Hx: zoom sur les sept dernières périodes.
Shéma GDDT-P1:P0 et solution exate.
Maillage non-onforme 7-irrégulier.
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Fig. 2.28  Distributions 1D de Hx pour y = 0.75 après 43 periodes.
Méthode GDDT-Ppc:Ppf et solution exate.
Maillage non-onforme 7-irrégulier.
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Fig. 2.29  Evolution temporelle de l'erreur L2: méthode GDDT-Ppc:Ppf .
Maillage non-onforme 7-irrégulier.
Enn, quelques onlusions peuvent être tirées de ette étude:
 La méthode GDDT-Ppc :Ppf peut réduire (ou éliminer) l'erreur de dispersion qui dérive des shémas
GDDT-Pp pour p = 0, 1.
 L'augmentation du degré polynomial au delà de pf + 2 dans le maillage grossier n'améliore pas
nettement les résultats.
2.7 Conlusion
Nous avons étudié dans e hapitre la stabilité d'une méthode Galerkin disontinue GDDT-Ppi pour la
résolution numérique des équations de Maxwell bidimensionnelles en domaine temporel sur des maillages
triangulaires non-onformes. Cette méthode ombine l'utilisation d'un shéma entré pour l'évaluation
des ux aux interfaes entre éléments voisins du maillage ave un shéma d'intégration en temps de type
saute-mouton préis au seond ordre. Les omposantes du hamp életromagnétique sont approhées sur
haque triangle par des fontions de base nodales polynomiales disontinues. Le degré d'interpolation qui
aratérise ette approximation peut varier d'un élément du maillage à un autre. Une analyse théorique
a permis de vérier que la méthode onserve un équivalent disret de l'énergie életromagnétique. La
stabilité est alors obtenue en démontrant que l'énergie disrète utilisée est une forme quadratique dénie
positive de es variables sous une ondition de type CFL. Considérant le as du ranement loal non-
onforme d'un maillage triangulaire, nous avons étudié plus préisément le lien entre la stabilité et la non-
onformité géométrique, et nous avons exhibé des onditions pour lesquelles les méthodes GDDT-Ppi sont
stables. Une première implémentation de la méthode a été réalisée en adoptant un traitement simplié
des intégrales de surfae dans le as d'un maillage non-onforme, et un ordre d'interpolation uniforme. La
méthode GDDT-Pp résultante est dispersive même pour un ordre d'interpolation p élevé. Pour remédier
à e problème, une deuxième implémentation a été réalisée en utilisant une formule de quadrature de
Gauss-Legendre pour aluler la matrie d'interfae non-onforme et qui autorise l'utilisation de maillages
non-onformes ave un nombre arbitraire de n÷uds ottants et des h-ranements et p-enrihissements
loaux. Dans e as, de très bon résultats sont obtenus pour des simulations en temps long et ave
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un taux de ranement élevé. En partiulier, la dispersion numérique est diminuée sauf pour p = 0, 1.
On a enn proposé une méthode GDDT de type hp nommée GDDT-Ppc:Ppf , qui utilise des polynmes
d'interpolation d'ordre élevé pc dans la partie du maillage non-ranée, et des polynmes d'ordre plus
faible pf dans la zone ranée. Des expérienes numériques sur un as test aadémique montrent que la
méthode GDDT-Ppc:Ppf permet de réduire notablement l'erreur de dispersion numérique exhibée par la
méthode GDDT-Pp (p = 0, 1).
Dans le hapitre suivant, on se onentre sur les deux points suivants:
 la validation des méthodes GDDT étudiées dans e hapitre sur des problèmes mettant en jeu des
géométries omplexes et des matériaux hétérogènes,
 une étude numérique de la onvergene des méthodes GDDT omplétée par une évaluation des
gains potentiels en termes de oûts de alul et onsommation mémoire résultant de la non-
onformité géométrique.
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Numerical evaluation of non-conforming
DGTD methods
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This hapter is dediated to a detailed numerial evaluation of the non-dissipative, non-onforming
disontinuous Galerkin methods on triangular meshes previously introdued in Chapter 2, for solving the
two-dimensional time-domain Maxwell equations. In [Fah08a℄, a hp-like DGTD (Disontinuous Galerkin
Time-Domain) method is onsidered, where the interpolation degree is dened at the element level and
the mesh is rened loally in a non-onforming way. The resulting DGTD-Ppc :Ppf method ombines a
entered approximation for the evaluation of uxes at the interfae between neighboring elements of the
mesh, with a seond-order leap-frog time integration sheme. Moreover, non-onforming meshes with
arbitrary-level hanging nodes are allowed. Here, our objetive is to assess the onvergene, the stability
and the eieny of the method, but also disuss its limitations, through numerial experiments for
2D propagation problems in homogeneous and heterogeneous media with various types and loations of
material interfaes.
This hapter is an enhaned version of the researh report [Fah07℄.
A theoretial onvergene analysis of the DGTD-Ppi method is onduted in [FLLP05℄ in the ase of a
onforming simpliial mesh and a uniform pi = p. It is shown that the onvergene order in spae and
time is:
O(Thmin(s,p)) +O(∆t2) (3.1)
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where t ∈ [0, T ] and s is a regularity parameter. One an note that the asymptoti onvergene order is
bounded by 2 independently of the interpolation degree p and the formula (3.1) seems to be suboptimal.
This omes from the fat that the leap-frog time-sheme is seond-order aurate. Aording to the
authors, the formula (3.1) applies equally in the presene of a non-onforming renement of the mesh
(h-renement). Our attention is turned to the numerial validity of this result espeially in the ases
of the h-renement, p-enrihment and ombined hp-renement DGTD methods proposed in Chapter 2
with non-onforming meshes.
3.1 Homogeneous media
In this setion, we onsider several wave propagation problems in homogeneous media for whih
analytial solutions exist. Our objetives are the following:
 to assess numerially and ompare the onvergene of the onforming and non-onforming DGTD
methods,
 to provide insights regarding the overall performanes of the hp-renement DGTD-Ppc :Ppf method,
 to ompare, on one hand, the onforming DGTD-Pp method with the non-onforming one and, on
the other hand, the hp-renement method with the h-renement one.
The above points are studied by onsidering the following test ases:
[1℄. a onentri ylinders PEC resonator,
[2℄. a irular PEC resonator,
[3℄. a wedge-shaped PEC resonator.
3.1.1 Conentri ylinders PEC resonator
We onsider a resonator whih onsists of two onentri PEC ylinders with an eletromagneti
wave bouning bak and forth between the walls (see Fig. 3.1). The material is taken to be the vauum
i.e. ǫ = µ = 1 (relative quantities). The radii of the two ylinders are r1 = 1/6 and r2 = 1/2. The exat
time-domain solution of the problem is [DDH01℄-[DHD01℄:
Ez = cos(ωt+ θ)[J1(ωr) + aY1(ωr)],
Hx = −1
2
sin(ωt+ θ) sin(θ)[J0(ωr)− J2(ωr) + a(Y0(ωr)− Y2(ωr))]
−cos(θ)
ωr
cos(ωt+ θ)[J1(ωr) + aY1(ωr)],
Hy =
1
2
sin(ωt+ θ) cos(θ)[J0(ωr)− J2(ωr) + a(Y0(ωr)− Y2(ωr))]
−sin(θ)
ωr
cos(ωt+ θ)[J1(ωr) + aY1(ωr)],
for r1 < r < r2, where (r, θ) = (
√
x2 + y2, arctan(y/x)) are the usual polar oordinates; Jn and Yn (n
is a positive integer) stand for the nth-order Bessel funtions of the rst and seond kind, respetively.
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The values of the parameters ω and a are obtained by enforing the boundary ondition Ez = 0 at
r = r1 and r = r2. Then, as in [DDH01℄, we set ω = 9.813695999428405 and a = 1.76368380110927.
First, a quasi-uniform onforming mesh is onstruted (see Fig. 3.2 left). Then a non-onforming mesh
is obtained by loally rening a ylindrial zone as shown on Fig. 3.2 right. Contour lines of the Ez
omponent at times t = 1 and t = 10 are shown on Fig. 3.3 for a alulation based on the onforming
DGTD-P1 method.
r
r
2
1
Y
Z
X
Fig. 3.1  Conentri ylinders PEC resonator setting.
-0.5
-0.4
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5
-0.5
-0.4
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5
Fig. 3.2  Conentri ylinders PEC resonator.
Example of onforming (left) and non-onforming (right) triangular meshes.
Two strategies are onsidered for this problem: the rst one is the DGTD-Pp (or h-renement) method
and the seond one is the DGTD-Ppc:Ppf (or hp-renement) method.
h-renement DGTD-Pp method. We rst onsider the ase where the interpolation degree p is
uniform and the mesh size h is varied. In Tab. 3.1, we summarize the CFL values evaluated numerially
for some values of p (i.e. by assessing the limit beyond whih we observe a growth of the disrete energy).
Tab. 3.2 and 3.3 give the L2 error on the eletri eld omponent Ez, the onvergene rate, the CPU
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Fig. 3.3  Conentri ylinders PEC resonator.
Contour lines of Ez at times t = 1 (left) and t = 10 (right).
DGTD-P1 method using a onforming mesh with 1088 nodes and 2048 triangles.
time and the number of time steps (# ∆t) to reah time t = 1, and using sequenes of onforming and
non-onforming meshes. The harateristis of these meshes are also listed in Tab. 3.2 and 3.3. The non-
onforming meshes are obtained by rening (one renement level) the ylindrial zone 1/3 ≤ r ≤ 3/8.
Fig. 3.4 shows the L2 error on Ez as a funtion of the square root of the total number of degrees of
freedom (# DOF). We an dedue from Tab. 3.2 and 3.3 that, for both onforming and non-onforming
meshes, the DGTD-Pp method onverges as h
(2)
for p ≥ 1 and as h(1) for p = 0.
Tab. 3.1  Conentri ylinders PEC resonator.
Numerial CFL values of the DGTD-Pp method.
p 0 1 2 3 4
CFL 1.0 0.3 0.2 0.1 0.09
hp-renement DGTD-Ppc:Ppf method. We now onsider the ase where both p and h are loally
rened. The observed numerial CFL values for the DGTD-Ppc :Ppf method are summarized in Tab. 3.4.
We give in Tab. 3.5 the L2 error on Ez, the onvergene rate, the CPU time and the number of time steps
to reah time t = 1 using non-onforming meshes whih are obtained by rening the zone 1/3 ≤ r ≤ 3/8
as previously. Fig. 3.5 shows the L2 error on Ez as a funtion of the square root of the number of DOF.
Clearly, the DGTD-Ppc:Ppf method onverges as h
(2)
for pf 6= 0, while the onvergene rate for pf = 0
is more than O(h(1.5)), ∀pc.
In summary, the results given in Tab. 3.2, 3.3 and 3.5 motivates the following remarks:
 In the ase of the h-renement DGTD-Pp method, using both onforming and non-onforming
meshes, it is not neessary to inrease the interpolation degree p to more than 2. Clearly, doing so
does not improve the onvergene rate. Furthermore, to reah a given error level, the DGTD-P3
method is more expensive than the DGTD-P2 one.
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Tab. 3.2  Conentri ylinders PEC resonator.
Convergene study of the h-renement DGTD-Pp method using onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
Charateristis of the onforming meshes.
# nodes # triangles # DOF L2 error onv. rate CPU time # ∆t
DGTD-P0
1088 2048 2048 5.24E−02 − 2 80
4224 8192 8192 2.62E−02 1.00 9 158
16640 32768 32768 1.31E−02 1.00 74 313
66048 131072 131072 6.56E−03 1.00 593 624
DGTD-P1
288 512 (mesh-A a) 1536 2.52E−02 − 2 137
1088 2048 (mesh-B) 6144 6.46E−03 1.96 9 266
4224 8192 (mesh-C) 24576 1.65E−03 1.97 65 525
16640 32768 (mesh-D) 98304 4.11E−04 2.00 524 1043
DGTD-P2
mesh-A 3072 1.44E−02 − 3 205
mesh-B 12288 3.58E−03 2.01 21 399
mesh-C 49152 8.93E−04 2.00 168 787
mesh-D 196608 2.23E−04 2.00 1390 1564
DGTD-P3
mesh-A 5120 1.42E−02 − 10 410
mesh-B 20480 3.52E−03 2.02 71 797
mesh-C 81920 8.74E−04 2.01 565 1574
mesh-D 327680 2.18E−04 2.01 4916 3128
a
This means that mesh-A ontains 288 nodes and 512 triangles, et.
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Fig. 3.4  Conentri ylinders PEC resonator.
Numerial onvergene of the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
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Tab. 3.3  Conentri ylinders PEC resonator.
Convergene study of the h-renement DGTD-Pp method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
Charateristis of the non-onforming meshes.
# nodes # hanging # triangles # DOF L2 error onv. rate CPU time # ∆t
nodes
DGTD-P0
1536 128 2816 2816 5.49E−02 − 3 117
5888 256 11264 11264 2.75E−02 1.00 19 231
23040 512 45056 45056 1.37E−02 1.00 155 458
91136 1024 180224 180224 6.86E−03 1.00 1270 913
DGTD-P1
416 64 704 (mesh-E a) 2112 2.27E−02 − 3 199
1536 128 2816 (mesh-F) 8448 5.83E−03 1.97 17 389
5888 256 11264 (mesh-G) 33792 1.48E−03 1.98 131 768
23040 512 45056 (mesh-H) 135168 3.73E−04 1.99 1071 1526
DGTD-P2
mesh-E 4224 1.42E−02 − 6 299
mesh-F 16896 3.52E−03 2.01 43 583
mesh-G 67584 8.75E−04 2.01 347 1151
mesh-H 270336 2.18E−04 2.00 2842 2289
DGTD-P3
mesh-E 7040 1.41E−02 − 18 597
mesh-F 28160 3.50E−03 2.01 144 1165
mesh-G 112640 8.69E−04 2.01 1148 2302
mesh-H 450560 2.17E−04 2.01 9466 4578
a
This means that mesh-E ontains 416 nodes in whih 64 are hanging nodes, and 704 triangles, et.
Tab. 3.4  Conentri ylinders PEC resonator.
Numerial CFL values of the DGTD-Ppc:Ppf method.
pc:pf 1:0 2:0 2:1 3:0 3:1 3:2 4:2 4:3
CFL 0.5 0.3 0.3 0.19 0.19 0.19 0.1 0.1
80
3.1. Homogeneous media
Tab. 3.5  Conentri ylinders PEC resonator.
Convergene study of the DGTD-Ppc:Ppf method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
mesh
a
% DOFf
b
# DOF L2 error onv. rate CPU time # ∆t
DGTD-P1:P0
mesh-E 16% 1600 2.51E−02 − 2 120
mesh-F 16% 6400 7.89E−03 1.67 8 233
mesh-G 16% 25600 2.11E−03 1.90 64 461
mesh-H 16% 102400 7.08E−04 1.58 527 916
DGTD-P2:P0
mesh-E 9% 2944 1.90E−02 − 3 199
mesh-F 9% 11776 7.11E−03 1.42 21 389
mesh-G 9% 47104 1.91E−03 1.89 168 768
mesh-H 9% 188416 7.58E−04 1.33 1394 1526
DGTD-P3:P0
mesh-E 5% 4736 1.90E−02 − 7 315
mesh-F 5% 18944 6.29E−03 1.60 53 613
mesh-G 5% 75776 2.14E−03 1.56 421 1212
mesh-H 5% 303104 8.52E−04 1.33 3445 2410
DGTD-P2:P1
mesh-E 22% 3456 1.49E−02 − 4 199
mesh-F 22% 13824 3.71E−03 2.00 25 389
mesh-G 22% 55296 9.23E−04 2.01 194 768
mesh-H 22% 221184 2.30E−04 2.00 1597 1526
DGTD-P3:P1
mesh-E 15% 5248 1.48E−02 − 8 299
mesh-F 15% 20992 3.66E−03 2.01 55 583
mesh-G 15% 83968 9.11E−04 2.01 461 1212
mesh-H 15% 335872 2.27E−04 2.00 3775 2410
DGTD-P3:P2
mesh-E 26% 6016 1.42E−02 − 8 299
mesh-F 26% 24064 3.53E−03 2.02 63 583
mesh-G 26% 96256 8.76E−04 2.01 526 1212
mesh-H 26% 385024 2.18E−04 2.01 4262 2410
DGTD-P4:P2
mesh-E 19% 8256 1.42E−02 − 21 597
mesh-F 19% 33024 3.50E−03 2.02 165 1165
mesh-G 19% 132096 8.70E−04 2.01 1340 2302
mesh-H 19% 528384 2.17E−04 2.01 10955 4578
DGTD-P4:P3
mesh-E 28% 9280 1.42E−02 − 24 597
mesh-F 28% 37120 3.50E−03 2.02 188 1165
mesh-G 28% 148480 8.70E−04 2.01 1501 2302
mesh-H 28% 593920 2.16E−04 2.00 12254 4578
a
See Tab. 3.3 for the harateristis of these meshes.
b
Represents the perentage of the # DOF in the ne mesh.
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Fig. 3.5  Conentri ylinders PEC resonator.
Numerial onvergene of the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
 For a given p, the onforming DGTD-Pp method always requires less CPU time than the non-
onforming one. In fat, a omparison of the two methods from the point of view of the CPU time
is rather unfair in the present ase sine the loal renement of the mesh is performed arbitrarily
(i.e. not motivated by any physial or geometrial onern).
 In general, for a given error level < 10−2 the hp-renement method is less expensive than the
h-renement one. For example, if we use the DGTD-Ppc:P0 method for pc = 1, 2, 3 respetively,
rather than the DGTD-P0 method, the gains in the number of DOF and CPU time vary from 95%
to 85%. Similarly, the DGTD-P2:P1 method an be ompared with the DGTD-Pp one for p = 1, 2.
 Finally, we have observed that in the ase of the DGTD-Ppc:Ppf method, it is not reasonable to
inrease the interpolation degree pc in the oarse mesh to more than pf + 1 sine doing so does
not improve the onvergene rate and results in inreased CPU time and memory usage.
Comparison with various FDTD methods. Here we ompare the DGTD-P0 method with two
dierent FDTD shemes:
[1℄. the lassial seond-order Yee sheme [Yee66℄ staggered both in spae and time where the numerial
solution is arried out on a stairased mesh;
[2℄. a modiation of the Yee sheme (refereed as Ty(2,4)), see [TY00a℄-[TY00b℄, and hapter 2 in
[Taf98℄. This method is fourth-order aurate in spae and seond-order aurate in time. The
numerial solution is also omputed on a staggered stairased mesh.
The L2 error on the Ez omponent and the onvergene rate of these two FDTD shemes, evaluated
at times t = 1 and t = 10, are given in Tab. 3.6. These results were taken from [ADY98℄-[XCZ02℄. It
is seen from Tab. 3.6 that the stairased FDTD approximation leads to an extremely slow onvergene
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rate at early time (t = 1) and a divergent sheme at late time (t = 10). Aording to [XCZ02℄, this
is probably not only beause the stairasing misrepresents the shape of the ylinders, but also beause
of the fat that in this resonator ase an eletromagneti wave is bouning bak and forth between the
walls, so numerial errors aumulate quikly in the solution. These FDTD results are ompared with the
lassial entered nite volume DGTD-P0 sheme on onforming triangular meshes (see Tab. 3.6). One
an see that the DGTD-P0 onserves a linear onvergene rate even for a long simulation time.
Tab. 3.6  Conentri ylinders PEC resonator.
The L2 error on Ez for two dierent FDTD shemes and for the DGTD-P0 method.
t=1 t=10
Yee sheme (stairased) artesian mesh
a
.
mesh L2 error onv. rate mesh L2 error onv. rate
1000 4.322E−01 − 1000 5.101E−01 −
4000 3.635E−01 0.28 4000 4.364E−01 0.23
16000 1.742E−01 1.06 16000 6.683E−01 −0.61
Ty(2,4) (stairased) artesian mesh
b
.
1000 4.038E−01 − 1000 2.642E−01 −
4000 3.347E−01 0.27 4000 7.079E−01 −1.42
16000 1.579E−01 1.08 16000 7.243E−01 −0.03
The lassial entered nite volume DGTD-P0 sheme.√
DOF L2 error onv. rate
√
DOF L2 error onv. rate
90 2.62E−02 − 90 4.52E−02 −
180 1.31E−02 0.99 180 1.89E−02 1.25
360 6.65E−03 1.00 360 8.96E−03 1.08
a
Results were taken from [ADY98℄-[XCZ02℄.
b
Results were taken from [ADY98℄.
3.1.2 Cirular PEC resonator
We onsider a irular PEC resonator with radius r = 1/2. The material is taken to be the vauum.
The exat time-domain solution of the problem is [TY00b℄:
Ez = J1(ωr) cos(ωt + θ),
Hx =
y
2r
[J0(ωr)− J2(ωr)] cos(ωt+ θ)− x
ωr2
J1(ωr) sin(ωt+ θ),
Hy = − x
2r
[J0(ωr)− J2(ωr)] cos(ωt + θ)− y
ωr2
J1(ωr) sin(ωt+ θ),
where ω = 14.03117333963124, whih is obtained from the PEC boundary ondition Ez = 0 at r = 1/2.
As in the previous test ase, (r, θ) represent the usual polar oordinates.
Numerial simulations make use of quasi-uniform triangular meshes with possibly obtuse angles (see
Fig. 3.6 left). The perentage of triangles with obtuse angles is between 45 % and 50 % whih orrespond
to a maximum angle between 100◦ and 90◦ respetively. The non-onforming meshes are obtained by
loally rening a ylindrial zone as shown on Fig. 3.6 right. Contour lines of the Ez omponent at times
t = 1 and t = 10 are shown on Fig. 3.7 for a alulation based on the onforming DGTD-P1 method.
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Fig. 3.6  Cirular PEC resonator.
Example of onforming (left) and non-onforming (right) triangular meshes.
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Fig. 3.7  Cirular PEC resonator.
Contour lines of Ez at times t = 1 (left) and t = 10 (right).
DGTD-P1 method using a onforming mesh with 4201 nodes and 8280 triangles.
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As for the previous test ase, we apply the h-renement DGTD-Pp and the hp-renement DGTD-
Ppc:Ppf methods.
h-renement DGTD-Pp method. For eah polynomial degree p, we use four dierent onforming
and non-onforming meshes whose harateristis are listed in Tab. 3.7 and 3.8. The non-onforming
meshes are obtained by loally rening (one renement level) the ylindrial zone 0.3 ≤ r ≤ 0.4 of the
onforming meshes. We use here the same CFL values as in the previous example (see Tab. 3.1). We give
in Tab. 3.7 and 3.8 the L2 error on Ez, the onvergene rate, the CPU time and the number of time steps
to reah time t = 0.8. Fig. 3.8 shows the orresponding L2 error as a funtion of the square root of the
number of DOF. We an dedue from Tab. 3.7 and 3.8 that for onforming as well as non-onforming
meshes, the DGTD-Pp method onverges as h
(2)
for p ≥ 1 and as h(1) for p = 0.
Tab. 3.7  Cirular PEC resonator.
Convergene study of the h-renement DGTD-Pp method using onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.8.
Charateristis of the onforming meshes.
# nodes # triangles # DOF L2 error onv. rate CPU time # ∆t
DGTD-P0
176 325 (mesh-A) 325 6.73E−02 − < 1 48
701 1350 (mesh-B) 1350 2.88E−02 1.19 2 182
2801 5500 (mesh-C) 5500 1.34E−02 1.08 24 717
11201 22200 (mesh-C) 22200 6.58E−03 1.02 417 2856
DGTD-P1
mesh-A 975 4.45E−02 − < 1 160
mesh-B 4050 1.21E−02 1.83 10 606
mesh-C 16500 3.07E−03 1.95 169 2388
mesh-D 66600 7.76E−04 1.97 2855 9518
DGTD-P2
mesh-A 1950 1.32E−02 − 2 239
mesh-B 8100 3.19E−03 2.00 26 908
mesh-C 33000 7.89E−04 1.99 432 3582
mesh-D 133200 1.96E−04 1.99 7229 14277
DGTD-P3
mesh-A 3250 1.29E−02 − 7 478
mesh-B 13500 3.17E−03 1.97 86 1816
mesh-C 55000 7.88E−04 1.98 1450 7163
mesh-D 222000 1.97E−04 1.99 24190 28554
hp-renement DGTD-Ppc:Ppf method. The observed numerial CFL values of the DGTD-Ppc:Ppf
method are reported in Tab. 3.9. As with the h-renement method, the non-onforming meshes are
obtained by loally rening the ylindrial zone 0.3 ≤ r ≤ 0.4. Tab. 3.10 gives the L2 error on Ez, the
onvergene rate, the CPU time and the number of time steps to reah time t = 0.8. Fig. 3.9 shows the
orresponding L2 error on Ez as a funtion of the square root of the number of DOF. It is lear from
Tab. 3.10 that the DGTD-Ppc:Ppf onverges as h
(2)
for pf 6= 0, while the onvergene rate for pf = 0
is more than O(h(1.8)), ∀pc.
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Tab. 3.8  Cirular PEC resonator.
Convergene study of the h-renement DGTD-Pp method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.8.
Charateristis of the non-onforming meshes.
# nodes # hanging # triangles # DOF L2 error onv. rate CPU time # ∆t
nodes
DGTD-P0
181 40 300 (mesh-E) 300 7.71E−02 − << 1 29
681 80 1240 (mesh-F) 1240 4.01E−02 0.92 1 105
2641 160 5040 (mesh-G) 5040 2.05E−02 0.96 12 411
10401 320 20320 (mesh-H) 20320 1.05E−02 0.96 224 1633
DGTD-P1
mesh-E 900 6.87E−02 − < 1 95
mesh-F 3720 1.96E−02 1.77 6 350
mesh-G 15120 5.07E−03 1.93 90 1368
mesh-H 60960 1.28E−03 1.97 1484 5443
DGTD-P2
mesh-E 1800 2.10E−02 − 2 142
mesh-F 7440 4.99E−03 2.03 14 524
mesh-G 30240 1.23E−03 2.00 234 2052
mesh-H 121920 3.06E−04 2.00 3838 8164
DGTD-P3
mesh-E 3000 2.03E−02 − 4 284
mesh-F 12400 4.96E−03 1.98 49 1048
mesh-G 50400 1.23E−03 1.99 782 4104
mesh-H 203200 3.06E−04 1.99 12681 16327
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Fig. 3.8  Cirular PEC resonator.
Numerial onvergene of the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
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Tab. 3.9  Cirular PEC resonator.
Numerial CFL values of DGTD-Ppc:Ppf method.
pc:pf 1:0 2:0 2:1 3:0 3:1 3:2 4:2 4:3
CFL 0.3 0.2 0.2 0.1 0.1 0.1 0.08 0.08
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Fig. 3.9  Cirular PEC resonator.
Numerial onvergene of the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
In summary, the results given in Tab. 3.7, 3.8 and 3.10 all for the following omments:
 It is not reasonable to inrease the polynomial degree in the oarse mesh to more than pc = pf +1
(see Tab. 3.11). One an learly dedue from Tab. 3.11 that the DGTD-P2:P1 method is the least
expensive hp-renement method for this problem.
 The DGTD-P2:P1 method is less expensive than the non-onforming DGTD-Pp one. For example,
we have observed (results not reported in a table here) that to obtain an error level of 0.4%, on the
one hand, the DGTD-P1 and DGTD-P2 method require 19500 and 8454 DOF respetively while
the orresponding CPU times are 160 and 29 seonds and, on the other hand, the DGTD-P2:P1
method needs 8100 DOF and 28 seonds (see Tab. 3.11).
 The DGTD-P2:P1 method an be ompared with the onforming DGTD-Pp one. Indeed, the results
of Tab. 3.11 together with those of Tab. 3.12 show that the DGTD-P2:P1 method is less expensive
than the DGTD-P1 and DGTD-P3 ones, but it is not muh more expensive than the DGTD-P2
method. One an note here that the results of the DGTD-P2:P1 method remain very satisfatory
despite that the spae P1 is used in 53% of the triangles of the mesh.
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Tab. 3.10  Cirular PEC resonator.
Convergene study of the DGTD-Ppc:Ppf method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.8.
mesh
a
% DOFf
b
# DOF L2 error onv. rate CPU time # ∆t
DGTD-P1:P0
mesh-E 28 % 580 8.30E−02 − < 1 95
mesh-F 26 % 2440 1.99E−02 1.98 4 350
mesh-G 26 % 10000 8.25E−03 1.23 66 1368
mesh-H 25 % 40480 2.34E−03 1.80 1123 5443
DGTD-P2:P0
mesh-E 16 % 1000 1.30E−01 − 1 142
mesh-F 15 % 4240 5.89E−02 1.10 9 524
mesh-G 15 % 17440 2.14E−02 1.43 146 2052
mesh-H 15 % 70720 1.85E−03 3.50 2427 8164
DGTD-P3:P0
mesh-E 10 % 1560 5.65E−02 − 3 284
mesh-F 10 % 6640 1.50E−02 1.83 26 1048
mesh-G 9 % 27360 6.39E−03 1.20 441 4104
mesh-H 9 % 111040 1.76E−03 1.84 7271 16327
DGTD-P2:P1
mesh-E 36 % 1320 2.52E−02 − 2 142
mesh-F 35 % 5520 6.09E−03 1.98 11 524
mesh-G 34 % 22560 1.51E−03 1.98 184 2052
mesh-H 34 % 91200 3.79E−04 1.98 3016 8164
DGTD-P3:P1
mesh-E 26 % 1880 2.40E−02 − 3 284
mesh-F 24 % 7920 6.03E−03 1.92 31 1048
mesh-G 24 % 32480 1.51E−03 1.96 520 4104
mesh-H 23 % 131520 3.78E−04 1.98 8483 16327
DGTD-P3:P2
mesh-E 41 % 2360 2.03E−02 − 4 284
mesh-F 40 % 9840 4.96E−03 1.97 37 1048
mesh-G 38 % 40160 1.23E−03 1.99 621 4104
mesh-H 38 % 162240 3.06E−04 1.99 10041 16327
DGTD-P4:P2
mesh-E 31 % 3060 2.02E−02 − 5 354
mesh-F 30 % 12840 4.96E−03 1.96 58 1310
mesh-G 29 % 52560 1.23E−03 1.98 993 5130
mesh-H 29 % 212640 3.06E−04 1.99 16239 20409
DGTD-P4:P3
mesh-E 43 % 3700 2.03E−02 − 5 315
mesh-F 42 % 15400 4.96E−03 1.97 72 1310
mesh-G 42 % 62800 1.23E−03 1.99 1195 5130
mesh-H 40 % 253600 3.05E−04 2.00 20167 20409
a
See Tab 3.8 for the harateristis of these meshes.
b
Represents the perentage of the # DOF in the ne mesh.
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Tab. 3.11  Cirular PEC resonator.
# DOF and CPU time in seonds to reah an error level of 0.4%.
DGTD-Ppc:Ppf method using non-onforming meshes.
DGTD-Ppc :Ppf P1:P0 P2:P0 P3:P0 P2:P1 P3:P1 P3:P2 P4:P2 P4:P3
# DOF 25602 47088 47090 8100 12120 12150 17670 22500
CPU time 320 1000 1200 28 170 157 190 201
Tab. 3.12  Cirular PEC resonator.
# DOF and CPU time in seonds to reah an error level of 0.4%.
DGTD-Pp method using onforming meshes.
DGTD-Pp DGTD-P1 DGTD-P2 DGTD-P3
# DOF 13689 6402 10400
CPU time 100 18 59
3.1.3 Wedge-shaped PEC resonator
We onsider a omputational domain whih is bounded by the urves y = tan(3π/7)x, x2+y2 = 1/4
and the x-axis (see Fig. 3.10). The boundaries of the setor are assumed to be perfetly onduting. The
exat time-domain solution is [TY00b℄:
Ez = Jν(ωr) sin(νθ) cos(ωt),
Hx = − y
2r
[Jν−1(ωr)− Jν+1(ωr)] sin(νθ) sin(ωt)
− νx
ωr2
Jν(ωr) cos(νθ) sin(ωt),
Hy =
x
2r
[Jν−1(ωr)− Jν+1(ωr)] sin(νθ) sin(ωt)
− νy
ωr2
Jν(ωr) cos(νθ) sin(ωt),
where Jν (ν ∈ R, non-negative) is the ν-order Bessel funtion of the rst kind. The values of the
parameters ω = 16.75883874736728 and ν = 14/3 are obtained by enforing the PEC ondition on
the boundaries. Numerial simulations make use of quasi-uniform triangular meshes with possibly obtuse
angles (see Fig. 3.11 left). The perentage of triangles with obtuse angles is between 45 % and 50 %
whih orrespond to a maximum angle between 94◦ and 91◦ respetively. The non-onforming meshes
are obtained thanks to loal renements of a region situated between two ars of the setor as shown on
Fig. 3.11 right. Contour lines of the Ez omponent at times t = 1 and t = 10 are shown on Fig. 3.12
for a alulation based on the onforming DGTD-P1 method.
As for the previous test ases, we apply the h-renement DGTD-Pp and hp-renement DGTD-Ppc:Ppf me-
thods.
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Fig. 3.10  Wedge-shaped PEC resonator setting.
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0  0.1  0.2  0.3  0.4  0.5
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0  0.1  0.2  0.3  0.4  0.5
Fig. 3.11  Wedge-shaped PEC resonator.
Example of onforming (left) and non-onforming (right) triangular meshes.
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Fig. 3.12  Wedge-shaped PEC resonator.
Contour lines of Ez at times t = 1 (left) and t = 10 (right).
DGTD-P1 method using a onforming mesh with 862 nodes and 1640 triangles.
h-renement DGTD-Pp method. For eah polynomial degree p, we use four dierent onforming
and non-onforming meshes whose harateristis are given in Tab. 3.13 and 3.14. The non-onforming
meshes are obtained by loally rening (one renement level) the zone of the domain bounded by the
urves tan(9π/7α) ≤ y/x ≤ tan(3(α − 3)π/7α) and 1/5 ≤ x2 + y2 ≤ 3/10. The integer α takes a
value in the set {9, 18, 36, 72} depending on the mesh size. We summarize in Tab. 3.13 and 3.14 the L2
error on Ez, the onvergene rate, the CPU time and the number of time steps to reah time t = 0.75.
In Fig. 3.13, we plot the orresponding L2 error on Ez as a funtion of the square root of the number
of DOF. The observed numerial CFL values are given in Tab. 3.1. We an dedue from Tab. 3.13 and
3.14 that the DGTD-Pp method onverges as h
(1)
if p = 0 and as h(2) if p ≥ 1 (exepted for p = 2
using onforming meshes, where the onvergene rate is lose to O(h(2.5))).
Tab. 3.13 and 3.14 and Fig.3.13 all for the following remarks:
 For this problem and using onforming meshes, it is lear that the gains in CPU time and memory
usage are notable when the interpolation degree is inreased. For example, to ahieve an error
level of 0.01%, the number of DOF required by the DGTD-P1, DGTD-P2 and DGTD-P3 methods
is 16902, 5042 and 2500 respetively, while the orresponding CPU times are 1700, 130 and 47
seonds (results not reported in a table here).
 Using non-onforming meshes, it is not neessary to inrease the interpolation degree to more than
2. For example, to ahieve an error level of 0.01%, the number of DOF required by the DGTD-P1,
DGTD-P2 and DGTD-P3 methods is 28560, 6402 and 10000 respetively, while the orresponding
CPU times are 2250, 160 and 420 seonds.
 The onforming h-renement method is less expensive (in terms of the required number of DOF and
CPU time) than the non-onforming one, however, the results obtained by using non-onforming
meshes are very satisfatory despite of the presene of a large number of triangles in the rened
zone.
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Tab. 3.13  Wedge-shaped PEC resonator.
Convergene study of the h-renement DGTD-Pp method using onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.75.
Charateristis of the onforming meshes.
# nodes # triangles # DOF L2 error onv. rate CPU time # ∆t
DGTD-P0
67 110 110 2.41E−02 − << 1 69
232 420 420 1.21E−02 1.03 2 247
862 1640 1640 6.22E−03 0.98 21 938
3322 6480 6480 3.16E−03 0.98 324 3656
DGTD-P1
67 110 330 5.06E−03 − 1 228
232 420 1260 1.36E−03 1.96 13 822
862 1640 4920 2.99E−04 2.22 169 3124
3322 6480 19440 7.98E−05 1.92 2780 12185
DGTD-P2
28 40 240 2.99E−03 − 1 139
86 144 864 8.47E−04 1.97 5 450
298 544 3264 1.70E−04 2.42 56 1608
1106 2112 12672 2.92E−05 2.59 838 6064
DGTD-P3
28 40 400 1.29E−03 − 2 277
86 144 1440 1.86E−04 3.02 15 899
298 544 5440 4.60E−05 2.10 190 3216
1106 2112 21120 1.16E−05 2.03 2807 12128
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Fig. 3.13  Wedge-shaped PEC resonator.
Numerial onvergene of the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
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Tab. 3.14  Wedge-shaped PEC resonator.
Convergene study of the h-renement DGTD-Pp method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.75.
Charateristis of the non-onforming meshes.
# nodes # hanging # triangles # DOF L2 error onv. rate CPU time # ∆t
nodes
DGTD-P0
64 8 99 99 3.03E−02 − << 1 54
277 28 486 486 1.11E−02 1.26 2 202
1135 68 2124 2124 4.83E−03 1.13 22 804
4579 148 8856 8856 2.25E−03 1.07 398 3210
DGTD-P1
64 8 99 297 7.81E−03 − 2 179
277 28 486 1458 1.68E−03 1.93 12 673
1135 68 2124 6372 4.05E−04 1.93 192 2679
4579 148 8856 26568 8.08E−05 2.26 3329 10700
DGTD-P2
46 4 69 (mesh1a) 414 1.92E−03 − 3 217
209 20 362 (mesh2) 2172 3.27E−04 2.14 19 789
871 52 1620 (mesh3) 9720 6.72E−05 2.11 328 3128
3539 116 6824 (mesh4) 40944 1.57E−05 2.03 5617 12487
DGTD-P3
46 4 69 690 1.03E−03 − 4 434
209 20 362 3620 2.43E−04 1.74 64 1577
871 52 1620 16200 6.29E−05 1.81 1125 6256
3539 116 6824 68240 1.53E−05 1.96 19067 24973
a
This means that the mesh1 ontains 46 nodes in whih 4 are hanging nodes and 69 triangles, et.
hp-renement DGTD-Ppc:Ppf method. The numerial CFL values used are still those given in
Tab. 3.9. The non-onforming meshes are those already used in onjuntion with the h-renement
method. We summarize in Tab. 3.15 the L2 error on Ez, the onvergene rate, the CPU time and the
number of time steps to reah time t = 0.75. Fig. 3.14 shows the L2 error on Ez as a funtion of
the square root of the number of DOF. It an be seen from Tab. 3.15 that the DGTD-Ppc:Ppf method
onverges as h(2) for pf 6= 0, while the onvergene rate for pf = 0 is lose to O(h(1.2)) for pc 6= 3 (for
pc = 3 this rate is lose to O(h(1))).
A detailed analysis of Tab. 3.15 leads to the following remarks:
 It is not neessary to inrease the polynomial degree in the oarse mesh to more than pc = pf +1
(see Tab. 3.16). One an learly dedue from Tab. 3.16 that the DGTD-P2:P1 method is the least
expensive hp-renement method for this problem.
 The DGTD-P2:P1 method is less expensive than the non-onforming DGTD-Pp methods. For
example, we have observed (results not reported in a table here) that to obtain an error level
of 0.05%, on the one hand, the DGTD-P1 and DGTD-P2 methods require 5184 and 1482 DOF
respetively, while the orresponding CPU times are 130 and 13 seonds and, on the other hand,
the DGTD-P2:P1 method needs 1296 DOF and 10 seonds (see Tab. 3.16).
 The DGTD-P2:P1 method an be ompared with the onforming DGTD-Pp one. Indeed, the results
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Tab. 3.15  Wedge-shaped PEC resonator.
Convergene study of the DGTD-Ppc:Ppf method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.75.
mesh
a
% DOFf
b
# DOF L2 error onv. rate CPU time # ∆t
DGTD-P1:P0
mesh1 4% 191 9.76E−03 − 1 145
mesh2 15% 830 2.52E−03 1.84 6 526
mesh3 20% 3452 1.23E−03 1.00 81 2086
mesh4 23% 14072 5.28E−04 1.21 1426 8325
DGTD-P2:P0
mesh1 2% 374 4.68E−03 − 2 217
mesh2 8% 1532 2.07E−03 1.16 15 789
mesh3 11% 6200 1.02E−03 1.00 210 3128
mesh4 13% 24944 4.45E−04 1.20 3544 12487
DGTD-P3:P0
mesh1 1% 618 3.99E−03 − 4 434
mesh2 5% 2468 2.05E−03 0.97 44 1577
mesh3 7% 9864 1.06E−03 0.95 675 6256
mesh4 8% 39440 6.01E−04 0.82 11159 24973
DGTD-P2:P1
mesh1 6% 390 1.96E−03 − 2 217
mesh2 21% 1788 3.58E−04 2.23 16 789
mesh3 28% 7608 8.28E−05 2.02 258 3128
mesh4 31% 31344 1.90E−05 2.08 4415 12487
DGTD-P3:P1
mesh1 4% 634 1.19E−03 − 5 434
mesh2 14% 2724 2.71E−04 2.03 47 1577
mesh3 19% 11272 7.22E−05 1.86 771 6256
mesh4 21% 45840 1.73E−05 2.04 12836 24973
DGTD-P3:P2
mesh1 7% 658 1.03E−03 − 4 434
mesh2 25% 3108 2.42E−04 1.86 53 1577
mesh3 32% 13384 6.25E−05 1.86 913 6256
mesh4 35% 55440 1.46E−05 2.04 15583 24973
DGTD-P4:P2
mesh1 5% 963 1.00E−03 − 7 542
mesh2 18% 4278 2.47E−04 1.88 92 1971
mesh3 24% 17964 6.18E−05 1.93 1555 7820
mesh4 26% 73560 1.46E−05 2.05 25687 31250
DGTD-P4:P3
mesh1 8% 995 1.01E−03 − 7 542
mesh2 27% 4790 2.46E−04 1.80 103 1971
mesh3 34% 20780 6.16E−05 1.89 1763 7820
mesh4 37% 86360 1.45E−05 2.03 30003 31250
a
See Tab. 3.14 for the harateristis of the meshes.
b
Represents the perentage of the # DOF in the ne mesh.
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Fig. 3.14  Wedge-shaped PEC resonator.
Numerial onvergene of the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
of Tab. 3.16 together with those of Tab. 3.17 show that the DGTD-P2:P1 method is less expensive
than the DGTD-P1 and DGTD-P2 methods, but it is not muh more expensive than the DGTD-P3
method. One an note here that the results of the DGTD-P2:P1 method remain very satisfatory
despite that the spae P1 is used in 38% of the triangles of the mesh.
Tab. 3.16  Wedge-shaped PEC resonator.
# DOF and CPU time in seonds to reah an error level of 0.05%.
DGTD-Ppc:Ppf method using non-onforming meshes.
DGTD-Ppc:Ppf P1:P0 P2:P0 P3:P0 P2:P1 P3:P1 P3:P2 P4:P2 P4:P3
# DOF 14502 22500 57600 1296 1530 1440 2010 2100
CPU time 1600 2500 20000 10 19 15 25 27
Tab. 3.17  Wedge-shaped PEC resonator.
# DOF and CPU time in seonds to reah an error level of 0.05%.
DGTD-Pp method using onforming meshes.
DGTD-Pp DGTD-P1 DGTD-P2 DGTD-P3
# DOF 3135 1308 760
CPU time 70 12 6
3.2 Heterogeneous media
This setion is devoted to the numerial evaluation of the onforming and non-onforming DGTD
methods in the ontext of wave propagation problems in heterogeneous media. As in the previous setion,
we have seleted test ases for whih analytial solution are available:
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[1℄. a retangular PEC resonator with one material interfae,
[2℄. a dieletri in a PEC avity with two material interfaes,
[3℄. a dieletri ylinder illuminated by a plane wave,
[4℄. a multilayered dieletri ylinders illuminated by a plane wave.
3.2.1 Retangular PEC resonator with one material interfae
We onsider a problem in whih a dieletri of relative permittivity ǫ2 oupying the spatial region
[0, 0.5] × [0, 1] is enlosed by a PEC-bounded [0, 1.25] × [0, 1] domain. The exat time-domain solution
is [ZW04℄:
Ez =
 sin(a1x) sin(ωt) sin(by), 0 ≤ x ≤ 1/2, 0 ≤ y ≤ 1,cos(a2x) sin(ωt) sin(by), 1/2 ≤ x ≤ 5/4, 0 ≤ y ≤ 1,
Hx =

b
ω
sin(a1x) cos(ωt) cos(by), 0 ≤ x ≤ 1/2, 0 ≤ y ≤ 1,
b
ω
cos(a2x) cos(ωt) cos(by), 1/2 ≤ x ≤ 5/4, 0 ≤ y ≤ 1,
Hy =

−a1
ω
cos(a1x) cos(ωt) sin(by), 0 ≤ x ≤ 1/2, 0 ≤ y ≤ 1,
a2
ω
sin(a2x) cos(ωt) sin(by), 1/2 ≤ x ≤ 5/4, 0 ≤ y ≤ 1,
where a21 + b
2 = ǫ2ω
2
, a22 + b
2 = ǫ1ω
2
, sin(a1/2) = cos(a2/2) and cos(5a2/4) = 0. The values of
the parameters appearing in these relations are dened by imposing the PEC ondition on the boundary
x = 5/4 and by ensuring the ontinuity of Ez aross the material interfae x = 1/2. As in [ZW04℄-[YP01℄,
these parameter values are hosen as ǫ1 = 1, ǫ2 = 2, a1 = 3π, a2 = 2π, b = π, and ω =
√
5π. The
wavelength is λǫ1 = 0.268 in the air zone and λǫ2 = 0.189 in the dieletri zone i.e. λǫ1 ≃ 1.42λǫ2 . Aross
the dieletri interfae (i.e. the air/dieletri interfae), the tangential omponents of the eletromagneti
eld Ez and Hy are ontinuous as well as their rst y derivative. Furthermore, the rst x derivative of
Ez is ontinuous while that of Hy is disontinuous. An example plot of the analytial solution is shown
on Fig. 3.15.
Numerial simulations make use of uniform triangular meshes suh that the material interfae x = 1/2
is aligned with the grid i.e. the intersetion between the interfae x = 1/2 and int(τi) (the interior of
τi) is empty for all the triangles τi of the mesh (see Fig. 3.16 top). Hene, the mesh shown on Fig. 3.16
bottom is not allowed in the present modeling. One an note here that some FDTD shemes may not
need this ondition on the material interfae [ZW04℄. Contour lines of the Ez omponent at times t = 1
and t = 10 are shown on Fig. 3.17 for a alulation based on the onforming DGTD-P1 method.
h-renement DGTD-Pp method. The non-onforming meshes are obtained by loally rening (one
renement level) the material region i.e. the zone [0, 0.5] × [0, 1]. Tab. 3.18 and 3.19 give the L2 error
on Ez and (E,H) = (Ez,Hx,Hy), the onvergene rate, the CPU time and the number of time steps
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Fig. 3.15  Retangular PEC resonator with one material interfae.
Plots of the analytial solution along the line y = 3/4 at time t = 0.75.
to reah time t = 1 using onforming and non-onforming meshes. Fig. 3.18 shows the orresponding
L2 error on the eletromagneti eld (E,H) as a funtion of the square root of the number of DOF.
The numerial CFL values used here are given in Tab. 3.1. We an dedue from these results that
the onvergene rate of the DGTD-Pp method is lose to O(h(1)), ∀p. Moreover, it is not neessary to
inrease the interpolation degree p to more than one sine doing so does not result in a higher onvergene
rate and the method beomes too muh expensive for p ≥ 2 (see Tab. 3.23). It is lear that the presene
of a material interfae inuenes the onvergene rate of the DGTD-Pp method but this behaviour does
not depend on the type of material. We validate this by studying the onvergene of the onforming
DGTD-Pp method using three dierent materials. Results in Tab. 3.20 show that the onvergene rate
is always lose to O(h(1)). This onrms that the onvergene rate depends only on the regularity of
the solution. It is expeted that the use of multiple material interfaes would make the situation worse.
This phenomenon has been observed in [HW04b℄ and in the more reent work [BHP07℄ for the Maxwell
eigenvalue problem (see Remark 3.1). This is also observed in [Dur06℄ for the time-harmoni Maxwell
equations using high-order ontinuous and disontinuous Galerkin methods.
Remark 3.1 In [BHP07℄ a hekerboard pattern of materials inside a PEC avity is studied using a high-
order disontinuous Galerkin method. It is observed that the onvergene rate is less than linear, whatever
the interpolation degree is, despite that without material interfaes (i.e. in homogeneous media) the
onvergene rate is lose toO(h(2p)). The authors in [BHP07℄ do not elaborate on this fat. Moreover, this
problem was also studied in [HW04b℄ using high-order nodal h- and p-renement disontinuous Galerkin
method with entral uxes. As in [BHP07℄, the onvergene of the nodal disontinuous Galerkin method
degrades in the presene of material interfaes. Aording to the authors of [HW04b℄ the degradation of
the onvergene is due to the use of entered uxes at the material interfaes (or at disontinuities). The
authors suggest that by dening material properties at material interfaes as the average of ell values
(i.e. by using a regularization tehnique [TE03℄) should improve the situation.
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Fig. 3.16  Retangular PEC resonator with one material interfae.
Example of two possible ongurations of a onforming triangular mesh.
The top gure shows the mesh used in the present study,
and the bottom gure shows a situation of mesh whih is not allowed in our modeling.
The blue line represents the material interfae.
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Fig. 3.17  Retangular PEC resonator with one material interfae.
Contour lines of Ez at times t = 1 (left) and t = 10 (right).
DGTD-P1 method using a onforming mesh with 4941 nodes and 9600 triangles.
Tab. 3.18  Retangular PEC resonator with one material interfae.
Convergene study of the h-renement DGTD-Pp method using onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
# DOF error onv. rate error onv. rate CPU time # ∆t
on Ez on Ez on (E,H) on (E,H)
DGTD-P0
4000 1.40E−02 − 3.26E−02 − 1 57
16000 6.73E−03 1.06 1.91E−02 0.77 10 114
64000 3.33E−03 1.02 9.06E−03 1.08 79 227
256000 1.66E−03 1.01 4.11E−03 1.14 644 453
DGTD-P1
12000 5.30E−02 − 7.18E−02 − 8 189
48000 2.72E−02 0.96 3.63E−02 0.98 58 378
192000 1.38E−02 0.99 1.86E−02 0.97 483 755
768000 6.91E−03 0.99 9.51E−03 0.97 3861 1509
DGTD-P2
14400 6.88E−02 − 9.21E−02 − 9 220
57600 3.47E−02 0.99 4.76E−02 0.95 65 439
230400 1.74E−02 1.00 2.37E−02 1.01 535 878
921600 8.68E−03 1.00 1.20E−02 0.98 4503 1755
DGTD-P3
24000 6.89E−02 − 9.38E−02 − 27 439
96000 3.47E−02 0.99 4.76E−02 0.98 220 878
384000 1.74E−02 1.00 2.41E−02 0.98 1837 1755
1536000 8.68E−03 1.00 1.20E−02 1.01 14917 3510
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Tab. 3.19  Retangular PEC resonator with one material interfae.
Convergene study of the h-renement DGTD-Pp method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
# DOF error onv. rate error onv. rate CPU time # ∆t
on Ez on Ez on (E,H) on (E,H)
DGTD-P0
5280 1.02E−02 − 2.02E−02 − 2 88
21120 4.93E−03 1.05 1.09E−02 0.88 21 176
84480 2.45E−03 1.01 5.15E−03 1.09 166 351
337920 1.22E−03 1.00 2.74E−03 0.91 1350 702
DGTD-P1
15840 6.71E−02 − 9.06E−02 − 15 293
63360 3.43E−02 0.97 4.76E−02 0.93 122 585
253440 1.73E−02 0.99 2.41E−02 0.98 1004 1170
1013760 8.66E−03 1.00 1.20E−02 1.00 8272 2340
DGTD-P2
9900 1.08E−01 − 1.46E−01 − 7 250
39600 5.54E−02 0.96 7.63E−02 0.94 51 500
158400 2.78E−02 0.99 3.88E−02 0.96 425 1000
633600 1.39E−02 1.00 1.95E−02 0.99 3462 2000
DGTD-P3
16500 1.08E−01 − 1.46E−01 − 20 500
66000 5.54E−02 0.96 7.62E−02 0.94 172 1000
264000 2.78E−02 0.99 3.88E−02 0.98 1410 2000
1056000 1.39E−02 1.00 1.95E−02 0.99 12051 4000
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Fig. 3.18  Retangular PEC resonator with one material interfae.
Numerial onvergene of the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
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Tab. 3.20  Retangular PEC resonator with one material interfae for dierent types of materials.
Convergene study of the DGTD-Pp method using onforming meshes.
L2 error is measured at time t = 1.
ǫ2 = 2.125 ǫ2 = 3.25 ǫ2 = 6.625
ω =
√
40π ω =
√
20π ω =
√
8π
# DOF error onv. rate error onv. rate error onv. rate
on (E,H) on (E,H) on (E,H) on (E,H) on (E,H) on (E,H)
DGTD-P0 DGTD-P0 DGTD-P0
4000 1.06E−01 − 1.28E−01 − 1.90E−01 −
16000 5.41E−02 0.97 6.41E−02 1.00 9.25E−02 1.04
64000 2.66E−02 1.02 3.20E−02 1.00 4.63E−02 1.00
256000 1.19E−02 1.15 1.51E−02 1.08 2.30E−02 1.00
DGTD-P1 DGTD-P1 DGTD-P1
12000 2.21E−01 − 2.72E−01 − 3.86E−01 −
48000 1.23E−01 0.84 1.48E−01 0.87 2.07E−01 0.90
192000 6.62E−02 0.90 7.87E−02 0.92 1.06E−01 0.96
768000 3.47E−02 0.93 4.09E−02 0.94 5.39E−02 0.98
DGTD-P2 DGTD-P2 DGTD-P2
14400 3.45E−01 − 3.84E−01 − 4.44E−01 −
57600 1.78E−01 0.95 2.03E−01 0.92 2.38E−01 0.90
230400 8.87E−02 1.01 1.01E−01 1.01 1.21E−01 0.97
921600 4.49E−02 0.98 5.13E−02 0.98 6.12E−02 0.98
DGTD-P3 DGTD-P3 DGTD-P3
24000 3.46E−01 − 3.93E−01 − 4.47E−01 −
96000 1.79E−01 0.96 2.03E−01 0.95 2.38E−01 0.91
384000 8.87E−02 1.01 1.03E−01 0.98 1.21E−01 0.97
1536000 4.49E−02 0.98 5.15E−02 1.00 6.12E−02 0.98
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hp-renement DGTD-Ppc:Ppf method. Here the non-onforming meshes are obtained by loally
rening (one renement level) the zone [0, 0.5] × [0, 1]. Tab. 3.21 gives the L2 error on Ez and (E,H),
the onvergene rate, the CPU time and the number of time steps to reah time t = 1. Fig. 3.19 shows
the orresponding L2 error on (E,H) as a funtion of the square root of the number of DOF. The
numerial CFL values are given in Tab. 3.22. It is found from Tab. 3.21 that the onvergene rate of
the DGTD-Ppc:Ppf method is lose to O(h(1)), ∀ pc, ∀ pf . One an also note that to obtain a given
error level the DGTD-P1:P0 is the least expensive of all hp-renement and h-renement methods (see
Tab. 3.23).
Tab. 3.21  Retangular PEC resonator with one material interfae.
Convergene study of the DGTD-Ppc:Ppf method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
# DOF error onv. rate error onv. rate CPU time # ∆t
on Ez on Ez on (E,H) on (E,H)
DGTD-P1:P0
2580 1.29E−02 − 2.77E−02 − 1 72
10320 5.08E−03 1.35 1.09E−02 1.34 6 143
41280 2.24E−03 1.18 5.31E−03 1.04 52 286
165120 1.06E−03 1.07 2.95E−03 0.85 429 572
DGTD-P2:P0
3840 1.82E−02 − 3.06E−02 − 2 125
15360 8.86E−03 1.04 1.35E−02 1.18 14 250
61440 3.58E−03 1.30 5.77E−03 1.23 115 500
245760 1.38E−03 1.37 2.59E−03 1.16 928 1000
DGTD-P3:P0
5520 1.18E−02 − 2.31E−02 − 4 200
22080 4.83E−03 1.29 1.02E−02 1.19 28 400
88320 2.21E−03 1.13 4.92E−03 1.05 232 800
353280 1.06E−03 1.06 2.53E−03 0.96 1895 1600
DGTD-P2:P1
6480 5.36E−02 − 7.28E−02 − 3 167
25920 2.74E−02 0.97 3.68E−02 0.99 25 334
103680 1.38E−02 0.99 1.90E−02 0.95 214 667
414720 6.92E−03 1.00 9.37E−03 1.02 1792 1334
DGTD-P3:P1
8160 5.36E−02 − 7.43E−02 − 4 200
32640 2.74E−02 0.97 3.84E−02 0.95 40 400
130560 1.38E−02 0.99 1.95E−02 0.98 317 800
522240 6.92E−03 1.00 9.79E−03 0.99 2537 1600
DGTD-P3:P2
12120 5.53E−02 − 7.63E−02 − 7 250
48480 2.78E−02 0.99 3.88E−02 0.98 63 500
193920 1.39E−02 1.00 1.95E−02 0.99 523 1000
775680 6.94E−03 1.00 9.79E−03 1.00 4270 2000
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Fig. 3.19  Retangular PEC resonator with one material interfae.
Numerial onvergene of the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
Tab. 3.22  Retangular PEC resonator with one material interfae.
Numerial CFL values of the DGTD-Ppc:Ppf method.
pc:pf 1:0 2:0 3:0 2:1 3:1 3:2
CFL 0.7 0.4 0.25 0.3 0.25 0.2
Tab. 3.23  Retangular PEC resonator with one material interfae.
# DOF and CPU time in seonds to reah an error level of 2% on (E,H).
DGTD-Ppc:Ppf and DGTD-Pp methods.
DGTD-Ppc :Ppf P1:P0 P2:P0 P3:P0 P2:P1 P3:P1 P3:P2
# DOF 4092 7750 6990 93024 122500 184920
CPU time 2 5 5 185 290 485
DGTD-Pp on onforming meshes P0 P1 P2 P3
# DOF 14161 164025 324900 562500
CPU time 8 380 900 3150
DGTD-Pp on non-onforming meshes P0 P1 P2 P3
# DOF 5280 360000 592800 1000000
CPU time 2 1730 3120 10800
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3.2.2 Dieletri in a PEC avity with two material interfaes
In this problem, a lossless dieletri with a relative permittivity ǫ2 is enlosed by air in the x diretion.
The media are nonmagneti and homogeneous along the y diretion. The omputational domain Ω =
[−1, 1] × [−1, 1] is bounded by PEC walls. The permittivity is given as ǫ = ǫ1 if 1/2 ≤ |x| ≤ 1 and
|y| ≤ 1, and ǫ = ǫ2 if |x| ≤ 1/2 and |y| ≤ 1, where ǫ1 = 1 and ǫ2 = 2.25. The exat time-domain
solution is [ZW04℄:
Ez =

sin(
ω2
2
) sin(ω1(x+ 1)) sin(ωyy) cos(ωt), −1 ≤ x < −1/2, |y| ≤ 1,
− sin(ω1
2
) sin(ω2x) sin(ωyy) cos(ωt), −1/2 ≤ x ≤ 1/2, |y| ≤ 1,
sin(
ω2
2
) sin(ω1(x− 1)) sin(ωyy) cos(ωt), 1/2 ≤ x ≤ 1, |y| ≤ 1,
Hx =

−ωy
ω
sin(
ω2
2
) sin(ω1(x+ 1)) cos(ωyy) sin(ωt), −1 ≤ x < −1/2, |y| ≤ 1,
ωy
ω
sin(
ω1
2
) sin(ω2x) cos(ωyy) sin(ωt), −1/2 ≤ x ≤ 1/2, |y| ≤ 1,
−ωy
ω
sin(
ω2
2
) sin(ω1(x− 1)) cos(ωyy) sin(ωt), 1/2 ≤ x ≤ 1, |y| ≤ 1,
Hy =

ω1
ω
sin(
ω2
2
) cos(ω1(x+ 1)) sin(ωyy) sin(ωt), −1 ≤ x < −1/2, |y| ≤ 1,
−ω2
ω
sin(
ω1
2
) cos(ω2x) sin(ωyy) sin(ωt), −1/2 ≤ x ≤ 1/2, |y| ≤ 1,
ω1
ω
sin(
ω2
2
) cos(ω1(x− 1)) sin(ωyy) sin(ωt), 1/2 ≤ x ≤ 1, |y| ≤ 1,
where ω21 + ω
2
y = ǫ1ω
2
and ω22 + ω
2
y = ǫ2ω
2
. The value of ωy is determined aording to the relation:
√
ǫ2ω2 − ω2y tan

√
ǫ1ω2 − ω2y
2
 =√ǫ1ω2 − ω2y tan
−
√
ǫ2ω2 − ω2y
2
 .
As in [ZW04℄ we hoose ωy = 2π to satisfy the PEC onditions on y = ±1 whih leads to ω =
9.07716175885174. The wavelength λǫ1 = 0.208 in the air zone and λǫ2 = 0.138 in the material
region i.e. λǫ1 ≃ 1.5λǫ2 . Note that aross the dieletri interfae (i.e. at x = ±1/2), the Ez and Hx
omponents, their time derivative and their rst y derivative are ontinuous while their rst x derivative
are disontinuous. Furthermore, the Hy omponent and all its derivatives are disontinuous. An example
plot of the analytial solution is shown on Fig. 3.20. Contour lines of the Ez and Hy omponents at
times t = 1 and t = 10 are shown on Fig. 3.21 for a alulation based on the onforming DGTD-P1
method.
h-renement DGTD-Pp method. The non-onforming meshes are obtained by loally rening
(one renement level) the material region i.e. the zone [−0.5, 0.5]× [−1, 1]. Tab. 3.24 and 3.25 give the
L2 error on Ez, Hy and (E,H), the onvergene rate, the CPU time and the number of time steps to
reah time t = 0.65 using onforming and non-onforming meshes. Fig. 3.22 shows the orresponding
L2 error on (E,H) as a funtion of the square root of the number of DOF. The onvergene rate of the
DGTD-Pp method is lose to O(h(1)) for p = 0, 1, and lose to O(h(1/3)) for p = 2, 3.
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Fig. 3.20  Dieletri in a PEC avity with two material interfaes.
Plots of the analytial solution along the line y = 1/3 at time t = 0.75.
hp-renement DGTD-Ppc:Ppf method. Similarly to the h-renement method, the non-onforming
meshes are obtained by loally rening (one renement level) the region [−0.5, 0.5]× [−1, 1]. Tab. 3.26
gives the L2 error on Ez, Hy and (E,H), the onvergene rate, the CPU time and the number of time
steps to reah time t = 0.65. Fig. 3.23 shows the orresponding L2 error on (E,H) as a funtion of the
square root of the number of DOF. The numerial CFL values are given in Tab. 3.22. It an be seen
from Tab. 3.26 that the overall onvergene rate of the DGTD-Ppc:Ppf is lose to O(h(1)), exepted for
the DGTD-P3:P2 method where the onvergene rate is lose to O(h(1/3)).
Despite the slow onvergene rate of the DGTD-Pp (for p ≥ 2) and DGTD-Ppc :Ppf (for pc ≥ 3, pf ≥ 2)
methods, the role of the high-order DGTD method remains very important to redue the numerial
dispersion even in the presene of material interfaes. To illustrate this point, we plot on Fig 3.24 and
3.25 the time evolution of the L2 error on the eletromagneti eld (E,H) for alulations based on
the DGTD-Pp and DGTD-Ppc:Ppf methods using onforming and non-onforming meshes with 6 and 4
points per wavelength λǫ1 respetively.
Next, we study the numerial onvergene of the DGTD-Pp method for dierent materials and using
onforming meshes. In Tab 1.1 we summarize the relative permittivity ǫr = ǫ2 for several materials. Our
objetive here is to understand the inuene of the material type on the onvergene rate. We give in
Tab 3.27 and 3.28 the L2 error on the Ez omponent and the orresponding onvergene rate for some
materials. We an onlude that:
 The DGTD-P0 method onverges as h
(1)
in the heterogeneous and homogeneous ases.
 In the homogeneous ase, the DGTD-P1 onverges as h
(2)
but the onvergene rate is redued to
O(h(1)) in the heterogeneous ase.
 For p ≥ 2, the DGTD-Pp methods onverge as h(2) in the homogeneous ase. This onvergene
rate is redued to O(h(1)) or is less than linear in the heterogeneous ase.
105
Chapitre 3. Numerial evaluation of non-onforming DGTD methods
EZ
0.2
0.17
0.14
0.11
0.08
0.05
0.02
0
-0.02
-0.05
-0.08
-0.11
-0.14
-0.17
-0.2
EZ
0.2
0.17
0.14
0.11
0.08
0.05
0.02
0
-0.02
-0.05
-0.08
-0.11
-0.14
-0.17
-0.2
HY
0.05
0.045
0.04
0.035
0.03
0.02
0.01
0.005
0
-0.005
-0.01
-0.02
-0.03
-0.035
-0.04
-0.045
-0.05
HY
0.04
0.035
0.03
0.025
0.02
0.015
0.01
0.005
0
-0.005
-0.01
-0.015
-0.02
-0.025
-0.03
-0.035
-0.04
Fig. 3.21  Dieletri in a PEC avity with two material interfaes.
Contour lines of Ez (top) and Hy (bottom) at times t = 1 (left) and t = 10 (right).
DGTD-P1 method using a onforming mesh with 10201 nodes and 20000 triangles.
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Tab. 3.24  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Convergene study of the h-renement DGTD-Pp method using onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.65.
# DOF error onv. rate error onv. rate error onv. rate CPU time # ∆t
on Ez on Ez on Hy on Hy on (E,H) on (E,H)
DGTD-P0
4608 7.74E−03 − 2.05E−02 − 2.72E−02 − 1 23
18432 3.78E−03 1.03 1.01E−02 1.02 1.33E−02 1.03 4 45
73728 1.89E−03 1.00 4.60E−03 1.14 6.08E−03 1.13 29 89
294912 9.47E−04 1.00 1.78E−03 1.37 2.42E−03 1.33 224 177
DGTD-P1
9600 5.72E−03 − 1.38E−02 − 1.81E−02 − < 2 62
38400 2.11E−03 1.44 4.85E−03 1.51 6.47E−03 1.48 12 123
153600 1.33E−03 0.67 2.79E−03 0.79 3.80E−03 0.77 96 246
614400 6.11E−04 1.12 1.27E−03 1.13 1.80E−03 1.08 770 491
DGTD-P2
19200 1.57E−03 − 1.51E−03 − 2.41E−03 − 4 92
76800 1.22E−03 0.36 1.22E−03 0.31 1.89E−03 0.35 29 184
307200 1.08E−03 0.17 1.08E−03 0.16 1.69E−03 0.16 244 368
1228800 6.58E−04 0.72 7.12E−04 0.61 1.08E−03 0.64 1936 736
DGTD-P3
32000 1.55E−03 − 1.44E−03 − 2.30E−03 − 13 184
128000 1.22E−03 0.35 1.21E−03 0.25 1.88E−03 0.29 104 368
512000 1.08E−03 0.17 1.08E−03 0.15 1.69E−03 0.15 875 736
2048000 6.58E−04 0.72 6.37E−04 0.77 1.00E−03 0.76 6817 1471
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Fig. 3.22  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Numerial onvergene of the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
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Tab. 3.25  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Convergene study of the h-renement DGTD-Pp method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.65.
# DOF error onv. rate error onv. rate error onv. rate CPU time # ∆t
on Ez on Ez on Hy on Hy on (E,H) on (E,H)
DGTD-P0
2880 1.92E−02 − 2.38E−02 − 3.62E−02 − < 1 23
11520 9.25E−03 1.06 1.25E−02 0.93 1.84E−02 0.98 2 45
46080 4.62E−03 1.00 6.08E−03 1.04 9.01E−03 1.03 18 89
184320 2.31E−03 1.00 2.73E−03 1.15 4.18E−03 1.11 142 177
DGTD-P1
8640 1.12E−02 − 1.48E−02 − 2.22E−02 − < 2 74
34560 3.85E−03 1.54 6.49E−03 1.19 8.90E−03 1.32 13 148
138240 1.99E−03 0.95 3.00E−03 1.12 4.28E−03 1.06 105 295
552960 1.01E−03 0.98 1.50E−03 1.00 2.22E−03 0.95 824 589
DGTD-P2
48000 1.56E−03 − 1.46E−03 − 2.33E−03 − 18 184
192000 1.22E−03 0.36 1.28E−03 0.27 1.88E−03 0.31 148 368
768000 1.08E−03 0.17 1.08E−03 0.16 1.69E−03 0.15 1218 736
3072000 6.58E−04 0.72 7.11E−04 0.61 1.08E−03 0.65 10110 1472
DGTD-P3
80000 1.56E−03 − 1.44E−03 − 2.30E−03 − 65 368
320000 1.22E−03 0.35 1.20E−03 0.26 1.88E−03 0.30 596 736
1280000 1.08E−03 0.17 1.08E−03 0.16 1.69E−03 0.15 5487 1472
5120000 6.58E−04 0.72 6.39E−04 0.76 1.00E−03 0.75 51103 2944
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Fig. 3.23  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Numerial onvergene of the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
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Tab. 3.26  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Convergene study of the DGTD-Ppc:Ppf method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 0.65.
# DOF error onv. rate error onv. rate error onv. rate CPU time # ∆t
on Ez on Ez on Hy on Hy on (E,H) on (E,H)
DGTD-P1:P0
4032 1.49E−02 − 2.37E−02 − 3.31E−02 − < 1 32
16128 6.34E−03 1.23 1.28E−02 0.88 1.72E−02 0.95 4 64
64512 3.46E−03 0.87 6.28E−03 1.03 8.46E−03 1.02 34 127
258048 1.87E−03 0.89 3.10E−03 1.02 4.21E−03 1.01 280 253
DGTD-P2:P0
5760 1.50E−02 − 1.83E−02 − 2.73E−02 − 1 56
23040 5.04E−03 1.57 7.79E−03 1.23 1.10E−02 1.31 8 111
92160 3.01E−03 0.74 4.25E−03 0.87 5.92E−03 0.89 69 221
368640 1.75E−03 0.78 2.46E−03 0.79 3.39E−03 0.81 498 442
DGTD-P2:P1
10368 1.32E−02 − 1.15E−02 − 1.93E−02 − 2 74
41472 3.29E−03 2.00 4.30E−03 1.42 5.54E−03 1.80 16 148
165888 1.77E−03 0.89 2.19E−03 0.97 3.01E−03 0.88 126 295
663552 9.37E−04 0.92 1.18E−03 0.89 1.75E−03 0.78 933 589
DGTD-P3:P1
12672 1.31E−02 − 1.19E−02 − 1.96E−02 − 3 89
50688 2.94E−03 2.16 2.92E−03 2.03 4.06E−03 2.27 21 177
202752 1.65E−03 0.83 1.63E−03 0.85 2.37E−03 0.78 175 353
811008 9.37E−04 0.82 1.06E−03 0.61 1.62E−03 0.55 1402 706
DGTD-P3:P2
54400 1.56E−03 − 1.44E−03 − 2.31E−03 − 21 184
217600 1.22E−03 0.35 1.21E−03 0.26 1.88E−03 0.30 172 368
870400 1.08E−03 0.17 1.08E−03 0.15 1.69E−03 0.15 1392 736
3481600 6.56E−04 0.72 7.02E−04 0.63 1.07E−03 0.66 11270 1472
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Fig. 3.24  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Time evolution of the L2 error using the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
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Fig. 3.25  Dieletri in a PEC avity with two material interfaes with ǫ2 = 2.25.
Time evolution of the L2 error using the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
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Tab. 3.27  Dieletri in a PEC avity with two material interfaes for dierent types of materials.
Convergene study of the DGTD-Pp method using onforming meshes.
L2 error is measured at time t = 0.65.
ǫ2 = 1.00 ǫ2 = 1.25 ǫ2 = 2.10
ω =
√
5π ω = 6.574295470 ω = 9.217644926
# DOF error onv. rate error onv. rate error onv. rate
on Ez on Ez on Ez on Ez on Ez on Ez
DGTD-P0 DGTD-P0 DGTD-P0
3200 2.71E−02 − 1.74E−02 − 1.56E−02 −
12800 1.40E−02 0.95 9.15E−03 0.93 7.21E−03 1.11
51200 7.14E−03 0.97 4.69E−03 0.96 3.59E−03 1.01
204800 3.60E−03 0.99 2.38E−03 0.98 1.79E−03 1.00
DGTD-P1 DGTD-P1 DGTD-P1
9600 1.26E−02 − 2.14E−02 − 7.34E−03 −
38400 3.19E−03 1.98 1.16E−02 0.90 4.67E−03 0.65
153600 8.64E−04 1.89 6.10E−03 0.93 3.02E−03 0.63
614400 2.02E−04 2.10 3.14E−03 0.96 1.70E−03 0.83
DGTD-P2 DGTD-P2 DGTD-P2
19200 5.34E−04 − 2.47E−02 − 4.17E−03 −
76800 1.26E−04 2.09 1.26E−02 0.97 4.88E−03 −0.2
307200 3.14E−05 2.00 6.39E−03 0.99 3.13E−03 0.64
1228800 7.74E−06 2.02 3.21E−03 0.99 1.73E−03 0.85
DGTD-P3 DGTD-P3 DGTD-P3
32000 1.22E−04 − 2.49E−02 − 4.16E−03 −
128000 3.11E−05 1.97 1.27E−02 0.97 4.88E−03 −0.2
512000 7.63E−06 2.03 6.39E−03 0.99 3.13E−03 0.64
2048000 1.65E−06 2.21 3.21E−03 0.99 1.73E−03 0.85
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Tab. 3.28  Dieletri in a PEC avity with two material interfaes for dierent types of materials.
Convergene study of the DGTD-Pp method using onforming meshes.
L2 error is measured at time t = 0.65.
ǫ2 = 2.60 ǫ2 = 3.20 ǫ2 = 4.70
ω = 8.819946882 ω = 6.480642472 ω = 8.987555688
# DOF error onv. rate error onv. rate error onv. rate
on Ez on Ez on Ez on Ez on Ez on Ez
DGTD-P0 DGTD-P0 DGTD-P0
3200 4.04E−03 − 3.67E−02 − 9.60E−03 −
12800 1.89E−03 1.10 1.73E−02 1.09 3.89E−03 1.30
51200 9.40E−04 1.01 8.50E−03 1.02 1.84E−03 1.07
204800 4.70E−04 1.00 4.24E−03 1.00 9.07E−04 1.02
DGTD-P1 DGTD-P1 DGTD-P1
9600 4.96E−03 − 1.04E−01 − 9.84E−03 −
38400 1.53E−03 1.69 5.75E−02 0.85 1.47E−03 2.74
153600 5.12E−04 1.58 3.01E−02 0.93 5.73E−04 1.36
614400 1.91E−04 1.43 1.54E−02 0.97 2.95E−04 0.96
DGTD-P2 DGTD-P2 DGTD-P2
19200 4.43E−03 − 1.11E−01 − 7.40E−03 −
76800 1.37E−03 1.69 5.96E−02 0.90 4.15E−04 4.16
307200 4.70E−04 1.54 3.07E−02 0.96 6.36E−04 −0.6
1228800 1.82E−04 1.37 1.55E−02 0.98 5.21E−04 0.29
DGTD-P3 DGTD-P3 DGTD-P3
32000 4.43E−03 − 1.11E−01 − 7.39E−03 −
128000 1.37E−03 1.69 5.96E−02 0.90 4.14E−04 4.16
512000 4.71E−04 1.54 3.07E−02 0.96 6.36E−04 −0.6
2048000 1.82E−04 1.37 1.56E−02 0.98 5.21E−04 0.29
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3.2.3 Sattering of a plane wave by a dieletri ylinder
We onsider now a typial problem in whih a plane wave impinges on a dieletri ylinder, experien-
ing reetion and refration at the material interfae. The problem setting is shown on Fig. 3.26.
1(ε , µ )  1
X
Y
Z
 (ε  , µ  )2 2
r0
Fig. 3.26  Sattering of a dieletri ylinder problem setting.
We assume that the ylinder is illuminated by a monohromati plane wave of the form:
E inz = exp(−i(k1x− ωt)) and H iny = − exp(−i(k1x− ωt)),
where k1 = ω
√
ǫ1µ1. In this ase, the exat solution of the sattering problem is given by:
Ez(x, y, t) = Ez(r, θ, t) = exp(iωt)

∞∑
n=−∞
C totn Jn(k2r) exp(inθ), r ≤ r0,
∞∑
n=−∞
(i−nJn(k1r) + C
sat
n H
(2)
n (k1r)) exp(inθ), r > r0,
where Jn and H
(2)
n represent the nth-order Bessel funtion of the rst kind and the Hankel funtion of
the seond kind, respetively, and k2 = ω
√
ǫ2µ2 is the propagation onstant for homogeneous, lossless
dieletri medium. As usual, (r, θ) = (
√
x2 + y2, arctan(y/x)) represent the usual polar oordinates.
The expansion oeients for the total eld interior to the ylinder are:
C totn = i
−n (k1/µ1)J
′
n(k1r0)H
(2)
n (k1r0)− (k1/µ1)H(2)
′
n (k1r0)Jn(k1r0)
(k2/µ2)J
′
n(k2r0)H
(2)
n (k1r0)− (k1/µ1))H(2)
′
n (k1r0)Jn(k2r0)
.
The orresponding oeients for the sattered eld are:
C satn = i
−n (k1/µ1)J
′
n(k1r0)Jn(k2r0)− (k2/µ2)J
′
n(k2r0)Jn(k1r0)
(k2/µ2)J
′
n(k2r0)H
(2)
n (k1r0)− (k1/µ1)H(2)
′
n (k1r0)Jn(k2r0)
.
Using the TMz Maxwell equations, one an reover the solution for the magneti eld omponents. Then,
the angular omponent of the total magneti eld is:
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Hθ(r, θ, t) = − exp(iωt)

−ik2
ωµ2
∞∑
n=−∞
C totn J
′
n(k2r) exp(inθ), r ≤ r0,
−ik1
ωµ1
∞∑
n=−∞
(i−nJ
′
n(k1r) + C
sat
n H
(2)
′
n (k1r)) exp(inθ), r > r0,
and the radial omponent is:
Hr(r, θ, t) = − exp(iωt)

i
ωµ2r
∞∑
n=−∞
inC totn Jn(k2r) exp(inθ), r ≤ r0,
i
ωµ1r
∞∑
n=−∞
in(i−nJn(k1r) + C
sat
n H
(2)
n (k1r)) exp(inθ), r > r0.
In the following, we set µ1 = µ2 = ǫ1 = 1, i.e. the material is non-magneti, and the material exterior
to the ylinder is assumed to be vauum. The ylinder has a radius r0 = 0.6 and bounds a material of
relative permittivity ǫ2 = 2.25. The angular frequeny is ω = 2π and the omputational domain Ω is
hosen as a ylinder of radius r, entered at (0, 0). In this speial ase, all three eld omponents are
ontinuous aross the material interfae. The rst derivative of Ez is also ontinuous aross the interfae,
but rst derivatives of Hx and Hy are disontinuous. Regarding the boundary ondition at the artiial
boundary of the omputational domain, we use a rst-order Silver-Müller absorbing boundary ondition.
3.2.3.1 Conguration S1: r = 1
We onsider a situation where the external ylinder has a radius r = 1m. Similarly to the previous test
ases, we study the onvergene of the DGTD-Pp and DGTD-Ppc :Ppf methods for solving this sattering
problem using onforming and non-onforming meshes.
This problem has been studied in [Taf98℄ in a sattered eld/total eld formulation using a FDTD method,
and in [HDL99℄-[FLH02℄-[SLL06℄ using a pseudospetral time-domain method with a stabilized PML
[Ber94℄ absorbing boundary ondition. It is also solved in [CD03℄ using a entral nite dierene sheme
away from the material interfaes and upwinding tehnique with jump onditions near the interfaes
and exat boundary onditions. Cai et al. [LZC04℄ developed a disontinuous Galerkin method for this
problem. This method ombined upwinding uxes with a Runge-Kutta time sheme and the elds are
approximated using Legendre polynomials for retangular elements and standard nodal polynomials for
triangular elements. Reently, Deng and Cai [DC05℄ have proposed an extension of [LZC04℄ to a higher
order method based on orthogonal non-polynomial nodal basis on triangles.
h-renement DGTD-Pp method. We rst onstrut three onforming meshes whose harateris-
tis are listed in Tab. 3.29. Then, non-onforming meshes are obtained by loally rening (one renement
level) the dieletri region of the onforming meshes. The harateristis of the resulting non-onforming
meshes are summarized in Tab. 3.30. We give in Tab. 3.31 and 3.32 the L2 error on (E,H), the onver-
gene rate, the CPU time and the number of time steps (# ∆t) to reah time t = 1 using onforming
and non-onforming meshes. Fig. 3.27 shows the orresponding L2 error on (E,H) as a funtion of the
square root of the number of DOF. It an be dedued from Tab. 3.31 and 3.32 that the onvergene
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rate of the DGTD-Pp method is lose to O(h(1)) for p = 0, 1, and very slow for p = 2, 3. It is lear also
that it is not neessary to inrease the interpolation degree to more than one sine the onvergene rate
is not improved and this results in inreased CPU time and memory usage.
Tab. 3.29  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Charateristis of the three onforming meshes.
# nodes # triangles
mesh-C1 101 190
mesh-C2 401 780
mesh-C3 1601 3160
Tab. 3.30  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Charateristis of the three non-onforming meshes.
# total nodes # ne triangles # oarse triangles # hanging nodes
mesh-NC1 261 400 90 20
mesh-NC2 1021 1600 380 40
mesh-NC3 4041 6400 1560 80
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Fig. 3.27  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Numerial onvergene of the h-renement DGTD-Pp method.
Conforming (left) and non-onforming (right) triangular meshes.
hp-renement DGTD-Ppc:Ppf method. We still make use of the non-onforming meshes summa-
rized in Tab. 3.30. We give in Tab. 3.33 the L2 error on (E,H), the onvergene rate, the CPU time
and the number of time steps to reah time t = 1. Fig. 3.28 shows the orresponding L2 error on (E,H)
as a funtion of the square root of the number of DOF. It an be seen from Tab. 3.33 that the overall
onvergene rate of the DGTD-Ppc:Ppf method is less than linear exepted for the DGTD-P1:P0 where
the onvergene rate is lose to O(h(1)).
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Tab. 3.31  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Convergene study for the h-renement DGTD-Pp method using onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
# DOF error on (E,H) onv. rate on (E,H) CPU time # ∆t
DGTD-P0
190 1.45E−00 − < 1 23
780 6.43E−01 1.15 4 71
3160 3.22E−01 0.99 44 262
DGTD-P1
570 9.39E−01 − 4 76
2340 3.84E−01 1.26 30 236
9480 1.86E−01 1.03 427 874
DGTD-P2
1140 3.47E−01 − 7 113
4680 1.62E−01 1.07 85 354
18960 1.51E−01 0.11 1272 1310
DGTD-P3
1900 2.64E−01 − 23 226
7800 1.60E−01 0.70 283 708
31600 1.51E−01 0.09 4239 2620
Tab. 3.32  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Convergene study for the h-renement DGTD-Pp method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
# DOF error on (E,H) onv. rate on (E,H) CPU time # ∆t
DGTD-P0
490 1.22E−00 − 2 46
1980 5.71E−01 1.09 7 82
7960 3.05E−01 0.90 88 262
DGTD-P1
1470 8.77E−01 − 9 151
5940 3.25E−01 1.42 65 272
23880 1.73E−01 0.90 845 874
DGTD-P2
2940 3.23E−01 − 27 226
11880 1.62E−01 0.99 193 408
47760 1.51E−01 0.10 2506 1310
DGTD-P3
4900 2.61E−01 − 87 452
19800 1.61E−01 0.70 633 816
79600 1.51E−01 0.09 8264 2620
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Tab. 3.33  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Convergene study of the DGTD-Ppc:Ppf method using non-onforming meshes.
L2 error, # ∆t and CPU time in seonds are measured at time t = 1.
# DOF error on (E,H) onv. rate on (E,H) CPU time # ∆t
DGTD-P1:P0
670 7.58E−01 − 5 113
2740 3.17E−01 1.23 28 204
11080 1.88E−01 0.75 363 655
DGTD-P2:P1
940 4.82E−01 − 13 226
3880 2.39E−01 0.99 89 408
15760 1.73E−01 0.46 1153 1310
DGTD-P2:P1
1740 4.16E−01 − 12 151
7080 1.78E−01 1.21 87 272
28560 1.51E−01 0.23 1134 874
DGTD-P3:P1
2100 3.66E−01 − 24 226
8600 1.76E−01 1.04 176 408
34800 1.52E−01 0.21 4566 2620
DGTD-P3:P2
3300 2.63E−01 − 33 226
13400 1.60E−01 0.71 239 408
54000 1.51E−01 0.08 6096 2620
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Fig. 3.28  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Numerial onvergene of the hp-renement DGTD-Ppc:Ppf method.
Non-onforming triangular meshes.
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3.2.3.2 Conguration S2: r = 1.5
We onsider now a situation where the external ylinder has a radius r = 1.5m. Contour lines of the
Ez and Hy omponents at times t = 1 and t = 10 are shown on Fig. 3.29 for a alulation based on the
onforming DGTD-P1 method.
To show the eetiveness of the hp-like method, we ompare the DGTD-Pp method using onforming
meshes with the DGTD-Ppc :Ppf method using non-onforming meshes. To this end, we rst onstrut a
onforming mesh onsisting of 11920 triangles and 6001 nodes and we use dierent ases of DGTD-Pp
method, where the interpolation order p is uniform in all triangles of the mesh. Then, a non-onforming
mesh is obtained by loally rening (two renement levels) the ylindrial zone 0.55 ≤ r ≤ 0.65 of a
oarse onforming mesh. The resulting non-onforming mesh onsists of 5950 triangles and 3151 nodes
(300 of them are hanging nodes). Results are shown on Fig. 3.30 and 3.31 in terms of the x-wise 1D
distribution along y = 0.0m of the Ez and Hy omponents respetively. Tab. 3.34 summarizes the CPU
time, the relative L2 error, the number of time steps and the number of DOF for some ongurations of
the DGTD methods. As expeted, the gain in CPU time between the proposed hp-like DGTD-Ppc:Ppf
and the onforming DGTD-Pp methods is onsiderable. For instane, to ahieve an error level of 5%, the
DGTD-P2:P0 sheme requires, on the one hand, 3 times less memory and 21 times less CPU time than
the DGTD-P2 sheme and, on the other hand, 6 times less memory and 72 times less CPU time than
the DGTD-P3 sheme. These gains are slightly lower if we inrease the interpolation orders pc and pf ,
for instane, the DGTD-P2:P1 sheme requires 2.5 times less memory and 16 times less CPU time than
the DGTD-P2 sheme while the DGTD-P3:P2 sheme requires 2.3 times less memory and 10 times less
CPU time than the DGTD-P3 sheme.
The observed gains in memory usage and omputing time are for a great part due to the fat that the
CFL ondition of the DGTD-Ppc:Ppf is larger than the one for the DGTD-Ppc (pc = p) method, and
the loal renement (in a non-onforming way) is only applied to regions where the solution is of low
regularity (i.e. near the material interfae), and in suh region a low interpolation degree pf (e.g. pf = 0)
is applied. Furthermore, a oarse mesh and a high interpolation degree pc are used far from the material
interfae where the solution is smooth. Here, pf is used in 55% of the triangles of the mesh. In the three-
dimensional ase, these gains ould be larger than in the two-dimensional ase, beause the number
degrees of freedom inreases faster with the polynomial order.
Tab. 3.34  Sattering of a plane wave by a dieletri ylinder - Conguration S2.
L2 error, # ∆t and CPU time in minutes are measured at time t = 5.
DGTD-Pp : Conforming triangular mesh.
p 0 1 2 3
L2 error, CPU time 13.6%, 20 7.15%, 178 5.20%, 542 5.22%, 1817
# DOF, # ∆t 11920, 3206 35760, 10687 71520, 16030 119200, 32060
DGTD-Ppc:Ppf : Non-onforming triangular mesh.
pc:pf 1:0 2:0 2:1 3:2
L2 error, CPU time 11.6%, 9 5.36%, 25 5.39%, 33 5.37%, 179
# DOF, # ∆t 11450, 1621 19700, 2702 26100, 2702 46700, 8104
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Fig. 3.29  Sattering of a plane wave by a dieletri ylinder - Conguration S1.
Contour lines of Ez (top) and Hy (bottom) at times t = 1 (left) and t = 10 (right).
DGTD-P1 method using a onforming mesh with 6001 nodes and 11920 triangles.
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Fig. 3.30  Sattering of a plane wave by a dieletri ylinder - Conguration S2.
1D distribution of Ez along y = 0.0 at time t = 5.
DGTD-Pp method (top) and DGTD-Ppc:Ppf method (bottom).
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Fig. 3.31  Sattering of a plane wave by a dieletri ylinder - Conguration S2.
1D distribution of Hy along y = 0.0 at time t = 5.
DGTD-Pp method (top) and DGTD-Ppc:Ppf method (bottom).
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3.2.4 Sattering of a plane wave by a multilayered dieletri ylinder
We nally onsider a problem, in whih a plane wave impinges on a dieletri ylinder with multiple
layers, experiening multiple reetions and refrations at the material interfaes. The problem setting is
shown on Fig. 3.32.
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Fig. 3.32  Sattering of a plane wave by a multilayered dieletri ylinder.
Problem setting and omputational domain.
We assume that the ylinder is illuminated by a monohromati plane wave of the form:
E inz = exp(−i(k6x− ωt)) and H iny = − exp(−i(k6x− ωt)),
where k6 = ω
√
ǫ6µ6. We suppose that the ylinder ontains ve onentri layers. The radii of the
ylinders are r1 = 0.1m, r2 = 0.2m, r3 = 0.3m, r4 = 0.4m and r5 = 0.5m. Eah layer onsists of a
dieletri non-magneti material, i.e. µi = 1, ǫi ≥ 1, i = 1, . . . , 6. The harateristis of the materials
and the orresponding wavelength in the dierent regions are given in Tab. 3.35. The angular frequeny
is ω = 2π and the wavelength in the vauum is λ = 1 m.
Tab. 3.35  Sattering of a plane wave by a multilayered dieletri ylinder.
Charateristis of the material in the dierent regions.
Region Region 1 Region 2 Region 3 Region 4 Region 5 Region 6
r < r1 r1 < r < r2 r2 < r < r3 r3 < r < r4 r4 < r < r5 r > r5
ǫr ǫ1 = 1 ǫ2 = 4 ǫ3 = 9 ǫ4 = 16 ǫ5 = 64 ǫ6 = 1
λ (m) 1 0.5 0.33 0.25 0.125 1
The omputational domain Ω is bounded by a ylinder of radius R = 1 m, entered at (0, 0). At this
artiial boundary, we use a rst order Silver-Müller absorbing boundary ondition. No exat analytial
solution is available for this problem; instead, we replae it by a referene solution obtained using the
DGTD-P4 method applied to a high resolution onforming mesh onsisting of 25001 nodes and 49750
triangles. Contour lines of the Ez and Hy omponents at time t = 5 are shown on Fig. 3.33.
To assess the eetiveness of the proposed non-onforming method, we rst onstrut a onforming
mesh onsisting of 14401 nodes and 28560 triangles and we use dierent DGTD-Pp methods, where the
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Fig. 3.33  Sattering of a plane wave by a multilayered dieletri ylinder.
Contour lines of the referene solution at time t = 5.
interpolation order p is uniform in spae. Then, a non-onforming mesh is obtained by loally rening a
oarse onforming mesh with a resolution of 10 points per the largest of the layer wavelengthes. The level
of renement depends on the loal wavelength in eah region. For example, the fth region is rened
four times sine it orresponds to the lower wavelength. For this non-onforming mesh, we assign to eah
region a polynomial degree pi and we use dierent DGTD-Ppi methods. The resulting non-onforming
mesh onsists of 27640 triangles and 14441 nodes in whih 920 are hanging nodes (see Fig. 3.34). The
level of renement and the distribution of triangles in eah region are summarized in Tab. 3.36.
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Fig. 3.34  Sattering of a plane wave by a multilayered dieletri ylinder.
Conforming mesh (left) and non-onforming mesh (right).
Results are shown on Fig. 3.35 and 3.36 in terms of the x-wise 1D distribution along y = 0.0 m of the
Ez and Hy omponents respetively. One an observe that the Hy omponent is of low regularity and
the proposed non-onforming DGTD method treats very well the disontinuity at the material interfaes
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Tab. 3.36  Sattering of a plane wave by a multilayered dieletri ylinder.
# triangles and the level of renement in eah region.
Region Region 1 Region 2 Region 3 Region 4 Region 5 Region 6
Interpolation order p1 p2 p3 p4 p5 p6
Level of renement 0 1 2 3 4 0
# triangles 40 320 1280 5120 20480 400
non-onforming mesh
# triangles 2640 2880 2880 2880 2880 14400
onforming mesh
although the levels of renement in regions 4 and 5 as well as the size of the jump in ǫ on the materials
interfaes are high, and the mesh in regions 1, 2, 3, 6 are haraterized by a few points per wavelength.
We give in Tab. 3.37 and 3.38 the L2 error with the referene solution, the CPU time and # DOF to
reah t = 5, for some ases of the onforming and non-onforming DGTD methods. As expeted, the
gain in CPU time between the two methods is notable. For instane, the DGTD-Ppi (rst onguration
of Tab. 3.38) is roughly 1.5 times more aurate and requires 11 times less CPU time and 1.7 times less
memory than the onforming DGTD-P1 method. Moreover, the DGTD-Ppi (last onguration) requires
respetively 14 times and 42 times less CPU than the onforming DGTD-P2 and DGTD-P3 methods.
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Fig. 3.35  Sattering of a plane wave by a multilayered dieletri ylinder.
1D distribution of the Ez omponent along y = 0.0 at time t = 5.
Conforming DGTD-Pp method (left) and non-onforming DGTD-Ppi method (right).
3.3 Conluding remarks
In this hapter, we have presented the results of a detailed numerial evaluation of DGTD-Pp and
DGTD-Ppc:Ppf methods developed for the numerial solution of the two-dimensional time-domain Max-
well equations on onforming and non-onforming triangular meshes. For this purpose, we have onside-
red wave propagation problems in homogeneous and heterogeneous media. The DGTD-Pp and DGTD-
Ppc:Ppf methods were implemented in Fortran 77 and the omputation was performed on a PC worksta-
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Fig. 3.36  Sattering of a plane wave by a multilayered dieletri ylinder.
1D distribution of the Hy omponent along y = 0.0 at time t = 5.
Conforming DGTD-Pp method (left) and non-onforming DGTD-Ppi method (right).
Tab. 3.37  Sattering of a plane wave by a multilayered dieletri ylinder.
The relative error, CPU time in minutes and # DOF to reah time t = 5 for dierent p.
DGTD-Pp method using the onforming mesh
p Error on Hy Error on Ez CPU time # DOF
0 8.6 % 12.7 % 25 28560
1 7.6 % 7.80 % 137 85680
2 2.2 % 1.30 % 286 171360
3 2.2 % 1.20 % 842 285600
Tab. 3.38  Sattering of a plane wave by a multilayered dieletri ylinder.
The relative error, CPU time in minutes and # DOF to reah time t = 5 for dierent pi.
DGTD-Ppi method using the non-onforming mesh
p1, p2, p3, p4, p5, p6 Error on Hy Error on Ez CPU time # DOF
4,3,2,1,0,2 5.0 % 1.7 % 12 49720
4,3,2,2,0,2 4.8 % 1.8 % 12.5 65080
4,3,2,2,1,4 3.5 % 2.6 % 17 109640
4,2,2,4,1,4 3.2 % 2.6 % 21 154440
2,2,2,2,0,2 4.8 % 1.8 % 10 63440
2,2,2,2,1,2 3.5 % 2.5 % 13.5 104400
2,2,2,2,1,4 3.5 % 2.5 % 14 108000
2,2,2,2,2,4 2.5 % 1.6 % 20 169440
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tion equipped with an Intel Pentium M 1.7 GHz proessor. The following onlusions an be drawn from
these numerial experiments:
[1℄. An optimal onvergene rate is obtained for the DGTD-Pp (p = 0, 1) method in both homogeneous
and heterogeneous media. For p ≥ 2 the onvergene rate is lose to O(h(2)) in homogeneous ase
but it is linear or less in heterogeneous ase.
[2℄. The onvergene rate of the DGTD-Ppc:Ppf method for homogeneous media is lose to O(h(2))
for pf 6= 0, while this onvergene rate is lose to O(h(3/2)) for pf = 0. In heterogeneous media,
the onvergene rate of this method is linear or less, and in some partiular ases we an obtain a
onvergene rate more than linear.
[3℄. In homogeneous media, the DGTD-P2 and DGTD-P2:P1 methods are the most aurate and the
least expensive h- and hp-renement methods respetively. In heterogeneous media and to reah
a given error level, the DGTD-P0 and DGTD-P1:P0 are the least expensive h- and hp-renement
methods. In general, the DGTD-Ppc:Ppf method is less expensive than the DGTD-Pp method.
[4℄. Compared with a onforming DGTD-Pp method, the proposed hp-like DGTD-Ppc:Ppf method an
lead to notable redutions in the CPU time and memory usage.
[5℄. To obtain a high onvergene rate for high-order interpolation (p ≥ 2), a high-order time sheme like
a fourth-order leap-frog sheme should be used (see [Pip03℄ for a 1D example). A speial treatment
of the numerial uxes at material interfaes by using a regularization tehnique [And01℄-[Kas04℄
should also improve the auray of the proposed method.
[6℄. To redue the osts of the method for a high-order interpolation, three possible approahes an be
used separately or in ombination:
 the use of hierarhial or orthogonal nodal basis funtions an redue the ost of memory
onsumption and an also improve the onvergene rate of the p-enrihment method,
 the use of a loal time stepping strategy [Pip06℄,
 the use of an a posteriori error estimator whih remains mandatory to redue the osts of the
method on non-onforming loally rened meshes.
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This hapter is onerned with the study of high-order leap-frog shemes that are extensions of the
seond-order leap-frog sheme adopted in the DGTD methods that are studied in Chapters 2 and 3. The
motivation behind this study is to improve the overall auray for the same mesh resolution and/or
to improve onvergene when the mesh resolution is inreased. Not surprisingly, the arbitrary high-order
DGTD methods disussed in this hapter are onsistently more aurate than the DGTD methods based
on the seond-order leap-frog sheme. The high-order leap-frog shemes require more omputational
operations to update a ell. Fortunately, this an be alleviated by the ability to use disretization meshes
with fewer points per wavelength for the same level of auray.
The high-order leap-frog shemes onsidered in this hapter were initially proposed by Young [You01℄,
and further studied by Spahmann et al. [SSW02℄. The hief attributes of these integrators are that
the memory requirements are small and the algorithmi omplexity is not signiantly inreased, with
respet to the seond-order leap-frog sheme. In the ase of Fang's approah [Fan89℄-[Tuo94℄, high-
order temporal derivatives are replaed with high-order mixed spatial derivatives. Although the memory
requirements of Fang's approah are the same as the one of the seond-order leap-frog sheme, the
resulting sheme is far too omplex to implement for most pratial problems. One an note here that to
our knowledge, these high-order leap-frog shemes have not been used yet in the ontext of the Maxwell's
equations disretized by a disontinuous Galerkin method.
The existing high-order disontinuous Galerkin methods are mostly based on high-order Runge-Kutta
(RK) shemes. The low storage RK shemes introdued in [CK94℄ are among the most popular hoies
for time integration of the DG spae-disretized Maxwell equations. High-order RKDG shemes have
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been used by Monk and Rihter [MR05℄ for solving linear symmetri hyperboli problems, Hesthaven and
Warburton [HW02℄, Chen et al. [CCR05℄ and Lu et al. [LZC04℄ for solving time-domain eletromagnetis.
A dispersion and dissipation study for a high-order DG method for solving Maxwell's equations have been
onduted in [SBvdV07℄ using several high-order RK shemes. Reently, Kanevsky et al. [KCGH07℄ have
applied a hybrid impliit-expliit high-order RK sheme to DG methods for solving onservation laws.
In this hapter, we disuss the formulation, stability, onvergene and numerial validation of a high-
order leap-frog based non-dissipative DGTD method for solving Maxwell's equations on non-onforming
simpliial meshes. This DGTD method makes use of a nodal polynomial interpolation method for the
approximation of the eletromagneti eld within a simplex, and of a entered sheme for the alulation
of the numerial ux at an interfae between neighboring elements. Moreover, the interpolation degree is
dened at the element level and the mesh is rened loally in a non-onforming way resulting in arbitrary
level hanging nodes. This hapter is strutured as follows. In Se. 4.1, we introdue the high-order
non-onforming DGTD method for solving the system of Maxwell's equations. Our two main results, the
stability and the hp-onvergene of the proposed method, are stated and proved in Se. 4.2. In this setion
we also establish bounds on the behavior of the divergene error. In Se. 4.3 we verify our theoretial
results through numerial experiments. Finally, some onluding remarks are presented in Se. 4.4.
This hapter is summarized in the researh report [FL08a℄. The results presented in this hapter
and a part of Chapter 5 have been the subjet of two ommuniations in ICCAM 2008 [FL08b℄ and
NUMELEC 2008 [Fah08b℄ onferenes.
4.1 An arbitrary high-order non-onforming DGTD method
We onsider the Maxwell equations in three spae dimensions for heterogeneous anisotropi linear
media with no soure. The eletri permittivity tensor ǫ¯(x) and the magneti permeability tensor µ¯(x) are
varying in spae, time-invariant and both symmetri positive denite. The eletri eld
~E = t(Ex, Ey, Ez)
and the magneti eld
~H = t(Hx,Hy,Hz) verify:{
ǫ¯∂t~E = url ~H,
µ¯∂t ~H = −url ~E,
(4.1)
where the symbol ∂t denotes a time derivative. These equations are set and solved on a bounded poly-
hedral domain Ω of R3. For the sake of simpliity, a metalli boundary ondition is set everywhere on
the domain boundary ∂Ω, i.e. ~n× ~E = 0 (where ~n denotes the unitary outwards normal).
4.1.1 Spae disretization
We onsider a partition Ωh of Ω into a set of tetrahedra τi of size hi with boundaries ∂τi suh that
h = maxτi∈Ωh hi. To eah τi ∈ Ωh we assign an integer pi ≥ 0 (the loal interpolation degree) and
we ollet the pi in the vetor p = {pi : τi ∈ Ωh}. Of ourse, if pi is uniform in all element τi of the
mesh, we have p = pi. Within this onstrution we admit meshes with possibly hanging nodes i.e. by
allowing non-onforming (or irregular) meshes where element verties an lie in the interior of faes of
other elements. However, we assume that the loal mesh sizes and approximation degrees are of bounded
variation, that is, there exist a onstant κ1 > 0, depending only on the shape-regularity of the mesh, and
a onstant κ2 > 0, suh that:
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κ−11 hi ≤ hk ≤ κ1hi,
κ−12 pi ≤ pk ≤ κ2pi,
(4.2)
for all neighboring elements τi and τk in Ωh. Nevertheless, the above hypothesis is not restritive in
pratie and allows, in partiular for geometri renement and linearly inreasing approximation degrees.
We also assume that Ωh is shape regular in the sense that there is a onstant η > 0 suh that:
∀ τi ∈ Ωh, hi
ρi
≤ η, (4.3)
where ρi is the diameter of the insphere of τi. Eah tetrahedron τi is assumed to be the image, under
a smooth bijetive (dieomorphi) mapping, of a xed referene tetrahedron τˆ = {xˆ, yˆ, zˆ| xˆ, yˆ, zˆ ≥
0; xˆ + yˆ + zˆ ≤ 1}. Assuming that τi is a straight faed tetrahedron dened through the oordinates
of the four verties vi1, v
i
2, v
i
3 and v
i
4 (see Fig. 4.1), the orrespondene between the two tetrahedra
τˆ and τi is established through the use of the baryentri oordinates (λ1, λ2, λ3, λ4). We reall that
any point xi ∈ τi an be expressed as a onvex ombination of the verties of τi and the mapping is
simply given by χi : (xˆ, yˆ, zˆ) ∈ τˆ → xi, suh that: xi(xˆ, yˆ, zˆ) = λ1vi1 + λ2vi2 + λ3vi3 + λ4vi4, where
λ1 + λ2 + λ3 + λ4 = 1 and 0 ≤ (λ1, λ2, λ3, λ4) ≤ 1 with λ1 = 1 − xˆ − yˆ − zˆ, λ2 = xˆ, λ3 = yˆ and
λ4 = zˆ. For eah τi, Vi denotes its volume, and ǫ¯i and µ¯i are respetively the loal eletri permittivity
and magneti permeability tensors of the medium, whih ould be varying inside the element τi. For two
distint tetrahedra τi and τk in Ωh, the intersetion τi∩ τk is an (oriented) triangle aik whih we will all
interfae. For eah internal interfae aik, we denote by Sik the measure of aik and by ~nik the unitary
normal vetor, oriented from τi towards τk. For the boundary interfaes, the index k orresponds to a
titious element outside the domain. We denote by FIh the union of all interior faes of Ωh, by FBh the
union of all boundary faes of Ωh, and by Fh = FIh ∪ FBh . Furthermore, we identify FBh to ∂Ω sine
Ω is a polyhedron. Finally, we denote by Vi the set of indies of the elements whih are neighbors of τi
(having an interfae in ommon). We also dene the perimeter Pi of τi by Pi =
∑
k∈Vi
Sik. We have
the following geometrial property for all elements:
∑
k∈Vi
Sik~nik = 0.
v
v
v
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i
i
i
1
2
3
4
x
y
z
τi
(0,0,0) (0,1,0)
(1,0,0)
(0,0,1)
τ
z
y
x
(x,y,z) = χi (x,y,z)
(x,y,z) = χi
−1 (x,y,z)
Fig. 4.1  Mapping between the physial tetrahedron τi and the referene tetrahedron τˆ .
In the following, for a given partition Ωh and for a vetor p, we seek approximate solutions to (4.1) in the
nite dimensional subspae Vp(Ωh) = {~v ∈ L2(Ω)3 : ~v|τi ∈ Ppi(τi), ∀τi ∈ Ωh}, where Ppi(τi) denotes
the spae of nodal polynomials of degree at most pi inside the element τi. Note that the polynomial degree
pi may vary from element to element in the mesh. By non-onforming interfae we mean an interfae
aik whih is suh that at least one of its verties is a hanging node, or/and suh that pi|aik 6= pk|aik .
129
Chapitre 4. High-order time shemes
Following the disontinuous Galerkin approah, the eletri and magneti elds inside eah nite element
are seeked for as linear ombinations (~Ei, ~Hi) of linearly independent basis vetor elds ~ϕij , 1 ≤ j ≤ di,
where di denotes the loal number of degrees of freedom inside τi. We denote by Pi = Span(~ϕij , 1 ≤
j ≤ di). The approximate elds (~Eh, ~Hh), dened by (∀i, ~Eh|τi = ~Ei, ~Hh|τi = ~Hi) are allowed to be
ompletely disontinuous aross element boundaries. For suh a disontinuous eld
~Uh, we dene its
average {~Uh}ik through any internal interfae aik, as {~Uh}ik = (~Ui|aik + ~Uk|aik)/2. Note that for any
internal interfae aik, {~Uh}ki = {~Uh}ik. Beause of this disontinuity, a global variational formulation
annot be obtained. However, dot-multiplying (4.1) by any given vetor funtion ~ϕ ∈ Pi, integrating
over eah single element τi and integrating by parts, yields:
∫
τi
~ϕ · ǫ¯i∂t~E =
∫
τi
url ~ϕ · ~H−
∫
∂τi
~ϕ · (~H× ~n),∫
τi
~ϕ · µ¯i∂t ~H = −
∫
τi
url ~ϕ · ~E+
∫
∂τi
~ϕ · (~E× ~n).
(4.4)
In (4.4), we now replae the exat elds
~E and ~H by the approximate elds ~Eh and ~Hh in order to
evaluate volume integrals. For integrals over ∂τi, a spei treatment must be introdued sine the
approximate elds are disontinuous through element faes. We hoose to use a fully entered numerial
ux, i.e. ∀i,∀k ∈ Vi, ~E|aik ≃ {~Eh}ik, ~H|aik ≃ {~Hh}ik. The metalli boundary ondition on a boundary
interfae aik (where k is the element index of a titious neighboring element) is dealt with weakly, in
the sense that traes of titious elds
~Ek and ~Hk are used for the omputation of numerial uxes
for the boundary element τi. In the present ase, where all boundaries are metalli, we simply take
~Ek|aik = −~Ei|aik and ~Hk|aik = ~Hi|aik . Replaing surfae integrals using the entered numerial ux in
(4.4) and re-integrating by parts yields:

∫
τi
~ϕ · ǫ¯i∂t~Ei = 1
2
∫
τi
(url ~ϕ · ~Hi + url ~Hi · ~ϕ)− 1
2
∑
k∈Vi
∫
aik
~ϕ · (~Hk × ~nik),∫
τi
~ϕ · µ¯i∂t ~Hi = −1
2
∫
τi
(url ~ϕ · ~Ei + url ~Ei · ~ϕ) + 1
2
∑
k∈Vi
∫
aik
~ϕ · (~Ek × ~nik).
(4.5)
We an rewrite this formulation in terms of salar unknowns. Inside eah element, the elds being
reomposed aording to
~Ei =
∑
1≤j≤di
Eij ~ϕij and ~Hi =
∑
1≤j≤di
Hij ~ϕij . Let us denote by Ei and
Hi respetively the olumn vetors (Eil)1≤l≤di and (Hil)1≤l≤di . Eq. (4.5) an be rewritten as:
M ǫi ∂tEi = KiHi −
∑
k∈Vi
SikHk,
Mµi ∂tHi = −KiEi +
∑
k∈Vi
SikEk,
(4.6)
where the symmetri positive denite mass matriesMσi (σ stands for ǫ or µ) and the symmetri stiness
matrix Ki (all of size di × di) are given by :
(Mσi )jl =
∫
τi
t~ϕij · σ¯i~ϕil,
(Ki)jl =
1
2
∫
τi
t~ϕij · url ~ϕil + t~ϕil · url ~ϕij .
130
4.1. An arbitrary high-order non-onforming DGTD method
For any interfae aik, the di × dk retangular matrix Sik is given by:
(Sik)jl =
1
2
∫
aik
t~ϕij · (~ϕkl × ~nik), 1 ≤ j ≤ di, 1 ≤ l ≤ dk. (4.7)
4.1.2 Time disretization
The hoie of the time disretization is a ruial step for the global eieny of the numerial
method. The temporal integration methods are divided into two major families: impliit and expliit
shemes. Impliit shemes require the solution of large matrix systems resulting in a high omputational
eort per time step. The quality of the sheme depends strongly on the eieny of the used linear system
solver. The advantage of impliit shemes is their exibility regarding the hoie of the time step sine
usually, these time shemes are unonditionally stable. Thus, an analysis requires only a small number of
solver runs but every time step is burdened by a high numerial eort. Expliit shemes in ontrast are
easy to implement, produe greater auray with less omputational eort than impliit methods, but
are restrited by a stability riterion enforing a lose linkage of the time step to the spatial disretization
parameter. This restrition may result in a large number of iterations per analysis, eah iteration with a
low omputational eort. In this study, we fous on expliit time integration shemes and our objetive
is to design an arbitrary high-order DGTD method whih ombines the spatial disretization features of
the methods disussed in Chapters 2 and 3, with a family of high-oder expliit leap-frog shemes.
The ordinary dierential system, Eq. (4.5), an be formally seen as a system of the form (see Se. 4.2.1
for more details): {
M∂tE = UH,
N∂tH = VE.
(4.8)
The one-step expliit time integration methods like Runge-Kutta or leap-frog shemes imply the onve-
niene of storing just one old solution followed by a single update step. Therefore, they are omputationally
eient per update yle and easy to implement. Moreover, the leap-frog sheme has the advantage to
be free of time dissipation. We an introdue the N th-order expliit leap-frog (LFN ) integrator as an
approximation of the solution of the rst-order ODE:
y˙(t) = Ay(t) ⇒ y(t) = eAty(t0), (4.9)
with y(t0) as initial value. The time disrete equivalent of (4.9) is given by:
y(n∆t) = eA∆ty((n− 1)∆t). (4.10)
System (4.8) an be rewritten as:
∂t
(
H
E
)
=
(
0 N−1V
M
−1
U 0
)
︸ ︷︷ ︸
A
(
H
E
)
︸ ︷︷ ︸
Y(t)
. (4.11)
Note that the system matrix A depends only on the spatial onguration. Seeking a time disrete solution
of (4.11), a disretization in time with a global time step is introdued. The time disrete solution of
the rst-order system of ODEs (4.11) is a disretized version of the exponential solution aording to its
salar equivalent (4.10):
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Y(n∆t) = Φ(∆t)Y((n− 1)∆t), (4.12)
with:
Φ(∆t) =
∞∑
i=0
∆ti
i!
A
i := eA∆t. (4.13)
Finally, the solution of (4.11) is written as:(
H(n∆t)
E(n∆t)
)
=
(
Φ11 Φ12
Φ21 Φ22
)
︸ ︷︷ ︸
Φ
(
H((n− 1)∆t)
E((n− 1)∆t)
)
︸ ︷︷ ︸
Y((n−1)∆t)
. (4.14)
The time disrete solution, Eqs. (4.11) and (4.13), is exat, as long as Φ(∆t) follows Eq. (4.12). The
onstrution of N th-order integration shemes is based on a trunation of Eq. (4.12) at the N th element,
leading to an approximated solution.
Introduing a staggered temporal grid, as in the ase of LF shemes, we obtain from (4.14) the general
LF update equation:
Hn+1 = [Φ211 −Φ11Φ12Φ−122 Φ21]Hn−1 + [Φ12 +Φ11Φ12Φ−122 ]En, (4.15a)
En+2 = [Φ21 +Φ22Φ21Φ
−1
11 ]H
n+1 + [Φ222 − Φ22Φ21Φ−111 Φ12]En, (4.15b)
where the eletri eld quantities are loated at even time steps and magneti quantities at odd time
steps as illustrated on Fig. 4.2. In the ase of a non-onduting material, the relation:
[Φ211 − Φ11Φ12Φ−122 Φ21] = [Φ222 − Φ22Φ21Φ−111 Φ12] = I+O(∆tN+1), (4.16)
holds, whih is a harateristi of a LF sheme.
(n−2) (n−1) (n+1)  n∆ ∆ ∆∆t t t t
H E
t
leap−frog  time  axis
Fig. 4.2  Temporal alloation of eletri (×) and magneti (©) elds in the LF sheme.
In the sequel, supersripts refer to time stations and ∆t is the global time step. The unknowns related
to the eletri eld are approximated at integer time-stations tn = n∆t and are denoted by Eni . The
unknowns related to the magneti eld are approximated at half-integer time-stations tn+1/2 = (n +
1/2)∆t and are denoted by H
n+ 1
2
i .
Note that here, the used time step ∆t is twie as large as the time step dened in (4.10). The LFN for
N = 2 and 4 integrators are onstruted as follows [You01℄-[SSW02℄:
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
T1 = ∆t(M
ǫ
i )
−1
url
~H
n+ 1
2
i , T
⋆
1 = −∆t(Mµi )−1url ~En+1i ,
T2 = −∆t(Mµi )−1urlT1, T⋆2 = ∆t(M ǫi )−1urlT⋆1,
T3 = ∆t(M
ǫ
i )
−1
urlT2, T
⋆
3 = −∆t(Mµi )−1urlT⋆2.
LF2 :
{
En+1i = E
n
i +T1,
H
n+ 3
2
i = H
n+ 1
2
i +T
⋆
1.
LF4 :
{
En+1i = E
n
i +T1 +T3/24,
H
n+ 3
2
i = H
n+ 1
2
i +T
⋆
1 +T
⋆
3/24.
(4.17)
Here the Ti and T
⋆
i (i = 1, 2, 3) an be ombined. Moreover, T3 (resp. T
⋆
3) is a temporary vetor.
However, in a pratial implementation, this vetor is not used sine the alulations for T3 and ~E
n+1
i
(resp.T⋆3 and
~H
n+ 1
2
i ) an be ombined. Thus, the LF4 sheme requires 2 times more memory storage and
3 times more arithmeti operations than the LF2 sheme. In general, the LFN sheme requires N/2 times
more memory storage and (N − 1) times more arithmeti operations than the LF2 sheme. A pitorial
representation of the extended LF4 integrator is shown on Fig. 4.3.
CURL CURL CURL CURL CURL CURLΣ ΣE E
H H
n
n
n
n+1
−1/2 +1/2
Fig. 4.3  A pitorial representation of the extended LF4 sheme (multipliative onstants omitted).
Figure taken from [You01℄.
For the treatment of the boundary ondition on an interfae aik ∈ FBh , we use:
Enk|aik = −Eni|aik and H
n+ 1
2
k|aik
= H
n+ 1
2
i|aik
. (4.18)
4.2 Stability and onvergene analysis
In this setion we study the stability and onvergene properties of the high-order disontinuous
Galerkin method introdued previously.
4.2.1 Stability
Here, we aim at giving and proving a suient ondition for the L2-stability of the proposed high-
order DGTD method. We use the same kind of energy approah as in [FLLP05℄ where a quadrati form
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plays the role of a Lyapunov funtion of the whole set of numerial unknowns. To this end, we suppose
that all eletri (resp. magneti) unknowns are gathered in a olumn vetor E (resp. H) of size d =
∑
i di.
Then the spae disretized system (4.6) an be rewritten as:{
M
ǫ∂tE = KH− AH− BH,
M
µ∂tH = −KE + AE− BE,
(4.19)
where we have the following denitions and properties:
 M
ǫ,Mµ and K are d × d blok diagonal matries with diagonal bloks equal to M ǫi ,Mµi and Ki
respetively. Therefore M
ǫ
and M
µ
are symmetri positive denite matries, and K is a symmetri
matrix.
 A is also a d × d blok sparse matrix, whose non-zero bloks are equal to Sik when aik ∈ FIh .
Sine ~nki = −~nik, it an be heked from (4.7) that (Sik)jl = (Ski)lj and then Ski = tSik; thus
A is a symmetri matrix.
 B is a d × d blok diagonal matrix, whose non-zero bloks are equal to Sik when aik ∈ FBh . In
that ase, (Sik)jl = −(Sik)lj ; thus B is a skew-symmetri matrix.
The disontinuous Galerkin DGTD-Ppi method using entered uxes ombined with a N th order leap-frog
(LFN ) time sheme an be written, using the matrix S = K− A− B, in the general form:
M
ǫE
n+1 − En
∆t
= SNH
n+ 1
2 ,
M
µH
n+ 3
2 −Hn+ 12
∆t
= − tSNEn+1,
(4.20)
where the matrix SN (N being the order of the leap-frog sheme) veries:
SN =

S if N = 2,
S(I− ∆t
2
24
M−µ tSM−ǫS) if N = 4,
S
(
I +
N/2−1∑
i=1
(−1)i
(2i + 1)!22i
(∆t2M−µ tSM−ǫS)i
)
∀ N > 2, even.
(4.21)
We now dene the following disrete version of the eletromagneti energy.
Denition 4.1 We onsider the following eletromagneti energies inside eah tetrahedron and in the
whole domain Ω:
• the loal energy : ∀i, Eni =
1
2
( tEni M
ǫ
iE
n
i +
tH
n− 1
2
i M
µ
i H
n+ 1
2
i ), (4.22)
• the global energy : En = 1
2
( tEnMǫEn + tHn−
1
2 M
µ
H
n+ 1
2 ). (4.23)
In the following, we shall prove that the global energy (4.23) is onserved through a time step and that
it is a positive denite quadrati form of all unknowns under a CFL-like ondition on the global time step
∆t.
Lemma 4.1 Using the DGTD-Ppi method (4.20)-(4.21) for solving (4.1) with metalli boundaries only,
the global disrete energy (4.23) is exatly onserved, i.e. En+1 − En = 0, ∀ n.
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Proof. We denote by E
n+ 1
2 =
E
n+1 + En
2
. We have :
En+1 − En = tEn+ 12 Mǫ(En+1 − En) + 1
2
t
H
n+ 1
2 M
µ(Hn+
3
2 −Hn− 12 )
= ∆t tEn+
1
2 SNH
n+ 1
2 − 1
2
∆t tHn+
1
2 ( tSNE
n+1 + tSNE
n)
= ∆t tHn+
1
2 ( tSN − tSN )En+
1
2 = 0.
This onludes the proof. 2
Lemma 4.2 Using the DGTD-Ppi method (4.20)-(4.21), the global disrete eletromagneti energy En
(4.23) is a positive denite quadrati form of all unknowns if:
∆t ≤ 2
dN
, with dN = ‖M
−µ
2
t
SNM
−ǫ
2 ‖, (4.24)
where ‖.‖ denotes a matrix norm, and the matrix M−σ2 is the inverse square root of Mσ. Also, for a given
mesh, the stability limit of the LF4 sheme is roughly 2.85 times larger than that of the LF2 sheme.
Proof. The mass matries M
ǫ
and M
µ
are symmetri positive denite and we an onstrut in a simple
way their square root (also symmetri positive denite) denoted by M
ǫ
2
and M
µ
2
respetively.
Moreover:
En = 1
2
t
E
n
M
ǫ
E
n +
1
2
t
H
n− 1
2 M
µ
H
n+ 1
2
=
1
2
t
E
n
M
ǫ
E
n +
1
2
t
H
n− 1
2 M
µ
H
n− 1
2 − ∆t
2
t
H
n− 1
2
t
SNE
n
≥ 1
2
‖M ǫ2 En‖2 + 1
2
‖Mµ2 Hn− 12 ‖2 − ∆t
2
| tHn− 12 Mµ2 M−µ2 tSNM
−ǫ
2 M
ǫ
2 E
n|
≥ 1
2
‖M ǫ2 En‖2 + 1
2
‖Mµ2 Hn− 12 ‖2 − dN∆t
2
‖Mµ2 Hn− 12 ‖‖M ǫ2 En‖.
At this point, we hoose to use an upper bound for the term ‖Mµ2 Hn− 12 ‖‖M ǫ2 En‖ whih might lead to
suboptimal lower bounds for the energy (and then to a slightly too severe stability limit for the DGTD
method). Anyway, this stability limit is only suient, and not really lose to neessary. We use the
inequality:
‖Mµ2 Hn− 12‖‖M ǫ2 En‖ ≤ 1
2
(‖Mµ2 Hn− 12‖2 + ‖M ǫ2 En‖2).
We then sum up the lower bounds for En to obtain:
En ≥ 1
2
(1− dN∆t
2
)‖M ǫ2 En‖2 + 1
2
(1− dN∆t
2
)‖Mµ2 Hn− 12‖2.
Then, under the ondition proposed in Lemma 4.2, the eletromagneti energy En is a positive denite
quadrati form of all unknowns.
Moreover, for a given mesh, using the denition (4.21) of SN , the LF4 sheme is stable if:
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∆t‖M−µ2 tS4M
−ǫ
2 ‖ ≤ 2,
⇒ ∆t‖M−µ2 (S2 − ∆t
2
24
S2M
−µ t
S2M
−ǫ
S2)M
−ǫ
2 ‖ ≤ 2,
⇒ |∆td2 − ∆t
3
24
d32| ≤ 2.
This inequality is veried if and only if d2∆t ≤ 2( 3
√
2 + 3
√
4) ≃ 2(2.847). This onludes the proof. 2
Now, we denote by νN = CFLN/CFL2 the ratio between the stability limit of the LFN sheme and the
LF2 sheme, and by rN = νN/(N/2) the ratio between νN and the additional memory storage between
the LFN and LF2 shemes. Tab. 4.1 lists the values of νN and rN for several values of N .
Tab. 4.1  The values of νN and rN for several LFN shemes.
N 2 4 6 8 10 12 14 16 18 20
νN 1 2.847 3.681 3.793 5.272 4.437 6.422 7.534 7.265 8.909
rN 1 1.424 1.227 0.948 1.05 0.739 0.917 0.942 0.807 0.891
As it an be seen from Tab. 4.1, the hoie of the LF4 sheme is advantageous with respet to the rN
ratio.
Now, our objetive is to give an expliit CFL ondition on ∆t under whih the loal energy (4.22) is a
positive denite quadrati form of the numerial unknowns Eni and H
n− 1
2
i . We rst need some lassial
denitions.
Denition 4.2 We assume that the media is isotropi and suh that the tensors ǫ¯i and µ¯i are pieewise
onstant, i.e. ǫ¯i = ǫi and µ¯i = µi. We denote by ci = 1/
√
ǫiµi the propagation speed in the element τi.
We also assume that there exist dimensionless onstants αi and βik (k ∈ Vi) suh that:
∀~X ∈ Pi,

‖url ~X‖τi ≤
αiPi
Vi
‖~X‖τi ,
‖~X‖2aik ≤
βikSik
Vi
‖~X‖2τi ,
(4.25)
where ‖~X‖τi and ‖~X‖aik denote the L2-norms of the vetor eld ~X over τi and the interfae aik
respetively.
Lemma 4.3 Using the sheme (4.6)-(4.17)-(4.18), under assumptions of Denition 4.2, the loal disrete
energy Eni (4.22) is a positive denite quadrati form of all unknowns (Eni ,H
n− 1
2
i ) and the sheme is
stable if the time step ∆t is suh that:
∀i,∀k ∈ Vi, ci∆t[2αi + βik] < 4Vi
Pi
, (4.26)
(with the onvention that, in the above formula, k should be replaed by i for a metalli boundary
interfae aik).
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Proof. Using the sheme (4.5) to replae the ourrenes of H
n+ 1
2
i in the denition of Ei, and using
the boundary uxes given in (4.18), we get:
Eni =
ǫi
2
‖Eni ‖2τi +
µi
2
‖Hn−
1
2
i ‖2τi −
∆t
4
X
n
i , with
X
n
i =
∫
Ti
(
url
~H
n− 1
2
i · ~Eni + url ~Eni · ~H
n− 1
2
i
)
−
∑
k∈Vi
∫
aik
(~H
n− 1
2
i × ~Enk) · ~nik.
For any metalli or internal interfae aik, we have:
∣∣∣∣∫
aik
(~H
n− 1
2
i × ~Ek) · ~nik
∣∣∣∣ ≤ 1√µiǫi
∫
aik
‖√µi ~Hn−
1
2
i ‖‖
√
ǫi~E
n
k‖
≤ 1
2
√
µi
ǫi
‖~Hn−
1
2
i ‖2aik +
1
2
√
ǫi
µi
‖~Enk‖2aik
≤ 1
2
√
µi
ǫi
βkiSik
Vi
‖~Hn−
1
2
i ‖2τi +
1
2
√
ǫi
µi
βkiSik
Vk
‖~Enk‖2τi .
In the remainder of the proof, we omit the supersripts n and n-1/2 in the eletri and magneti variables
respetively. We have that:
|Xni | ≤ ‖url ~Hi‖τi‖~Ei‖τi + ‖url ~Ei‖τi‖~Hi‖τi +
1
2
∑
k∈Vi
(√
µi
ǫi
‖~Hi‖2aik +
√
ǫi
µi
‖~Ek‖2aik
)
≤ 2αiPi
Vi
‖~Hi‖τi‖~Ei‖τi +
1
2
∑
k∈Vi
(√
µi
ǫi
βikSik
Vi
‖~Hi‖2τi +
√
ǫi
µi
βkiSik
Vk
‖~Ek‖2τi
)
.
Notiing that ‖~Hi‖τi‖~Ei‖τi ≤
ci
2
(µi‖~Hi‖2τi + ǫi‖~Ei‖2τi), gathering all lower bounds for terms in the
expression of Eni and using Pi =
∑
k∈Vi
Sik leads to:
Eni ≥
∑
k∈Vi
Sik
(
1
2Pi
− αici∆t
4Vi
)
(ǫi‖~Ei‖2τi + µi‖~Hi‖2τi)
−∆t
8
∑
k∈Vi
Sik
(√
µi
ǫi
βik
Vi
‖~Hi‖2τi +
√
ǫi
µi
βki
Vk
‖~Ek‖2τi
)
.
Then, summing up these inequalities in order to obtain a lower bound for
∑
i Ei leads to an expression
that we reorganize using sums over interfaes aik. We nd that
∑
i Ei ≥
∑
aik
SikWik with:
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Wik = ǫi‖~Ei‖2τi
(
1
2Pi
− αici∆t
4Vi
− βikci∆t
8Vi
)
+
µi‖~Hi‖2τi
(
1
2Pi
− αici∆t
4Vi
− βikci∆t
8Vi
)
+
ǫk‖~Ek‖2τk
(
1
2Pk
− αkck∆t
4Vk
− βkick∆t
8Vk
)
+
µk‖~Hk‖2τk
(
1
2Pk
− αkck∆t
4Vk
− βkick∆t
8Vk
)
.
Then, under the onditions of Lemma 4.3, Wik is a positive denite quadrati form and the loal energy
is a positive denite quadrati form of all unknowns. This onludes the proof. 2
Note that, the existene of the onstants αi and βik (k ∈ Vi) is always ensured. The values of αi only
depend on the loal polynomial order pi while the values of βik depend on pi and on the number of hanging
nodes on the interfae aik. For instane, for orthogonal polynomials on a d-simplex βik = (pi+1)(pi+d)/d
(see [WH03℄), and for arbitrary basis funtions these values are given by:
(
α2iP
2
i
V 2i
;
βikSik
Vi
) = (‖M−1/2S1M−1/2‖; ‖M−1/2S2M−1/2‖),
where M is the mass matrix without material parameter, S2 = 2Sik, and S1 =
∫
τi
url ~ϕij · url ~ϕil, 1 ≤
j, l ≤ di. Moreover, the value of βik veries the properties of Lemma 2.2 of Chapter 2.
4.2.2 Convergene
A onvergene analysis of the LF2 based DGTD-Ppi method is onduted in [FLLP05℄ in the ase
of onforming simpliial meshes and pi = p everywhere. In this setion, our objetive is to obtain an a
priori error estimates depending on h and p, whih establishes the rate of onvergene of the proposed
hp-like DGTD method.
We onsider again the Maxwell problem: nd (~E, ~H) : Ω×]0, T [→ R3 × R3 suh that, ǫ¯∂t
~E = url ~H in Ω,
µ¯∂t ~H = −url ~E in Ω,
(4.27a)

~n× ~E = 0 on ∂Ω,
~E(~x, 0) = ~E0(~x) in Ω,
~H(~x, 0) = ~H0(~x) in Ω,
(4.27b)
 ∇ ·
~E = 0 in Ω,
∇ · ~H = 0 in Ω.
(4.27)
We assume that ǫ¯, µ¯ ∈ [L∞(Ω)]3×3 and ∃ C1, C2 > 0 suh that:
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∀~ξ ∈ R3 :
 C1|
~ξ|2 ≤ ǫ¯~ξ · ~ξ ≤ C2|~ξ|2,
C1|~ξ|2 ≤ µ¯~ξ · ~ξ ≤ C2|~ξ|2.
(4.28)
The problem (4.27) admits a unique solution (~E, ~H) ∈ [C1(0, T ; [L2(Ω)]3) ∩ C0(0, T ;H0(url ,Ω))]2
(see [Rem99℄ for more details), where H0(url ,Ω) = {~u ∈ H(url ,Ω) suh that ~n× ~u = 0}.
For a real s ≥ 0, we dene the lassial broken spae :
Hs(Ωh) = {v ∈ L2(Ω) : ∀τi ∈ Ωh, v|τi ∈ Hs(τi)}. (4.29)
The spae Hs(Ωh) is equipped with the natural norm, for v ∈ Hs(Ωh) :
‖v‖s,h =
( ∑
τi∈Ωh
‖v‖2s,τi
) 1
2
, (4.30)
where ‖.‖s,τi is the usual Sobolev norm of Hs on τi. For s >
1
2
, the elementwise traes of funtions
in Hs(Ωh) belongs to tr(Fh) = Πτi∈ΩhL2(∂τi). We denote by Hs(Ωh) the vetorial broken spae
[Hs(Ωh)]
3
and the assoiated norm dened by :
‖~v‖s,h =
( 3∑
j=1
‖vj‖2s,h
) 1
2
, (4.31)
where ~v = (v1, v2, v3) ∈ Hs(Ωh). We dene the jump of a funtion ~v ∈Hs(Ωh):
∀aik ∈ FIh , [[~v]]iik = [[~v]]τiaik = (~vk|aik − ~vi|aik)× ~nik,
∀aik ∈ FBh , [[~v]]iik = −~vi|aik × ~nik.
(4.32)
We assoiate to the ontinuous problem (4.27a) the following spae disretized problem:
nd (~E(., t), ~H(., t)) ∈ H1(Ωh)×H1(Ωh) suh that, ∀ τi ∈ Ωh and ∀ ~φ, ~ψ ∈ H1(Ωh),

∫
τi
~φi · ǫ¯i∂t~Ei −
∫
τi
~Hi · url ~φi +
∑
k ∈ Vi
aik ∈ F
I
h
∫
aik
~φi · (~H|aik × ~nik)
+
∑
k ∈ Vi
aik ∈ F
B
h
∫
aik
~φi · (~H|aik × ~nik) = 0,
∫
τi
~ψi · µ¯i∂t ~Hi +
∫
τi
~Ei · url ~ψi −
∑
k ∈ Vi
aik ∈ F
I
h
∫
aik
~ψi · (~E|aik × ~nik) = 0,
(4.33)
where
~φi = ~φ|τi and
~ψi = ~ψ|τi . Summing up the identities in (4.33) with respet to i, we onsider the
following semi-disrete disontinuous Galerkin problem : nd (~Eh(., t), ~Hh(., t)) ∈ Vp(Ωh)×Vp(Ωh) suh
that, ∀ τi ∈ Ωh and ∀ ~φh, ~ψh ∈ Vp(Ωh),
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
∑
i
∫
τi
~φhi · ǫ¯i∂t~Ei −
∑
i
∫
τi
~Hi · url ~φhi +
∑
aik∈Fh
∫
aik
[[~φh]]
i
ik · {~Hh}ik = 0,
∑
i
∫
τi
~ψhi · µ¯i∂t ~Hi +
∑
i
∫
τi
~Ei · url ~ψhi −
∑
aik∈Fh
∫
aik
[[~ψh]]
i
ik · {~Eh}ik = 0,
~Eh(0) = Π
p
h
~E0 and ~Hh(0) = Π
p
h
~H0.
(4.34)
Here Πph : L
2(Ω)→ Vp(Ωh) is the L2-projetion onto Vp(Ωh). The problem (4.34) an be rewritten in
the following form: nd
~Uh = (~Eh, ~Hh) ∈ Vp(Ωh)× Vp(Ωh) suh that:
J(∂t ~Uh, ~U′h) + a(~Uh, ~U′h) + b(~Uh, ~U′h) = 0, ∀ ~U′h = (~φh, ~ψh) ∈ Vp(Ωh)× Vp(Ωh). (4.35)
For
~W = (~u,~v) and ~W′ = (~u′, ~v′), the bilinear forms J, a and b dened on Vp(Ωh)× Vp(Ωh) are given
by: 
J( ~W, ~W′) =
∑
i
∫
τi
(
ǫ¯~u · ~u′ + µ¯~v · ~v′
)
,
a( ~W, ~W′) =
∑
i
∫
τi
(
~u · url ~v′ − ~v · url ~u′
)
,
b( ~W, ~W′) =
∑
aik∈Fh
∫
aik
(
{~v} · [[~u′]]− {~u} · [[~v′]]
)
,
(4.36)
taking into aount that, for boundary faes aik ∈ FBh we have {~v} = ~v. The semi-disrete disontinuous
Galerkin formulation (4.35) is onsistent with the original ontinuous problem (4.27) in the following
sense: if
~U = (~E, ~H) is the exat solution of (4.27), suh that ∀ h, ∀ t ∈ [0, T ], (~E(., t), ~H(., t)) ∈
Hs(Ω)×Hs(Ω), then we have:
J(∂t ~U, ~U′) + a(~U, ~U′) + b(~U, ~U′) = 0, ∀ ~U′ ∈ Vp(Ωh)× Vp(Ωh). (4.37)
The following approximation results will be used to bound the error [BS87℄-[Sh98℄.
Lemma 4.4 (Babuska and Suri [BS87℄) Let τi ∈ Ωh and suppose that ~u ∈ Hs(τi), s ≥ 1/2. Let Π be
a linear ontinuous operator from Hs(τi) onto Ppi(τi), pi ≥ 1, suh that Π(~u) = ~u, ∀~u ∈ Ppi(τi). Then
we have:
‖~u−Π(~u)‖0,τi ≤ C
hνii
psi
‖~u‖s,τi , (4.38)
‖~u−Π(~u)‖0,∂τi ≤ C
h
νi−1/2
i
p
s−1/2
i
‖~u‖s+1,τi , (4.39)
where νi = min{s, pi + 1} and C is a positive onstant independent of u, hi and pi, but dependent on
s and on the shape regularity of the mesh parameter η.
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Lemma 4.5 (Shwab [Sh98℄) For all q ∈ Ppi(τi), pi ≥ 1, we have:
‖q‖20,∂τi ≤ Cinv
p2i
hi
‖q‖20,τi ,
where C
inv
is a positive onstant depending only on the shape regularity of the mesh parameter η.
Let
~U = (~E, ~H) and ~Uh = (~Eh, ~Hh). We dene Π
p
h : L
2(Ω) × L2(Ω) → Vp(Ωh) × Vp(Ωh) by
Π
p
h(
~U) = (Πph
~E,Πph
~H). We denote by ετi(t) the loal error and by ε(t) =
∑
τi∈Ωh
ετi(t) the global
error. Then we have:
ετi(t) = ‖~E−Πph~E+Πph~E− ~Eh‖20,τi + ‖~H−Π
p
h
~H+Πph
~H− ~Hh‖20,τi
≤ 2(‖~E −Πph~E‖20,τi + ‖~H−Π
p
h
~H‖20,τi) + 2(‖Π
p
h
~E− ~Eh‖20,τi + ‖Π
p
h
~H− ~Hh‖20,τi)
= 2‖~U −Πph ~U‖20,τi + 2‖Π
p
h
~U− ~Uh‖20,τi
= 2εaτi + 2ε
b
τi ,
where εaτi is due to the error introdued by the polynomial approximation of the exat solution while ε
b
τi
measures the errors assoiated with the semi-disrete approximation of Maxwell's equations.
To bound εaτi we need only reall Lemma 4.4 to state:
Lemma 4.6 Assume that
~U ∈ Hs(τi)×Hs(τi), s ≥ 0. Then there exists a onstant C, dependent on
s and on the shape regularity of the mesh η, but independent of ~U, hi and pi, suh that:
‖~U −Πph ~U‖0,τi ≤ C
hνii
psi
‖~U‖s,τi , (4.40)
where νi = min{s, pi + 1}.
Theorem 4.1 Assume that a solution (~E(t), ~H(t)) ∈ Hs(τi) × Hs(τi) with s ≥ 3/2 to Maxwell's
equations in Ωh =
⋃
i τi exists. Then the numerial solution, (
~Eh(t), ~Hh(t)) ∈ Vp(Ωh)× Vp(Ωh), to the
semi-disrete approximation, Eq. (4.34), onverges to the exat solution and the global error is bounded
as:
(
‖~E − ~Eh‖20,Ω + ‖~H− ~Hh‖20,Ω
) 1
2 ≤ C
( hν
psmin
+ T
hν−1
p
s− 3
2
min
)
max
t∈[0,T ]
‖(~E(t), ~H(t))‖s,Ω, (4.41)
where ν = min{s, pmin+1} and pmin = min{pi, τi ∈ Ωh}, pi ≥ 1. The onstant C > 0 depends on the
material properties and on the shape regularity of the mesh parameter η, but not on pmin and h.
Proof. Let
~q = ~U − ~Uh. Sine Πph ~Uh = ~Uh, we have
∑
i ε
b
τi = ‖Πph~q‖20,Ω. To obtain a bound for
‖Πph~q‖0,Ω, we introdue σ(t) = 12J(Πph~q(t),Πph~q(t)) with Πph~q(., t) belongs to Vp(Ωh)×Vp(Ωh). Using
the disrete initial onditions of Eq. (4.34), we have σ(0) = 0 and then, for 0 < t ≤ T ,
σ(t) =
1
2
∫ t
0
d
ds
J(Πph~q(s),Π
p
h~q(s))ds =
∫ t
0
J(∂sΠ
p
h~q(s),Π
p
h~q(s))ds.
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For any
~Uh ∈ Vp(Ωh)× Vp(Ωh), we have a(~Uh, ~Uh) + b(~Uh, ~Uh) = 0, and we get:
σ(t) =
∫ t
0
(
J(∂sΠ
p
h~q(s),Π
p
h~q(s)) + a(Π
p
h~q(s),Π
p
h~q(s))
+ b(Πph~q(s),Π
p
h~q(s))
)
ds.
(4.42)
Subtrating Eq. (4.35) from the onsisteny result of Eq. (4.37) with
~U′ = ~U′h = Π
p
h~q(s) yields:
J(∂s~q(s),Π
p
h~q(s)) + a(~q(s),Π
p
h~q(s)) + b(~q(s),Π
p
h~q(s)) = 0. (4.43)
Now, subtrating the above equality in Eq. (4.43) from Eq. (4.42) leads to:
σ(t) =
∫ t
0
(
J([Πph∂s
~U− ∂s ~U](s),Πph~q(s)) + a([Πph ~U− ~U](s),Πph~q(s))
+ b([Πph
~U− ~U](s),Πph~q(s))
)
ds.
Sine Π
p
h is a projetor onto Vp(Ωh) × Vp(Ωh) and Πph~q(., t) belongs to Vp(Ωh) × Vp(Ωh), then
J(Πph∂s
~U − ∂s ~U,Πph~q) = 0 and a(Πph ~U − ~U,Πph~q) = 0. Using the lower bound C1 > 0 of ǫ¯ and µ¯,
Eq. (4.28), we thus get:
C1
2
‖Πph~q(t)‖20,Ω ≤
∫ t
0
b([Πph
~U− ~U](s),Πph~q(s))ds. (4.44)
Now, we bound the surfae integrals deriving from the denition of b(., .). We assume that ~q = (~qE , ~qH),
where
~qE and ~qH denote the error in ~E and ~H respetively. Let aik ∈ FIh be an internal interfae shared
by the tetrahedra τi and τk. We denote by I
E =
∫
aik
{Πph ~H− ~H}ik · [[Πph~qE ]]ik, we have, using the
Cauhy-Shwarz-Buniakovsky (CSB) inequality:
I
E ≤
(∫
aik
({Πph ~H− ~H}ik)2) 12︸ ︷︷ ︸
IE
1
(∫
aik
(
[[Πph~q
E ]]ik
)2) 12
︸ ︷︷ ︸
IE
2
.
We have that:
I
E
1 ≤
1
2
(∫
aik
(
(Πph
~Hi − ~Hi) + (Πph ~Hk − ~Hk)
)2) 12
≤
√
2
2
(
‖Πph ~Hi − ~Hi‖20,aik + ‖Π
p
h
~Hk − ~Hk‖20,aik
) 1
2
,
and,
I
E
2 ≤
(∫
aik
(
~nik(Π
p
h~q
E)i|aik + ~nki(Π
p
h~q
E)k|aik
)2) 12
≤
√
2
(
‖(Πph~qE)i‖20,aik + ‖(Π
p
h~q
E)k‖20,aik
) 1
2
.
Using Lemma 4.4 and Lemma 4.5, yields:
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I
E ≤ C
((hνi− 12i
p
s− 1
2
i
)2
‖~H‖2s,τi +
(hνk− 12k
p
s− 1
2
k
)2
‖~H‖2s,τk
) 1
2
(
p2i
hi
‖Πph~qE‖20,τi +
p2k
hk
‖Πph~qE‖20,τk
) 1
2
.
Aording to the assumptions of Eq. (4.2), we nally get:
I
E ≤ K(κ1, κ2)h
ν−1
i
p
s− 3
2
i
(‖~H‖2s+1,τi + ‖~H‖2s+1,τk) 12 (‖Πph~qE‖20,τi + ‖Πph~qE‖20,τk) 12 , (4.45)
where K > 0 does not depend on hi and pi, but depends on κ1 and κ2, and on the loal material
properties (ǫ¯i/k, µ¯i/k) assoiated to τi and τk.
The term I
H =
∫
aik
{Πph~E− ~E}ik · [[Πph~qH ]]ik is treated in the same way, yielding the result:
I
H ≤ K(κ1, κ2)h
ν−1
i
p
s− 3
2
i
(‖~E‖2s+1,τi + ‖~E‖2s+1,τk) 12 (‖Πph~qH‖20,τi + ‖Πph~qH‖20,τk) 12 . (4.46)
For boundary interfaes aik ∈ FBh , we obtain the same upper bounds as Eqs. (4.45) and (4.46) but
without the norms on τk.
Summing up with respet to all τi ∈ Ωh, and using the CSB inequality, yields:
b([Πph
~U− ~U](s),Πph~q(s)) ≤ K(κ1, κ2)
hν−1
p
s− 3
2
min
‖Πph~q(s)‖0,Ω‖(~E(s), ~H(s))‖s,Ω. (4.47)
Integrating in t ∈ [0, T ] and ombining this with Lemma 4.6 establishes the result and proves onvergene
on weak assumptions of loal, elementwise smoothness of the solution. 2
We have hene established the semi-disrete result that the error annot grow faster than linearly in time
and that we an ontrol the growth rate by adapting the resolution parameters h and p aordingly. As
we shall verify in Se. 4.3 this linear growth is a sharp result. However, the numerial experiments will
also show that we an expet that the growth rate approahes zero spetrally fast when inreasing the
approximation order p provided that the solution is suiently smooth.
Note that the onvergene result of Theorem 4.1 is dierent from the one obtained by Fezoui et al
[FLLP05℄. The onvergene result in [FLLP05℄ onsiders only the ase of a onforming disontinuous
Galerkin formulation where the interpolation degree is onstant. The result presented here remains valid
on any kind of mesh and disontinuous elements, inluding hp-type or non-onformal renement.
Now, we give the onsisteny order of the time-disretized problem. The disretized sheme (4.6) an be
formally seen as the disretization in time of a system of ODEs (4.20). The estimation of the onsisteny
error omes diretly from Taylor expansions. If (~En+1h ,
~H
n+ 3
2
h ) is omputed from
~Enh =
~Eh(t
n) and
~H
n+ 1
2
h =
~Hh(t
n+ 1
2 ) by (4.6) where (~Eh(.), ~Hh(.)) denotes the semi-disrete solution of (4.34), then
there exists a onstant C independent of ∆t and h, but dependent on the order of the leap-frog sheme
N , suh that:
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‖~En+1h − ~Enh‖0,τi + ‖~H
n+ 3
2
h − ~H
n+ 1
2
h ‖0,τi ≤
C∆tN+1
( N/2+1∑
m=1 (odd)
(‖∂mt ~Eh‖20,τi)
1
2 +
N/2+1∑
m=1 (odd)
(‖∂mt ~Hh‖20,τi)
1
2
)
.
(4.48)
Provided that the exat solution of the Maxwell system (4.27) is regular enough, (∂mt
~Eh, ∂
m
t
~Hh) are some
disrete approximation of (∂mt
~E, ∂mt
~H) whih is also a solution of Maxwell equations and, ‖∂mt ~Eh‖0,τi
and ‖∂mt ~Hh‖0,τi an be bounded independently from h, whih proves that the onsisteny error is of
order O(∆tN ).
4.2.3 Convergene of the divergene error
In the absene of soures, it is well known that the eletri and the magneti elds must remain solenoi-
dal
1
throughout the omputation. Indeed, taking the divergene of Eqs. (4.27a) and applying Eqs. (4.27)
in ombination with Gauss' law for harge onservation immediately onrms that if the initial onditions
satisfy Eqs. (4.27), and the elds are evolved aording to Maxwell's equations Eqs. (4.27a), the solution
will satisfy Eqs. (4.27) at all times. Hene, one an view Eqs. (4.27) as a onsisteny ondition on the
initial onditions and limit the solution to the time-dependent part of Maxwell's equations, Eqs. (4.27a).
The sheme in Eqs. (4.6) does not solve Eqs. (4.1), however, but rather an approximation to it. Hene
one needs to onsider the question of how well Eqs. (4.6) onserve the divergene.
Using the results of Se. 4.2.2 we an state the following result.
Theorem 4.2 Assume that a solution
~U = (~E(t), ~H(t)) ∈Hs(τi)×Hs(τi) with s ≥ 7/2 to Maxwell's
equations in Ωh =
⋃
i τi exists. Then there exist a onstant C dependent on s and the shape regularity
of the mesh parameter η, but independent of ~U, h, and p, suh that the divergene of the numerial
solution
~Uh to the semi-disrete approximation (4.34) is bounded as:(
‖∇ · (~E − ~Eh)‖20,Ω + ‖∇ · (~H− ~Hh)‖20,Ω
) 1
2 ≤
C
(hν−1
ps−1min
+ T
hν−2
p
s− 7
2
min
)
max
t∈[0,T ]
‖(~E(t), ~H(t))‖s,Ω, (4.49)
where ν = min{s, pmin + 1} and pmin = min{pi, τi ∈ Ωh}, pi ≥ 1.
Proof. Consider the loal divergene of
~H on any τi ∈ Ωh we have:
‖∇ · (~H− ~Hh)‖20,τi ≤ 2‖∇ · (~H−Πph ~H)‖20,τi + 2‖∇ · (Πph ~H− ~Hh)‖20,τi . (4.50)
The rst term an be bounded using Lemma 4.4 as:
‖∇ · (~H−Πph ~H)‖0,τi ≤ C
hνi−1i
ps−1i
‖~H‖s,τi , (4.51)
1
A solenoidal vetor is a vetor eld v with zero divergene, ∇ · v = 0.
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where νi = min{s, pi + 1} and s ≥ 1.
Using the inverse inequality [Sh98℄:
‖∇ · ~uh‖0,τi ≤ C
p2i
hi
‖~uh‖s,τi , (4.52)
for all
~uh ∈ Ppi(τi), we an bound the seond term as:
‖∇ · (Πph ~H− ~Hh)‖0,τi ≤ C
p2i
hi
‖Πph ~H− ~Hh‖0,τi
≤ CT p
2
i
hi
hν−1i
p
s− 3
2
i
‖(~E, ~H)‖s,τi
≤ CT h
ν−2
i
p
s− 7
2
i
‖(~E, ~H)‖s,τi ,
(4.53)
by ombining (4.44) with (4.47). An equivalent bound an be obtained for the divergene of
~Eh in the
ase of a soure free medium whih, ombined with the above, yields the result. 2
As ould be expeted, the result inherits the temporal linear growth from the onvergene result and
onrms the possibility of reovering spetral onvergene of the divergene under the assumption of
suient smoothness of the solutions. It should be noted that while the result onrms high-order
auray and onvergene, the estimate for the atual onvergene rate is ertainly suboptimal and
leaves room for improvement.
4.3 Numerial validation
In the following, we shall disuss the validity of the main theoretial results of the previous setions
through the numerial solution of the two-dimensional Maxwell's equations in the TM polarization, i.e. we
solve for (Hx,Hy, Ez).
We onsider the propagation of an eigenmode whih is a standing wave of frequeny f = 212 MHz and
wavelength λ = 1.4 m in a unitary metalli avity with ǫ = µ = 1 in normalized units. Owing to the
existene of an exat analytial solution, this problem allows us to appreiate the numerial results at
any point and time in the avity. Numerial simulations make use of a non-onforming loally rened
triangular meshes of the square [0, 1] × [0, 1] as shown on Fig. 4.4. In the sequel, we ompare the LF2
and LF4 shemes using the DGTD-Pp and DGTD-Ppc:Ppf methods previously studied in Chapters 2 and
3. In Tab. 4.2, we summarize the CFL values of the LF2 based DGTD-Pp and DGTD-Ppc:Ppf methods.
The CFL values of the LF4 shemes are given by CFL(LF4) = 2.847 CFL(LF2). If pc 6= pf , the DGTD-
Ppc:Ppf method has the same stability limit as the DGTD-Pmin{pc,pf} method, as long as the mesh is
atually rened.
As a rst veriation of the theoretial estimates, we onsider a non-onforming mesh onsists of 782
triangles and 442 nodes (36 of them are hanging nodes). All simulations are arried out for t = 150 whih
orresponds to 106 periods. We plot on Fig. 4.5 the time evolution of the L2 error of the DGTD-Pp and
DGTD-Ppc:Ppf methods using the LF2 and LF4 shemes. Tab. 4.3 gives the nal L
2
error, the number
of degrees of freedom (# DOF) and the CPU time to reah time t = 150. It an be observed from
Fig. 4.5 that the gain in the L2 error is notable when the auray in spae and time are inreased.
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Fig. 4.4  Example of a non-onforming loally rened triangular mesh.
Moreover, it is lear from (4.17) and Lemma 4.2 that, for a given mesh, eah time step of LF4 sheme
requires 2 times more memory than the LF2, but its stability limit is almost 2.85 times less restritive.
Then, the LF4 shemes require almost 1.5 times less CPU time and is roughly 15 times more aurate
than the LF2 sheme based on the observed L
2
errors. Furthermore, for a given auray, the LF4 based
DGTD-Ppc:Ppf method requires less CPU time than the LF4 based DGTD-Pp method.
Tab. 4.2  The CFL values of the LF2 DGTD-Pp and DGTD-Ppc:Ppf methods.
p = 1 2 3 4 5 6 7 8 9 10
CFL(LF2) 0.3 0.2 0.1 0.08 0.06 0.045 0.035 0.03 0.025 0.02
pc:pf = 3:2 4:2 4:3 5:3 5:4 6:5 7:6 8:7 9:8 10:9
CFL(LF2) 0.2 0.2 0.1 0.1 0.08 0.06 0.045 0.035 0.03 0.025
Fig. 4.6 illustrates the numerial h-onvergene of the DGTD-Pp and DGTD-Ppc :Ppf methods. Corres-
ponding asymptoti onvergene orders are summarized in Tab. 4.4. As it ould be expeted from the
use of a N th aurate time integration sheme, the asymptoti onvergene order is bounded by N
independently of the approximation order p. On Fig. 4.7 we show the numerial p-onvergene of the
DGTD-Pp and DGTD-Ppc:Ppf methods for dierent approximation orders p and dierent mesh resolu-
tions h. Corresponding L2 errors are given in Tab. 4.5 and 4.6. Following the main result, Theorem 4.1,
we expet that the error grows at most linearly in time and that the growth rate should vanish spetrally
for smooth solution. The results on Fig. 4.7 and in Tab. 4.5 and 4.6 not only onrm the validity of both
statements but also illustrate that Theorem 4.1 is sharp, i.e. we annot in general guarantee slower than
linear growth, although we an ontrol the growth rate by the approximation order p.
We onlude this experimental study by onsidering the numerial behavior of the divergene error. For
this purpose, we still onsider the eigenmode problem. The omputational domain is disretized by a
non-onforming loally rened mesh with 48 triangles (32 of them in the rened region) and 37 nodes
(16 of them are hanging nodes), whih orresponds to a grid resolution of 5 points per wavelength.
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Fig. 4.5  Time evolution of the L2 error.
DGTD-Pp (left) and DGTD-Ppc:Ppf (right) methods.
Tab. 4.3  # DOF, L2-error and CPU time using the LF2 and LF4 based DGTD methods.
DGTD-Pp method LF2 LF4
p # DOF Error CPU (min) Error CPU (min)
2 4692 1.8E-03 11 5.5E-04 8
3 7820 3.1E-04 39 2.4E-05 28
4 11730 1.9E-04 98 1.5E-05 70
5 16422 1.5E-04 220 1.3E-05 155
DGTD-Ppc:Ppf method LF2 LF4
pc:pf # DOF Error CPU (min) Error CPU (min)
3:2 6668 1.3E-03 17 2.3E-05 12
4:2 9138 1.3E-03 27 1.5E-05 19
4:3 10290 3.2E-04 61 1.5E-05 44
5:4 14694 2.0E-04 134 1.4E-05 95
Tab. 4.4  Asymptoti onvergene orders of the LF2 and LF4 based DGTD methods.
DGTD-Pp method, p = 0 1 2 3 4 5 6
LF2 sheme 1.06 1.19 2.18 2.37 2.29 2.25 2.26
LF4 sheme 1.06 1.14 2.23 3.03 4.30 4.50 4.50
DGTD-Ppc:Ppf method, pc:pf = 1:0 2:1 3:2 4:3 5:4 6:5
LF2 sheme 1.30 2.23 2.08 2.27 2.13 2.17
LF4 sheme 1.05 2.20 3.01 4.21 4.50 4.48
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Fig. 4.6  h-onvergene of the DGTD-Pp (top) and DGTD-Ppc:Ppf (bottom) methods.
L2 error as a funtion of the square root of #DOF.
Tab. 4.5  p-onvergene of the DGTD-Pp method.
DGTD-Pp method
h = 1/2 h = 1/3 h = 1/4
p LF2 LF4 LF2 LF4 LF2 LF4
1 3.0E-01 2.6E-01 1.8E-01 1.7E-01 1.1E-01 9.8E-02
2 4.9E-02 4.5E-02 1.8E-02 2.2E-02 9.2E-03 9.0E-03
3 9.1E-03 8.9E-03 2.8E-03 2.4E-03 1.4E-03 8.9E-04
4 3.2E-02 1.0E-03 1.3E-03 2.0E-04 7.4E-04 6.9E-05
5 1.6E-02 1.7E-04 7.4E-04 2.2E-05 4.1E-04 5.1E-06
6 9.3E-04 2.0E-05 4.1E-04 2.1E-06 2.3E-04 7.3E-07
7 1.7E-04 2.5E-06 4.4E-05 3.3E-07 2.7E-05 1.1E-07
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Fig. 4.7  p-onvergene of the DGTD-Pp (top) and DGTD-Ppc:Ppf (bottom) methods.
L2 error as a funtion of the approximation order p.
Tab. 4.6  p-onvergene of the DGTD-Ppc:Ppf method.
DGTD-Pp method
h = 1/2 h = 1/3 h = 1/4
pc:pf LF2 LF4 LF2 LF4 LF2 LF4
1:0 8.3E-01 8.5E-01 1.3E-01 1.9E-01 7.4E-02 7.6E-02
2:1 1.9E-01 1.8E-01 3.9E-02 3.9E-02 2.1E-02 1.3E-02
3:2 1.8E-02 1.8E-02 3.2E-03 2.7E-03 1.4E-03 8.5E-04
4:3 2.3E-03 2.3E-03 5.6E-04 2.5E-04 2.9E-04 7.6E-05
5:4 8.2E-04 2.0E-04 3.2E-04 1.7E-05 1.8E-04 4.4E-06
6:5 4.1E-04 2.3E-05 1.8E-04 1.9E-06 1.0E-04 4.7E-07
7:6 2.3E-04 3.4E-06 1.0E-04 2.8E-07 5.7E-05 -
8:7 1.0E-04 6.1E-07 4.6E-05 - 2.1E-05 -
9:8 4.9E-05 - 1.9E-05 - 7.9E-06 -
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Simulations are arried out for time t = 30 whih orresponds to 20 periods. Fig. 4.8 shows the global
L2 error of the divergene of ~H as a funtion of time and the approximation order p using respetively
the DGTD-Pp and DGTD-Ppc:Ppf methods. One an observe that for p ≤ N + 2, the error vanishes
faster than for p > N + 2, N being the order of the leap-frog (LFN ) sheme.
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Fig. 4.8  Global L2 error of the divergene of ~H as a funtion of time and p.
DGTD-Pp (top) and DGTD-Ppc:Ppf (bottom) methods using LF2 (left) and LF4 (right) shemes.
On Fig. 4.9 we show the numerial h- and p-onvergene of the divergene of ~H using the LF2 and LF4
shemes. Consistent with the theoretial result in Theorem 4.2, the divergene error vanishes spetrally as
we inrease the approximation order p. Corresponding asymptoti onvergene orders of the divergene
of
~H are given in Tab. 4.7. One an observe that the onvergene order is bounded by N +2 ontrary to
what we have observed for the h-onvergene of the DGTD methods whih onrms that the estimate
(4.49) is suboptimal and leaves room for improvement.
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Fig. 4.9  h- and p-onvergene of the divergene of ~H.
DGTD-Pp (top) and DGTD-Ppc:Ppf (bottom) methods.
Tab. 4.7  Asymptoti onvergene orders of the divergene of
~H.
DGTD-Pp method, p = 1 2 3 4 5 6
LF2 sheme 0.89 2.10 2.94 4.07 3.49 3.45
LF4 sheme 0.97 2.05 3.00 4.09 4.58 5.66
DGTD-Ppc:Ppf method, pc:pf = 2:1 3:2 4:3 5:4 6:5
LF2 sheme 2.33 2.81 3.84 3.24 3.46
LF4 sheme 2.26 2.73 3.94 4.40 5.50
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4.4 Conluding remarks
The main purpose of this hapter has been to study both theoretially and numerially an arbitrarily
high-order DGTD method for the disretization of the time-domain Maxwell equations on non-onforming
simpliial meshes. The entral element whih distinguishes the urrent work from previous attempts to
develop suh DGTD methods is that a high-order leap-frog time integration sheme is adopted here
instead of a high-order Runge-Kutta method. We have proved that the resulting DGTD method onserves
a disrete equivalent of the eletromagneti energy and is stable under some CFL-type ondition. Also,
we have developed a omplete, if not optimal, onvergene theory. We have onrmed the results of the
analysis thorough numerial experiments using an eigenmode problem in two spae dimensions, illustrating
the exibility, versatility, and eieny of the proposed arbitrarily high-order DGTD method.
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In Chapters 2 and 3, we have studied non-onforming disontinuous Galerkin methods adapted to
loally rened meshes. These methods ombine a entered approximation for the evaluation of the
numerial ux with a seond-order leap-frog time sheme. We have shown that the hp-like DGTD
method an redue signiatively the CPU time and the required number of degrees of freedom for a
target auray in the ase where an analytial solution is available for the underlying wave propagation
problem. In this hapter, our attention is turned to the validation of the hp-like DGTD-Ppc:Ppf method
in three spae dimensions, and a preliminary answer is given here on the basis of numerial simulations.
For that purpose, we onsider an implementation of the DGTD-Ppc:Ppf method where the tetrahedral
mesh is rened in a onforming way (i.e. without hanging nodes) and the non-onformity is attahed to
the interpolation degree p. All the other ingredients of the method are those disussed in Chapters 2 and
3, espeially the use of a entered approximation for the omputation of a numerial ux at the interfae
between neighboring elements, and of a seond-order leap-frog time integration sheme.
This hapter is organized as follows. In Se. 5.1, we study dierent ubature formulas to evaluate the
surfae matrix (4.7) in the 3D ase and selet one of these possibilities for our implementation of the
DGTD-Ppc:Ppf method. Then, results of numerial experiments are presented and disussed in Se. 5.2
for two test problems: a model problem orresponding the propagation of a standing wave within a
perfetly onduting avity, and a more hallenging problem involving the propagation in a omplex
heterogeneous medium of a wave emitted by a loalized soure.
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5.1 Cubature formulas on a triangle
5.1.1 Introdution
The numerial alulation of areas has a history that preedes the history of the innitesimal alulus
by several millenia. But the disovery of an analytial method in the late eighteenth entury led to an
inreasing ativity towards both theoretial and numerial methods for quadrature. The development
of numerial methods for ubature (multidimensional integration) ame perhaps a entury and a half
later, following losely the development of omputing mahines apable of handling these more intensive
numerial alulations. Not until the early 70s did textbooks begin to address ubature.
Undoubtedly, in the early days, ubature was treated as an iterative appliation of one-dimensional
quadrature. But it was quikly realized that it was often more ost-eetive to treat ubature over
standard regions as a single entity. Two fators inhibiting the development of the theory were the large
number of standard regions, eah demanding speial attention, and the ost of experimentation.
The triangle is simply one of these standard regions; the development of dediated ubature methods is
omparatively reent. The earliest referene is to Radon's seven-point rule of polynomial degree [Rad48℄.
A version of this rule is appliable to any planar region. The theory of integration over a triangle has
lagged behind the theory for the square, but it has reently been spurred by two partiular appliations.
One is the appliation to adaptive ubature, where triangles seem to be replaing squares as the basi
module. The other appliation is to nite element methods. Here integrands with speied singularities
may be involved.
The entury and a half of development of one-dimensional quadrature has left us with a rih legay in
terms of variety of methods. We have rules involving derivative values, rules with all sorts of weighting
funtions, equally spaed rules, opy rules, minimum norm rules, equal weight rules, and rules of speied
trigonometri degree. There are methods for using the same sets of funtion values to evaluate sets of
integral transforms. We have tehniques involving subtrating out singularities [Let77℄-[JTYO06℄, and
the method of steepest desent [PS97℄ in the omplex plane. And we have a wealth of expressions for
the disretization error. For an overview of all these, we suggest [DR84℄. Compared with all this, the
available theory for the triangle is indeed sparse.
We are interested in ubature formula of algebrai degree of the form:
I˜[f ] =
N∑
l
ωˆlf(xˆl), (5.1)
whih serves to approximate the integral:
I[f ] =
∫
τˆ
f(xˆ)dxˆ, (5.2)
where τˆ = {xˆ, yˆ| xˆ, yˆ ≥ 0; xˆ + yˆ ≤ 1} is the unit triangle. The real numbers xˆl and ωˆl are respetively
the nodes and weights of the ubature formula. The integer N is the number of nodes and weights
neessary to obtain an exat integration for all polynomials of total degree at most d, i.e. the ubature
formula (5.1) is said to be exat if:
I˜[f ] = I[f ], ∀f ∈ Pd, (5.3)
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where:
Pd = span{xˆiyˆj : 0 ≤ i+ j ≤ d, i, j ∈ N ∪ {0}}. (5.4)
The survey of known ubature formulas of the form (5.1) for (5.2) given in [LC94℄ is far from omplete.
A survey of all known ubature formulas up to 1971 for standard regions is given in [Str71℄. An update of
this overview is presented in [CR93℄. The standard triangle is one of the regions treated in these surveys.
5.1.2 The alulation of the non-onforming interfae matrix
We are here onerned with the approximation of the interfae matrix (4.7) over a triangle by using
a ubature formula. Let Ω be a bounded polyhedral domain of R3, and onsider a partition Ωh of Ω into
a set of tetrahedra. Let κ and κ′ be two neighboring tetrahedra of Ωh. We assign to κ and κ
′
polynomial
degrees pκ and pκ′ . We denote by Sτ the interfae matrix whose oeients are dened in the following
way:
(Sτ )ij =
∫
τ
φi(x)ψj(x)dx, ∀i ∈ {1, . . . , nκ}, ∀j ∈ {1, . . . , nκ′}. (5.5)
where τ = ∂κ ∩ ∂κ′ refers to a non-onforming fae of Ωh and nκ/κ′ = (pκ/κ′ + 1)(pκ/κ′ + 2)/2 is
the number of degrees of freedom (#DOF) of the element κ/κ′ attahed to the fae τ . The funtions
(φi)
nκ
i=1 ∈ Ppκ and (ψj)nκ′j=1 ∈ Ppκ′ are the restrition to the fae τ of basis funtions dened respetively
on the elements κ and κ′ and not identially equal to zero on τ . The matrix Sτ an be evaluated using
a ubature formula in the following form:
Sτ ≃ S˜τ = QκB tQκ′ , (5.6)
where the matries Qκ and Qκ′ are respetively of size nκ × N and nκ′ × N , while the matrix B is
diagonal of size N ×N . The integer N is the number of nodes and weights neessary to obtain an exat
integration of polynomials of degree equal to dκκ′ = pκ+pκ′ i.e. Sτ = S˜τ , ∀φiψj ∈ Ppκ×Ppκ′ = Pdκκ′ .
The oeients of these matries are dened by:
(Qκ)il = φi(xl), 1 ≤ i ≤ nκ, 1 ≤ l ≤ N,
(Qκ′)jl = ψj(xl), 1 ≤ j ≤ nk, 1 ≤ l ≤ N,
(B)ll = ωl and (B)sl = 0, ∀s 6= l, 1 ≤ l ≤ N,
where xl and ωl are respetively the nodes and weights of the ubature formula dened on τ , and
obtained from xˆl and ωˆl by the ane mapping (2.2) between τ and τˆ .
Assuming that the matrix Sτ (5.5) is evaluated in a diret way and its approximation S˜τ is evaluated
aording to (5.6), the relative error between Sτ and S˜τ is dened as
‖Sτ − S˜τ‖2
‖Sτ‖2 , (5.7)
where ‖.‖2 is the 2-norm of a matrix.
We have evaluated the interfae matrix (5.5) for 400000 interfaes using several ubature formulas.
In Tab. 5.1 we give the following informations: in addition to the total interpolation degree dik and
the orresponding number of points, we give an indiation of the quality of the approximation and the
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referene for the ubature formula (see Annexe A.5). We also give, the relative error (5.7) and the CPU
time. The auray of the ubature does not only depend on the number of points and weights N ,
but also on there qualities. In our study, we have adopted the ubature formula of Dunavant [Dun85℄.
Fig. 5.1 shows the relative error as a funtion of the square root of the number of faes. The CPU time
of the Dunavant formula inreases very slowly relatively to the number of faes. Note that, in general,
the perentage of non-onforming interfaes do not exeed 50% of the global number of interfaes in
the mesh.
We briey reall below the notion of quality of a ubature formula. The rst symbol gives information
about the weights:
P: all the weights are positive,
E: all the weights are equal (and thus positive),
N: some weights are negative.
The seond symbol gives information about the loation of the points:
I: all points are inside the unit triangle,
B: some points lie on the boundary of triangle, the others inside the triangle,
O: some points are outside the unit triangle.
101 102 103
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100
101
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P6−P6
P6−P5
P5−P5
P5−P4
P4−P4
P4−P3
P3−P3
P3−P2
P2−P2
P2−P1
Fig. 5.1  The alulation of the interfae matrix using the Dunavant formula.
CPU time as a funtion of the square root of # faes.
5.2 Numerial experiments
In the following, we denote by Vκ the volume of a tetrahedron κ ∈ Ωh. The DGTD-Ppc :Ppf method
involves high polynomial degrees pc in all tetrahedron κ suh that Vκ ≥ Tol and low polynomial degrees
pf otherwise, where Tol is a given tolerane. The CFL values of the DGTD-Pp method are given in
Tab. 5.2. The DGTD-Ppc:Ppf method has the same stability limit as the DGTD-Ppf method.
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Tab. 5.1  The evaluation of the interfae matrix using several ubature formulas.
CPU time (seonds) and relative error for 400000 interfaes.
Ppκ-Ppκ′ dik N Referene Quality CPU(s) Relative error
P1-P0 1 1 [Str71℄ PI 0.19 4.21E-08
3 [Str71℄ PB 0.32 2.00E-15
P1-P1 2 3 [Str71℄-[Dun85℄ EI 0.45 2.66E-15
3 [Str71℄-[SF73℄ EB 0.45 2.00E-15
4 [GM78℄ NI 0.70 7.39E-17
P2-P1 3 4 [Str71℄-[GM78℄-[Dun85℄ NI 0.77 4.56E-15
6 [Str71℄-[SF73℄ EI 0.96 7.81E-16
6 [Str71℄ PB 0.96 2.46E-16
6 [Str71℄ NB 0.96 9.67E-17
10 [TWV00℄ PB 1.47 5.13E-10
P2-P2 4 6 [Dun85℄ PI 1.66 2.59E-15
6 [Sh83℄-[TWB07℄ PI 1.66 8.81E-08
7 [SF73℄ PI 1.88 2.39E-11
9 [LJ75℄ PB 2.23 2.02E-16
P3-P2 5 7 [Str71℄-[Dun85℄-[WX03℄ PI 3.1 3.88E-15
9 [SF73℄ PI 3.7 2.27E-16
10 [GM78℄ NI 4.3 3.19E-16
10 [LJ75℄ PB 4.3 1.18E-16
P3-P3 6 10 [Ras83℄ PO 6.92 7.58E-08
10 [GS99℄ PO 6.92 6.94E-08
12 [Dun85℄ PI 7.70 1.75E-15
12 [Be87℄ PI 7.70 2.30E-16
13 [LJ75℄ PB 8.05 2.35E-16
28 [TWV00℄ PB 17.1 2.58E-08
P4-P3 7 12 [Gat88℄ PI 12.7 1.18E-07
13 [Dun85℄ NI 13.2 1.13E-08
15 [LG78℄ PI 14.5 9.16E-08
16 [LJ75℄ PB 15.1 1.13E-08
20 [GM78℄ NI 20.5 1.13E-08
P4-P4 8 15 [CH87℄ PO 23.3 1.17E-07
16 [Dun85℄ PI 24.5 2.22E-08
19 [Lau82℄ PI 28.1 2.22E-08
21 [LJ75℄ NI 33.9 2.22E-08
P5-P4 9 19 [Dun85℄ PI 55.3 1.46E-07
21 [LG78℄ PB 66.6 2.76E-07
22 [LJ75℄ PB 69.7 1.46E-07
35 [GM78℄ NI 102 1.46E-07
P5-P5 10 22 [CH87℄ PO 115 2.42E-07
25 [Dun85℄ PI 129 1.56E-07
25 [WX03℄ PI 129 1.56E-07
P6-P5 11 27 [Dun85℄ PO 211 1.35E-08
28 [DR84℄ PB 220 2.67E-08
49 [Str71℄ PI 349 1.35E-08
P6-P6 12 33 [Dun85℄ PI 372 3.79E-08
36 [BE90℄ NO 399 2.72E-07
37 [BE92℄ PI 418 1.33E-07
49 [Str71℄ PI 520 3.79E-08
54 [WX03℄ PI 566 3.79E-08
91 [TWV00℄ PB 880 4.56E-08
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Tab. 5.2  CFL values of the DGTD-Pp method.
method DGTD-P0 DGTD-P1 DGTD-P2 DGTD-P3 DGTD-P4
CFL 1.0 0.33 0.167 0.1 0.08
5.2.1 Propagation of a standing wave in a ubi PEC avity
We ompute the (1, 1, 1) mode whih is a standing wave of frequeny f = 256 MHz and wavelength
λ = 1.15 m in a unitary PEC ubi avity with ǫ = µ = 1 in normalized units. The exat time-domain
solution is: 
Hx = −π
ω
sin(πx) cos(πy) cos(πz) sin(ωt),
Hy =
2π
ω
cos(πx) sin(πy) cos(πz) sin(ωt),
Hz = −π
ω
cos(πx) cos(πy) sin(πz) sin(ωt),
Ex = − cos(πx) sin(πy) sin(πz) cos(ωt),
Ey = 0,
Ez = sin(πx) sin(πy) cos(πz) cos(ωt),
(5.8)
where ω = 2πf is the angular frequeny. We initialize the eletromagneti eld by the analytial solution
at t = 0:Hx = Hy = Hz = Ey = 0,Ex = − cos(πx) sin(πy) sin(πz) and Ez = sin(πx) sin(πy) cos(πz).
Numerial simulations make use of a non-uniform tetrahedral mesh whih onsists of 962 verties, 4406
tetrahedra and 9235 faes (internal and boundary). The ratio between the maximal and the minimal
volumes of the tetrahedra is ≃ 105. For Tol= 0.00018, the mesh ontains 1905 non-onforming inter-
faes and pf is used in 1434 tetrahedra. We plot on Fig. 5.2 the time evolution of Ez at a given point
of the domain (the last 3 periods of 30 are shown). The numerial solutions produed by the DGTD-
P2:Ppf , (pf = 0, 1) and DGTD-P2 shemes ompare very well with the exat one, while the DGTD-P1
sheme exhibit a dispersion error. Contours lines of Ez in the plane y = 0.5 for ertain DGTD-Pp and
DGTD-Ppc:Ppf methods are shown on Fig. 5.4. Fig. 5.3 shows the time evolution of the L
2
error of
the DGTD-Pp and DGTD-Ppc :Ppf methods, while Tab. 5.3 summarizes the values of the nal L
2
error,
# DOF and CPU time to reah time t = 35. For a given target auray, the DGTD-Ppc:Ppf me-
thod requires less CPU time and #DOF than the DGTD-Pp method. Fig. 5.5 illustrates the numerial
onvergene and CPU time as a funtion of the L2 error of the DGTD-Pp and DGTD-Ppc:Ppf methods.
Corresponding asymptoti onvergene orders are summarized in Tab. 5.4. The onvergene order is
bounded by 2. It is lear from Fig. 5.5 that the gains in CPU time and #DOF inrease with the auray
in spae.
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Fig. 5.2  Propagation of a standing wave in a ubi PEC avity.
Time evolution of Ez at point (0, 3, 0.3, 0.3): zoom on the last 3 periods.
Tab. 5.3  Propagation of a standing wave in a ubi PEC avity.
# DOF, L2 error and CPU time in minutes to reah time t = 35.
DGTD-Pp DGTD-P0 DGTD-P1 DGTD-P2 DGTD-P3
L2 error 7.2E-01 2.0E-01 1.4E-02 8.0E-04
CPU 4 40 213 859
# DOF 4406 17624 44060 88120
DGTD-Ppc:Ppf DGTD-P2:P0 DGTD-P2:P1 DGTD-P3:P1 DGTD-P3:P2
L2 error 3.6E-02 1.3E-02 1.0E-03 8.8E-04
CPU 35 106 260 499
# DOF 31154 35456 65176 73780
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Fig. 5.3  Propagation of a standing wave in a ubi PEC avity.
Time evolution of the L2 error.
Tab. 5.4  Propagation of a standing wave in a ubi PEC avity.
Asymptoti onvergene orders of the DGTD-Pp and DGTD-Ppc:Ppf methods.
DGTD-Pp DGTD-P0 DGTD-P1 DGTD-P2 DGTD-P3 DGTD-P4
Conv. order 1.16 1.25 2.20 2.07 2.06
DGTD-Ppc :Ppf DGTD-P1:P0 DGTD-P2:P0 DGTD-P2:P1 DGTD-P3:P2 DGTD-P4:P3
Conv. order 1.37 2.01 2.01 1.99 1.99
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Fig. 5.4  Propagation of a standing wave in a ubi PEC avity.
Contour lines of Ez in the plane y = 0.5.
DGTD-P1 (top-left) and DGTD-P2 (top-right) methods.
DGTD-P2:P0 (bottom-left) and DGTD-P2:P1 (bottom-right) methods.
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Fig. 5.5  Propagation of a standing wave in a ubi PEC avity.
Numerial onvergene and CPU time in funtion of the L2 error.
DGTD-Pp (left) and DGTD-Ppc:Ppf methods (right).
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5.2.2 Propagation in a heterogeneous human head model
We onsider now the appliation of the proposed numerial methodology to the simulation of a more
hallenging problem involving an irregularly shaped and heterogeneous medium. The problem under
onsideration is onerned with the propagation of a wave emitted by a loalized soure, in a realisti
geometrial model of head tissues. It is a rst step towards the development of a omputational framework
for the numerial dosimetry of eletromagneti elds radiated by mobile phones. Starting from medial
images of the Visible Human 2.0 projet [RHGJ03℄, head tissues are segmented and the interfaes of
a seleted number of tissues (namely, the skin, the skull and the brain) are triangulated. Dierent
strategies an be used in order to obtain a smooth and aurate segmentation of head tissues and
interfae triangulations as well. A rst strategy onsists in using a marhing ube algorithm [LC87℄ whih
leads to huge triangulations of interfaes between segmented subdomains. These triangulations an then
be regularized, rened and deimated in order to obtain reasonable surfae meshes, for example using the
YAMS [Fre03℄ re-meshing tool. Another strategy onsists in using a variant of Chew's algorithm [Che93℄,
based on Delaunay triangulation restrited to the interfae, whih allows to ontrol the size and aspet
ratio of interfaial triangles [BO05℄. An example of suh a triangulated surfae for the skin is shown
on Fig. 5.6. Then, these triangulated surfaes together with a triangulation of the artiial boundary
(absorbing boundary) of the overall omputational domain, whih is taken here to be a sphere, are used
as inputs for the generation of volume meshes between the surfaes, using a tetrahedral mesh generator
[GHS91℄. Finally, the omputational domain is artiially bounded by a sphere where a Silver-Müller is
applied, and the volume between the skin and the sphere is also meshed. Overall, the tetrahedral mesh
used in the simulations onsists of 60590 verties, 361848 tetrahedra and 728016 faes (internal and
boundary).
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Fig. 5.6  Propagation in a heterogeneous human head model.
Surfae mesh of the skin.
The simulation that we onsider here involves the propagation of a wave emitted by a dipole type soure.
This soure is loalized near the right ear of the head. From the point of view of numerial modeling, a
urrent soure term is imposed to the equation for the Ez omponent:
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Jz(x, t) = z0δ(x − xd)f(t),
where xd is the position of the soure. The tetrahedron whose enter of gravity is the nearest to xd is
seleted and the equations for the assoiated degrees of freedom are modied to take into aount the
disretization of Jz(x, t). In the present ase, the temporal soure f(t) is a sinusoidal funtion and the
frequeny is set to f = 1800 MHz. The simulation is arried out for 5 periods of the soure signal and
a disrete Fourier transform (DFT) of the eletromagneti eld is performed during the last period. The
eletromagneti harateristis of the tissues are listed in Tab. 5.5. The simulations results are visualized
on Fig. 5.7 in terms of the DFT of Ez on the skin and in a seleted plane. Finally, CPU times for the
simulations based on the DGTD-Pp and DGTD-Ppc :Ppf methods are summarized in Tab. 5.6.
Tab. 5.5  Propagation in a heterogeneous human head model.
Eletromagneti harateristis of the seleted head tissues.
Tissue ǫr σ ρ
Brain 43.55 1.15 1050.0
CSF 67.20 2.92 1000.0
Skull 15.56 0.43 1200.0
Skin (wet) 43.85 1.23 1100.0
Tab. 5.6  Propagation in a heterogeneous human head model.
CPU time in hours.
Method DGTD-P1 DGTD-P2 DGTD-P3 DGTD-P2:P1
CPU time 6 h 30 h 87 h 12 h
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Fig. 5.7  Propagation in a heterogeneous human head model.
Contour lines of the DFT of Ez for the DGTD-P1 (top) and DGTD-P2 (bottom) methods.
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Conclusion et perspectives
Rappelons que l'objetif prinipal de ette thèse était de proposer une méthode Galerkin disonti-
nue (GD) d'ordre élevé pour la résolution numérique des équations de Maxwell instationnaires sur des
maillages simplexes loalements ranés non-onformes. Le point de départ de ette étude onsistait en
une méthode GDDT-Pp arbitrairement d'ordre élevé en espae et du seond ordre en temps, mais qui
n'avait été jusqu'ii étudiée et validée que pour des aluls en maillages simplexes onformes et pour des
ongurations de alul où le degré d'interpolation p ≤ 1 est uniforme en espae.
Dans un premier temps, nous avons étudié une méthode GDDT-Ppi reposant sur une approximation
entrée pour évaluer les ux numériques aux interfaes entre ellules (triangles en 2D et tétraèdres en
3D) voisines et un shéma saute-mouton du seond ordre pour l'intégration temporelle, et autorisant
l'utilisation de maillages non-onformes (don, présentant des n÷uds ottants). Une étude analytique
par une approhe énergétique nous a permis de démontrer la stabilité de ette méthode sous une ondition
de type CFL. En partiulier, nous avons analysé en détail le lien entre la stabilité et la non-onformité
géométrique. Une première mise en ÷uvre de la méthode a alors été réalisée en adoptant un traitement
simplié pour le alul des intégrales de surfae dans le as d'un maillage non-onforme et d'un degré
d'interpolation uniforme en espae. Les résultats numériques ont montré que ette simpliation peut
onduire à une méthode numérique très dispersive. Pour remédier à e problème, nous avons étudié deux
approhes alternatives pour le alul des intégrales de surfae assoiées aux interfaes non-onformes:
une approhe par projetion et une approhe par quadrature. Nous avons démontré que l'approhe par
quadrature de type Gauss-Legendre est la moins oûteuse en termes d'opérations arithmétiques. Une
seonde implémentation a été réalisée en utilisant l'approhe par quadrature et qui autorise l'utilisation
de maillages non-onformes ave un nombre arbitraire de n÷uds ottants. Dans e as, de très bon
résultats sont obtenus pour des simulations numériques en temps long et ave un taux de ranement
élevé. Nous avons aussi montré en nous basant sur des expérienes numériques que l'utilisation de
maillages non-onformes généraux n'inue pas sur la qualité de la solution.
Bien que la méthode GDDT-Ppi soit apable de traiter des maillages non-onformes ave un taux de
ranement élevé en assurant la stabilité, l'erreur de dispersion des shémas GDDT-P0 et GDDT-P1
reste trop importante dans es situations. An de diminuer ette erreur de dispersion ave un suroût
raisonnable, nous avons proposé une méthode de type hp nommée GDDT-Ppc:Ppf , qui ombine h-
ranement et p-enrihissement loaux tout en préservant la stabilité. Cette méthode utilise un ordre
d'interpolation élevé pc dans la partie du maillage non-ranée et un ordre d'interpolation pf < pc dans la
zone ranée. Des expérienes numériques ont montré que ette méthode permet de réduire notablement
l'erreur de dispersion numérique exhibée par la méthode GDDT-Ppi pour pi = 0, 1 uniforme en espae.
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Nous avons ensuite réalisé une étude numérique détaillée des méthodes GDDT-Ppi (ave pi uniforme en
espae) et GDDT-Ppc:Ppf , sur la base d'une série de problèmes de propagation d'ondes bidimensionnels en
milieux homogène et hétérogène. L'existene de solutions analytiques pour haun de es problèmes nous
a permis de onduire une étude de onvergene numérique rigoureuse des méthodes Galerkin disontinues
en question. L'ordre de onvergene est borné par 2 dans le as de milieux homogènes et par 1 dans le
as de milieux hétérogènes. De plus, l'ordre de onvergene des méthodes proposées est indépendant du
saut du paramètre ǫ sur une interfae diéletrique, il dépend seulement de la régularité de la solution.
Une omparaison des méthodes Galerkin disontinues onformes et non-onformes a montré que pour
une préision donnée, la méthode GDDT-Ppc:Ppf permet de réduire onsidérablement les oûts en temps
de alul et onsommation mémoire.
An d'améliorer la préision et la vitesse de onvergene des méthodes GDDT préédentes, nous nous
sommes alors attahés à augmenter l'ordre de l'intégration temporelle par la prise en ompte d'une
famille de shémas saute-mouton d'ordre arbitrairement élevé. Ces shémas temporels nous assurent
sur tout maillage la onservation d'un équivalent disret de l'énergie életromagnétique ainsi que la
stabilité des méthodes GDDT résultantes sous une ondition de type CFL. On a notamment observé que
le shéma saute-mouton du quatrième ordre ore le meilleur ompromis entre domaine de stabilité et
oût de alul parmi tous les shémas de la famille onsidérée. Nous avons aussi réalisé une étude de
onvergene hp a priori ainsi qu'une étude de onvergene de l'erreur sur la divergene. Des expérienes
numériques ont montré que pour un maillage donné, le shéma saute-mouton du quatrième ordre est
moins oûteux en temps de alul et plus préis que le shéma saute-mouton du seond ordre, en dépit
d'une omplexité arithmétique arue. Une onvergene exponentielle est obtenue ave le shéma saute-
mouton du quatrième ordre.
Enn, nous avons réalisé une implémentation préliminaire d'une méthode GDDT non-onforme en
maillages tétraédriques pour la résolution numérique des équations de Maxwell instationnaires tridi-
mensionnelles. Dans e as, le maillage reste onforme et la non-onformité de la méthode GDDT vient
de la dénition loale du degré d'interpolation. Outre la réalisation d'expérienes numériques portant sur
un as test modèle et visant à valider la méthode GDDT-Ppi développée, nous avons aussi appliqué ette
dernière à un problème de propagation non trivial, en milieu hétérogène.
Ce travail onstitue une première étape vers le développement d'une méthode Galerkin disontinue hp-
adaptative en maillages simplexes pour la résolution numérique des équations de Maxwell en domaine
temporel. Dans e ontexte, les perspetives de e travail sont nombreuses:
 l'introdution d'un estimateur d'erreur a posteriori permettrait de déteter les ellules à adapter au
niveau h et/ou au niveau p. La h-adaptation onsiste à raner ou déraner loalement le maillage
tandis que la p-adaptation onsiste à enrihir ou réduire loalement le degré d'interpolation. La
hp-adaptation est une ombinaison de es deux méanismes. Le développement d'un estimateur
robuste (en termes de préision et de oût de alul) et optimal (selon un ritère qui assure le bon
omportement de l'estimateur) est une étape ruiale et diile pour les raisons suivantes:
7 Très peu de travaux ont été menés jusqu'ii sur la onstrution d'un estimateur a posteriori pour
la résolution numérique des équations de Maxwell en domaine temporel.
7 L'appliation de la h-adaptation à haque itération en temps risque fort d'être une opération
omplexe à mettre ÷uvre et oûteuse en temps de alul. Il est don ruial de disposer d'un
estimateur d'erreur a posteriori able (i.e. optimal) qui permette de juger au mieux de l'instant
et de la fréquene d'appliation de la h-adaptation.
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7 Similairement, la mise en ÷uvre de l'estimateur d'erreur peut onduire à une proédure oû-
teuse en temps de alul. Un bon ompromis doit être trouvé entre robustesse et optimalité de
l'estimateur d'erreur en question.
7 Sur le plan de la programmation, la hp-adaptation exige une gestion eae et dynamique de
la mémoire pour traiter de la variation du nombre de degrés de liberté. De plus, la omplexité
globale d'une telle méthodologie numérique ne permet pas d'envisager une mise en ÷uvre par
des tehniques de programmation lassiques (i.e. proédurales).
En résumé, le développement et l'implémentation d'un tel estimateur est un travail à long terme qui
néessite d'aborder diérentes problématiques depuis l'analyse numérique des méthodes jusqu'à la
programmation sur alulateurs haute performane par des tehniques modernes (programmation
orientée objets).
 Le ranement du maillage et l'augmentation du degré d'interpolation peut réduire prohibitivement
le pas de temps. Dans e as, l'introdution d'un pas de temps loal permettrait de minimiser le
nombre d'itérations temporelles dans les élements non-ranés (voir [Pip06℄ pour un travail réent
sur e sujet).
 Pour une méthode p-adaptative, il semble préférable d'utiliser des fontions de base hiérarhiques
orthogonales [AdF26℄-[Dub91℄-[FGS03℄-[Koo75℄-[Owe98℄-[Pro57℄-[Xu01℄. De telles fontions de
base exigent en général moins de degrés de liberté que les fontions de base de Lagrange et
peuvent augmenter la préision de la méthode numérique. Il est aussi important de savoir om-
ment hoisir des fontions de base dont les zéros peuvent servir à mettre au point des formules
de quadrature adaptatives. Ces formules de quadrature sont essentielles dans le ontexte d'une
méthode de disrétisation hp-adaptative.
Conernant les persepetives à ourt terme, les points suivants méritent d'être étudiés:
 pour améliorer l'ordre de onvergene dans le as de milieux hétérogènes, on pourrait herher à
exploiter des tehniques de régularisation [TE03℄. Ces tehniques ont été utilisées pour les méthodes
DFDT [And01℄-[Kas04℄ et on peut s'attendre à atteindre l'ordre deux pour les méthodes GDDT
proposées dans ette étude.
 Toujours pour les aluls en milieux hétérogènes, on pourrait essayer de onstruire un shéma
entré dans les ellules loin d'une interfae diélétrique et un shéma déentré au voisinage de
ette interfae.
 L'introdution des onditions absorbantes d'ordre deux ou plus permettrait d'améliorer la préision
et l'ordre de onvergene de la méthode GDDT-Ppi .
 Enn, il serait intéressant de ombiner la méthode GDDT-Ppc:Ppf proposée ii au shéma d'intégra-
tion en temps hybride expliite/impliite initialement proposé dans [Pip06℄. On pourrait notamment
adopter un shéma d'intégration en temps impliite aux éléments de la zone ranée du maillage
où est appliquée le degré d'interpolation pf .
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A.1 Inégalité généralisée
[1℄. On dit qu'un ensemble C est un ne, si pour tout x ∈ C et θ ≥ 0 on a θx ∈ C.
[2℄. Un ensemble C est un ne onvexe si 'est un ne et s'il est onvexe, i.e. ∀ x1, x2 ∈ C et
θ1, θ2 ≥ 0, on a θ1x1 + θ2x2 ∈ C.
[3℄. Un ne K ⊆ Rn est appelé un ne propre s'il satisfait les onditions suivantes:
• K est onvexe,
• K est fermé,
• K est solide, i.e. l'intérieur de K est non vide,
• K est pointu, i.e. x ∈ K, −x ∈ K ⇒ x = 0.
Un ne propre K peut être utilisé pour dénir une inégalité généralisée, laquelle est une relation d'ordre
partielle de R
n
qui possède plusieurs propriétés de la relation d'ordre dénie dans R. On assoie au ne
propre K la relation d'ordre partielle dénie par:
x K y ⇐⇒ y − x ∈ K. (A.1)
On dénit également la relation d'ordre partielle strite par:
x ≺K y ⇐⇒ y − x ∈ intK (i.e. l'intérieur de K). (A.2)
Dans la suite, on note par K et ≺K les inégalités généralisées respetivement non strite et strite,
assoiées au ne K. Si K = R+, alors les relations d'ordre partiel K et ≺ sont respetivement
équivalentes aux relations d'ordre usuel ≤ et < dénies sur R. On note par:
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• Sn l'ensemble des matries arrées symétriques d'ordre n:
Sn = {X ∈ Rn×n | X = tX},
• Sn+ l'ensemble des matries arrées symétriques positives d'ordre n:
Sn+ = {X ∈ Sn | X  0},
• Sn++ l'ensemble des matries arrées symétriques dénies positives d'ordre n:
Sn++ = {X ∈ Sn | X ≻ 0}.
Les deux propriétés suivantes sont immédiates (voir [BV04℄-[Nem05℄):
• Sn+ est ne propre de Sn,
• Sn+ =
⋂
z 6=0
{X ∈ Sn | tzXz ≥ 0}.
La première propriété signie que l'on peut assoier à Sn+ une inégalité généralisée  ou ≺, i.e. une
inégalité entre deux matries dans Sn. Don, d'après Eq. (A.1) on a, X Sn
+
Y ⇐⇒ Y −X est positive,
et en utilisant Eq. (A.2), on a X ≺Sn
+
Y ⇐⇒ Y −X est dénie positive. La deuxième propriété signie
que X Sn
+
Y ⇐⇒ ∀z, zTXz ≤ zTY z. Pour simplier l'ériture, on élimine l'indie de Sn
+
et ≺Sn
+
.
Pour des matries symétriques on utilise simplement X  Y ou X ≺ Y , étant entendu que l'inégalité
généralisée est assoiée au ne propre Sn+.
Un ritère pour omparer deux matries est alors le suivant: soient X et Y deux matries symétriques
d'ordre n ave Y dénie positive. On note par P la matrie telle que P = Y −1/2XY −1/2. On onsidère
le problème d'optimisation suivant: trouver une onstante δ ∈ R+ telle que X  δY .
Ce problème admet une solution optimale δopt qui est le rayon spetral de la matrie P .
A.2 Problème d'optimisation
Dans la suite, on utilise les mêmes notations que elles de la Se. 2.1.2 du Chapitre 2. On onsidère
le problème suivant: existe-t-il deux onstantes δ1 et δ2 qui vérient,
∀X ∈ Vet{ϕij , 1 ≤ j ≤ di}, ‖∂X
∂x
‖2τi ≤ δ1‖X‖2τi et ‖X‖2sik ≤ δ2‖X‖2τi . (A.3)
La réponse est positive pour tout hoix de fontions de base ϕij .
Preuve. Le problème, Eq. (A.3), est équivalent au problème d'optimisation suivant: trouver deux
onstantes positives δ1 et δ2 telles que,
A1  δ1B et A2  δ2B, (A.4)
où les matries A1,A2 sont symétriques et B est symétrique dénie positive. Ces matries sont dénies
par:
(A1)jj′ =
∫
τi
∂ϕij
∂x
∂ϕij′
∂x
, (A2)jj′ =
∫
sik
ϕijϕij′ et (B)jj′ =
∫
τi
ϕijϕij′ . (A.5)
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D'après le ritère de la setion préédente, le problème dénie dans Eq. (A.4) admet une solution optimale
(δ1; δ2) qui est aussi une solution du problème (A.3). δ1 et δ2 sont les rayons spetraux des matries
B−1/2A1B
−1/2
et B−1/2A2B
−1/2
respetivement.
On peut vérier aussi que les valeurs des onstantes δ1 et δ2 augmentent ave la taille (di) des matries
A1,A2 et B.
A.3 Formulation du shéma GDDT-Ppi
On préise dans ette setion l'ériture du shéma GDDT-Ppi étudié dans la Se. 2.1. Pour simplier,
on détaille seulement la formulation de la première équation du système (2.1). On multiplie la première
équation de (2.1) par la fontion de base loale ϕij , puis on intègre sur haque triangle τi:
µ
∂Hz
∂t
+
∂Ey
∂x
− ∂Ex
∂y
= 0
⇒
∫
τi
µ
∂Hz
∂t
ϕij +
∫
τi
∂Ey
∂x
ϕij −
∫
τi
∂Ex
∂y
ϕij = 0.
Après intégration par parties, on obtient:
µi
∫
τi
∂Hz
∂t
ϕij −
∫
τi
Ey
∂ϕij
∂x
+
∫
τi
Ex
∂ϕij
∂y
+
∫
∂τi
Eyϕij n˜ikx −
∫
∂τi
Exϕij n˜iky = 0.
Utilisons les équations (2.5) et (2.6) pour en déduire:
µi
di∑
l=1
(∫
τi
ϕijϕil
)∂Hzil
∂t
−
di∑
l=1
(∫
τi
∂ϕij
∂x
ϕil
)
Eyil +
di∑
l=1
(∫
τi
∂ϕij
∂y
ϕil
)
Exil
+
∑
k∈Vi
∫
sik
(Eyi + Eyk
2
)
ϕij n˜ikx −
∑
k∈Vi
∫
sik
(Exi + Exk
2
)
ϕij n˜iky = 0.
Une intégration par parties onduit à:
µi
di∑
l=1
(∫
τi
ϕijϕil
)∂Hzil
∂t
− 1
2
di∑
l=1
(∫
τi
(
∂ϕij
∂x
ϕil − ϕij ∂ϕil
∂x
)
)
Eyil
+
1
2
di∑
l=1
(∫
τi
(
∂ϕij
∂y
ϕil − ϕij ∂ϕil
∂y
)
)
Exil
+
1
2
∑
k∈Vi
[
di∑
l=1
( ∫
sik
ϕijϕkln˜ikx
)
Eykl −
di∑
l=1
( ∫
sik
ϕijϕkln˜iky
)
Exkl
]
= 0,
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qui donne:
µiMi
∂Hzi
∂t
−KxiEyi + KyiExi +
∑
k∈Vi
(Fxik − Fyik) = 0.
Les matries Mi, K
x
i et K
y
i sont dénies par (2.11) et les veteurs Fxik et Fyik sont dénies par (2.13).
A.4 Etude de quelques exemples
Exemple 1: le but de et exemple est d'élairir les deux premiers points de la Remarque 2.4. On
utilise les mêmes notations que elles du Lemme 2.2. On onsidère un triangle τi déni par les sommets
s1(2, 3), s2(3, 3) et s3(3, 1). Les fontions de base P1 de τi sont:
ϕi1 = 3− x
ϕi2 = (2x+ y − 7)/2
ϕi3 = (3− y)/2
Les faes de τi et de son voisin τk sont dénies respetivement par ai = [s2, s3] et ak = [(3, 1.5), (3, 2.5)].
L'interfae entre τi et τk est telle que sik = ai ∩ ak, par suite ℓ1 = 2 et ℓ2 = 1. On trouve alors que
βik = βki = 3 e qui justie le premier point de la Remarque 2.4.
On onsidère maintenant un ranement de taux 8 de la fae ai. Les faes ak pour k ∈ Vi sont dénies
dans la Tab. A.1, on a ∀i,∀k ∈ Vi, ℓ1 = 8 et ℓ2 = 1. On reense dans la Tab. A.1 les valeurs de βik et
βki. Bien que toutes les interfaes sik soient égales, on remarque que les valeurs de βik sont déterminées
par la position du voisin τk de τi. Don le deuxième point de la Remarque 2.4 est justié.
Tab. A.1  Valeurs de βik et βki suivant la fae ak de τk.
Ranement de taux 8.
ak βik βki
[(3,1.0), (3,1.25)℄ 7.613 3.0
[(3,1.25), (3,1.5)℄ 5.357 3.0
[(3,1.5), (3,1.75)℄ 3.851 3.0
[(3,1.75), (3,2.0)℄ 3.095 3.0
[(3,2.0), (3,2.25)℄ 3.095 3.0
[(3,2.25), (3,2.5)℄ 3.851 3.0
[(3,2.5), (3,2.75)℄ 5.357 3.0
[(3,2.75), (3,3.0)℄ 7.613 3.0
Exemple 2: on préise dans et exemple le alul de la valeur maximale des onstantes βik et βki
dans le as d'un maillage non-onforme. Supposons que nous sommes dans la situation de la Fig. A.1. Les
voisins du triangle τi1 sont τk1 et τk2. Le voisin des triangles τi2, τi3 et τi4 est τk3. On note les interfaes
non-onformes par a1 = τi1 ∩ τk1, a2 = τi1 ∩ τk2, a3 = τi2 ∩ τk3, a4 = τi3 ∩ τk3 et a5 = τi4 ∩ τk3. On
donne dans la Tab. A.2 les valeurs de ℓ1 et ℓ2 pour toutes les interfaes non-onformes. Les maxima de
tous les ℓ1 et ℓ2 sont ℓ
max
1 = 2.7 et ℓ
max
2 = 4.0 qui orrespondent respetivement aux interfaes a1 et
a3. On a Lmax = max(ℓmax1 , ℓmax2 ) = ℓmax2 . Appliquons le Lemme 2.2: on alule seulement la valeur de
βki qui orrespond à l'interfae a3 qui est le maximum de toutes les valeurs de βik et βki.
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Fig. A.1  Exemple d'un maillage non-onforme.
Tab. A.2  Valeurs de ℓ1 et ℓ2 pour toutes les interfaes.
interfae ℓ1 ℓ2
a1 2.7 1.0
a2 1.6 1.0
a3 1.0 4.0
a4 1.0 2.4
a5 1.0 3.0
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Méthodes de type Galerkin disontinu d'ordre élevé
pour la résolution numérique des équations de Maxwell instationnaires
sur des maillages simplexes non-onformes
Résumé: Ce travail porte sur le développement d'une méthode Galerkin disontinue (GDDT) d'ordre élevé
pour la résolution numérique des équations de Maxwell instationnaires sur des maillages simplexes non-onformes.
On présente tout d'abord une méthode GDDT reposant sur des fontions de base nodales pour approher le
hamp életromagnétique dans un simplexe, un shéma entré pour évaluer les ux numériques aux interfaes
entre ellules voisines et un shéma saute-mouton du seond ordre pour l'intégration temporelle. De plus, ette
méthode autorise l'utilisation de maillages non-onformes présentant un nombre arbitraire de n÷uds ottants.
La méthode résultante est non-dissipative, stable sous une ondition de type CFL, onserve un équivalent disret
de l'énergie életromagnétique, et très peu dispersive. An de diminuer le oût de alul de ette méthode,
on propose une méthode GDDT de type hp, qui ombine h-ranement et p-enrihissement loaux tout en
préservant la stabilité. On réalise ensuite une étude numérique détaillée des méthodes GDDT sur la base d'une
série de problèmes de propagation d'ondes en milieux homogène et hétérogène. En partiulier, on eetue une
omparaison des méthodes Galerkin disontinues onformes et non-onformes en termes de préision, onvergene
et oûts de alul. An d'améliorer la préision et la vitesse de onvergene des méthodes GDDT préédentes, on
étudie une famille de shémas saute-mouton d'ordre arbitrairement élevé. Ces shémas temporels nous assurent
sur tout maillage la onservation d'un équivalent disret de l'énergie életromagnétique ainsi que la stabilité des
méthodes GDDT résultantes sous une ondition de type CFL. On réalise aussi une étude de onvergene hp a
priori ainsi qu'une étude de onvergene de l'erreur sur la divergene. Des expérienes numériques montrent que
pour un maillage donné, le shéma saute-mouton du quatrième ordre est moins oûteux en temps de alul et
plus préis que le shéma saute-mouton du seond ordre, en dépit d'une omplexité arithmétique arue. De plus,
on obtient une onvergene exponentielle ave le shéma saute-mouton du quatrième ordre.
Mots lefs : életromagnétisme - équations de Maxwell - méthode Galerkin disontinue - méthode de type hp
- maillage non-onforme - maillage loalement rané - stabilité - onvergene - préision d'ordre élevé.
High-order disontinuous Galerkin methods for solving
the time-domain Maxwell equations on non-onforming simpliial meshes
Abstrat: This work is onerned with the development of a high-order disontinuous Galerkin time-domain
(DGTD) method for solving Maxwell's equations on non-onforming simpliial meshes. First, we present a DGTD
method based on high-order nodal basis funtions for the approximation of the eletromagneti eld within a
simplex, a entered sheme for the alulation of the numerial ux at an interfae between neighboring elements,
and a seond-order leap-frog time integration sheme. Moreover, the mesh is rened loally in a non-onforming
way resulting in arbitrary level hanging nodes. The resulting method is non-dissipative, stable under some CFL-like
ondition, onserves a disrete version of the eletromagneti energy, and does not introdue muh dispersion
error. To redue the omputational osts of the method, we propose a hp-like DGTD method whih ombines
loal h-renement and p-enrihment. Then, we report on a detailed numerial evaluation of the DGTD methods
using several propagation problems in homogeneous and heterogeneous media. In partiular, we ompare the
onforming and non-onforming DGTD methods in terms of auray, onvergene and omputational osts. In
order to improve the auray and rate of onvergene of the DGTD methods previously studied, we study a family
of high-order expliit leap-frog time shemes. These time shemes ensure the onservation of the eletromagneti
energy as well as the stability under some CFL-like ondition. We also establish rigorously the onvergene
of the semi-disrete approximation to Maxwell's equations and we provide bounds on the global divergene
error. Numerial experiments show that for a given mesh resolution, the fourth-order leap-frog sheme is more
aurate and requires less CPU time than the seond-order sheme, despite an inreased omputational overhead.
Furthermore, we obtain a spetral onvergene with the fourth-order leap-frog sheme.
Key words : eletromagnetism - Maxwell's equations - disontinuous Galerkin method - hp-like method -
non-onforming mesh - loally rened mesh - stability - onvergene - high-order auray.
