We investigate price duration based variance estimators that have long been ignored in the literature. We show i) how price duration based estimators can be used for the estimation and forecasting of the integrated variance of an underlying semi-martingale price process and ii) how they are affected by a) important market microstructure noise components such as the bid/ask spread, irregularly spaced observations in discrete time and discrete price levels, as well as b) price jumps. We develop i) a simple-to-construct non-parametric estimator and ii) a parametric price duration estimator using autoregressive conditional duration specifications. We provide guidance how these estimators can best be implemented in practice by optimally selecting a threshold parameter that defines a price duration event. We provide forecasting evidence that price duration estimators extract relevant information from high-frequency data better and produce more accurate forecasts than competing realized volatility and option-implied variance estimators, when considered in isolation or as part of a forecasting combination setting.
Introduction
Precise volatility estimates are indispensable for many applications in finance. We focus on price duration based variance estimators, that in contrast to GARCH, realized volatility (RV ) type and option-implied variance estimators have received very little attention in the literature so far. We show how price duration based estimators can be used to estimate and forecast the integrated variation (IV ) of an underlying semi-martingale process. We investigate how market microstructure noise effects, such as the bid/ask spread, irregularly spaced price observations and price discreteness, and also price jumps, affect, individually and jointly, price duration based integrated variance estimators in terms of bias and efficiency.
Within the class of price duration variance estimators we develop i) a simple-to-construct non-parametric estimator and ii) a parametric price duration estimator on the basis of dynamic autoregressive conditional duration (ACD) specifications. We show how these estimators can be robustified against market microstructure noise (MMS) influences by optimally choosing the threshold parameter that determines the size of the price change which defines a price duration event. Within a forecasting setup we provide evidence that price duration variance estimators extract relevant information from (high-frequency) data better, and produce more accurate variance forecasts, than competing RV -type and optionimplied variance estimators, when considered either in isolation or as part of a forecasting combination.
Over the last decade RV -type quadratic variation estimators 1 following Andersen, Bollerslev, Diebold, and Ebens (2001) and Barndorff-Nielsen and Shephard (2002) have become the standard tool for the construction of daily variance estimators by exploiting intra-day high-frequency data. In the presence of MMS noise three main approaches for the estimation of the integrated variance exist. The sub-sampling method of Zhang, Mykland, and Ait-Sahalia (2005) and Ait-Sahalia, Mykland, and Zhang (2011) combines RV estimators computed on different return sampling frequencies and gives rise to the two-scale and multi-scale realized variance estimators. The Least Squares based IV estimation framework of Nolte and Voev (2012) is related to this and allows for the joint estimation of IV and the moments of market noise. Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) develop the class of realized kernel estimators and Podolskij and Vetter (2009) and Jacod, Li, Mykland, Podolskij, and Vetter (2009) introduce the pre-averaging based IV estimators.
Essentially RV -type variance estimators are based on the idea of aggregating, over a daily horizon, say, squared (log-) price changes computed on fixed intra-day intervals, say of 2 minutes. Hence they impose structure on the time-dimension, but keep the outcomes in the price domain flexible. Price duration based variance estimators are based on the opposite consideration: here structure is imposed on the price domain by fixing the price change size, but allowing the time to generate such price changes (price durations) to vary. From an information point of view, price durations condition on the complete history of the price process after a previous price event, while RV -type estimators can be and actually are constructed from a sparser information set that only requires knowledge of the prices at the start and end of an interval. It is precisely this potential information advantage that makes price duration based variance estimators attractive and it is surprising that over the last two decades only a handful of studies analysed them in any depth. A notable but neglected working paper by Andersen, Dobrev, and Schaumburg (2008) provides analytic results for diffusion processes which shows that duration estimators are much more efficient than RV estimators. A further attractive feature of price duration based variance estimation is that in its parametric form, i.e. with a parametric form assumption for the dynamic price duration process, not only an integrated variance estimator but also a local (intra-day, spot) variance estimator can be obtained.
After Cho and Frees (1988) the next reference introducing price duration variance estimators is Engle and Russell (1998) , which includes ACD specifications. Gerhard and Hautsch (2002) and more recently Tse and Yang (2012) also develop price duration based variance estimators using ACD specifications to govern the price duration dynamics. All three ACD studies start from a point process concept to construct volatility estimators, but do not relate the estimators to a desirable underlying theoretical concept such as the integrated variation of a Brownian semi-martingale process. These studies also provide little guidance on the practical task of selecting a good price change threshold when MMS noise effects are present, which is important for implementation. Our study fills these gaps.
The derivation of duration based volatility estimators in this paper is initially done in a pure diffusion setting. Following Engle and Russell (1998) and Tse and Yang (2012) , we approximate the integrated variance of the diffusion process by that of a step process, whose conditional instantaneous variance can be related to the conditional intensity function of the price duration. The integral of the instantaneous variance of this step process provides an estimate of IV and the estimation error goes to zero as the threshold size approaches zero. We then consider the effect that transaction prices are either bid or ask prices and rely on Monte Carlo evidence to analyse the joint influence of bid/ask spreads, irregularly spaced discrete trading times and discrete price levels, as well as price jumps, upon our duration based integrated variance estimators. We find, on the basis of both simulations and empirical evidence, that the existence of bid and ask prices biases the duration based variance estimates upwards while discrete time transactions yield downward biases. Both effects diminish for a large enough and increasing price change threshold parameter. Other sources of biases are end of day effects, discrete prices and potential jumps. Their magni-tudes are quantified either theoretically or through Monte Carlo evidence. It is noteworthy that price duration variance estimators possess by construction some robustness regarding large price jump events.
To compare the accuracy and the information content of price duration based estimators with estimators from RV and also option-implied classes, we conduct a comprehensive forecasting study. We perform both individual and combination forecasts, on 20 DJIA stocks over 11 years from 2002 to 2012, over three horizons, one day, one week, and one month. We find that the duration based class of variance estimators generally perform better than RV type and option-implied estimators. The parametric price duration estimators, in isolation, yield more accurate forecasts than their non-parametric counterparts and all other estimators (RV and option-implied type) over all three horizons. However, no individual estimator alone seems to subsume all relevant information and combining forecasts from the three considered classes of estimators significantly improves the forecast accuracy. Our findings confirm the theoretical prediction of Andersen, Dobrev, and Schaumburg (2008) that duration based variance estimators contain more relevant information than RV -type estimators. Our results also contribute to the debate in the volatility forecasting literature about the accuracy of high-frequency estimators relative to option-implied estimators. While Blair, Poon, and Taylor (2001) , Jiang and Tian (2005) , Giot and Laurent (2007) , and Busch, Christensen, and Nielsen (2011) find that option-implied estimators provide the most accurate volatility forecasts for stock indices, the opposite conclusion, favouring high-frequency estimators is supported in Bali and Weinbaum (2007) , Becker, Clements, and White (2007) and Martin, Reidy, and Wright (2009) . Our univariate forecasts provide clear evidence that high-frequency estimators (of which duration based estimators are best) are more accurate than option-implied alternatives for our sample period and our sample of 20 DJIA stocks.
The rest of the paper is organized in the following way: Section 2 lays out the theoretical foundations for the duration based integrated variance estimators and includes a theoretical discussion on market microstructure noise components. Section 3 describes the high-frequency data used subsequently and provides descriptive results that motivate the simulation study. Section 4 contains the simulation study that predominately focuses on assessing the effects of market microstructure noise components on our duration based integrated variance estimators and provides guidance on the choice of a preferred price change threshold value. Section 5 contains the empirical analysis of our estimators including a discussion on the construction of the parametric duration based integrated variance estimators and empirical evidence on the choice of a preferred price change threshold value. Section 6 contains the forecasting study and Section 7 concludes.
Theoretical Foundations
In Section 2.1 we provide the theoretical foundations for parametric and non-parametric duration based integrated variance estimators in a pure diffusion setting in the absence of MMS noise. Section 2.2 provides theoretical results for duration based integrated variance estimators in the presence of bid and ask transaction prices and price jumps. The analysis of further market microstructure noise components and their interplay is deferred to the simulation study in Section 4.
Duration based integrated variance estimators: pure diffusion setting
Initially we assume that the efficient log-price, X t , follows a pure diffusion process with no drift, represented by
For each trading day and a selected threshold δ, a set of event times {t d , d = 0, 1, ...} is defined in terms of absolute cumulative price changes exceeding δ, by t 0 = 0 and
Let 
Following Engle and Russell (1998) and Tse and Yang (2012) , duration based variance estimators rely on a relationship between the conditional intensity function and the conditional instantaneous variance of a step process. The step process {X t , t ≥ 0} is defined bỹ
As ∆ approaches zero we may ignore the possibility of two or more events between times t and t + ∆, so that the only possible outcomes forX t+∆ −X t can be assumed to be 0, δ and −δ. The probability of a non-zero outcome is determined by λ(x|G d−1 ) and consequently σ
The integral of σ
over a fixed time interval provides an approximation to the integral of σ 2 X,t over the same time interval, and the approximation error disappears as δ → 0. Let there be N price duration times during a day, then the general duration based estimator of integrated variance, IV , is given by
The above estimator ignores price variation between the last price event of the day at time t N and the end of the day, t eod , which is expected to be of minor importance when δ is relatively small. A natural bias corrected general duration based integrated variance estimator is therefore
In practice, we do not know the true intensity function. We must therefore either estimate the functions λ(.|.) or we can replace the integrals in (5) by their expectations. As these expectations are always one, the non-parametric, duration based variance estimator, N P DV , is simply
This equals the quadratic variation of the approximating step process over a single day, which we may hope is a good estimate of the quadratic variation of the diffusion process over the same time interval. An equation like (7), for the special case of constant volatility, can be found in the early investigation of duration based methods by Cho and Frees (1988) . Relying on this setup and for N large it is immediately clear that the downward bias introduced by ignoring end of day effects is equal to 0.5δ 2 , as in expectation we omit (counting) half an event at the end of the day. The bias corrected non-parametric estimator is therefore given by
A parametric implementation of (5) requires selection of appropriate hazard functions λ(.|.). As first suggested by Engle and Russell (1998), we assume the durations
and that scaled durations are independent variables. More precisely,
and the scaled durations ε d are i.i.d., positive random variables which are stochastically independent of the expected durations ψ d . Autoregressive specifications for ψ d are standard choices, such as the autoregressive con-ditional duration (ACD) model of Engle and Russell (1998) , the logarithmic ACD model of Bauwens and Giot (2000) , the augmented ACD model of Fernandes and Grammig (2006) and others reviewed by Pacurar (2008) . These specifications do not accommodate the long-range dependence present in our durations data. As a practical alternative to the fractionally integrated ACD model of Jasiak (1999) , we develop the heterogenous autoregressive conditional duration (HACD) model in the spirit of the HAR model for volatility introduced by Corsi (2009). Short, medium and long range effects are arbitrarily associated with 1, 5 and 20 durations, and our HACD specification is then
A flexible shape for the hazard function can be obtained by assuming the scaled durations have a Burr distribution, as in Grammig and Maurer (2000) and Bauwens, Giot, Grammig, and Veredas (2004) . The general Burr density and cumulative density functions, as parameterised by Lancaster (1997) and Hautsch (2004) , are given by
and
with three positive parameters (ξ, η, γ). The Weibull special case is obtained when η → 0 and its special case of an exponential distribution is given by also requiring γ = 1. The mean µ of the general Burr distribution is
with B(., .) denoting the Beta function. For each scaled duration the mean is 1 so that ξ is replaced by 1/c(η, γ). c(η, γ) . From (5) our parametric, duration based variance estimator, P DV , is therefore
When we implement (14), we take account of the intraday pattern in the durations data. The duration x d−1 in (10) is replaced by the scaled quantity x The theoretical framework above is for the logarithms of prices. It is much easier to set the threshold to be a dollar quantity related to the magnitude of the bid/ask spread. We then replace the log-price X t in (2) by the price P t = exp(X t ). As a small change δ in the price is equivalent to a change δ/P t in the log-price, we redefine the estimators (including end of day bias correction) to be
While the non-parametric estimator can easily be constructed with a reasonable number of events N , for example during a day, the additional parametric form assumption of the parametric estimator also guarantees a volatility estimator for small N and yields for example a local (intraday) volatility estimator for the case when N = 1.
Market microstructure noise
We first consider how the bid/ask spread, which is arguably the most important market microstructure noise component for transaction price datasets, affects our duration based volatility estimators. In particular, assume that at general times t we observe a noisy price
where ς denotes the size of the bid/ask spread. X t is the unobserved true price and 1 t is an indicator variable which equals 1 when Y t represents an ask price and -1 when Y t represents a bid price. We assume that ς is constant throughout the day and that Y t takes prices on the bid or the ask side with equal probability 0.5. A price event occurs when
and can be triggered by either the unobserved efficient price change component (
. The bid/ask spread component can take on three values, -1, 0 and 1, which together with an upward (downward) move of the diffusion component constitutes three possible scenarios: 1) A value of 0 corresponds to the case when both the first price and the last price of the price duration lie on the same side of the limit order book, i.e. bid-bid or ask-ask. In both cases the diffusion component alone has to change by δ to trigger a price event which is equivalent to the case in which we observe no noise.
2) A value of 1 (-1), i.e. bid-ask (ask-bid), together with an upward (downward) moving diffusion component implies that the diffusion component only has to increase (decrease) by δ − ς (assuming δ > ς) 2 to trigger a price event, which is on average less than in the no noise case (when δ → 0). Hence, we observe more of these price events within a day than in the no noise case which contributes to an upward biased variance estimator.
3) A value of -1 (1), i.e. ask-bid (bid-ask), together with an upward (downward) moving diffusion component implies that the diffusion component now has to increase (decrease) by δ + ς to trigger a price event, which is on average more than in the no noise case. Hence, we observe less of these price events within a day, than in the no noise case which contributes to a downward biased variance estimator.
Scenario 2) is more likely to occur than scenario 3) and hence the bid/ask spread component creates on balance a positively biased duration based volatility estimator. For an explanation let us consider only the upward move case: For a given δ it is more likely that a price duration is closed with an ask price (scenario 2) than a bid price (scenario 3), as once the efficient price has entered into the ς/2 distance window below the δ threshold any transaction price on the ask side (but not the bid side) will immediately trigger a price event, while triggering the event by a bid price would require the efficient price to pass the corresponding ς/2 distance window above the δ threshold.
A larger spread level ς will lead to a wider ς window around the δ price change threshold and hence further increase the positive bias, while the selection of a large enough threshold δ for a given spread level will reduce the bias.
Note that the explanation above makes the implicit assumption that bid and ask transaction prices can occur anywhere within the ς window, which is guaranteed not only under the assumption of bid and ask prices being observed in continuous time, but also under the assumption of irregularly spaced observed bid and ask transaction prices. In the case of irregularly spaced observed transaction prices a further time discretization noise component needs to be addressed. We delegate this consideration to the simulation study in Section 4.
Let us further consider jumps with a jump size of κ and consider the case when a jump occurs
As we expect κ δ, a price jump would most likely trigger an immediate price event. Yet its impact on the integrated variance estimator is mitigated as κ would be truncated by δ. In addition, as the occurrence of large jumps are rare, we expect them to have very limited influence on the duration based variance estimator.
In the simulation study in Section 4, we further evaluate the performance of our duration based variance estimators under different market microstructure noise scenarios. To obtain some representative input parameters for this study we first carry out a descriptive analysis of our high-frequency data.
Data
In the empirical analysis we use 20 of the 30 stocks of the Dow Jones Industrial Average (DJIA) index. The tick-by-tick trades and quotes data spanning 11 years (2769 tading days) from January 2002 to December 2012 are obtained from the New York Stock Exchange (NYSE) TAQ database and are time-stamped to a second. The stocks selected have their primary listing at NYSE without interruption during the sample period.
3 The raw data is cleaned using the method of Barndorff-Nielsen, Hansen, Lunde, and Shephard (2009). For our analysis we merge the individual trades and quotes files using a refined Lee and Ready algorithm as outlined in Nolte (2008) to identify trades with corresponding bid and ask quotes, which yields associated buy and sell indicators as well as bid/ask spreads. The list of stocks and descriptive statistics for the whole sample period are presented in Table 1 . Table 1 shows means and medians for bid/ask spreads and inter-trade durations, as well as means for the price levels and volatilities for all stocks, sorted in the ascending order of their mean spread level in the first column. The mean values of bid/ask spreads range from 1.4 to 3.5 cents, and from 3.55 to 7.01 seconds for trade durations. The corresponding medians range from 1 to 2 cents, and 2 to 3 seconds, respectively, implying right-skewed distributions for both variables. Table 1 also presents means and medians for a simple measure of a jump frequency. A jump is recorded when the absolute value of a price change exceeds five times the average bid/ask spread for a given day. Both mean and median values indicate that there are about 1 to 2 of these jump events on average per day. We also observe that the average level of volatility across the whole sample period lies between 15% and 31%, while the average price level ranges from $25.59 to $108.00. We clearly observe that the average bid/ask spread is increasing with the average price level. In our empirical analysis we divide our stocks into 4 groups on the basis of their bid/ask spread levels and select 4 reference stocks: HD, MCD, AXP, and IBM.
To obtain an idea of the time variation of the key variables, we plot (log) bid/ask spread, (log) trade duration, and (log) annualized volatility calculated using Equation (15) for AXP from 2002 to 2012 in Figure 1 . We observe that periods of higher volatility coincide with periods of wider bid/ask spreads and lower trade durations. We observe very much the same pattern for all other stocks.
In Section 4, we carry out a comprehensive simulation study to analyze the properties of the duration based variance estimators. We will consider as benchmark the simulation scenario with 25% annualized volatility and 6 seconds average trade duration, which corre- Notes: This table presents descriptive statistics for the bid/ask spread (in USD), the time between consecutive transactions (in seconds), the number of large price jumps per day, the transaction price, and the annualized volatility. A "large jump" is recorded when the absolute value of a price change exceeds 5 times the average bid/ask spread of the day. "Volatility" is calculated using Equation (15) and then annualized.
spond roughly to the average volatility and trade duration levels in Table 1 . To assess the effect of bid/ask spread, we will consider scenarios with spread from 1 to 4 ticks. To assess the effect of time-discretization, we will consider scenarios with shorter trade durations of 3, 1 and 0.5 seconds. To assess the effect of jumps, we set the jump intensity to be 1 per day as a benchmark. We also examine the case where there are 100 small jumps per day for comparison. In both cases, the jump variance accounts for 20% of the total daily integrated variance.
Simulation study
We separate the MMS noise into time-discretization (∆), bid/ask spread (ς), and pricediscretization components. We investigate the separate and combined effects of the noise components as well as jumps on the non-parametric duration based volatility estimator, N P DV (or N P for convenience), in a Monte Carlo study with 10000 replications. Specifically, we assess the performance of the N P estimator under different levels of: 1) time- Bid/ask spread is the average spread in USD per day (logarithm) and trade duration is the average duration per day (in seconds, logarithm). The annualized volatility (logarithm) is calculated using Equation (15).
discretization, 2) bid/ask spread, 3) jump size and intensity. The performance of the duration based integrated variance estimator depends on the selection of a preferred threshold value. Following the discussion of the two main sources of noise, bid/ask spread and time-discretization, we will discuss in Section 4.3 the tradeoff between efficiency and bias in the context of choosing a preferred threshold value δ * .
Time-discretization
Let us consider a discrete-time setting with a fixed time period, e.g. a trading day, ∆ the discretization time interval and M equidistant intraday periods generated by (noisy) log-prices Y i∆ , i = 0, . . . , M , which consist of a discretized efficient price process X i∆ and a noise component process. Discretizing X t in Equation (1), yields a time-discretized diffusion component
Z t is a standard normally distributed random variable and σ X is the daily integrated volatility, which is assumed to be constant. In the finest time-discretized diffusion process, we set ∆ to be half a second and there are 46800 half-seconds in a 6.5-hour daily trading session, so i = 0, . . . , 46800. Upon this foundation process, we sample price points according to random Bernoulli distributions with probabilities 1/2, 1/6, and 1/12, resulting in three other time-discretized diffusion processes with average ∆ of 1, 3, and 6 seconds respectively. Ratios of the N P variance estimates over the true integrated variance are plotted in Figure  2 . We investigate how the average trade duration, ∆, and the threshold value, δ, affect the time-discretization noise, keeping the annualized 4 integrated volatility at 25% and no price variation outside trading sessions. Time-discretization decreases the number of events observed, due to the absence of price points that may have defined price events. As ∆ decreases, the number of price points increases and N approaches its true value (in the case when prices are observed continuously). Thus, given δ, a smaller ∆ leads to more accurate estimates of the integrated variance represented by the unit line in Figure 2 , while increasing δ for a given ∆ reduces the bias introduced by time-discretization.
Bid/ask spread and time-discretization
As shown in Section 2.2, introduction of a bid/ask spread and corresponding bid and ask transaction prices biases the duration based variance estimates upwards, and the bias increases with the size of the spread ς, and decreases with the threshold value δ when δ > ς. We now consider discrete time, with an average ∆ of 6 seconds, bid and ask transaction prices generated by Y t = X t + 0.51 t ς, with σ X corresponding to 25% annualized volatility. The transaction price takes either the bid or the ask side with probability 0.5 and the variables 1 t are i.i.d. Figure 3 shows ratios of the N P variance estimates over the true integrated variance. A deviation from the unit line indicates a bias. The hump-shaped curves occur as a result of the bid/ask spread component bias when the spread is relatively large. When δ < ς, one bid/ask bounce is enough to trigger a price event and N is inflated in comparison to the case when ς → 0 (dotted line). N does not decrease much as δ increases as long as δ < ς, causing the N P estimate, N δ 2 , to increase rapidly, until δ = ς. When δ further increases so δ > ς, the influence of bid/ask bounces is mitigated by the price changes from the efficient price component as a price event is now increasingly caused by the cumulative efficient price changes rather than by the bid/ask spread component. The bid/ask spread has the largest influence around the point where δ = ς.
As δ increases past ς, the N P estimates start to stabilize, since both the time-discretization and the bid/ask spread biases are reduced by larger threshold values of δ. We observe two scenarios: 1) for smaller bid/ask spread levels (here 1 and 2 ticks) the negative bias contribution of the time-discretization is partially off-set by the positive contribution of the bid/spread components and the curves in Figure 3 for these cases tend to the unit line from below; 2) for larger bid/ask spread levels (here 3 and 4 ticks) the negative bias contribution of the time-discretization is, as discussed above, clearly dominated by the positive contribution of the bid/ask spread component and the curves in Figure 3 for these cases tend after the initial hump to approach the unit line from above.
Bias versus efficiency: the preferred threshold value
In reality we have no influence on the size of the bid/ask spreads nor the length of the trade durations, yet we must choose a threshold level δ for the implementation of our estimators. From Sections 4.1 and 4.2 we know that the bias of the N P estimator decreases for a large enough threshold value, regardless of the bid/ask spread level. But, increasing the threshold level will inevitably result in a decreasing number of price events over the course of a day, rendering the N P estimates more dispersed and hence less efficient. Figure 4 shows this effect, as the standard deviation of the N P variance estimates is seen to increase over the range of δ from 0 to 15 ticks.
To illustrate this trade-off we present in Figure 5 mean squared error (MSE) statistics for the N P estimator over the range of δ from 5 to 15 ticks, for 2-tick and 3-tick bid/ask spread levels. These are on average realistic bid/ask spread levels as shown in Table 1 . For the 2-tick bid/ask spread case, the minimum MSE lies at δ * = 7 ticks, while for the 3-tick spread case, the minimum is given for δ * = 8 ticks. As these MSE minimum implying δ threshold value increase with the size of the bid/ask spread, we suggest for practical implementations to choose a preferred threshold δ * equal to 2.5 to 3.5 times the bid/ask spread. A threshold in the range of 3 to 6 times the bid-ask spread is recommended in Andersen, Dobrev, and Schaumburg (2008) for a different duration based estimator. Further guidance about the choice of δ * on the basis of bias-type curves, similar to those in Figure 3 , for real data is presented in Section 5.2. 
Price-discretization
In reality transaction prices are recorded as multiples of a minimum tick size, usually 1 cent. To account for this additional price-discretization component of market microstructure noise in our simulation study we now consider a setup in which, in addition to the above, bid and ask prices and consequently transaction prices are recorded discretely as multiples of 0.01 (one tick). First we obtain mid-quote prices by rounding the efficient price to the nearest 0.005 when ς/0.01 is an odd number and to the nearest 0.01 when ς/0.01 is an even number. The resulting ask and bid prices are then given by "mid-quote+ς/2" and "mid-quote−ς/2", respectively. As before, trades arrive on average every 6 seconds and transaction prices take either the bid or the ask price according to a Bernoulli distribution with equal probability. Figure 6 shows that price-discretization produces a ragged patterns within our curves. The general effects of bid/ask spreads and time-discretization are, however, unchanged and the estimates still tend to the unit line as δ increases beyond ς. 
Jumps
To investigate how potential jumps affect our duration based integrated variance estimators, we consider the simulation setup of Section 4.2 and allow for price jumps. The size of jumps is set to be normally distributed with mean zero and a total variance of 20% of the true daily integrated variance. Jumps are simulated to arrive according to a random Poisson distribution. The jump intensity determines the standard deviation of the jump size and we consider two potential scenarios: 1) one large jump on average and 2) 100 small jumps on average during a day.
As discussed in Section 2.2, due to a truncation at δ, rare large jumps are expected to have little influence on the duration based variance estimates and indeed in scenario 1) Figure 7 : 100 small jumps a day Notes: Ratio of the N P variance estimates over σ 2 X . The discretization interval is 6 seconds on average. There are on average 100 small jumps a day, with a total variance of 20% of the integrated variance. Bid/ask spreads from bottom to the top are 0 to 4 ticks. The discretization interval is 6 seconds on average. Thresholds δ are from 0 to 15 ticks. σ = 0.25 per year. P 0 = 50, tick size=0.01.
there is no visible impact 5 as N is large and an increase of one potential additional price event, triggered by an expected single large jump, results only in a tiny upward bias of the N P estimator in the order of 1/N . In scenario 2) the standard deviation of the jump size is 3.5 ticks. Here, on the contrary, we do observe in Figure 7 that small jumps increase the integrated variance estimates by around 16.3% in comparison to the no jump case. In this case estimates are inflated considerably as small jumps are mixed with the diffusion price changes and effectively increase the number of price events by a non-trivial amount. In reality we expect there to be less than one large jump per day, to which the duration based estimator in its current form is quite robust, and at most even only a small number of detectable smaller jumps per day. In fact many studies focussing on the detection of large jumps find on average less than a jump per week (c.f. Andersen, Bollerslev, and Dobrev (2007) ). Lee and Hannig (2010) investigate the occurrence of big and small jumps in stock indices and individual stocks and find roughly one big jump every 3rd day and 0.6 small jumps per day for individual stocks with even fewer jumps detected in stock indices. Nonetheless, if the number of jumps is known (or can be estimated) a bias correction for jumps can readily be obtained.
Empirical Analysis

Parametric duration based variance estimator
For the implementation of the parametric duration based variance estimator, P DV , we consider three distributional assumptions for ε d in equation (9): Exponential, Weibull, and Burr distributions. Price durations are obtained for a range of threshold values δ and are scaled each month, as described after equation (14), using a daily seasonality function obtained from a Nadaraya-Watson kernel regression. Maximum likelihood estimations (MLE) of the duration models represented by equations (9) and (10) under the three distributional assumptions are performed on a monthly basis. We perform Likelihood ratio (LR), Ljung-Box (LB), and Density forecast (DF) tests to assess the goodness-of-fit of the models. The LR test compares the overall model fit between two nested models on the basis of their likelihood values. The LB test has the null hypothesis of i.i.d. distributed ε d . The DF test of Diebold et al. (1998) tests the null hypothesis that the assumed distribution for ε d is actually the true distribution and relies on a probability integral transformation of ε d , namely the c.d.f. F (ε d ), which under the null is i.i.d. U (0, 1) distributed. Provided that the HACD specification in equation (10) accommodates long-range dependence of the price durations data appropriately, and the assumed distribution for ε d reflects the true distribution of the scaled duration, neither the LB nor the DF test should be rejected. Notes: The first 14 rows are the parameter estimates and robust standard errors in parentheses for the Burr-HACD model in equations (9) and (10). "LL" are the average loglikelihood values and the last two rows are the p-values for LB statistics (at 50 lags) and DF tests.
All tests are performed, for each of the 132 months from January 2002 to December 2012, over a selected range of δ threshold values (between 2 to up to 20 ticks) for four reference stocks: HD, MCD, AXP and IBM. In the interest of brevity, all tests results are relegated to the Appendix. The conclusion is unequivocal: the Burr-HACD model fits the price durations data best. As an illustration, Table 2 presents the parameter values for the Burr-HACD model for AXP in 2008, with δ equal to 12 ticks, together with LB and DF tests results. As expected, we observe that, although there is some variation over the months, generally price durations are very persistent with an average β 1 equal to 0.64 and an average α equal to 0.22. The parameters η and γ have values that are significantly different from 0 and 1, respectively, which shows that the Burr specification provides a better fit than the Weibull or Exponential ones. The LB tests' p-values at lag 50 for the generalized model residuals indicate that the null hypotheses can only be rejected in 2 out of 12 cases on a 5% significance level and shows that generally the HACD specification dynamics provides a very good fit. The density forecasting tests' p-values reveal that the null hypotheses can be rejected in 5 out of 12 cases and indicates that there is scope to further improve, especially through the choice of a more flexible density function for ε d , upon the Burr-HACD specification. The selection of more flexible densities than the Burr density usually comes with the cost of loosing some computational tractability and we refrain from considering them in this paper. Taken together, the fit provided by the Burr-ACD specification is very good and seems sensible, also in the light of Section 6 that focuses on out-of-sample forecasting comparisons.
The preferred threshold value
As discussed in Section 4.3, the selection of δ * needs to take into account the tradeoff between improving efficiency and reducing bias: a larger δ reduces bias while a smaller δ improves efficiency. In the simulation study we know the true value of the integrated variance, and their MSE statistics for sensible simulation setups suggest that a threshold value δ * should preferably be chosen to lie within the range of 2.5 to 3.5 times the bid/ask spread. In this section we provide a number of selective empirical results that support the conclusions of the simulation study and provide further guidance on how to select a preferred threshold δ * . The results presented in this section focus on the reference stock AXP.
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We start by considering N P variance estimates in October 2008, when volatility is peaked during the recent financial crisis. This month is governed by high uncertainty and average bid/ask spread levels of 4.6 ticks in this month are amongst the highest in our sample period. Figure 8 plots the N P variance estimates for the first 20 trading days of October 2008 for stock AXP, over the range of threshold values from 2 ticks to 15 ticks. We observe that, even during this high bid/ask spread level regime, duration based variance estimates first increase with the chosen threshold value and then stabilize, which is a stabilizing pattern that is similar to the one shown in Figure 3 for the simulation setting.
The results of the simulation study suggest that estimates are less biased once stabilization has been achieved and pinpointing the lower bound of this stabilizing region would provide a good trade-off between bias and efficiency and a good choice for the preferred threshold value δ * . To obtain a better picture of this stabilizing behavior, and its relationship to the level of the bid/ask spread in reality, we consider the full data sample for The average spreads of groups 1 to 6 for AXP are 1.4, 1.6, 1.8, 2.1, 2.9, and 4.1 ticks. One tick equals one cent.
AXP. We divide the 132 months into 6 groups based on their average spread levels and obtain for each group daily N P variance estimates (annualized) for δ between 2 and 15 ticks and show their averages across days in Figure 9 . The 6 groups represent in ascending average spread level order the lower 1/3, the middle 1/3 and the upper 1/3, subdivided into 4 ascending groups (1/12 each), of the data. Table 3 shows the distribution of the 6 groups across the 132 month in the data sample. It should be noted that many of the high bid/ask spread level months, besides the ones during the financial crises, are in the early years of the data sample when trading was less liquid, and consequently many of the low bid/ask spread level months are concentrated at the end of the data sample. Figure 9 shows the stabilizing behavior of the duration based variance estimates very clearly and upon visual inspection, we observe that the threshold value at the point where the estimates start to stabilize, δ * , is roughly three times the average bid/ask spread which is in line with the guidance obtained from the simulation study. We will use the "threetimes-bid/ask-spread" rule henceforth as guidance to select δ * for the computation of the P DV and N P estimators in the subsequent forecasting study. Table 18 in the Appendix presents goodness-of-fit results (LB and DF tests) of the Burr-HACD model for all 20 stocks, with the price durations obtained by setting the threshold value to be δ * . It confirms that, when the threshold value is set to be three times the average bid/ask-spread, the Burr-HACD fits the price durations data well.
Volatility forecasts evaluation
To assess the quality of our duration based variance estimators we conduct a comprehensive forecasting study. We compare our duration based variance estimators with variance estimators from two other important classes, RV -type and option-implied variance estimators. Our target volatility measures are the realized one-day, one-week, and one-month ahead 5-minute realized volatilities. From the class of duration based variance estimators we consider the P DV estimator based on the Burr-HACD specification discussed above, with parameters estimated monthly, variance estimates computed on the basis of previous month parameter values and δ * equal to the three times the bid/ask spread of the previous month to avoid any forward information bias. We also consider N P variance estimators with δ * equal to three times the bid/ask spread of the previous day, N P d , and δ * equal to three times the bid/ask spread of the previous month, N P m . From the class of RVtype variance estimators we consider a realised kernel, RK, a two-scale realized variance, T SRV , a bi-power realized variance, BV , and a sub-sampled 5 minute realized variance, RV , estimator.
7 From the class of option-implied variance estimators we consider an at-7 We choose the cubic kernel for the construction of the realized kernel estimator. For the estimation of the optimal bandwidth H * , we use 10 minutes sub-sampled RV to approximate the square-root of integrated quarticity and the 30 seconds sub-sampled RV to approximate the noise variance as suggested by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2009) . We set c * = 3.68 as stated in Table II by the-money implied volatility, AT M , a model free implied volatility (with delta-impliedvolatility-curves fitted using a quadratic specification), M F IV 2 , and a model free implied volatility (with delta-implied-volatility-curves fitted using a cubic specification), M F IV 3 , estimator. 8 In the interest of brevity, we present results only for the best performing estimators in the RV -type and option-implied classes 9 : RK and AT M . We find that the AT M option-implied volatility estimator gives more accurate forecasts of future volatility than both model free option-implied volatility estimators. This result is consistent with the finding of Martin, Reidy, and Wright (2009) showing that when three individual stocks are considered AT M estimators outperform model free estimators. For stock indices, as for example considered by Jiang and Tian (2005) , model free estimators are usually found to show superior forecasting performance. For stock indices, in contrast to individual stocks, there is normally a more liquid and larger set of index options available, which allows for a more accurate approximation of the delta-implied-volatility-curves necessary for the construction of model free estimators. In the analysis below all estimators are used in an annualized form.
Individual Forecast
We employ a HAR-type forecasting equation,
where Z n represents the day-n volatility estimate from one of the five estimators discussed above and RV n the day-n 5-minute realized volatility. Both Z n−h:n−1 and RV n:n+h are in their logarithm forms: Z n−h:n−1 = 0.5 log( Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) . The variance and auto-covariances are calculated using 1 minute returns, as suggested by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) . 8 The options data, which cover the same time period as the high-frequency trades and quotes data, are obtained from the OptionMetrics database. We directly employ the Black-Scholes implied volatility (IV ), including the at-the-money implied volatility, provided by OptionMetrics. We retain options with timeto-maturities between 7 and 42 calendar days, and with positive bid-quotes and positive bid-ask spreads. Nearest-to-maturity options are usually chosen, but if they provide less than four (five) IV 's for fitting the quadratic (cubic) curve, we switch to the second nearest-to-maturity day. For the construction of the model-free implied volatility estimator, we follow Taylor, Yadav, and Zhang (2010) and estimate the IV curve as a function of the Black-Scholes delta. We construct two versions of MFIV by fitting quadratic and cubic functions to the delta-IV curves. To prevent delta/IV points from clustering on one side of the curve, we require at least four (five) delta/IV observations a day, and at least one delta below 0.3, at least one above 0.7, and at least one between 0.3 and 0.7. In addition, we exclude extreme delta's larger than 0.99 or smaller than 0.01.
9 Results for the other estimators can be obtained from the authors upon request.
are constructed using a one day ahead rolling window. Figures 10, 11 , and 12 show root-mean-squared-errors, RMSE, of the forecasts from the five different estimators, for one day, one week, and one month horizons. The 20 firms on the x-axis are sorted in ascending order of their RMSEs obtained from the P DV estimator case. Over all three forecasting horizons P DV generally produces the lowest RMSEs. To assess whether two competing forecasts perform significantly differently we perform a modified Diebold-Mariano (DM) test, using a squared error loss function. The DM test tests the null hypothesis of equal predictive ability of two competing forecasts by assessing the significance of their average loss differentials. For the 5% significance level, results are presented in Table 4 . Each figure counts the number of significantly negative/positive loss differentials out of the 20 firms for the corresponding (estimators) pair in the first row. The figures in the "−" rows count the number of firms that favor the first estimator and the "+" rows favor the second estimator. The first three columns compare forecasts based on the three estimators from the duration based variance class. Over all three horizons P DV estimators lead to significantly more accurate forecasts than the two corresponding nonparametric duration based variance estimators. Note, that a N P estimator for a given day uses only information from this specific day, while the P DV estimator for a given day uses additionally also information from past price durations for example through the dynamic Burr-HACD specification. Hence, the P DV estimator is based on a richer information set whose exploitation yields more precise variance estimators and consequently more accurate forecasts. The information advantage of this richer information set (together with a careful Burr-HACD model selection) also seems to dominate any additional model estimation noise from estimating the Burr-HACD specification. Moreover, N P m performs better than N P d which could stem form a smoothing effect of N P m as it uses monthly average bid/ask spread levels to construct δ * while N P d relies on daily average bid/ask spread levels that are more volatile.
Columns 4-6 compare forecasts of duration based variance estimators with those from RKs. P DV leads to more precise forecasts than RK over all three horizons. The two nonparametric estimators perform better than RK over the one-day horizon, on par with RK over the one-week horizon, and are marginally better (winning by 1) over the one-month horizon.
Columns 7-9 compare forecasts of duration based variance estimators with those from AT M option-implied variance estimators. Also here, the duration based variance estimators generally produce more accurate forecasts than AT M over all three horizons.
The last column compares forecasts from AT M s with those from RKs. RK shows better performance than AT M over the one-day and one-week horizons but performs on par with AT M over the one-month horizon. AT M estimators perform better as the forecasting horizon extends to one month. The forecasting comparison between the AT M option-implied volatility estimators and the RV estimators constructed from historical high-frequency returns is well documented in the existing literature. For example, Blair, Poon, and Taylor (2001) , Pong, Shackleton, Taylor, and Xu (2004) , and Taylor, Yadav, and Zhang (2010) find that, when the forecast horizon matches the maturity of the corresponding options, which is usually chosen to be around one month, the option-implied volatility estimator shows a better forecasting performance than estimators constructed from historical return data. Martin, Reidy, and Wright (2009) and Busch, Christensen, and Nielsen (2011) compare noise-and jump-robust RV measures, including RK, T SRV , and BV with AT M and draw similar conclusions. Over the one-month horizon, we find that RK and AT M perform on par and hence we do not find AT M to be a superior predictor of the one-month ahead future volatility.
Overall, among individual volatility estimators, P DV gives the most accurate forecasts over all three horizons. The easy-to-construct non-parametric duration based variance estimators also outperform the established RK and AT M variance estimators in most cases. We conclude that the duration-variance estimators are capable to extract information for integrated variance estimation and forecasting better than RV -type and option-implied variance estimators.
Combination Forecasts
To address the question whether different integrated variance estimators extract different and potentially complementary information from historical data that when combined leads to improved forecasting accuracy, we perform a combination forecasting study, in which estimators from the three classes above are used within an encompassing forecasting setup:
We consider two combinations: firms on the x-axis are sorted in ascending order of their RMSEs obtained from the COM 1 estimator. Figures 13, 14, and 15 show that in general the combination forecasts are more accurate than any of the individual estimators based forecasts. Yet over longer horizons of one week/one month, P DV outperforms the combination forecasts in one/two cases. The corresponding DM tests are performed to assess whether these differences are significant on the 5% level. In Table 5 , the first 6 columns show that the combination forecasts are more accurate than any individual estimator based forecast. The last column compares the combination forecast using P DV with the one using N P m : over all three horizons and as established from the comparison above of the single estimators based forecasts, the P DV -based combination forecast is more accurate.
Taken together, combining information from different sources improves forecast accuracy, and the parametric duration based variance estimator seems to extract relevant information better than the nonparametric one.
Conclusions
Duration based variance estimators are calculated by using the times of price change events; an event occurs when the magnitude of the price change since the previous event first equals or exceeds some threshold value. These estimators have been neglected in previous research, despite their potentially superior efficiency compared with realized variance estimators. The potential for superior efficiency occurs because duration based estimators make use of the complete path of prices, while standard RV estimators discard almost all prices for liquid securities such as the DJIA stocks studied in this paper. Market microstructure noise obscures theoretical comparisons and, furthermore, requires careful consideration to be given to the selection of the threshold value.
We use both Monte Carlo methods and real price data to recommend that an appropriate choice of the threshold is three times a measure of the average bid/ask spread. For this choice, duration based estimators have relatively small bias and relatively high efficiency (i.e. low mean squared error). We propose both parametric and nonparametric duration based estimators and find that they both forecast future volatility more accurately than either RV -type estimators or implied-volatility estimators for three forecast horizons (one day, one week and one month), when the forecasts are out-of-sample predictions for heterogeneous autoregressive models. Diebold-Mariano tests show that many of the forecast improvements are significant at the 5% level; for example, comparing the parametric duration estimator with the realized kernel estimator gives 10 significant results for the 20 stocks studied at a one-day horizon, 10 significant for the one-week horizon and 5 significant for the one-month horizon, with all significant differences favouring the duration estimator.
Calculation of the nonparametric duration estimator from a complete record of transaction prices is a trivial task. The parametric estimator is more accurate but does require the estimation of a parametric model for price events, which requires specifying intensity functions for durations whose conditional expectations are functions of previous durations. We recommend considering duration based estimators of integrated variation whenever transaction prices are available because of their potential to provide more accurate estimates and forecasts.
A Appendix
For the choice of a suitable density function for the scaled price durations we first consider LR tests for the four reference stocks: HD, MCD, AXP and IBM. The results in Tables  6, 9 , 12 and 15 show that the Burr density is preferred over the Weibull and Exponential densities most of the time over a wide range of price change threshold values δ.
Corresponding LB test results for LB statistics with lags 30 and 50 are presented in Tables 7, 10, 13 and 16. For the majority of the months the null hypothesis of i.i.d. distributed generalized residuals cannot be rejected on the 1% and 5% significance levels, which indicates that the price duration dynamics are well captured by the HACD specification.
The associated density forecast (DF) test results in Tables 8, 11 , 14 and 17 show that the Burr density clearly outperforms the other two distributional assumptions, by giving the highest percentages of months in which the null is not rejected on either the 1% or 5% significance level. From the three densities considered the Burr density provides the best fit for the scaled price durations.
Overall, the test results for the four reference stocks indicate that the HACD-Burr combination fits the price duration data best.
Finally, we present in Table 18 the LB and DF tests results for all 20 stocks, when the price change threshold δ is selected using the "3-times-spread" rule. We observe that the HACD-Burr model fits the price durations data well. Exp. (9) and (10), and the last three rows LR test results presented as percentages of the months in which the null is rejected on the 5% significance level. The assumed density under the null is stated first in the 1st column. Notes: DF tests results for significance levels of 1% and 5% are presented. Each figure is the proportion of months in which the null that the assumed density is the true density is not rejected. Exp.
- (9) and (10), and the last three rows LR test results presented as percentages of the months in which the null is rejected on the 5% significance level. The assumed density under the null is stated first in the 1st column. Notes: DF tests results for significance levels of 1% and 5% are presented. Each figure is the proportion of months in which the null that the assumed density is the true density is not rejected. Exp. (9) and (10), and the last three rows LR test results presented as percentages of the months in which the null is rejected on the 5% significance level. The assumed density under the null is stated first in the 1st column. Notes: DF tests results for significance levels of 1% and 5% are presented. Each figure is the proportion of months in which the null that the assumed density is the true density is not rejected. Notes: The first three rows are the average LL values from the MLE of the model in equations (9) and (10), and the last three rows LR test results presented as percentages of the months in which the null is rejected on the 5% significance level. The assumed density under the null is stated first in the 1st column. Notes: DF tests results for significance levels of 1% and 5% are presented. Each figure is the proportion of months in which the null that the assumed density is the true density is not rejected. (9) and (10). The price durations are obtained with δ * using the "3-times-spread" rule. Each figure in the table is the proportion of months in which the null is not rejected.
