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1. Introduction
The attracting set and the invariant set of dynamical systems have been extensively studied over the past few decades
and various results are reported. For discrete systems, see Cheban and Mammana [1], Xu [2,3] and Xu et al. [4]. For
deterministic differential systemswith or without delays, see Bates et al. [5], Bernfeld et al. [6], Kolmanovskii and Nosov [7],
Lakshmikantham and Leela [8], Liao et al. [9], Siljak [10], Seifert [11], Sawano [12], Xu and Zhao [13] and Zhao [14]. For partial
differential systems, see Wang and Xu [15] and Xu et al. [16]. For impulsive systems, see Huang and Xia [17], Ignatyev [18]
andXu andYang [19]. For stochastic or random systems, see Arnold [20], Duan et al. [21], Lu and Schmalfuß [22],Mohammed
and Scheutzow [23], Mao [24], Wanner [25] and Yang [26].
However, the problem of determining the attracting set and the invariant set of nonlinear and nonautonomous impulsive
stochastic functional differential equations is more complicated and still open. Hence, techniques and methods for the
attracting set and the invariant set should be developed and explored. As is well known, one of the most popular ways
to analyze the stability property and asymptotic behavior is to construct a suitable Lyapunov functional for the system.
Unfortunately, construction of a suitable Lyapunov functional is usually not an easy task.
Motivated by the above discussions, the main aim of this paper is to study the attracting set and the invariant set
of nonlinear and nonautonomous impulsive stochastic functional differential equations. By establishing an L-operator
differential inequality and stochastic analysis technique, without resorting to any Lyapunov functional, the problem of
the attracting set and the invariant set of the nonlinear and nonautonomous impulsive stochastic functional differential
equations is discussed.
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2. Model and preliminaries
Throughout this paper, unless otherwise specified, we use the following notations. Let E denote the n-dimensional
unit matrix, | · | denote the Euclidean norm, N 1= {1, 2, . . . , n}, R+ = [0,∞). For A, B ∈ Rm×n or A, B ∈ Rn,
A ≥ B (A ≤ B, A > B, A < B) means that each pair of corresponding elements of A and B satisfies the inequality ‘‘≥
(≤, >,<)’’. Especially, A is called a nonnegative matrix if A ≥ 0, and z is called a positive vector if z > 0.
C[X, Y ] denotes the space of continuous mappings from the topological space X to the topological space Y . In particular,
let C 1= C[[−τ , 0],Rn] denote the family of all bounded continuous Rn-valued functions φ defined on [−τ , 0] with the
norm ‖φ‖ = sup−τ≤θ≤0 |φ(θ)|.
PC[J,Rn] =
{
ψ : J→ Rn
∣∣∣∣ψ(s) is continuous for all but at most countable points s ∈ Jand at these points s ∈ J, ψ(s+) and ψ(s−) exist and ψ(s) = ψ(s+)
}
,
where J ⊂ R is an interval, ψ(s+) and ψ(s−) denote the right-hand and left-hand limits of the function ψ(s) at time s,
respectively. Especially, let PC 1= PC[[−τ , 0],Rn].
For x ∈ Rn, ϕ ∈ C or ϕ ∈ PC , p > 0, we define
[x]+p = (|x1|p, . . . , |xn|p)T, [ϕ(t)]τ = ([ϕ1(t)]τ , . . . , [ϕn(t)]τ )T, [ϕ(t)]+pτ = [[ϕ(t)]+p]τ ,
[ϕi(t)]τ = sup
−τ≤s≤0
{ϕi(t + s)}, i ∈ N , especially, [x]+ 1= [x]+1, [ϕ(t)]+τ 1= [[ϕ(t)]+1]τ ,
and D+ϕ(t) denotes the upper-right-hand derivative of ϕ(t) at time t .
Let (Ω,F , {Ft}t≥0, P) be a complete probability space with a filtration {Ft}t≥0 satisfying the usual conditions (i.e., it is
right continuous andF0 contains all P-null sets). Let PCbF0 [[−τ , 0],Rn] (PCbFt [[−τ , 0],Rn]) denote the family of all bounded
F0(Ft )-measurable, PC[[−τ , 0],Rn]-valued random variables φ, satisfying ‖φ‖pLp = sup−τ≤θ≤0 E|φ(θ)|p < ∞ for p > 0,
where E denotes the expectation of stochastic process.
In this paper, we consider the following Itoˆ impulsive stochastic functional differential equations:dx(t) = [A(t)x(t)+ f (t, xt)] dt + σ(t, x(t), xt)dw(t), t 6= tk, t ≥ t0,1x = x(t+k )− x(t−k ) = Ik(x(t−k )),x(t0 + s) = φ(s), s ∈ [−τ , 0], (1)
where A(t) = (aij(t))n×n ∈ PC[[t0,∞),Rn×n], aii(t) ≤ a¯ii < 0 and |aij(t)| ≤ a¯ij for i 6= j, i, j ∈ N . f : R+ ×
PCbFt [[−τ , 0],Rn] → Rn and σ : R+ × Rn × PCbFt [[−τ , 0],Rn] → Rn×m, moreover xt = (x1t , . . . , xnt)T which is regarded
as a PC-valued stochastic process, xit = xi(t + s), s ∈ [−τ , 0], i ∈ N . The initial function φ(s) = (φ1(s), . . . , φn(s))T ∈
PCbF0 [[−τ , 0],Rn].w(t) = (w1(t), . . . , wm(t))T is anm-dimensional Brownian motion defined on (Ω,F , {Ft}t≥0, P). The
impulsive function Ik = (I1k, . . . , Ink)T ∈ C[Rn,Rn], and the fixed impulsive moments tk (k = 1, 2, . . .) satisfy t1 < t2 < · · ·
and limk→∞ tk = ∞.
Throughout this paper, we assume that for any φ(s) ∈ PCbF0 [[−τ , 0],Rn], there exists at least one solution of (1), which
is denoted by x(t, t0, φ) or xt(t0, φ) (simply x(t) and xt if no confusion should occur).
Definition 2.1. The set S ⊂ PCbF0 [[−τ , 0],Rn] is called a positive invariant set of (1), if for any initial value φ ∈ S, the
solution xt(t0, φ) ∈ S, t ≥ t0.
Definition 2.2. The set S ⊂ PCbF0 [[−τ , 0],Rn] is called a global attracting set of (1), if for any initial value φ ∈
PCbF0 [[−τ , 0],Rn], the solution xt(t0, φ) satisfies
dist(xt , S)→ 0, as t →∞, (2)
where
dist(ϕ, S) = inf
ψ∈S sups∈[−τ ,0]
ρ(ϕ(s), ψ(s)) for ϕ ∈ PCbF0 [[−τ , 0],Rn],
where ρ(·, ·) is any distance in PCbF0 [[−τ , 0],Rn].
Definition 2.3. System (1) is said to be exponentially p-stable if there is a pair of positive constants λ and K such that for
any solution x(t, t0, φ)with the initial condition φ ∈ PCbF0 [[−τ , 0],Rn],
E|x(t, t0, φ)|p ≤ K‖φ‖pLpe−λ(t−t0), t ≥ t0.
Especially, system (1) is said to be exponentially stable in mean square when p = 2.
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Lemma 2.1 (Hölder’s inequality [27]). If ai ≥ 0, bi ≥ 0, i ∈ N , p > 0, q > 0 and 1p + 1q = 1, then
n∑
i=1
aibi ≤
(
n∑
i=1
api
) 1
p
(
n∑
i=1
bqi
) 1
q
. (3)
Lemma 2.2 (Arithmetic-mean–geometric-mean inequality [28]). For xi ≥ 0, αi > 0 and∑ni=1 αi = 1,
n∏
i=1
xαii ≤
n∑
i=1
αixi,
the sign of equality holds if and only if xi = xj for all i, j ∈ N .
Lemma 2.3 ([19]). Let σ < b ≤ +∞, and v(t) ∈ C[[σ , b),Rn] satisfies{
D+v(t) ≤ Pv(t)+ Q [v(t)]τ + J, t ∈ [σ , b),
v(σ + s) ∈ PC, s ∈ [−τ , 0], (4)
where P = (pij)n×n, pij ≥ 0 for i 6= j, Q = (qij)n×n ≥ 0 and J = (J1, . . . , Jn)T ≥ 0, i, j ∈ N . Suppose that there exist a scalar
λ > 0 and a vector z = (z1, z2, . . . , zn)T > 0 such that
[λE + P + Qeλτ ]z < 0. (5)
If the initial condition satisfies
v(t) ≤ kze−λ(t−σ) − (P + Q )−1J, k ≥ 0, t ∈ [σ − τ , σ ], (6)
then v(t) ≤ kze−λ(t−σ) − (P + Q )−1J for t ∈ [σ , b).
Remark 2.1. For Lemma 2.1 to hold, first we always let p ≥ 2 in this paper, to discuss the p-attracting set, p-invariant set
and exponential p-stability of (1).
3. Main results
Let C2,1[R+ × Rn,R+] denote the family of all nonnegative functions V (t, x) on R+ × Rn which are twice continuously
differentiable in x and once in t . For each V (t, x) ∈ C2,1[R+ × Rn,R+], we define an operator LV , associated with system
(1), from R+ × Rn × Rn to R by
LV (t, x, y) = Vt(t, x)+ Vx(t, x)[A(t)x(t)+ f (t, y)] + 12 trace[σ
T(t, x, y)Vxxσ(t, x, y)],
Vt(t, x) = ∂V (t, x)
∂t
, Vx(t, x) =
(
∂V (t, x)
∂x1
, . . . ,
∂V (t, x)
∂xn
)
, Vxx =
(
∂V 2(t, x)
∂xi∂xj
)
n×n
.
Theorem 3.1. Let P = (pij)n×n, pij ≥ 0 for i 6= j, Q = (qij)n×n ≥ 0 and J = (J1, . . . , Jn)T ≥ 0. Assume that there exist functions
Vi(x) ∈ C2[Rn,R+] such that
LVi(x) ≤
n∑
j=1
(
pijVj(x)+ qij[Vj(x(t))]τ
)+ Ji, t ≥ t0, i ∈ N . (7)
Suppose that there exist a scalar λ > 0 and a vector z = (z1, z2, . . . , zn)T > 0 such that
[λE + P + Qeλτ ]z < 0. (8)
If the initial conditions satisfy
EVi(x(t)) ≤ kzie−λ(t−t0) + wi, k ≥ 0, t0 − τ ≤ t ≤ t0, i ∈ N , (9)
then
EVi(x(t)) ≤ kzie−λ(t−t0) + wi, t ≥ t0, i ∈ N , (10)
wherew = (w1, . . . , wn)T = −(P + Q )−1J .
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Proof. Since x(t) is the solution process of (1) and Vi(x) ∈ C2[Rn,R+], by the Itoˆ formula, we can get
Vi(x(t)) = Vi(x(t0))+
∫ t
t0
LVi(x(s))ds+
∫ t
t0
∂Vi(x(s))
∂x
σ(s, x(s), xs)dw(s), t ≥ t0, i ∈ N .
Then we have
EVi(x(t)) = EVi(x(t0))+
∫ t
t0
ELVi(x(s))ds, t ≥ t0, i ∈ N . (11)
So, for small enough1t > 0, we have
EVi(x(t +1t)) = EVi(x(t0))+
∫ t+1t
t0
ELVi(x(s))ds, t ≥ t0, i ∈ N . (12)
Thus from (7), (11) and (12), we have
EVi(x(t +1t))− EVi(x(t)) =
∫ t+1t
t
ELVi(x(s))ds
≤
∫ t+1t
t
{
n∑
j=1
[
pijEVj(x(s))+ qij[EVj(x(t))]τ
]+ Ji} ds, t ≥ t0, i ∈ N . (13)
From (13), we obtain that
D+EVi(x(t)) ≤
n∑
j=1
(
pijEVj(x(t))+ qij[EVj(x(t))]τ
)+ Ji, t ≥ t0, i ∈ N . (14)
Thus from Lemma 2.3, we know Theorem 3.1 is true. 
In the following, we will obtain p-attracting and p-invariant sets of (1) by employing Theorem 3.1. Here, we firstly
introduce the following assumptions.
(A1) [f (t, ϕ)]+ ≤ B[ϕ]+τ + J for t ≥ t0 and ϕ ∈ PCbFt [[−τ , 0],Rn], where B = (bij)n×n ≥ 0 and J = (J1, . . . , Jn)T ≥ 0.
(A2) There exist a scalar λ > 0 and a vector z = (z1, z2, . . . , zn)T > 0 such that
[λE + Pˆ + Qˆeλτ ]z < 0, (15)
where
Pˆ = (pˆij)n×n, pˆij = a¯ij + (p− 1)cij, i 6= j,
pˆii = pa¯ii + (p− 1)
(
n∑
j6=i
a¯ij +
n∑
j=1
bij + 1+ cii
)
+ 1
2
(p− 1)(p− 2)
n∑
j=1
(cij + dij)
Qˆ = (qˆij)n×n, qˆij = bij + (p− 1)dij, i, j ∈ N .
(A3) [x+ Ik(x)]+ ≤ Rk[x]+, k = 1, 2, . . ., for any x ∈ Rn, where Rk = (Rkij)n×n ≥ 0.
(A4) There exist nonnegative matrices C = (cij)n×n and D = (dij)n×n such that
|σi(t, x, ϕ)σ Ti (t, x, ϕ)| ≤
n∑
j=1
cijx2j +
n∑
j=1
dij[ϕj]+2τ , i, j ∈ N , (16)
for any x ∈ Rn and ϕ ∈ PCbFt [[−τ , 0],Rn].
Theorem 3.2. Assume that (A1)–(A4) hold. If
ln σk ≤ λ(tk − tk−1) and v =
∞∑
k=1
ln vk <∞ k = 1, 2, . . . , (17)
where σk, vk ≥ 1 satisfy
σkz ≥ Rˆkz and vk(−Pˆ − Qˆ )−1 Jˆ ≥ Rˆk(−Pˆ − Qˆ )−1 Jˆ, k = 1, 2, . . . , (18)
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where Jˆ = (Jˆ1, . . . , Jˆn)T = (Jp1 , . . . , Jpn )T, and Rˆk = (Rˆkij)n×n satisfy
n∑
j=1
Rˆkij ≥
(
n∑
j=1
R
p
p−1
kij
)p−1
, (19)
then S = {φ ∈ PCbF0 [[−τ , 0],Rn]|E[φ]+pτ ≤ ev(−Pˆ − Qˆ )−1 Jˆ} is a global attracting set of (1). Here, S is also called a global
p-attracting set of (1) since S is represented by E[φ]+pτ .
Proof. Let Vi(x(t)) = |xi(t)|p, p ≥ 2, i ∈ N , where x(t) = (x1(t), . . . , xn(t))T is the solution of (1). Then
∂Vi(x)
∂xi
= p|xi|p−1sgn(xi) = p|xi|(p−2)xi, ∂V
2
i (x)
∂x2i
= p(p− 1)|xi|(p−2)sgn(xi),
where sgn(·) is the sign function. Thus, by the conditions (A1), (A4) and Lemma 2.2, we have
LVi(x) = p|xi|(p−2)xi
[
n∑
j=1
aij(t)xj + fi(t, xt)
]
+ 1
2
p(p− 1)|xi|p−2sgn(xi)σiσ Ti
≤ paii(t)|xi|p + p|xi|(p−1)
∑
j6=i
|aij(t)||xj| + p|xi|(p−1)
n∑
j=1
bij[xj(t)]+τ + p|xi|(p−1)Ji
+ 1
2
p(p− 1)|xi|p−2
[
n∑
j=1
cijx2j +
n∑
j=1
dij[xj(t)]+2τ
]
≤ paii(t)|xi|p +
n∑
j6=i
|aij(t)|((p− 1)|xi|p + |xj|p)+
n∑
j=1
bij((p− 1)|xi|p + [xj(t)]+pτ )+ (p− 1)|xi|p
+ Jpi +
1
2
(p− 1)
[
n∑
j=1
cij((p− 2)|xi|p + 2|xj|p)+
n∑
j=1
dij((p− 2)|xi|p + 2[xj(t)]+pτ )
]
≤
[
pa¯ii + (p− 1)
(∑
j6=i
a¯ij +
n∑
j=1
bij
)
+ (p− 1)+ 1
2
(p− 1)(p− 2)
n∑
j=1
(cij + dij)
]
|xi|p
+
[∑
j6=i
a¯ij +
n∑
j=1
cij(p− 1)
]
|xj|p +
n∑
j=1
[bij + (p− 1)dij][xj(t)]+pτ + Jpi
=
n∑
j=1
pˆijVj(x)+
n∑
j=1
qˆij[Vj(x(t))]τ + Jˆi. (20)
From (A2) and the definition of M-matrix [29,30], we have (Pˆ + Qˆ )z < 0 and −(Pˆ + Qˆ ) is a nonsingular M-matrix. Then
−(Pˆ + Qˆ )−1 ≥ 0, and sow = −(Pˆ + Qˆ )−1 Jˆ ≥ 0. Furthermore, we can find a small enough ε > 0 such that[
(λ+ ε)E + Pˆ + Qˆe(λ+ε)τ
]
z < 0. (21)
For the initial condition φ ∈ PCbF0 [[−τ , 0],Rn], we can get
EVi(x(t)) ≤ hzi, h = ‖φ‖
p
Lp
min
1≤i≤n{zi}
, t0 − τ ≤ t ≤ t0,
and so
EVi(x(t)) ≤ hzie−(λ+ε)(t−t0) + wi, t0 − τ ≤ t ≤ t0. (22)
By (20)–(22) and Theorem 3.1,
EVi(x(t)) ≤ hzie−(λ+ε)(t−t0) + wi, t0 ≤ t < t1. (23)
Suppose that for allm = 1, . . . , k, the inequalities
EVi(x(t)) ≤ σ0σ1 · · · σm−1hzie−(λ+ε)(t−t0) + v0 · · · vm−1wi, t ∈ [tm−1, tm), i ∈ N , (24)
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hold, where σ0 = v0 = 1. Then from (A3), (18), (19), (24) and Lemma 2.1, we have
EVi(x(tk)) = E|xi(tk)|p = E|xi(t−k )+ Iik(x(t−k ))|p ≤ E
(
n∑
j=1
Rkij |xj(t−k )|
)p
≤ E
( n∑
j=1
R
(
p
p−1
)
kij
)(p−1) ( n∑
j=1
|xj(t−k )|p
) ≤ n∑
j=1
RˆkijEVj(x(t
−
k ))
≤ σ0σ1 · · · σk−1he−(λ+ε)(tk−t0)
n∑
j=1
Rˆkijzj + v0 · · · vk−1
n∑
j=1
Rˆkijwj
≤ σ0σ1 · · · σk−1he−(λ+ε)(tk−t0)σkzi + v0 · · · vk−1vkwi
= σ0σ1 · · · σk−1σkh zie−(λ+ε)(tk−t0) + v0 · · · vk−1vkwi, i ∈ N . (25)
This, together with (24) and σk, vk ≥ 1, leads to
EVi(x(t)) ≤ σ0σ1 · · · σk−1σkh zie−(λ+ε)(t−t0) + v0 · · · vk−1vkwi, t ∈ [tk − τ , tk], i ∈ N . (26)
On the other hand, from (20) and vk ≥ 1, we have
LVi(x(t)) ≤
n∑
j=1
pˆijVj(x(t))+ qˆij[Vj(x(t))]τ + v0 · · · vk−1vk Jˆi. (27)
It follows from (21), (26), (27) and Theorem 3.1 that
EVi(x(t)) ≤ σ0σ1 · · · σk−1σkh zie−(λ+ε)(t−t0) + v0 · · · vk−1vkwi, t ∈ [tk, tk+1), i ∈ N .
By the mathematical induction, we conclude that
EVi(x(t)) ≤ σ0σ1 · · · σk−1σkh zie−(λ+ε)(t−t0) + v0 · · · vk−1vkwi,
≤ eλ(tk−t0)hzie−(λ+ε)(t−t0) + evwi
≤ eλ(t−t0)h zie−(λ+ε)(t−t0) + evwi
= h zie−ε(t−t0) + evwi, i ∈ N , t ∈ [tk, tk+1), k = 0, 1, 2, . . . , (28)
that is
E[x(t)]+p ≤ hze−ε(t−t0) + evw, t ∈ [t0, tk), k = 1, 2, . . . . (29)
This implies that the conclusion holds and the proof is completed. 
Theorem 3.3. Assume that (A1)–(A4) with Rk ≤ E hold. Then
S =
{
φ ∈ PCbF0 [[−τ , 0],Rn]|E[φ]+pτ ≤ (−Pˆ − Qˆ )−1 Jˆ
}
is a positive invariant set and also a global p-attracting set of (1). Here, S is also called a positive p-invariant set of (1) since S is
represented by the range of E[φ]+pτ .
Proof. Similarly, inequality (21) holds by (A2). For the initial condition x(t0+ s) = φ(s), s ∈ [−τ , 0], where φ ∈ S, we have
E[x(t)]+p ≤ (−Pˆ − Qˆ )−1 Jˆ, t0 − τ ≤ t ≤ t0. (30)
By (21), (30) and Theorem 3.1 with k = 0,
E[x(t)]+p ≤ (−Pˆ − Qˆ )−1 Jˆ, t0 ≤ t < t1. (31)
This, together with (A3) and Rk ≤ E, leads to
E[x(t+1 )]+p = E[[x(t+1 )]+]+p = E[[x(t−1 )+ Ik(x(t−1 ))]+]+p ≤ E[Rk[x(t−1 )]+]+p
≤ E[E[x(t−1 )]+]+p = E[[x(t−1 )]+]+p = E[x(t−1 )]+p ≤ (−Pˆ − Qˆ )−1 Jˆ.
Thus,
E[x(t)]+p ≤ (−Pˆ − Qˆ )−1 Jˆ, t1 − τ ≤ t ≤ t1.
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Using Theorem 3.1 again, we obtain
E[x(t)]+p ≤ (−Pˆ − Qˆ )−1 Jˆ, t1 ≤ t < t2.
By an induction, we have
E[x(t)]+p ≤ (−Pˆ − Qˆ )−1 Jˆ, tk−1 ≤ t < tk, k = 1, 2, . . . .
Therefore, S = {φ ∈ PCbF0 [[−τ , 0],Rn]|E[φ]+pτ ≤ (−Pˆ − Qˆ )−1 Jˆ} is a positive p-invariant set. Since Rk ≤ E, a direct
calculation shows that Rˆk = E, σk = vk = 1 and v = 0 in Theorem 3.2. It follows from Theorem 3.2 that the set S is also a
global p-attracting set of (1). The proof is complete. 
For the case J = 0, we easily observe that x(t) = 0 is a solution of (1) from (A1), (A3) and (A4). In the following, we give
the attractivity of the zero solution and the proof is similar to that of Theorem 3.2.
Corollary 3.1. Assume that (A1)–(A4) with J = 0 hold. If
ln σk ≤ λ(tk − tk−1), k = 1, 2, . . . , where σk ≥ 1 satisfies σkz ≥ Rˆkz, k = 1, 2, . . . ,
and where Rˆk = (Rˆkij)n×n satisfies
n∑
j=1
Rˆkij ≥
(
n∑
j=1
R
p
p−1
kij
)p−1
, (32)
then the zero solution of (1) is globally p-exponentially stable.
4. Example
The following illustrative example will demonstrate the effectiveness of our results.
Example 4.1. Consider a 2-dimensional impulsive stochastic delay system:
dx1(t) = [−9x1(t)+ 2 cos(t)x2(t)+ (x1(t − 1))+ sin(x2(t − 1))+ J1(t)] dt
+√2x1(t)dw1(t)+ x2
(
t − 1
2
)
dw2(t), t 6= tk
dx2(t) = [sin(t)x1(t)− 8x2(t)− sin(x1(t − 1))+ (x2(t − 1))+ J2(t)] dt
+ x1
(
t − 1
3
)
dw1(t)− x2(t)dw2(t), t 6= tk
1x1 = x1(t+k )− x1(t−k ) = I1(x(t−k )),
1x2 = x2(t+k )− x2(t−k ) = I2(x(t−k )),
(33)
where J(t) = (J1(t), J2(t))T with |J1(t)| ≤ J1 and |J2(t)| ≤ J2, Ik(x) = (β1kx1, β2kx2)T. Taking a¯11 = −9, a¯12 = 2, a¯21 = 1,
a¯22 = −8, τ = 1, λ = 0.5, p = 3 and z = (1, 1)T, we can easily verify the conditions (A1)–(A4) with J = (J1, J2)T,
C = diag{2, 1},
D =
(
0 1
1 0
)
, B =
(
1 1
1 1
)
, Pˆ =
(−10 2
1 −12
)
, Qˆ =
(
1 3
3 1
)
Rk =
(|1+ β1k| 0
0 |1+ β2k|
)
, (λE + Pˆ + eλτ Qˆ )z =
(
4e0.5 − 7.5
4e0.5 − 10.5
)
< 0.
Let σk = max{2|1 + β1k|3, 2|1 + β1k|3} and Rˆkij = 2R3kij , i, j = 1, 2, then Rˆkij satisfies (19) and σk satisfies σkz ≥ Rˆkijz,
k = 1, 2, . . ..
Now, we discuss the asymptotical behavior of system (33) as follows:
Case 4.1. If J(t) = (sin(t), cos(t))T and −( 12e
1
2k )
1
3 − 1 ≤ βik ≤ ( 12e
1
2k )
1
3 − 1, i = 1, 2, k = 1, 2, . . ., then Rk = ( 12e
1
2k )
1
3 E,
Rˆkij = e
1
2k E and Jˆ = (1, 1)T. Thus, σk = vk = e
1
2k and v = 1. Clearly, all conditions of Theorem 3.2 are satisfied. So
S = {φ ∈ PCbF0 [[−τ , 0],Rn]|E[φ]+3τ ≤ e(−Pˆ − Qˆ )−1 Jˆ} = ( 1679 e, 1379 e)T is a global 3-attracting set of (33).
Case 4.2. If J(t) = (2 sin(t), 3 cos(t))T and −( 12 )
1
3 − 1 ≤ βik ≤ ( 12 )
1
3 − 1, i = 1, 2, then Rk = ( 12 )
1
3 E ≤ E, Rˆk = E and
Jˆ = (8, 27)T. According to Theorem 3.3, S = {φ ∈ PCbF0 [[−τ , 0],Rn]|E[φ]+3τ ≤ (−Pˆ − Qˆ )−1 Jˆ} = ( 22379 , 27579 )T is a positive
3-invariant set and also a global 3-attracting set of (33).
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Case 4.3. If J(t) = (0, 0)T and− 52 ≤ βik ≤ 12 , i = 1, 2, then Rk = 32E, Rˆk = 274 E and x = (0, 0)T is the solution of (33). Taking
σk = 274 , it follows from Corollary 3.1 that the zero solution of (33) is globally exponentially 3-stable.
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