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In this dissertation we discuss methodologies for estimating the performance of applications
on hybrid architectures, systems that include various types of computing resources (e.g.,
traditional general-purpose processors, chip multiprocessors, reconfigurable hardware). A
common use of hybrid architectures is to deploy stages of pipelined applications on “suit-
able” compute units.
The first problem we focus on is the sizing of data queues between the different processing
elements in a hybrid system. The discussion centers on our analytical models that can be
used to derive performance metrics of interest, such as throughput and stalling probability
for networks of processing elements with finite data buffering between them.
We then discuss the reliability of the performance models. We start by presenting scenarios
where our analytical model is reliable, and then introduce tests that can detect its inappli-
cability. Once we transition into the question of reliability of performance models, we assess
the accuracy and applicability of various evaluation methods. We present results from our
experiments to show the need for measuring and accounting for operating system effects
in architectural modeling and estimation. We also point to a lack in the ability of current
estimation methods (primarily simulation-based methods) to detect and analyze rare events
in application execution. We use this and typical embedded benchmarks to demonstrate
the ability and ease of emulation-based performance analysis.
We use BLASTN, a biosequence similarity search program, as our running example of a
pipelined application in the dissertation. We present Mercury BLASTN, a reconfigurable
hybrid system developed to accelerate BLASTN. We also use the performance evaluation
techniques developed in this dissertation to aid in the performance estimates for Mercury
BLASTN.
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1Chapter 1
Introduction
1.1 Hybrid Systems
Advances in new compute architectures, such as reconfigurable hardware via Field Pro-
grammable Gate Arrays (FPGAs), Chip Multiprocessors (CMPs), Graphics Processing
Units (GPUs), Digital Signal Processors (DSPs) and Network Processors (NPs), have pre-
sented us with a variety of computational units. These computational units themselves
evolved from different objectives, and have been very successful in their domains. However,
integrating them effectively to harness their combined potential becomes an interesting
problem in itself. An effective mix of these compute resources can be used to accelerate
a wide variety of applications, without having to build customized solutions (logic) from
scratch. Including FPGAs to the mix provides reconfigurability to the system. This enables
developers to build customized acceleration engines for different applications from the same
underlying hardware components.
We define “hybrid architectures” as systems where a variety of compute engines, such as
FPGAs, CMPs, DSPs, NPs and GPUs, are put together to improve the performance of
applications. We assume here that these engines are connected using an arbitrary intercon-
nect.
We can tune the performance of several applications by using the resources of such a system
synergistically. A system such as this provides us with a mix of high-performance hardware
and highly flexible software. The designer can move functionality between hardware and
software to meet the desired objectives. Besides performance measured in terms of through-
put or operations per unit time, a hardware software co-design has to take into consideration
other factors such as power, reliability, cost, and number of components used. An efficient
2design process can be successful in decreasing the time to market of such systems, which in
turn contributes to improving the design process.
1.1.1 Application Deployment on Hybrid Systems
The process of deploying an application on such systems starts with with a good under-
standing of the application kernels. Once we are able to partition the application into
different kernels Ei ∈ E, we assign them to the different resources at our disposal. The
resources Rj ∈ R are connected using some suitable interconnection network.
For any arbitrary application, a mapping Mq between the resources and the application
kernels is a function Mq : E → R that assigns each kernel to a unique resource. Also,
we assume that kernels have buffers in front of their inputs (provided by the resources) to
store data when the kernel is busy. Now, the objective is to choose the best mapping Mq,
which meets the design requirements. Figure 1.1 illustrates this process.
Partition
Algorithm
Mappings Choose
Mapping
Evaluate
Mapping
Satisfied?
No
Yes
Figure 1.1: Process of selecting an acceptable mapping from a set
The evaluation process assesses a particular mapping and potentially guides the selection
of the next mapping to examine. Typical estimation methods include analytical models,
simulation models, and emulation models. Each of these have tradeoffs associated with
them and are used at different stages of the design process.
1.1.2 Performance Estimation Techniques
Performance estimation models generally fall under the four classes, viz., analytical, simu-
lation, emulation and direct measurement. The level of abstraction differs at each level, and
3hence the detail and accuracy with which the system is represented varies. Input parame-
ters to all of these models are derived by understanding the mapping of the application to
the resources. The different estimation models are summarized as:
• Analytical Models
These models, in cases where they are applicable, are the easiest to implement. They
use simple representations of the system, i.e. they adopt a rather liberal definition
of “approximate” when modeling subsystems. These methods exploit highly abstract
models and study the components which are anticipated to have the primary effect
on the system behavior. Assumptions like Poisson distributions for arrival processes
into the system are typical of these models. The key feature of such models is ease of
evaluation, which directly reflects in the execution time of these models. This class of
estimation is the fastest among the fore mentioned classes.
Typically these are used for coarse-grain exploration of the design space, and are used
to predict bottleneck stages. It is important to initially verify their reliability by
comparing them with some other estimation model.
• Simulation Models
These methods currently enjoy the lion’s share of performance estimation techniques
used in systems research. In the design of application specific hybrid systems, they are
employed to validate analytical models and also explore the design space. As simu-
lation can model system characteristics without as many simplifying assumptions (as
in the analytic models), these generally provide more accurate performance estimates
compared to analytical models.
Simulation models are both coarse-grain and fine-grain. In the coarse-grain simulation
model, service processes are modeled as in the analytic model. The arrival process can
be modeled from representative traces of application data. Fine-grain simulations, on
the other hand, are complex simulation models which attempt to give cycle accurate
performance estimates. Simulators have also been designed for hardware software
codesign (co-simulators), which are used in the partitioning process.
Simulation models are often more accurate than analytical models, but are time con-
suming to implement (code). Also, these methods (esp. fine-grained simulations) can
potentially end up having prohibitively long execution times. We have earlier worked
on the accuracy of “federated” simulation, a modeling scheme where we model a
hypothetical system by combining simulation models of individual subsystems [23].
• Emulation Models
In these models we use FPGAs to model designs what will eventually be deployed
4using other technologies (e.g., ASIC, ASIP). In this dissertation we use the Liquid
Architecture platform [92] to assess the performance of an application (or subsystem)
for its final deployment platform. This method of estimation is typically more accu-
rate than the simulation models because an actual implementation of the application
is what is used to measure performance. We use the platform to help model the
performance of certain subsystems which are not well understood and are abstracted
away in many of the above estimation methods. The downside of this type of model
is the time required to set up an emulation system.
• Direct Measurement
Direct measurement based evaluation is the most accurate and reliable in the spectrum
of performance assessment. It is primarily used to explore the design space with a fine-
toothed comb. The accuracy here comes at the cost of prototyping individual design
points, which typically consumes significant design time. This kind of evaluation is
effective in cases where reconfiguring a system for individual design points is relatively
inexpensive, or where the quantity measured cannot be obtained, with the desired
degree of accuracy, from earlier methods.
This technique is also used to validate all the assumptions that are made in the
earlier models, and in this way also help determine the models of subsystems for
future explorations.
Figure 1.2 illustrates the tradeoff between accuracy and execution time for the different
performance estimation methods discussed earlier. Though important, the cost of coming
up with the model is not shown in the picture. The level of abstraction at each level of
modeling differs, and the accuracy of the model depends of its ability to assume “safe”
abstractions. Based on the abstractions, there is a trade-off between accuracy of the model
and the time it takes to obtain estimates from the model.
An important aspect in performance estimation (using any of the methods) is to derive
models of individual components from a good representative set of data points. As this is
typically difficult in initial designs, we explore techniques by which a model not only gives
a performance estimate, but also hints as to its applicability. In other words, the model
provides clues as to the range of the input parameter space over which it is applicable.
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Figure 1.2: Time/Accuracy tradeoff for different estimation methods
1.2 Dissertation overview
As we have described before, an arbitrary application can yield multiple mappings of in-
terest with the resources at hand. Also, these resources will be connected using some
interconnection network. To choose the best among the available options, we would like a
way to evaluate them. For this part of the problem we start by assuming that we know
the characteristics of application kernels on the different resources they are deployed, and
the uncertainty in the performance comes about because of interactions between kernels,
including the impact of finite buffers.
Finite buffers in the datapath between kernels have been shown to have undesired effect of
stalling upstream and downstream kernels. This makes a system with finite buffers non-
work conserving, which makes their analysis by simple analytical methods difficult. Now,
given that the search space to determine the optimal mapping between application kernels
and resources can be large, we wish to investigate analytical (fast) methods to determine
performance, and reduce the search space faster than other estimation methods. As part
of this dissertation we analytically model the effect of finite buffers between different stages
of pipelined applications. We choose to study pipelined applications, as we can easily map
6the different stages of the application pipe to the different resources. Also, any application
which is eventually deployed on such resources has a inherent pipeline structure to it.
Thus far we have assumed that we can predict the performance of an application kernel on
the compute resource its deployed on, and we would use this to predict the performance
of the entire system as a whole. Given that we need to estimate this parameter only
a few number of times, we can resort to expensive (in time) simulation based methods.
However, this leads to another question; how much does one believe the numbers from the
simulation? Simulators often execute kernels in isolation and discount the interaction of the
application with other processes that could be present in some compute resources. As part
of this dissertation we address this particular issue, showing that performance of different
applications can be significantly influenced by the execution environment of the system.
When deploying applications on hybrid systems, one needs to understand the application
being deployed in detail. When presented with a variety of compute resources, one has to
understand how to best use the resources available. Algorithm kernels can take different
forms, while maintaining functionality, based on the nature of the resource they are deployed
on. This is especially true when migrating an application kernel from the software domain
to hardware or other parallelism rich domains. A mere migration of algorithms from one
domain to another without fully utilizing the domain capabilities will almost always yield
sub-optimal performance, and at times the performance can degrade, even significantly.
To illustrate the above point, we finish the dissertation by describing our algorithmic im-
provements to the BLASTN algorithm on the Mercury system [26], which is one such hybrid
architecture. We demonstrate how smart changes to the algorithm and a good hybrid de-
sign can yield significant advantages. In this case, we not only migrate the functionality of
the most expensive kernel of BLASTN to a hardware resource, but employ an efficient data
structure that further improves the performance of the application.
1.2.1 Research questions
As part of this dissertation we attempt to answer the following research questions:
• The deployment of applications on hybrid systems often follows a narrowing down
approach, in which the initial design space exploration is performed using analytical
models. Thus, it becomes important to have a good reliability estimate of the models.
7In the context of this dissertation, we are primarily interested in interstage queues in
the hybrid system and hence attempt to answer the question:
Can we develop analytical models that include both blocking and realistic
service and arrival distribution?
also,
How accurate are the predictions of analytical models that estimate the
performance of queueing networks with blocking?
• Next we attempt to evaluate the effectiveness of methods that predict the performance
of application kernels on resources. We are in particular interested in the effects of
an operating system on an application kernel. In essence we are trying to answer the
question:
How and when does the performance of an application, as predicted by
standalone models, differ from its performance under an operating system?
• We finish by demonstrating the effectiveness of hybrid systems for improving the
performance of applications. To be specific, we answer the question:
What algorithmic changes can improve the performance of BLASTN when
it is deployed on the Mercury system?
1.3 Contributions
The specific contributions of this dissertation include the following items.
• Mercury BLASTN: We proposed the use of Bloom filters to improve the performance
of BLASTN. We made effective use of the hardware resources available on the Mercury
system, and our solution predicts performance of BLASTN with greater than an order
of magnitude performance gain over software solutions.
– We enhanced the first stage (Word Matching) of the BLASTN pipeline by using
Bloom filters [70, 69].
• Queueing Models: We transformed the problem of assessing performance of an appli-
cation on heterogeneous resources to that of a queueing network. Our contribution
here lies in assessing the quality of analytical models used to determine the perfor-
mance of queueing networks with blocking.
8– We extend the general method of assessing the performance of queueing network
with blocking to phase-type service times and bursty arrival processes.
– We compare the effectiveness of analytical models for a 2-node system with
exponentially distributed service times and Poisson arrivals. We characterize
the accuracy in terms of system parameters such as service rates and queue
capacities.
– We compare the effectiveness of analytical models for a 2-node system with phase-
type service times and Poisson arrivals. We characterize the accuracy in terms
of system parameters such as service rates and queue capacities.
– We also study the effect of bursty departures in a 2-node system with phase-type
service times and Poisson arrivals into the network. Again we characterize the
accuracy in terms of input parameters like service time distribution, burst sizes,
and queue capacities.
• Performance Validation: We investigate how the performance of applications is in-
fluenced under the presence of an operating system. We investigate cases when the
performance of an application as predicted by standalone models (e.g., simulators)
differs significantly from its performance under an operating system running other
processes [71].
• Rare Events in Application Execution: We present a study of rare-events which affect
the application total runtime. We use the statistics module on the Liquid Architecture
platform to detect and explain the occurance of rare events.
• Dissertation related contributions: These are some of the things we have worked on
which relate to the issues described in this dissertation:
– We developed a write-back and a “dusty” cache policy [40] for LEON2, a 5-stage
SPARC compatible processor.
– We evaluated the effectiveness of the dusty cache policy for embedded work-
loads [71].
– We developed Bloom filter based word matching stage for Mercury BLASTN [70].
– We verified the effectiveness of a federated modeling scheme, to evaluate an
optical path between memory and processors on a multiprocessor system [23].
• Other contributions: These are some of the significant contributions we have made in
related areas of computer science, which are not described in the dissertation:
9– Longest Prefix Matching: We helped develop and evaluate the use of Bloom
filters for Longest Prefix Matching for route lookups in network routers [33, 34].
– Deep packet inspection using Bloom filters: We helped develop and evaluate the
use of Bloom filters to detect malicious content in data transferred on network
links [31, 32].
1.4 Dissertation Outline
With the objective of the work defined, this section gives the organization of the content
of the thesis. Chapter 2 gives the reader an overview of the prior work in relation to the
general theme of this dissertation.
Chapter 3 delves into developing analytical models to estimate the performance of applica-
tions deployed on hybrid systems. We use queueing models to study the effect of integrating
different components of the applications. In this chapter we focus on the effect of down-
stream blocking on the overall performance.
In Chapter 4 we answer the question Can we predict when the analytical models are giving
us false estimates? We describe our experiments which attempt to answer this question
and the conclusions we derived from them.
In Chapter 5 we present results of our experiments that attempt to characterize the dif-
ferences between the performance of an application under an operating system and a stan-
dalone estimation.
Chapter 6 is about Mercury BLASTN, which is our design of the well studied BLASTN
application for hybrid Mercury system. We describe our enhancement to the BLASTN
algorithm to effectively make use to the resources available on the Mercury system, and
subsequently analyze the performance implications.
Chapter 7 discusses the conclusions we have arrived at as part of this work and the ways
this work can be extended.
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Chapter 2
Related Work and Background
2.1 Overview
This chapter gives the background and related work in three distinct areas in this disserta-
tion. We start by introducing the reader to some basic queueing theory. We build on this to
describe the work in the area of queueing networks with finite queues. Section 2.4 describes
the current state of performance evaluation for architectures and microarchitecture. We
give an overview of the techniques used and discuss on their pros and cons. We conclude
this chapter with examples of applications which can significantly benefit from a hybrid
deployment, with a strong emphasis on the BLASTN pipeline.
2.2 Queueing Systems
In this section we provide an overview of queueing models and also describe some basic
queueing models we refer to in later chapters. Most of the results in this chapter can be
found in standard textbooks on queueing systems [66, 115].
2.2.1 Kendall’s notation
The basic queueing model is shown in Figure 2.1. We see a service station marked ’S’, and
buffer space marked ’Q’ which holds and moves jobs to the server ’S’. Other parameters
for the queueing system relevant to this dissertation include the arrival process ’A’ of the
customer, the service process and discipline, and the capacity of the the system. In this
dissertation we restrict our investigation to FIFO queueing. Kendall introduced a four-part
code a/b/c/K shorthand notation to characterize a range of these queueing models [66].
11
Q
SA
Figure 2.1: A single server queue
The first letter a specifies the interarrival time distribution, the second letter b specifies the
service time distribution, the letter c specifies the number of servers in the system and the
letter K refers to the capacity of the system, including the jobs being processed. In systems
with infinite capacity the last letter ‘K’ is often dropped. Some common symbols for a and
b include M for the memoryless or Markovian processes, G for a general distribution, D
for deterministic times, and PH for phase-type.
Performance Measures
In general the mean arrival rate into the system is represented by λin, and the mean rate
of service is represented by µ. To prevent the queue from growing to infinity we must
have λin
µ
≤ 1. It is common notation to use ρ = λin
µ
as the server utilization, and the
earlier condition for stability is transformed to ρ ≤ 1. Relevant performance measure in
the analysis of the queueing models are
• Throughput: The number of jobs that can enter the system in unit time, denoted
by λ.
• Queue Distribution: The distribution of number of jobs in the system. We denote
p(n) as the probability of n jobs in the system.
Little’s law
Another important relationship in queueing systems is given by Little’s law [66] which states
that
The average number of customers in the stable system, ρ < 1, is equal to their
average arrival rate, multiplied by their average time in the system.
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A variation of this, when applied to a specific position in the system is
The probability, pi, that a customer on arrival occupies position n in the system
is related to the throughput rate λ, the service rate µ and the probability p(n)
as pi = p(n)µ
λ
.
2.2.2 Queueing models
We now layout, in brief, some queueing models used as part of this dissertation. Models
which have a closed form solution for the performance measures of interest are discussed
with these solutions. A detailed discussion on these models can be found in [66, 115].
M/M/1 Queue
As described in the notation above, the first M here stands for a memoryless arrival process.
A Poisson process, which generates jobs with an exponentially distributed interarrival time
between them is such a process. The second M represents the service process which is
memoryless, i.e., the service time for jobs is exponentially distributed. Again, the average
arrival rate into the queueing systems is represented by λin and the mean service rate is
denoted by µ. From the notation before, this queue has only 1 service station, and the
absence of a fourth symbol in its notation implies an infinite capacity. Also, the server
utilization ρ = λin
µ
is assumed to be less than 1.
The performance measures for an M/M/1 queue are obtained as
• Throughput (λ): In a stable system i.e., ρ < 1, the throughput of the system is
indeed the arrival rate λin, i.e., λ = λin.
• Queue Distribution (p(n)): This queue has a closed form solution for the queue
distribution given by
p(n) = (1 − ρ)ρn, n = 0, 1, 2, . . . (2.1)
Note here that the occupancy in the queue is geometrically distributed.
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Figure 2.2: A phase-type distribution (Coxian)
A variant on this is the the arrival process where each arrivals brings in a bulk of jobs.
The bulk itself has a geometric distribution with a mean of x, and the queue model is
represented by a Mx/M/1 queue. This queue model is analyzed in [113].
M/M/1/K Queue
This is the finite version of the M/M/1 queue, where the number of jobs that can be in
the system is limited to K. This implies that at most K−1 jobs can be waiting for service
at this node. The performance measures for this queue are obtained as
• Throughput (λ): As the system has only a finite capacity, jobs that attempt to enter
the system when the queue is full will be dropped, which implies that λ < λin.
λ = (1 − p(K))λin (2.2)
where, p(K) is the probability that the queue is full.
• Queue Distribution (p(n)): This queue has a closed form solution for the queue
distribution given by
p(n) =
(1 − ρ)ρn
1 − ρK+1
, n = 0, 1, 2, . . . , K. (2.3)
M/PH/1 Queue
This queueing model is characterized by a single server with a phase-type service distribu-
tion [88]. We assume an infinite queue at the server, and that the arrival process to the
system is Poisson. A server with a phase-type distribution is equivalent to a series of k
exponential servers as illustrated in Figure 2.2. This service distribution is represented by
(α, T ), where α is a 1 × k row vector containing the probabilities with which the service
process starts at each of the k phases, and T is a k × k matrix containing the transition
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rates from the k phases. T 0 is a 1 × k matrix that contains the probabilities of ending
the service from any of the k phases. The mean service time µ−1 = αT −1e, where e is a
column unity vector.
For the phase-type distribution shown in Figure 2.2 we have
T =


−µ1 µ1a1
−µ2 µ2a2
−µ3 µ3a3
...
...
−µk−1 µk−1ak−1
−µk


, (2.4)
α = (1, 0, . . . , 0), and T 0 = [(1 − a1)µ1, . . . , (1 − ak, µk)].
• Throughput (λ): As the system has only a finite capacity, jobs that attempt to enter
the system when the queue is full will be dropped, which implies that λ < λin.
λ = (1 − p(K))λin (2.5)
where, p(K) is the probability that the queue is full.
• Queue Distribution (p(n)): This queue has a closed form solution for the queue
distribution given by
p(n) = p(0)αRn, n = 1, 2, . . . , K−1 (2.6a)
p(K) = p(0)αRK−1(−λT −1) (2.6b)
where,
R = λ(λI −λeα −T )−1 (2.6c)
p(0) = {α[
K∑
n=0
Rn −λRK−1T −1]e}−1 (2.6d)
A special type of phase-type distribution is the Erlangk distribution, where there are k
phases and all of them have the same service rate (exponentially distributed service times)
and every job that enters the queue receives service at all phases. This type of queue is
represented as an M/Ek/1 queue [1].
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Figure 2.3: A single server queue
2.3 Queueing Networks with Finite Queues
In the previous section we described systems with exactly one server, i.e., jobs entering this
node could potentially be queued before service, but once they finish service at this “one”
node they exit the system. In a queueing network, any job that enters the system needs
to be serviced at an arbitrary set of servers (nodes) before leaving the system. One such
configuration is a tandem configuration shown in Figure 2.3.
The use of queueing networks for analyzing communication networks and production lines
has been progressing over the last three decades [118]. For the cases where the networks have
infinite system capacities there were very important contributions made by Jackson [56, 57],
and Baskett, Chandy, Muntz, and Palacios the BCMP theorem [10]. These theorems prove
that queueing networks with infinite buffering have product form solutions for the steady
state probabilities. In order words, network of queues with infinite resources can be solved by
analyzing each node in complete isolation. A queueing network analyzer, often referred to as
QNA, based on such mean value methods was proposed and developed by Whitt [122, 121]
and was further extended by Tahilramani [64].
However, real computer systems have finite resources and mean value models do not yield
solutions for such networks. Finiteness introduces blocking, which in turn leads to interde-
pendencies between adjacent nodes in the network. As a node can now be waiting to be
unblocked rather than processing the next job in the queue, it becomes non-work conserving
and analytical solutions to such queues become inherently difficult. We define a non-work-
conserving node as one which is idle even when it has jobs pending service, in other words
it is idle even when it could potentially be serving jobs.
A common way around this problem is to use simulation, or to use numerical state-space
models incorporating “blocked” states. The simulation model is accurate when it is statis-
tically valid, but can consume significant wall clock time. A state based model is typically
difficult to realize for arbitrary cases, and in the cases where the model is realizable, the
number of states in the model does not scale well with increasing nodes in the network [101].
Hillner and Boling [51] came up with approximate expression for the mean queue length for
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configuration with exponentially distributed service times using a numerical approach. Sim-
ulation to derive performance measures are currently favored because of significant increase
in compute power and the memory available to the designer.
2.3.1 Blocking Mechanisms
“Blocking” is the result of finiteness of queues between adjacent nodes in a network. As
downstream nodes get filled, jobs finishing service at the immediate upstream nodes are not
allowed to propagate further. This implies that even though an upstream server has the
capacity to serve jobs (it is not busy processing), it still has to wait until it is unblocked.
This makes the queueing network with finite queue a non work-conserving system and hence
difficult to analyze analytically. The way a blocked node reacts is termed the “blocking
mechanism.” There are three different types of blocking mechanisms commonly employed,
viz.,
• Blocking After Service: In this mode, the node completes service for its job and
then waits for the downstream node to have “sufficient” space to accommodate its
output.
• Blocking Before Service: In this mode, the node ensures that there will be “suffi-
cient” space to accommodate its output in the downstream node, and then proceeds
to service its current job.
• Repetitive Service Blocking: Upon completion of service, the node checks for
the space in the downstream node. If there is not “sufficient” space available in the
downstream node, it restarts the service in the current node. This procedure continues
until there is space available downstream.
For the purposes of this dissertation we assume that we are evaluating networks which have
a Blocking After Service (BAS) service mechanism. In our experiments a node completes
service for its current job and waits for the downstream node to have “sufficient” space for
accommodating its output, while continuing to accpet inputs. We also assume that there
is enough space in the server to hold on to its outputs in the event that the downstream
node is blocked. In algorithms described later in the text, this additional storage space is
treated as part of the downstream node’s queue in the analysis of the queueing network.
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2.3.2 Approximate Analysis of Queueing Networks with Finite Queues
As exact solutions for such networks are not easy to derive, there has been work done in the
past to approximately analyze such networks. One of the earliest work in the approximate
analysis of such queues was by Caseau [21] in which the stability condition for such networks
and also maximum sustainable throughput for these networks were discussed. The idea of
analyzing nodes in isolation to derive the throughput of such system was first proposed by
Caseau [21].
One configuration of a queueing network with finite queues that is of interest is one where
the arrival process is Poisson and the service time distribution at the nodes is exponential.
It was described in Asare [8] that a two node network with exponentially distributed service
times and a Poisson arrival does not have a closed form solution because of its non-work
conserving nature. Later two important methods were developed to analyze such networks:
• Memoryless Blocking Method: This method relates to blocking after service (BAS)
blocking mechanism, and assumes that the time for which a job is blocked can be
modeled by a memoryless process.
• Generalized Expansion Method: This method is was developed for queueing networks
with repetitive service blocking. In this case the node that is blocked re-services the
job until there is space for it downstream. In this method one inserts an artificial
node between each pair of adjacent nodes, and the arrival and service process for that
node are used to model the blocking between the adjacent nodes. We do not use this
method as part of this dissertation.
This this dissertation, we extend the techniques of [96] and assess its range of applicability.
2.4 Performance Analysis of Hybrid Architectures
Performance analysis and models to estimate performance are an integral part of the hybrid
design process. Analytical models are used to trim the space that the designer needs to
explore to come up with a “good” architecture for the application of interest. However, one
needs to use a more detailed model to fine-tune the architecture and closely analyze the
tradeoffs. The direct measurement approach that would work the best for fine-tuning is often
not feasible, and designers often resort to the traditional next best approach- simulation.
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Simulation models often give designers more insight into the performance issues compared
to an analytical model. They often have a finer resolution into the workings of a system
compared to analytical models, and consequently can help designers make better decisions.
Simulation is generally used to evaluate performance of a system before building the physical
system.
Simulation is also a “model” of a real system and needs to be verified and validated. These
steps to make the simulator credible often end up consuming much time and effort. A good
simulation model lets the designer know of its underlying assumptions and the range of
experimental conditions under which it is valid and those under which its results should not
be trusted. Models in general should be tested for the effect of variability of input param-
eters, and the validity of the assumptions made in the model development process. This
essentially points towards choosing and validating the level of abstraction in the simulation
model. There is always a tradeoff between the accuracy of the simulation model and the
execution time of the model to produce those performance predictions.
As hybrid architectures can potentially be needed to deployed a variety of applications, one
needs a fast and accurate estimation method to evaluate each possible deployment of the
hybrid architecture and choose the most appropriate configuration.
2.4.1 Simulator based system evaluation
Most tools for architecture evaluation are software based. They leverage a fast software
development cycle for quickly exploring the design space. Also, the flexibility of software
gives the ability to tailor the abstraction vs. accuracy tradeoff. Based on which aspect is
traded we have either a functional simulator or a performance simulator. A simulator that
trades accuracy for time is called a functional simulator, and when execution time is not
as important as the accuracy of the architecture being evaluated, we term it a performance
simulator. Also, a very significant advantage for the software based estimators has been
the cost (dollars) associated with building and testing these models. A comprehensive list
of simulators currently used in research is available at [105]. Here we describe two of the
most widely used simulators viz. SimpleScalar [9], SimOS [102].
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SimpleScalar
SimpleScalar is a software based simulator that comes in a variety of modes trading-off
between execution time and detail. The most elaborate, performance mode, of SimpleScalar
is called Sim-Outorder where SimpleScalar supports out-of-order issue and execution, and
can provide information on micro-architecture details like branch-prediction/miss rates etc.
In this mode SimpleScalar executes about 200 KIPS (Kilo Instructions Per Second).
Note here that SimpleScalar can estimate the performance of an architecture by executing
standalone programs to stress the features of the architecture one is interested in, and
cannot estimate performance for multiple applications executing together or the behavior
of the application under a real operating system for this architecture.
SimOS
Simply put, SimOS is a very complex integrated (functional + performance) simulator which
has the ability to run application traces under real operating systems. It is a superset of
SimpleScalar and offers its users a higher level of detail compared to SimpleScalar. Like
any other efficient performance estimation tool, it offers a suite of modes, which have the
detail to speed tradeoffs. SimOS can run large commercial benchmarks for evaluating new
architectures, and the size of the application does not force the speed-detail tradeoff. SimOS
also supports both arbitrary point execution, and checkpoint based execution techniques.
2.4.2 Emulation based evaluation
As we saw in the earlier section, most architecture evaluation is currently done by software
simulations. Unfortunately, computer systems are getting more and more complex, and sub-
sequently it is becoming harder and more time consuming to validate simulation models for
modern computer systems. It has been shown that simulation can be fraught with potential
pitfalls and can systematically produce misleading results [6, 59]. In particular evaluating
multiprocessor systems using uniprocessor simulators is shown to be very difficult [106].
Emulators allow designers to implement a circuit using FPGA devices instead of ASICs.
This allows the “simulations” of the circuits to run much faster than software simulation.
The use of FPGAs for performance monitoring has recently received a fair amount of at-
tention. In terms of functionality, our approach resembles SnoopP [104], in that we both
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augment a soft-core architecture (e.g., Microblaze for SnoopP) with logic to capture in-
formation based on instruction ranges. Our model, however, utilizes additional logic that
allows users to correlate event behavior with the program counter, specific instruction ad-
dress ranges, and also the process IDs in the operating system. The recently initiated
RAMP [7, 95] project uses FPGA technology to perform architectural performance analy-
sis, especially focusing on parallel computing architectures, but they have not yet described
the specific mechanisms they intend to use. In a similar vein, although on a production chip
rather than an emulation, IBM’s Cell processor has extensive on-chip mechanisms for per-
formance monitoring [44], of course limited to the specific architecture of the Cell processor
itself.
The main drawback of emulation is the speed of compilation, which include synthesis,
partitioning, and place and route. With the ongoing developments in these areas, engineers
can now not only do these tasks faster, but can also change only part of their design to
speed up the recompilation.
2.5 The Liquid Architecture System
The Liquid Architecture [62] system takes advantage of reconfigurable logic to permit timely
design, prototyping, and analysis of new hardware modules. In this section, we describe the
features of the Liquid Architecture project that were used to conduct experiments for this
work.
2.5.1 Profiling
Programmers often want to know how their software utilizes the underlying micro-architecture.
With an accurate view of what happens on-chip during a program run, a programmer may
optimize his or her software to take better advantage of the hardware beneath. Feedback
on such software-micro-architecture interaction is surely useful, but very difficult to gather.
Unfortunately, many methods of gathering accurate software performance data have fun-
damental flaws in accuracy and timeliness.
Profiling software performance with other instrumented software can yield skewed results.
In most cases, the profiling software adds extra overhead and provides a faulty report of
processor activity. Other times, software profiling does not provide sufficient resolution
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of performance information so the results are too vague to draw conclusions. Simulations
can provide better detail, but they can take an extremely long time to evaluate the sim-
plest of programs. Moreover, many software profilers and simulators do not account for (or
cannot adequately model) some of the rare or less probable events that occur during nor-
mal execution such as memory stalls, dynamic scheduling, operating system interactions,
multithreading effects, or external interrupts.
The Liquid Architecture system combines reconfigurable logic with a soft core processor,
adding micro-architecture support for monitoring on-chip events and a web-based configu-
ration and analysis interface. This system offers an effective solution to the above profiling
problems enabling real-time, cycle-accurate performance analysis and permitting rapid de-
sign and testing of hardware and software structures. This infrastructure was used to
provide results for this disserataion.
2.5.2 The Liquid Processor Module
The Liquid Architecture processor began as LEON [79], a standard SPARC V8 ISA for
embedded systems, developed by the European Space Agency. Illustrated in Figures 2.4
and 2.5, the LEON processor provides typical micro-architecture features such as instruction
and data caches, the entire SPARC V8 instruction set [108], and buses for high-speed
memory access (the AHB) and low-speed peripheral control (the APB) [5].
The LEON processor is deployed on the Field-programmable Port Extender (FPX) plat-
form [86]. The FPX provides an environment where FPGA designs can be interfaced
with external memory and a high-speed network interface. OS support includes both
uClinux [117] when the memory management unit (MMU) is absent and Linux kernel 2.6.11
when the MMU is present [27, 92].
2.5.3 Statistics Module Architecture
The statistics module exists as a custom VHDL core resident inside of the LEON2 proces-
sor [54]. Communications to and from the processor are handled by a wrapper interface
connected to the APB. In addition to this standard interface, the statistics module receives
processor state information via a custom event bus. This event bus essentially serves as a
point-to-point connection between the statistics-capturing engine and various architectural
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Figure 2.4: Liquid architecture block diagram.
Figure 2.5: Liquid architecture photograph.
“hooks” placed throughout the system. Currently our event bus is configured to carry infor-
mation regarding the state of the instruction cache, data cache, and PC address; however,
as the LEON2 is an open processor, one could easily register new hooks to monitor any
given architectural feature with minimal modifications to the VHDL.
The statistics-capturing engine is designed to count designated events, as described above,
when they occur within a specified region of the executing program. A region is defined as
a particular address range for the program counter, and the program’s load map (with a
suitable GUI) assists a developer in specifying address ranges of interest.
The statistics module provides a distinct advantage for gathering data in that it is fully
programmable by the user at run time; the bitfile does not need to be resynthesized to
accommodate new combinations of address ranges and events. To operate the statistics
module, the user must program the collection mechanism with the following three different
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values: the address range of interest, a timer duration between statistic collection, and the
32-bit counter that should be associated with a particular address range and event. By
allowing the free association of counters, events, and address ranges, we are able to cover
every possible instrumentation combination while utilizing a relatively small portion of the
chip resources [54]. Once the user has instrumented their design by communicating the
necessary information over the APB bus, the program will be executed and the module
alerted. During the program’s operation the statistics module will increment its internal
counters that track each desired combination of events and address ranges, and store the
resulting values for later retrieval every time the user-timer expires.
2.5.4 Operating System Operation
The instrumentation necessary for our purposes must track performance both within and
outside of the application at hand. We next describe enhancements to the statistics mod-
ule that accommodate performance profiling among processes running under an operating
system. Such an environment requires consideration of two additional factors: the effect
of the MMU and the scheduling of multiple competing processes. Fortunately, the former
reduces to a simple matter of merely changing the address ranges that the module should
watch for a given program. However, since each program shares the same virtual mem-
ory address space, a distinction between processes must be instituted to isolate individual
program statistics.
To accommodate this, the user can associate a particular counter with a specific Process ID
(PID). Counters with an associated PID will only increment if the corresponding process
is in control of the CPU. If the user does not assert an association, the given counter will
increment regardless of the current PID. A modification was made to the Linux scheduler
so that, just before the scheduler finishes switching to a new process, it writes the PID of
that process over the APB to the module.
2.5.5 PID Logging
Due to the competitive nature of thread scheduling in the Linux kernel, the variance in
statistical results from one run to the next is greater than one would find when running
a stand alone application. In particular, one could potentially see large differences in exe-
cution time if an infrequent process, such as a kernel daemon, should be scheduled in one
experimental run but not the other.
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To assist in tracking down these rare events, a PID log was added to the module. When
the statistics module is started, a 32-bit PID timer is continually incremented. Once the
scheduler writes the PID of the new running thread to the statistics module, the value of
the PID counter and the new PID are stored into a BlockRAM FIFO. The PID timer is
then cleared, and the counting continues until the next context switch by the scheduler.
At the end of the run the user may then read back the log and get a clock-cycle accurate
picture of the order and duration of the context switches within their system. Extensive
details on the design and the operation of the Statistics module is presented in [54, 55].
In this dissertation we assess the impact of the operating system (OS) on the performance
metrics one would be interested in measuring for evaluating architectures.
2.6 Mercury BLASTN
Computational search through large databases of DNA and protein sequence is a fundamen-
tal tool of modern molecular biology. Rapid advances in the speed and cost-effectiveness
of DNA sequencing have led to an explosion in the rate at which new sequences, including
entire mammalian genomes [119], are being generated. To understand the function and
evolutionary history of an organism, biologists now seek to identify discrete biologically
meaningful features in its genome sequence. A powerful approach to identify such features
is comparative annotation, in which a query sequence, such as new genome, is compared to a
large database of known biosequences. Database sequences exhibiting high similarity to the
query, as measured by string edit distance [107], are hypothesized to derive from the same
ancestral sequence as the query and in many cases to have the same biological function.
BLAST, the Basic Local Alignment Search Tool [4], is the most widely used software for
rapidly comparing a query sequence to a biosequence database. Although BLAST’s algo-
rithms are highly optimized for efficient similarity search, growth in the databases it uses is
outpacing speed improvements in general-purpose computing hardware. For example, the
National Center for Biological Information (NCBI) Genbank database grew exponentially
between 1992 and 2003 with a doubling time of 12–16 months [87]. The problem is partic-
ularly acute for BLASTN, the BLAST variant used to compare DNA sequences, because
each new genome sequenced from animals or higher plants produces between 108 and 1010
bytes of new DNA sequence.
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Figure 2.6: Pipeline stages of NCBI BLAST algorithm
BLASTN Pipeline
BLASTN is a 3-state pipeline (Figure 2.6), viz., word matching, ungapped extension, and
gapped extension, where the volume of data processed decreases along the pipeline. How-
ever, the computational complexity increases down the pipe. An analysis of this pipe shows
the bulk of time is spent in the first stage (word matching) of the pipe, where the database
is scanned for seed matches for further inspection down the pipe. The two following stages
(the ungapped and the gapped extension) extend the seed matches, extending it to check
for significant similarity between the query and database around the seed.
2.6.1 Solution Strategies
One obvious approach to runaway growth in biosequence databases has been to distribute
BLAST searches across multiple computers, each responsible for searching only part of a
database. This approach requires both a substantial hardware investment and the ability to
coordinate a search across processors. An alternate approach that makes more parsimonious
use of hardware is to build a specialized BLAST accelerator. By using an application-
specific architecture and exploiting the high I/O bandwidth of modern storage systems, an
accelerator can execute the BLAST algorithms much faster than a general-purpose CPU.
The Mercury system [26] is a prototype architecture that supports disk-based computation
at very high data rates using reconfigurable hardware. Computing applications historically
have been coded using the following paradigm: read input data into main memory with
explicit I/O calls, compute on that data writing results back to main memory, and send the
output from main memory with explicit I/O calls. In contrast, the Mercury system is built
around the concept of continuous data flow. Data from disk(s) flow into the computational
resource(s); one or more functions (often physically pipelined) are performed on the data;
and the results flow to the intended destination. As the computational resources include
reconfigurable hardware, application deployment requires hardware/software codesign. The
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Mercury system builds upon the work of Reidel [100] (active disks), Dally [30] (stream
processors), and a host of work developed in the reconfigurable computing community.
State-of-the-art solutions
Several software tools exist that seek to accelerate BLASTN-like computations through
algorithmic improvements. MegaBLAST [129] is used by NCBI as a faster alternative to
BLASTN; it explicitly sacrifices substantial sensitivity relative to BLASTN in exchange for
improved running time. The SSAHA [89] and BLAT [65] packages achieve higher through-
put than BLASTN by requiring that the entire database be indexed offline before being
used for searches. By eliminating the need to scan the database, these tools can achieve
more than an order of magnitude speedup versus BLASTN; however, they must trade off
between sensitivity and space for their indices and so in practice are less sensitive. In
contrast, Mercury BLASTN aims for at least BLASTN-equivalent sensitivity.
Other software, such as DASH [67] and PatternHunter II [83], achieves both faster search
and higher sensitivities compared to BLASTN using alternative forms of pattern matching
and dynamic programming extension. DASH’s reported speedup over BLASTN is less
than 10-fold for queries of 1500 bases, and it is not clear how it performs at our query
sizes, which are an order of magnitude larger. DASH’s authors have also reported on a
preliminary FPGA design for their algorithm [68]. PatternHunter II achieves a reported two-
fold speedup relative to BLASTN, with substantially greater sensitivity, through judicious
modification of its pattern-matching stage. We plan to implement similar improvements,
based on Buhler et. al’s studies of BLASTN-like pattern matching [18], in a future version
of our system.
In hardware, numerous implementations of the Smith-Waterman dynamic programming
algorithm have been reported in the literature, using both non-reconfigurable ASIC logic [35,
52] and reconfigurable logic [53, 93, 127]. These implementations focus on accelerating
gapped alignment, which is heavily loaded in proteomic BLAST comparisons but takes
only a small fraction of running time in genomic BLASTN computations. Our work instead
focuses on accelerating the bottleneck stages of the BLASTN pipeline, which reduces the
data sent to later stages to the point that Smith-Waterman acceleration is not necessary.
High-end commercial systems have been developed to accelerate or replace BLAST [94, 116].
The Paracel GeneMatcherTM [94] relies on non-reconfigurable ASIC logic, which is inflexible
in its application and cannot easily be updated to exploit technology improvements. In
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contrast, FPGA-based systems can be reprogrammed to tackle diverse applications and can
be redeployed on newer, faster FPGAs with minimal additional design work. RDisk [76] is
one such FPGA-based approach, which claims a 60 Mbases/sec throughput for stage 1 of
BLAST using a single disk.
Two commercial products that do not rely on ASIC technology are BLASTMachine2TM
from Paracel [94] and DeCypherBLASTTM from TimeLogic [116]. The highest-end 32-CPU
Linux cluster BLASTMachine2TM performs BLASTN with a throughput of 2.93 Mbases/sec
for a 2.8 Mbase query. The DeCypherBLASTTMsolution uses an FPGA-based approach to
improve the performance of BLASTN. This solution has throughput rate of 213 Kbases/sec
for a 16-Mbase query.
In this disseration we use BLAST as a recurring example of a pipelined application. We
demostrate the use of hybrid architecture to improve the performance of the BLASTN pipe
and also use the models developed in this dissertation to estimate its performance.
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Chapter 3
Networks of Processing Elements
with Finite Intermediate Queues
3.1 Introduction
Queueing networks have extensively been used to model real-life systems. These models can
be easily parameterized and evaluated at low cost. Our interest in queueing networks stems
from our interest in modeling application kernels mapped to distributed hybrid systems
as a queueing network and estimating performance or buffer requirements by solving for
relevant parameters of the queueing network.
We are particularly interested in methods to solve tandem queueing networks with bounded
capacity queues (Figure 3.1), where data comes into the network only from the ingress node.
In addition, once processed, not all data moves to the next computational stage, some is
discarded. The probability that an input to stage i generates an input to stage i+1 is
represented by deliver probability, di. Each stage of the pipelined application is treated as
a server in the tandem network. Also, we assume that the Blocking After Service (BAS)
blocking mechanism is employed in this queueing system. General parameters (with their
notation) are presented in Table 3.1.
K1 K2
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Figure 3.1: A tandem queueing network
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Table 3.1: Notation and description of the terms in queueing networks
Parameter Symbol Description
Number of Nodes N The number of the nodes (server units) in the tandem
network
Mean Arrival Rate λ Mean number of jobs that arrive into the system or
node per unit time
Mean Service Rate µi Mean number of jobs that are processed by node i per
unit time
Capacity Ki The maximum number of jobs that can be present at
any node i, including the one (if any) in service
Deliver probability di The probability that an output from node i is an input
to the immediate downstream node, node i+1.
We start with a technique from existing algorithms in the literature [96] that assumes
exponential service times to obtain the throughput of such a system and the distribution of
queue lengths for the individual queues. We have modified this algorithms to accounted for
the deliver probabilities (di’s) shown in Figure 3.1. We subsequently extend this method
to incorporate phase-type service distributions and then extend them further to include
bursty arrival processes. Throughout the modeling, we will validate the models against
discrete-event simulations.
The algorithms attempt to account for blocking, or stall, which occurs when a node that
is full “blocks” its upstream node from processing any further jobs. We assume blocking
after service, where the upstream node completes processing its “current” job and then
waits to be “unblocked”. Throughout this modeling process, a distinction is maintained
between a “true” parameter (one that reflects the properties of the physical system) and an
“effective” parameter (one that has been altered to model some effect, typically blocking, in
the physical system). The first example of this is the distinction between true and effective
service rates at each node. In the case that a node is blocked by the downstream node, the
effective service rate of that particular node decreases. The final node in the network is
never blocked and hence its effective service rate is the same as its true service rate.
3.1.1 Simulation Procedure
As we are comparing predictions from an analytical model to discrete-event simulation it
is important for the reader to understand our simulation methodology. Our simulation
numbers come from a “home bred” queueing network simulator, whose correctness was
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verified by testing it with known cases including M/M/1 and M/M/1/K queues and
Jacksonian Networks [56, 57].
Statistical Validity
For every network we simulate, we sample parameters of interest over 5 distinct intervals,
each comprising of a million jobs processed. For each interval we compute the sample mean
for all parameters of interest. We the use the technique of batch means to compute 95%
confidence intervals for all the reported results from the simulator [77].
Simulation Procedure
As throughout the dissertation we are interested in the maximum throughput that can be
supported by the queueing network, we need numerous simulations of a given network to
arrive at that throughput. We start by assuming that the network is driven by an arrival
rate, say λsim which equals the minimum service rate over all of the nodes. We determine
the throughput of the of the network for this arrival rate, say Tsim. If the difference between
these values, δ = λsim − Tsim is less than , our acceptance criteria, we stop. Else, we
reduce the arrival rate into the network as λnext = λsim −
δ
2
and proceed to determine the
new throughput of the system. We do this so that we can obtain an arrival rate where none
of the arrivals are lost. When we do reach a value of the mean arrival rate which meets our
acceptance criteria, we then increase the arrival rate by  until it fails the criteria. The last
value of the mean arrival rate which meets the acceptance criteria is our estimate of the
maximum throughput that can be sustained in the queueing network.
3.2 Analytical Approach to Solve Queueing Networks
In this section we introduce the algorithm described in [96], which attempts to determine the
throughput and queue length distributions at the different nodes in the queueing network.
The algorithm assumes exponentially distributed service times at the nodes in the network.
Also, the arrivals into the network are assumed to be exponentially distributed, i.e., a
Poisson process with exponentially distributed inter arrival times. In this algorithm we start
at the very last node in the network, which is never blocked, and work our way backwards.
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When analyzing any node i in the network, we modify its service time distribution using
our understanding of nodes downstream of node i.
We start by assuming an overall throughput of the system, say T0, which is the minimum
of the service rates of the individual nodes. Now, a mean throughput of T0 of the system
implies that node i in the network will have a mean throughput rate of ti ≤ T0, accounting
for filtering downstream. This throughput, ti, at node i includes the jobs that are dropped
after they are serviced. We then proceed to analyze all the nodes within in this network in
isolation moving from back to front.
At each node i we determine the mean arrival rate of a hypothetical lossy arrival process,
which has exponentially distributed interarrival times, for which the node has a throughput
of ti. For this arrival process, we determine the probability that the queue at node i is full,
say pfull. This probability is then transformed to the probability that a job leaving the
node i−1 will be blocked by node i, say piblock. piblock is derived using Little’s law [66], from
the assumed departure rate of the upstream node, the effective service time distribution of
node i and the probability that node i’s queue is full pfull.
The first node that can experience blocking is node N−1. The effective service distribution
of node N −1, immediately upstream to the last node, is modified (to reflect the impact
of blocking) as shown in Figure 3.2. It illustrates that all jobs entering node N −1 will be
serviced with a mean service rate of µN−1 and will experience an additional exponentially
distributed delay with a mean of 1
µN
. In the general case (i.e., when analyzing node i) we
will have a total of N −i+1 phases of service as shown in Figure 3.3.
We proceed in a similar way back to the very first node. Once we evaluate the arrival process
at the very first node, we check to see if the rate of jobs discarded at the very first node
is within . If so, we have determined the throughput of the system and the probability
of blocking at all nodes. If not, we reiterate with a lower value of system throughput than
previously assumed.
!N-1,N
!N-1,0
µN-1 µN
Figure 3.2: Coalescing nodes N−1 and N to obtain the effective service time distribution
of node N −1.
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Figure 3.3: Effective service time of an interior node i accounting for potential blocking
downstream from it.
The assumption made by this algorithm is that the departures from nodes have an inter-
departure time that is exponentially distributed. This assumption justifies the modeling of
the arrival process, when analyzing intermediate nodes in isolation, as being memoryless.
We will be studying the impact of this assumption in the following chapter.
3.2.1 Exponentially Distributed Service Times
In this section we describe the algorithm in detail when the arrivals into the network of
queues have an exponentially distributed interarrival time and the service times themselves
are exponentially distributed. To this we add the probability that a job leaving node i
will enter node i+1 with a probability di. Our objective here is to determine the system
throughput and probability of blocking in the network. We compute the results from this
algorithm and compare them against those derived from our simulation infrastructure.
Procedure
Table 3.2 lists the variables used in the solution for stalling probabilities and throughput
for the backward traversing algorithm with exponentially distributed service times. As
mentioned before, we start at the last node in the network and work our way backwards.
We analyze each of the nodes in isolation, wherein we alter the service distribution of the
nodes based on estimated blocking by downstream nodes. Figure 3.3 shows the service time
modeled at any interior node i of the network.
We start by assuming that the mean throughput supported by the network is the minimum
rate of service at the different nodes in the network. Our initial estimate of the maximum
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Table 3.2: Notation and description of the terms as applicable to this particular algorithm
Symbol Description
Tj The estimated (assumed) mean throughput of the
queueing network for the jth iteration of the algorithm
ti The expected throughput at node i of the network
λi Hypothetical lossy mean arrival rate into node i of the
network, the jobs are assumed to have an exponentially
distributed interarrival time
µi Mean service rate of node i of the network, the service
time distribution at each of the nodes is given to be
exponential
di Probability that a job completing service at node i
needs service at node i+1
pi(x) Probability of having x jobs at node i in the network
pii Probability of a job leaving node i being blocked from
entering node i+1 of the network
wi(m) Probability that a job leaving node i is blocked at ser-
vice phase m of node i+1
am,n Probability of transition from phase m to phase n
of phase-type distributions modeling effective service
times
ingest rate is T0 = mini(
µi∏
∀j,j<i
dj
). We traverse back from the last node, assuming that
the expected throughput at node N is tN =
∏
∀i
diT0.
1. Analyze the N th node as a M/M/1/KN +1 queue. The capacity of the node is
incremented by 1 to account for the customer that has completed service in node N−1
and is waiting for space in the queue for node N .
λN = tN/[1 − pN(KN +1)], (3.1a)
where,
pN(KN +1) = (1−ρN)ρ
KN+1
N /(1−ρ
KN+2
N ) (3.1b)
and ρN = λN/µN
piN−1 = µNpN(KN +1)/tN (3.1c)
2. Analyze each node i as an M/PHN−i+1/1/Ki+1 node, for i ∈ [N−1, . . . , 2]. The
expected throughput at each of these nodes, ti, is obtained as ti =
ti+1
di
. The effective
service at the ith node, as described in [96], is given by the phase-type distribution
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(αi, Qi), where αi is a row vector with N −i+1 elements all equal to zero except
the first element that is set to 1, and
Qi =


−µi µiai,i+1 µiai,i+2 . . . µiai,N−1 µiai,N
−µi+1 µi+1ai+1,i+2 . . . µi+1ai+1,N−1 µiai+1,N
−µi+2 . . . µi+2ai+2,N−1 µi+2ai+2,N
...
...
−µN − 1 µN−1aN−1,N
−µN


(3.2)
λi, which is the hypothetical arrival rate into node i, is obtained by solving the fixed
point expression, λi = ti/[1 − pi(Ki+1)]. Where,
pi(Ki+1) = pi(0)αiR
Ki
i (−λiQ
−1)
Ri = λi(λiI − λieiαi −Q)
−1
p0 = {αi[
Ki∑
r=0
Rri −λiR
Ki
i Q
−1
i ]ei}
−1
and ei is a column vector of 1s.
After solving the above fixed point, we compute wi(m), m = i, i+1, . . . , N using
wi(m) =
pi(0)αiR
Ki
i em
pi(Ki)
, (3.3a)
and obtain pii−1 using the relation,
tipii−1[−wiQ
−1
i ei] = pi(Ki+1), (3.3b)
where wi = (wi(i), wi(i+1), . . . , wi(N)).
3. The quantities wi and pii−1 are used to characterize the effective service time for node
i−1. In particular obtain the transition probabilities am,n for node i−1 as
ai−1,n = pii−1wi(n) (3.4)
and other already known transition probabilities, i.e., am>i−1,n.
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4. The ingress node (node 1) is analyzed as a M/PHN−i+1/1/K1 node using the
matrix-geometric procedure [88]. The mean arrival rate at the first node in the net-
work is the mean of the exponentially distributed arrival process that is required to
have an output rate equal to the assumed throughput.
If the mean of the arrival rate into the system is within  of the assumed throughput,
then we conclude that we have a sustainable arrival process, i.e, there will be no losses at
ingress for this rate of arrivals. The sustainable arrival process with the minimum average
interarrival time will yield the maximum throughput of the system.
Convergence of the algorithm
We assess the convergence of the algorithm as follows. The initial estimate on the through-
put, T0, is an upper bound on the maximum sustainable throughput Tmax (the value we
are attempting to determine). We represent the upper bound on this Tmax as Tub.
During an iteration with a throughput estimate of Tj, at each node i the expected through-
put is ti = Π
∀j<i
djTj . This is compared to the effective service rate µ¯i, which includes the
effect of blocking downstream. If tj is greater than µ¯i, the iteration is terminated and ti is
reduced to µ¯i. This in turn decreases the system throughput to Tj+1 =
ti
Π∀j<idj
, and Tj
becomes the new upper bound on the sustainable throughput, Tub. We then iterate with
Tj+1 as the new estimate for the system throughput.
When an iteration with throughput estimate Tj isn’t terminated at an interior node i, the
necessary input rate λ = λ1 at node 1 is compared with Tj. If the required λ is  or
more greater than Tj we conclude that the pipeline cannot sustain throughput Tj , and we
decrease the expected system throughput for the next iteration to Tj+1 = Tj − (λ − Tj).
In this case Tj again becomes the new upper bound on the sustainable throughput, is Tup,
which is potentially tighter than the previous upper bound.
When an iteration with throughput estimate Tj isn’t terminated at an interior node and
the input rate λ is within  of Tj , we conclude that the pipeline can sustain a throughput
Tj . This value of Tj is now a lower bound on the maximum sustainable throughput, i.e,
Tlb = Tj . This case establishes the window Tlb to Tub which contains our maximum
sustainable throughput Tmax. Once we have established this window, we can use one
of many methods to search this space efficiently. We use a binary search of this space,
where Tj+1 = Tj +
windowSize
2
, when Tj yields a sustainable throughput and establishes
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Tlb = Tj . Else, Tj+1 = Tj −
windowSize
2
, when Tj fails to yield a sustainable throughput
and subsequently establishes Tub = Tj. We stop when windowSize ≤ , and this
guarantees convergence.
Performance of the algorithm
To evaluate the effectiveness of the algorithm in determining the throughput of the queueing
network, we tested it on 200 synthetically generated queueing networks. The parameters N ,
µi i ∈ [1, N ], Ki are synthetically generated with their bounds given in Table 3.3. The
particular values of the parameters used for these 200 networks are detailed in Appendix A.
For each of the networks we compared the throughput predicted by the algorithm to those
obtained using our tandem queueing network simulator. Comparison of the raw throughput
Table 3.3: Range of parameters used for the backward traversing algorithm with exponen-
tially distributed service times
Symbol Description Range of values
N The number of nodes in the network {2, 3, . . . , 10}
K Capacity of the network {5, 10, 20, 30, 40, 50, 60, 70, 80, 90,
100, 110, 120}
µi Mean service rate of node i {10, 20, . . . , 1000}
predicted by the two models is illustrated in Figure 3.5(a). The difference is measured as a
relative error between the two models, defined as
RelativeError =
Vanalytical − Vsimulation
Vsimulation
(3.5)
Figure 3.4(a) shows the confidence intervals for 4 of the 200 networks simulated. We show
these plot to illustrate that the simulations have very small confidence interval between the
results. Figure 3.4(b) shows the throughput as obtained from simulation plotted with 95%
confidence intervals.
Figure 3.5 compares the analytical throughput results with the simulation results. Figure 3.5
shows that the analytical model, more often than not, predicts an optimistic value for the
throughput. Most of the experiments have a relative error in throughput of less than
5%. The mean of the relative error, when measured in absolute, was 1.273% for the 200
experiments. Of the 200 experiments 163 of them have the analytical model predicting
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Figure 3.4: Confidence in simulation results
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optimistically with a mean relative error of 1.501%, and the pessitimistic estimates have a
mean relative error of -0.272%.
We conclude from the figures above that generally, the model works quite well. However,
there are 12 experiments which have a significantly higher relative error compared to the
rest of the experiments (greater than 5%). These are the cases that are interesting to us, as
these show that we cannot always guarantee that the model is predictable. We will address
the specific causes of these errors in the next chapter.
Another parameter of interest in hybrid designs is the frequency with which a node blocks
the nodes upstream. This parameter is very important in designs where back pressure results
from blocking and results in “expensive” stalls. In Figure 3.6 we compare the probability
of blocking predicted by the two models. We see here that the probability of blocking is
surprisingly underestimated by the analytical model in a large number of cases, however,
the model still yields the right answers for the throughput. We will come back to this issue
in the next chapter where we discuss the shortcomings of this model.
3.2.2 Phase-Type Service Time Distribution
In many scenarios we have to deal with a variety of service distributions, and hence need
a model that can accommodate more than exponentially distributed service times at each
stage. For this purpose we build on the previous algorithm and assume that the “true”
service time distribution at the individual nodes is phase-type. This assumption helps us
evaluate the performance of many general service time distributions by modeling them
as phase-type. Based on the number of moments known, one can model an “equivalent”
phase-type distribution [60]. Phase-type distributions being a series of exponential distribu-
tions have the same memoryless property of an exponential distribution and are discussed
extensively in [60, 90].
Here we describe service models when we are given only the mean m and variance σ2 of
the service time distribution [1]. If the distribution satisfies the criteria c2 = σ
2
m2
> 1
2
, we
model this distribution as a 2 node phase-type distribution as shown in Figure 3.7, where
µ1 =
2
m
and µ2 =
1
mc2
and a = 1
2c2
. When the distribution is “tighter” i.e., c2 < 1
2
, we
model this distribution as a mix of 2 Erlang distributions with k and k−1 phases, where
1
k
≤ c2 ≤ 1
k−1 . Each phase of the Erlang distribution has a service rate of µ (Figure 3.8).
A job is always sees k−1 phases of service, and with a probability a sees an additional
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Figure 3.6: Difference between the blocking predicted by analytical and simulation models.
service phase. This probability a is obtained as a = 1
1+c2
[kc2 − {k(1 + c2) − k2c2}
1
2 ],
and µ = k−a
m
.
a
1- a
µ1 µ2
Figure 3.7: A phase type distribution with two phases, used to model servers when the first
two moments of their distribution are known and c2 > 1
2
.
Procedure
Table 3.4 lists the variables used in the solution for queue lengths and throughput for net-
works with phase-type service time distributions. The nodes in these networks are assumed
to have a squared coefficient of variance greater than 1
2
.
As in Section 3.2.1 before, we start at the last node in the network and work our way back-
wards. We analyze each of the nodes in isolation, wherein we alter the service distribution
of the nodes based on estimated blocking by downstream nodes. We start by assuming
that the mean throughput supported by the network is the minimum rate of service at
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Figure 3.8: A phase type distribution with k phases, used to model servers when the first
two moments of their distribution are known and c2 < 1
2
.
the different nodes in the network. Our initial estimate of the maximum ingest rate is
T0 = min(
µi∏
∀j,j<i
dj
∀i). We traverse back from the last node, assuming that the output
rate corresponding to this ingest rate is tN =
∏
∀i
diT0.
1. Analyze the N th node as a M/PHrN /1/KN +1 queue. Where rN is the number
of phases in the service distribution of node N .
λN = tN/[1 − pN(KN +1)], (3.6a)
piN−1 = µNpN(KN +1)/λ (3.6b)
Also calculate the probability of the node being at a particular service phase m
when the queue is full, essentially wN(m). From this we can calculate am,n for
m, n ∈ [1, rN−1+rN ], as illustrated in Figure 3.9.
2. Analyze each node i as an M/PH Σ
∀q≥i
rq/1/Ki+1 node, for i ∈ [N−1, . . . , 2]. The
expected throughput at each of these nodes, ti, is obtained as ti =
ti+1
di
. The effective
service at the ith node is given by the phase-type distribution (αi, Qi), where αi
is a row vector with Σ
∀q≥i
rq elements all equal to zero except the first element that
is set to 1, ei is a Σ
∀q≥i
rq × 1 unity vector, and Qi is the rate matrix for effective
distribution at node i.
λi, which is essential to solve for node i, is obtained by solving the fixed point ex-
pression, λi = ti/[1 − pi(Ki + 1)]. Where,
pi(Ki + 1) = p0αiR
Ki
i (−λiQ
−1
i )
Ri = λi(λiI − λieiαi −Qi)
−1
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Table 3.4: Notation and description of symbols used in queueing networks with phase-type
service time distribution.
Symbol Description
Tj The estimated (assumed) mean throughput of the
queueing network for the jth traversal of the algorithm
ti The expected throughput at node i of the network.
λi Hypothetical mean arrival rate into node i of the net-
work, the jobs are assumed to have an exponentially
distributed interarrival time
µi True mean service rate of node i of the network
µi,m Mean service rate of phase m of node i of the network,
the service time distribution at each of the phases is
given to be exponential
pi(x) Probability of having x jobs at node i in the network
pii Probability of a job leaving node i being blocked from
entering node i+1 of the network
wi(m) Probability that a blocked job at node i is waiting at
service phase m of node i+1
am,n Probability of transition from phase m to phase n
of phase-type distributions modeling effective service
times
p0 = {αi[
Ki∑
r=0
Rri −λiR
Ki
i Q
−1
i ]ei}
−1
.
After analyzing node i, we compute wi(m), m = i, i + 1, . . . , N using
wi(m) =
pi(0)αiR
Ki
i em
pi(Ki)
, (3.7a)
and obtain pii−1 using the relation,
λpii−1[−wiQ
−1
i e] = pi(Ki + 1), (3.7b)
where wi = (wi(i), wi(i + 1), . . . , wi(N)).
3. The quantities wi and pii−1 are used to characterize the effective service time for node
i−1, essentially calculating am,n for the downstream nodes.
4. The ingress node (node 1) is analyzed as a M/PHΣ
∀i
rq/1/K1 node using the matrix-
geometric procedure. The mean arrival rate at the first node in the network is the
43
aN-1µN-1,1 µN-1,2
a(3,4) = aN
a(1,4) = !N-1 wN(2) (1-aN-1)
a(2,3) = !N-1 wN(1) µN,2µN,1
a(1,2)=aN-1
a(1,3) = !N-1 wN(1) (1-aN-1)
a(2,4) = !N-1 wN(2)
Node N-1 Node N
Figure 3.9: Resulting phase-type distribution at node N −1.
mean of the exponentially distributed arrival process that is required to have an output
rate equal to the assumed throughput, t1 = Tj .
If the mean of the arrival rate into the system is within  of the assumed throughput,
then we claim that we have an sustainable arrival process, i.e, there will be few losses at
ingress for this rate of arrivals. The sustainable arrival process with the minimum average
interarrival time will yield the maximum throughput of the system. Also, by the same
arguments as in Section 3.2.1, this algorithm is guaranteed to converge.
Performance of the algorithm
To evaluate the effectiveness of the algorithm in determining the throughput of the queueing
network, we tested it on 200 synthetically generated queueing networks, where for each
network the parameters were generated from the set of values in Table 3.5. The particular
values of the parameters used for these 200 networks are detailed in Appendix A. For each
of the networks we compared the throughput predicted by the algorithm to those obtained
using our tandem queueing network simulator.
Comparison of the throughput predicted by the two models is illustrated in Figure 3.10(a).
The difference is, as before, measured as a relative error defined as
RelativeError =
Vanalytical − Vsimulation
Vsimulation
(3.8)
Figure 3.10(b) shows that the analytical model, more often than not, predicts an optimistic
value for the throughput. Most of the experiments have a relative error in throughput of
less than 10%. The mean of the relative error, when measured in absolute, was 4.056%
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Table 3.5: Range of parameters used for the backward traversing algorithm, with phase-type
service time distributions
Symbol Description Range of values
N The number of nodes in the network [2, 3, . . . , 10]
K Capacity of the network [5, 10, 20, 30, 40, 50, 60, 70, 80, 90,
100, 110, 120]
µi Mean service rate of node i in the
network
[10, 20, . . . , 1000]
c2 Squared coefficient of variance of
node i’s service distribution
[0.5, 0.8, 1.1, 1.3, 1.6, 2.0, 3.0, 4.0,
5.0, 7.5, 10, 15, 20]
for the 200 experiments. Of the 200 experiments 174 of them have the analytical model
predicting optimistically with a mean relative error of 4.571%, and pessimistics estimates
have a mean relative error of -0.614% We conclude from the figures above, that generally,
the model works quite well. However, there are quite a few experiments which have higher
relative error compared to the rest of the experiments (greater than 10%). These are the
cases that are interesting to us, as these show that we cannot always guarantee that the
model is predictable. We will address the specific causes of these errors in the next chapter.
As before, we are also interested in the stalling/blocking probabilities as predicted by the
analytical model, and measure the difference between the value predicted by the analytical
model and simulation model. This difference is illustrated in Figure 3.11, which are similar
to Figure 3.6. Again, this motivates further exploration of the model detailed in the next
chapter.
3.3 Network of Queues with Intermediate Bulk Arrivals
We are interested in applications that not only have diminishing volume of data down
the pipeline, but also networks where there can be potential expansion in the number of
tasks moving downstream. Our experience with applications such as BLAST motivate us
to explore the potential of analytical models for such queueing networks. Specifically in
BLASTN, the word matching stage frequently yields more than one position in the query
that matches a position in the database. This implies that for every job (w-mer) that enters
the word matching stage multiple jobs might be produced downstream. Here we modify the
algorithm described in Section 3.2.2 to accommodate multiple departures from nodes and
explore the effectiveness of this new model. We start by describing the state-space model
used to solve a queue with bulk arrivals and a phase-type service time distribution.
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Figure 3.10: Throughput predicted by analytical and simulation models
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Figure 3.11: Difference between the blocking predicted by analytical and simulation models.
3.3.1 Truncated Mx/PH/1/K Queue
In this section we present a state based model that we developed to solve for the throughput
and the queue length distribution of a truncated M x/PH/1/K queue. In this type of
queue, the arrivals have an interarrival times which are exponentially distributed, and the
service distribution is a phase-type distribution (Section 3.2.2). Each of the arrivals to this
queue can bring in a bulk of customers, where the bulk size is geometrically distributed
with a mean of x. Further, we assume that the bulk size is bounded, i.e., there can only
be a a maximum of maxX jobs in a bulk. All arrivals with bulk size greater than maxX
(in a traditional geometric distribution) are considered equivalent to arrivals with a bulk
size of maxX. Table 3.6 explains the notations used in the solution. In this queue the
admission policy allows part of the bulk to enter the queue and the rest to be discarded.
State based model
Figure 3.12 shows the model of the states for an M x/PH/1/K queue where the service
distribution has two phases. Each state is a function of the number of customers in the
queue, including the one in service, and the phase of the service process. If we assume
that the number of phases in the phase-type service mode is r and the capacity of the
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Table 3.6: Notation and description of the terms as applicable to M x/PH/1/K queues
Symbol Description
λ Mean arrival rate into the queue (arrivals/time).
x Mean number of jobs in each arrival.
p(1 − p)b probability of exactly b jobs in each arrival, where p =
1
x+1
, b < maxX
(1 − p)maxX probability of exactly maxX jobs in each arrival
r Number of phases in the phase-type service time dis-
tribution
µm Mean service rate of phase m of the phase-type service
time distribution, m ≤ r.
am,n Probability of job completing service at phase m of the
service time distribution joining at phase n.
K The maximum number of customers that can be
present in the system (capacity)
queueing system is K then the total number of states is rK +1. As the time spent in
each state is exponentially distributed, it satisfies the criteria for a continuous time Markov
chain (CTMC) [14]. The probability of being in a particular state, say s(k, m), translates
to the probability of having k jobs in the system and the server, if serving any job, being in
the mth phase of service. For a server with two-phase phase-type distribution m ∈ [0, 2],
m = 0 is the case that the server is idle because there are no jobs in the system. Let,
Πk,m k ∈ [0, K], m ∈ {0, 1, 2} be the steady state probability associated with being
in state s(k, m). The distribution of number of jobs in the system can be obtained by
obtaining Πk = Πk,1 + Πk,2 ∀k > 1 and Π0 = Π0,0.
Steady state probabilities
We solve for the steady state probabilities Πk,m of the queue by solving the equation
ΠQ = 0 (3.9)
where Q is the rate matrix for the CTMC shown in Figure 3.12. Figure 3.13 shows the rate
matrix Q corresponding to a Mx/PH2/1/K queue (shown to first 9 states).
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Figure 3.12: States in the state based solution for a M x/PH/1/H queue, where r = 2,
maxX = 4.
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Figure 3.13: Rate matrix for a Mx/PH/1/K queue with a two phase service time distri-
bution
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The rate matrix by itself has a rank of numberofstates − 1, and hence solution to
Equation 3.9 cannot be determined. However, replacing one of the equations with
Σ
∀k,m
Πk,m = 1 (3.10)
makes Q a full-rank matrix, and we can obtain the solution for Πi,j using standard matrix
algebra.
3.3.2 Queueing Networks with Bulk Departures
In this section we show how to adapt the algorithm described in Section 3.2.2 to accom-
modate bulk departures in nodes. As before we are interested in the maximum ingest rate
that can be supported by this queueing network, and probability of stalls in the network.
Modeling Blocking
A node which outputs a geometrically distributed number of jobs into its downstream node
will be blocked until there is space for all the jobs in a bulk to move to the next node. As
we are modeling a BAS blocking mechanism, we assume that all nodes have the capacity to
store all the jobs that it can potentially send to its downstream node. Figure 3.14 shows the
effective service distribution of node N −1, when it has bulk departures and is blocked by
node N . In this figure pik corresponds to the probability that node N−1 has k jobs which
cannot enter node N , and wk,m is the probability that node N is in the m
th phase of its
service when it blocks k jobs from node N−1. Figure 3.15 shows this effective service time
realized as a phase-type distribution, where the probability of moving from the penultimate
phase to the last are obtained using Bayes rule on Figure 3.14. In Figure 3.14 we obtain
w
′
21 and w
′
22 as
w
′
2l =
pi2w2l + pi3w3l + pi4w4l
pi2 + pi3 + pi4
, l ∈ 1, 2
Procedure
As in the earlier variants of the algorithm, the procedure traverses upstream and analyzes
each node in isolation. Table 3.7 lists the variables used in the solution for this network.
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Figure 3.14: Effective service time for the penultimate node because of blocking downstream,
when maxX = 4.
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Figure 3.15: Effective service time, realized as the phase-type distribution, for the penulti-
mate node because of blocking downstream, when maxX = 4.
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The nodes in these networks are assumed to have a squared coefficient of variance greater
than 1
2
.
Table 3.7: Notation and description of symbols used in the queueing networks with bulk
arrivals and general service time distributions.
Symbol Description
Tj The estimated (assumed) mean throughput of the
queueing network for the jth forward traversal of the
algorithm
ti The expected throughput at node i of the network
λi Hypothetical mean arrival rate into any particular node
of the network, the jobs are assumed to have an expo-
nentially distributed interarrival time.
µi Mean service rate of node i of the network
µi,m Mean service rate of phase m of node i of the network,
the service time distribution at each of the phases is
given to be exponential
di Mean number of outputs for every departure from node
i to node i+1.
pi(k) Probability of having k jobs at node i in the network.
pii Probability of a job leaving node i being blocked from
entering node i+1 of the network.
wi(m) Probability that a blocked job at node i is waiting at
service phase m of node i+1
am,n Probability of transition from phase m to phase n
of phase-type distributions modeling effective service
times
As before we start at the last node in the network and work our way backwards. We analyze
each of the node in isolation, modifying the service distribution to account for downstream
blocking and determining a hypothetical (lossy) arrival rate that will support the current
throughput. In cases where there are bulk arrivals into a particular node, say node i, we
use the following admission policy for our lossy arrivals. A job can only be accepted into
the node i iff the queue for node i has at least maxX positions unoccupied. For example,
if we are analyzing a queue with a capacity of 10 and the arrivals with a maximum bulk,
maxX, of 4, we increase the capacity of that node to 14, and jobs can enter this node
only when there at most 10 jobs in the system.
We start by assuming that the mean throughput supported by the network is the minimum
rate of service at the different nodes in the network. Our initial estimate of the maximum
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ingest rate is T0 = mini(
µi∏
∀j,j<i
dj
). We traverse back from the last node, assuming that
the output rate at node N corresponding to this ingest rate is tN =
∏
∀i
diT0. The expected
throughput at each of these nodes, ti, is obtained as ti = diti+1.
1. Analyze each node i as either an M/PHrz/1/K queue or an M
x/PHrz/1/KN+
maxX, based on the departure distribution of node i−1. rz is the number of phases
in the effective service time distribution of node i.
2. Find the hypothetical (lossy) arrival rate for which the output rate from node i is ti.
In other words, we need to find an arrival rate into the system for which the output
rate given by (1 − pi(0))µN equals ti. As pi(0) is dependent on the arrival rate, we
solve for this hypothetical arrival rate as a fixed point problem.
3. If the immediate upstream node (i−1) has bulk departures, a job departing node
i−1 can be blocked until anywhere from 1 to maxX jobs complete service at node
N . These probabilities are given by pii−1,k and obtained as pii−1,k =
µipi(Ki+i)
λ
i ∈
[1, maxX] Also calculate the probability of the node i being at a particular service
phase m when it blocks node i−1, wi(m)
1. From this we can calculate am,n for
m, n ∈ [1, ri−1+maxXrz].
4. If the immediate upstream node does not have bulk departures, the procedure remains
the same as outlined in Section 3.2.2.
Performance of the algorithm
To evaluate the effectiveness of the algorithm in determining the throughput of the queueing
network, we tested it on 200 synthetically generated queueing networks, where for each
network the parameters were generated from the set of values in Table 3.8. The particular
values of the parameters used for these 200 networks are detailed in Appendix A. All the
200 we two node networks and we assumed that the penultimate node always has a bulk
departure. For each of the networks we compared the throughput predicted by the algorithm
to those obtained using our tandem queueing network simulator.
1All probabilities, having certain number of jobs in the system, or being in a particular phase of service,
are obtained from the state-space model.
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Table 3.8: Range of parameters used for the Backward traversing algorithm, with phase-
type service time distributions and bulk departures
Symbol Description Range of values
N The number of nodes in the network 2
K Capacity of the network [5, 10, 20, 30, 40, 50, 60, 70, 80, 90,
100, 110, 120]
µi Mean service rate of node i in the
network
[10, 20, . . . , 1000]
c2 Squared coefficient of variance of
node i’s service distribution
[0.5, 0.8, 1.1, 1.3, 1.6, 2.0, 3.0, 4.0,
5.0, 7.5, 10, 15, 20]
x Mean burst size 1, 2, 3, 4, 5
Comparison of the throughput predicted by the two models is illustrated in Figure 3.16(a).
The difference is, as before, measured as a relative error defined as
RelativeError =
Vanalytical − Vsimulation
Vsimulation
(3.11)
Figure 3.16(b) shows that the analytical model, more often than not, predicts an optimistic
value for the throughput. Most of the experiments have a relative error in throughput of
less than 10%. The mean of the relative error, when measured in absolute, was 8.202%
for the 200 experiments. Of the 200 experiments 137 of them have the analytical model
predicting optimistically with a mean relative error of 5.705%, and pessimistics estimates
have a mean relative error of -13.632% We conclude from the figures above, that generally,
the model works quite well. However, there are quite a few experiments which have higher
relative error compared to the rest of the experiments (greater than 10%).
As before, we are also interested in the stalling/blocking probabilities as predicted by the
analytical model, and measure the difference between the value predicted by the analytical
model and simulation model (illustrated in Figure 3.17). We see here that the stalling
probabilities predicted by the analytical model agrees with the simulation model in general,
but there still are outliers that warrant our attention. We discuss the effects which lead to
these in the next chapter.
3.4 Summary
In this chapter we described an analytical approach to solving for parameters in queueing
networks with limited buffering. We evaluated methods to determine the throughput and
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Figure 3.17: Difference between the blocking predicted by analytical and simulation models.
the stalling probabilities in such networks. We evaluated networks that had both a phase-
type service distribution and bursty departures. Further, we saw that these models do not
guarantee us a bound in their error. As we have said before, a model that does not give
a bound on its error, or an idea about its correctness cannot be inherently trusted. In
the next chapter we discuss our efforts to assess the validity of these models based on the
characteristics of the nodes.
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Chapter 4
Analysis of Analytical Models
4.1 Introduction
In the previous chapter we described algorithms which attempt to solve for parameters of
interest in networks of queues with blocking. The particular parameters we are interested
in are the overall throughput of the system and the probability of “stalls” in the networks.
In the results presented in the previous chapter we saw that these algorithms do not yield
acceptable answers in all cases, yet in many cases did yield answers that matched simulation.
This points us to uncertainty in the model we employed to obtain these results, which in
many cases will limit the usability if these models. The algorithms in the previous case
were tested with random networks and the estimates from the analytical model were usually
within 10% of those from simulation. However, we also saw cases where the results differed
significantly from the simulation model > 25%.
We are motivated to look at these models in detail and present the user with bounds within
which the model will yield acceptable results. As we have stressed earlier, an effective model
should not only yield good estimates, but should also be able to give the designers hints
about its applicability. In other words, in case of models where the error in the estimate
is not tightly bound, the model should give the designer an idea about the how applicable
the model is to what it being modeled.
4.2 Assessing the Analytic Models
Examination of the randomly generated test cases leads us to pay particular attention to
the following aspects of the analytic model.
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1. Queueing networks for which there is clearly one bottleneck node do not require this
level of analysis. The throughput of the system is dominated completely by the
throughput of the slowest node, and all upstream nodes effectively serve as extensions
of the queue associated with the bottleneck node.
2. A queueing system becomes non-work-conserving when the queue associated with a
node alternately is empty (starving the node) and full (blocking the upstream node).
This circumstance is more likely as: a) the size of the queue between nodes gets
smaller, b) the service rates for two adjacent nodes are similar to one another, and c)
the variability in the service distribution of a node increases.
3. The quality of the analytic model throughput results are closely tied to the blocking
probability experienced by upstream nodes.
To explore the above observations, a set of test cases were developed to examine the as-
sociated parameter space explicitly. Figures 4.1 and 4.2 represent results from 2 node
experiments for which each node has an exponentially distributed service time (i.e., the
squared coefficient of variation, c2i = 1, 0 ≤ i ≤ 1). In the first experiment (Figure 4.1),
the service rates for both nodes are equal (µi = 300 jobs/s, 0 ≤ i ≤ 1), the capacity of the
upstream node is K0 = 100 (chosen to be large enough as to not impact the throughput),
and the capacity of the downstream node, K1, ranges from 5 to 100. This first experiment
is designed to explore the impact of queue size on the analytic model.
For each of the experiments performed, we plot the throughput as predicted by the sim-
ulation model vs. the throughput as predicted by the analytic model. The straight line
reference that is added to the plot represents perfect alignment between the two models.
The second plot for each experiment shows the relative error in the analytic model as a func-
tion of the independent variable being varied for the experiment (e.g., downstream node
capacity for Figure 4.1(b)). The third plot for each experiment compares the probability
that the upstream node is blocked for each of the analytic and simulation models. Although
not shown explicitly in the the first plot, the low-throughput points correspond to the cases
of low downstream node capacity (and corresponding high upstream blocking probability).
The graphs of Figure 4.1 correspond to a parameterization explicitly covered by the original
models in [96]. Clearly, there is close correspondence between the analytic model predictions
and the simulation model predictions, both for overall throughput and blocking probability
for the upstream node. For small downstream queue sizes, the throughput drops off and
the blocking probability increases, exactly as one would expect.
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Figure 4.1: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.2: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 ∈ [20, 780] jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 = 10).
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Figure 4.3: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 2, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Further examination of the individual cases (out of the randomly generated tests) with
poor correlation between the analytic and simulation throughputs indicates a pair of cir-
cumstances under which the analytic model inadequately corresponds to the physical system
being modeled. The first circumstance is the case in which a downstream node is sufficiently
slower than the immediate upstream node that, in effect, the upstream node (and its as-
sociated queue) act as an extension to the queue associated with the downstream node.
The second circumstance is the case in which the departure process for the upstream node
differs sufficiently from a Poisson model that the arrival process model for the downstream
node is no longer effective. We will examine each of these circumstances individually below.
4.2.1 Test 1
Figure 4.2 shows the results of an experiment designed to explore the first circumstance
described above. Here, the capacity of the downstream node is fixed at K1 = 10, the mean
service rate of the downstream node remains at µ1 = 300 jobs/s, and the mean service
rate of the upstream node, µ0, is varied between 20 and 780 jobs/s. For all our 2 node
experiments we assume a sufficiently large capacity upstream, K0, that does not impact
the performance of the network. Here, the system throughput closely tracks the upstream
throughput while µ0 < µ1 (the middle and left of the first plot, Figure 4.2(a)), stabilizing
near µ1 as µ0 exceeds µ1.
While the throughput results still represent a good match between the analytic and sim-
ulation models, there is a clear discrepancy between the two for the upstream blocking
probability. We see in these figures that the downstream node does not recognize the fact
that the upstream node is faster. This is because the algorithm does not sufficiently ac-
count for the upstream node when determining the probability of the downstream node
being full. Note that in Figure 4.2(b) both the analytical model and the simulation model
are predicting throughputs close the max possible throughput of 300 jobs/s and hence the
absolute difference in their numerical values is not large.
We again go back to the question of whether we can add something to the modeling process
that can detect this happening. Our first test, test 1, does exactly that. We use the fact
that a queueing network consisting of two or more nodes can never have a throughput that
exceeds the throughput of a single node system with the following parameters:
• The mean service rate is the same as the service rate of the slowest server in the
network (say, S).
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• The capacity of the node includes all the capacity of the network upstream from server
S.
Our test 1 checks for this condition for every two node pair that is analyzed in the network
and triggers a modeling failure (indicated by X on the plots) when the test fails. For
example, lets consider experiment where we have exponentially distributed service times
for servers S0 and S1, with their individual capacities K0 and K1, and service rates µ0
and µ1. Lets say that the throughput predicted by the analytical model is Ta.
We consider a single server consisting of server S1, service rate µ1 and capacity Ksingle =
K0 + K1. As the service distribution of this system is exponential and the arrival into
this system is exponential, this system transforms to an M/M/1/K system described in
Section 2.2.2. This system has a closed form for its maximum throughput given by Tsingle =
(1− (1−ρ)
1−ρKsingle+1
)×µ1. It is clear that this is the maximum throughput that can sustained
by the two node system when the upstream node is assumed to be infinitely fast. Given this
fact, if the analytical solution for the queueing network violates the equation Ta < Tsingle
for any two node in the system we do not trust the result of the analytical model. For
the case when the downstream node is a phase-type distribution instead of the exponential
distribution, we can use the M/PH/1/K models described in Section 2.2.2.
While [96] dealt with exponentially distributed service times, we have extended the model
to address more general service distributions. Figures 4.3 through 4.8 show the results of
experiments in which there is increased variability in the service time of the downstream
node. In the experiments of Figures 4.3, 4.4, and 4.5, the service rates for both nodes are
again equal (µi = 300 jobs/s, 0 ≤ i ≤ 1), the capacity of the upstream node is K0 = 100,
and the capacity of the downstream node, K1, ranges from 5 to 100. What differs from
the first experiment is the squared coefficient of variation, c21, for the downstream node,
which is set to 2 in Figure 4.3, 5 in Figure 4.4, and 10 in Figure 4.5. The results show a
close match between analytical and simulation models for the entire range of queue sizes
explored, both for throughput and for upstream blocking probability.
The sensitivity of the analytic models to dissimilar service rates are again illustrated in
Figures 4.6 through 4.8. As in Figure 4.2, the service rate for the upstream node is varied
over the range µ0 ∈ [20, 780] jobs/s and the capacity for both nodes is fixed at K0 =
100 and K1 = 10. We see a trend similar to the one seen earlier in Figure 4.2(b).
The analytical model does a good job of tracking the simulation results, but starts failing
when the upstream node server rate exceeds the downstream node’s service rate. In the
experiments illustrated in Figures 4.6 through 4.8 we see that the model starts failing after
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the upstream service rate starts exceeding 400 jobs/s. However, the thing to note here is
that our test does detect this happening and points that out to us.
The next set of experiments investigates the case where the upstream node’s service distri-
bution varies from exponential. Figures 4.9 through 4.13 show the results of experiments
where the service rates for the two nodes are returned to be equal (µ0 = µ1 = 300 jobs/s),
the service distribution of the downstream node is returned to exponential (c21 = 1), the
capacity of the downstream node is varied (K1 ∈ [5, 100]), and the squared coefficient of
variation of the upstream node is different for each individual experiment. (c20 ∈ [0.8, 1.3]).
We see here that these plots are very similar to Figure 4.1 and point to the fact that perfor-
mance of the algorithm remains comparable to the case where the service time distribution
of the upstream node was exponentially distributed. Also, these cases also suffered from
their inherent ability to detect the mismatch between service rates of upstream and down-
stream nodes. I.e., when the service rate of the upstream node is increased, the model fails
and the test indicates failure.
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Figure 4.4: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 5, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
4.2.2 Test 2
Our experiments so far have considered upstream nodes which have a squared coefficient of
variance around 1.0. As we have claimed in the earlier chapter that this solution extends to
general service times, we wish to extend the experiments to include a larger squared coeffi-
cient of variance. In effect, we are studying the behavior of this algorithm for distributions
whose tail is heavier than an exponential distribution.
62
 200
 210
 220
 230
 240
 250
 260
 270
 280
 290
 200  210  220  230  240  250  260  270  280  290
Th
ro
ug
hp
ut
 (S
im
ula
tio
n M
od
el)
(jo
bs
/s)
Throughput (Analytical Model)(jobs/s)
(a) Throughput
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  10  20  30  40  50  60  70  80  90  100
Th
ro
ug
hp
ut
 (%
 R
el.
 E
rr.
)
Capacity (Node 1)
(b) Throughput relative error
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0  10  20  30  40  50  60  70  80  90  100
Bl
oc
ki
ng
 P
ro
ba
bi
lity
 (N
od
e 0
)
Capacity (Node 1)
Analytical
Simulation
(c) Upstream blocking proba-
bility
Figure 4.5: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 10, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.6: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 2, µ0 ∈ [20, 780] jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 = 10).
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Figure 4.7: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 5, µ0 ∈ [20, 780] jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 = 10).
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Figure 4.8: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 10, µ0 ∈ [20, 780] jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 = 10).
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Figure 4.9: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.8, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.10: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.9, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.11: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1.1, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.12: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1.2, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.13: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1.3, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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In Figures 4.14 through 4.16 we show the effect of increasing squared coefficient of variation
on the results predicted by the analytical model. Note here that the downstream node has an
exponentially distributed service time and has the same mean service rate as the upstream
nodes. We have earlier seen that the case where the upstream and downstream nodes were
balanced the algorithm has commendable performance, however in these experiments it is
not the case.
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Figure 4.14: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 2, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
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Figure 4.15: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 5, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
We make two observations from these experiments. One that our first test (test 1) fails to
detect the deviation from simulation, and second that the analytical model still underesti-
mates the blocking probability. We observe that this is true when the arrival distribution
from the upstream node is significantly more bursty relative to an exponential arrival pro-
cess. Our second test to detect a failing model checks the inputs to the analytical models.
We check to see if any of the servers in the network for which analytical model is used to
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Figure 4.16: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 10, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100]).
predict performance have a squared coefficient of variance significantly greater than 1. If it
does we err on the side of caution and discount those results. Note here that there could be
cases where one or more nodes in the network meeting this criteria could have no impact
on the performance of the network and the analytical model could be predicting the right
results.
While we only have empirical guidance for guiding the actual test threshold, for the cases
studied, c2 ≤ 1.3 all have performed well (i.e., close match with simulation) and c2 ≥ 2
all have performed poorly.
4.2.3 Test for Bursty Departure
We investigate the effect of bursty departures from upstream nodes in a two node scenario.
Bursty departures from the upstream nodes implies that that a job processed by the up-
stream node can produce a burst of jobs for processing by the downstream node. We have
similar tests to those described in Section 1.2.1, where we investigated the case of exponen-
tially distributed service times for both upstream and downstream nodes. In Figures 4.17
to 4.20, we show the effect of burstiness for the case when the effective service rate of the
two nodes are equal. We see from these figures that the algorithm modified to account for
burstiness has similar results as Figure 1.1. An important change here is that the analyti-
cal model has pessimistic estimates compared to simulation model. This is a result of the
analytical model trailing the simulation model in the blocking probability as illustrated in
Figures 4.17(c) to 4.20(c). This we attribute to the fact that in the simulation model, part
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Figure 4.17: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [5, 100], x = 1, maxX = 7).
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Figure 4.18: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 600 jobs/s, K0 = 100,
K1 ∈ [5, 100], x = 2, maxX = 13).
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Figure 4.19: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 900 jobs/s, K0 = 100,
K1 ∈ [5, 100], x = 3, maxX = 20).
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Figure 4.20: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 1200 jobs/s, K0 = 100,
K1 ∈ [5, 100], x = 4, maxX = 27).
of a burst can proceed to the next node until the downstream node becomes full, however
in the analytical model the space has to be available for the entire burst. If all of the jobs in
a burst cannot be accommodated downstream we block all those jobs. Note here that the
analytical model is not overly pessimistic, and that some pessimism in the analytical model
can be a desirable feature to determine the upper limit of performance in certain scenarios.
The next set of plots we present follow the trend earlier in the chapter, where we study the
effect of the difference in service rates of upstream and downstream nodes on the results of
the analytical models. These are illustrated in Figures 4.21 through 4.24.
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Figure 4.21: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 ∈ [20, 780] jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 = 10, x = 1, maxX = 7).
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Figure 4.22: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 ∈ [20, 780] jobs/s, µ1 = 600 jobs/s, K0 = 100,
K1 = 13, x = 2, maxX = 13).
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Figure 4.23: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 ∈ [20, 780] jobs/s, µ1 = 900 jobs/s, K0 = 100,
K1 = 20, x = 3, maxX = 20).
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Figure 4.24: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 1, c
2
1 = 1, µ0 ∈ [20, 780] jobs/s, µ1 = 1200 jobs/s, K0 = 100,
K1 = 27, x = 4, maxX = 27).
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These figures illustrate a trend we have seen before, where the model starts failing when
there is a significant imbalance between the upstream and downstream rates. Note, here
that the effect is more prominent for case where we have a significantly higher imbalance
and a longer tail on the bursty departures of the upstream node. Also, note that test 1,
which checks if the analytical model predicts higher than the theoretical maximum, still
detects errors with the model.
Effect of non-exponential service times of upstream node
Again following the earlier trend, we check the effect of non-exponential service distribution
of the upstream node on the results from the analytical model. Figures 4.25 through 4.28
show how the model reacts to tighter distributions upstream, c20 = 0.5 for varying burst
sizes. Figures 4.29 through 4.32 show the effect of c20 = 0.8 (near exponential). These
results are similar to the ones we have seen before in section 4.1.2, where we saw that a
tighter than exponential distribution upstream does not negatively affect the performance
of the algorithm.
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Figure 4.25: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.5, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 1, maxX = 7).
Figures 4.33 through 4.36 shows that a heavier tail than exponential changes the trend seen
earlier where we saw pessimistic results from the analytical model. Here we see that the
results are optimistic, and the deviations become wider (from simulations) as the burstiness
from the upstream node increases. In these figures we had c20 = 2, which was our arbitrary
threshold from the earlier experiments. We see here that the trend seen with earlier
experiments continues and the model loses trust, as defined by a 10% deviation from
simulation, for coefficient of variance of greater than 2 for the upstream node. Thus, we
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Figure 4.26: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.5, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 2, maxX = 13).
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Figure 4.27: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.5, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 3, maxX = 20).
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Figure 4.28: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.5, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 4, maxX = 27).
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Figure 4.29: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.8, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 1, maxX = 7).
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Figure 4.30: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.8, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 2, maxX = 13).
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Figure 4.31: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.8, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 3, maxX = 20).
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Figure 4.32: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 0.8, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 4, maxX = 27).
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Figure 4.33: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 2.0, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 1, maxX = 7).
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Figure 4.34: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 2.0, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 2, maxX = 13).
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Figure 4.35: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 2.0, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 3, maxX = 20).
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Figure 4.36: Throughput and upstream blocking probability predicted by analytical and
simulation models (c20 = 2.0, c
2
1 = 1, µ0 = 300 jobs/s, µ1 = 300 jobs/s, K0 = 100,
K1 ∈ [10, 100], x = 4, maxX = 27).
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Table 4.1: Experiments with > 10% error in Figure 3.5(b).
Experiment # Analytical Simulation Rel. Err.
(jobs/sec) (jobs/sec)
120 58.800 48.432 21.407
47 47.607 40.864 16.502
84 138.586 120.643 14.872
24 117.600 103.315 13.827
116 190.060 168.024 13.115
Table 4.2: Test 1 check for experiments with > 10% error in Figure 3.5(b).
Experiment # Analytical Tsingle Result
(jobs/sec) (jobs/sec)
120 58.800 49.074 Fail
47 47.607 40.895 Fail
84 138.586 122.853 Fail
24 117.600 105.302 Fail
116 190.060 177.638 Fail
conclude here that our test 2 will prove a good test for these cases too. Also, we observe
here that longer tails on the bursts yield poorer results.
4.3 Validating tests
Now that we have defined the different tests, we investigate if the tests can capture the
erroneous results reported for the synthetically generated networks of Chapter 3. We start
with the results of Figure 3.5. These experiments included servers whose service times were
purely exponentially distributed. We are particular interested in the 5 experiments that
have errors greater than 10%. Table 4.1 shows the results predicted by the analytical model
for these experiments.
All 5 of these experiments fail test 1 as illustrated in Table 4.2. To perform the test we
constructed a single node queue which has the same service rate as the bottleneck node and
has a capacity which equals all the capacity upstream from that node. This shows that this
test is sufficient in detecting the significant errors in the model which are present with only
exponentially distributed service times at the nodes.
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We now investigate the results in Figure 3.10 where the service time distributions have a
squared coefficient of variance between 0.5 and 20. Of the 200 networks for which we used
the test the algorithm 30 of them had a relative error greater than 10%. We tested these
30 networks using test 1 and test 2. 25 of these 30 networks failed test 2 and the rest failed
test 1. Note here that we checked for test 2 first, and did not check for test 1 if test 2 failed.
Finally, we revisit the results in Section 3.3.2 to check the results produced by the analytical
model. We had tested 200 networks where the upstream node had bursty departures, and
for 52 of these the analytical model predicted throughput which were not withing 10% of
the simulation results. Again, tests 1 and 2 eliminated all of these errors.
4.4 Chapter Summary
In this chapter we introduce two tests to avoid potential pitfalls with the analytical models
described in Chapter 3. The first test checks if the solution performance metrics, through-
put, put out by the analytical model exceed known theoretical limits. We were able to avoid
the short-comings of the results presented in Section 3.2 of Chapter 3.
The second test is based on our experiments which tried to study the effect of non-
exponential service time distributions at upstream nodes. This empirical test concludes
that a tail, coefficient of variance of ≥ 2, on a node upstream from the bottleneck node
on the system can potentially lead to erroneous results. Hence, we conclude that our ex-
tension to include more general service distribution needs to meet this criteria too. We see
that these tests help curtail the relative error between analytical and simulation models to
within 10%. This is within the arbitrary threshold we set for the validity of the analytical
mode. We note here that there could be cases where one could have false positives from the
analytical model. The analytical model could potentially pass these tests and still produce
incorrect estimates. Also, test 2 is a conservative in nature and one could potentially be dis-
carding results of the analytical model for networks where the model works well. In essence
tests 1 and 2 are necessary but not sufficient checks on the correctness of the analytical
model.
Our experiments which aim to study the effect of bursty departures from the upstream
node also yielded results similar to the ones which do not have bursty departures. These
results show that we can use state-space solutions to solve for single-server models that don’t
have closed form solutions and use this backward traversing model to yield fast analytical
solutions to queueing networks with blocking.
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Chapter 5
Performance Evaluation Using
Soft-Core Processors
5.1 Motivation
Simulation has continued to be the de facto standard method for performance evaluation
of newly proposed ideas in computer architecture for more than a decade now. While
simulation allows for theoretically arbitrary fidelity (at least to the level of cycle accuracy)
as well as the ability to monitor the architecture without perturbing execution itself, it
suffers from low effective fidelity and long execution times.
• Fidelity – simulations are typically performed with abstract, incomplete, or missing
components. While it is conceptually easy to describe a “cycle accurate” simulation
model, there is little hope of the eventual implementation reflecting the details of that
simulation exactly.
• Execution time – simulations are typically interpretive so that they can perform suf-
ficient introspection to collect data of interest. As such, they typically run orders of
magnitude slower than the system they are modeling.
One viable remediation for the above concerns is to simulate portions of an application’s
execution by sampling [126]; some segments are simulated in fine detail while the details
of executing the other segments are largely ignored. For average behavior, sampling may
provide adequate resolution in a reasonable time frame. However, if an execution contains
infrequent events whose details are important, sampling may miss the most noteworthy
phenomena.
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As the research which led to development and the extensive use of SimOS [102] suggests, it is
not only important to measure the effectiveness of architectures using standard benchmarks
like SPEC-2000, MiBench etc., but also account for the behavior of the application under
appropriate operation systems. This additional criteria raises serious issues with trace
driven simulators, because the traces which capture the OS effects in detail are long and
“need” to be well sampled. Moreover, for some applications, occasional worst-case behavior
can be more significant than the application’s average-case behavior. For example, in the
real-time application we consider below, its worst-case execution time is necessary for proper
scheduling within the application. A rare event that can lead to increased execution time
can adversely affect scheduling or perhaps cause a real-time program to miss a crucial
deadline.
Reconfigurable hardware, in the form of field-programmable gate arrays (FPGAs), can be
used to model systems that will ultimately be implemented in custom silicon. In fact,
soft-core descriptions of common architecture implementations are becoming widely avail-
able [79]. With the appropriate instrumentation of such descriptions, and the addition of
logic to log events reliably, execution details at the micro-architectural level can be captured
at full (FPGA) speed for an application’s entire execution [54].
While much of a program’s observed behavior is intrinsic to the application and its host
architecture, other processes—some of which may be required for proper system operation—
can adversely affect the primary application’s performance. System processes responsible
for resource management, device allocation, page management, and logging typically exe-
cute outside the domain of an application’s performance introspection. Thus, debugging
and performance monitoring tools can reveal much about about problems within an appli-
cation, but they are hard pressed to identify interprocess behavior that contributes to poor
performance. Moreover interprocess behavior can even mask performance problems within
an application.
5.2 Overview
In the chapter, we explore the space in which simulator based performance analysis is
classically used, looking to assess whether or not it is sufficiently effective. FPGA-based
emulation is presented as an alternative, more effective approach for some performance
analysis problems. We start by presenting the evaluation of an micro-architectural tech-
nique called “Dusty Cache” on our evaluation platform. We emphasize the difference in
79
performance metrics between standalone measurements and measurements including the
effects of a “tiny” uClinux operating system. We then present results from execution of
benchmarks on a full-blown version of Linux.
The last part of the chapter describes the use of our measurement infrastructure to identify
and reason rare-events observed during the execution of applications under an operating
system. This ability is key to real-time design which needs to meet very stringent deadlines
with few or no misses.
5.3 Benchmarks
When proposing some new (or altered) micro-architectural feature, it is standard practice
to empirically evaluate the efficacy of that feature across a set of benchmark applications.
Similarly, the micro-architectural feature might not be new at all, in an embedded system
design we might simply be interested in choosing the parameter setting that best suits the
needs of the current application. In our experiments, we illustrate the ability to do this type
of investigation by measuring cache hit rates as a function of cache size and associativity for
a set of benchmark applications (most of which are traditionally embedded applications).
Our particular interest here is the degree to which the performance measures are altered by
the presence of both an operating system and other applications present and competing for
processor resources.
We create a benchmark suite for experiments/evaluations in this chapter by collecting ap-
plications from two different benchmark suites. The MiBench benchmark suite [48] consists
of a set of embedded system workloads which differ from standard desktop workloads. The
applications contained in the MiBench suite were selected to capture the diversity of work-
loads in embedded systems. For the purposes of this study, we chose workloads from the
networking, telecommunications, and automotive sections of the suite.
CommBench [123] was designed with the goal of evaluating and designing telecommuni-
cations network processors. The benchmark consists of 8 programs, 4 of which focus on
packet header processing, and the other 4 are geared towards data stream processing.
Following are the set of applications we have used as part of this study:
• From MiBench:
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– basicmath: This application is part of the automotive applications inside MiBench.
It computes cubic functions, integer square roots and angle conversions.
– sha: This is part of the networking applications inside MiBench. Sha is a secure
hash algorithm which computes a 160-bit digest of inputs.
– fft : This is part of the telecommunication applications inside MiBench, and
computes the fast Fourier transform on an array of data.
• From CommBench:
– drr , frag : These are part of the header processing apps inside CommBench. The
drr algorithm is used for bandwidth scheduling for large numbers of flows. Frag
refers to the fragmentation algorithm used in networking to split IP packets.
– reed enc, reed dec: These are part of the packet processing applications in Comm-
Bench. They are the encoder and decoder used in the Reed-Solomon forward
error correction scheme.
To the above set we added one locally developed benchmark, blastn, which implements
the first (hashing) stage of the popular BLASTN biosequence alignment application for
nucleotide sequences [3]1. All of the benchmark application either already are, or are can-
didates to be, individual pipeline stages in a larger complete application.
5.4 Profiling app-only vs. app and uClinux
In the section we present the difference that one could see when incorporating the effects of
a light weight OS like uClinux [117]. For this purpose we use the Dusty cache design and
evaluate its effectives by measuring application effects under these scenario:
• Standalone: The application is compiled to run on the Liquid architecture platform
by itself, and is the only process on the system.
• uClinux: The application is run on the Liquid architecture platform using the uClinux
OS. The statstics measured include the activity of both application and the OS.
1This does the not reflect any changes made to the BLASTN pipe described in the following chapter.
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Figure 5.1: Dusty cache structural design.
5.4.1 Dusty Cache
Dusty caches were introduced by Friedman [40, 39] to reduce the number of redundant
stores to memory. The architecture eliminates temporally silent stores [80], which attempt
to re-write to memory the value that is fetched from memory. In [40], Friedman evaluated
the use of this techniques using probabilistic models using Monte-Carlo simulations. We
evaluate this architecture using the measurement architecture on the Liquid architecture
platform.
In this section we describe the dusty data cache micro-architecture optimization and discuss
its design and interaction with the machine architecture. This exposition is a shortened
version of what appears in [40]. We classify this policy as an enhancement to a standard
write-back policy. This dusty cache specification is implemented in the Liquid Architecture
system as a data cache.
5.4.2 Dusty Cache Design
The dusty cache employs the same lines (blocks), subblocks, and valid bits as both tradi-
tional write-through and write-back policies. The write-back cache policy uses a dirty bit to
decide when to write a value back to main memory. The dusty cache uses a dusty check to
decide when to write the value back to main memory. The dusty check is not an actual bit
(in the sense of a “dirty bit”), but is instead a mechanism for deciding if the cached value
duplicates what was fetched from storage initially. Like the write-back policy, the dusty
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cache has a dirty bit to decide whether the value has changed since entering the cache. In
addition, the dusty cache has a second cache bank that acts as an image of main memory,
labeled DImage in Figure 5.1. This bank is readily accessible without incurring the time
delay of reading main memory, and does not impact the the access time of DData. In our
implementation, we actually duplicate the data cache to realize the image; in systems offer-
ing L2 cache, that layer could serve as the image if it can be accessed sufficiently quickly.
Lepak [80] describes a number of alternative implementation strategies.
5.4.3 Experiments
For this study we used 7 applications from the set of applications described earlier. For
each of the applications the following sequence of actions were taken:
• The application was executed standalone (i.e., no OS) on the Liquid Architecture
system. For benchmarks that require disk-based input data, the benchmark was
altered to either read compile-time initialized data or synthetically generate the input
data. This step is required because there is no file system available for standalone
execution. In addition, the benchmark was adapted to initiate the statistics collection
subsystem (this required the addition of a single call at the beginning of the code).
• The modified application was also executed under the uClinux OS. Even though we
have a file system for this case, our desire to study the impact of applications running
with and without an OS motivated us to use the identical (altered) applications from
the standalone runs.
• A number of different configurations of the LEON processor were generated. Cache
sizes of 1, 2, 4, and 8 Kbytes were included for a traditional direct-mapped, write-back
cache, and cache sizes of 1, 2, and 4 Kbytes were included for a dusty cache. For the
dusty cache, the sizes above do not include the DImage memory, so the actual on-chip
memory usage for a dusty cache configuration is twice that listed above. That is, the
listed cache size is the amount visible to the processor, DData.
• Each of the applications was executed on each of the processor configurations, mea-
suring loads, stores, cache hits, cache misses, memory reads, and memory writes.
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5.4.4 Performance Results
Table 5.1 shows the total number of loads and stores for each of the benchmark applications.
Table 5.1: Total number of load and store instructions for each benchmark.
Benchmark Loads Stores
basicmath 74,151,136 46,577,732
dijkstra 60,985,966 8,925,084
drr 180,171,104 92,676,773
frag 178,058,884 96,099,734
reed enc 149,063,969 62,261,586
reed dec 208,593,061 89,553,034
sha 424,476,497 158,084,970
Standalone Execution
The initial performance results are presented for the applications running standalone. Fig-
ure 5.2 shows, for each application and each cache size, the total count of memory writes
that occur in an individual execution. Given that this is a write-back cache, these writes
to the memory subsystem occur primarily as a result of cache evictions. This represents
the baseline memory write traffic with the write-back cache, which is what is intended to
improve from the dusty cache architecture. We note here that as these experiments were
run standalone there was no variability in between different executions of the application.
Figure 5.3 shows the savings in memory writes (as a percentage of the original number
of memory writes shown in Figure 5.2) for each application and cache size when using a
dusty cache. Note that the on-chip memory requirements have doubled for the dusty cache
implementation, so this comparison only makes sense when in a design environment where
this extra memory requirement isn’t critical. This might be the case, for example, in a
multi-level cache system, where the DImage memory is actually implemented as part of
the next level in the memory hierarchy. Additional implementation techniques that do not
explicitly require double the memory are described in [80]. An alternative way to view
this figure is that it is a measure of the frequency of silent stores that potentially can be
squashed, irrespective of the cost of the method.
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Figure 5.2: Count of memory writes for traditional write-back, direct-mapped cache for
each application and cache size. The applications are executing standalone.
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Figure 5.3: Percentage of memory writes saved with a dusty cache. The applications are
executing standalone.
What is noteworthy here is the number of cases where the savings are quite substantial,
frequently well above 80%. This is an even greater frequency of silent stores than that
reported in [82]. The surprisingly large fraction of silent stores in the dijkstra benchmark is
due to the repeated traversals of the graph, most of the time writing values that are already
present.
As we assume that the cost of the DImage is not prohibitive, we next consider an alternative
control mechanism. Figure 5.4 shows the writeback savings at the full block level, rather
than the subblock level of Figure 5.3. Under the assumption that memory transactions
occur for complete cache lines, the dusty cache will save a memory write only when the
entire cache line is either not dirty or matches the contents of DImage. As can be seen
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in the plot, the savings are qualitatively very similar to the case where decisions are being
made at the individual subblock level. We attribute the improvements seen in some cases
(e.g., drr, reed enc, and reed dec for both 4 KB and 8 KB cache sizes) to write locality.
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Figure 5.4: Percentage of line evictions saved with a dusty cache. The applications are
executing standalone.
Execution with the Operating System
When running the benchmark applications on the OS, we do not separately measure mem-
ory operations for the application and the OS, but rather measure aggregate memory writes
from all sources. Figure 5.5 plots the number of memory write operations for each appli-
cation and cache size when running on the uClinux OS. Note that in virtually all cases,
the memory performance is noticeably different (including both increases and decreases in
memory writes) than the standalone case.
Following in the pattern of the previous subsection, we next show the percentage of memory
writes saved with a dusty cache implementation that is of the same size DData as the write-
back cache. This is illustrated in Figure 5.6. While the particular results are distinct from
the standalone execution, the savings are still surprisingly large.
Finally, Figure 5.7 shows the savings due to the dusty cache policy if writeback decisions are
being made at the full block level rather than the subblock level. An interesting observation
to be made here is that there is generally better similarity between word evictions and line
evictions (i.e., comparing Figure 5.3 to Figure 5.4 and Figure 5.6 to Figure 5.7) than there
is similarity between executing standalone and with the OS (i.e., comparing Figure 5.3 to
Figure 5.6 and Figure 5.4 to Figure 5.7).
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Figure 5.5: Count of memory writes for traditional write-back, direct-mapped cache for
each application and cache size. The applications are executing on the OS.
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Figure 5.6: Percentage of memory writes saved with a dusty cache. The applications are
executing on the OS.
5.5 Summarizing Standalone Vs. uClinux
There are a number of conclusions that can be drawn from the above data. First, temporally
silent stores are frequently occurring. This is illustrated in both the experiments that have
the applications running standalone, and when the applications are executing under an
operating system (uClinux). The embedded benchmarks examined here exhibit even greater
frequency of silent stores than previously published results (which focused on scientific and
commercial workloads). Also, the effectiveness of the Dusty cache is significantly different
between standalone execution and executions under uClinux. Hence, we conclude that a
decision on their inclusion should not be be made by examining the application in isolation,
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Figure 5.7: Percentage of line evictions saved with a dusty cache. The applications are
executing on the OS.
but rather must include the impact of the run time system if that indeed is the way the
applications would be executed in the eventual system.
The significant differences seen in the results with and without the OS motivated us to
further our investigations in this area. These results are presented in [71].
5.6 Effect of Resource Competition on Application Perfor-
mance
In the earlier sections we observed that the impact of the operating system cannot be
neglected when evaluating architectural changes/ideas using benchmarks. We saw that
the conclusions we arrive at depend, to a significant extent, on the inclusion/exclusion of
operating system effects. Extending this idea a little we should also be aware, and also
account for, other applications besides the benchmark executing on the operating system.
Procedure
For each of the applications, the following sequence of actions was taken:
• The application was executed under the Linux 2.6.11 OS on the Liquid Architecture
system. The OS was in single-user mode with no other user applications enabled. The
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benchmark was adapted to initiate the statistics collection subsystem (this required
the addition of a single call at the beginning of the code).
• A subset of the applications was executed with one or more competing applications
concurrently scheduled. The competing applications were drawn from the same bench-
mark set. Figure 5.2 shows the pairing of primary and competing applications.
Table 5.2: Pairings of primary and competing applications.
primary single set of 3
application competing competing
application applications
drr frag —
frag reed dec —
reed dec reed dec —
sha fft —
blastn fft fft, drr,
frag
fft reed enc reed enc, reed dec,
fft
• A number of different configurations of the LEON processor were generated. Data
cache sizes of 2, 4, 8, and 16 Kbytes were included for a two-way associative cache,
and cache sizes of 4, 8, and 16 Kbytes were included for a four-way associative cache.
• Sets of the applications were executed on each of the processor configurations, mea-
suring loads, stores, cache hits, cache misses, memory reads, and memory writes. It
is the variations in these parameters that we wish to examine.
Each execution was repeated five times. The results are reported in Tables 5.3 through 5.5,
and the they include both mean and the 95% confidence intervals.
Cache Behavior Results
Figures 5.3 to 5.5 show the mean execution time, data cache read miss rates, and data
cache write miss rates for the benchmark applications when executing code in the virtual
address range 0 to 0x7FFFFFFF (i.e., the .text segment of the application itself, excluding
all system calls). Each of these values is presented twice. The first is for the entire execution
(i.e., application, OS, and any competing applications) and the second is for the application
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alone (i.e., configuring the statistics module to be sensitive only to the primary application
process).
The ability to collect this data illustrates the discriminatory features of the statistics module,
both restricting the PID to that of the application and also restricting the address space
of the data collection within the application. In addition, the ability to cover this wide of
a design space is significantly enabled by the fact that the investigation is executing on an
FPGA rather than a simulation model. The execution time required to collect all of the
data comprised approximately 4 trillion clock cycles, requiring approximately 40 hours of
FPGA execution time. This would have been simply prohibitive in a software simulation
environment.
The graphs that follow illustrate some of the interesting features of this data set. Figure 5.8
shows the application-only execution time for fft for varying dcache configurations when
running on the OS without a competing application. Figure 5.9 shows the complete exe-
cution time (fft application plus OS) for the same set of experiments. Note that there is
only a slight increase in execution time across the board, implying that here the OS is not
significantly impacting the execution of the application (i.e., at each scheduling quantum,
the scheduler simply returns to the application). Figure 5.10 plots fft -only execution time
when there is a competing application (reed enc) scheduled concurrently. Note the simi-
larity to Figure 5.8, indicating that the competing application doesn’t significantly impact
the execution time required for fft alone. Contrast this with Figure 5.11, which plots the
total execution time for all of fft, the competing application (reed enc), and the OS. Here
there is clearly an increase in execution time, as expected, due to the significant additional
computational requirements associated with both applications vs. just one solo application.
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Figure 5.8: Execution time (in billions of clock cycles) for fft running on OS with no other
competing application. Various dcache configurations are shown.
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Table 5.3: Execution time results for 8 benchmark applications.
App size, os + app os + 2 apps os + 4 apps
assoc. os+app app os+2apps app os+4apps app
109 clks 109 clks 109 clks 109 clks 109 clks 109 clks
basic- 2K, 2 8.47 ± 0.0020 8.46 ± 0.0005 — — — —
math 4K, 2 8.45 ± 0.0016 8.44 ± 0.0017 — — — —
8K, 2 8.44 ± 0.0007 8.43 ± 0.0008 — — — —
16K, 2 8.43 ± 0.0001 8.42 ± 0.0001 — — — —
4K, 4 8.44 ± 0.0006 8.43 ± 0.0005 — — — —
8K, 4 8.43 ± 0.0002 8.43 ± 0.0002 — — — —
16K, 4 8.43 ± 0.0001 8.42 ± 0.0002 — — — —
reed enc 2K, 2 2.02 ± 0.0001 2.02 ± 0.0002 — — — —
4K, 2 1.94 ± 0.0005 1.93 ± 0.0011 — — — —
8K, 2 1.92 ± 0.0011 1.92 ± 0.0002 — — — —
16K, 2 1.92 ± 0.0000 1.92 ± 0.0001 — — — —
4K, 4 1.93 ± 0.0004 1.93 ± 0.0009 — — — —
8K, 4 1.92 ± 0.0002 1.92 ± 0.0001 — — — —
16K, 4 1.92 ± 0.0001 1.92 ± 0.0001 — — — —
drr 2K, 2 2.71 ± 0.0005 2.70 ± 0.0005 5.24 ± 0.0003 2.70 ± 0.0004 — —
4K, 2 2.65 ± 0.0005 2.65 ± 0.0005 5.18 ± 0.0003 2.65 ± 0.0004 — —
8K, 2 2.62 ± 0.0007 2.61 ± 0.0004 5.15 ± 0.0005 2.61 ± 0.0002 — —
16K, 2 2.61 ± 0.0008 2.60 ± 0.0001 5.13 ± 0.0002 2.60 ± 0.0004 — —
4K, 4 2.65 ± 0.0001 2.64 ± 0.0001 5.18 ± 0.0001 2.64 ± 0.0002 — —
8K, 4 2.61 ± 0.0001 2.61 ± 0.0000 5.14 ± 0.0002 2.61 ± 0.0003 — —
16K, 4 2.61 ± 0.0002 2.60 ± 0.0002 5.13 ± 0.0002 2.60 ± 0.0002 — —
frag 2K, 2 2.54 ± 0.0000 2.54 ± 0.0006 5.08 ± 0.0202 2.54 ± 0.0008 — —
4K, 2 2.54 ± 0.0014 2.53 ± 0.0000 5.08 ± 0.0060 2.53 ± 0.0019 — —
8K, 2 2.53 ± 0.0006 2.53 ± 0.0003 5.08 ± 0.0096 2.53 ± 0.0004 — —
16K, 2 2.53 ± 0.0000 2.53 ± 0.0003 5.08 ± 0.0167 2.53 ± 0.0002 — —
4K, 4 2.53 ± 0.0001 2.53 ± 0.0000 5.09 ± 0.0132 2.53 ± 0.0002 — —
8K, 4 2.53 ± 0.0000 2.53 ± 0.0000 5.08 ± 0.0237 2.53 ± 0.0002 — —
16K, 4 2.53 ± 0.0000 2.53 ± 0.0001 5.08 ± 0.0244 2.53 ± 0.0003 — —
reed dec 2K, 2 4.68 ± 0.0009 4.68 ± 0.0015 9.35 ± 0.0195 4.68 ± 0.0021 — —
4K, 2 4.61 ± 0.0049 4.60 ± 0.0008 9.21 ± 0.0032 4.60 ± 0.0051 — —
8K, 2 4.60 ± 0.0073 4.59 ± 0.0005 9.19 ± 0.0069 4.59 ± 0.0044 — —
16K, 2 4.58 ± 0.0005 4.58 ± 0.0005 9.15 ± 0.0212 4.58 ± 0.0017 — —
4K, 4 4.60 ± 0.0013 4.60 ± 0.0004 9.20 ± 0.0023 4.60 ± 0.0010 — —
8K, 4 4.59 ± 0.0006 4.58 ± 0.0005 9.15 ± 0.0219 4.58 ± 0.0020 — —
16K, 4 4.58 ± 0.0000 4.58 ± 0.0010 9.14 ± 0.0273 4.58 ± 0.0023 — —
sha 2K, 2 9.17 ± 0.0041 9.16 ± 0.0035 13.13 ± 0.0022 9.14 ± 0.0027 — —
4K, 2 9.14 ± 0.0073 9.12 ± 0.0000 13.10 ± 0.0090 9.12 ± 0.0091 — —
8K, 2 9.12 ± 0.0054 9.11 ± 0.0006 13.07 ± 0.0058 9.10 ± 0.0008 — —
16K, 2 9.11 ± 0.0003 9.11 ± 0.0011 13.04 ± 0.0007 9.08 ± 0.0002 — —
4K, 4 9.13 ± 0.0020 9.12 ± 0.0022 13.08 ± 0.0021 9.11 ± 0.0016 — —
8K, 4 9.12 ± 0.0017 9.11 ± 0.0002 13.05 ± 0.0011 9.09 ± 0.0009 — —
16K, 4 9.11 ± 0.0003 9.10 ± 0.0000 13.04 ± 0.0005 9.07 ± 0.0010 — —
blastn 2K, 2 4.50 ± 0.0000 4.49 ± 0.0001 8.47 ± 0.0002 4.49 ± 0.0003 13.71 ± 0.0012 4.49 ± 0.0003
4K, 2 4.49 ± 0.0002 4.48 ± 0.0001 8.45 ± 0.0003 4.48 ± 0.0001 13.63 ± 0.0008 4.48 ± 0.0001
8K, 2 4.48 ± 0.0005 4.48 ± 0.0001 8.44 ± 0.0004 4.48 ± 0.0002 13.59 ± 0.0002 4.48 ± 0.0002
16K, 2 4.47 ± 0.0002 4.46 ± 0.0000 8.43 ± 0.0004 4.46 ± 0.0004 13.56 ± 0.0009 4.46 ± 0.0006
4K, 4 4.48 ± 0.0003 4.48 ± 0.0002 8.44 ± 0.0006 4.48 ± 0.0004 13.62 ± 0.0003 4.47 ± 0.0001
8K, 4 4.47 ± 0.0004 4.47 ± 0.0004 8.43 ± 0.0003 4.47 ± 0.0002 13.57 ± 0.0002 4.47 ± 0.0003
16K, 4 4.47 ± 0.0006 4.47 ± 0.0006 8.43 ± 0.0006 4.47 ± 0.0005 13.56 ± 0.0005 4.46 ± 0.0005
fft 2K, 2 3.98 ± 0.0002 3.98 ± 0.0002 6.00 ± 0.0010 3.98 ± 0.0004 13.95 ± 0.0113 3.98 ± 0.0005
4K, 2 3.97 ± 0.0012 3.96 ± 0.0012 5.90 ± 0.0017 3.97 ± 0.0018 13.84 ± 0.0231 3.97 ± 0.0005
8K, 2 3.97 ± 0.0000 3.96 ± 0.0006 5.88 ± 0.0004 3.96 ± 0.0005 13.82 ± 0.0096 3.96 ± 0.0009
16K, 2 3.96 ± 0.0000 3.96 ± 0.0000 5.88 ± 0.0008 3.96 ± 0.0005 13.83 ± 0.0195 3.96 ± 0.0003
4K, 4 3.97 ± 0.0005 3.96 ± 0.0000 5.89 ± 0.0009 3.96 ± 0.0002 13.85 ± 0.0172 3.96 ± 0.0004
8K, 4 3.96 ± 0.0001 3.96 ± 0.0001 5.88 ± 0.0004 3.96 ± 0.0007 13.83 ± 0.0100 3.96 ± 0.0003
16K, 4 3.96 ± 0.0001 3.96 ± 0.0000 5.88 ± 0.0005 3.96 ± 0.0005 13.82 ± 0.0116 3.96 ± 0.0004
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Table 5.4: Dcache read miss rate results for 8 benchmark applications.
App size, os + app os + 2 apps os + 4 apps
assoc. os+app app alone os+2apps app os+4apps app
miss rate miss rate miss rate miss rate miss rate miss rate
basic- 2K, 2 0.02 ± 0.0008 0.02 ± 0.0002 — — — —
math 4K, 2 0.02 ± 0.0007 0.02 ± 0.0007 — — — —
8K, 2 0.01 ± 0.0003 0.01 ± 0.0003 — — — —
16K, 2 0.01 ± 0.0001 0.01 ± 0.0001 — — — —
4K, 4 0.01 ± 0.0002 0.01 ± 0.0002 — — — —
8K, 4 0.01 ± 0.0001 0.01 ± 0.0001 — — — —
16K, 4 0.01 ± 0.0001 0.01 ± 0.0001 — — — —
reed enc 2K, 2 0.04 ± 0.0000 0.04 ± 0.0001 — — — —
4K, 2 0.01 ± 0.0002 0.01 ± 0.0004 — — — —
8K, 2 0.01 ± 0.0004 0.01 ± 0.0001 — — — —
16K, 2 0.01 ± 0.0000 0.01 ± 0.0000 — — — —
4K, 4 0.01 ± 0.0002 0.01 ± 0.0003 — — — —
8K, 4 0.01 ± 0.0001 0.01 ± 0.0000 — — — —
16K, 4 0.01 ± 0.0000 0.01 ± 0.0000 — — — —
drr 2K, 2 0.08 ± 0.0004 0.08 ± 0.0004 0.05 ± 0.0001 0.08 ± 0.0003 — —
4K, 2 0.04 ± 0.0003 0.04 ± 0.0003 0.03 ± 0.0001 0.04 ± 0.0003 — —
8K, 2 0.02 ± 0.0005 0.02 ± 0.0003 0.02 ± 0.0002 0.02 ± 0.0002 — —
16K, 2 0.01 ± 0.0005 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0002 — —
4K, 4 0.04 ± 0.0000 0.04 ± 0.0001 0.03 ± 0.0000 0.04 ± 0.0002 — —
8K, 4 0.02 ± 0.0000 0.02 ± 0.0000 0.01 ± 0.0001 0.02 ± 0.0002 — —
16K, 4 0.01 ± 0.0001 0.01 ± 0.0002 0.01 ± 0.0001 0.01 ± 0.0001 — —
frag 2K, 2 0.02 ± 0.0001 0.02 ± 0.0005 0.02 ± 0.0003 0.02 ± 0.0006 — —
4K, 2 0.01 ± 0.0010 0.01 ± 0.0000 0.01 ± 0.0009 0.01 ± 0.0014 — —
8K, 2 0.01 ± 0.0005 0.01 ± 0.0002 0.01 ± 0.0002 0.01 ± 0.0003 — —
16K, 2 0.01 ± 0.0000 0.01 ± 0.0003 0.01 ± 0.0002 0.01 ± 0.0002 — —
4K, 4 0.01 ± 0.0001 0.01 ± 0.0000 0.01 ± 0.0003 0.01 ± 0.0002 — —
8K, 4 0.01 ± 0.0000 0.01 ± 0.0000 0.01 ± 0.0003 0.01 ± 0.0002 — —
16K, 4 0.01 ± 0.0000 0.01 ± 0.0001 0.01 ± 0.0005 0.01 ± 0.0002 — —
reed dec 2K, 2 0.03 ± 0.0002 0.03 ± 0.0003 0.03 ± 0.0003 0.03 ± 0.0004 — —
4K, 2 0.01 ± 0.0010 0.01 ± 0.0002 0.01 ± 0.0003 0.01 ± 0.0011 — —
8K, 2 0.01 ± 0.0015 0.01 ± 0.0001 0.01 ± 0.0007 0.01 ± 0.0009 — —
16K, 2 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0003 0.01 ± 0.0004 — —
4K, 4 0.01 ± 0.0003 0.01 ± 0.0001 0.01 ± 0.0002 0.01 ± 0.0002 — —
8K, 4 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0003 0.01 ± 0.0004 — —
16K, 4 0.01 ± 0.0000 0.01 ± 0.0002 0.01 ± 0.0001 0.01 ± 0.0005 — —
sha 2K, 2 0.01 ± 0.0002 0.01 ± 0.0002 0.01 ± 0.0001 0.01 ± 0.0001 — —
4K, 2 0.01 ± 0.0004 0.01 ± 0.0000 0.01 ± 0.0004 0.01 ± 0.0005 — —
8K, 2 0.00 ± 0.0003 0.00 ± 0.0000 0.00 ± 0.0003 0.00 ± 0.0000 — —
16K, 2 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0000 — —
4K, 4 0.01 ± 0.0001 0.00 ± 0.0001 0.01 ± 0.0001 0.00 ± 0.0001 — —
8K, 4 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0000 — —
16K, 4 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0001 — —
blastn 2K, 2 0.04 ± 0.0000 0.04 ± 0.0000 0.03 ± 0.0000 0.04 ± 0.0001 0.04 ± 0.0002 0.03 ± 0.0001
4K, 2 0.03 ± 0.0000 0.03 ± 0.0000 0.03 ± 0.0001 0.03 ± 0.0000 0.03 ± 0.0001 0.03 ± 0.0000
8K, 2 0.03 ± 0.0001 0.03 ± 0.0000 0.03 ± 0.0001 0.03 ± 0.0000 0.02 ± 0.0000 0.03 ± 0.0000
16K, 2 0.03 ± 0.0000 0.03 ± 0.0000 0.02 ± 0.0001 0.03 ± 0.0001 0.02 ± 0.0001 0.03 ± 0.0002
4K, 4 0.03 ± 0.0001 0.03 ± 0.0000 0.03 ± 0.0001 0.03 ± 0.0001 0.03 ± 0.0000 0.03 ± 0.0000
8K, 4 0.03 ± 0.0001 0.03 ± 0.0001 0.02 ± 0.0001 0.03 ± 0.0000 0.02 ± 0.0000 0.03 ± 0.0001
16K, 4 0.03 ± 0.0002 0.03 ± 0.0002 0.02 ± 0.0001 0.03 ± 0.0001 0.02 ± 0.0001 0.03 ± 0.0001
fft 2K, 2 0.02 ± 0.0002 0.02 ± 0.0002 0.04 ± 0.0003 0.02 ± 0.0004 0.03 ± 0.0001 0.03 ± 0.0004
4K, 2 0.01 ± 0.0010 0.01 ± 0.0010 0.01 ± 0.0005 0.02 ± 0.0014 0.01 ± 0.0003 0.02 ± 0.0004
8K, 2 0.01 ± 0.0000 0.01 ± 0.0005 0.01 ± 0.0001 0.01 ± 0.0004 0.01 ± 0.0002 0.01 ± 0.0008
16K, 2 0.01 ± 0.0000 0.01 ± 0.0000 0.01 ± 0.0002 0.01 ± 0.0004 0.01 ± 0.0001 0.01 ± 0.0003
4K, 4 0.01 ± 0.0004 0.01 ± 0.0000 0.01 ± 0.0002 0.01 ± 0.0001 0.01 ± 0.0002 0.01 ± 0.0003
8K, 4 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0005 0.01 ± 0.0001 0.01 ± 0.0002
16K, 4 0.01 ± 0.0001 0.01 ± 0.0000 0.01 ± 0.0001 0.01 ± 0.0003 0.01 ± 0.0001 0.01 ± 0.0003
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Table 5.5: Dcache write miss rate results for 8 benchmark applications.
App size, os + app os + 2 apps os + 4 apps
assoc. os+app app os+2apps app os+4apps app
miss rate miss rate miss rate miss rate miss rate miss rate
basic- 2K, 2 0.01 ± 0.0001 0.01 ± 0.0005 — — — —
math 4K, 2 0.01 ± 0.0003 0.00 ± 0.0003 — — — —
8K, 2 0.00 ± 0.0003 0.00 ± 0.0004 — — — —
16K, 2 0.00 ± 0.0000 0.00 ± 0.0001 — — — —
4K, 4 0.00 ± 0.0001 0.00 ± 0.0001 — — — —
8K, 4 0.00 ± 0.0000 0.00 ± 0.0000 — — — —
16K, 4 0.00 ± 0.0001 0.00 ± 0.0001 — — — —
reed enc 2K, 2 0.02 ± 0.0003 0.01 ± 0.0003 — — — —
4K, 2 0.01 ± 0.0005 0.01 ± 0.0005 — — — —
8K, 2 0.01 ± 0.0002 0.01 ± 0.0000 — — — —
16K, 2 0.01 ± 0.0001 0.01 ± 0.0001 — — — —
4K, 4 0.01 ± 0.0000 0.01 ± 0.0000 — — — —
8K, 4 0.01 ± 0.0001 0.01 ± 0.0000 — — — —
16K, 4 0.01 ± 0.0000 0.01 ± 0.0000 — — — —
drr 2K, 2 0.04 ± 0.0001 0.04 ± 0.0001 0.04 ± 0.0001 0.04 ± 0.0004 — —
4K, 2 0.03 ± 0.0004 0.03 ± 0.0004 0.04 ± 0.0001 0.03 ± 0.0003 — —
8K, 2 0.03 ± 0.0004 0.03 ± 0.0001 0.03 ± 0.0001 0.03 ± 0.0002 — —
16K, 2 0.03 ± 0.0007 0.03 ± 0.0001 0.03 ± 0.0001 0.03 ± 0.0002 — —
4K, 4 0.03 ± 0.0001 0.03 ± 0.0000 0.03 ± 0.0001 0.03 ± 0.0001 — —
8K, 4 0.03 ± 0.0001 0.03 ± 0.0001 0.03 ± 0.0000 0.03 ± 0.0002 — —
16K, 4 0.03 ± 0.0001 0.03 ± 0.0001 0.03 ± 0.0001 0.03 ± 0.0002 — —
frag 2K, 2 0.04 ± 0.0001 0.04 ± 0.0004 0.02 ± 0.0002 0.04 ± 0.0008 — —
4K, 2 0.04 ± 0.0014 0.04 ± 0.0000 0.02 ± 0.0008 0.04 ± 0.0019 — —
8K, 2 0.03 ± 0.0006 0.03 ± 0.0004 0.02 ± 0.0000 0.03 ± 0.0004 — —
16K, 2 0.03 ± 0.0000 0.03 ± 0.0003 0.02 ± 0.0000 0.03 ± 0.0002 — —
4K, 4 0.03 ± 0.0001 0.03 ± 0.0001 0.02 ± 0.0000 0.03 ± 0.0001 — —
8K, 4 0.03 ± 0.0000 0.03 ± 0.0000 0.02 ± 0.0000 0.03 ± 0.0002 — —
16K, 4 0.03 ± 0.0000 0.03 ± 0.0001 0.02 ± 0.0000 0.03 ± 0.0002 — —
reed dec 2K, 2 0.01 ± 0.0002 0.01 ± 0.0003 0.01 ± 0.0001 0.01 ± 0.0001 — —
4K, 2 0.01 ± 0.0004 0.01 ± 0.0001 0.01 ± 0.0002 0.01 ± 0.0005 — —
8K, 2 0.01 ± 0.0002 0.01 ± 0.0000 0.01 ± 0.0001 0.01 ± 0.0002 — —
16K, 2 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0000 0.01 ± 0.0000 — —
4K, 4 0.01 ± 0.0000 0.01 ± 0.0000 0.01 ± 0.0000 0.01 ± 0.0000 — —
8K, 4 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0000 0.01 ± 0.0001 — —
16K, 4 0.01 ± 0.0000 0.01 ± 0.0000 0.01 ± 0.0000 0.01 ± 0.0001 — —
sha 2K, 2 0.01 ± 0.0005 0.01 ± 0.0004 0.01 ± 0.0002 0.00 ± 0.0002 — —
4K, 2 0.00 ± 0.0008 0.00 ± 0.0000 0.00 ± 0.0007 0.00 ± 0.0009 — —
8K, 2 0.00 ± 0.0002 0.00 ± 0.0000 0.00 ± 0.0003 0.00 ± 0.0000 — —
16K, 2 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0000 — —
4K, 4 0.00 ± 0.0002 0.00 ± 0.0003 0.00 ± 0.0002 0.00 ± 0.0002 — —
8K, 4 0.00 ± 0.0002 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0001 — —
16K, 4 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0001 — —
blastn 2K, 2 0.00 ± 0.0000 0.00 ± 0.0000 0.01 ± 0.0001 0.00 ± 0.0001 0.02 ± 0.0003 0.00 ± 0.0001
4K, 2 0.00 ± 0.0001 0.00 ± 0.0001 0.00 ± 0.0001 0.00 ± 0.0001 0.01 ± 0.0001 0.00 ± 0.0000
8K, 2 0.00 ± 0.0002 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0000 0.01 ± 0.0001 0.00 ± 0.0000
16K, 2 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0001 0.01 ± 0.0000 0.00 ± 0.0000
4K, 4 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0001 0.01 ± 0.0001 0.00 ± 0.0001
8K, 4 0.00 ± 0.0001 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0000 0.01 ± 0.0000 0.00 ± 0.0000
16K, 4 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0000 0.01 ± 0.0000 0.00 ± 0.0000
fft 2K, 2 0.01 ± 0.0005 0.01 ± 0.0005 0.01 ± 0.0007 0.01 ± 0.0001 0.01 ± 0.0001 0.01 ± 0.0004
4K, 2 0.00 ± 0.0005 0.00 ± 0.0005 0.01 ± 0.0006 0.01 ± 0.0013 0.01 ± 0.0002 0.01 ± 0.0011
8K, 2 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0003 0.00 ± 0.0001 0.00 ± 0.0004
16K, 2 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0002
4K, 4 0.00 ± 0.0003 0.00 ± 0.0000 0.00 ± 0.0002 0.00 ± 0.0000 0.01 ± 0.0001 0.00 ± 0.0001
8K, 4 0.00 ± 0.0001 0.00 ± 0.0001 0.00 ± 0.0001 0.00 ± 0.0003 0.00 ± 0.0001 0.00 ± 0.0000
16K, 4 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0000 0.00 ± 0.0001 0.00 ± 0.0000 0.00 ± 0.0001
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Figure 5.9: Execution time (in billions of clock cycles) for total of fft plus the OS with no
other competing application. Various dcache configurations are shown.
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Figure 5.10: Execution time (in billions of clock cycles) for fft running on OS with reed enc
as a competing application. Various dcache configurations are shown.
With drr, the presence of an additional competing application increases the write miss rate
for the dcache for a 2 KB and a 16 KB cache size, but does not significantly impact the
dcache write miss rate for 4 KB and 8 KB cache sizes. This is shown in Figures 5.12
and 5.13.
With frag, the presence of the competing application doesn’t have a significant impact on
the mean dcache read miss rates, but dramatically increases the variability across individual
runs, especially near the knee of the curve for the 2-way associative cache. This is shown
in Figures 5.14 and 5.15.
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Figure 5.11: Execution time (in billions of clock cycles) for total of fft plus reed enc plus
the OS. Various dcache configurations are shown.
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Figure 5.12: Dcache write miss rate for drr running on OS with no other competing appli-
cation.
5.7 Rare Events
While the above section emphasizes the exploration of an architectural design space, we next
concentrate on the need to investigate rare events. This is first motivated by a specific case
study, which is followed by an illustration of the use of the statistics module to perform this
type of investigation. The case study and experiments that follow represent collaborative
work reported with others [55].
Motivation
In this section we present a case study that motivates the techniques that will follow.
Real-time applications often involve tasks that must be scheduled so as to know they will
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Figure 5.13: Dcache write miss rate for drr with one competing application (frag).
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Figure 5.14: Dcache read miss rate for frag running on OS with no other competing appli-
cation.
complete within a given time frame. The analysis [85] required to prove that deadlines
are met necessitates knowing the cost (time) of the code that must be scheduled within
the tasks, as well as the tasks’ deadlines and periodicity. Static scheduling analysis [84]
requires a worst-case bound on the tasks’ costs, so that scheduling can account for worst-
case behavior to ensure that deadlines are met.
Consider a simple hash table, into which data will be inserted and retrieved by a real-
time application. The cost of a “put” into the table is typically quite small. However, most
implementations test the capacity of a hash table during a put operation; if the table should
be resized, then the table’s reorganization is accomplished during the put. Thus, the cost
of some put operations can be much worse than the put’s average cost.
Real-time implementations of hash tables [42] amortize the excessive cost over all put op-
erations, so that the hash table adapts slightly at every put and the cost of each put is
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Figure 5.15: Dcache read miss rate for frag with one competing application (reed dec).
Figure 5.16: Observed execution times for a real-time HashTable put operation
theoretically the same. Execution of such an implementation is shown in Figure 5.16 for
∼5,000 put operations. The data was collected under Solaris 8 on a Sparc 5 with the ap-
plication running at the highest priority in real-time mode; no other task supposedly could
pre-empt the application. Note that almost every put operation is within 980 nanoseconds.
Occasionally, a put is observed to be significantly more expensive and can take as much as
∼23 microseconds.
Following are results obtained via classical approaches for determining the source of the
excessive execution times:
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• The code can be instrumented within the put to determine which statement or seg-
ment of code is responsible for the observed times.
Standard tools do not instrument at such a level, but manual insertion of timers
revealed that the problem could not be attributed to any one section of the code.
• Cache and other such features can be disabled or made useless to determine if the
problem arises at a micro-architectural level.
With the cache effectively disabled, the execution times were uniformly worse (as
expected) but there were still occasional put operations whose times greatly exceeded
the average case.
Based on the unpredictability of the worst-case observed execution times, it is clear that
the spikes in Figure 5.16 are due to activity occurring in other processes or threads that
cause the CPU to be taken from the real-time task. In theory, such activity should not
occur: the application executed in “real-time” mode on an operating system (Solaris) that
supposedly supports such applications, and all pages were locked into memory.
Because the events in Figure 5.16 occur rarely and seemingly at random, sampling methods
are likely to miss the moment of bad behavior. Moreover, the problem exists between two
separate address spaces and between processes that may not have permission to inspect
each other. Finally, the code segment of interest is relatively brief; any method for finding
the source of the bad behavior must be sufficiently nonintrusive so as not contribute to or
mask the actual bad behavior.
Figure 5.17: Isolated execution times for HashTable put
If the sources of the unpredictable behavior are located, then the application’s behavior per
put is shown in Figure 5.17. Note that the data includes data points beyond the first 5000
shown in Figure 5.16. While the times still do not reflect the desired real-time behavior, the
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pattern of spikes is now much clearer and was easily resolved to a problem with the storage
allocator. When more storage is necessary for expansion of the hash table, the allocator is
spending nonlinear time, which contributes to poor real-time performance. By substituting
the ACE allocator [103], we obtain the performance shown in Figure 5.18.
Figure 5.18: Real-time performance obtained with a better allocator
In summary, this case study illustrates the difficulties faced in obtaining an accurate pic-
ture of an application’s performance when that performance is adversely affected by other
processes. Standard debugging and profiling tools are unable to capture system-wide per-
formance data at a resolution and on a scale that allows a developer to appreciate the ap-
plication’s behavior. Indeed, in this case, system interference with the application masked
an actual problem in the application that was easily fixed (if not easily found) to obtain
real-time performance.
Rare Event Experiment
To illustrate the abilities of the statistics module [54] for investigating events of the type just
described, we repeatedly executed the blastn application 549 times and measured the total
execution times shown in Figure 5.19. Note that the vast majority of the runs complete in
2.717 billion clock cycles, several runs take an additional 3 million clock cycles, but 15 runs
take an additional 5.5 million clock cycles to finish. We configured the statistics module to
investigate the properties of these incremental 5.5 million clock cycles.
For the rare event experiments we used both the event monitoring and the PID logging
features of the statistics module. For one cache configuration (4 KB, direct-mapped data
cache) we evaluated the variation in the execution time of the blastn application.
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Figure 5.19: Total execution time for the BLASTN application.
Similar to the experiments described in the earlier section, we booted the OS and launched
our application to run successively 549 times. Here, blastn is the only user application
running on the system, and we nominally expect a very low variance in its execution time.
For each of the runs we monitored the time spent by the processor in 8 uniform virtual
address ranges from 0 to 0xFFFFFFFF. Also, as described in Section 2.5.5, we kept track
of the PID changes within the application run and the time spent between changes. At the
end of each run, we can examine the division of execution time between all PIDs run in the
system during that window of time represented by the log.
Of the address ranges monitored, we observed execution time attributed to only 3 of the
8 ranges. Figure 5.19 shows the total execution time of the application over the 549 runs.
To investigate the 15 “rare events,” application executions taking an additional 5.5 million
clock cycles, we start by examining the activity in the 3 active address ranges. These are
plotted in Figures 5.20, 5.21, and 5.22. We continue the investigation by examining the
PID log for several individual runs. Figure 5.6 shows this information. Runs 32 and 240
are two of the long runs, and run 50 represents a typical run.
Examination of this data leads us to an important conclusion, the causes of the rare events
are not all the same. In run 32, approximately 2 million additional clock cycles can be
attributed to the application itself (a fact that is also true of run 66), and the remaining
excess clock cycles are in the kernel (PID 0). For run 240, virtually all of the additional
clock cycles are in the kernel, not the application. Furthermore, the distribution of excess
clock cycles on the two long runs differs in address range as well. About 2 million additional
clocks are present in the low address range for run 32, with the remaining 3.5 million clock
cycles in the highest address range (which includes the idle loop). For run 240, all of the
additional clock cycles are in the high addresses.
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Figure 5.20: Execution time spent in address range 0 to 0x1FFFFFFF for multiple runs of
blastn.
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Figure 5.21: Execution time spent in address range 0x40000000 to 0x5FFFFFFF for mul-
tiple runs of blastn.
Given the above information, it is next reasonable to parameterize the statistics module
for a more focused address range investigation, ultimately identifying the specific methods
(whether in the kernel or the application) that account for the excess execution time.
5.8 Chapter Summary
We have briefed the user of the measurement infrastructure on the Liquid architecture
system and its extremely state-of-the-art characteristics. We have shown here that the
inclusion of the OS effect to estimated the performance of an architecture not only adds to
the validity of the results presented, but could crucial to the decision about the architecture.
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Figure 5.22: Execution time spent in address range 0xE0000000 to 0xFFFFFFFF for mul-
tiple runs of blastn.
Table 5.6: Execution time split across PIDS.
Experiment Process ID
number 0 2 3 8 23 app
32 70,901,766 17538 3,451,566 267,588 4,099,036 2,643,665,649
50 67,517,785 18537 3,337,118 267,970 4,096,603 2,641,632,437
66 67,884,519 16475 3,316,209 268,377 4,160,005 2,643,921,380
240 73,083,068 22986 3,344,711 272,197 4,100,255 2,641,638,131
From our experience with evaluating architecture performance for embedded systems, we see
that difference between numbers which include/exclude the OS effect are very much similar.
However, this holds true only when the application itself is run on an OS. Standalone
executions and executions under operating system can be significantly different.
The addition of the other applications to the mix has an “application-specific” impact on
the benchmarking. For any application where the “other” competing applications do not
significantly compete for cache resources, we saw that their inclusion were similar to the
mean results when these applications were absent. We did, however, see that the inclusion
of these competing application affected the variability of the performance measures for the
primary application.
An important contribution of this chapter in the realm of performance modeling is the
discussion on the rare-events that can affect the the execution time of the applications.
Understanding the cause and hence the potential elimination of these become extremely
important in the design of real-time system with hard deadlines.
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The sheer quantity of data collected, with this level of quality, could not have been accom-
plished in any reasonable time with simulation. Emulation using FPGAs enabled a wide
coverage of the available paramemter space.
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Chapter 6
Mercury BLASTN
6.1 Introduction
Computational search through large databases of DNA and protein sequence is a fundamen-
tal tool of modern molecular biology. Rapid advances in the speed and cost-effectiveness
of DNA sequencing have led to an explosion in the rate at which new sequences, including
entire mammalian genomes [119], are being generated. To understand the function and
evolutionary history of an organism, biologists now seek to identify discrete biologically
meaningful features in its genome sequence. A powerful approach to identify such features
is comparative annotation, in which a query sequence, such as new genome, is compared to a
large database of known biosequences. Database sequences exhibiting high similarity to the
query, as measured by string edit distance [107], are hypothesized to derive from the same
ancestral sequence as the query and in many cases to have the same biological function.
BLAST, the Basic Local Alignment Search Tool [4], is the most widely used software for
rapidly comparing a query sequence to a biosequence database. Although BLAST’s algo-
rithms are highly optimized for efficient similarity search, growth in the databases it uses is
outpacing speed improvements in general-purpose computing hardware. For example, the
National Center for Biological Information (NCBI) Genbank database grew exponentially
between 1992 and 2003 with a doubling time of 12–16 months [87]. The problem is partic-
ularly acute for BLASTN, the BLAST variant used to compare DNA sequences, because
each new genome sequenced from animals or higher plants produces between 108 and 1010
bytes of new DNA sequence.
104
6.1.1 Solution Strategies
One obvious approach to runaway growth in biosequence databases has been to distribute
BLAST searches across multiple computers, each responsible for searching only part of a
database. This approach requires both a substantial hardware investment and the ability to
coordinate a search across processors. An alternate approach that makes more parsimonious
use of hardware is to build a specialized BLAST accelerator. By using an application-
specific architecture and exploiting the high I/O bandwidth of modern storage systems, an
accelerator can execute the BLAST algorithms much faster than a general-purpose CPU.
The Mercury system [26] is a prototype architecture that supports disk-based computation
at very high data rates using reconfigurable hardware. Computing applications historically
have been coded using the following paradigm: read input data into main memory with
explicit I/O calls, compute on that data writing results back to main memory, and send the
output from main memory with explicit I/O calls. In contrast, the Mercury system is built
around the concept of continuous data flow. Data from disk(s) flow into the computational
resource(s); one or more functions (often physically pipelined) are performed on the data;
and the results flow to the intended destination. As the computational resources include
reconfigurable hardware, application deployment requires hardware/software codesign. The
Mercury system builds upon the work of Reidel [100] (active disks), Dally [30] (stream
processors), and a host of work developed in the reconfigurable computing community.
The following sections describe the re-engineering of the original BLASTN application for
effective deployment on the Mercury system. We examine the existing application to ex-
plore its performance properties, propose a novel algorithmic optimization and evaluate the
performance potential of the overall application running on the Mercury system. This work
is colloborative with others and reported in [69].
6.2 System Architecture
The Mercury system (Figure 6.1) contains reconfigurable logic, associated with the disk
controller, that provides computing capability in close proximity to the data flowing off
the disk drive(s). Initial processing of the data occurs locally at the disk, prior to delivery
to the processor. The reconfigurable logic is implemented via a Field-Programmable Gate
Array (FPGA).
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Figure 6.1: Mercury system architecture
Application functionality is divided into two parts executing on the FPGA and the main
processor, respectively. Application deployment therefore has the classic components of a
hardware/software codesign problem, with the need to map application elements to multiple
computational resources (i.e., FPGA and processor). A unique aspect of the Mercury system
is that it was designed specifically to work well with high-volume data applications. The
computational resource that is best suited to simpler, repetitive operations on a large data
set is positioned closer to the data, while the resource best suited to more complex operations
on smaller data volumes is (logically) farther away from the data.
The application set that is well matched to the Mercury system architecture is a pipeline
that consumes a high data volume at its input, reduces that data volume to a smaller set,
and performs higher-level processing on this smaller set. Our previous work has illustrated
the use of the system for a number of text search applications [22, 24, 25, 38, 120, 128].
BLASTN has properties that fit well with the Mercury system’s capabilities.
While Figure 6.1 illustrates our vision of the system architecture, our prototyping work
has so far been limited to a series of implementations that are progressively closer to, but
do not yet exactly match, the architecture depicted in the figure. Our earliest prototypes
used ATA drives [120, 128] and were severely speed-limited by the disks. Our most recent
prototypes are built using a set of 15,000 rpm Ultra320 SCSI drives organized in a RAID-0
configuration. On this configuration, we have demonstrated sustained read performance
of over 800 MB/sec for continuous 500 GB reads. The prototype FPGA infrastructure is
currently parallel to the disk controller on the I/O bus, which limits throughput into the
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FPGA. We have, however, demonstrated sustained data throughput of over 700 MB/sec
from the disk array into the FPGA [24, 25].
In what follows, we refer to computations deployed in the FPGA as firmware and computa-
tions deployed on the processor as software. To facilitate the deployment of applications on
the FPGA, we have developed a firmware socket interface that provides a consistent envi-
ronment for the development of firmware application modules. Data from the disk array is
delivered to the FPGA via the firmware socket, while outbound data from the reconfigurable
logic is delivered into the main memory of the processor for access by software.
The current prototype system uses a Xilinx Virtex-II 6000 series FPGA, which provides
8,448 Configurable Logic Blocks (CLBs), 144 18 Kbit Block RAMs (BRAMs), 144 18 ×
18 bit multipliers, and 1104 I/O pins. Each CLB is comprised of 4 slices and each slice
provides two 4 input lookup tables (LUTs) for a total of 67,584 LUTs on chip.
6.3 Description of NCBI BLASTN
This section describes the open-source version of BLASTN distributed by the National
Center for Biological Information (NCBI) and used by numerous biological research labs.
As shown in Figure 2.6, BLASTN is functionally organized as a pipeline with three stages:
word matching, ungapped extension, and gapped extension. The inputs to this pipeline
are a query sequence and a database, each consisting of a string of DNA bases. A base
is typically one of {A, C, G, T}, but other characters (a total of 15) are used to denote
uncertainty about or special properties of certain bases. DNA sequences, including these
special characters, can be represented using four bits per base; however, to minimize storage
and I/O bandwidth, NCBI BLASTN stores its database using only two bits per base.
Each stage of BLASTN’s pipeline implements progressively more sophisticated and more
expensive computations to identify biologically meaningful similarities between query and
database. In stage 1, BLASTN discovers word matches between query and database. A
word match is a string of some fixed length w (hereafter called a “w-mer”) that occurs in
both query and database. Significantly similar sequences usually share a w-mer match for
w ≈ 11, though such matches also occur frequently by chance between unrelated sequences.
Each word match is therefore filtered through stage 2, which tries to extend it into an
ungapped alignment between query and database. An ungapped alignment may contain
mismatched bases but consists primarily of matching base pairs. Ungapped alignments
with too few matching base pairs are discarded, while the remainder are further filtered
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through stage 3, which extends them into gapped alignments that permit both mismatches
and localized insertion or deletion of bases. In the final operation following the end of stage
3, gapped alignments with sufficiently many matching base pairs are reported to the user.
The detailed algorithm for BLASTN stage 2 is described in [73], while that for stage 3 is a
variant of the standard Smith-Waterman dynamic programming algorithm [107].
Although each stage of BLASTN is more compute-intensive than the last, each stage also
discards a substantial fraction of its inputs. The volume of data that is processed at each
stage therefore gradually decreases. Table 6.1 quantifies the data reduction at each stage
of the pipeline1. The match rate, pi, represents the probability that an output from stage
i is generated from an individual input to that stage. For stage 1, p1 measures the number
of matches per DNA base read from the database. Stages 1 and 2 are highly effective
at reducing the data volume to the next stage. Note that, as the query length increases,
the rate at which matches are output from stage 1 into stage 2 also increases, raising the
workload for stage 2.
In the performance predictions that follow, we will consider the throughput of individual
stages of the pipeline as well as the throughput of the entire pipeline. To make throughputs
comparable, they are normalized to be in units of input bases per second from the database.
When executing on a single computational resource (i.e., software running on a single pro-
cessor), the average compute time per input base can be expressed as t1 + p1t2 + p1p2t3,
where ti is the compute time for stage i for each input item (base, match, or alignment) to
stage i. The normalized throughput is then Tput = 1/(t1 + p1t2 + p1p2t3).
Table 6.1: Match rates p across pipeline stages
Query Size (bases) Stage 1 (p1) Stage 2 (p2) Stage 3 (p3)
10 K 0.00858 0.0000550 0.320
25 K 0.0205 0.0000619 0.141
50 K 0.0411 0.0000189 0.194
100 K 0.0841 0.0000174 0.175
1 M 0.851 0.0000172 0.096
6.3.1 Details of BLASTN Stage 1
To facilitate later comparison with our firmware design, we now briefly describe the imple-
mentation of NCBI BLASTN’s stage 1. This implementation uses a default word match
length w = 11. Due to the speed advantages of comparing complete bytes at a time,
1Reduction measurements for NCBI BLASTN were taken in the same experiments used to generate the
timings of Section 6.3.2
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discovery of 11-mer matches is implemented in two phases. BLASTN first checks two com-
plete bytes of the database, containing 8 bases, against a lookup table constructed from the
query. Only two-byte words occurring on full byte boundaries are checked. If the query
contains the same 8-base word, BLASTN tries to extend this 8-base match to 11 bases by
seeking additional matching residues on either side.
Two 11-mer matches that occur close to each other in both the query and database are
likely to have arisen from the same underlying biological similarity. To avoid having later
stages expend the effort to discover this similarity twice, NCBI BLASTN implements a
redundancy elimination filter at the end of stage 2. The filter checks whether each new
11-mer match overlaps or is close to a previously observed match. If so, the new match
is suppressed, since it would likely lead only to rediscovery of any feature found by the
previous match.
6.3.2 Performance of NCBI BLASTN
To quantify the performance of NCBI BLASTN on a general-purpose CPU, we measured
its execution time with default parameters on a 2.8 GHz Pentium 4 PC, with an L2 cache
size of 512 KB and 1 GB of RAM, running Linux. We compared a database containing
the mouse genome (1.16 Gbases after removing repetitive sequence) to queries of various
lengths selected at random from the human genome. CPU time was measured separately
for each of the three pipeline stages.
The length of a typical query sequence in BLASTN is application-dependent. For example,
a short DNA sequence obtained in a single lab experiment may be only a few kilobases,
while in genome-to-genome comparison, a query (one of the genomes) may be billions of
bases long. A BLAST implementation should support the largest computationally feasible
query length, both to accommodate long individual queries and to support the optimization
of “query packing,” in which multiple short queries are concatenated and processed in a
single pass over the database. Conversely, queries longer than the maximum feasible length
may be broken into pieces, each of which is processed in a separate pass.
In our experiments, we tested queries of 10 Kbases, 25 Kbases, 50 Kbases, 100 Kbases,
and 1 Mbase, both to simulate different applications of BLASTN and to assess the impact
of query length on the performance of our firmware implementation. One megabase is a
reasonable upper bound on query size for NCBI BLASTN with standard parameters, since
it generates 11-mer word matches by chance alone at a rate approaching one match for every
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base read from the database. Timings were averaged over at least 20 queries for each length,
and each query’s running time was averaged over three identical runs of BLASTN. It should
be noted that, given a query sequence of length n, BLASTN compares the database to both
the sequence and its DNA reverse-complement, effectively doubling the query length. The
performance numbers reported in this section and throughout the rest of the dissertation
reflect such “double-stranded” queries.
Table 6.2 gives the distribution of times spent in each stage of NCBI BLASTN for various
query sizes. Times are given with 95% confidence intervals. Time spent in stage 1 domi-
nated that spent in later pipeline stages, while time spent in stage 3 was almost negligible.
Although later stages are computationally more intensive, each stage is such an efficient
filter that it discards most of its input, leaving later stages with comparatively little work.
Table 6.2: Percentage of pipeline time spent in each stage of NCBI BLASTN
Query Size (bases) Stage 1 Stage 2 Stage 3
10 K 86.53±1.33% 13.24±1.99% 0.23±0.02%
25 K 83.89±2.56% 15.88±4.40% 0.22±0.04%
50 K 82.63±2.94% 17.28±4.96% 0.09±0.01%
100 K 83.35±1.28% 16.58±2.17% 0.08±0.01%
1 M 85.39±3.34% 14.68±5.24% 0.03±0.01%
From the measured running times of our experiments and the size of the mouse genome
database, we computed the throughput (in Mbases from the database per second) achieved
by NCBI BLASTN’s pipeline for varying query sizes. The results are shown in the first row
of Table 6.3. Throughput depends strongly on query length. To explain this observation,
we used the predicted filtering efficiencies pi for each pipeline stage and the distribution of
running times by stage to estimate the average time spent to process each base in stage 1,
each word match in stage 2, and each ungapped alignment in stage 3. These results are
shown in the remaining rows of the table. While the overhead per input remains constant
for stage 2 and actually decreases for stage 3, the cost per base in stage 1 grows linearly with
query length. This cost growth derives from the linear increase in the expected number of
matches per base that occur purely by chance, in the absence of any meaningful similarity.
Table 6.3: Summary of performance results for software runs of NCBI BLASTN
Query Size 10 25 50 100 1 Units
Kbases Kbases Kbases Kbases Mbase
Throughput 67.0 29.2 14.9 8.76 0.648 Mbases/sec
Stage 1 (time per base, t1) 0.0129 0.0287 0.0553 0.0951 1.32 µsec/base
Stage 2 (time per match, t2) 0.231 0.265 0.281 0.225 0.264 µsec/match
Stage 3 (t3) 71.3 60.4 81.8 58.9 34.4 µsec/alignment
110
Bloom
Filters
Hash
Lookup
Redundancy
Eliminator
Figure 6.2: Division of BLAST stage 1 (word matching) into 3 substages (1a: Bloom Filters,
1b: Hash Lookup, and 1c: Redundancy Eliminator)
The empirical performance of NCBI BLASTN’s pipeline demonstrates that stage 1 is a
performance bottleneck and therefore the first target for speedup in firmware.
6.4 Firmware Implementation of Stage 1
Our firmware implementation of stage 1 reflects the overall functionality of stage 1 in NCBI
BLASTN but makes no attempt to implement this functionality using the same mecha-
nisms. Our design decomposes stage 1 into 3 substages (Figure 6.2). The initial substage
implements a prefilter using Bloom filters; the middle substage determines the query po-
sition of w-mers in the database that successfully pass through the Bloom filters (using
hashing); and the final substage performs redundancy elimination.
6.4.1 Prefiltering using Bloom Filters
A Bloom filter [13] is a probabilistic algorithm to quickly test membership in a large set
using multiple hash functions into a single array of bits. Bloom filters find many uses in
networking and other applications [32]. Figure 6.3 illustrates a typical Bloom filter datapath.
Programming the filter amounts to setting to ’1’ each of the bits of the memory locations
obtained by the hash functions. Querying the Bloom filter yields a match when all the
memory locations in the vector obtained from hashing the query contain ‘1’.
A Bloom filter yields no false negatives but does yield false positives at a rate f determined
by the number of w-mers programmed into it and the length of its memory vector. The rate
f can be modeled as f = (1 − e−Nk/m)k, where N is the number of entries programmed
into the filter (query size), m is the filter memory size in bits, and k is the number of hash
functions. Figure 6.4 shows the false positive rate of a Bloom filter, as a function of memory
size, for different query lengths. The number of hash functions, k, in Figure 6.4 is obtained
as k = m
N
ln(2). The false positive rate is obtained as f = 1
2k
.
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Figure 6.3: Typical Bloom filter functional diagram
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Figure 6.5: Firmware Implementation of Bloom filter using block RAMs
Bloom filters are more efficiently implemented in firmware than in software, as we can store
the memory vectors on chip (using sets of block RAMs), calculate the hash functions in
parallel, and look up the locations of the memory vector in parallel. However, as the number
of ports on these block RAMs is finite, the hash functions are restricted to address only
specific block RAMs.
6.4.2 Architecture of Bloom filters
In our implementation, each distinct memory vector made using a set of block RAMs is
addressed using a unique hash function (see Figure 6.5, in which each ‘m’-bit memory is
constructed out of a set of block RAMs). The probability that a random bit in an ‘m’-bit
memory is set to 1 by a hash function is simply 1
m
. The probability that it is not set is
therefore 1 − 1
m
. Now since all N queries are programmed in each of the memories, the
probability that a random bit is not set by any of the N queries is (1 − 1
m
)N . Hence, the
probability that it is set is (1−(1− 1
m
)N). A random query will trigger a false positive if it
randomly collides with set bits in all the memories. In our design, the number of memoriess
equals the number of hash functions k. Hence, the probability that a query triggers a match
is obtained as f = (1 − (1 − 1/m)N)k, where m can also be interpreted as the address
range of each hash function, N is the length of the query, and k is the number of hash
functions used.
Because the Bloom filter implementation is the primary block RAM-intensive stage in our
design, we dedicate 96 (about two-thirds) of the 144 block RAMs available on chip to it.
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The stage is designed to consume 16 bases every clock cycle and to operate at 133 MHz
(yielding a potential throughput of 2 Gbases/s). To sustain this rate, we must process 16
w-mers every clock cycle and so require 16 identical copies of the Bloom filter.
We reduce the memory requirements for the Bloom filtering stage in half by using both
of the ports of our dual-ported block RAMs. Furthermore, using the clock management
circuitry on the FPGA, we double-clock the block RAMs and in effect make each block
RAM quad-ported [72]. This is illustrated in Figure 6.6. Four copies of the 4-way parallel
Bloom filters are therefore sufficient to process all 16 w-mers (illustrated in Figure 6.7).
Reducing the number of Bloom filter copies needed helps to decrease the false positive
rate of the queries, by dedicating more memory to each Bloom filter, or to process larger
w-mer array Bloom Filters
on-chip queue
matches
0
1
2
3
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0
1
2
3
To Stage 1bInput
(16bases/clk)
Figure 6.7: Sixteen parallel Bloom filters
114
0
0.2
0.4
0.6
0.8
1
1.2
2.5 5 7.5 10 12.5 15 17.5 20 22.5 25
Query Size (Kbases)
M
a
tc
h
e
s
/
C
lk
NDC, k=6, m=32Kb
DC, k=6, m=64Kb
DC, k=12, m=32Kb
True Match Rate
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queries with the same false positive rate. These tradeoffs are illustrated in Figure 6.8, which
shows the expected true match rate (solid line) and the overall match rate (including false
positives) of stage 1a (dashed lines). This figure assumes that the input to stage 1a never
stalls (i.e., 16 bases are available each clock cycle). The two double-clocking curves vary in
how they utilize the additional effective memory. One doubles k, while the other doubles
m. Doubling the clock rate of the block RAMs not only decreases the false positive rate
for smaller query sizes but also helps us support larger queries than would otherwise be
possible.
The maximum query size that can be supported on our prototype is partially determined
by the rate of matches from stage 1a. Stage 1b (described below in Section 6.4.3) processes
matches from this stage, and it is designed to support an input rate of approximately one
match every clock cycle. Given an expected average input rate from the disk subsystem
of 1.4 Gbases/s (700 MB/s × 2 bases/byte) and a maximum ingest rate into stage 1a of
2 Gbases/s, 25 Kbase double-stranded queries are reasonably supported.
As similarities can exist between the query and database sequences, there is a good chance
that matches from stage 1a will be bursty. We maintain an on-chip queue of size 1000
w-mers to accommodate such bursts. In the event that this queue fills up, for example in
the case where long genes are conserved between sequences, we can either store the matches
from stage 1a in off-chip DRAM or generate backpressure for the upstream stages. The
performance implications of this backpressure are minimal, as assessed below.
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6.4.3 Hash Lookup
The second substage of stage 1 uses a hash table to identify those w-mers from the database
that actually occur in the query sequence. Each such w-mer must be mapped to its position
or positions in the query. Note that, in contrast to NCBI BLASTN, we do not test only
those w-mers falling on byte boundaries – every w-mer in the database is checked. The hash
table is implemented in an external SRAM attached to the FPGA, since the latter’s internal
block RAMs are too limited in size to contain tables built from large query sequences.
The need to access a single external SRAM is a potential source of pipeline bottlenecks.
Suppose that the SRAM can sustain only one read per clock cycle, which is a reasonable
assumption at high FPGA clock speeds. The data reduction achieved by our Bloom filters
is sufficient to ensure an average input rate to this substage of at most one w-mer per clock.
However, if processing a w-mer were usually to entail multiple, serial accesses to the SRAM
(e.g. to resolve hash collisions), we could not sustain even this modest data rate. Our design
for this stage therefore seeks to dispose of the vast majority of w-mers with only a single
SRAM lookup.
We have developed an FPGA-friendly approach to hash table design, called near-perfect
hashing [69], that empirically approximates the properties of a perfect hash for this appli-
cation. Readers are directed to [69] for complete details on this hashing scheme.
6.4.4 Redundancy Filter
To avoid repeated generation of the same sequence alignment, NCBI BLASTN uses a re-
dundancy filter to discard the w-mers which fall within the range that already has been
inspected by extension in stage 2. We have modified NCBI BLASTN’s filter for redundant
word matches to work efficiently in firmware. Readers are directed to [69] for complete
details on the implementation of this component.
6.5 Performance Analysis
We assess the performance of our design in three phases. First, we assess the performance
gain relative to software of stage 1 alone. Second, we assess the overall performance of a
design that exploits the firmware implementation of stage 1 and continues to use software
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to implement stages 2 and 3. Finally, we discuss the benefit that can be gained from a
firmware implementation of stage 2 and provide performance targets for that design.
6.5.1 Word Matching (Stage 1) in Firmware
We have built several firmware prototypes of stage 1 that can consume 16 bases/clk. The
latest runs at a clock rate of 133 MHz. The prototype is limited to a query size of 25 Kbases.
To process queries of size greater than 25 Kbases, we pass the database through the firmware
stage multiple times (say r), each pass consuming a fraction of the query ≤ 25 Kbases. This
results in an effective throughput of 1
r
th
that of 25 Kbase queries for larger queries. Note
that this bound on the query length is due primarily to the number of available block RAMs
on our current chip and is not a fundamental limit of the design itself.
To assist in the performance analysis task, and inturn evaluate the analytical models, we
developed a detailed simulator that provides a cycle-accurate model of the stage 1 design.
This simulation model is used to validate the analytical models used to generate Figure 6.8,
and our assumption that we can process a match from stage 1a every clock cycle in stage 1b.
We chose 3 of the design points from Figure 6.8 and executed simulations using a minimum
of 30 different queries for each configuration. For each of these simulations we assumed that
the input rate into stage 1 is 2.128 Gbases/s, which is its maximum ingest rate. Table 6.4
compares the results we obtain from these simulations to the analytical predictions for a
number of different parameters. We observe that the simulation performance predictions
line up extremely well to the predictions using the analytic models.
While the mean time to process a match in stage 1b is slightly higher than the predicted
value of 1, the input rate to this stage is such that the utilization remains < 100%. Also,
the nature of genomic sequences is such that the assumption of uniform distribution of bases
in sequences turns out to be pessimistic. The observed mean throughput of 2.128 Gbases/s
(with extremely small standard deviations) builds further confidence in our analytic model
results.
The raw throughput supported by our stage 1 implementation is about 2 Gbases/sec. Using
the Mercury system infrastructure, which currently provides 700 MB/sec of input band-
width, we can expect a data rate of 1.4 Gbases/sec into stage 1. Note that we use 4 bits
per base, thereby eliminating potentially significant post-processing of masked sequences
arising from NCBI BLASTN’s use of 2 bits/base. Table 6.5 compares the performance of
stage 1 in firmware to the software BLASTN.
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Table 6.4: Validation of analytic predictions using simulation
Configuration Parameter Analytic Simulation
f 0.369 0.34
query=12.5Kbases fr 0.81 0.82
k=6, m=32Kbits Process time stage 1b ≈ 1 clk 1.03
Tput 2.128 Gbases/s 2.128 ± 2.9 × 10−2 Gbases/s
f 0.016 0.014
query=12.5Kbases fr 0.81 0.82
k=6, m=64Kbits Process time stage 1b ≈ 1 clk 1.07
Tput 2.128 Gbases/s 2.128 ± 7.6 × 10−6 Gbases/s
f 0.15 0.12
query=20.0Kbases fr 0.69 0.71
k=6, m=64Kbits Process time stage 1b ≈ 1 clk 1.07
Tput 2.128 Gbases/s 2.128 ± 7.0 × 10−5 Gbases/s
f : false positive rate from stage 1a
fr: %f removed by stage 1b
Table 6.5: Firmware vs. software stage 1 (throughput and speedup)
Query Size 10 25 50 100 1 Units
Kbases Kbases Kbases Kbases Mbases
NCBI BLASTN Stage 1 (Tput1) 77.4 34.8 18.1 10.5 0.771 Mbases/sec
Mercury BLASTN Stage 1(Tput1) 1400 1400 700 350 35 Mbases/sec
Speedup (S1) 18.1 40.2 38.7 33.4 45.4
As shown in Figure 6.7, a queue is present in the design to smooth the bursty nature of
matches that are generated in stage 1a. The detailed simulation model described above
was used to assess the usage of this queue, and also to assess the performance impact of
bursty matches. Figures 6.9 through 6.11 plot the maximum queue length for 32 executions
each of 3 system configurations. The 3 configurations shown are the same as those used for
validation purposes above. Across the board, the maximum queue lengths are reasonable,
with an overall maximum under 1600 matches. Note that should the queue fill, there is
appropriate backpressure built into the design so that correcness is maintained. At issue is
simply the performance impact that a full queue would have on overall throughput.
Using the models we developed in Chapter 3, we now estimate the amount of buffering
needed between stages 1a and 1b. We assume here that the bursts from stage 1a are
geometrically distributed with a mean of 1 and the maximum burst size of 16, and the
input to this system is Poisson. We also assumed both stage 1a and 1b service times have a
squared coefficient of variation of 0.5. Figure 6.12(a) shows the fraction of maximum ingest
rate (16 bases/clk) that can be accepted as a function of the buffer size between stages 1a
and 1b. We see that around 100 units of buffering our ingest rate is around the maximum
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Figure 6.9: Maximum length of queue between stages 1a and 1b, query size = 12.5 Kbases,
k=6, m=32Kb
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Figure 6.10: Maximum length of queue between stages 1a and 1b, query size = 12.5 Kbases,
k=6, m=64Kb
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Figure 6.11: Maximum length of queue between stages 1a and 1b, query size = 20 Kbases,
k=6, m=64Kb
ingest rate. Also from Figure 6.12(b) we see here that after around 200 units of buffering
there is almost no blocking seen in the system.
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Figure 6.12: Sustainable throughput and upstream blocking probability predicted by ana-
lytical model.
The bursty nature of the stage 1a match process has a negligible impact on the overall
throughput performance beyond buffer size of 200. We also observe that the throughput
predictions from two-node analytical model (see Table 6.4), the performance is quite ac-
curate and that we are indeed able to process at ingest rate for a queue size of around
200.
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6.5.2 Overall Performance of BLASTN on the Mercury System
We now consider overall pipeline performance. While the component pipeline stages above
have been constructed individually and verified to work together, the complete system has
yet to be integrated at full speed (we are currently undertaking this activity). As a result,
the performance numbers that follow are model-based predictions.
When executing the application across multiple resources, the overall throughput is deter-
mined by the minimum throughput achieved on any one resource. Here, stage 1 executes
in firmware, while stages 2 and 3 execute in software. The throughput is therefore
Tputoverall = min
(
Tput1,
1
p1(t2 + p2t3)
)
,
where Tput1, stage 1 throughput, is from Table 6.5; ti, the time to perform stage i in
software, is from Table 6.3; and pi, the probability of an output from stage i, is from
Table 6.1.
Table 6.6 compares the overall performance of Mercury BLASTN with that of NCBI
BLASTN. Though we have shown significant speedup for stage 1 in firmware (refer to
Table 6.5), the overall speedup is limited to a factor of 5 to 8. Overall performance is now
limited by the software-based stage 2. Hence, though we successfully deployed stage 1 in
firmware with high throughput, the overall application still suffers from limitations imposed
by the remaining pipeline stages.
Table 6.6: Overall performance (throughput and speedup)
Query Size 10 25 50 100 1 Units
Kbases Kbases Kbases Kbases Mbase
NCBI BLASTN 67.0 29.2 14.9 8.76 0.657 Mbases/sec
Mercury BLASTN 497 181 86.0 52.6 4.44 Mbases/sec
Speedup 7.42 6.21 5.76 6.01 6.84
If t3 is the software compute time per match from stage 3 (from Table 6.3), the maximum
pipeline throughput that can be sustained by stage 3 is Tput3 = 1/p1p2t3 (as above,
normalized to be in units of input bases per second from the database). For 1 Mbase query
sizes, this rate is approximately 2 Gbases/sec, which matches the input rate supported by
the firmware stage 1. Hence, stage 3 is unlikely to be a bottleneck to overall performance.
We next consider the overall performance impact of accelerating stage 2. This impact can
be modeled as Tputoverall = min(Tput1, T put2, T put3), where Tput1 and Tput3 are
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Figure 6.13: Throughput of Mercury BLASTN with improved stage 2
as above and Tput2 is now S2/p1t2. S2 is a model input representing the speedup of
a hypothetical firmware stage 2 implementation. This model determines the performance
required of the stage 2 firmware in order to achieve a given overall pipeline throughput.
Figure 6.13 plots the throughput of the overall application, as a function of the stage 2
speedup S2, for various query sizes. By increasing the performance of the bottleneck stage
2, overall performance improves until the throughput reaches the limit imposed by stage 1,
at which point it saturates.
Figure 6.14 plots the speedup, relative to a pure software implementation, of the entire
application as a function of stage 2 speedup, again for various query sizes. If, as seems
likely, we can achieve even modest speedup in a firmware stage 2, we predict that overall
performance of Mercury vs. NCBI BLASTN will improve by two orders of magnitude.
6.6 Chapter Summary
This chapter presented the design of BLASTN, an important biosequence search application,
for the Mercury system, an architecture that provides both FPGA and traditional processor
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Figure 6.14: Speedup of Mercury BLASTN over NCBI BLASTN with improved stage 2
computing resources and is optimized for disk-based, data-intensive applications. We have
since constructed prototype application components for a firmware (FPGA-based) stage 1
of the BLASTN pipeline, including the addition of a Bloom filter-based prefilter, a firmware
hash table, and a match redundancy eliminator.
Because of the strong predicted impact of stage 2 speedups on overall application perfor-
mance, we have proceeded with a firmware implementation of stage 2, which is reported
in [73]. Currently, we have an end-to-end deployment of BLASTN on the Mercury proto-
type. Each of the component pieces is now in place, functionally correct and running at
speed on the reconfigurable hardware. This overall is an excellent example of an application
utilizing the potential of hybrid archiectural design.
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Chapter 7
Summary and Future Work
7.1 Dissertation Summary
We have a covered a wide variety of work related to hybrid architectures as part of this
thesis. We have demonstrated the use of hybrid architectures to improve the performance
of applications, in our example BLASTN, without resorting to building customized hard-
ware. Our hybrid technology based solution lines up well against the high-end commercial
systems that are not as scalable a solution, and also have poor performance/dollar measures
compared to this solution.
As part of this dissertation, we have introduced new algorithms to analytically predict the
performance of queueing networks with blocking, with phase-type service distributions and
with bulk departures from one node to another. We have also analyzed the applicability
of such models under different scenarios and have provided a good understanding of cases
where such models will and will not provide good results.
We also introduced the concept of self-aware estimation methods which validate the results
they provide. This will help eliminate some of the skepticism associated with analytical
models, which stems from the reason that the assumptions in the analytical model grossly
understate the real system.
We have also demonstrated the use of FPGA based profiling techniques to measure per-
formance metrics for architectural evaluation. We have shown here that the conclusions
from such investigation can be impacted by the inclusion of OS characteristics. This tool
was also used to detect and reason about rare events of interest during an application run,
which has not been possible before in such reasonable amount of time. This is a very strong
motivation for furthering the state-of-the-art of such emulation based systems.
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7.2 Future Work
The work presented in this dissertation has many facets than can be extended beyond their
current state. We summarize some extension we have contemplated in this section.
• Queueing networks: In Chapter 3 we have demonstrated the use of queueing networks
to assess the buffer requirements between stages of a pipelined application deployed
on hybrid systems. The analytical models we have developed can be extended in spirit
to any general queueing network where we can predict the departure process from one
node to another (we have assumed that this process is Poisson in nature). One could
develop heuristics on the kind of departure process to expect based on the information
about the nodes and the blocking experienced in the network.
Though closed form solution rarely exist for single server nodes with arbitrary arrival
processes, we have shown models of general distributions by phase-type distributions
and use of state-space models to solve the single node systems encountered.
• Self-aware estimation: We have presented the need and use of self-aware estimation
methods, which inform the user of potential failure, in Chapter 4. This should be
made a common practice in all estimation techniques, where the model check to make
sure that the “targer” for which it estimates the performance meets its trustable-input
criteria. Also, sound theoretical bounds on performance should be well understood,
and used when using approximate models to estimate performance.
In our tests, particularly test 2, we used heuristics to eliminate certain test cases based
solely on the input. This is generally a pessimistic approach, and a better alternative
would be for the model to check if any core assumption in the model is being violated.
In our case, this would have been to check if the departure process at intermediate
nodes are Poisson.
• In Chapter 5 we presented emulation based techniques for estimating the performance
of architectural changes and estimating the performance of benchmarks including
the impact of the OS. We wish to further extend this work by running commercial
benchmarks such as SPEC, server benchmarks to further drive home the need for such
an emulation based estimation method.
In Chapter 5 we also investigated the occurance of rare-events in the execution of
the BLASTN application on the Liquid architecture platform. The infrastructure
supports further exploration of the problem and in particular can help determine the
reason for the unexpected spikes. It is possible to look at routines the kernel or user
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code to reason about these spikes. This powerful capability of the profiling tool once
deployed can be used for a wide variety of run-time applications to guarantee better
than worst-case deadlines (smaller times).
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Appendix A
Parameters for experiments in
Chapter 3
This appendix contains the queueing networks used to evaluate the algorithms in Chapter
3. Tables A.1 to A.4 contain the networks that were used the test the algorithm when
all the nodes in the network had exponentially distributed service times (Section 3.2.1).
Tables A.5 to A.8 have the networks that were used to evaluate algorithms in Section 3.2.2,
where the nodes in the network had phase-type service time distributions. Tables A.9 to
A.12 are the networks that were used to evaluated the case when we had bursty departures
in a network of queues. The results from these tests are presented in Section 3.3.2.
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Table A.1: List of experiments for results in Figure 3.5
Expt # Nodes Node Parameters
< µidiKi >
1 6 < 310.00 0.88 50 > < 485.48 0.95 30 > < 227.52 0.90 80 > < 740.02 0.93 100 > < 647.92 0.87 110
> < 390.03 0.94 60 >
2 2 < 660.00 0.87 60 > < 480.80 0.96 100 >
3 10 < 160.00 0.93 20 > < 633.84 0.84 60 > < 101.55 0.75 5 > < 440.19 0.81 5 > < 228.08 0.82 30 >
< 54.61 0.85 70 > < 249.99 0.73 90 > < 185.12 0.97 20 > < 2.36 0.85 50 > < 142.19 0.92 120 >
4 4 < 510.00 0.85 20 > < 708.49 0.94 80 > < 88.15 0.74 10 > < 277.41 0.79 30 >
5 10 < 870.00 0.81 70 > < 734.33 0.93 70 > < 353.28 0.88 60 > < 118.56 0.89 120 > < 11.70 0.77 20 >
< 207.00 0.95 70 > < 4.26 0.81 90 > < 126.95 0.76 100 > < 145.50 0.82 30 > < 145.14 0.93 40 >
6 4 < 50.00 0.83 20 > < 566.10 0.93 30 > < 519.81 0.74 50 > < 351.57 0.87 10 >
7 6 < 650.00 0.82 80 > < 351.31 0.88 5 > < 252.93 0.78 5 > < 520.31 0.77 20 > < 8.69 0.89 100 > <
225.05 0.79 60 >
8 2 < 990.00 0.74 80 > < 104.29 0.74 5 >
9 4 < 550.00 0.92 30 > < 887.73 0.97 30 > < 602.51 0.94 120 > < 348.16 1.00 60 >
10 3 < 960.00 0.94 20 > < 262.42 0.74 80 > < 186.96 0.83 70 >
11 3 < 900.00 0.80 40 > < 318.21 0.99 70 > < 739.70 0.81 40 >
12 4 < 320.00 0.74 10 > < 725.14 0.92 80 > < 162.61 0.84 40 > < 506.54 0.79 80 >
13 3 < 660.00 0.83 110 > < 91.60 0.84 60 > < 6.98 0.86 120 >
14 9 < 720.00 0.85 70 > < 263.97 0.83 100 > < 297.05 0.94 120 > < 212.40 0.94 10 > < 444.88 0.98 20
> < 245.11 0.85 80 > < 119.46 0.84 20 > < 122.36 0.92 80 > < 220.32 0.90 30 >
15 2 < 550.00 0.75 20 > < 442.12 0.77 80 >
16 6 < 420.00 0.86 5 > < 736.10 0.83 120 > < 284.80 0.93 5 > < 404.62 0.97 5 > < 244.34 0.84 40 >
< 366.97 0.82 20 >
17 3 < 200.00 0.84 10 > < 428.41 0.91 90 > < 192.15 0.78 5 >
18 5 < 100.00 0.88 5 > < 297.64 0.98 10 > < 532.27 0.87 5 > < 505.33 0.77 20 > < 160.67 0.77 50 >
19 8 < 360.00 0.78 5 > < 380.86 0.89 30 > < 207.55 0.82 30 > < 142.50 0.98 120 > < 211.85 0.95 120
> < 68.60 0.77 90 > < 292.03 0.74 10 > < 56.98 0.90 60 >
20 8 < 570.00 0.87 20 > < 86.62 0.86 5 > < 423.38 0.74 20 > < 496.09 0.76 30 > < 142.11 0.95 20 >
< 27.67 0.81 110 > < 47.74 0.91 10 > < 57.82 0.74 30 >
21 8 < 240.00 1.00 5 > < 459.54 0.95 70 > < 314.83 0.78 90 > < 156.60 0.73 20 > < 492.34 0.91 100
> < 218.19 0.98 70 > < 471.69 0.83 110 > < 319.19 0.79 10 >
22 7 < 820.00 0.84 10 > < 260.83 0.80 70 > < 283.71 0.95 90 > < 333.32 0.80 60 > < 209.37 0.79 10
> < 185.60 0.82 30 > < 92.35 0.93 60 >
23 6 < 130.00 0.81 50 > < 684.32 0.86 120 > < 368.89 0.97 100 > < 593.89 0.89 80 > < 24.16 0.93 110
> < 180.22 0.94 30 >
24 6 < 300.00 0.74 10 > < 88.49 0.99 10 > < 344.60 0.90 10 > < 536.77 0.84 70 > < 385.64 0.83 30 >
< 74.48 0.81 120 >
25 3 < 780.00 0.79 110 > < 95.37 0.79 120 > < 37.89 0.83 70 >
26 8 < 490.00 0.91 20 > < 347.09 0.73 60 > < 287.75 0.89 40 > < 420.83 0.74 30 > < 229.39 0.91 10
> < 96.10 0.89 30 > < 216.40 0.78 90 > < 41.58 0.93 90 >
27 4 < 260.00 0.88 120 > < 573.96 0.78 20 > < 283.99 0.79 20 > < 153.76 0.82 120 >
28 5 < 420.00 0.99 40 > < 139.27 0.84 50 > < 67.12 0.83 40 > < 445.61 0.74 70 > < 479.56 0.91 60 >
29 5 < 290.00 0.90 5 > < 524.85 0.87 10 > < 157.09 0.97 10 > < 718.37 0.90 40 > < 150.72 0.73 30 >
30 4 < 150.00 0.93 20 > < 912.95 0.80 60 > < 478.82 0.76 20 > < 16.96 0.97 5 >
31 10 < 910.00 0.82 120 > < 180.71 0.90 30 > < 659.85 0.73 10 > < 391.37 0.94 30 > < 112.18 0.76 5
> < 163.52 0.84 80 > < 302.87 0.76 5 > < 216.51 0.87 10 > < 38.44 0.87 20 > < 52.30 0.88 5 >
32 2 < 990.00 0.78 20 > < 701.56 0.77 10 >
33 4 < 410.00 0.80 30 > < 553.32 0.84 30 > < 201.18 0.76 100 > < 450.66 0.89 10 >
34 4 < 830.00 0.78 60 > < 132.81 0.76 20 > < 59.73 0.97 60 > < 99.00 0.76 20 >
35 5 < 660.00 0.92 100 > < 683.52 0.91 120 > < 802.62 0.75 80 > < 214.25 0.92 5 > < 557.72 0.99 70
>
36 2 < 740.00 0.76 100 > < 22.78 0.96 70 >
37 5 < 330.00 0.84 70 > < 743.40 0.96 10 > < 218.70 0.93 5 > < 247.62 0.92 50 > < 661.92 0.83 10 >
38 2 < 350.00 0.90 5 > < 243.64 0.87 20 >
39 6 < 30.00 0.98 100 > < 353.91 0.89 110 > < 156.86 0.80 30 > < 153.87 0.90 120 > < 563.34 0.98 40
> < 191.99 0.79 90 >
40 2 < 550.00 0.92 90 > < 414.06 0.75 60 >
41 6 < 600.00 0.93 120 > < 92.71 0.81 60 > < 422.71 0.88 110 > < 353.04 0.94 20 > < 398.99 0.79 5
> < 422.91 0.89 20 >
42 6 < 60.00 0.86 30 > < 60.02 0.84 10 > < 453.82 0.99 120 > < 100.23 0.77 120 > < 387.58 0.88 5 >
< 407.78 0.89 5 >
43 2 < 760.00 0.94 120 > < 592.32 0.84 40 >
44 10 < 390.00 0.87 50 > < 642.43 0.96 30 > < 41.80 0.83 50 > < 227.96 0.93 100 > < 64.30 0.85 90 >
< 366.18 0.86 120 > < 18.91 0.76 20 > < 343.06 0.93 30 > < 198.92 0.85 120 > < 59.36 0.95 60 >
45 4 < 180.00 0.81 20 > < 713.47 0.76 120 > < 529.55 0.82 40 > < 452.51 0.96 110 >
46 4 < 660.00 0.87 120 > < 121.55 0.94 50 > < 179.50 0.82 70 > < 658.84 0.74 100 >
47 8 < 620.00 0.94 5 > < 47.00 0.74 10 > < 633.16 0.81 70 > < 322.97 0.81 20 > < 64.33 0.88 120 >
< 299.84 0.74 50 > < 144.50 0.95 5 > < 57.31 0.98 30 >
48 5 < 880.00 0.75 5 > < 716.92 0.85 40 > < 562.83 0.82 30 > < 20.82 0.77 5 > < 211.11 0.78 30 >
49 10 < 990.00 0.82 10 > < 768.21 0.97 80 > < 246.07 0.91 20 > < 295.45 0.84 5 > < 175.50 0.95 5 > <
406.47 0.84 120 > < 273.63 0.81 10 > < 116.47 0.96 20 > < 297.49 0.74 120 > < 110.30 0.78 10 >
50 10 < 610.00 0.76 5 > < 144.73 0.94 5 > < 627.67 0.80 20 > < 456.07 0.76 50 > < 313.15 0.92 5 > <
19.96 0.78 10 > < 40.27 0.79 120 > < 220.53 0.79 110 > < 103.17 0.80 20 > < 65.35 0.85 70 >
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Table A.2: List of experiments for results in Figure 3.5 (continued)
Expt # Nodes Node Parameters
< µidiKi >
51 4 < 320.00 0.94 120 > < 505.46 0.79 40 > < 639.94 0.74 90 > < 231.31 0.74 100 >
52 5 < 220.00 0.85 20 > < 542.30 0.90 60 > < 298.80 0.77 20 > < 177.48 0.84 20 > < 133.57 0.77 120
>
53 2 < 130.00 0.79 30 > < 110.82 0.95 5 >
54 5 < 500.00 0.97 5 > < 765.71 0.99 30 > < 394.81 0.88 50 > < 50.66 0.86 5 > < 254.50 0.91 120 >
55 7 < 670.00 0.86 30 > < 128.65 0.79 90 > < 60.91 0.87 30 > < 5.89 0.92 10 > < 43.24 0.93 70 > <
235.76 0.86 40 > < 69.38 0.97 20 >
56 6 < 110.00 0.90 5 > < 449.98 0.91 90 > < 728.80 0.84 5 > < 499.74 0.91 120 > < 343.65 0.75 30 >
< 267.36 0.82 90 >
57 4 < 310.00 0.91 5 > < 418.05 0.85 5 > < 473.62 0.98 10 > < 607.60 0.96 120 >
58 3 < 980.00 0.77 70 > < 208.99 0.78 60 > < 229.70 0.98 110 >
59 9 < 900.00 0.90 60 > < 494.29 0.95 20 > < 314.52 0.85 5 > < 275.28 0.80 30 > < 261.23 0.79 20 >
< 347.25 0.76 80 > < 104.79 0.96 120 > < 137.64 0.73 90 > < 219.51 0.87 40 >
60 9 < 430.00 0.93 50 > < 509.00 0.87 10 > < 782.68 0.94 50 > < 309.39 0.91 90 > < 89.05 0.99 10 >
< 507.84 0.74 30 > < 317.69 0.87 30 > < 95.97 0.98 50 > < 191.40 0.98 120 >
61 4 < 70.00 0.94 5 > < 651.85 0.81 110 > < 207.03 0.86 5 > < 26.29 0.92 10 >
62 5 < 540.00 0.81 10 > < 333.80 0.78 20 > < 31.90 0.89 10 > < 102.05 0.87 40 > < 466.93 0.81 20 >
63 5 < 300.00 0.87 70 > < 346.72 0.79 70 > < 232.60 0.80 5 > < 98.56 0.98 110 > < 477.22 0.80 10 >
64 10 < 280.00 0.93 10 > < 138.98 0.97 5 > < 225.77 0.98 120 > < 369.89 0.85 20 > < 358.51 0.92 100
> < 426.69 0.76 120 > < 136.52 0.78 50 > < 151.11 0.97 10 > < 11.84 0.79 5 > < 230.64 0.91 30
>
65 2 < 420.00 0.79 90 > < 63.11 0.79 110 >
66 4 < 20.00 0.92 60 > < 220.50 0.93 40 > < 770.10 0.87 100 > < 464.01 0.98 40 >
67 4 < 850.00 0.94 120 > < 555.28 0.88 20 > < 430.03 0.80 50 > < 474.86 0.83 120 >
68 10 < 810.00 0.93 10 > < 703.41 0.83 80 > < 575.02 0.83 20 > < 493.63 0.75 10 > < 445.23 0.87 50 >
< 127.98 0.76 10 > < 293.92 0.90 80 > < 123.38 0.88 30 > < 218.08 0.76 40 > < 131.96 0.77 90 >
69 4 < 560.00 0.85 90 > < 440.68 0.75 120 > < 551.72 0.79 20 > < 474.14 0.94 5 >
70 2 < 220.00 0.84 40 > < 430.32 0.84 110 >
71 5 < 260.00 1.00 30 > < 319.75 0.80 60 > < 490.24 0.74 20 > < 565.93 0.81 70 > < 164.16 0.85 100
>
72 3 < 350.00 0.74 10 > < 346.26 0.84 20 > < 135.59 0.76 70 >
73 4 < 910.00 0.89 30 > < 759.08 0.88 30 > < 188.68 0.99 60 > < 441.40 0.81 90 >
74 5 < 940.00 0.76 40 > < 136.14 0.91 20 > < 330.96 0.84 90 > < 453.81 0.84 10 > < 467.47 0.93 20 >
75 6 < 610.00 0.74 10 > < 162.18 0.94 120 > < 545.79 0.88 110 > < 342.21 0.91 120 > < 49.96 0.83 70
> < 50.79 0.94 100 >
76 4 < 810.00 0.90 40 > < 610.48 0.76 90 > < 599.80 0.97 20 > < 405.29 0.87 120 >
77 7 < 40.00 0.88 70 > < 421.02 0.81 90 > < 135.48 0.81 10 > < 362.25 0.82 10 > < 396.76 0.79 60 >
< 302.46 0.75 120 > < 258.11 0.94 5 >
78 3 < 270.00 0.76 120 > < 431.74 0.91 120 > < 386.32 0.95 60 >
79 5 < 850.00 0.79 60 > < 269.21 0.79 100 > < 12.52 0.79 10 > < 142.69 0.82 120 > < 56.82 0.84 40 >
80 5 < 80.00 0.99 120 > < 296.00 0.87 120 > < 325.21 0.92 10 > < 188.90 0.86 5 > < 623.12 0.91 120
>
81 4 < 760.00 0.83 110 > < 91.67 0.95 90 > < 339.89 0.86 120 > < 190.69 0.79 20 >
82 2 < 80.00 0.89 120 > < 706.94 0.97 5 >
83 4 < 30.00 0.94 100 > < 383.46 0.83 70 > < 566.25 0.98 20 > < 562.91 0.92 60 >
84 4 < 410.00 0.85 10 > < 119.43 0.79 10 > < 557.58 0.99 5 > < 146.24 0.74 120 >
85 9 < 180.00 0.76 20 > < 336.01 0.79 70 > < 520.46 0.94 90 > < 351.26 0.88 5 > < 69.66 0.78 40 >
< 287.94 0.80 100 > < 34.42 0.75 30 > < 172.28 0.79 100 > < 3.75 0.73 20 >
86 4 < 600.00 0.81 70 > < 622.70 0.91 30 > < 643.34 0.91 20 > < 597.87 0.96 5 >
87 2 < 630.00 0.89 10 > < 267.18 0.84 60 >
88 4 < 180.00 0.85 20 > < 238.13 0.96 10 > < 792.92 0.88 60 > < 337.93 0.77 20 >
89 6 < 410.00 0.78 20 > < 297.68 0.86 30 > < 602.22 0.88 120 > < 233.13 0.89 20 > < 74.21 0.95 40
> < 40.46 0.83 20 >
90 5 < 420.00 0.85 90 > < 735.26 0.83 5 > < 197.39 0.86 30 > < 60.68 0.97 10 > < 82.31 0.84 60 >
91 6 < 120.00 0.86 70 > < 679.92 0.81 120 > < 361.15 0.86 60 > < 41.94 0.82 110 > < 291.57 0.98 120
> < 369.89 0.98 10 >
92 5 < 200.00 0.77 60 > < 735.60 0.87 10 > < 20.26 0.83 5 > < 72.81 0.97 50 > < 102.93 0.74 20 >
93 4 < 50.00 0.91 70 > < 281.83 0.98 70 > < 223.79 0.85 120 > < 372.72 1.00 20 >
94 7 < 990.00 0.91 20 > < 354.29 0.87 110 > < 690.14 0.80 120 > < 484.25 0.89 50 > < 243.21 0.97 10
> < 324.60 0.89 20 > < 469.83 0.75 70 >
95 4 < 400.00 0.83 20 > < 132.15 0.91 5 > < 263.80 0.93 120 > < 153.87 0.98 80 >
96 4 < 400.00 0.76 40 > < 378.26 0.82 80 > < 382.52 0.85 100 > < 83.84 0.87 40 >
97 3 < 140.00 0.78 5 > < 195.42 0.87 10 > < 642.90 0.85 5 >
98 4 < 190.00 0.73 5 > < 204.92 0.74 50 > < 250.66 0.77 100 > < 406.37 0.94 50 >
99 5 < 410.00 0.81 40 > < 251.81 0.74 100 > < 60.06 0.94 80 > < 113.34 0.86 30 > < 401.52 0.98 40 >
100 5 < 910.00 0.84 120 > < 50.19 0.85 50 > < 506.42 0.75 10 > < 372.27 0.75 100 > < 273.48 0.87 110
>
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Table A.3: List of experiments for results in Figure3.5 (continued)
Expt # Nodes Node Parameters
< µidiKi >
101 4 < 170.00 0.98 120 > < 655.90 0.90 5 > < 765.84 0.84 10 > < 7.42 0.78 5 >
102 9 < 940.00 0.76 10 > < 228.70 0.86 20 > < 288.05 0.75 5 > < 142.28 0.92 120 > < 63.11 0.80 120
> < 209.73 0.95 20 > < 248.04 0.92 40 > < 85.82 0.95 10 > < 24.10 0.84 120 >
103 6 < 540.00 0.92 60 > < 887.72 0.74 5 > < 6.87 0.97 30 > < 551.63 0.74 120 > < 442.67 0.77 20 >
< 197.88 0.82 120 >
104 10 < 690.00 0.83 30 > < 430.37 0.83 120 > < 48.28 0.84 20 > < 417.46 0.94 40 > < 71.16 0.75 120 >
< 184.69 0.88 50 > < 140.61 0.79 90 > < 82.38 0.88 5 > < 164.93 0.85 20 > < 114.26 0.96 120 >
105 4 < 10.00 0.81 5 > < 688.17 0.95 30 > < 7.73 0.83 5 > < 328.46 0.81 90 >
106 6 < 960.00 0.99 5 > < 297.80 0.80 40 > < 705.57 0.96 90 > < 190.21 0.75 5 > < 432.25 0.87 5 > <
452.03 0.75 120 >
107 3 < 860.00 0.78 60 > < 179.07 0.86 10 > < 120.22 0.93 5 >
108 2 < 680.00 0.97 120 > < 835.46 0.86 50 >
109 9 < 630.00 0.99 120 > < 603.10 0.92 50 > < 657.40 0.94 20 > < 51.53 0.87 50 > < 622.35 0.79 20
> < 59.40 0.85 20 > < 267.53 0.76 10 > < 53.46 0.87 70 > < 30.06 0.73 50 >
110 10 < 860.00 0.77 5 > < 680.90 0.75 60 > < 353.59 0.83 110 > < 244.11 0.81 30 > < 281.63 0.91 10
> < 3.49 0.96 90 > < 194.94 0.81 40 > < 139.01 0.84 80 > < 84.67 0.95 40 > < 8.70 0.98 5 >
111 4 < 610.00 0.73 70 > < 555.45 0.80 20 > < 76.48 0.76 120 > < 156.36 0.86 10 >
112 3 < 720.00 0.83 90 > < 687.07 0.93 20 > < 490.66 0.91 100 >
113 4 < 270.00 0.88 30 > < 263.58 0.88 20 > < 623.99 0.95 5 > < 313.16 0.80 5 >
114 10 < 540.00 0.94 20 > < 168.59 0.99 10 > < 708.01 0.95 120 > < 449.36 0.85 110 > < 201.80 0.79 70
> < 573.89 0.97 20 > < 263.45 0.97 5 > < 121.81 0.74 20 > < 324.09 0.99 20 > < 400.98 0.91 10
>
115 6 < 980.00 0.81 110 > < 104.73 0.75 10 > < 102.34 0.98 5 > < 580.37 0.96 60 > < 460.14 0.99 110
> < 437.59 0.97 30 >
116 5 < 590.00 0.90 5 > < 224.42 0.98 5 > < 665.87 0.90 5 > < 220.93 0.74 5 > < 313.81 0.91 30 >
117 5 < 570.00 0.96 20 > < 841.21 0.86 5 > < 409.58 0.75 30 > < 49.08 0.78 30 > < 28.56 0.91 120 >
118 8 < 320.00 0.96 110 > < 538.43 0.80 90 > < 216.59 0.81 20 > < 434.93 0.76 5 > < 408.57 0.88 70
> < 362.49 0.75 90 > < 278.32 0.98 90 > < 256.99 0.87 40 >
119 4 < 230.00 0.79 80 > < 39.32 0.77 10 > < 332.34 0.85 90 > < 165.25 0.92 80 >
120 6 < 310.00 0.78 10 > < 47.10 0.86 5 > < 557.15 0.94 100 > < 498.04 0.99 40 > < 149.53 0.98 110
> < 103.74 0.96 40 >
121 5 < 830.00 0.87 90 > < 548.08 0.97 20 > < 685.53 0.87 120 > < 473.06 0.81 50 > < 71.85 1.00 5 >
122 4 < 270.00 0.81 100 > < 550.99 0.81 30 > < 335.61 0.85 120 > < 168.60 0.76 20 >
123 4 < 790.00 0.81 10 > < 798.01 0.97 40 > < 776.53 0.80 5 > < 57.19 0.93 90 >
124 6 < 390.00 0.78 10 > < 132.12 0.85 40 > < 272.24 0.89 5 > < 112.09 0.97 5 > < 96.91 0.93 20 > <
138.48 0.84 30 >
125 4 < 70.00 0.77 20 > < 69.43 0.91 5 > < 507.47 0.92 110 > < 442.85 0.84 60 >
126 9 < 60.00 0.87 60 > < 468.19 0.89 30 > < 552.51 0.94 70 > < 503.72 0.87 110 > < 199.94 0.74 10
> < 422.21 0.82 120 > < 236.96 0.95 10 > < 207.05 0.93 60 > < 221.86 0.88 110 >
127 8 < 680.00 0.87 70 > < 530.97 0.95 120 > < 649.90 0.81 10 > < 119.45 0.93 70 > < 191.69 0.74 5
> < 454.21 0.84 110 > < 180.48 0.80 30 > < 253.81 0.81 30 >
128 8 < 800.00 0.92 10 > < 351.34 0.99 120 > < 137.93 0.79 5 > < 626.95 0.86 90 > < 6.30 0.93 20 >
< 432.08 0.98 20 > < 534.84 0.88 10 > < 476.26 0.87 5 >
129 6 < 550.00 0.78 20 > < 374.91 0.89 20 > < 332.99 0.85 30 > < 388.79 0.84 100 > < 261.08 0.79 30
> < 135.67 0.87 30 >
130 6 < 880.00 0.76 50 > < 571.58 0.79 30 > < 333.12 0.87 60 > < 210.06 0.91 90 > < 409.12 0.82 120
> < 136.78 0.99 120 >
131 5 < 740.00 0.78 80 > < 521.23 0.80 50 > < 546.73 0.98 5 > < 36.36 0.89 120 > < 16.11 0.90 120 >
132 3 < 980.00 0.86 20 > < 335.04 0.76 20 > < 536.27 0.75 90 >
133 7 < 330.00 0.96 100 > < 602.64 0.74 30 > < 169.30 0.96 120 > < 398.96 0.79 10 > < 336.13 0.89 80
> < 347.42 0.78 10 > < 358.33 0.78 30 >
134 6 < 830.00 0.95 30 > < 28.63 0.86 100 > < 451.28 0.94 30 > < 84.73 0.78 30 > < 341.78 0.76 100
> < 213.18 0.97 120 >
135 5 < 260.00 0.84 30 > < 588.04 0.78 120 > < 498.61 0.99 30 > < 498.69 0.78 80 > < 166.67 0.94 60
>
136 3 < 340.00 0.86 120 > < 94.96 0.93 20 > < 711.06 0.93 120 >
137 8 < 320.00 0.73 120 > < 241.48 0.86 20 > < 372.31 0.80 90 > < 55.38 0.75 110 > < 259.20 0.90 10
> < 54.08 0.74 40 > < 95.24 0.96 120 > < 21.57 0.76 30 >
138 7 < 80.00 0.79 40 > < 7.85 0.90 30 > < 170.08 0.74 10 > < 161.51 0.83 100 > < 82.64 0.82 100 >
< 154.10 0.91 110 > < 221.24 0.83 20 >
139 9 < 160.00 0.91 50 > < 209.13 0.95 120 > < 17.23 0.74 40 > < 95.56 0.93 120 > < 321.52 0.77 5 >
< 9.22 0.77 20 > < 254.64 0.74 80 > < 36.68 0.97 20 > < 208.73 0.94 90 >
140 5 < 490.00 0.89 10 > < 35.47 0.76 110 > < 127.84 0.83 5 > < 518.15 0.98 5 > < 443.54 0.95 120 >
141 5 < 550.00 0.89 5 > < 204.51 0.91 80 > < 177.78 0.85 10 > < 619.68 0.99 60 > < 122.20 0.90 5 >
142 5 < 90.00 0.90 50 > < 890.38 0.95 10 > < 829.06 0.87 20 > < 418.00 0.81 5 > < 557.88 0.83 10 >
143 4 < 170.00 0.79 80 > < 333.44 0.82 10 > < 397.53 0.90 20 > < 41.20 0.98 120 >
144 4 < 450.00 0.83 50 > < 299.91 0.94 20 > < 250.46 0.82 10 > < 410.19 0.76 5 >
145 8 < 80.00 0.79 5 > < 70.94 0.99 20 > < 202.43 0.88 70 > < 547.10 0.90 70 > < 153.31 0.91 50 > <
178.79 0.83 20 > < 328.14 0.99 100 > < 182.60 0.76 30 >
146 10 < 840.00 0.88 90 > < 787.95 0.86 10 > < 165.08 0.79 10 > < 359.85 0.96 20 > < 401.42 0.81 110
> < 45.74 0.80 110 > < 340.44 0.90 120 > < 235.18 0.98 120 > < 212.06 0.96 20 > < 94.10 0.87
20 >
147 5 < 810.00 0.81 20 > < 80.84 0.97 10 > < 516.16 0.91 120 > < 314.02 0.84 30 > < 539.26 0.76 5 >
148 7 < 670.00 0.99 40 > < 983.17 0.95 120 > < 300.78 0.74 120 > < 599.09 0.91 20 > < 254.87 0.75 30
> < 314.97 0.91 40 > < 4.35 0.90 120 >
149 3 < 110.00 0.90 120 > < 621.40 0.82 20 > < 213.62 0.84 120 >
150 2 < 480.00 0.83 120 > < 645.08 0.93 70 >
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Table A.4: List of experiments for results in Figure 3.5 (continued)
Expt # Nodes Node Parameters
< µidiKi >
151 3 < 270.00 0.78 60 > < 638.82 0.82 5 > < 397.44 0.92 50 >
152 4 < 80.00 0.75 80 > < 30.16 0.97 5 > < 388.66 0.83 100 > < 79.43 0.96 5 >
153 4 < 520.00 0.85 20 > < 152.35 0.81 40 > < 406.14 0.99 90 > < 306.03 0.91 120 >
154 10 < 700.00 0.79 60 > < 435.21 0.90 50 > < 608.61 0.82 50 > < 336.19 0.77 120 > < 185.15 0.74 5 >
< 23.34 0.97 20 > < 219.92 0.96 120 > < 180.48 0.87 20 > < 259.57 0.90 80 > < 119.12 0.95 10 >
155 6 < 860.00 0.80 5 > < 573.48 0.98 60 > < 741.71 0.92 5 > < 366.41 0.76 30 > < 373.30 0.74 20 >
< 226.23 0.74 5 >
156 4 < 260.00 0.75 10 > < 616.27 0.81 120 > < 170.75 0.81 60 > < 69.16 0.81 40 >
157 6 < 650.00 0.98 100 > < 274.44 0.97 60 > < 589.40 0.87 100 > < 485.66 0.82 120 > < 654.95 0.86
120 > < 11.59 0.94 90 >
158 3 < 360.00 0.97 110 > < 725.53 0.83 70 > < 409.95 0.88 120 >
159 5 < 790.00 0.84 5 > < 227.24 0.84 20 > < 688.64 0.91 30 > < 535.96 0.95 5 > < 573.91 0.90 120 >
160 5 < 650.00 0.87 30 > < 201.24 0.83 50 > < 313.77 0.85 20 > < 403.01 0.88 30 > < 376.09 0.73 10 >
161 3 < 120.00 0.94 120 > < 873.33 0.89 120 > < 16.78 0.86 70 >
162 3 < 550.00 0.78 120 > < 367.36 0.88 120 > < 379.21 0.78 80 >
163 9 < 590.00 0.80 60 > < 79.86 0.92 120 > < 725.94 0.99 120 > < 217.62 0.86 5 > < 155.98 0.76 120
> < 147.24 0.86 5 > < 180.31 0.85 70 > < 313.22 0.92 10 > < 159.89 0.87 5 >
164 4 < 900.00 0.76 10 > < 250.71 0.80 40 > < 182.82 0.73 30 > < 409.85 0.73 50 >
165 7 < 90.00 0.94 20 > < 178.65 0.82 30 > < 239.73 0.74 120 > < 358.15 0.80 110 > < 244.14 0.81 110
> < 77.10 0.81 20 > < 65.32 0.80 40 >
166 5 < 700.00 0.85 50 > < 434.47 0.93 60 > < 118.91 0.96 5 > < 721.92 0.87 5 > < 238.34 0.90 10 >
167 2 < 920.00 0.95 20 > < 795.44 0.86 90 >
168 3 < 720.00 0.82 70 > < 565.94 0.78 5 > < 44.75 0.94 120 >
169 5 < 240.00 0.92 40 > < 701.11 0.81 120 > < 59.65 0.99 20 > < 562.50 0.73 70 > < 249.42 0.89 70 >
170 5 < 40.00 0.77 20 > < 263.25 0.94 70 > < 320.20 0.88 20 > < 261.71 0.95 10 > < 297.35 0.97 20 >
171 4 < 340.00 0.92 10 > < 905.97 0.91 20 > < 381.44 0.79 30 > < 306.59 0.75 90 >
172 5 < 850.00 0.75 30 > < 45.00 0.98 60 > < 501.17 0.80 30 > < 559.66 1.00 90 > < 506.18 0.81 100 >
173 2 < 560.00 0.96 10 > < 758.81 0.92 120 >
174 5 < 70.00 0.99 10 > < 954.37 0.76 110 > < 458.68 0.97 10 > < 393.87 0.83 80 > < 516.73 0.86 10 >
175 2 < 700.00 0.86 20 > < 233.12 0.84 10 >
176 9 < 840.00 0.79 5 > < 363.33 0.95 20 > < 722.29 0.80 20 > < 36.27 0.83 20 > < 115.93 0.98 20 >
< 349.95 0.78 70 > < 358.51 0.77 30 > < 261.51 0.97 40 > < 135.64 0.77 10 >
177 4 < 520.00 0.95 80 > < 614.61 0.93 60 > < 676.61 0.78 70 > < 525.09 0.79 60 >
178 4 < 10.00 0.99 30 > < 473.65 0.94 20 > < 902.66 0.93 30 > < 259.95 0.89 5 >
179 3 < 500.00 0.73 30 > < 496.56 0.73 20 > < 401.39 0.90 100 >
180 3 < 750.00 0.77 80 > < 269.15 0.83 20 > < 57.50 0.75 120 >
181 7 < 530.00 0.77 90 > < 77.16 0.93 110 > < 379.72 0.86 40 > < 413.91 0.93 20 > < 103.65 0.81 20
> < 360.15 0.84 10 > < 106.31 0.94 80 >
182 5 < 640.00 0.96 100 > < 19.26 0.94 100 > < 354.45 0.96 110 > < 773.04 0.79 80 > < 34.22 0.93 10
>
183 10 < 640.00 1.00 20 > < 209.38 0.97 5 > < 269.84 0.77 120 > < 244.41 0.94 50 > < 672.94 0.74 50 >
< 468.83 0.85 5 > < 26.31 0.88 10 > < 69.48 0.74 10 > < 119.75 0.83 120 > < 156.19 0.98 20 >
184 10 < 710.00 0.87 20 > < 620.12 1.00 5 > < 853.46 0.97 120 > < 734.78 0.87 90 > < 406.27 0.75 110
> < 448.95 0.99 20 > < 120.30 0.97 30 > < 264.52 0.94 20 > < 348.19 0.95 10 > < 52.18 0.77 120
>
185 6 < 450.00 0.95 110 > < 444.89 0.97 30 > < 64.01 0.74 120 > < 573.43 0.90 20 > < 78.57 0.86 30
> < 119.29 0.87 100 >
186 4 < 290.00 0.87 70 > < 637.97 0.78 80 > < 558.01 0.89 40 > < 180.72 0.78 120 >
187 5 < 220.00 0.78 20 > < 38.82 0.97 50 > < 735.84 0.97 5 > < 408.67 0.78 120 > < 160.28 0.87 80 >
188 4 < 660.00 0.90 5 > < 179.07 0.94 90 > < 236.63 0.85 30 > < 676.64 0.86 30 >
189 10 < 550.00 0.74 5 > < 253.08 0.86 110 > < 561.54 0.86 80 > < 10.95 0.85 120 > < 385.47 0.78 5 >
< 28.82 0.97 120 > < 7.00 0.90 120 > < 122.66 0.94 60 > < 169.06 0.86 5 > < 206.86 0.97 30 >
190 4 < 290.00 0.78 5 > < 93.98 0.91 30 > < 56.95 0.82 120 > < 129.06 0.99 80 >
191 7 < 620.00 0.91 30 > < 246.98 0.75 90 > < 599.70 0.94 20 > < 571.54 0.90 5 > < 359.41 0.77 120
> < 66.95 0.76 100 > < 294.75 0.87 5 >
192 5 < 160.00 0.80 20 > < 343.51 0.92 5 > < 278.97 0.80 5 > < 140.24 0.79 5 > < 243.30 0.75 50 >
193 3 < 180.00 0.88 80 > < 96.61 0.91 70 > < 789.65 0.92 30 >
194 9 < 160.00 0.94 30 > < 440.60 0.90 5 > < 505.37 0.86 5 > < 689.47 0.76 10 > < 448.29 0.92 80 >
< 361.68 0.90 30 > < 442.64 0.92 60 > < 83.70 0.86 30 > < 32.56 0.80 120 >
195 4 < 260.00 0.91 40 > < 163.70 0.81 70 > < 595.97 0.96 20 > < 324.96 0.92 10 >
196 3 < 930.00 0.85 20 > < 747.52 0.79 10 > < 594.18 0.93 5 >
197 2 < 160.00 1.00 20 > < 19.99 0.97 100 >
198 2 < 250.00 0.88 50 > < 8.77 0.76 90 >
199 6 < 200.00 0.81 30 > < 591.97 0.99 120 > < 288.08 0.98 20 > < 110.14 1.00 110 > < 746.03 0.85 10
> < 421.28 0.98 40 >
200 3 < 300.00 0.97 70 > < 330.30 0.79 40 > < 546.90 0.96 5 >
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Table A.5: List of experiments for results in Figure 3.10
Expt # Nodes Node Parameters
< µiKiC
2
i
>
1 5 < 220 5 1.3 > < 980 50 0.8 > < 210 60 1.1 > < 110 40 5 > < 390 30 20 >
2 4 < 430 20 3 > < 780 120 4 > < 790 90 15 > < 540 80 2 >
3 2 < 210 50 20 > < 360 5 3 >
4 8 < 570 110 1.3 > < 240 90 5 > < 100 5 1.6 > < 770 80 1.1 > < 860 5 2 > < 570 10 15 > < 380
50 15 > < 210 20 2 >
5 5 < 460 20 1.1 > < 610 5 3 > < 60 110 10 > < 490 50 4 > < 510 80 3 >
6 4 < 940 80 1.6 > < 370 10 10 > < 780 110 5 > < 350 70 1.6 >
7 5 < 430 5 15 > < 730 10 7.5 > < 250 50 1.6 > < 510 5 3 > < 180 5 0.8 >
8 5 < 410 120 5 > < 40 30 0.5 > < 560 10 2 > < 20 40 5 > < 860 5 0.5 >
9 5 < 670 40 1.3 > < 120 50 0.8 > < 480 120 7.5 > < 490 10 20 > < 40 20 1.6 >
10 8 < 510 50 2 > < 810 70 1.1 > < 820 40 0.8 > < 540 100 0.5 > < 300 100 0.5 > < 470 60 0.5 > <
550 30 1.6 > < 820 20 20 >
11 4 < 200 40 15 > < 330 110 2 > < 570 20 20 > < 100 10 10 >
12 3 < 870 5 5 > < 760 100 0.8 > < 510 10 1.1 >
13 9 < 890 5 15 > < 980 70 0.5 > < 240 20 20 > < 340 20 20 > < 440 80 4 > < 970 30 0.8 > < 790
40 7.5 > < 560 20 0.5 > < 450 120 15 >
14 6 < 80 120 3 > < 850 40 1.3 > < 50 5 10 > < 620 10 3 > < 550 70 0.5 > < 960 20 10 >
15 6 < 740 5 1.6 > < 870 70 0.5 > < 120 30 3 > < 120 120 20 > < 560 40 20 > < 220 50 0.5 >
16 6 < 760 90 10 > < 620 120 3 > < 320 110 10 > < 590 10 0.8 > < 580 90 10 > < 820 120 1.6 >
17 5 < 870 40 3 > < 640 10 3 > < 770 40 0.5 > < 350 10 7.5 > < 760 10 1.3 >
18 8 < 960 20 1.3 > < 620 30 2 > < 440 70 5 > < 110 120 3 > < 240 120 0.5 > < 420 50 20 > < 740
5 0.5 > < 540 10 3 >
19 3 < 570 40 4 > < 980 110 2 > < 470 30 7.5 >
20 4 < 510 10 1.3 > < 230 60 0.8 > < 520 50 1.1 > < 370 5 1.3 >
21 6 < 100 30 2 > < 130 30 20 > < 700 5 15 > < 810 20 1.6 > < 600 100 20 > < 210 120 3 >
22 6 < 700 30 3 > < 460 70 7.5 > < 790 30 3 > < 620 80 20 > < 800 80 5 > < 200 120 3 >
23 5 < 900 10 0.8 > < 150 5 3 > < 790 30 3 > < 740 20 1.6 > < 850 110 5 >
24 4 < 880 5 0.5 > < 990 5 20 > < 430 110 1.3 > < 780 5 5 >
25 5 < 360 5 10 > < 400 40 2 > < 320 10 3 > < 610 30 1.3 > < 740 100 4 >
26 3 < 240 30 2 > < 900 30 1.1 > < 180 30 20 >
27 4 < 700 5 0.8 > < 950 120 2 > < 330 10 20 > < 530 60 1.6 >
28 2 < 810 20 1.3 > < 520 10 4 >
29 3 < 560 5 3 > < 70 5 0.8 > < 830 70 10 >
30 5 < 910 30 4 > < 740 5 1.3 > < 520 5 5 > < 820 20 15 > < 990 20 5 >
31 5 < 150 20 15 > < 810 110 20 > < 620 5 1.3 > < 550 5 3 > < 10 40 4 >
32 7 < 250 20 3 > < 690 10 10 > < 220 90 0.5 > < 960 5 15 > < 160 90 3 > < 480 30 2 > < 240 5
1.3 >
33 6 < 350 5 3 > < 520 10 15 > < 90 60 3 > < 720 5 7.5 > < 730 120 20 > < 670 5 3 >
34 5 < 230 10 3 > < 620 5 1.1 > < 310 60 1.6 > < 800 70 1.3 > < 740 110 10 >
35 10 < 860 10 4 > < 160 40 0.8 > < 660 30 1.6 > < 680 10 7.5 > < 360 60 4 > < 330 100 2 > < 760
10 7.5 > < 80 30 15 > < 310 80 1.1 > < 850 90 3 >
36 4 < 70 70 5 > < 930 120 2 > < 410 20 7.5 > < 150 30 1.6 >
37 6 < 430 5 3 > < 240 120 1.6 > < 560 50 5 > < 750 60 4 > < 820 10 0.8 > < 740 120 10 >
38 5 < 190 20 2 > < 780 70 3 > < 630 30 15 > < 880 100 7.5 > < 600 60 7.5 >
39 4 < 880 90 5 > < 480 60 5 > < 140 10 15 > < 830 30 1.1 >
40 5 < 300 20 0.8 > < 50 5 1.3 > < 670 10 3 > < 380 70 10 > < 870 80 3 >
41 2 < 620 20 4 > < 350 60 5 >
42 5 < 730 30 1.1 > < 940 5 2 > < 630 40 3 > < 770 50 2 > < 940 30 5 >
43 5 < 570 120 2 > < 420 20 15 > < 680 40 15 > < 510 20 20 > < 450 70 5 >
44 4 < 470 100 3 > < 160 110 1.6 > < 830 5 0.5 > < 80 70 15 >
45 10 < 100 60 3 > < 460 120 20 > < 100 60 1.1 > < 380 120 1.6 > < 880 5 1.6 > < 410 10 1.6 > <
590 70 0.8 > < 250 30 1.3 > < 980 100 15 > < 550 5 1.6 >
46 5 < 550 20 1.1 > < 240 40 3 > < 540 30 7.5 > < 630 10 1.1 > < 720 20 5 >
47 5 < 330 120 1.6 > < 630 20 3 > < 660 5 1.6 > < 360 120 15 > < 450 20 2 >
48 4 < 840 110 7.5 > < 810 20 10 > < 490 20 15 > < 510 120 0.8 >
49 5 < 280 5 2 > < 680 20 4 > < 370 20 0.8 > < 800 80 2 > < 850 20 3 >
50 3 < 300 40 20 > < 420 90 4 > < 630 30 0.8 >
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Table A.6: List of experiments for results in Figure 3.10 (continued)
Expt # Nodes Node Parameters
51 5 < 240 30 5 > < 170 120 0.5 > < 930 50 1.6 > < 340 20 3 > < 630 80 10 >
52 5 < 10 30 4 > < 550 20 20 > < 450 20 3 > < 870 20 3 > < 400 60 1.3 >
53 5 < 660 100 1.3 > < 330 10 3 > < 580 20 20 > < 840 30 7.5 > < 100 30 1.6 >
54 7 < 640 50 3 > < 650 70 2 > < 330 20 2 > < 340 20 15 > < 680 40 20 > < 780 10 15 > < 590 10
7.5 >
55 4 < 760 30 1.1 > < 90 70 3 > < 440 60 1.1 > < 430 10 5 >
56 2 < 780 120 1.1 > < 150 20 0.5 >
57 6 < 640 30 1.3 > < 180 70 3 > < 930 70 1.1 > < 520 40 2 > < 900 10 4 > < 320 50 1.3 >
58 7 < 840 120 0.5 > < 650 50 15 > < 90 5 4 > < 690 50 20 > < 310 5 3 > < 620 30 10 > < 140 20
20 >
59 3 < 860 90 15 > < 270 20 5 > < 160 50 3 >
60 6 < 840 80 5 > < 370 110 4 > < 160 40 1.6 > < 110 10 5 > < 50 120 1.6 > < 80 50 3 >
61 3 < 560 20 7.5 > < 990 80 10 > < 100 5 4 >
62 4 < 770 5 0.5 > < 690 90 5 > < 250 5 1.6 > < 650 60 0.8 >
63 3 < 200 5 2 > < 140 60 15 > < 720 20 0.8 >
64 4 < 860 30 2 > < 510 40 4 > < 880 30 20 > < 400 90 4 >
65 3 < 250 80 20 > < 680 120 1.1 > < 590 40 20 >
66 4 < 340 30 15 > < 940 120 0.8 > < 190 30 7.5 > < 740 5 0.8 >
67 5 < 360 80 3 > < 350 30 3 > < 480 80 3 > < 160 90 1.6 > < 240 110 1.1 >
68 3 < 520 80 20 > < 660 5 3 > < 310 10 3 >
69 9 < 790 5 1.3 > < 790 80 0.8 > < 940 80 5 > < 140 5 1.1 > < 180 5 3 > < 210 90 0.5 > < 980 110
1.6 > < 30 40 7.5 > < 420 20 7.5 >
70 5 < 380 5 3 > < 80 5 7.5 > < 990 50 2 > < 680 110 0.8 > < 80 80 4 >
71 3 < 70 100 3 > < 800 120 1.6 > < 380 70 2 >
72 8 < 960 110 1.3 > < 300 80 0.8 > < 560 70 2 > < 760 10 3 > < 40 120 3 > < 160 5 3 > < 630 70
0.5 > < 540 30 15 >
73 7 < 670 20 2 > < 990 5 4 > < 700 120 1.1 > < 440 120 10 > < 860 30 15 > < 760 80 4 > < 110
30 15 >
74 5 < 880 5 1.3 > < 150 30 3 > < 340 10 15 > < 680 70 3 > < 50 60 3 >
75 10 < 660 70 20 > < 740 40 1.1 > < 430 5 1.6 > < 680 10 7.5 > < 840 10 1.3 > < 620 90 0.5 > <
630 70 3 > < 190 5 3 > < 890 20 4 > < 800 120 20 >
76 6 < 800 30 0.5 > < 250 80 20 > < 260 50 1.6 > < 550 30 15 > < 690 40 1.6 > < 50 5 3 >
77 5 < 10 50 15 > < 470 5 0.8 > < 490 20 3 > < 900 120 1.6 > < 570 10 20 >
78 9 < 110 10 1.3 > < 680 60 5 > < 430 60 15 > < 340 20 7.5 > < 750 30 1.1 > < 970 90 1.6 > < 90
30 0.8 > < 740 90 10 > < 230 110 20 >
79 3 < 910 80 0.8 > < 380 10 2 > < 480 110 1.1 >
80 4 < 610 5 20 > < 320 90 20 > < 630 20 3 > < 510 80 20 >
81 5 < 580 20 0.5 > < 700 5 20 > < 780 5 1.1 > < 490 10 0.5 > < 470 50 1.1 >
82 10 < 260 120 0.8 > < 460 20 1.1 > < 640 70 0.8 > < 410 120 4 > < 90 20 10 > < 720 30 10 > <
950 100 15 > < 140 50 15 > < 640 30 3 > < 300 20 3 >
83 2 < 890 20 0.5 > < 40 10 0.5 >
84 3 < 590 50 3 > < 200 110 7.5 > < 720 50 15 >
85 6 < 740 120 10 > < 840 10 5 > < 700 20 15 > < 710 110 5 > < 420 5 20 > < 860 20 1.6 >
86 4 < 500 50 1.3 > < 670 5 1.1 > < 520 90 4 > < 300 10 1.1 >
87 6 < 700 50 1.1 > < 190 100 10 > < 260 70 7.5 > < 810 20 7.5 > < 20 40 1.3 > < 920 30 4 >
88 5 < 620 5 3 > < 880 100 3 > < 300 90 5 > < 390 10 10 > < 480 20 0.5 >
89 7 < 210 30 2 > < 940 100 7.5 > < 280 60 1.6 > < 320 110 5 > < 620 20 3 > < 340 30 2 > < 230
10 20 >
90 6 < 560 10 15 > < 830 70 0.8 > < 10 80 0.5 > < 700 20 10 > < 720 120 20 > < 170 5 7.5 >
91 8 < 490 30 15 > < 600 110 1.1 > < 270 5 1.1 > < 130 100 7.5 > < 710 20 2 > < 710 10 10 > <
990 80 1.1 > < 190 120 3 >
92 5 < 620 120 10 > < 690 50 0.5 > < 500 5 0.5 > < 560 120 1.3 > < 280 20 15 >
93 2 < 700 100 2 > < 610 5 15 >
94 3 < 990 60 0.8 > < 420 80 1.3 > < 220 60 3 >
95 3 < 400 70 0.5 > < 290 5 0.5 > < 840 90 1.1 >
96 2 < 220 110 1.3 > < 210 120 1.3 >
97 6 < 440 50 5 > < 120 110 2 > < 90 20 4 > < 680 5 7.5 > < 810 5 4 > < 190 90 10 >
98 9 < 560 90 5 > < 130 110 3 > < 390 100 3 > < 180 40 0.8 > < 780 120 3 > < 260 5 2 > < 140
100 4 > < 570 20 3 > < 430 70 20 >
99 5 < 720 110 4 > < 700 5 2 > < 850 90 3 > < 130 60 1.6 > < 790 20 1.6 >
100 6 < 60 60 1.3 > < 560 20 15 > < 120 30 7.5 > < 270 20 1.1 > < 430 5 1.1 > < 590 5 3 >
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Table A.7: List of experiments for results in Figure3.10 (continued)
Expt # Nodes Node Parameters
101 4 < 410 40 15 > < 380 10 5 > < 210 20 2 > < 600 80 0.8 >
102 5 < 610 50 1.6 > < 160 90 3 > < 190 80 10 > < 860 40 1.3 > < 550 10 7.5 >
103 6 < 640 10 0.8 > < 380 110 10 > < 570 100 1.1 > < 10 30 15 > < 460 100 20 > < 420 5 20 >
104 6 < 410 60 0.5 > < 800 10 20 > < 470 70 3 > < 840 20 7.5 > < 590 50 1.1 > < 460 5 7.5 >
105 6 < 230 120 1.3 > < 610 5 5 > < 120 90 0.5 > < 220 110 0.8 > < 80 80 3 > < 520 20 7.5 >
106 5 < 250 30 3 > < 270 10 4 > < 190 50 1.1 > < 320 40 5 > < 470 30 3 >
107 2 < 750 120 1.1 > < 770 5 3 >
108 6 < 660 110 3 > < 380 70 4 > < 960 90 3 > < 850 40 0.5 > < 250 100 10 > < 140 120 10 >
109 9 < 360 70 3 > < 290 80 3 > < 530 5 2 > < 590 90 15 > < 240 5 0.8 > < 50 20 0.5 > < 280 120
1.6 > < 270 40 5 > < 800 5 3 >
110 4 < 570 10 4 > < 150 5 2 > < 130 30 1.6 > < 420 5 1.6 >
111 5 < 730 40 3 > < 250 30 3 > < 800 120 0.8 > < 200 20 0.5 > < 800 30 15 >
112 9 < 610 30 10 > < 690 90 0.8 > < 560 5 10 > < 210 10 15 > < 330 120 1.6 > < 610 5 10 > < 290
10 1.3 > < 860 40 1.6 > < 290 70 3 >
113 4 < 140 80 10 > < 620 30 3 > < 110 5 0.5 > < 880 110 0.5 >
114 6 < 520 30 10 > < 680 120 1.6 > < 930 5 1.1 > < 890 120 7.5 > < 800 5 15 > < 400 10 1.1 >
115 9 < 970 30 20 > < 990 30 0.5 > < 550 5 1.3 > < 670 30 1.3 > < 390 5 1.1 > < 230 60 3 > < 690
80 1.1 > < 620 80 3 > < 800 50 4 >
116 4 < 360 50 15 > < 440 5 0.8 > < 910 5 10 > < 280 30 2 >
117 9 < 30 5 1.3 > < 630 40 1.3 > < 690 120 3 > < 420 10 5 > < 60 30 20 > < 760 20 1.3 > < 10 60
5 > < 560 40 0.5 > < 350 30 1.3 >
118 8 < 760 80 0.8 > < 750 50 0.8 > < 850 70 4 > < 280 70 3 > < 670 70 7.5 > < 150 40 3 > < 430
10 0.8 > < 100 80 3 >
119 2 < 180 10 3 > < 690 20 1.1 >
120 6 < 340 120 1.6 > < 780 5 7.5 > < 860 110 4 > < 320 90 0.5 > < 780 10 10 > < 980 70 3 >
121 2 < 860 5 4 > < 410 60 5 >
122 5 < 590 30 20 > < 270 70 0.8 > < 130 20 1.6 > < 200 40 1.3 > < 300 60 5 >
123 5 < 680 60 20 > < 220 5 1.1 > < 980 120 4 > < 840 30 10 > < 420 10 1.6 >
124 7 < 200 5 1.3 > < 440 30 1.1 > < 490 20 20 > < 90 20 0.5 > < 650 40 3 > < 810 5 15 > < 910 40
0.8 >
125 7 < 620 40 4 > < 250 100 4 > < 460 70 1.3 > < 890 20 3 > < 220 50 1.3 > < 170 120 2 > < 330
100 2 >
126 3 < 500 70 2 > < 230 30 4 > < 850 5 1.6 >
127 10 < 990 120 0.5 > < 310 20 0.5 > < 760 30 5 > < 980 80 1.1 > < 870 20 15 > < 720 90 15 > <
540 90 0.5 > < 730 10 10 > < 890 120 4 > < 140 20 20 >
128 5 < 70 50 2 > < 290 30 1.6 > < 20 70 15 > < 640 5 1.6 > < 490 60 1.1 >
129 4 < 710 40 3 > < 590 30 5 > < 190 120 1.1 > < 60 20 0.5 >
130 4 < 660 80 3 > < 520 80 1.1 > < 900 90 10 > < 760 80 0.8 >
131 3 < 580 60 10 > < 670 5 15 > < 160 10 3 >
132 3 < 120 40 4 > < 910 60 15 > < 110 110 1.1 >
133 9 < 730 20 4 > < 80 120 4 > < 680 20 1.6 > < 710 60 10 > < 170 100 7.5 > < 900 5 4 > < 310
30 3 > < 780 60 0.8 > < 660 5 10 >
134 4 < 420 50 3 > < 560 30 1.1 > < 760 30 15 > < 820 70 5 >
135 4 < 980 100 1.1 > < 620 110 2 > < 80 20 1.6 > < 40 5 1.3 >
136 7 < 180 10 5 > < 460 5 2 > < 30 5 0.5 > < 580 70 3 > < 960 120 5 > < 390 120 4 > < 970 120
15 >
137 3 < 800 90 1.6 > < 90 80 1.3 > < 970 5 3 >
138 2 < 290 20 1.6 > < 600 40 4 >
139 4 < 980 30 10 > < 140 5 4 > < 120 60 5 > < 860 20 2 >
140 9 < 970 90 20 > < 810 40 4 > < 210 5 4 > < 150 80 5 > < 580 5 0.8 > < 750 20 0.8 > < 550 110
0.5 > < 770 90 1.1 > < 460 5 10 >
141 3 < 80 5 4 > < 580 30 3 > < 390 20 3 >
142 9 < 380 20 7.5 > < 630 30 7.5 > < 950 20 4 > < 850 60 10 > < 420 20 10 > < 140 20 15 > < 410
20 1.6 > < 800 20 1.3 > < 360 70 0.8 >
143 4 < 450 20 1.3 > < 580 120 1.6 > < 580 80 1.3 > < 420 40 0.5 >
144 2 < 640 5 4 > < 160 5 10 >
145 5 < 20 30 0.5 > < 850 120 20 > < 310 120 3 > < 300 80 10 > < 250 120 1.6 >
146 4 < 220 30 10 > < 300 30 2 > < 240 90 7.5 > < 720 20 2 >
147 5 < 920 100 10 > < 620 50 10 > < 900 5 5 > < 360 100 0.5 > < 440 10 0.8 >
148 2 < 30 20 4 > < 350 30 20 >
149 4 < 180 5 1.3 > < 190 5 0.8 > < 920 20 3 > < 830 40 2 >
150 5 < 920 5 1.1 > < 760 20 5 > < 610 110 10 > < 50 70 20 > < 690 60 0.8 >
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Table A.8: List of experiments for results in Figure 3.10 (continued)
Expt # Nodes Node Parameters
151 3 < 750 110 3 > < 870 30 3 > < 880 20 20 >
152 9 < 700 60 2 > < 990 5 1.1 > < 540 10 1.1 > < 570 5 2 > < 400 80 7.5 > < 950 120 1.6 > < 840
20 20 > < 440 10 5 > < 220 120 2 >
153 9 < 810 5 1.6 > < 90 120 3 > < 400 20 20 > < 910 110 0.8 > < 460 20 0.5 > < 940 110 0.8 > <
610 100 1.1 > < 400 10 4 > < 60 10 1.1 >
154 3 < 610 10 0.8 > < 570 120 3 > < 260 90 3 >
155 4 < 620 5 0.8 > < 410 20 0.8 > < 220 120 1.3 > < 500 10 0.8 >
156 3 < 260 20 5 > < 280 70 1.6 > < 970 60 0.8 >
157 3 < 80 20 4 > < 750 5 0.5 > < 400 30 7.5 >
158 4 < 610 90 0.5 > < 970 50 2 > < 990 10 5 > < 90 5 0.8 >
159 9 < 730 5 1.3 > < 140 30 3 > < 20 60 10 > < 480 70 3 > < 220 10 10 > < 450 90 1.6 > < 430 40
10 > < 330 90 4 > < 580 10 3 >
160 2 < 140 90 1.1 > < 580 70 10 >
161 3 < 660 100 1.3 > < 340 20 2 > < 60 50 7.5 >
162 2 < 950 40 1.1 > < 250 120 15 >
163 4 < 340 60 1.1 > < 240 80 7.5 > < 110 50 0.8 > < 280 5 7.5 >
164 5 < 440 60 5 > < 560 20 7.5 > < 560 20 10 > < 360 20 20 > < 680 5 20 >
165 10 < 340 50 0.8 > < 600 90 7.5 > < 800 5 1.3 > < 300 20 3 > < 660 120 1.6 > < 990 10 5 > < 890
30 0.8 > < 590 90 5 > < 530 70 4 > < 200 40 1.1 >
166 6 < 800 5 0.8 > < 890 20 3 > < 800 110 3 > < 310 120 7.5 > < 460 10 1.3 > < 490 100 1.3 >
167 7 < 120 60 20 > < 40 60 2 > < 180 20 3 > < 170 20 15 > < 860 40 0.5 > < 170 120 1.3 > < 880
70 20 >
168 3 < 330 20 10 > < 840 80 1.1 > < 100 40 3 >
169 4 < 640 60 3 > < 10 110 4 > < 150 5 2 > < 110 80 10 >
170 9 < 590 120 2 > < 80 100 7.5 > < 320 30 3 > < 630 20 3 > < 150 80 10 > < 160 120 2 > < 970
90 7.5 > < 20 100 7.5 > < 750 20 3 >
171 9 < 990 30 7.5 > < 210 40 20 > < 210 5 1.3 > < 900 50 15 > < 160 90 2 > < 510 5 0.5 > < 540
80 1.3 > < 620 120 4 > < 490 80 3 >
172 8 < 600 50 2 > < 620 30 1.3 > < 570 5 3 > < 740 70 1.1 > < 470 20 7.5 > < 920 5 15 > < 890 30
0.8 > < 720 60 1.3 >
173 8 < 860 70 0.8 > < 260 10 15 > < 250 100 10 > < 110 70 15 > < 310 60 0.5 > < 510 80 5 > < 40
100 5 > < 490 110 0.8 >
174 5 < 270 120 1.1 > < 750 60 0.5 > < 420 10 20 > < 520 10 0.5 > < 880 20 10 >
175 5 < 90 20 5 > < 510 5 3 > < 760 100 10 > < 780 110 1.6 > < 800 80 3 >
176 3 < 860 120 3 > < 960 30 4 > < 850 70 1.3 >
177 5 < 960 60 0.8 > < 930 100 20 > < 160 5 2 > < 490 20 3 > < 540 110 0.5 >
178 10 < 390 10 0.5 > < 150 50 0.8 > < 720 80 3 > < 590 80 20 > < 260 30 20 > < 260 30 0.8 > < 940
100 3 > < 360 100 0.8 > < 690 60 0.5 > < 580 20 10 >
179 3 < 200 20 20 > < 180 30 1.1 > < 320 40 1.6 >
180 8 < 160 5 2 > < 410 70 7.5 > < 860 90 3 > < 450 80 10 > < 130 120 1.3 > < 680 100 4 > < 920
90 7.5 > < 450 50 7.5 >
181 8 < 280 80 7.5 > < 690 90 7.5 > < 610 5 7.5 > < 540 50 20 > < 370 5 7.5 > < 590 110 0.5 > <
770 20 3 > < 150 30 7.5 >
182 4 < 550 10 15 > < 800 120 4 > < 270 80 2 > < 390 110 0.8 >
183 3 < 900 20 2 > < 780 10 5 > < 960 5 20 >
184 5 < 200 60 1.1 > < 260 110 1.1 > < 770 40 3 > < 750 90 3 > < 140 40 3 >
185 10 < 690 30 1.6 > < 630 5 4 > < 450 90 3 > < 940 120 1.3 > < 160 50 0.8 > < 220 80 0.5 > < 280
10 1.6 > < 400 10 15 > < 610 70 1.1 > < 470 90 15 >
186 9 < 930 30 0.8 > < 160 10 3 > < 240 90 1.3 > < 690 50 15 > < 330 10 3 > < 870 5 4 > < 100 5
1.6 > < 450 120 0.5 > < 690 40 0.5 >
187 5 < 640 20 5 > < 700 120 3 > < 590 60 1.1 > < 730 5 1.3 > < 650 30 3 >
188 6 < 350 30 20 > < 170 120 3 > < 150 20 3 > < 230 10 3 > < 70 40 0.5 > < 510 100 15 >
189 6 < 910 120 5 > < 710 120 0.5 > < 450 5 15 > < 370 120 5 > < 810 120 2 > < 750 100 5 >
190 9 < 330 10 1.1 > < 790 80 0.5 > < 280 70 0.8 > < 310 100 7.5 > < 220 80 3 > < 470 20 2 > <
420 80 4 > < 110 5 1.3 > < 760 30 7.5 >
191 8 < 970 120 2 > < 980 5 7.5 > < 40 30 3 > < 650 10 0.5 > < 500 60 1.3 > < 540 100 1.6 > < 250
10 1.1 > < 790 20 7.5 >
192 3 < 420 10 1.6 > < 250 60 0.5 > < 400 30 1.3 >
193 6 < 800 30 3 > < 800 10 4 > < 990 30 1.1 > < 660 70 0.5 > < 780 50 3 > < 960 20 10 >
194 9 < 260 80 5 > < 530 120 10 > < 30 120 3 > < 220 10 3 > < 370 90 1.6 > < 440 70 20 > < 710
90 20 > < 70 70 5 > < 640 40 10 >
195 9 < 460 10 15 > < 390 100 1.1 > < 560 30 0.8 > < 720 20 2 > < 610 50 15 > < 300 120 20 > <
570 20 1.6 > < 340 5 1.1 > < 480 120 15 >
196 3 < 510 5 7.5 > < 30 70 10 > < 490 20 1.1 >
197 3 < 970 10 1.3 > < 650 30 1.1 > < 770 120 2 >
198 8 < 950 40 20 > < 730 10 3 > < 730 120 1.1 > < 550 5 7.5 > < 730 5 2 > < 760 80 0.5 > < 470
60 1.3 > < 570 5 20 >
199 2 < 10 10 0.5 > < 970 120 7.5 >
200 4 < 850 30 0.8 > < 570 100 20 > < 100 50 15 > < 220 5 20 >
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Table A.9: List of experiments for results in Figure 3.16
Expt # Nodes Node Parameters Burst Parameters
< µiKiC
2
i
> Mean Max
1 2 < 310 50 5 > < 135 50 1 > 4 27
2 2 < 880 120 10 > < 10 60 15 > 4 27
3 2 < 800 70 3 > < 160 120 2 > 2 13
4 2 < 80 70 3 > < 460 27 0.8 > 4 27
5 2 < 70 70 1 > < 760 90 5 > 2 13
6 2 < 960 7 2 > < 510 20 5 > 2 13
7 2 < 200 100 5 > < 960 30 0.8 > 3 20
8 2 < 680 110 5 > < 910 60 15 > 3 20
9 2 < 20 20 1.1 > < 10 30 5 > 4 27
10 2 < 490 20 10 > < 240 40 2 > 4 27
11 2 < 410 7 1.6 > < 190 50 5 > 4 27
12 2 < 730 60 3 > < 90 20 5 > 3 20
13 2 < 920 20 1.6 > < 580 27 10 > 4 27
14 2 < 990 80 0.5 > < 430 13 0.8 > 2 13
15 2 < 960 30 2 > < 410 70 15 > 4 27
16 2 < 960 20 0.8 > < 270 27 5 > 4 27
17 2 < 900 40 1.1 > < 520 20 5 > 3 20
18 2 < 230 10 20 > < 520 80 1.6 > 5 34
19 2 < 890 80 1.3 > < 630 110 1.1 > 4 27
20 2 < 10 120 0.8 > < 830 70 20 > 4 27
21 2 < 420 120 1.6 > < 710 20 1.1 > 2 13
22 2 < 330 30 5 > < 420 80 1.3 > 2 13
23 2 < 280 7 2 > < 600 80 2 > 3 20
24 2 < 940 30 0.8 > < 110 20 15 > 3 20
25 2 < 380 40 3 > < 220 70 1.3 > 1 7
26 2 < 510 90 1.1 > < 90 20 0.5 > 3 20
27 2 < 340 10 0.8 > < 680 60 0.8 > 2 13
28 2 < 800 20 3 > < 490 20 0.8 > 3 20
29 2 < 455 20 1 > < 790 120 1.3 > 2 13
30 2 < 720 10 0.8 > < 290 34 3 > 5 34
31 2 < 100 7 2 > < 450 50 1 > 3 20
32 2 < 445 20 1 > < 470 10 0.8 > 1 7
33 2 < 240 100 1.1 > < 330 30 5 > 4 27
34 2 < 820 10 1.6 > < 890 70 15 > 3 20
35 2 < 790 10 20 > < 650 34 5 > 5 34
36 2 < 420 90 1.6 > < 410 40 3 > 1 7
37 2 < 305 30 1 > < 130 70 1.3 > 3 20
38 2 < 800 110 20 > < 850 80 2 > 5 34
39 2 < 320 30 0.5 > < 160 13 3 > 2 13
40 2 < 470 10 0.8 > < 690 100 5 > 3 20
41 2 < 160 10 20 > < 120 90 15 > 5 34
42 2 < 800 7 5 > < 380 30 1.6 > 4 27
43 2 < 440 30 2 > < 430 20 5 > 3 20
44 2 < 610 90 1.3 > < 940 13 5 > 2 13
45 2 < 650 20 1.3 > < 280 34 1.3 > 5 34
46 2 < 420 40 2 > < 80 20 3 > 3 20
47 2 < 640 60 5 > < 290 30 20 > 1 7
48 2 < 240 50 1.1 > < 450 40 1.1 > 5 34
49 2 < 330 10 1.3 > < 340 60 1.1 > 5 34
50 2 < 30 7 5 > < 480 120 20 > 5 34
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Table A.10: List of experiments for results in Figure 3.16 (continued)
Expt # Nodes Node Parameters Burst Parameters
Mean Max
51 2 < 890 10 1.3 > < 110 80 1 > 1 7
52 2 < 120 30 5 > < 310 34 20 > 5 34
53 2 < 280 7 1.1 > < 210 34 0.5 > 5 34
54 2 < 470 10 15 > < 405 30 1 > 4 27
55 2 < 880 10 1.6 > < 310 60 1.3 > 5 34
56 2 < 100 60 1.1 > < 810 20 1.3 > 3 20
57 2 < 740 120 5 > < 340 120 5 > 1 7
58 2 < 50 120 5 > < 660 27 10 > 4 27
59 2 < 650 40 0.5 > < 50 34 1.6 > 5 34
60 2 < 330 50 1.3 > < 80 120 1.1 > 1 7
61 2 < 270 20 1.6 > < 850 100 3 > 1 7
62 2 < 90 30 1 > < 890 20 15 > 3 20
63 2 < 30 20 5 > < 450 50 10 > 4 27
64 2 < 600 120 5 > < 560 34 5 > 5 34
65 2 < 10 40 1.6 > < 630 34 5 > 5 34
66 2 < 95 7 1 > < 900 120 0.8 > 4 27
67 2 < 700 7 1.1 > < 910 100 0.8 > 1 7
68 2 < 630 40 5 > < 410 50 20 > 2 13
69 2 < 50 50 5 > < 100 27 10 > 4 27
70 2 < 330 70 15 > < 910 34 0.5 > 5 34
71 2 < 210 60 3 > < 900 20 1.1 > 1 7
72 2 < 860 40 15 > < 900 120 15 > 2 13
73 2 < 140 50 5 > < 980 34 5 > 5 34
74 2 < 620 7 15 > < 910 27 1.3 > 4 27
75 2 < 450 50 1 > < 100 50 1.1 > 4 27
76 2 < 100 30 1 > < 255 34 1 > 5 34
77 2 < 890 30 20 > < 530 20 0.8 > 3 20
78 2 < 990 10 20 > < 310 120 5 > 2 13
79 2 < 50 30 0.5 > < 230 120 1.6 > 4 27
80 2 < 300 20 3 > < 400 100 20 > 2 13
81 2 < 610 7 20 > < 880 13 0.5 > 2 13
82 2 < 70 100 3 > < 930 10 5 > 1 7
83 2 < 900 110 0.8 > < 420 40 1.3 > 4 27
84 2 < 320 120 1.3 > < 860 40 2 > 4 27
85 2 < 520 30 10 > < 640 27 1.6 > 4 27
86 2 < 145 20 1 > < 30 120 1.6 > 2 13
87 2 < 25 7 1 > < 500 30 1.1 > 1 7
88 2 < 280 90 1 > < 485 7 1 > 1 7
89 2 < 210 90 1 > < 440 90 5 > 1 7
90 2 < 10 10 0.8 > < 470 20 5 > 3 20
91 2 < 315 10 1 > < 500 27 0.8 > 4 27
92 2 < 960 110 0.5 > < 760 30 5 > 3 20
93 2 < 110 20 3 > < 240 20 1.6 > 3 20
94 2 < 800 120 3 > < 640 70 1.1 > 5 34
95 2 < 380 110 1.3 > < 300 60 15 > 5 34
96 2 < 370 7 2 > < 225 20 1 > 2 13
97 2 < 910 90 5 > < 540 90 1.6 > 3 20
98 2 < 580 110 15 > < 275 20 1 > 3 20
99 2 < 410 90 20 > < 750 20 1.3 > 3 20
100 2 < 275 60 1 > < 270 120 1.3 > 3 20
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Table A.11: List of experiments for results in Figure 3.16 (continued)
Expt # Nodes Node Parameters Burst Parameters
Mean Max
101 2 < 890 7 0.5 > < 160 13 5 > 2 13
102 2 < 240 30 0.5 > < 240 20 2 > 3 20
103 2 < 180 40 0.5 > < 345 120 1 > 3 20
104 2 < 400 70 1.6 > < 180 34 0.5 > 5 34
105 2 < 950 110 1.3 > < 150 20 1.1 > 1 7
106 2 < 390 20 20 > < 480 100 1 > 3 20
107 2 < 260 50 3 > < 30 20 1.1 > 1 7
108 2 < 395 80 1 > < 180 110 1 > 1 7
109 2 < 500 7 3 > < 530 100 1.3 > 5 34
110 2 < 980 10 3 > < 590 20 10 > 3 20
111 2 < 720 120 2 > < 740 34 20 > 5 34
112 2 < 750 20 5 > < 940 90 1.3 > 3 20
113 2 < 700 20 1.1 > < 520 30 20 > 3 20
114 2 < 700 90 15 > < 900 90 1.3 > 3 20
115 2 < 870 20 2 > < 500 120 0.8 > 1 7
116 2 < 510 110 1.3 > < 610 30 2 > 2 13
117 2 < 610 20 1.6 > < 340 120 5 > 5 34
118 2 < 350 10 1.1 > < 220 30 1.6 > 4 27
119 2 < 910 30 1.6 > < 120 110 1 > 4 27
120 2 < 410 50 10 > < 180 120 2 > 2 13
121 2 < 220 30 10 > < 700 34 5 > 5 34
122 2 < 930 60 1.1 > < 970 110 1.3 > 4 27
123 2 < 90 70 2 > < 520 13 10 > 2 13
124 2 < 680 90 10 > < 610 110 1.6 > 5 34
125 2 < 40 70 5 > < 190 30 5 > 2 13
126 2 < 620 60 1.1 > < 90 120 10 > 5 34
127 2 < 970 10 15 > < 610 120 1.3 > 3 20
128 2 < 640 30 2 > < 240 100 10 > 2 13
129 2 < 290 120 0.5 > < 910 20 2 > 3 20
130 2 < 300 120 0.8 > < 240 20 1.3 > 1 7
131 2 < 310 120 20 > < 110 90 10 > 4 27
132 2 < 280 30 20 > < 80 34 1.3 > 5 34
133 2 < 310 90 0.8 > < 410 27 10 > 4 27
134 2 < 600 80 1.6 > < 410 13 5 > 2 13
135 2 < 20 7 1.1 > < 910 120 10 > 2 13
136 2 < 670 10 1.6 > < 45 90 1 > 5 34
137 2 < 140 40 3 > < 110 80 10 > 3 20
138 2 < 340 80 10 > < 600 27 0.5 > 4 27
139 2 < 165 90 1 > < 10 34 15 > 5 34
140 2 < 620 60 1.3 > < 180 20 1.6 > 2 13
141 2 < 610 20 1.1 > < 650 20 20 > 3 20
142 2 < 420 30 1.3 > < 160 120 1 > 5 34
143 2 < 70 40 1 > < 395 20 1 > 3 20
144 2 < 435 7 1 > < 50 20 1 > 1 7
145 2 < 610 7 3 > < 790 34 5 > 5 34
146 2 < 870 40 3 > < 180 120 0.8 > 3 20
147 2 < 600 30 5 > < 40 34 1.1 > 5 34
148 2 < 130 50 0.5 > < 660 13 1.6 > 2 13
149 2 < 310 70 0.5 > < 490 20 20 > 2 13
150 2 < 990 20 5 > < 870 34 15 > 5 34
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Table A.12: List of experiments for results in Figure 3.16 (continued)
Expt # Nodes Node Parameters Burst Parameters
Mean Max
151 2 < 190 90 3 > < 330 20 1 > 3 20
152 2 < 280 10 20 > < 490 7 1 > 1 7
153 2 < 220 80 1.6 > < 710 40 1.6 > 3 20
154 2 < 620 100 2 > < 130 10 2 > 1 7
155 2 < 250 10 1.1 > < 50 120 0.8 > 2 13
156 2 < 280 50 1.1 > < 970 30 10 > 3 20
157 2 < 205 40 1 > < 100 27 10 > 4 27
158 2 < 265 10 1 > < 910 40 10 > 5 34
159 2 < 210 7 2 > < 890 100 5 > 4 27
160 2 < 900 20 5 > < 210 27 1.1 > 4 27
161 2 < 10 7 15 > < 390 34 15 > 5 34
162 2 < 440 7 1.6 > < 140 34 15 > 5 34
163 2 < 530 50 1.3 > < 930 13 5 > 2 13
164 2 < 600 60 0.8 > < 400 34 2 > 5 34
165 2 < 830 120 0.5 > < 520 120 1.3 > 5 34
166 2 < 690 30 20 > < 70 40 15 > 2 13
167 2 < 910 80 2 > < 790 50 0.8 > 3 20
168 2 < 145 7 1 > < 540 70 1.6 > 5 34
169 2 < 10 7 1.3 > < 5 110 1 > 1 7
170 2 < 630 40 5 > < 300 120 0.5 > 3 20
171 2 < 120 110 10 > < 910 27 1.3 > 4 27
172 2 < 620 10 15 > < 120 13 15 > 2 13
173 2 < 940 7 1.1 > < 870 50 5 > 5 34
174 2 < 560 60 20 > < 580 27 3 > 4 27
175 2 < 830 20 0.5 > < 265 7 1 > 1 7
176 2 < 550 7 5 > < 860 120 0.8 > 1 7
177 2 < 860 110 3 > < 170 30 3 > 3 20
178 2 < 10 90 5 > < 510 50 2 > 4 27
179 2 < 60 20 2 > < 610 27 0.5 > 4 27
180 2 < 940 90 1.6 > < 80 13 0.8 > 2 13
181 2 < 280 80 10 > < 390 100 10 > 4 27
182 2 < 140 20 1 > < 70 34 1.6 > 5 34
183 2 < 125 120 1 > < 990 10 2 > 1 7
184 2 < 510 110 5 > < 970 20 5 > 2 13
185 2 < 350 30 0.8 > < 180 27 1.3 > 4 27
186 2 < 850 70 20 > < 60 10 20 > 1 7
187 2 < 980 60 1.1 > < 780 100 15 > 3 20
188 2 < 295 7 1 > < 760 20 0.5 > 1 7
189 2 < 470 20 0.5 > < 570 40 2 > 2 13
190 2 < 430 110 0.8 > < 990 30 2 > 1 7
191 2 < 890 100 0.5 > < 250 90 1.6 > 3 20
192 2 < 690 7 1.6 > < 860 110 5 > 4 27
193 2 < 540 110 5 > < 230 27 10 > 4 27
194 2 < 790 7 1.1 > < 670 80 2 > 2 13
195 2 < 140 20 1.1 > < 500 100 0.5 > 5 34
196 2 < 240 110 10 > < 790 20 2 > 3 20
197 2 < 630 20 10 > < 640 100 20 > 3 20
198 2 < 240 7 0.8 > < 680 20 10 > 3 20
199 2 < 380 40 20 > < 790 20 1.6 > 1 7
200 2 < 110 120 2 > < 720 90 20 > 1 7
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