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LOG-HARNACK INEQUALITIES FOR MARKOV SEMIGROUPS
GENERATED BY NON-LOCAL GRUSCHIN TYPE OPERATORS
CHANG-SONG DENG AND SHAO-QIN ZHANG
Abstract. Based on coupling in two steps and the regularization approximations of the
underlying subordinators, we establish log-Harnack inequalities for Markov semigroups
generated by a class of non-local Gruschin type operators. Some concrete examples are
also presented.
1. Introduction
The classical Gruschin semigroup on R2 with order l > 0 is generated by the differential
operator
L(x(1), x(2)) =
1
2
[
∂2
∂(x(1))2
+ |x(1)|2l
∂2
∂(x(2))2
]
.
The derivative formula of Bismut-Elworthy-Li’s type (cf. [1, 7]) and log-Harnack inequality,
first introduced in [9], have been investigated for the associated diffusion processes in [13] and
[15], respectively. As a natural extension, let us consider the following non-local Gruschin
type operator
(1.1) Lφ1,φ2(x
(1), x(2)) = −
1
2
[
φ1
(
−
∂2
∂(x(1))2
)
+ |x(1)|2lφ2
(
−
∂2
∂(x(2))2
)]
.
Here, each φi : (0,∞)→ (0,∞) is a Bernstein function with limu↓0 φi(u) = 0, i.e. φi is given
by (see e.g. [10, Theorem 3.2])
(1.2) φi(u) = ϑiu+
∫
(0,∞)
(
1− e−ux
)
νi(dx), u > 0,
where ϑi ≥ 0 is the drift parameter, and νi is a Le´vy measure, that is, a Radon measure on
(0,∞) such that
∫
(0,∞)
(1 ∧ x) νi(dx) < ∞. The Markov process with jumps generated by
the non-local operator (1.1) can be constructed by solving the degenerate SDE driven by
subordinate Brownian motions {
dX
(1)
t = dW
(1)
S1(t)
,
dX
(2)
t = |X
(1)
t |
l dW
(2)
S2(t)
,
where W
(1)
t , W
(2)
t , S1(t), and S2(t) are independent processes such that each W
(i)
t is a
standard 1-dimensional Brownian motion, and Si(t) is a subordinator (i.e. a non-decreasing
Le´vy process on [0,∞)) determined by its Laplace transform which is of the form
E e−uSi(t) = e−tφi(u), t ≥ 0, u > 0.
Due to the importance both in theory and in applications, recently, there has been con-
siderable interest in the study of discontinuous Markov processes. The central aim of this
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paper is to establish the log-Harnack inequality for Markov semigroups generated by the
non-local Gruschin type operator (1.1). The log-Harnack inequality can be regarded as
a weaker version of F.-Y. Wang’s dimension-free Harnack inequality with power initialed
in [11], and has been thoroughly investigated, especially for diffusion processes; the basic
argument was a coupling by change of measure, see [12] and reference therein for recent de-
velopments on Harnack type inequalities for various models. Since it is usually very difficult
to construct successful couplings for non-linear SDEs driven by pure jump noises, the meth-
ods from diffusions cannot be directly applied and we need some technique from the study
for jump-diffusion processes. In this article, our tool is based on the coupling approach in
[15] and the regularization approximations of time-changes used in [17, 14, 16, 3, 5].
The log-Harnack inequality has become an efficient tool in stochastic analysis, and it
can be used to study the strong Feller property, heat kernel estimates, transportation-cost
inequalities, and many more; we refer to the monograph by F.-Y. Wang [12, Subsection
1.4.1] for an in-depth explanation of its applications.
For generality, we consider the following SDE for Xt = (X
(1)
t , X
(2)
t ) on R
m+d = Rm ×Rd
(m, d ∈ N):
(1.3)
{
dX
(1)
t = σt dW
(1)
S1(t)
,
dX
(2)
t = b(t, X
(2)
t ) dt + |X
(1)
t |
l dW
(2)
S2(t)
,
where σ : [0,∞) → Rm ⊗ Rm is measurable and locally bounded, b : [0,∞) × Rd → Rd
is measurable, locally bounded in the time variable t ≥ 0 and continuous in the space
variable x(2) ∈ Rd, and Wt := (W
(1)
t ,W
(2)
t ), S1(t), and S2(t) are independent processes on a
probability space (Ω,A ,P) such that
(i) Wt is a standard Brownian motion on R
m+d;
(ii) Each Si(t) is a subordinator with characteristic exponent (Bernstein function) φi
given by (1.2).
We will assume the following conditions on σ and b:
(H1) For every t ≥ 0, σt is invertible and there exists a non-decreasing function λ :
[0,∞)→ (0,∞) such that ‖σ−1t ‖ ≤ λt for all t ≥ 0.
(H2) There exists a locally bounded measurable function k : [0,∞)→ R such that〈
b(t, x(2))− b(t, y(2)), x(2) − y(2)
〉
≤ k(t)|x(2) − y(2)|2, x(2), y(2) ∈ Rd, t ≥ 0.
It is easy to see that once X
(1)
t is fixed, then (H2) implies the existence, uniqueness and
non-explosion of the solution to the second equation in (1.3). For x = (x(1), x(2)) ∈ Rm×Rd,
denote by Xt(x) = (X
(1)
t (x), X
(2)
t (x)) the solution to (1.3) with X0 = x. We aim to establish
log-Harnack inequalities for the associated Markov semigroup Pt on Bb(R
m+d):
Ptf(x) := Ef
(
Xt(x)
)
, t ≥ 0, f ∈ Bb(R
m+d), x ∈ Rm+d.
In order to state our main result, we need the following notation:
K(s, t) :=
∫ t
s
k(r) dr, 0 ≤ s ≤ t,
where k is the function appearing in (H2).
Theorem 1.1. Let l ∈ (0, m/2) and assume that (H1) and (H2) hold. There is some
constant C = C(m, d, l) > 0 such that for any T > 0, x = (x(1), x(2)), y = (y(1), y(2)) ∈ Rm+d,
and f ∈ Bb(R
d) with f ≥ 1,
P2T log f(y) ≤ logP2Tf(x) +
|x(1) − y(1)|2
2
E
(∫ T
0
λ−2r dS1(r)
)−1
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+ Ce2K(0,T )
{
|x(2) − y(2)|2E
(∫ T
0
λ−2r dS1(r)
)−l
· E
(∫ 2T
T
e−2K(T,s) dS2(s)
)−1
+
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
]
E
(∫ T
0
λ−2r dS1(r)
)−l
+ E
(∫ T
0
λ−2r dS1(r)
)−(l∧1))
× |x(1) − y(1)|2(l∧1)E
∫ T
0
e−2K(0,s) dS2(s)∫ 2T
T
e−2K(T,s) dS2(s)
}
.
The following result is a direct consequence of Theorem 1.1.
Corollary 1.2. Let σ = Im×m, b = 0, and l ∈ (0, m/2). There is some constant C =
C(m, d, l) > 0 such that for any T > 0, x = (x(1), x(2)), y = (y(1), y(2)) ∈ Rm+d, and
f ∈ Bb(R
d) with f ≥ 1,
P2T log f(y) ≤ logP2Tf(x) +
|x(1) − y(1)|2
2
ES1(T )
−1
+ CES2(T )
−1 ·
{
|x(2) − y(2)|2ES1(T )
−l
+
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
]
ES1(T )
−l + ES1(T )
−(l∧1)
)
|x(1) − y(1)|2(l∧1)ES2(T )
}
.
Now we apply our result to some concrete examples of subordinators.
Example 1.3. Let σ = Im×m, b = 0, and l ∈ (0, m/2). Assume that S1 is an α-stable
subordinator, which has no drift and its Le´vy measure is given by c1x
−1−α
1{x>0}dx, and
S2 is a truncated β-stable subordinator, which has no drift and its Le´vy measure is given
by c2x
−1−β
1{0<x<1}dx, where α, β ∈ (0, 1) and c1, c2 > 0 are constants. Then there is
some constant C = C(m, d, l, α, β, c1, c2) > 0 such that for any T > 0, x = (x
(1), x(2)), y =
(y(1), y(2)) ∈ Rm+d, and f ∈ Bb(R
d) with f ≥ 1,
P2T log f(y) ≤ logP2Tf(x) + C
{
T−1/α|x(1) − y(1)|2 + T−1−l/α|x(2) − y(2)|2
+
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
]
T−l/α + T−(l∧1)/α
)
|x(1) − y(1)|2(l∧1)
}
.
Example 1.4. Let σ = Im×m, b = 0, and l ∈ (0, m/2). Assume that S1 is an α-stable
subordinator, which has no drift and its Le´vy measure is given by c1x
−1−α
1{x>0} dx, and
S2 is a relativistic β-stable subordinator, which has no drift and its Le´vy measure is given
by c2e
−ρβxx−1−β1{x>0} dx, where α, β ∈ (0, 1) and c1, c2, ρ > 0 are constants. Then there is
some constant C = C(m, d, l, α, β, c1, c2, ρ) > 0 such that for any T > 0, x = (x
(1), x(2)), y =
(y(1), y(2)) ∈ Rm+d, and f ∈ Bb(R
d) with f ≥ 1,
P2T log f(y) ≤ logP2T f(x) + C
{
T−1/α|x(1) − y(1)|2 + T−l/α
(
T−1/β ∨ T−1
)
|x(2) − y(2)|2
+
(
T 1−1/β ∨ 1
) ([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
]
T−l/α + T−(l∧1)/α
)
|x(1) − y(1)|2(l∧1)
}
.
The remaining part of this paper is organized as follows. By using coupling in two steps
and an approximation argument, we establish in Section 2 the log-Harnack inequalities for
SDEs driven by non-random time-changed Brownian motions. Section 3 is devoted to the
proofs of Theorem 1.1 and Examples 1.3 and 1.4.
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2. Log-Harnack inequalities under deterministic time-changes
For each i ∈ {1, 2}, let ℓi : [0,∞) → [0,∞) be a non-decreasing and ca`dla`g function
with ℓi(0) = 0. By (H2), the following SDE for X
ℓ1,ℓ2
t = (X
(1),ℓ1
t , X
(2),ℓ1,ℓ2
t ) has a unique
non-explosive solution:
(2.1)
{
dX
(1),ℓ1
t = σt dW
(1)
ℓ1(t)
,
dX
(2),ℓ1,ℓ2
t = b(t, X
(2),ℓ1,ℓ2
t ) dt+ |X
(1),ℓ1
t |
l dW
(2)
ℓ2(t)
.
Let
P ℓ1,ℓ2t f(x) = Ef
(
Xℓ1,ℓ2t (x)
)
, t ≥ 0, f ∈ Bb(R
m+d), x ∈ Rm+d,
where Xℓ1,ℓ2t (x) = (X
(1),ℓ1
t (x), X
(2),ℓ1,ℓ2
t (x)) is the solution to (2.1) with X
ℓ1,ℓ2
0 = x ∈ R
m+d.
Proposition 2.1. Let l ∈ (0, m/2) and assume that (H1) and (H2) hold. There is some
constant C = C(m, d, l) > 0 such that for any T > 0, x = (x(1), x(2)), y = (y(1), y(2)) ∈ Rm+d,
and f ∈ Bb(R
d) with f ≥ 1
P ℓ1,ℓ22T log f(y) ≤ logP
ℓ1,ℓ2
2T f(x) +
|x(1) − y(1)|2
2
(∫ T
0
λ−2r dℓ1(r)
)−1
+
Ce2K(0,T )∫ 2T
T
e−2K(T,s) dℓ2(s)
{
|x(2) − y(2)|2
(∫ T
0
λ−2r dℓ1(r)
)−l
+
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
](∫ T
0
λ−2r dℓ1(r)
)−l
+
(∫ T
0
λ−2r dℓ1(r)
)−(l∧1))
× |x(1) − y(1)|2(l∧1)
∫ T
0
e−2K(0,s) dℓ2(s)
}
.
Following the line of [17, 14, 16, 3, 5], for ε1, ε2 ∈ (0, 1), we define
ℓεii (t) :=
1
εi
∫ t+εi
t
ℓi(s) ds+ εit =
∫ 1
0
ℓi(εis+ t) ds+ εit, i ∈ {1, 2}, t ≥ 0.
It is clear that ℓεii is absolutely continuous and strictly increasing with
(2.2) ℓεii (t) ↓ ℓi(t) as εi ↓ 0
for all t ≥ 0. For each i ∈ {1, 2}, denote by γεii : [ℓ
εi
i (0),∞) → [0,∞) the inverse function
of ℓεii . By definition, ℓ
εi
i (γ
εi
i (t)) = t for t ≥ ℓ
εi
i (0), γ
εi
i (ℓ
εi
i (t)) = t for t ≥ 0, and t 7→ γ
εi
i (t) is
absolutely continuous and strictly increasing.
Consider the approximation equation for X
ℓ
ε1
1 ,ℓ
ε2
2
t = (X
(1),ℓ
ε1
1
t , X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t )
(2.3)
 dX
(1),ℓ
ε1
1
t = σt dW
(1)
ℓ
ε1
1 (t)−ℓ
ε1
1 (0)
,
dX
(2),ℓ
ε1
1 ,ℓ
ε2
2
t = b(t, X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t ) dt+ |X
(1),ℓ
ε1
1
t |
l dW
(2)
ℓ
ε2
2 (t)−ℓ
ε2
2 (0)
.
Denote by X
ℓ
ε1
1 ,ℓ
ε2
2
t (x) = (X
(1),ℓ
ε1
1
t (x), X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t (x)) the unique non-explosive (strong) solu-
tion to (2.3) with X
ℓ
ε1
1 ,ℓ
ε2
2
0 = x ∈ R
m+d, and let
P
ℓ
ε1
1 ,ℓ
ε2
2
t f(x) = Ef
(
X
ℓ
ε1
1 ,ℓ
ε2
2
t (x)
)
, t ≥ 0, f ∈ Bb(R
m+d), x ∈ Rm+d.
Note that (2.3) is indeed driven by Brownian motions and thus, as in [15], the method of
coupling in two steps and Girsanov transformation can be used to establish the log-Harnack
inequality for P
ℓ
ε1
1 ,ℓ
ε2
2
t .
Observe that the regular conditional probability P(·|F (1)) given F (1) exists, where F (1)
is the σ-algebra generated by {W
(1)
t : t ≥ 0}. Let F
(2)
t and Ft be the σ-algebras generated
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by {W
(2)
s : 0 ≤ s ≤ t} and {Ws : 0 ≤ s ≤ t}, respectively. For any probability measure P˜,
we denote by E
P˜
the expectation w.r.t. P˜. If P˜ = P, we simply denote the expectation by
E as usual.
Lemma 2.2. Fix ε1, ε2 ∈ (0, 1], let l ∈ (0, m/2), and assume that (H1) and (H2) hold.
There is some constant C = C(m, d, l) > 0 such that for any T > 0, x = (x(1), x(2)), y =
(y(1), y(2)) ∈ Rm+d, and f ∈ Bb(R
d) with f ≥ 1
P
ℓ
ε1
1 ,ℓ
ε2
2
2T log f(y) ≤ logP
ℓ
ε1
1 ,ℓ
ε2
2
2T f(x) +
|x(1) − y(1)|2
2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−1
+
Ce2K(0,T )∫ 2T
T
e−2K(T,s) dℓε22 (s)
{
|x(2) − y(2)|2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l
+
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
](∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l
+
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−(l∧1))
× |x(1) − y(1)|2(l∧1)
∫ T
0
e−2K(0,s) dℓε22 (s)
}
.
Proof. We divide the proof into four steps.
Step 1: Fix T > 0, x = (x(1), x(2)), y = (y(1), y(2)) ∈ Rm+d and let Y
(1)
t solve the equation
(2.4)
 dY
(1)
t = σt dW
(1)
ℓ
ε1
1 (t)−ℓ
ε1
1 (0)
+ ξ
(1)
t
X
(1),ℓ
ε1
1
t (x)−Y
(1)
t∣∣X(1),ℓε11t (x)−Y (1)t ∣∣1[0,τ (1))(t) dℓε11 (t),
Y
(1)
0 = y
(1),
where
ξ
(1)
t :=
|x(1) − y(1)|∫ T
0
λ−2r dℓ
ε1
1 (r)
λ−2t and τ
(1) := inf
{
t ≥ 0 : X
(1),ℓ
ε1
1
t (x) = Y
(1)
t
}
.
Since
R
m ×Rm ∋ (z, z′) 7→ 1{z 6=z′}
z − z′
|z − z′|
∈ Rm
is locally Lipschitz continuous off the diagonal, the coupling (X
(1),ℓ
ε1
1
t (x), Y
(1)
t ) is well-defined
and unique for t < τ (1). If τ (1) <∞, we set Y
(1)
t = X
(1),ℓ
ε1
1
t (x) for t ∈ [τ
(1),∞). In this way,
we can construct a unique solution (Y
(1)
t )t≥0 to (2.4). By the differential formula
(2.5) d|ζ | = 1{ζ 6=0}|ζ |
−1〈ζ, dζ〉,
we have for t < τ (1) that
(2.6)
∣∣X(1),ℓε11t (x)− Y (1)t ∣∣ = |x(1) − y(1)| − ∫ t
0
ξ(1)s dℓ
ε1
1 (s)
=
(
1−
∫ t
0
λ−2s dℓ
ε1
1 (s)∫ T
0
λ−2r dℓ
ε1
1 (r)
)
|x(1) − y(1)|.
Then it must be τ (1) ≤ T . Indeed, if τ (1)(ω) > T for some ω ∈ Ω, we can take t = T in the
above equality to get
0 < |X
(1),ℓ
ε1
1
T (x)− Y
(1)
T |(ω) = 0,
which is absurd. Let
W˜
(1)
t = W
(1)
t +
∫ t
0
η(1)s ds and M
(1)
t = −
∫ t
0
〈η(1)s , dW
(1)
s 〉 for t ≥ 0,
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where
η(1)s := 1[0,τ (1))
(
γε11 (s+ ℓ
ε1
1 (0))
)
ξ
(1)
γ
ε1
1 (s+ℓ
ε1
1 (0))
σ−1
γ
ε1
1 (s+ℓ
ε1
1 (0))
(
X
(1),ℓ
ε1
1
γ
ε1
1 (s+ℓ
ε1
1 (0))
(x)− Y
(1)
γ
ε1
1 (s+ℓ
ε1
1 (0))
)
∣∣X(1),ℓε11
γ
ε1
1 (s+ℓ
ε1
1 (0))
(x)− Y
(1)
γ
ε1
1 (s+ℓ
ε1
1 (0))
∣∣
for s ≥ 0. By (H1), we have for any s ∈ [0, T ]∣∣η(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣ ≤ ξ(1)s |σ−1s (X(1),ℓ
ε1
1
s (x)− Y
(1)
s )|
|X
(1),ℓ
ε1
1
s (x)− Y
(1)
s |
≤
|x(1) − y(1)|∫ T
0
λ−2r dℓ
ε1
1 (r)
λ−1s ,
which implies that the compensator of the martingale Mt satisfies
〈M (1)〉t ≤
∫ T
0
∣∣η(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣2 dℓε11 (s) ≤ |x(1) − y(1)|2∫ T
0
λ−2r dℓ
ε1
1 (r)
, t ≥ 0.
This, together with Novikov’s criterion, yields that ER
(1)
t = 1, where
R
(1)
t := exp
[
M
(1)
t −
1
2
〈M (1)〉t
]
, t ≥ 0.
According to Girsanov’s theorem, for any t ≥ 0, (W˜
(1)
s )s≥0 is an m-dimensional Brownian
motion under the new probability measure R
(1)
t P. Thus, for all t ≥ 0,
(2.7)
E
[
R
(1)
t logR
(1)
t
]
= E
R
(1)
t P
[
−
∫ t
0
η(1)s dW˜
(1)
s +
1
2
〈M (1)〉t
]
≤
|x(1) − y(1)|2
2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−1
.
Step 2: Consider the following SDE
(2.8)

dY
(2)
t = b(t, Y
(2)
t ) dt+ |Y
(1)
t |
l dW
(2)
ℓ
ε2
2 (t)−ℓ
ε2
2 (0)
+ξ
(2)
t
X
(2),ℓ
ε1
1 ,ℓ
ε2
1
t (x)−Y
(2)
t∣∣X(2),ℓε11 ,ℓε22t (x)−Y (2)t ∣∣1[T,τ (2))(t) dℓε22 (t),
Y
(2)
0 = y
(2),
where
ξ
(2)
t :=
e−K(T,t)∫ 2T
T
e−2K(T,s) dℓε22 (s)
∣∣X(2),ℓε11 ,ℓε22T (x)− Y (2)T ∣∣, t ≥ 0,
τ (2) := inf
{
t ≥ T : X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t (x) = Y
(2)
t
}
.
Since Y
(1)
t is now fixed, the equation (2.8) has a unique solution for t < τ
(2). Let Y
(2)
t =
X
(2),ℓ
ε2
2
t (x) for t ∈ [τ
(2),∞). Thus, Y
(2)
t solves (2.8) for all t ≥ 0. Noting that X
(1),ℓ
ε1
1
t (x) =
Y
(1)
t for t ≥ T , it follows from (2.5) and (H2) that for t ∈ [T, τ
(2))∣∣X(2),ℓε11 ,ℓε22t (x)− Y (2)t ∣∣e−K(T,t) − ∣∣X(2),ℓε11 ,ℓε22T (x)− Y (2)T ∣∣
= −
∫ t
T
ξ(2)s e
−K(T,s) dℓε22 (s)−
∫ t
T
k(s)
∣∣X(2),ℓε22s (x)− Y (2)s ∣∣e−K(T,s) ds
+
∫ t
T
〈
X
(2),ℓ
ε2
2
s (x)− Y
(2)
s , b(s,X
(2),ℓ
ε2
2
s (x))− b(s, Y
(2)
s )
〉
|X
(2),ℓ
ε2
2
s − Y
(2)
s |
e−K(T,s) ds
≤ −
∫ t
T
ξ(2)s e
−K(T,s) dℓε22 (s).
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Similarly as in the first part of the proof, it is easy to see that this implies τ (2) ≤ 2T . For
t ≥ 0 and n ∈ N, let
η
(2)
t = 1[T,τ (2))
(
γε22 (t+ ℓ
ε2
2 (0))
)
ξ
(2)
γ
ε2
2 (t+ℓ
ε2
2 (0))
|Y
(1)
γ
ε2
2 (t+ℓ
ε2
2 (0))
|−l
X
(2),ℓ
ε1
1 ,ℓ
ε2
2
γ
ε2
2 (t+ℓ
ε2
2 (0))
(x)− Y
(1)
γ
ε2
2 (t+ℓ
ε2
2 (0))∣∣X(2),ℓε11 ,ℓε22
γ
ε2
2 (t+ℓ
ε2
2 (0))
(x)− Y
(1)
γ
ε2
2 (t+ℓ
ε2
2 (0))
∣∣ ,
η
(2)
t (n) = η
(2)
t 1{|η(2)t |≤n}
,
R
(2)
t = exp
[
−
∫ t
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
〈η(2)s , dW
(2)
s 〉 −
1
2
∫ t
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
|η(2)s |
2 ds
]
,
R
(2)
t (n) = exp
[
−
∫ t
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
〈η(2)s (n), dW
(2)
s 〉 −
1
2
∫ t
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
|η(2)s (n)|
2 ds
]
.
By Girsanov’s theorem, under the weighted probability measure R
(2)
ℓ
ε2
2 (2T )−ℓ
ε2
2 (0)
(n)P(·|F (1)),
the process
W˜
(2),n
t := W
(2)
t +
∫ t∨[ℓε22 (T )−ℓε22 (0)]
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
η(2)s (n) ds, t ≥ 0,
is a standard d-dimensional Brownian motion. Then we have for all n ∈ N and t ≥ 0
EP(·|F (1))
[
R
(2)
t (n) logR
(2)
t (n)
]
= E
R
(2)
t (n)P(·|F
(1))
[
logR
(2)
t (n)
]
=
1
2
E
R
(2)
t (n)P(·|F
(1))
[∫ t
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
|η(2)s (n)|
2 ds
]
≤
1
2
E
R
(2)
t (n)P(·|F
(1))
[∫ 2T
T
|η
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
(n)|2 dℓε22 (s)
]
≤
1
2
EP(·|F (1))
[
R
(2)
t (n)
∫ 2T
T
|ξ(2)s |
2|Y (1)s |
−2l dℓε22 (s)
]
=
EP(·|F (1))
[
R
(2)
t (n)
∣∣X(2),ℓε11 ,ℓε22T (x)− Y (2)T ∣∣2]
2
(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)2
×
∫ 2T
T
e−2K(T,s)|Y (1)s |
−2l dℓε22 (s)
=
EP(·|F (1))
∣∣X(2),ℓε11 ,ℓε22T (x)− Y (2)T ∣∣2
2
(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)2
×
∫ 2T
T
e−2K(T,s)|Y (1)s |
−2l dℓε22 (s),
where in the last equality we have used the fact that, for t ≥ 0, R
(2)
t (n) is an F
(2)
t -martingale
under P(·|F (1)) and R
(2)
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
(n) = 1. By Itoˆ’s formula, (H2) and the inequality(
|u|l − |v|l
)2
≤ (l ∨ 1)2|u− v|2(l∧1) (|v − u|+ |v|)2(l−1)
+
, u, v ∈ Rd,
we get that for t ∈ [0, T ]
d
∣∣X(2),ℓε11 ,ℓε22t (x)− Y (2)t ∣∣2
= 2
〈
X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t (x)− Y
(2)
t , b(t, X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t (x))− b(t, Y
(2)
t )
〉
dt
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+ 2
(
|X
(1),ℓ
ε1
1
t (x)|
l − |Y
(1)
t |
l
)〈
X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t (x)− Y
(2)
t , dW
(2)
ℓ
ε2
2 (t)−ℓ
ε2
2 (0)
〉
+ d
(
|X
(1),ℓ
ε1
1
t (x)|
l − |Y
(1)
t |
l
)2
dℓε22 (t)
≤ 2k(t)
∣∣X(2),ℓε11 ,ℓε22t (x)− Y (2)t ∣∣2 dt
+ 2
(
|X
(1),ℓ
ε1
1
t (x)|
l − |Y
(1)
t |
l
)〈
X
(2),ℓ
ε1
1 ,ℓ
ε2
2
t (x)− Y
(2)
t , dW
(2)
ℓ
ε2
2 (t)−ℓ
ε2
2 (0)
〉
+ d(l ∨ 1)2
∣∣X(1),ℓε11t (x)− Y (1)t ∣∣2(l∧1)(∣∣Y (1)t −X(1),ℓε11t (x)∣∣+ |Y (1)t |)2(l−1)+ dℓε22 (t).
Since it follows from (2.6) that
∣∣X(1),ℓε11t (x) − Y (1)t ∣∣ ≤ |x(1) − y(1)|, this implies that for
t ∈ [0, T ]
e−2K(0,T )EP(·|F (1))
∣∣X(2),ℓε11 ,ℓε22T (x)− Y (2)T ∣∣2 − |x(2) − y(2)|2
≤ d(l ∨ 1)2
∫ T
0
∣∣X(1),ℓε11t (x)− Y (1)t ∣∣2(l∧1)(∣∣Y (1)t −X(1),ℓε11t (x)∣∣ + |Y (1)t |)2(l−1)+e−2K(0,t) dℓε22 (t)
≤ d(l ∨ 1)2|x(1) − y(1)|2(l∧1)
∫ T
0
(
|x(1) − y(1)|+ |Y
(1)
t |
)2(l−1)+
e−2K(0,t) dℓε22 (t).
Now we know that for all n ∈ N and t ≥ 0
(2.9)
EP(·|F (1))
[
R
(2)
t (n) logR
(2)
t (n)
]
·
2
(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)2
e2K(0,T )
∫ 2T
T
e−2K(T,s)|Y
(1)
s |−2l dℓ
ε2
2 (s)
≤ |x(2) − y(2)|2
+ d(l ∨ 1)2|x(1) − y(1)|2(l∧1)
∫ T
0
(
|x(1) − y(1)|+ |Y (1)s |
)2(l−1)+
e−2K(0,s) dℓε22 (s).
Step 3: For t ≥ 0 and n ∈ N, let Rt(n) = R
(1)
t · R
(2)
t (n) and Rt = R
(1)
t · R
(2)
t . Since for
any t ≥ 0 and s ≥ 0, the distribution of Y
(1)
s under R
(1)
t P coincides with that of X
(1),ℓ
ε1
1
s (x)
under P, it follows from (2.7) and (2.9) that
(2.10)
E[Rt(n) logRt(n)]
= E
{
R
(1)
t logR
(1)
t EP(·|F (1))R
(2)
t (n)
}
+ E
{
R
(1)
t EP(·|F (1))[R
(2)
t (n) logR
(2)
t (n)]
}
= E[R
(1)
t logR
(1)
t ] + ER(1)t P
{
EP(·|F (1))[R
(2)
t (n) logR
(2)
t (n)]
}
≤
|x(1) − y(1)|2
2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−1
+
e2K(0,T )
2
(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)2
×
(
|x(2) − y(2)|2EI1 + d(l ∨ 1)
2|x(1) − y(1)|2(l∧1)E[I1I2]
)
,
where
I1 :=
∫ 2T
T
e−2K(T,s)|X(1),ℓ
ε1
1
s (x)|
−2l dℓε22 (s)
and
I2 :=
∫ T
0
e−2K(0,s)
(
|x(1) − y(1)|+ |X(1),ℓ
ε1
1
s (x)|
)2(l−1)+
dℓε22 (s).
It follows from the elementary inequality
(2.11)
(
n∑
i=1
ai
)r
≤ n(r−1)
+
n∑
i=1
ari , n ∈ N, ai ≥ 0, r ≥ 0
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that
I2 ≤
∫ T
0
e−2K(0,s)
(
|x(1) − y(1)|+ |x(1)|+
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣∣∣)2(l−1)+ dℓε22 (s)
≤ 3(2l−3)
+
(
|x(1) − y(1)|2(l−1)
+
+ |x(1)|2(l−1)
+
)∫ T
0
e−2K(0,s) dℓε22 (s) + 3
(2l−3)+I3
≤ 3(2l−3)
+
21+(2l−3)
+
(
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
)∫ T
0
e−2K(0,s) dℓε22 (s) + 3
(2l−3)+I3,
where
I3 :=
∫ T
0
e−2K(0,s)
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣∣∣2(l−1)+ dℓε22 (s).
According to Lemma 4.1 in the appendix, for any θ ∈ (0, m/2), there exists c = c(m, θ) > 0
such that
(2.12)
E|X(1),ℓ
ε1
1
s (x)|
−2θ = E
∣∣∣∣x(1) + ∫ s
0
σr dW
(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣∣∣−2θ
≤ c
(∫ s
0
‖σr‖
2 dℓε11 (r)
)−θ
≤ c
(∫ s
0
λ−2r dℓ
ε1
1 (r)
)−θ
holds for all s > 0 and x ∈ Rm+d. This yields that for some c1 = c1(m, l) > 0
EI1 ≤ c1
∫ 2T
T
e−2K(T,s)
(∫ s
0
λ−2r dℓ
ε1
1 (r)
)−l
dℓε22 (s)
≤ c1
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l ∫ 2T
T
e−2K(T,s) dℓε22 (s).
Since l < m/2, we can pick p = p(l) > 1 such that pl < m/2. It follows from the Ho¨lder
inequality and (2.12) that
EIp1 = E
(∫ 2T
T
e−
2(p−1)
p
K(T,s) · e−
2
p
K(T,s)|X(1),ℓ
ε1
1
s (x)|
−2l dℓε22 (s)
)p
≤
(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)p−1
· E
[∫ 2T
T
e−2K(T,s)|X(1),ℓ
ε1
1
s (x)|
−2pl dℓε22 (s)
]
≤
(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)p−1
· c2
∫ 2T
T
e−2K(T,s)
(∫ s
0
λ−2r dℓ
ε1
1 (r)
)−pl
dℓε22 (s)
≤ c2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−pl(∫ 2T
T
e−2K(T,s) dℓε22 (s)
)p
for some c2 = c2(m, p, l) > 0. Moreover, we have
EI
p
p−1
3 = E
(∫ T
0
e−
2
p
K(0,s) · e−
2(p−1)
p
K(0,s)
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣∣∣2(l−1)+ dℓε22 (s)
) p
p−1
≤
(∫ T
0
e−2K(0,s) dℓε22 (s)
) 1
p−1
· E
[∫ T
0
e−2K(0,s)
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (s)−ℓ
ε1
1 (0)
∣∣∣∣ 2pp−1 (l−1)+ dℓε22 (s)
]
≤
(∫ T
0
e−2K(0,s) dℓε22 (s)
) 1
p−1
· c3
∫ T
0
e−2K(0,s)
(∫ s
0
λ−2r dℓ
ε1
1 (r)
) p
p−1
(l−1)+
dℓε22 (s)
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≤ c3
(∫ T
0
λ−2r dℓ
ε1
1 (r)
) p
p−1
(l−1)+ (∫ T
0
e−2K(0,s) dℓε22 (s)
) p
p−1
for some c3 = c3(m, p, l) > 0. Thus,
E[I1I3] ≤ (EI
p
1 )
1
p
(
EI
p
p−1
3
)p−1
p
≤ c
1
p
2 c
p−1
p
3
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−(l∧1) ∫ T
0
e−2K(0,s) dℓε22 (s) ·
∫ 2T
T
e−2K(T,s) dℓε22 (s).
Combining the above estimates, we get that for some positive constant C = C(m, d, l)
|x(2) − y(2)|2EI1 + d(l ∨ 1)
2|x(1) − y(1)|2(l∧1)E[I1I2]
≤ 2C|x(2) − y(2)|2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l ∫ 2T
T
e−2K(T,s) dℓε22 (s)
+ 2C
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
](∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l
+
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−(l∧1))
× |x(1) − y(1)|2(l∧1)
∫ T
0
e−2K(0,s) dℓε22 (s) ·
∫ 2T
T
e−2K(T,s) dℓε22 (s).
This, together with (2.10), gives that for all n ∈ N and t ≥ 0
(2.13)
E
[
Rt(n) logRt(n)
]
≤
|x(1) − y(1)|2
2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−1
+
Ce2K(0,T )∫ 2T
T
e−2K(T,s) dℓε22 (s)
{
|x(2) − y(2)|2
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l
+
([
|x(1)|2(l−1)
+
+ |y(1)|2(l−1)
+
](∫ T
0
λ−2r dℓ
ε1
1 (r)
)−l
+
(∫ T
0
λ−2r dℓ
ε1
1 (r)
)−(l∧1))
× |x(1) − y(1)|2(l∧1)
∫ T
0
e−2K(0,s) dℓε22 (s)
}
.
It is not hard to verify that this implies that (Rt)t≥0 is an Ft-martingale under P, and thus
ER = 1, where
R := R[ℓǫ11 (T )−ℓ
ǫ1
1 (0)]∨[ℓ
ε2
2 (2T )−ℓ
ε2
2 (0)]
.
Since for any t ≥ 0, Rt(n) → Rt as n → ∞, we can let n → ∞ in (2.13) and use Fatou’s
lemma to know that (2.13) holds with Rt(n) replaced by R.
Step 4: By the Jensen inequality, we have for any random variable F ≥ 1,
E
[
R log
F
R
]
= ERP
[
log
F
R
]
≤ logERP
[
F
R
]
= logEF,
hence
(2.14) E [R logF ] ≤ logEF + E [R logR] .
Let
W˜
(2)
t = W
(2)
t +
∫ t∨[ℓε22 (T )−ℓε22 (0)]
ℓ
ε2
2 (T )−ℓ
ε2
2 (0)
η(2)s ds = W
(2)
t +
∫ t
0
η(2)s ds, t ≥ 0.
Then
W˜t :=
(
W˜
(1)
t , W˜
(2)
t
)
= Wt +
∫ t
0
Θs ds, t ≥ 0,
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where
Θs :=
(
η(1)s , η
(2)
s
)
.
Clearly, we can rewrite Rt as
Rt = exp
[
−
∫ t
0
〈Θs, dWs〉 −
1
2
∫ t
0
|Θs|
2 ds
]
, t ≥ 0.
It follows from Girsanov’s theorem that under the weighted probability measure RP, W˜t is
a standard Brownian motion on Rm+d. Noting that Yt = (Y
(1)
t , Y
(2)
t ) solves the SDE
dY
(1)
t = σt dW˜
(1)
ℓ
ε1
1 (t)−ℓ
ε1
1 (0)
,
Y
(1)
0 = y
(1),
dY
(2)
t = b(t, Y
(2)
t ) dt + |Y
(1)
t |
l dW˜
(2)
ℓ
ε2
2 (t)−ℓ
ε2
2 (0)
,
Y
(2)
0 = y
(2),
we conclude that the distribution of Y2T under RP coincides with that of X
ℓ
ε1
1 ,ℓ
ε2
2
2T (y) under
P. Therefore, we obtain from Y2T = X
ℓ
ε1
1 ,ℓ
ε2
2
2T (x) and (2.14) that for any f ∈ Bb(R
m+d) with
f ≥ 1
P
ℓ
ε1
1 ,ℓ
ε2
2
2T log f(y) = E log f
(
X
ℓ
ε1
1 ,ℓ
ε2
2
2T (y)
)
= ERP log f(Y2T )
= E
[
R log f
(
X
ℓ
ε1
1 ,ℓ
ε2
2
2T (x)
)]
≤ logEf
(
X
ℓ
ε1
1 ,ℓ
ε2
2
2T (x)
)
+ E[R logR]
= logP
ℓ
ε1
1 ,ℓ
ε2
2
2T f(x) + E[R logR].
Inserting the estimate (2.13) with Rt(n) replaced by R into this inequality, we complete the
proof of the log-Harnack inequality. 
To prove Proposition 2.1 by using Lemma 2.2, we need some preparations. First, the
following Burkholder-Davis-Gundy type inequality is essentially due to [8, Lemma 2.3]. For
the reader’s convenience, we include a simple proof.
Lemma 2.3. Let ̺ : [0,∞) → R be a non-decreasing ca`dla`g function with ̺(0) = 0. For
any p > 0, there exists a constant Cp > 0 depending only on p such that for any t > 0
E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
σr dW
(1)
̺(r)
∣∣∣∣p
]
≤ Cp
(∫ t
0
‖σr‖
2 d̺(r)
)p/2
.
Proof. Fix t > 0. Let g : [0, t] → R be a bounded measurable function. By [18, Lemma
4.2], one has ∫ t
0
g(r) d̺(r) =
∫ ̺(t)
0
g
(
̺−1(u)
)
du,
where ̺−1(u) := inf{s ≥ 0 : ̺(s) > u}. A similar argument shows that∫ t
0
g(r) dW
(1)
̺(r) =
∫ ̺(t)
0
g
(
̺−1(u)
)
dW (1)u .
Then by the Burkholder-Davis-Gundy inequality, we get
E
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
σr dW
(1)
̺(r)
∣∣∣∣p
]
= E
[
sup
s∈[0,t]
∣∣∣∣∣
∫ ̺(s)
0
σ̺−1(u) dW
(1)
u
∣∣∣∣∣
p]
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≤ E
[
sup
s∈[0,̺(t)]
∣∣∣∣∫ s
0
σ̺−1(u) dW
(1)
u
∣∣∣∣p
]
≤ Cp
(∫ ̺(t)
0
∥∥σ̺−1(u)∥∥2 du
)p/2
= Cp
(∫ t
0
‖σr‖
2 d̺(r)
)p/2
. 
The following two assumptions will be used:
(A1) σ is piecewise constant, i.e. there exists a sequence {tn}n≥0 with t0 = 0 and tn ↑ ∞
such that
σt =
∞∑
n=1
1[tn−1,tn)(t)σtn−1 ;
(A2) bt : R
d → Rd is, uniformly for t in compact intervals, global Lipschitz, i.e. for any
t > 0, there is some Ct > 0 such that
|bs(x
(2))− bs(y
(2))| ≤ Ct|x
(2) − y(2)|, 0 ≤ s ≤ t, x(2), y(2) ∈ Rd.
Lemma 2.4. Assume (A1). Then for any l > 0, x ∈ Rm+d and t > 0,
(2.15) lim
ε1↓0
E
∣∣X(1),ℓε11t (x)−X(1),ℓ1t (x)∣∣2 = 0,
(2.16) lim
ε1↓0
lim sup
ε2↓0
E
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ1s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2 = 0.
Proof. Fix l > 0, x ∈ Rm+d and t > 0. It is not hard to obtain from (A1) that∣∣X(1),ℓε11t (x)−X(1),ℓ1t (x)∣∣
≤ sup
s∈[0,t]
‖σs‖
(∣∣W (1)
ℓ
ε1
1 (t)−ℓ
ε1
1 (0)
−W
(1)
ℓ1(t)
∣∣+ 2 ∑
n: tn<t
∣∣W (1)
ℓ
ε1
1 (tn)−ℓ
ε1
1 (0)
−W
(1)
ℓ1(tn)
∣∣) ,
which, together with (2.2), implies (2.15).
By the isometry property of stochastic integrals, we have
(2.17)
E
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ1s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2
≤ 2E
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2
+ 2E
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ2(s)
−
∫ t
0
|X(1),ℓ1s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2
= 2E
[
EP(·|F (1))
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2
]
+ 2
∫ t
0
E
(
|X(1),ℓ
ε1
1
s (x)|
l − |X(1),ℓ1s (x)|
l
)2
dℓ2(s)
=: 2I1(ε1, ε2) + 2I2(ε1).
According to [17, Lemma 2.3 (i)],
(2.18) lim
ε2↓0
EP(·|F (1))
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2 = 0.
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Using (2.11), we find that
sup
ε2∈(0,1]
EP(·|F (1))
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2
≤ 2 sup
ε2∈(0,1]
∫ T
0
|X(1),ℓ
ε1
1
s (x)|
2l dℓε22 (s) + 2
∫ t
0
|X(1),ℓ
ε1
1
s (x)|
2l dℓ2(s)
≤ 21+(2l−1)
+
sup
ε2∈(0,1]
∫ t
0
(
|x(1)|2l +
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (r)−ℓ
ε1
1 (0)
∣∣∣∣2l
)
dℓε22 (s)
+ 21+(2l−1)
+
∫ t
0
(
|x(1)|2l +
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (r)−ℓ
ε1
1 (0)
∣∣∣∣2l
)
dℓ2(s)
≤ 21+(2l−1)
+
(
sup
ε2∈(0,1]
[
ℓε22 (t)− ℓ
ε2
2 (0)
]
+ ℓ2(t)
)(
|x(1)|2l + sup
s∈[0,t]
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (r)−ℓ
ε1
1 (0)
∣∣∣∣2l
)
≤ 21+(2l−1)
+ (
ℓ12(t) + ℓ2(t)
)(
|x(1)|2l + sup
s∈[0,t]
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (r)−ℓ
ε1
1 (0)
∣∣∣∣2l
)
.
This, together with Lemma 2.3, yields
E
[
sup
ε2∈(0,1]
EP(·|F (1))
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2
]
<∞.
Then it follows from the dominated convergence theorem and (2.18) that
(2.19) lim
ε2↓0
I1(ε1, ε2) = 0.
Next, we obtain from (2.11) and Lemma 2.3 that for any q ≥ 0
sup
ε1∈(0,1],s∈[0,t]
E|X(1),ℓ
ε1
1
s (x)|
q ≤ 2(q−1)
+
|x(1)|q + 2(q−1)
+
sup
ε1∈(0,1],s∈[0,t]
E
∣∣∣∣∫ s
0
σr dW
(1)
ℓ
ε1
1 (r)−ℓ
ε1
1 (0)
∣∣∣∣q
≤ 2(q−1)
+
|x(1)|q + 2(q−1)
+
sup
ε1∈(0,1]
(∫ t
0
‖σr‖
2 dℓε11 (r)
)q/2
≤ 2(q−1)
+
|x(1)|q + 2(q−1)
+
sup
r∈[0,t]
‖σr‖
q · sup
ε1∈(0,1]
[ℓε11 (t)− ℓ
ε1
1 (0)]
q/2
≤ 2(q−1)
+
|x(1)|q + 2(q−1)
+
sup
r∈[0,t]
‖σr‖
q ·
[
ℓ11(t)
]q/2
,
and
sup
s∈[0,t]
E|X(1),ℓ1s (x)|
q ≤ 2(q−1)
+
|x(1)|q + 2(q−1)
+
sup
s∈[0,t]
E
∣∣∣∣∫ s
0
σr dW
(1)
ℓ1(r)
∣∣∣∣q
≤ 2(q−1)
+
|x(1)|q + 2(q−1)
+
‖σ‖qL2([0,t]; dℓ1).
This means that for any q ≥ 0
Cx,q,t := max
{
sup
ε1∈(0,1],s∈[0,t]
E|X(1),ℓ
ε1
1
s (x)|
q, sup
s∈[0,t]
E|X(1),ℓ1s (x)|
q
}
<∞.
Using the elementary inequality∣∣ul − vl∣∣ ≤ l ∨ 2
2
|u− v|l∧1
(
u(l−1)
+
+ v(l−1)
+
)
, u, v ≥ 0,
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we obtain
4
(l ∨ 2)2
E
(
|X(1),ℓ
ε1
1
s (x)|
l − |X(1),ℓ1s (x)|
l
)2
≤ E
[∣∣X(1),ℓε11s (x)−X(1),ℓ1s (x)∣∣l∧1 (|X(1),ℓε11s (x)|(l−1)+ + |X(1),ℓ1s (x)|(l−1)+)]
≤
√
E
∣∣X(1),ℓε11s (x)−X(1),ℓ1s (x)∣∣2(l∧1)(√E|X(1),ℓε11s (x)|2(l−1)+ +√E|X(1),ℓ1s (x)|2(l−1)+)
≤ 2
√
Cx,2(l−1)+,t
√
E
∣∣X(1),ℓε11s (x)−X(1),ℓ1s (x)∣∣2(l∧1),
which, together with the dominated convergence theorem and (2.15), yields
lim
ε1↓0
I2(ε1) =
∫ t
0
lim
ε1↓0
E
(
|X(1),ℓ
ε1
1
s (x)|
l − |X(1),ℓ1s (x)|
l
)2
dℓ2(s) = 0.
Combining this with (2.17) and (2.19), we get (2.16). 
Lemma 2.5. Assume (A1) and (A2). Then for any l > 0, x ∈ Rm+d and t > 0,
(2.20) lim
ε1↓0
lim sup
ε2↓0
E
∣∣X(2),ℓε11 ,ℓε22t (x)−X(2),ℓ1,ℓ2t (x)∣∣2 = 0.
Proof. Fix l > 0, x ∈ Rm+d and t > 0. It follows easily from (A2) that
(2.21)
E
∣∣X(2),ℓε11 ,ℓε22t (x)−X(2),ℓ1,ℓ2t (x)∣∣2 ≤ 2tC2t ∫ t
0
E
∣∣X(2),ℓε11 ,ℓε22s (x)−X(2),ℓ1,ℓ2s (x)∣∣2 ds
+ 2E
∣∣∣∣∫ t
0
|X(1),ℓ
ε1
1
s (x)|
l dW
(2)
ℓ
ε2
2 (s)−ℓ
ε2
2 (0)
−
∫ t
0
|X(1),ℓ1s (x)|
l dW
(2)
ℓ2(s)
∣∣∣∣2 .
Since by (A2) z 7→ sups∈[0,t] |bs(z)| grows at most linearly, it is not hard to verify that
sup
ε1,ε2∈(0,1], s∈[0,t]
E|X(2),ℓ
ε1
1 ,ℓ
ε2
2
s (x)|
2 <∞, sup
s∈[0,t]
E|X(2),ℓ1,ℓ2s (x)|
2 <∞.
Letting first ε2 ↓ 0 and then ε1 ↓ 0 in (2.21), and using Fatou’s lemma and (2.16), we get
lim sup
ε1↓0
lim sup
ε2↓0
E
∣∣X(2),ℓε11 ,ℓε22t (x)−X(2),ℓ1,ℓ2t (x)∣∣2
≤ 2tC2t
∫ t
0
lim sup
ε1↓0
lim sup
ε2↓0
E
∣∣X(2),ℓε11 ,ℓε22s (x)−X(2),ℓ1,ℓ2s (x)∣∣2 ds.
This, together with Gronwall’s inequality, yields the claim. 
Lemma 2.6. Assume (A1) and (A2), and let h : Rm+d → R be a bounded and uniformly
continuous function. Then for any t > 0 and x ∈ Rm+d
lim
ε1↓0
lim sup
ε2↓0
P
ℓ
ε1
1 ,ℓ
ε2
2
t h(x) = P
ℓ1,ℓ2
t h(x).
Proof. Fix t > 0 and x ∈ Rm+d. It follows from (2.15) and (2.20) that
(2.22) lim
ε1↓0
lim sup
ε2↓0
E
∣∣Xℓε11 ,ℓε22t (x)−Xℓ1,ℓ2t (x)∣∣2 = 0.
Since h is uniformly continuous, for any ǫ > 0, there exists δ = δ(ǫ) > 0 such that
|h(y)− h(z)| < ǫ provided |y − z| < δ.
Therefore, we obtain from Chebyshev’s inequality that∣∣P ℓε11 ,ℓε22t h(x)− P ℓ1,ℓ2t h(x)∣∣
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≤ E
[∣∣h(Xℓε11 ,ℓε22t (x))− h(Xℓ1,ℓ2t (x))∣∣1{∣∣Xℓε11 ,ℓε22t (x)−Xℓ1,ℓ2t (x)∣∣<δ}
]
+ E
[∣∣h(Xℓε11 ,ℓε22t (x))− h(Xℓ1,ℓ2t (x))∣∣1{∣∣Xℓε11 ,ℓε22t (x)−Xℓ1,ℓ2t (x)∣∣≥δ}
]
< ǫ+ 2‖h‖∞P
(∣∣Xℓε11 ,ℓε22t (x)−Xℓ1,ℓ2t (x)∣∣ ≥ δ)
≤ ǫ+ 2‖h‖∞
E
∣∣Xℓε11 ,ℓε22t (x)−Xℓ1,ℓ2t (x)∣∣2
δ2
.
Letting first ε2 ↓ 0 and then ε1 ↓ 0, and using (2.22), we get
lim sup
ε1↓0
lim sup
ε2↓0
∣∣P ℓε11 ,ℓε22t h(x)− P ℓ1,ℓ2t h(x)∣∣ ≤ ǫ,
which implies the claim since ǫ > 0 is arbitrary. 
Now we are ready to prove Proposition 2.1.
Proof of Proposition 2.1. Fix T > 0. By a standard approximation argument, we may and
do assume that f is bounded and uniformly continuous with f ≥ 1.
Step 1: Assume (A1) and (A2). Since ℓi is of bounded variation, it is not hard to verify
from (2.2) that
lim
ε1↓0
∫ T
0
λ−2r dℓ
ε1
1 (r) =
∫ T
0
λ−2r dℓ1(r), lim
ε2↓0
∫ 2T
T
e−2K(T,s) dℓε22 (s) =
∫ 2T
T
e−2K(T,s) dℓ2(s),
and
lim
ε2↓0
∫ T
0
e−2K(0,s) dℓε22 (s) =
∫ T
0
e−2K(0,s) dℓ2(s).
Letting first ε2 ↓ 0 and then ε1 ↓ 0 in Lemma 2.2, and using Lemma 2.6, we get the desired
log-Harnack inequality.
Step 2: Assume (A2). Clearly, we can pick a sequence of Rm ⊗ Rm-valued functions
{σ(n) : n ∈ N} on [0,∞) such that each σ(n) is piecewise constant, ‖(σ
(n)
t )
−1‖ ≤ λt for
all n ∈ N and t ∈ [0, 2T ], and σ(n) → σ in L2([0, 2T ]; dℓ1) as n → ∞. Let X
ℓ1,ℓ2,n
t (x) =
(X
(1),ℓ1,n
t (x), X
(2),ℓ1,ℓ2,n
t (x)) solve (2.1) with σ replaced by σ
(n) and Xℓ1,ℓ2,n0 (x) = x ∈ R
m+d,
and denote by P ℓ1,ℓ2,nt the associated Markov semigroup. By Step 1, the statement of
Proposition 2.1 holds with P ℓ1,ℓ22T replaced by P
ℓ1,ℓ2,n
2T . We have
(2.23)
lim
n→∞
E
∣∣X(1),ℓ1,nt (x)−X(1),ℓ1t (x)∣∣2 = lim
n→∞
E
∣∣∣∣∫ 2T
0
(
σ
(n)
t − σt
)
dW
(1)
ℓ1(t)
∣∣∣∣2
= lim
n→∞
∫ 2T
0
∥∥σ(n)t − σt∥∥2 dℓ1(t) = 0.
It holds from (A2) that
∣∣X(2),ℓ1,ℓ2,n2T (x)−X(2),ℓ1,ℓ22T (x)∣∣ ≤ C2T ∫ 2T
0
∣∣X(2),ℓ1,ℓ2,nt (x)−X(2),ℓ1,ℓ2t (x)∣∣ dt
+
∫ 2T
0
(
|X
(1),ℓ1,n
t (x)|
l − |X
(1),ℓ1
t (x)|
l
)
dt,
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which implies
(2.24)
E
∣∣X(2),ℓ1,ℓ2,n2T (x)−X(2),ℓ1,ℓ22T (x)∣∣2 ≤ 4TC22T ∫ 2T
0
E
∣∣X(2),ℓ1,ℓ2,nt (x)−X(2),ℓ1,ℓ2t (x)∣∣2 dt
+ 4T
∫ 2T
0
E
(
|X
(1),ℓ1,n
t (x)|
l − |X
(1),ℓ1
t (x)|
l
)2
dt.
Similarly as in the proof of Lemma 2.4, we can deduce from (2.23) and Lemma 2.3 that
lim
n→∞
∫ 2T
0
E
(
|X
(1),ℓ1,n
t (x)|
l − |X
(1),ℓ1
t (x)|
l
)2
dt = 0.
Letting n→∞ in (2.24) and using Fatou’s Lemma, we obtain
lim sup
n→∞
E
∣∣X(2),ℓ1,ℓ2,n2T (x)−X(2),ℓ1,ℓ22T (x)∣∣2
≤ 4TC22T
∫ 2T
0
lim sup
n→∞
E
∣∣X(2),ℓ1,ℓ2,nt (x)−X(2),ℓ1,ℓ2t (x)∣∣2 dt,
which, together with Gronwall’s inequality, gives
lim
n→∞
E
∣∣X(2),ℓ1,ℓ2,n2T (x)−X(2),ℓ1,ℓ22T (x)∣∣2 = 0.
Then we conclude that for any x ∈ Rm+d, Xℓ1,ℓ2,n2T (x) → X
ℓ1,ℓ2
2T (x) in L
2(P), and hence (up
to a subsequence)
lim
n→∞
P ℓ1,ℓ2,n2T f = P
ℓ1,ℓ2
2T f and limn→∞
P ℓ1,ℓ2,n2T log f = P
ℓ1,ℓ2
2T log f.
Letting n→∞, the desired inequality in Proposition 2.1 holds.
Step 3: For the general case, we shall make use of the approximation argument in [14,
part (c) of proof of Theorem 2.1]. Let
b˜t(z) := bt(z)− k(t)z, t ≥ 0, z ∈ R
d.
By (H2), it is easy to see that the mapping id−n−1b˜t : R
d → Rd is injective for any n ∈ N
and t ≥ 0. Let
b
(n)
t (z) = n
[(
id−n−1b˜t
)−1
(z)− z
]
+ k(t)z, n ∈ N, t ≥ 0, z ∈ Rd.
Then we find that for any n ∈ N and t ≥ 0, b
(n)
t is, uniformly for t in compact intervals,
globally Lipschitzian, see [2]. Let X¯ℓ1,ℓ2,nt (x) = (X¯
(1),ℓ1,n
t (x), X¯
(2),ℓ1,ℓ2,n
t (x)) solve (2.1) with
b replaced by b(n) and X¯ℓ1,ℓ2,n0 (x) = x ∈ R
m+d, and denote by P¯ ℓ1,ℓ2,nt the associated Markov
semigroup. According to the second part of the proof, the statement of Proposition 2.1
holds with P ℓ1,ℓ22T replaced by P¯
ℓ1,ℓ2,n
2T . As in [14, part (c) of proof of Theorem 2.1], one has
X¯ℓ1,ℓ2,nt (x)→ X
ℓ1,ℓ2
t (x) a.s. and therefore, it remains to let n→∞ to finish the proof. 
3. Proofs of Theorem 1.1 and Examples 1.3 and 1.4
Proof of Theorem 1.1. Noting that
P2Tf(·) = E
[
P ℓ1,ℓ22T f(·)
∣∣∣ ℓ1=S1
ℓ2=S2
]
, f ∈ Bb(R
m+d),
we get the desired log-Harnack inequality by using Proposition 2.1 and the Jensen inequality.

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Proof of Example 1.3. By the self-similar property of α-stable subordinators, one has
(3.1) ES1(T )
−κ = T−κ/αES1(1)
−κ, T > 0, κ > 0.
On the other hand, it is clear that
(3.2) ES2(T ) = TES2(1) <∞, T > 0.
Since e−1
e
(1 ∧ z) ≤ 1− e−z ≤ 1 ∧ z for all z ≥ 0, we get that for all u > 0∫
(0,1)
(
1− e−ux
)
x−1−β dx ≍ u
∫ 1
0
x−β dx =
u
1− β
.
Here, f ≍ g means that c−1f(u) ≤ g(u) ≤ cf(u) for some constant c ≥ 1 and all u. This,
together with [4, Theorem 3.8 (a)] (or [6, Theorem 2.1 b)]), yields that for some constant
Cβ,c2 > 0
ES2(T )
−1 ≤ Cβ,c2T
−1, T > 0.
Combining the above estimates with Corollary 1.2, we finish the proof. 
Proof of Example 1.4. Since S2 has finite second moments, (3.2) holds true. Since the char-
acteristic exponent of S2 is φ2(u) = c2β
−1Γ(1 − β)[(u + ρ1/β)β − ρ], we obtain from [6,
Theorem 2.1 b)] that
ES2(T )
−1 ≤ Cβ,c2,ρ
(
T−1/β ∨ T−1
)
= Cβ,c2,ρT
−1
(
T 1−1/β ∨ 1
)
, T > 0
for some constant Cβ,c2,ρ > 0. Inserting this bound, (3.1) and (3.2) into Corollary 1.2, the
desired estimate follows. 
4. Appendix
The following elementary result should be known, but we could not find a reference and
so we include a simple proof for the sake of completeness.
Lemma 4.1. Let ξ be an m-dimensional Gaussian random variable with mean zero and
covariance matrix σIm×m, where σ > 0. Then for any θ ∈ (0, m/2), there exists C =
C(m, θ) > 0 depending only on m and θ such that
sup
µ∈Rm
E|ξ − µ|−2θ ≤ Cσ−θ.
Proof. First,
E|ξ|−2θ =
1
(2πσ)m/2
∫
Rm
1
|x|2θ
e−|x|
2/(2σ) dx
=
1
πm/2(2σ)θ
∫
Rm
1
|y|2θ
e−|y|
2
dy
= c(m, θ)σ−θ,
where c(m, θ) := π−m/22−θ
∫
Rm
|y|−2θe−|y|
2
dy is a positive constant since 2θ < m. For
µ ∈ Rm \ {0},
(4.1) E|ξ − µ|−2θ = I1 + I2,
where
I1 :=
1
(2πσ)m/2
∫
|x−µ|≥|µ|/2
1
|x− µ|2θ
e−|x|
2/(2σ) dx,
and
I2 :=
1
(2πσ)m/2
∫
|x−µ|<|µ|/2
1
|x− µ|2θ
e−|x|
2/(2σ) dx.
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If |x− µ| ≥ |µ|/2, one has
|x|
|x− µ|
≤
|x− µ|+ |µ|
|x− µ|
≤ 1 +
|µ|
|µ|/2
= 3,
and then
(4.2) I1 ≤
1
(2πσ)m/2
∫
|x−µ|≥|µ|/2
32θ
|x|2θ
e−|x|
2/(2σ) dx ≤ 32θE|ξ|−2θ.
On the other hand, if |x− µ| < |µ|/2, it follows that
|x|2 = |(x− µ) + µ|2 = |x− µ|2 + 2〈x− µ, µ〉+ |µ|2
≥ |x− µ|2 − 2|x− µ||µ|+ |µ|2
≥ |x− µ|2 − 2
|µ|
2
|µ|+ |µ|2
= |x− µ|2.
This implies
(4.3) I2 ≤
1
(2πσ)m/2
∫
|x−µ|<|µ|/2
1
|x− µ|2θ
e−|x−µ|
2/(2σ) dx ≤ E|ξ|−2θ.
Therefore, we obtain from (4.1), (4.2) and (4.3) that, for any µ ∈ Rm \ {0},
E|ξ − µ|−2θ ≤
(
32θ + 1
)
E|ξ|−2θ =
(
32θ + 1
)
c(m, θ)σ−θ,
which completes the proof. 
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