Aspect-Oriented Programming (AOP) started fifteen years ago with the remark that modularization of so-called crosscutting functionalities is a fundamental problem for the engineering of large-scale applications. Originating at Xerox PARC, this observation has sparked the development of a new style of programming features that is gradually gaining traction. However, theoretical foundations of AOP have been much less studied than its applicability. This paper proposes to put a bridge between AOP and the notion of 2-category to enhance the conceptual understanding of AOP. Starting from the connection between the λ-calculus and the theory of categories, we provide an internal language for 2-categories and show how it can be used to define the first categorical semantics for a realistic functional AOP language, called MinAML. We then take advantage of this new categorical framework to introduce the notion of computational 2-monads for AOP. We illustrate their conceptual power by defining a 2-monad for Éric Tanter's execution levels-which constitutes the first algebraic semantics for execution levels-and then introducing the first exception monad transformer specific to AOP that gives rise to a nonflat semantics for exceptions by taking levels into account.
Introduction
Aspect-Oriented Programming (AOP) [13] promotes better separation of concerns in software systems by introducing aspects for the modular implementation of crosscutting concerns. Much of the research on aspect-oriented programming Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. has focused on applying aspects in various problem domains and on integration of aspects into full-scale programming languages such as Java. However, aspects are very powerful and the development of a weaving mechanism becomes rapidly a very complex task. While some research efforts [5, 10, 25, 26] have made significant progress on understanding some of the semantic issues involved, the algebraic explanation of aspect features has never reached the beauty and simplicity of the connection between the λ-calculus and Cartesian closed categories that provided a categorical foundation for functional programming.
Giving a precise meaning to aspects in AOP is a fairly tangled task because the definition of a single piece of code can have a very rich interaction with the rest of the program, whose effect can come up at anytime during the execution. The main purpose of this paper is to formalize this interaction-in particular for two recent sophisticated weaving definitions of aspects and base computation: (1) execution levels [24] that enable to stratify the computation space in order to prevent from basic infinite recursion; (2) execution levels with exceptions [6] that enable to avoid unexpected catching of exceptions in this stratified space.
More precisely, we propose to put a bridge between (weaving-based approach to) AOP and the notion of 2-category. Starting from the connection between the λ-calculus and category theory [15] , we propose to see an aspect as a 2-cell, that is as a morphism between morphisms. In the programming language point of view, this means that an aspect can be seen as a program which transforms the execution of other programs. In this perspective, a weaving algorithm that defines the interaction of a collection of aspects with a given program will be understood as the computation of a normal form in the underlying 2-category of interest. Thus, an algorithm that is usually defined by hand and described coarsely in AOP systems becomes here a basic notion of rewriting theory. This fact will be made explicit by presenting the first categorical semantics for a thin functional AOP language called MinAML-semantics obtained by translating of a program written in this language into a term of the λ 2 -calculus. Then, we show that program evalu-ation corresponds exactly to normal form computation in the 2-category induced by the λ 2 -term. Note that MinAML has a simple AOP semantics were aspects can only substitute globally one function for another. Richer pointcut quantifications can be introduced by considering a richer typing systems, for instance by adding sum types for conditionals or recursive types for fixpoints. We do not consider such extension in this paper.
To capture the more complex weaving of aspects provided by execution levels, we define an extension of the standard notion of computational monads [20] to aspectual computation. Such 2-monads are given by a 2-dimensional version of the categorical definition of monads. Using monads for AOP enables to give the first algebraic semantics for execution levels. Indeed, it appears that execution levels can be understood as normal aspectual computation in presence of a specialization of the state 2-monad that stratifies the computation space. Formally, we extend MinAML with execution levels, MinAML EL , and show that evaluation in MinAML EL corresponds to normal form computation in the λ 2 -calculus extended with this new 2-monad. We finally show that execution levels with exceptions can be understood as aspectual computation in presence of a stratified version of the exception monad transformer, thus defining the first exception monad transformer specific to AOP. The use of such algebraic semantics should allow to import directly equational reasoning induced by the 2-monad at the language level. We believe that this line of work should turn out to be very fruitful for proving program equivalence in presence of aspects.
2. Aspect-Oriented Programming in the light of 2-categories and 2-monads λ-calculus and Cartesian closed categories. Category theory and programming languages are closely related. It is now folklore that the typed λ-calculus is the internal language of Cartesian closed categories. Recall that a category C is a class of objects equipped with a class C(A, B) of morphisms between any two objects A and B of C. Going one dimension higher, a 2-category C is basically a category in which the class C(A, B) of morphisms between any two objects A and B is itself a category. In other words, a 2-category is a category in which there exists morphisms
between objects , and also morphisms α : f ⇒ g between morphisms. The morphisms f : A → B are called 1-cells and the morphisms α : f ⇒ g are called 2-cells.
In the computer science point of view, objects of the category correspond to types in the typed λ-calculus and morphisms between objects A and B of the category correspond to λ-terms of type B with (exactly) one free variable of type A. The composition of morphisms corresponds to substitution, a notion that is at the heart of β-reduction-the fundamental rule of the λ-calculus.
This interpretation of the λ-calculus started in the early 80's from the work of John Lambek and Philip Scott [15, 16] . Soon later, Robert Seely proposed a 2-categorical interpretation of the λ-calculus [22] where β-reduction constructs 2-cells between terms and their β-reduced versions. This perspective is in line with the thought that 2-cells can be seen as rewriting rules between morphisms (or terms). This idea has been pushed further by Barnaby Hilken in [8] where he developed a 2-dimensional λ-calculus that corresponds to the free 2-category with lax exponentials.
Seely's interpretation shows how typed λ-calculus can naturally be viewed as a 2-category. In this paper, we define an advised λ-calculus extending the typed λ-calculus with 2-dimensional primitives that enable to describe any 2-cell of a Cartesian closed 2-category. Those additional primitives construct a kind of 2-dimensional terms that we will (by extension) call aspects. The resulting language, called λ 2 -calculus, defines an internal language for Cartesian closed 2-category and will be the base of our explanation of aspects in AOP.
AOP and 2-categories. The keystone of this paper is to consider aspects in AOP as 2-cells in a 2-category just as functions (more precisely λ-terms) are interpreted as morphisms in a category. But this simple idea raises interesting and difficult issues: (i) What are the 2-dimensional notions of β-reduction and variables? (ii) How to describe vertical and horizontal composition of a 2-category in the language of typed λ-calculi? Interestingly, while developing an internal language for Cartesian closed 2-categories [23] , the author has discovered that Tom Hirschowitz was independently working on the same structure in his study of higherorder rewriting [9] . This should not appear as a surprise because higher-order rewriting and program transformation are closely related. In this paper, we present the calculus in the style of [9] because we found the presentation more elegant and the connection to Cartesian closed 2-categories more precise but the resulting calculus in [9] and in [23] are identical.
Given the λ 2 -calculus, it becomes simpler to describe the interaction of an aspect with the rest of a program. Indeed, the 2-dimensional constructors of the λ 2 -calculus enable to faithfully describe all situations in which an aspect can be applied to a given program.
Of course, existing AOP languages do not look like the λ 2 -calculus so we show how programs of a simple functional language with aspects-introduced by David Walker and colleagues in [25] and called MinAML-can be translated into the λ 2 -calculus. As claimed at the beginning of the paper, the semantics of such programs is provided by a weaving algorithm that corresponds to the computation of a normal form in the underlying 2-category.
Note that the work of Kovalyov [14] on modeling aspects by category theory is in accordance with the school of category theory for software design [1] . In this paper, category theory is used as a foundational model for programming languages, which is a completely different line of work.
Using monads in AOP. A very interesting and fruitful use of the correspondence between λ-calculi and categories has been to express computational effects-such as side-effects, exceptions or non-determinism-using the categorical notion of monad, leading to computational monads of Eugenio Moggi [20] . This notion of monad has since been used in functional programming, with Haskell as a spearhead, to accommodate pure programs with effects. Namely, given a computational monad T , programs of pure type A are seen as values of type A while programs of type T A are seen as computations of type A.
Exploiting our connection between λ 2 -calculi and 2-categories, we can define a notion of computational 2-monads for AOP as a 2-categorical version of computational monads to extend programs and aspects with effects. We can in particular extend most of existing monads to 2-monads in order to add the corresponding effect in the λ 2 -calculus. But most interestingly, this new point of view leads us to the definition of an original 2-monad corresponding to execution levels, a notion quite specific to AOP, and a new exception 2-monad transformer that give rise to execution level with exception.
Note that monads have already been considered in the setting of AOP. They have been the basis for an analysis of the weaving process [17, 19] . More closely to our work, monads have been used to define effective advices [21] . In this work, advices are encoded as open functions in Haskell and weaving corresponds to the application of a fixpoint combinator on open functions. Our work is more general as we propose to define 2-monads at the top of any functional language with aspects-eg. AspectScheme [7] -without the short-hand of defining advices as open functions.
A monad for execution levels. Execution levels have been proposed by Éric Tanter [24] to structure program computations into levels. This stratification enables to prevent infinite recursion and unwanted interference between aspects when aspectual computation is visible to all aspects-including themselves. The standard behaviour is that computation happening at level n produces join points observable by aspects deployed at level n + 1 only. This means that an aspect can not see its own join points anymore.
Interestingly, we can define a computational 2-monad for execution levels by
that corresponds to a particular case of the so-called state monad for S = Nat. For that 2-monad, a value is a simple computation oblivious of the current level of execution, whereas a computation from A to B has type (after uncurrying) A × Nat → B × Nat and can thus adapt its behaviour to the level and even change the current level of execution. The idea is that the notion of execution level introduced in [24] can be translated directly in the calculus induced by EL, where execution levels are managed abstractly through the monadic interpretation. For instance, up and down operations of type EL(Unit) can be defined using the successor and predecessor functions on Nat. This corresponds to level shifting operators defined in [24] .
Mixing exceptions and execution levels monads. As it is the case for traditional functional programming language, we can define also define 2-monad transformers, and in particular the exception 2-monad transformer that transform a 2-monad T into a 2-monad
where E is a set of exceptions. It appears that-when combined with the execution-level 2-monad-the induced notion of exception is flat in the sense that they are oblivious of the current level. This means that an aspect can typically catch an exception raised by the base computation and reciprocally, which is in particular what happens in AspectJ. In a recent paper, Ismael Figueroa and Éric Tanter [6] have proposed a calculus where exceptions and execution levels can be mixed in such a way that the basic behavior is the following: an aspect only sees exceptions that have been raised at its level. The default behavior of an advice is thus to catch none of the exceptions raised by the base computation. At the end of this paper, we show that this calculus with exception can be obtained by combining the execution-level 2-monad EL with a modified version of the exception 2-monad transformer that takes levels into account.
Plan of the paper. We introduce ( §3) the language of Cartesian closed 2-categories, define ( §4) the λ 2 -calculus, an extension of the λ-calculus with 2-dimensional primitives and present a canonical weaving algorithm based on the computation of a normal form in the underlying 2-category. We then recall a functional AOP language called MinAML ( §5), define a translation into the λ 2 -calculus and show that weaving in MinAML corresponds to weaving of the translated program in the λ 2 -calculus. Finally, we introduce the notion of 2-monad for AOP and use it to define a 2-monad for execution level ( §6) and a specialisation of the exception 2-monad transformer ( §7) that gives rise to execution levels with exception as introduced in [6] .
Cartesian Closed 2-Categories in a Nutshell
In this section, we introduce Cartesian closed 2-categories. They are the basis of our conceptual understanding of AOP and we try consequently to explain each construction (2-categories, Cartesian product and closure) in terms of AOP notions. Nevertheless, the reader not comfortable with category theory can skip this section and understand the rest of the paper only in terms of programming language principles.
A glance at 2-categories
2-categories [11] can be viewed as categories enriched over Cat, the category of categories (for more details about enriched category theory, see the monograph of Max Kelly [12] ). This means that a 2-category is a category for which the set of morphisms between two objects is itself a category. More concretely, a 2-category C has a class of objects (also called 0-cells), usually noted A, B, . . . , a class of morphisms (also called 1-cells) between objects, usually noted f : A → B and a class of morphisms between morphisms (also called 2-cells), usually noted
A → B is generally diagrammatically represented as a 2-dimensional arrow between the 1-dimensional arrows f and g
0-and 1-cells form a category called the underlying category of C -with identity on A denoted by id A and composition of morphisms f and g denoted by g • f . 2-cells may be composed "horizontally" and "vertically". We write
for the horizontal composite of two 2-cells α : f ⇒ g and β : f ⇒ g , represented diagrammatically as
and we write α * β : f ⇒ h for the vertical composite of two 2-cells α : f ⇒ g and β : g ⇒ h, represented diagrammatically as
From an AOP point of view, horizontal composition corresponds to functional application and vertical composition corresponds to composition of aspects.
The vertical and horizontal composition laws are required to define categories-they are associative and there are identities
The identity for the horizontal composition is given by 1 id A , and one requires that
Note that the horizontal composition is extended to a composition between a 2-cell α and a 1-cell f by implicitly regarding the 1-cell f as the identity 2-cell 1 f . There is one remaining law of compatibility between the horizontal and the vertical composition. This law, called the interchange law, guarantees that the two ways of reading the (labelled pasting) diagram
are equal-which means that
Putting on the AOP hat, this property guarantees that application and composition of advices do commute. This means that we can still reason modularly in presence of aspects. The different associativity, unit and interchange laws guarantee a fundamental property of 2-categories: each labelled pasting diagram has a unique composite. From an AOP point of view, this means that the application of a piece of advice (without side effect) at one point of a program must not perturb the application of other advices at other points of the same program. We will see in Sections 6 and 7 how to allow effectful aspects using 2-monads.
To state precisely the connection between Cartesian closed 2-categories and the λ 2 -calculus, we need to introduce the standard notions of functors and natural transformations in a 2-dimensional setting.
There is a canonical notion of morphisms between 2-categories, called 2-functor. Just as a 2-category is a Catcategory, a 2-functor consists of a functor enriched over Cat. In other words, a 2-functor from C to D is a map from i-cells to i-cells (i being 0,1 and 2) that preserves all the structure of a 2-category on the nose. In particular, each 2-functor defines a functor between the underlying categories. As it is the case for functors between categories, there is a notion of 2-natural transformation transformations between two 2-functors that enables to relate one 2-functor to another.
Cartesian closed 2-categories
We now present the notion of Cartesian product and closure in a 2-categories that corresponds to the existence of product and functions in functional programming.
A 2-category C is said to be Cartesian when every pair of objects A 1 and A 2 is equipped with two projection morphisms
satisfying the following universal property: for every pair of 2-cells
there exists a unique 2-cells
satisfying the two equalities (where i is either 1 or 2)
We also require that C has a particular object 1, called the terminal object, such that there exists a unique 1-cell skip A : A → 1 and 1 skip A : skip A ⇒ skip A is the unique 2-cell of that type. The underlying category of a Cartesian 2-category is also Cartesian.
From an AOP point of view, the object 1 corresponds to the type Unit and the unique 1-cell of that type is the constant term skip. Then, the unique aspect on skip is the identity aspect.
A Cartesian 2-category C is closed when it is equipped with a family of functors Λ A,B,C : C(A × B, C) → C(B, C A ) and a family of morphisms eval A,B = A×B A → B such that
Again, we remark that the underlying category of a Cartesian closed 2-category is also Cartesian closed.
The λ 2 -calculus
In this section, we present the λ 2 -calculus-independently studied by Tom Hirschowitz in [9] -and connected to the notion of 2-λ calculi in the sense of Barnaby Hilken [8] . We adopt Hirschowitz presentation of the calculus has we found it more elegant and concise than our previous version. Sections 4.1-4.3 are a synthesis of [9] ; more detailed definitions and proofs can be found there. We then focus at the end of this section on the connection to AOP through an abstract definition of the weaving algorithm.
2-dimensional signatures
A 2-dimensional signature Σ consists in a set of base types Σ 0 , a set of constant terms (X 1 ,
indexed by types constructed over Σ 0 and a set of aspects
) indexed over parallel terms (having the same type) constructed over Σ 1 . The set of types L 0 (Σ 0 ) is generated from element S of Σ 0 , the unit type, product and arrow types:
where S is any element of Σ 0 . The set of parallel terms L 1 (Σ 1 ) is constituted by closed terms (modulo β-η) of the same type obtained from Σ 1 and the 1-dimensional typing rules of Figure 1 corresponding to the traditional λ-calculus.
4.2 λ 2 -calculus and permutation equivalence.
Given a 2-signature Σ, we consider the λ 2 -calculus L(Σ) whose types are L 0 (Σ 0 ), terms are L 1 (Σ 1 ) and aspects are constructed over Σ 2 using the 2-dimensional typing rules of Figure 1 . The typing judgment Γ α : (t ⇒ t ) :: A says that the aspect α transforms the term t (modulo β-η) of type Γ A into the term t (modulo β-η) of type Γ A; where Γ is a context constituted of a list of a variable and a type, with no variable appearing more than once. All constructions for pairing, abstraction and horizontal composition are extended to aspects and there is a notion of vertical composition α * β which corresponds to sequential composition of α and β.
To reflect the structure of Cartesian closed categories, the simply typed λ-calculus is equipped with a notion of equivalence over terms that deals with products and with the closure using the so-called β and η-equivalences. The λ 2 -calculus follows the same design principles but is far more bureaucratic. This is not surprising because the notion of Cartesian closed 2-categories requires many diagram commutations that must be captured by equivalences in the calculus. The confluence of such complex equivalences is handled with the use of permutation equivalences developed by Sander Bruggink in his study of higher-order rewriting [3] . For instance, the associativity of the vertical composition is reflected by the equivalence
In the same way, the interchange law is captured by the equivalence The complete set of permutations equivalences can be found in [9] . The only equivalence that is not a direct translation of the corresponding categorical structure is the β-equivalence
which requires to define a 2-dimensional notion of substitution. Although very intuitive, the definition appears to be a bit technical because it somehow reflects the two equivalent order of composition in the interchange law. As it is not important for our technical development on AOP, we do not present the definition here and refer the interested reader to [9] for details.
Cartesian closed 2-categories and the λ 2 -calculus
The definition above leaves a lot of freedom. There are many λ 2 -calculus. Namely, given a 2-signature Σ, the λ 2 -calculus constructed on this 2-signature corresponds to the free Cartesian closed 2-category generated by this signature, as stated by the following proposition. PROPOSITION 1. The construction L that computes a λ 2 -calculus from a 2-signature induces a functor C from the category 2-Sig of 2-signatures and signature-preserving morphisms to the category 2-CCC of Cartesian closed 2-categories and strictly structure preserving 2-functors. This functor is the left component of the adjunction
This means that λ 2 -calculi correspond exactly to Cartesian closed 2-categories where no additional equality has been added to structural equalities.
Weaving in the λ 2 -calculus
Using the correspondence between the λ 2 -calculus and Cartesian closed 2-categories, we can now define a weaving algorithm in terms of categorical rewriting.
As sketched in the introduction, given a term t(x) : B of a λ 2 -calculus L(Σ) where x is of type A, we will consider all the possible interactions of aspects defined in L(Σ) with t(x) by considering the category C(Σ) (A, B) . This category contains all aspects that transform terms of type A → B and so the execution of an aspect corresponds to the application of a morphism in that category. The result of the weaving algorithm is thus given by all normal forms of the image of t(x) in that category.
More precisely, the set of woven terms is defined as
) is a maximal reduction in the category C(Σ)(A, B)}.
Of course, such a normal form has no reason to be unique or even to exist. The purpose of specific AOP languages is often to provide more advanced definitions of aspects that guarantee the uniqueness and sometimes the existence of such a normal form so that the set weave(t(x)) is a singleton for every term t(x).
Uniqueness of the normal form.
Observe that all the work on aspect composition can be understood as a way to combine aspects while conserving uniqueness of the definition of the woven program. Indeed, uniqueness of the normal form corresponds to determinism of the weaving algorithm, which is most of the time a property required by a programmer.
For example, when multiple advices can be applied at the same join point, precedence orders are defined in AspectJ, based on the order in which definitions of advices syntactically appear in the code. Those orders, even often opaque, enables a programmer to keep track of which aspect should be applied at a given time.
More algebraic approaches have been proposed (see e.g. [18] ) were explicit operators for advices and aspects composition have been introduced.
Existence of a normal form. The absence of a normal form is often understood as a circularity in the application of aspects. This problem is difficult to overcome and can arise even in simple programs. For instance, the work of Éric Tanter on execution levels (reunderstood in Section 6 using 2-monad) is precisely a way to introduce a hierarchy in the application of aspects and thus to avoid basic circular definition. Other lines of work have proposed to restricted the power of advices (for example using a typing system [4] ) in order to guarantee that the execution of the program is not critically perturbed.
Weaving on an example. Suppose that we have defined an aspect α : sqrt ⇒ sqrt • abs which rewrites all calls to a square root function to ensure that inputs are non-negative. The effect of α on the program p = λx. sqrt(sqrt(x)) will be described by the composed 2-cell
that transforms the program p into the program p = λx. sqrt(abs(sqrt(abs(x)))).
The aspect β is automatically generated from the aspect α and constructors of the λ 2 -calculus. Note that one could argue that this violates one of the primary design goals of AOP, which is to allow separation of cross-cutting concerns. Indeed, each aspect is monomorphic in the sense that the aspect β in the example above is specific to the program p. It could seem unfortunate because an important goal of AOP languages is that the aspect may be oblivious to the target program -in 2-categorical/λ-calculus terms what seems needed is naturality/parametricity in the scaffolding. However, this is not the point of view adopted in the λ 2 -calculus. The idea is that a single definition of an aspect will generate all the possible interactions of this aspect with any program.
MinAML
This section shows that the weaving process of a concrete AOP language called MinAML can be understood through a translation into the λ 2 -calculus. MinAML is a version (without conditionals and before and after advice) of the language introduced in [25] to give one of the first AOP language with a formal semantics. The absence of before and after advice is unimportant because they can both be encoded with an around advice. But the main difference between the original MinAML is that we do not address here the question of scoping of aspects. This scoping mechanism is orthogonal to the question addressed in this paper and would introduce unnecessary complications in definition of the associated λ 2 -calculus and of the weaving mechanism. Indeed, the definition of the underlying 2-category associated to a program in MinAML, as well as the corresponding rewriting system, would have to evolve with the change of scope. We have thus decided to omit this mechanism in the definition of the language and work with a global scope.
Syntax
MinAML is an extension of the λ-calculus with products in two steps. The first extension is usual: we introduce declaration names that can be used to define names for terms of the language with the let constructor let f = e.
We suppose given a set of declaration names, noted f, g, . . .
The second extension is the introduction of aspects with the constructor around f (x) = e which indicates that at execution, the application of the function f with argument x is replaced by the term e. Using the terminology standard AOP terminology, the term f (x) defines the pointcut of the aspect and the term e defines its advice. When declaring advices, the programmer can choose either to replace f entirely or to perform some computations interleaved with one (or more) execution of f (possibly with new arguments) using the keyword proceed. When multiple aspects intercept the same function f , one must define on order in the weaving mechanism. For simplicity, we have decided to choose the order of declaration in the program.
The grammar of MinAML is fully described in Figure 2 . 
A simple example
Let us now express in this language the example developed in Section 4-of an aspect that ensures that all calls to the sqrt function are performed with non-negative values. The following program of MinAML (where we use some usual primitives on integers) defines such an aspect and run sqrt on the negative value −4.
Typing
The typing rules for M inAM L can be found in [25] . We only present rules for binding and aspects.
Programs are typed in the presence of a context Γ; ∆. Γ stipulates the type of variables and ∆ stipulates the type of declaration names. This dichotomy enables to force free variables appearing in the definition of a piece of advice to be associated with declaration names only.
Rule BINDING for the let binder requires that the open variables appearing in t are related to declaration names. BINDING ; ∆ e : A ; ∆, f :
B one assume that a declaration name f of type A → A is already defined in ∆ and check that t (where every occurrence of proceed is replaced by f ) has type A assuming that the argument x of f (x) has type A and is the only variable in the environment Γ. In that case, the program around f (x) = t; p is given the same type as the program p.
It is important that declaration names can only be bound to terms defined on declaration names. In this way, aspects in MinAML are not able to intercept terms with free variables in the same way as constant aspects in λ 2 -calculus cannot be defined between open terms.
Operational semantics.
In [25] , the semantics of MinAML is given by a translation into a more basic AOP language. We define here a direct and equivalent operational semantics of MinAML using a reduction relation which described a call-by-value small step semantics between configurations of the form d s , a s , e . This small step reduction is described by
where E is an evaluation context (i.e. an expression with a hole) and Weave(a s , f, d s ) is the weaving function
The application of a bound name f to a value v is first woven with respect to the list of aspects a s (in their apparition order) and, when their is no more aspects in the list, each call to proceed is replaced by the term bound to f .
A translation into the pure λ 2 -calculus
We now present the translation of a typed program
into the λ 2 -calculus. More precisely, we will define a λ 2 -calculus L p based on declarations present in d s and aspects present in a s and a translation e of the term e, see Figure 3 . The construction of the 2-signature Σ p of L p -presented in Figure 3 in Ocaml style-goes in two steps: (a) we produce a list of aspects a s and a mapping γ from declaration names in d s to integers (Figure 3-a) . Because a declaration name f can be intercepted by more than one aspect, we introduce a fresh declaration name f i each time we translate an aspect whose pointcut relies on f . That is, the ith aspect around f (x) = t that intercept f will thus be translated into the constant aspect
that intercepts f i and proceeds with f i+1 . In this way, we construct a sequence of declaration names that drives the list of aspects that can intercept applications of the function f . Figure 3 . Translation of MinAML into the λ 2 -calculus (b) we define a list of aspects ds (Figure 3-b) by translating each declaration let f = t into the constant aspect
For example, the 2-signature Σ P corresponding to P is given by the constant terms sqrt 1 , sqrt 2 , abs 1 and by the three aspects
Weaving in MinAML
Once the λ 2 -calculus L p has been generated, the weaving algorithm is defined as in Section 4.4. Namely, we compute the normal form (if it exists) in the corresponding categoryobserve that the ordering of advices guarantees that there is at most one normal form. The correction of this interpretation is stated by the following proposition. 
Weaving on a simple example
Let us now explain the behavior of the weaving algorithm on the simple example P. The computation can be described by the following sequence of reduction (where some extra β-reduction has been performed to make the reading easier):
In the rest of this paper, we suppose that our calculus (and the corresponding 2-category) is equipped with a proper notion of natural numbers of type Nat (with equality, successor (Succ(n)), predecessor (Pred(n)) and conditionals (which corresponds to coproducts at the 2-categorical level) written as 'if e then e 1 else e 2 '. We use standard primitives on integers and if-then-else constructor in the expected way.
The Execution-Level Monad
In this section, we introduce a 2-dimensional version of Moggi's computational monads. To illustrate this new powerful tool for AOP, we extend MinAML with Tanter's execution levels and show that this new calculus can be translated in the λ 2 -calculus extended with the execution-level 2-monad EL.
Computational 2-monads
A (strict) 2-monad [2] can be seen as a monad in the 2-category of 2-categories, 2-functors and 2-natural transformations. In its Kleisli presentation, a 2-monad T on a 2-category C is a 2-functor from C to C equipped with a 2-natural transformation η A : A → T A and a transformation * that transports every 2-cell α : (f ⇒ g) ::
A → T B and β : (g ⇒ h) :: B → T C For compatibility with products in Cartesian closed 2-categories, we define a computational 2-monad as a strict 2-monad equipped with a strength
subject to usual identity and associativity laws. EXAMPLE 1. Most of usual computational monads can be extended to the 2-dimensional setting, in particular:
• side-effect : T A = S ⇒ (A × S) , where S is the set of states • exceptions : T A = A + E , where E is the set of exceptions This 2-categorical machinery justifies the following notion of computational 2-monad for AOP as a metalanguage for the λ 2 -calculus. For the simplicity of the development, we will forget about the underlying Kleisli interpretation in the Kleisli 2-category induced by the 2-monad and only present the results from a programming language point of view.
A computational 2-monad on the λ 2 -calculus consists in:
• A function T that associates a computational type T A to any type A.
• A lifted aspect • A let-binder let T x ⇐ α in β of type ((let T x ⇐ e 1 in e 2 ) ⇒ (let x e 1 ⇐ e 2 in )) :: T B for α of type (e 1 ⇒ e 1 ) :: T A and β of type (e 2 ⇒ e 2 ) :: T B assuming that x has type A.
The idea is that let T x ⇐ e 1 in e 2 is a computation that evaluates e 1 first and binds the result to x in e 2 and let T x ⇐ α in β is an aspect between two such computations. This corresponds to the composition β * • α in the Kleisli 2-category.
• A function run T,A : T A → A that runs a computation of type A and returns its result.
Those new constructions are subject to equality that mimics the commutative diagram in the categorical setting (see [20] for details). Depending on the considered 2-monad, there can be new constructors in the language that enable to handle the computation effect. For instance, for the state 2-monad, there are functions lookup and update that respectively returns and updates the current state. In the case of the exception 2-monad, there are raise and handle constructors that respectively raises and catches an exception.
MinAML EL : MinAML with execution level
We now extend MinAML with a notion of execution levels as defined in [24] . As explained in introduction, the idea behind execution levels is to enhance computation with an integer that represents the current level of execution. This level is then used to make join points produced by computation happening at level n observable by aspects deployed at level n + 1. Note that in the original paper, the deployment of aspects is entirely dynamic, whereas the deployment in MinAML is static. This is not an issue because the management of execution levels in MinAML can still be dynamic. This shows by the way that a dynamic deployment of aspects is not required to have a proper notion of dynamic execution levels. MinAML EL is an extension of MinAML with four new constructors
where in_up(e) and in_down(e) are only here to define the operational semantics and are not user-visible. The typing system is extended straightforwardly to those new constructors.
Operational semantics of MinAML EL is defined between configurations of the form l, d s , a s , e , where l is the current level of execution. Because the deployment of aspects is static, we can simplify the semantics. By default an aspect is always deployed at level 1 and deployment at a higher level l must be explicitly express by the user using
The small step semantics is extended accordingly
where
The reduction of up(e) increases the level and places the marker in_up in the execution context. When the nested expression is reduced to a value, this marker is disposed while decreasing the level back (and dually for down(e) and in_down(e)). The weaver is a modified version of the weaver of Section 5.4 where the level at which the join point as been emitted is checked to match the level of deployment of the aspect. Note that the only difference with execution levels defined by Éric Tanter is the absence of level-capturing functions. They could be easily added to MinAML EL but their translation in the monadic language would require noncanonical constructors whose definitions have been left for future work.
The execution-level monad
It is possible to define a 2-monad on the λ 2 -calculus in order to recover execution levels and interpret MinAML EL . As explained in introduction, EL (defined in Equation (1)) is a restriction of the state 2-monad where the state only contains information on the current level. The lifting, let-binder and run function are given by
and we can define three operations specific to the executionlevel 2-monad that respectively returns, upgrades or downgrades the current level:
6.4 Interpreting MinAML EL using the execution-level monad
We now translate MinAML EL into the λ 2 -calculus extended with EL. The structure of the translation is the same as the translation of MinAML given in Figure 3 , the only differences take place in the definition of e EL and the translation of around (l, f (x)) = e. The translation of a term of MinAML is given by lifting and the translation of applications is given by the let-binder
The translation of up-and down-lifters is given by
and dually for in_down(e) and down(e). It remains to define the constant aspect associated to around (l, f (x)) = e, 
The Execution-Level-with-Exception Monad
The usual management of exceptions in AOP (e.g. in AspectJ) is flat in the sense that an advice can typically catch an exception raised by the base computation and conversely. Starting from this observation, Ismael Figueroa and Éric Tanter have proposed to take levels into account when raising exceptions [6] . In this section, we present an extension MinAML EL with exceptions sensitive to execution levels and show that this extension can be seen as the use of a particular exception 2-monad transformer.
MinAML EL with exceptions
We extend MinAML EL with three new constructors e ::= . . . | raise ex | raise l ex | try e with e where ex belongs to a special set E of exceptions and raise l is not user-visible. The typing system is defined in a standard way and the small step reduction is extended as 
The execution-level-with-exception monad transformer
If we apply the traditional exception 2-monad transformer (as defined in Equation (2)) to the execution-level 2-monad, we end up with a flat notion of exception that is oblivious to the current level. As in AspectJ, such a flat notion is not convenient because it typically allows advices to intercept exceptions raised by the base computation. To recover the semantics of MinAML EL with exception, we need to define a 2-monad transformer
for any 2-monad T . This 2-monad transformer generates a notion of exceptions at the top of T that enables to attach an integer to an exception. In the case of the execution-level monad, we will use this integer to store the level at which the exception has been raised. T EX is defined as (specific constructors of T are lifted straightforwardly)
= case (run T,A c) of a ⇒ a and we can define the two classical operations specific to the raiser and the handler: 
Conclusion
The keystone of this paper is to approach AOP (and more generally type-preserving program transformation) from a category-theoretic perspective, in order to complement the software engineering approach. We believe that this approach could have substantial benefit at the level of conceptual understanding of what AOP actually is. More precisely, we identify (Cartesian closed) 2-categories as a suitable setting in which programs can be seen as 1-cells and aspects can be seen as 2-cells. To make this analogy precise, we present an internal language for Cartesian closed 2-categories called the λ 2 -calculus-a 2-dimensional extension of the traditional λ-calculus. We formulate a notion of weaving inside the λ 2 -calculus and demonstrate the applicability of our construction by translating a more realistic functional AOP language called MinAML into the λ 2 -calculus. This translation enables to interpret a program of MinAML in a Cartesian closed 2-category and to define the weaving algorithm as the computation of a normal form in a rewriting system based on that 2-category. Finally, we introduce the notion of 2-monads for AOP, which are the direct extension of computational monads used in functional programming. We illustrate the conceptual power of 2-monads by defining an execution-level 2-monad that corresponds to Tanter's execution levels and a new exception monad transformer that give rise to execution level with exception.
