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spring-neap tide cycle by dynamical assimilation 
of tide gauge observations in the Chesapeake Bay 
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J. M. Klinck 
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Abstract. Dynamical assimilation of surface elevation from tide gauges is 
investigated to estimate the bottom drag coefficient and surface stress as a first 
step in improving modeled tidal and wind-driven circulation in the Chesapeake 
Bay. A two-dimensional shallow water model and an adjoint variational method 
with a limited memory quasi-Newton optimization algorithm are used to achieve 
this goal. Assimilation of tide gauge observations from 10 permanent stations in 
the Bay and use of a two-dimensional model adequately estimate the bottom drag 
coefficient, wind stress, and surface elevation at the Bay mouth. Subsequent use of 
these estimates in the circulation model considerably improves the modeled surface 
elevation in the entire Bay. Assimilation of predicted tidal elevations yields a drag 
coefficient, defined in the hydraulic way, varying between 2.5 x 10 -4 and 3.1 x 10 -3. 
The bottom drag coefficient displays a periodicity corresponding to the spring-neap 
tide cycle with a maximum value during neap tide and a minimum value during 
spring tide. From assimilation of actual tide gauge observations, it is found that the 
fortnightly modulation is altered during frontal passage. Furthermore, the response 
of the sea surface to the wind forcing is found to be more impbrtant in the lower 
Bay than in the upper Bay, where the barometric pressure effect seems to be more 
important. 
1. Introduction 
Estuarine circulation, due to the combined effects of 
tide action, horizontal salinity gradients, river runoff, 
and meteorological forcing (wind stress, inverted barom- 
eter effect), has been intensively studied in the Chesa- 
peake Bay and its tributaries and is still an ongoing 
source of research activity. Diverse investigations from 
field observations, e.g., temperature, salinity, current, 
and surface elevation, and from simple models were first 
carried out in order to explain the gravitational and 
tidal circulation [Officer, 1976; Fisher, 1986]. It is only 
during the last two decades that wind-driven circulation 
has been shown to be as important as the gravitational 
circulation, indeed the dominant nontidal circulation at 
times [Wang and Elliott, 1978; Wang, 1979a, b; Paraso 
and Valle-Levinsøn' 1996]. While the response of the 
water to the wind forcing in the Bay is complex, several 
studies have shown that sea level fluctuations depend on 
local winds (local forcing) and exchange between coastal 
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ocean and estuary (nonlocal forcing). The present study 
focuses on the barotropic circulation in the Chesapeake 
Bay, forced by oceanic tides and surface winds. 
While the wind, bottom friction, and exchange be- 
tween the Chesapeake Bay and the open ocean have 
been recognized as the main forcings for the Bay cir- 
culation, the main difficulty in tidal and wind-driven 
circulation modeling arises from the determination of 
theses forcings. Indeed, bottom friction is hard to mea- 
sure. Wright [1989] and Wright et al. [1987, 1992] 
found that large spatial and temporal variations in the 
bottom roughness result in large variations in the bed 
shear stress and the hydraulic roughness. There is also 
a strong indication that the biogenic roughness domi- 
nates the flow-induced roughness in the Bay stem. In 
barotropic models, the bottom stress is usually param- 
eterized as a quadratic function of the vertically inte- 
grated velocity, and an empirical parameter, the bot- 
tom drag coefficient, is often determined by fitting the 
modeled M2 tidal elevation and the observations at tide 
gauge stations [Crean et al., 1988]. In baroclinic mod- 
els, the bottom stress is often computed by using closure 
schemes uch as in work by Mellor and Yarnada [1974], 
which also require defining empirical parameters. 
12,761 
12,762 SPITZ AND KLINCK: ESTIMATE OF BOTTOM AND SURFACE STRESS 
Surface stress determination is another challenge for 
modelers. The stress is usually parameterized as a 
quadratic function of the wind speed at 10 m above sea 
level. However, wind observations are mainly available 
at the major airports on the west side of the Chesapeake 
Bay, and conversion of wind on land to wind over water 
is not an easy task. S. Chao (personal communication, 
1996) showed that in order to reproduce the event found 
in the Chesapeake Bay in April 1986 the longitudinal 
wind used in the Bay has to be increased compared to 
the wind measured at Norfolk airport. This increase 
of wind over water compared to that measured over 
land has also been pointed out by Wong and Gatvine 
[1984] and Goodrich [1985]. To explain the sea level in 
the Delaware Bay, Wong and Gatvine [1984] had to in- 
crease the shore-based wind stress fourfold. Goodrich 
[1985] found that while the longitudinal winds attenu- 
ate rapidly toward the shores of the Chesapeake Bay, 
the lateral winds do not, and that overwater/overland 
regression slopes for north and east components of the 
wind are 2.5 and 1.43, respectively. 
Tuning wind stress and bottom stress in order to fit 
the tide gauge observation could quickly become a very 
tedious task. First, the fitting of the modeled onto the 
observed M2 tide does not guarantee an adequate fitting 
on the K1 and other components of the tidal signal. Sec- 
ond, fitting at all the tide gauge stations requires numer- 
ou.s model runs. A systematic and objective fitting of 
model results to observations and determination of wind 
stress, bottom stress, and exchange between the Chesa- 
peake Bay and the open ocean is accomplished with 
the use of data assimilation techniques such as varia- 
tional adjoint or inverse method. Using the variational 
method, Yu and O'Brien [1991] estimated a reasonable 
wind stress drag coefficient and a vertical eddy viscos- 
ity distribution by assimilating wind speeds and current 
observations. Das and Lardnet [1992] and Lardnet et 
al. [1993] have shown that it is possible to determine 
the drag coefficient and a correction to the bathymetry 
using a two-dimensional model and tide gauge observa- 
tions. Bang [1994], using an inverse method and current 
measurements in the Chesapeake Bay, found a seasonal 
variation of the drag coefficient between 2.0 x 10 -4 and 
1.6 x 10 -3. 
The goal of this study is to use the variational adjoint 
method to determine a temporally and spatially varying 
bottom drag coefficient, wind stress, and open bound- 
ary condition at the Chesapeake Bay mouth. Two ex- 
periments are considered which achieve this goal. In 
the first experiment, referred to as the tidal circulation 
experiment, tidal forcing at the Bay mouth is specified, 
and the tidal elevation from the major harmonic con- 
stituents computed at 10 permanent tide gauge stations 
is assimilated to estimate the bottom drag coefficient. 
Using data assimilation for a complete spring-neap tide 
cycle, it was found that the bottom drag coefficient is 
larger during neap than during spring tide. The second 
experiment, referred to as the wind-driven circulation 
experiment, considers a combined wind and tide prob- 
lem in which the bottom drag coefficient, wind stress 
and boundary condition at the Bay mouth are estimated 
using the actual observations at the ten permanent tide 
gauge stations. The variation of the bottom drag co- 
efficient during the phase of the tide is largely reduced 
when the wind reaches speeds > 5 m s -1. While the 
Lardnet et al. [1993] study is probably most closely 
related to our study, several differences are evident. 
Lardnet et al. [1993] do not allow a temporal varia- 
tion of the drag coefficient, the surface forcing was not 
estimated, and the observations were taken from tide 
gauges at least 30 km offshore. Taking the data from 
gauges closer to the shore is indeed far more challeng- 
ing since the extreme proximity of the coast can yield 
noisier observations and the model coastline approxi- 
mations can introduce errors in the modeled elevation. 
The description of the assimilation technique, the 
data, the circulation model, and the definition of the 
cost function are given in section 2. Section 3 presents 
the results of the tidal and wind-driven circulation ex- 
periment. A discussion of the results is presented in 
section 4. A summary of the study and conclusions are 
found in section 5. 
2. Methodology 
During the past decade, the variational adjoint method 
has been used largely in meteorology and oceanography 
to estimate initial and boundary conditions [Lewis and 
Derbet, 1985; Talagrand and Courtier, 1987; Thacker 
and Long, 1988; Navon et al., 1992]. It has since 
been used to estimate parameters in circulation mod- 
els [Panchang and O'Brien, 1989; Das and Lardnet, 
1991; $medstad and O'Brien, 1991; Yu and O'Brien, 
1991; Zou et al., 1992a, b; Lardnet et al., 1993; Spitz, 
1995] and ecosystem odels [Lawson et al., 1995, 1996; 
Spitz et al., 1998]. Two advantages of this technique 
are that it can be applied to both linear and nonlinear 
models and that it can be implemented in a straight- 
forward manner. Since the technique has been largely 
discussed in the literature, we will limit ourselves to a 
brief overview. 
The variational adjoint method determines an opti- 
mal solution by minimizing an objective function, the 
cost function, which measures the misfit between model 
equivalent to the data and the available observations. 
Most minimization algorithms are based on iterative 
descent, large-scale unconstrained, local minimization 
methods which require the computation of the gradient 
of the cost function with respect to the control vari- 
ables, e.g., model parameters being estimated. The 
computation of the gradient is achieved by using the 
adjoint model equations which are forced by the model- 
observation misfits and run backward in time. The data 
assimilative model, shown in Figure 1, then consists of 
three components: the forward circulation model, the 
backward model or adjoint model, and a minimization 
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Figure 1. Schematic of the steps involved in the data 
assimilation scheme. The solid lines indicate the main 
path taken during the procedure. 
procedure. The three components of the assimilative 
model are used in an iterative procedure which leads 
to the determination of the control variables giving the 
best fit to the data and can be described as follows. The 
direct model is run with an initial guess of the control 
variables. The model output and data are then used to 
compute the value of the cost function. Thereafter the 
adjoint of the model, run backward in time, gives the 
gradient of the cost function with respect to the control 
variables (e.g., model parameters), which is then used 
in the optimization procedure to compute the search di- 
rection towards the minimum and the optimal step size 
in that direction. New values of the control variables 
are then estimated, and the model is rerun. This pro- 
cedure is applied bntil a preset convergence criterion is 
satisfied, e.g., J _• e• and/or //V J// •_ e2, where e de- 
notes a small value, J is the cost function, and 
is the norm of the gradient of the cost function with 
respect to the control variables. 
While the adjoint method is a powerful tool for ob- 
taining the gradient of the cost function with respect 
to the control variables, the most difficult aspect of this 
technique is the development of the adjoint model code. 
Two approaches can be taken. The first one consists of 
deriving the continuous adjoint equations followed by 
their discretization [Thacker and Long, 1988; $medstad 
and O'Brien, 1991; Yu and O'Brien, 1991]. The second 
one is to derive the adjoint model code directly from 
the forward model code either using the tangent lin- 
ear method [Talagrand, 1991; Nayon et al., 1992] or a 
technique based upon the use of Lagrange multipliers 
[Lawson et al., 1995, 1996; Spitz et al., 1998]. The sec- 
ond approach has two main advantages: it provides a 
straightforward way of writing code and it avoids the 
inconsistency that can occur from the discretization of 
the adjoint continuous equations. The tangent linear 
method was adopted in this study, and a full descrip- 
tion can be found in work by Spitz [1995]. 
Any error introduced in the coding of the adjoint 
model can be devastating. It is then judicious to verify 
the correctness of the adjoint code and the computation 
of the gradient of the cost function before any assimila- 
tion experiment. Using the tangent linear method, this 
can be done using the following two verification meth- 
ods. At any level of the coding of the adjoint model, the 
correctness can be checked on the basis of the equality of 
scalar products, • v, Au •--• ATv, u •, where u and v 
are the input and output vectors, respectively, A is the 
tangent linear operator, and T denotes the transpose. 
In other words, the sum of the square of the outputs 
of either a DO loop or a direct subroutine of the tan- 
gent linear code must be equal to the sum of the inputs 
of that DO loop (direct subroutine) multiplied by the 
corresponding outputs of the adjoint DO loop (adjoint 
subroutine), within the limits of computer accuracy. A 
second verification of the correctness of the gradient of 
the cost function can be done as follows [Navon et al., 
1992]. Perturb the control variable vector by an amount 
aU where a is a small scalar and U is a normalized vec- 
tor, e.g., U = •7J/ll•7JII. The Taylor expansion of the 
cost function is 
J(X+c•U) = J(X) + aUTVxJ(X) + O(a2). (1) 
For 
+ - 
- UVx(X) ' 
in the limit as a goes to 0, we have 
lim •b(a)- 1. (2) 
c•--•0 
Finally, the optimization procedure uses the sub- 
routine N1QN3 from Gilbert and Lemarichal [1989], 
which is based upon a limited memory quasi-Newton 
method [Nocedal, 1980]. This procedure combines the 
low storage advantage of the conjugate-gradient method 
and the computational efficiency of the quasi-Newton 
method. 
2.1. Observations in the Chesapeake Bay 
For more than a century, tide and tidal currents have 
been observed in the Chesapeake Bay. The first tide 
station was installed in Annapolis in 1844 [Haight et 
al., 1930; Hicks, 1964; Fisher, 1986]. Prior to 1964, 
more than 200 tide gauge stations and over 100 near- 
surface current stations were deployed. However, they 
were not usually deployed for a long time or at the same 
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time. From those stations, 10 tide gauge stations in the 
Chesapeake Bay and its tributaries are now part of the 
National Tide and Water Level Observation Network, 
shown in Table I and Figure 2, and are permanent 
installations maintained by the National Oceanic and 
Atmospheric Administration (NOAA). In addition to 
those long-term measurements, two extensive tide and 
current surveys of the Chesapeake Bay were conducted 
from 1970 to 1974 and from 1981 to 1983 [Fisher, 1986] 
by the National Ocean Survey (NOS) to update tide 
and tidal current predictions and to provide tidal datum 
for shoreline boundary determination. The harmonic 
constants of the major tidal constituents obtained from 
those time series [Fisher, 1986] are used to create the 
predicted tidal elevations time series used during the 
tidal circulation experiment. 
For a long time, meteorological observations were 
collected only at the major airports, e.g., Baltimore; 
Washington, D.C.; Norfolk International Airports; and 
Patuxent River Naval Air Station. It is only recently 
that meteorological observations became available over 
the water. Starting in 1985, two buoys (Figure 2) were 
deployed in the Chesapeake Bay by the National Data 
Buoy Center (NDBC) as part of the Coastal-Marine Au- 
tomated Network (C-MAN) program. The first buoy is 
located in the upper Bay at Thomas Point, Maryland 
(38.9øN, 76.4øW), while the second one is located out- 
side the Bay at the Chesapeake Light Tower, Virginia 
(36.9øN, 75.7øW). Wind speed, direction, and gust, 
barometric pressure, and air temperature are processed 
every hour and transmitted to the users. In addition to 
those buoys, meteorological observations are available 
at some tide gauge stations, e.g., at the Chesapeake 
Bay Bridge Tunnel (CBBT). 
2.2. Circulation Model 
The circulation model used to study the barotropic 
circulation in the Chesapeake Bay is a conventional two- 
dimensional vertically integrated shallow water model. 
It was developed by the Management Unit of the Math- 
ematical Models of the North Sea and Scheldt Estuary 
(MUMM) to study the tidal propagation in the English 
Channel [Ozer and Jamart, 1988; Jarnar• and Ozer, 
1989] and will be referred to as the MU model. 
In a right-handed coordinate system, with the z axis 
pointing upward, the governing equations are 
Ou Ou Ou Ov rw • r• 
c9--• -t  Ux + V •y f v -- - g •xx -• , (3) pH pH 
Ov Ov Ov Ov •-w y •-• 
0-• + U •xx • V •yy • f u - - g •yy -• , (4) pH pH 
Orl O(Hu) O(Hv) 
Ot • Ox t Oy =o, (5) 
where t denotes time, f is the Coriolis parameter, g 
is the acceleration due to gravity, rw • and rw y are the 
components of the wind stress, and H is the total wa- 
ter depth. The unknown r• is the elevation of the free 
surface with respect to the mean sea level, and u and 
v are the east and north components of the vertically 
averaged velocity, respectively. The bottom stress • 
is parameterized by means of a quadratic dependence 
with respect to the depth mean current, 
Table 1. Tide Gauge Stations 
Station Number Station Name Latitude, N Longitude, W Installation Date 
8574070 Havre de Grace, Maryland 39046.9 ' 76005.5 ' 1971 
8574680 Baltimore, Maryland 39 ø 16.0' 76 ø 34.7' 1902 
8575512 Annapolis, Maryland 38 ø 59.0' 76ø28.8 ' 1929 
8571890 Cambridge, Maryland 38ø34.5 ' 76ø04.3 ' 1942 
8577330 Solomons Island, Maryland 38ø19.0 ' 76ø27.2 ' 1938 
8635750 Lewisetta, Maryland 37 ø 59.8' 76 ø 27.8' 1970 
8637624 Gloucester Point, Virginia 37ø14.8 ' 76ø30.0 ' 1950 
8632200 Kiptopeake, Virginia 37ø10.0 ' 75 ø 59.3' 1951 
8638610 Hampton Roads, Virginia 36ø56.8 ' 76ø19.8 ' 1927 
8638863 CBBT, Virginia 36 ø 58.1' 76 ø 06.8' 1975 
The given National Ocean Service long-term control tide stations are part of the National Tide and 
Water Level Observation Network. CBBT is the Chesapeake Bay Bridge Tunnel. 


























Virginia Beach ' , 
36ø40'N 
77ø30'W 76ø30'W 75ø30'W 
Figure 2. Overview of the tidal stations from the National Tide and Water Level Observation 
Network (circles), some of the tide gauges from the 1970-1974 and 1981-1983 surveys (squares), 
and the tide gauges used to compute the elevation at the Chesapeake Bay mouth (triangles). 
The stars represent the buoys. 
In practice, the bottom drag coefficient ½D varies with 
water depth, seabed composition and phase of the tide. 
It is parameterized as 
g h a 
= U/' c =--, (7) 
where h is the undisturbed water depth, C (m 1/2 s -1) is 
the Chezy coefficient, and n is the Manning's roughness 
[Officer, 1976]. Typical values for a and n are 1/6 and 
0.02, respectively, giving a drag coefficient of , 0.002 
for a depth of 10 m. The two parameters a and n only 
depend on time and are estimated during the assimila- 
tion procedure. 
The equations are solved by means of finite differ- 
ence analogs [Ozer et al., 1990] on a uniform staggered 
grid (Arakawa C-grid) The time-stepping scheme is a 
semi-implicit, alternate direction method (ADI) [Beck- 
ers and Neves, 1985], which is unconditionally stable 
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and allows larger time steps than permissible by explicit 
time-differencing schemes uch as leapfrog. 
Along the open boundaries which coincide with a grid 
line containing elevation points, the free surface eleva- 
tion is either determined during the assimilation process 
for the wind-driven circulation experiment or imposed 
as follows for the tidal circulation experiment. The forc- 
ing due to the tide is introduced by specifying the time 
evolution of the free surface, 
K 
•](g, t)- •. fkakcos[azkt + (Vo + u)k - •bk], (8) 
k----1 
where gdenotes the position of a point along the bound- 
ary, ak and •bk are the harmonic constants (amplitude 
and phase) of the kth constituent, wk is the frequency 
of the kth constituent, fk is a factor to reduce the mean 
amplitude of the constituent to the starting time of the 
simulation, (Vo + u)k is the value of the equilibrium ar- 
gument of the kth constituent at the starting time of 
the simulation, and t denotes the time elapsed from the 
beginning of the simulation. Because of the presence of 
the advection terms in the momentum equation, an ad- 
ditional boundary condition is necessary at those times 
when the water flows towards the interior of the domain. 
In that case, the gradient of the depth mean current in 
the direction perpendicular to the boundary is set equal 
to zero along the boundary grid line and along the grid 
line that is half a grid interval inside the domain. 
Along the solid boundaries which coincide with a grid 
line containing velocity unknowns, the component of 
the total transport in the direction perpendicular (5) 
to the boundary is set equal to zero. The additional 
condition (Off/On = 0) is applied along the grid line 
that is half a grid interval inside when the water flows 
away from the solid boundary. 
2.3. Cost Function 
The first task in variational data assimilation is to 
define a cost function suitable for the study under con- 
sideration. In a general sense, the cost function takes 
the form 
J(X) -- Jo(X)-[- Jp(X), (9) 
where X is the control variable vector. Jo measures 
the distance of the model solution from the observa- 
tions, and Jp, referred to as penalty term, includes all 
the physical constraints to be imposed on the model 
solution. 
The first term of (9) is often expressed as 
1 
Jo(X) - •(CY - d)rW-l(cy - d), (10) 
where d and Y are the vectors containing the observa- 
tions and the model variables, respectively, and C is an 
interpolation matrix which maps the model variables to 
the space and time locations of the observations. The 
matrix W -• is ideally the inverse of the error covari- 
ance matrix for the observations. By assuming that 
errors in the data are uncorrelated and have equal vari- 
ance, W -1 is then approximated by a diagonal matrix. 
In that case, J becomes a weighted sum of squares, and 
the technique simply corresponds to a least squares fit 
method. In practice, the value of the elements of W -1 
are determined by the relative magnitude of the vari- 
ous model variables, their dimensional scaling, and the 
quality of the data sets. 
The addition of a penalty term Jp to the cost function 
can provide smoother model solutions and estimated 
parameters and can result in a much faster conver- 
gence of the minimization process. $asaki [1970] showed 
that the penalty term suppresses the high frequencies 
and wave numbers in the solution. Courtier and Tala- 
grand [1990] and Zou et al. [1992a, 1993] showed that 
the penalty term can control spurious gravity waves. 
Richardson and Panchang [1992] and Lardner et al. 
[1993] introduced a penalty term in the cost function in 
order to penalize large variations in the recovered pa- 
rameters and to avoid negative drag coefficients. The 
penalty term might also introduce prior information on 
the parameters to be recovered and lead to a unique 
solution [Carrera and Neuman, 1986a, b, c]. 
For the two experiments considered in the present 
study, the cost function (10), which measures the dif- 
ference between the model results and the observations, 
is chosen to be 
1 
Jo - • Y•. Iv(t, s-) - O(t, s-)] 2, (11) 
where t and g are the time and location of data and 0 
and V are the observed sea surface elevation and model- 
derived values interpolated to the location of the obser- 
vations. The interpolation scheme is a simple bilinear 
interpolation. The weight matrix is taken to be the 
identity matrix so that elevation observations are con- 
sidered to have equal importance at all the tide gauges 
in the Chesapeake Bay. 
For the wind-driven circulation experiment only (see 
section 3.2), a penalty term on the wind stress and the 
open boundary surface elevation was found necessary to 
ensure the smoothness of the wind field and the surface 
elevation across the Chesapeake Bay mouth and to ac- 
celerate the convergence. Note that the addition of the 
penalty term does not affect the recovery of the bottom 
drag coefficient parameters [Spitz, 1995]. The penalty 
term Jp is then defined as 
N-1 




+• •2 • • [Vb,j+l (t) -- Vb,j(t)] 2, (12) 
t j 
where r• and r• are the components of the wind stress 
and V• the surface elevation at the Bay mouth. N and 
M are the total number of estimated values for the 
SPITZ AND KLINCK: ESTIMATE OF BOTTOM AND SURFACE STRESS 12,767 
wind stress and the number of grid points along the 
open boundary, respectively, and t is the time at which 
the boundary elevation is recovered. Several identical 
twin experiments showed that the penalty coefficients 
/•1 ---- 0.1 and/•2 - 0.01 give the best results; the spatial 
oscillations in the recovered values are greatly reduced 
while the spatial structure of the surface elevation at 
the Bay mouth and of the wind field is preserved. 
The necessity of the penalty term on the open bound- 
ary elevation was evident from twin experiments even 
when there was a maximum of observations, i.e., hourly 
elevation at every grid point [Spitz, 1995]. This re- 
sult suggests that hourly surface elevation in the in- 
terior of the Chesapeake Bay does not provide enough 
information about the boundary elevation, which can 
be explained as follows. First, the exchange between 
the open ocean and the Chesapeake Bay through the 
Bay mouth has a strong influence on the surface ele- 
vation in a limited area of the lower Bay ( • 30 km 
from the Bay mouth) even though the signal generated 
at the boundary propagates throughout the entire Bay. 
Therefore the number of data points containing infor- 
mation about the boundary condition is largely reduced 
compared to the number of data points containing in- 
formation on the drag coefficient and the wind stress. 
The second reason for the necessity of a penalty term 
is related to the difference in high-frequency signal con- 
tained in the data set and the modeled elevation. In 
the identical twin experiment, the data set was gener- 
ated using the surface elevation computed with a 10-min 
time step and then subsampled to a hourly resolution. 
In this run, the open boundary elevation was imposed 
with a 5-min resolution which is required by the ADI 
scheme used to solve the model equations (see details 
i.p work by Spitz [1995]). During the assimilation pro- 
cess, the model was run with a 10-min time step. The 
boundary elevation was estimated every hour and then 
linearly interpolated to a 5-min resolution. Therefore 
the high-frequency signal contained in the surface ele- 
vation near/at the boundary is different for the model 
results and for the data set. The penalty term then in- 
troduces bogus data, which leads to an unambiguous fit 
to the data in the interior of the Bay and to a smooth 
elevation across the Bay mouth, and it accelerates the 
recovery of the boundary elevation. Similar results have 
been pointed out in several studies [e.g., Seller, 1993], 
and a full analysis can be found in work by Thacker 
[1988]. 
3. Tidal and Wind-Driven Circulation 
Experiments 
In both experiments, the model domain, shown in 
Figure 3, includes not only the main stem but also the 
tributaries. The grid size is 1 • in latitude (Ay = 1.8 
kin) and 1.25 • in longitude (Ax = 2.0 kin), giving grid 
dimensions of 168 x 68 grid points. The depths at the 
grid points are interpolated from the NOS 15-s grid data 
set. In order to keep the problem simple, the river out- 
flows are not taken into account in the simulations, and 
closed boundary conditions are chosen at the head of 
the rivers. Therefore the simulations correspond to pe- 
riods when the river discharges are minimal and can be 
neglected. At the Chesapeake Bay mouth, the open 
boundary conditions are either imposed by the tidal 
forcing defined in (8) (tidal circulation experiment) or 
assimilated (wind-driven circulation experiment). On 
the basis of several runs of the direct model, a time 
step of At = 10 min seems to be appropriate to rep- 
resent the circulation in the Bay. The adjoint model 
was run with the same grid spacing, bathymetry, and 
time step as the forward model. The performance of 
the data assimilation at a specific location was accessed 
by computing the following three quantities: the root- 
mean-square (rms) error defined as 
/lk(•/i-•i) 2) , rms -- • i-1 (13) 
the relative average error (E) defined as 
E - 100% 2iL___l (?}i -- )2 L 12 _ 21 , (14) Ei--l[li - • q-[•i -- 01 
and the correlation coefficient given by 
V -- Ei51 (T] i-- •)(•i -- •) (15) 
L _ _ Ei----1 (•}i •)2E/L_-- 1 (•i •)2)1/2' 
where T]i and •i represent the time series of the mod- 
eled and observed elevation at the considered location, 
respectively, and an overbar denotes time mean values. 
L is equal to the number of observations for the consid- 
ered assimilation window. The root-mean-square and 
relative average error give a measure of the difference 
in amplitude between modeled and observed elevations 
while the correlation coefficient gives a measure of the 
phase shift. It is important to consider all three of these 
quantities when evaluating the success of the data as- 
similation. Indeed, a small relative error with a small 
correlation indicates a phase shift between the obser- 
vations and the recovery, an indication of poor perfor- 
mance of the data assimilation procedure. 
In all the experiments, hourly surface elevations are 
assimilated for a period of 24 hours. The choice of the 
assimilation window was dictated by the timescale of 
the tidal and wind-driven circulation in the Chesapeake 
Bay, the limit of the computer capacity, and the valid- 
ity of the tangent linear model approximation [Liet 
al., 1993]. An assimilation run with a 24-hour window 
and recovery of all the forcings of the circulation model 
typically required over 180 MB of memory and -• 10 
hours of CPU time on an IBM RS-6000/590. An in- 
crease of the assimilation window does not significantly 
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Figure 3. Model domain (dotted line) and grid. The dots inside of the model domain represent 
grid points. 
improve the resolution of the physical processes under 
study but would have required a larger memory capac- 
ity and would have increased the computer time for each 
run. It was verified that the tangent linear model cor- 
rectly approximated the nonlinear model in the 24-hour 
assimilation window. 
3.1. Tidal Circulation 
The success of recovery of control parameters in the 
identical twin experiments [Spitz, 1995], when the ob- 
servations are generated by the circulation model, leads 
us to assimilate real observations from the Chesapeake 
Bay, and as a first experiment, tidal circulation is inves- 
tigated. The assimilated data set consists of an hourly 
time series of sea surface elevation for a period extend- 
ing from November I to 19, 1983, when the most com- 
prehensive set of simultaneous observations is available 
[Fisher, 1986]. The hourly elevation data, referred to as 
predicted sea surface elevation, are predicted on the ba- 
sis of five major tidal constituents, M2, S2, N•, K1, and 
O•, using the harmonic constants determined by Fisher 
[1986] at the 10 permanent tide stations (Figure 2). 
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Nine supplementary tide gauge stations, referred to as 
comparison stations, are used to compare the modeled 
surface elevation with the predicted observations. 
The two forcings for this experiment are the bottom 
stress and the tidal forcing at the Bay mouth. The 
proximity of five tide gauge stations from the Chesa- 
peake Bay mouth allows us to specify the tidal forc- 
ing at the open boundary. The surface elevation is 
computed using (8) and the same five major harmonic 
constituents used to generate the assimilated data set. 
The harmonic constants at the Bay mouth are com- 
puted based upon the harmonic onstants [Fisher, 1986] 
from the five tide gauge stations closest o the Bay en- 
trance (Figure 2): two on the northern end (Kiptopeake 
and Fisherman's Island; and three on the southern side 
(CBBT, Lynnhaven Pier, and Virginia Beach). As a re- 
sult, the M2 amplitude is chosen to vary linearly across 
the entrance such that it is 3 cm larger on the northern 
side than on the southern side of the Bay mouth. The 
other four harmonic constituent amplitudes are uniform 
across the Bay mouth. For all the constituents, the 
phase is taken such that it increases linearly of 5 ø from 
the southern to the northern end of the entrance. Us- 
ing this definition of the open boundary elevation and 
adding a 10% perturbation, we found from a twin ex- 
periment [Spitz, 1995] that the recovery of the bottom 
drag coefficient parameters was not affected. Conse- 
quently, we are confident in using the tidal forcing just 
described, and the only remaining unknowns in the tidal 
circulation experiment are the bottom drag coefficient 
parameters (7). 
By definition, the bottom drag coefficient is a func- 
tion of space through its dependence in h, the undis- 
turbed water depth. While the depth dependent drag 
coefficient with a typical value for the parameters, c• = 
1/6 and n - 0.02, leads to smaller errors than with 
a uniform drag coefficient of 0.002 (Figure 8 and Fig- 
ure 9), the temporal variation of the error still remains, 
especially for the upper Chesapeake Bay stations (e.g., 
Baltimore and Betterton). Attempts were made to esti- 
mate constant parameters but they failed. Temporally 
varying drag coefficient parameters are then to be esti- 
mated during the assimilation process. The time vari- 
ation of the drag coefficient was introduced by evaluat- 
ing the parameters 1/n and c• for a period of 1 day for 
18 consecutive days which includes one spring and one 
neap tide. The actual recovery started on November 2 
through 19, 1983, while the recovery for November 1, 
1983, was only used to initialize the procedure. Once 
the bottom drag coefficient parameters were estimated, 
the direct model was run for 24 hours with the new 
parameters in order to initialize the circulation for the 
following day and to compare modeled and predicted 
elevations. For each day of the recovery experiment, 
the initial guesses for the parameters 1/n and c• were 
taken as their estimated values from the previous day. 
The assimilation process was stopped when the normal- 
ized norm of the gradient of the cost function reached 
the value of 10 -6 . This convergence criterion has been 
determined from the results of November I and cor- 
responded to the minimum value that the normalized 
norm of the gradient of the cost function could attain. 
For the period under study, convergence occurred after 
9-18 iterations, and the cost function decreased an order 
of magnitude. This small decrease in the cost function 
is due to the fact that the initial cost function was al- 
ready small since the recovery was started with the best 
initial guess. 
Predicted and modeled tidal elevations for six typical 
permanent and six typical comparison tide gauge sta- 
tions are shown in Figure 4 and Figure 5, respectively. 
Modeled elevations with the estimated drag coefficients 
show an excellent agreement with the predicted eleva- 
tions not only at the permanent stations but also at 
the comparison stations. In general, the estimated low- 
tide amplitudes are slightly smaller than the predicted 
amplitudes in the lower Chesapeake Bay. On the other 
hand, the recovered high-tide amplitudes are slightly 
higher than the predicted amplitudes in the upper Bay. 
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Figure 4. Time series of modeled (dotted line) and 
predicted (solid line) surface elevation (in meters) at 
six permanent tide gauge stations. Note the change of 
scale for the last two stations. 
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Figure 5. Time series of modeled (dotted line) and 
predicted (solid line) surface elevation (in meters) at 
six comparison tide gauge stations. 
This difference between modeled and predicted eleva- 
tions could be due to the fact that the modeled re- 
sults are linearly interpolated to the tide gauge loca- 
tion. However, differences between modeled and pre- 
dicted elevations are of the same order of magnitude as 
the +2-cm error bounds for datums and mean ranges 
for the entire Bay [Swanson, 1974]. A summary of the 
root-mean-square rror, relative average error, and cor- 
relation coefficient for the period of assimilation can be 
found in Figure 6 and Figure 7. A maximum of < 7% 
for the relative average error is found in the main stem 
while the relative error in the Potomac River (Colo- 
nial Beach) reaches a maximum of 9.86%. Using a time 
and spatially variable bottom drag coefficient largely re- 
duces the error over experiments with only a spatially 
varying coefficient, shown in Figure 8 and Figure 9. A 
correlation coefficient > 0.96 is found in the main stem, 
and a minimum correlation coefficient equal to 0.91 is 
found in the Potomac River. This indicates a very small 
shift between modeled and predicted elevations, which 
could result from the fact that modeled elevations have 
been linearly interpolated in space to the location of the 
tide gauge. Finally, it should also be pointed out that 
the same agreement is found at Havre de Grace despite 
the fact that the station is near the Susquehanna River, 
which has the biggest discharge of all rivers. 
Using harmonic analysis for the time series of the 
modeled elevations with the estimated drag coefficients 
between November 2 and 19, the amplitude and phase 
of the M2 and K• tide at every grid point of the model 
domain were computed. A comparison between the M2 
coamplitude chart from Fisher [1986] and the corre- 
sponding chart for the modeled M2, seen in Figure 10, 
shows a very good agreement. The same agreement (not 
shown) was found for the K• tide. The M2 coamplitude 
lines run across the Chesapeake Bay at the entrance, 
then become longitudinal, and finally run across the 
Bay in the upper Bay. The M2 amplitude decreases 
from the Bay mouth towards the main stem and then 
increases north of Baltimore. The amplitude of modeled 
M2 tide is slightly larger than the amplitude found by 
Fisher [1986], which can be attributed to the fact that 
the time series of modeled elevations (18 days) was too 
short to fully separate the M2, N2, and S2 tides. A 
comparison between the M2 cophase chart from Fisher 
[1986] and modeled M2 cophase chart, seen in Figure 11, 
again shows excellent agreement. For example, the 310 ø 
cophase line goes through Rappahannock in both cases. 
The cophase lines are uniformly spaced in the lower 
Bay. In the upper Bay, the cophase line spacing de- 
creases in the narrow portions and increases in the wider 
portion's. The fact that the curvature of the recovered 
cophase lines at the entrance of the Bay is not as pro- 
nounced as the curvature found by Fisher [1986] is due 
to the imposed boundary condition at the Bay mouth. 
The predicted elevation was taken linearly across the 
Bay mouth, which does not allow any curvature of the 
cophase lines. Two virtual amphidromic points, i.e., 
near the Severn River (north of Annapolis, Figure 2) 
and the Potomac river, are evident. At those locations, 
the coamplitude lines are concentric, and the cophase 
lines converge. Those two points were also found by 
Browne and Fisher [1988]. 
While predicted and modeled elevations are in ex- 
cellent agreement, probably the most interesting fea- 
ture resulting from the assimilation process is the peri- 
odicity of the estimated inverse Manning's roughness 
while the exponent a (7) is mainly constant during 
the entire assimilation period. As a result, the bottom 
drag coefficient, shown in Figure 12, is smaller during 
spring tide (days 5-6) than during neap time (days 14- 
15). That difference is accentuated as the depth de- 
creases. The estimated bottom drag coefficient varies 
between 2.5 x 10 -4 and 3.1 x 10 -3. Using an inverse 
method and tidal-current observations in the lower and 
upper Chesapeake Bay, Bang [1994] found a similar 
range of values for the bottom drag coefficient, i.e., 
2.0 x 10 -4 _< CD _< 1.6 x 10 -3. This variation in the bot- 
tom drag coefficient can be related to a variation in the 
bottom roughness length following Mofjeld [1988]. On 
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Figure 6. Range of the root-mean-square e ror (in centimeters), relative average rror (%), and 
correlation coefficient between November 2 and 19, 1983, at six permanent tide gauge stations. 
Case a corresponds to the results with c• - 0.002, case b corresponds to the results with spatially 
varying c•, and case c corresponds to the results with the estimated c• from the assimilation 
process. 
the basis of the non-rotating channel theory in which 
frictional drag balances barotropic pressure forcing and 
shear production of turbulence is balanced by local dis- 
sipation (closure of level 2), Mofjeld [1988] found that 
the bottom drag coefficient is given by 
•2 
CD -- 2 ' 
Zo 
where n = 0.4 is the von'Karman constant, Zo is the bot- 
tom roughness length, and H is the total water depth. 
Using (7) and (16) and an average depth of 8 m, the 
bottom roughness length is found to be equal to 0.01 
cm during neap tide and 0.0001 cm during spring tide. 
This is in the range of the values found by Wright et 
al. [1992]. A Similar range from 0.00005 to 1.5 cm 
for the bottom roughness was found in the Irish Sea by 
Green and McCave [1995]. In order to get a more accu- 
rate estimate of the bottom roughness, the relation (16) 
should be used in the circulation model and zo should 
be estimated during the assimilation process. 
3.2. Wind-Driven Circulation 
Since modeled tidal circulation in the Chesapeake 
Bay has shown to be considerably improved by using 
variational data assimilation, our next focus is on wind- 
driven circulation, which is harder to model. Wind- 
driven circulation in the Chesapeake Bay was investi- 
gated by assimilating hourly sea surface elevation obser- 
vations from the 10 permanent ide gauges (Figure 2) 
between November 2 and 8, 1990. Note that the pe- 
riod of assimilation is different from the tidal circu- 
lation experiment. During the year 1983 (tidal circu- 
lation experiment), wind observations over the Chesa- 
peake Bay were not available. However, in 1990, hourly 
wind speed and direction observations were available at 
two buoys deployed by NOAA (Figure 2), Thomas Point 
and Chesapeake Light Tower, and at the tide gauge sta- 
tion CBBT, making a comparison between observed and 
estimated wind possible. 
During the chosen assimilation period, either a south- 
westerly or southeasterly wind, shown in Figure 13, per- 
sisted for about 4 days over the entire Chesapeake Bay 
12,772 SPITZ AND KLINCK: ESTIMATE OF BOTTOM AND SURFACE STRESS 






I I i 
BETTERTON 
MD 














0 0.95 0.90 
I I I 










I i i 
GUARDSHORE 
VA 
I I z: 









0 0.95 0.90 
I I i 
a b c a b c a b c 
NEW PT COMF SH 
VA 
Figure 7. Range of the root-mean square-error (in centimeters), relative average error (%), and 
correlation coefficient between November 2 and 19, 1983, at six comparison tide gauge stations. 
Case a corresponds to the results with CD = 0.002, case b corresponds to the results with spatially 
varying CD, and case c corresponds to the results with the estimated CD from the assimilation 
process. 
with a speed < 5 m s -• in the upper Bay and slightly 
higher in the lower Bay. During those few days, a sea 
breeze pattern is also noticeable. In the afternoon of 
November 5, the wind speed increased to about 10 m 
s -• in the upper Bay. An increase of the surface ele- 
vation is immediately noticeable in the upper Bay; for 
example, the high-tide elevation is about twice its pre- 
dicted value at Baltimore (Figure 15). A smaller change 
in the surface elevation can also be seen at CBBT. On 
November 6, a change of the wind direction associated 
with the passage of a cold front is evident. The wind 
became northwesterly in the upper Bay and northeast- 
erly in the lower Bay. Again, a similar effect of the wind 
direction change can be seen in the observed surface ele- 
vation at both stations. The surface elevation decreased 
in Baltimore and increased at CBBT, which are the ex- 
pected responses to a northwesterly and a northeasterly 
wind, respectively. This change in the surface elevation 
is larger on November 8 when the wind become stronger. 
Finally, notice that the wind direction outside of the 
Bay (Chesapeake Light Tower) is roughly the same at 
CBBT while the wind speed is slightly larger. There- 
fore we do not anticipate any different behavior in the 
surface elevation from the Bay mouth and at CBBT. 
The time variations of the wind stress and the bot- 
tom drag coefficient parameters were introduced in the 
recovery experiment by evaluating the parameters for a 
period of I day for 7 consecutive days. Since the wind 
over the Chesapeake Bay changes over a period of 2-3 
days, the wind stress components are taken to be con- 
stant during the 24-hour assimilation and are estimated 
for 7 consecutive days. The wind stress components are 
estimated at four locations in the north-south direction 
while they are kept uniform in the east-west direction. 
They are then linearly interpolated in space to get an 
estimate at every grid point. The first location where 
wind stress components are evaluated corresponds to 
the Chesapeake Bay Bridge Tunnel (CBBT) station, 
and the other three locations are taken 80 km apart 
in the north-south direction. The sea surface elevation 
is recovered hourly at every grid point along the open 
boundary and therefore contains the signal due to the 
tidal and wind forcing across the Bay mouth. Since 
these elevation values are required at every half time 
step (ADI scheme), the hourly values are linearly inter- 
polated in time. As a first approximation, the inverted 
barometer effect is neglected in this study, even though 
it can at times become important [Paraso and Valle- 
SPITZ AND KLINCK: ESTIMATE OF BOTTOM AND SURFACE STRESS 12,773 
20 ........................... CAMBRIDGE, MD






ß '•" ,----,, .... , 
20 CBBT, VA 
10 
0 :-,'-'• ................. ,".• ,---.- '.• 
2 3 4 5 6 7 8 9 10 l l 12 13 14 15 16 17 18 19 
November 1983 
the normalized norm of the gradient of the cost function 
reached a value of 10 -a, which is a higher value than 
for the tidal experiments. The assimilated data are in- 
deed actual observations and are noisier than the data 
used in the tidal recovery. For each day of assimilation, 
the cost function decreased I order of magnitude. As 
for the tidal experiment, the small decrease in the cost 
function can be attributed to the fact that the assimila- 
tion runs were started with the best initial guess. The 
number of iterations necessary to satisfy the preset con- 
vergence criterion varied between 244 and 370. The cost 
function decreased rapidly during the first 30 iterations 
and continued to slowly decrease until convergence was 
reached. This pattern was also found for the identical 
twin experiments [Spitz, 1995]. 
Time series of modeled sea surface elevation is shown 
in Figure 14. Excellent agreement between estimated 
and observed surface elevation is evident for the entire 
period of assimilation in the lower Chesapeake Bay. In 
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Figure 8. Time series of relative average rror (%) at 
20 
six permanent tide stations. The solid line corresponds • 
to the recovered surface elevations, the dotted line cor- • 
responds to the modeled elevations with c•9 - 0.002, • 
and the dashed line corresponds to the modeled eleva- & 
tions with a typical spatially varying drag coefficient • 
(a - 1/6 and n - 0.02). • 20 
._ 
Levinson, 1996]. For the considered period, the largest 
temporal variation of the air pressure happened uring 
two days with a decrease of -• 10 mbar on November 
5 and an increase of the same order of magnitude on 
November 6. There was also no attempt to remove any 
air pressure signal from the tide gauge elevations since 
this information was not available at most of the sta- 
tions. . 
The actual recovery started on November 2 through 
8, 1990, while the estimated parameters for November 
1, 1990, were only used to initialize the procedure. Once 
the bottom drag coefficient parameters, wind stress, and 
boundary conditions were estimated, the direct model 
was run for 24 hours with the new parameters in order 
to initialize the circulation for the following day and to 
compare modeled and predicted elevations. For each 
day of the assimilation experiment, he initial guess for 
the control variables was taken as their estimated value 
from the previous day. The recovery was stopped when 
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Figure 9. Time series of relative average error (%) at 
six comparison tide stations. The solid line corresponds 
to the recovered surface elevations, the dotted line cor- 
responds to the modeled elevations with CD = 0.002, 
and the dashed line corresponds to the modeled eleva- 
tions with a typical spatially varying drag coefficient 
(a = 1/6 and n = 0.02). 
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Figure 10. Coamplitude of the recovered M2 tide expressed in feet. 
general, a relative average of error < 3% is found for the 
stations in the lower Bay, and the correlation coefficient 
is over 0.99. In the upper Bay, the agreement is also very 
good until the frontal passage. The relative average 
error is < 5% until November 6 when it increases to 
about 15%. While the correlation coefficient is over 0.9, 
a variation in its value is also noticeable for the same 
period. 
Estimated daily wind vectors at Thomas Point and 
CBBT for November 2-8, 1990 are plotted in Figure 15 
and •Figure 16, respectively. Wind speed and direction 
were obtained from the wind stress components using 
a quadratic law with a drag coefficient of 2.0 x 10 -3 
[Schwab, 1982]. The wind pattern is well represented 
in the lower Chesapeake Bay. At CBBT, the estimated 
wind is mainly southwesterly and shows an increase of 
magnitude late on November 5. A change of direction 
occurs on November 6, which is in agreement with •he 
observed wind pattern. In the upper Bay, the agreement 
is not as good until the frontal passage, when the wind 
speed increased to 10 m s -1 and a change in direction 
occurred. This suggests that during periods of weak 
wind, mechanisms other than the local wind forcing are 
more important in the narrowest part of the Bay. 










Figure 11. Cophase of the recovered M2 tide expressed in degrees. 
The recovered drag coefficient, seen in Figure 17, 
shows a minimum on November 5, which corresponds 
to the period of spring tide. This is followed by an in- 
crease until November 6, when there is a frontal passage. 
The drag coefficient then decreases and reaches roughly 
the same value regardless of the depth of the consid- 
ered region in the Chesapeake Bay. While a continuous 
increase of the drag coefficient was expected until neap 
tide, northwesterly and northeasterly winds seem to de- 
crease the magnitude of the drag coefficient compared 
to its value with no wind or southeasterly wind. 
The estimated boundary elevation at the Chesapeake 
Bay mouth displays the expected behavior. The high- 
tide elevation is higher and the low-tide is lower on the 
northern end of the Bay mouth than at the southern 
end. This difference in elevation decreased when the 
wind changed direction and blew from the northwest 
and the northeast. The elevation at the northern end 
of the Bay mouth is slightly higher than the expected 
value. This can be due to the fact that the boundary 
region in our model is about half the width of the real 
boundary, which would take into account he widening 
of the Bay at its southern end. 
As additional evidence of the improvement of the 
modeled wind-driven circulation by using data assim- 
ilation, the recovery experiment (not shown) has been 
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Figure 12. Time series of estimated bottom drag co- 
e•cient cz> for depths between 2 and 50 m. 
repeated for September 20 and 21, 1983. During that 
period of time, sea level measurements are also available 
at tide gauges other than the permanent tide gauges. 
It was then possible to compare modeled and observed 
surface levations from tide gauges other than the one 
used during the assimilation process. Unfortunately, 
the wind observations are only available at the major 
airports, and comparison between estimated and ob- 
served wind is very difficult. During the considered 
period of time, a dominant effect of the wind on the 
surface levation can be seen. One should also point 
out that at the same time, there was a destratification 
of the Chesapeake Bay [Blurnberg and Goodrich, 1990]. 
Therefore the circulation during those 2 days should 
be well represented by our barotropic model. Modeled 
and observed surface elevations (not shown) show avery 
good agreement not only at the permanent but also at 
comparison tide gauges. Furthermore, the magnitude 
and direction of the recovered middle Bay wind, i.e., 
southwesterly wind, was found to be comparable tothe 
wind measured at the Patuxent River Naval Air station 
[Blumberg and Goodrich, 1990]. This experiment indi- 
cates that the modeled wind-driven circulation in the 
main stem can be improved by assimilating only the 
surface levations measured at the 10 permanent tide 
gauges. 
4. Discussion 
This study represents he first attempt to use surface 
elevations from tide gauges to estimate the bottom and 
surface forcings in the Chesapeake Bay. Although the 
circulation model did not include stratification, river 
runoff, or the inverted barometer effect and the number 
tide gauge stations was limited to 10 permanent sta- 
tions, the modeled surface elevations with the estimated 
drag coefficient, wind stress, and boundary conditions 
at the Bay mouth are in excellent agreement with the 
observations at the 10 permanent tide gauge stations. 
The temporal variation of the drag coefficient and the 
effect of the wind on that coefficient have been clearly 
shown in the results of the tidal and wind-driven ex- 
periments. This result can also be supported by the 
work of Lardner et al. [1993]. While the temporal vari- 
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Figure 13. Hourly observed wind in November 1990 at two buoys, Thomas Point and Chesapeake 
Light Tower, and at the tide gauge station Chesapeake Bay Bridge Tunnel (CBBT). The stick 
diagram is plotted using the oceanographic convention. 
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Figure 14. Time series of modeled (dotted line) and 
observed (solid line) surhce elevation (in meters) at six 
permanent tide gauge stations. 
ation of the drag coefficient was not taken into account 
by Lardnet et al. [1993], the rms error found at vari- 
ous stations in the Arabian Gulf is higher during spring 
tide than neap tide, which would lead to the proposi- 
tion that a temporal variation of the drag coefficient is 
true not only for the Chesapeake Bay but also for other 
bodies of water. Finally, the atmospheric forcing has 
been shown to have different signatures in the upper 
and lower Bay. 
4.1. Temporal Variation of the Bottom Drag 
Coefficient 
In the present study, the bottom drag coefficient was 
defined in terms of a Chezy coefficient (i.e., it depends 
on the total depth) and a roughness coefficient (7). A 
systematic adjustment of the drag coefficient was first 
done by assimilation of predicted tidal elevations and 
estimation of the two free parameters, i.e., the expo- 
nent of the total depth and the inverse of the rough- 
ness, when the tidal forcing was imposed at the Chesa- 
peake Bay mouth. In the tidal experiment, by assimi- 
lating the predicted tidal elevation on 24 hours for 19 
consecutive days, temporal variation of the drag coef- 
ficient for a spring-neap tide cycle was allowed. From 
the tidal elevation assimilation experiment, it is found 
that the bottom drag coefficient displays a periodicity 
corresponding to the fortnightly modulation. The drag 
coefficient varies between 2.5 x 10 -4 and 3.1 x 10 -3 with 
a minimum value at spring tide and a maximum at neap 
tide. While the lower value seems to be smaller than 
the value found in the literature related to tidal mod- 
eling IRonday, 1976; Johns, 1983; Werner and Lynch, 
1987; Crean et al., 1988; Ozer and Jamart, 1988], a 
similar range was found by Bang [1994] in his study 
in the Chesapeake Bay. Similarly, Green and McCave 
[1995] found a high variation from 0.0008 to 0.01 in 
the seabed drag coefficient under tidal currents in the 
Irish Sea. The study of wind-driven circulation shows 
that the bottom drag coefficient decreased during strong 
northeasterly and northwesterly wind compared to its 
value without wind or with a weak wind (Figure 12 and 
Figure 17). 
In the tidal circulation experiment, the tidal forcing 
at the entrance of the Chesapeake Bay was imposed 
based upon the harmonic constituents used to generate 
the data set and for which phase and amplitudes were 
computed from five tide gauge stations harmonic con- 
stants. After verifying that a perturbation in the tidal 
forcing did not affect the recovery of the drag coefficient 
parameters (not shown), we were able to refute the hy- 
pothesis that the temporal variation of the drag coef- 
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Figure 15. Recovered and observed wind at Thomas Point. The recovered wind, plotted at the 
middle of the recovery day, is constant during that day. 
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Figure 16. Recovered and observed wind at CI3BT. The recovered wind, plotted at •he middle 
of the recovery day, is constant during that day. 
ficient parameters could result from a poor definition 
of the open boundary condition. We are then left with 
two plausible causes for the fortnightly modulation of 
the bottom drag coefficient. The first plausible cause for 
the temporal variation of the drag coefficient can be at- 
tributed to the variation of the bottom roughness. This 
effect can lead to a variation of the drag coefficient dur- 
ing strong wind periods. Indeed, several studies [Mc- 
Cave, 1973; Taylor and Dyer, 1977; Grant and Madsen, 
1982; Davies, 1983; Gross and Nowell, 1983; Wright 
et al., 1992] showed temporal variability of the bottom 
drag coefficient due to variation in roughness elements 
such as ripples and biogenic micromorphology, in mov- 
able bed roughness caused by sediment transport, and 
in interactions between waves and currents. Although 
the temporal changes of the bottom roughness in the 
Chesapeake Bay are not yet well understood, Wright et 
al. [1992] found seasonal variability due to biological 
processes controlling bed micromorphology and varia- 
tion at a period of a few hours due to wave activity. 
The variation in the bed roughness with wind has been 
also shown by Wright et al. [1992], who argued that 
strong winds should be able to generate 5-s waves large 
enough to agitate the bed at depth of 10-12 m in the 
Bay and yield variations in the bottom roughness. 
A second cause that would account for the periodic- 
ity of the bottom drag coefficient can be related to the 
level of stratification. It has been shown that mixing 
in the lower Chesapeake Bay and tributaries appears 
most intense at spring tide while stratification appears 
most highly developed at neap tide [Haas, 1977; Valle- 
Levinson, 1995]. At spring tide, the vertically aver- 
aged current and the bottom current are of the same 
order of magnitude while the vertically averaged cur- 
rent is smaller than the bottom current at neap tide. 
Since the bottom stress in our model is defined in terms 
of the vertically averaged current, the drag coefficient 
must be larger during neap tide than during spring tide 
in order to compensate for the difference between av- 
eraged and bottom current assuming that the bottom 
drag is the same. The effect of stratification on the bot- 
tom drag coefficient has been studied by Ullman and 
Wilson [1998] in the Hudson estuary by assimilating 
ADCP data collected from a moving vessel during a 
5-day period (April 29 to May 3, 1993) and along a 
10-km stretch. They found that an increase (decrease) 
of stratification during neap (spring) tide results in a 
decrease (increase) in the bottom drag coefficient. The 
drag coefficient increased ,.• 30% from neap to near- 
spring tides due to a change in stratification of • 10- 
15 sigma over a depth of 25 m. In November 1990, 
the stratification in the Chesapeake Bay is roughly 1- 
2 sigma in the ship channels (10 m deep) and almost 
zero over the fiats (A. Valle-Levinson, personal commu- 
nication, 1996). Therefore the stratification effect on 
the variations of the bottom drag coefficient is largely 
reduced in the Chesapeake Bay compared to the Hud- 
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Figure 17. November 1990 time series of recovered 
bottom drag coefficient CD for depths between 2 and 50 
m. 
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of the bottom drag coefficient in the Chesapeake Bay 
would be strongly related to the variations in the bot- 
tom roughness and would be lower during spring tide 
because of an increase of the bottom roughness. This 
is also in agreement with the conclusions of Green and 
McCave [1995] when they analyzed similar observations 
in the Irish Sea. The stratification effect could, however, 
explain the fact that while in the tidal experiment, the 
temporal trends of the drag coefficient are similar in 
both the shallow region and deep channel (Figure 12); 
they are opposite in the wind-driven experiment (Fig- 
ure 17). Indeed, the stratification effect is not included 
in the tidal prediction (tidal experiment) but is included 
in the real observations (wind-driven experiment). 
The variation in the drag coefficient during strong 
wind periods can also be related to the level of strati- 
fication. During frontal passage, the water column be- 
comes less stratified, indeed destratified [Blumberg and 
Goodrich, 1990]. Therefore bottom velocity and verti- 
cally averaged velocity approach the same value. Fi- 
nally, similar wind effect on the bottom friction was 
found by Ronday [1976] for his study of the North Sea. 
He showed that a term proportional to the wind stress 
had to be subtracted from the bottom stress in order to 
match modeled and observed elevation when the drag 
coefficient was taken equal to its value without wind. 
For a northeasterly wind, this corresponds to an in- 
crease of the bottom stress, which can also be achieved 
by a decrease of the bottom drag coefficient. 
4.2. 
Bay 
Atmospheric Forces in the Chesapeake 
The second important feature noticed during the 
wind-driven circulation experiment is the relative im- 
portance of the driving forces in the Chesapeake Bay. 
While the modeled surface elevation is in excellent agree- 
ment with the observed elevations in the main stem, the 
estimated wind speed and direction in the upper Bay 
are not in as good agreement with the observations as in 
the lower Bay. Thomas Point buoy, which is situated at 
the narrowest portion of the Bay (Figure 2), was used 
to compare the modeled results with the observations 
in the upper Bay, and CBBT tide gauge station was 
used in the lower Bay. Near Thomas Point, the main 
stem changes its orientation from northwest-southeast 
to northeast-southwest and becomes shallower. During 
periods of weak wind, the topographic and narrowing 
effect should be dominant. The model grid spacing, 
roughly 2 km, is probably too large to correctly resolve 
the influence of the narrowing of the Bay. Instead, the 
correction is done to the wind stress in order to mini- 
mize the data misfit at Annapolis, which is the closest 
tide gauge station. When the wind becomes stronger, 
as in the case during a frontal passage, the surface ele- 
vation response to the wind is larger and the wind signal 
in the observations is also stronger. In those conditions, 
estimated and observed wind speed and direction are in 
excellent agreement. Further investigation with a finer 
grid than 2 km is needed to fully investigate the circu- 
lation in that area. 
A second effect that is neglected and could be a cause 
for the disagreement between estimated and observed 
wind is the inverted barometer effect, which induces 
an increase of the surface elevation for a low-pressure 
system and a decrease of the surface elevation for a 
high-pressure system. For example, Paraso and Valle- 
Levinson [1996] showed that for February 10-11, 1992, 
the barometric pressure rise contributed 57% to the sea 
level change at CBBT and, in general, the effects of 
the atmospheric pressure on sea level are not negligible. 
Vieria [1986] found that the 2-2.5-day sea level oscilla- 
tions in mid-Bay could not be identified with a seiche in 
the Bay but could be due to the atmospheric pressure. 
During the period corresponding to our study, changes 
in the barometric pressure are also important. From 
November I to 3, 1990, the atmospheric pressure was 
about 1023 mbar. It then decreased to a minimum of 
1002 mbar on November 6 after which it increased to a 
maximum of 1022 mbar in the afternoon of November 
7. High pressure during the first 3 days of November 
acted to decrease the surface elevation near Thomas 
Point and acts against the effect of the wind. The in- 
verted barometer effect, not included in our model, is 
accounted for through modification of the wind speed 
and direction. Also, this effect is likely to contribute to 
the model/data •nisfit increase on November 6 at Bal- 
timore and Cambridge (Figure 14). 
In order to improve the estimated wind field in the 
Chesapeake Bay, two remedies can be proposed. First, 
since it has been shown that the inverted barometer 
effect is not negligible in general [Paraso and Valle- 
Levinson, 1996], a natural extension of the MU circu- 
lation model is to include the inverted barometer ef- 
fect. The barometric pressure is routinely measured 
at the major airports, at Thomas Point buoy, and at 
the CBBT station, which could be used to estimate the 
pressure field over the Bay. Second, the wind field was 
taken constant during the assimilation period. How- 
ever, during frontal passages, the wind speed and direc- 
tion change quite rapidly, as well as the surface elevation 
in response to it. An estimate of the wind stress every 
3 hours would better represent the temporal changes 
of the wind field and therefore the wind effect on. the 
circulation in the Bay. These two improvements were 
beyond the scope of this present study. 
5. Summary and Conclusions 
The feasibility of dynamical assimilation of tide gauge 
observations was investigated to estimate the bottom 
drag coefficient, the surface stress, and the sea level 
at the Chesapeake Bay mouth, as a first step in im- 
proving the modeling of tidal and wind-driven circu- 
lation in the Bay. The circulation model used in the 
study was a two-dimensional vertically integrated shal- 
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low water model where the bottom stress is defined as 
a quadratic law with a drag coefficient defined in terms 
of a Chezy coefficient depending on the total depth of 
the water column and some roughness. The data as- 
similation technique was the variational adjoint method 
where the distance between modeled and observed sur- 
face elevations is minimized in order to get the opti- 
mal value of the control variables. The adjoint model 
code was developed from the tangent linear code of the 
circulation model, and the optimization technique was 
the limited memory quasi-Newton method [Gilbert and 
Lemar•chal, 1989]. 
Although the model is simple and does not include 
stratification, river runoff, or inverted barometer effect, 
the estimate of bottom friction and of surface stress by 
assimilating tide gauge observations from 10 permanent 
stations yields good agreement between modeled and 
observed surface elevation in the Chesapeake Bay. It is 
also found that a one-layer model is adequate to model 
the sea level and the response to the bottom friction and 
the wind stress in fall. Whether this is true in spring 
and summer when the stratification is strong requires 
further investigations. 
The assimilation experiments considered in the present 
study give some insight into the physics of the Chesa- 
peake Bay as well as into empirical quantities such as 
the bottom drag coefficient. It is found that the drag 
coefficient displays a fortnightly modulation. Its value 
for depth < 10 m doubles from spring to neap tide while 
the variation is much reduced in deeper regions. This 
fortnightly modulation is altered by the strength of the 
wind, which, during a frontal passage, yields a drag co- 
efficient value roughly independent of the depth of the 
water column. It is also found that the response to me- 
teorological forcing is different in the lower and upper 
Bay. While the estimated wind field in the lower Bay 
was in excellent agreement with the wind measured at 
the Chesapeake Bay Bridge Tunnel, the agreement in 
the upper Bay was not as good. The disagreement be- 
tween the estimated wind field in the upper Bay and 
that measured at Thomas Point would indicate that 
the response of the sea level to the barometric pressure 
could be at times as important as the response to the 
wind forcing in the upper Bay. 
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