For failure probability estimates of large structural systems, the numerical expensive evaluations of the limit state function have to be replaced by suitable approximations. Most of the methods proposed in the literature so far construct global approximations of the failure hypersurface. Rather than concentrating on the construction of the failure hypersurface, an adaptive local approximation scheme for the limit state function that is based on the moving least squares method is proposed in this study. It integrates well with existing importance sampling schemes and yields both efficient and robust estimates of the failure probability.
Introduction
The computation of failure probabilities by level III methods, such as Monte Carlo simulation (MCS) or Numerical Integration, requires a frequent evaluation of the limit state function, which is a numerically expensive operation for large structural models. In order to reduce the computational effort, a response surface method (RSM) is often employed, where an analytical expression is fitted by interpolation or regression to some evaluations of the limit state function. By means of Design of Experiments [1] [2] [3] [4] , the necessary evaluation points of the limit state function are obtained.
This approach can be traced back to Box and Wilson [5] . In context with reliability problems, first applications can be found in [6] , where Faravelli (see also [7] ) fits a response surface including the most influential random variables by means of a central composite design, while the other random variables are represented by their mean values. The quality of the approximation is assessed by statistical tests. In subsequent papers, e.g. [8] [9] [10] [11] [12] , the aspect that the response surface includes only a part of the random variables has not been further pursued and the response surface methods proposed in these papers are purely interpolation or regression methods.
In [8] , the main interest is an approximation of the limit state function in the vicinity of the point of most probable failure (MPP), i.e., the point on the failure hypersurface with maximum likelihood. Bucher and Bourgund [8] propose an interpolation with an incomplete second order polynomial (neglecting the crossterms) and an update of the response surface that is based on evaluation points centered around the point that lies on the failure hypersurface and on a straight line that links the mean values of the random variables with the approximate MPP. The main advantage of this algorithm is that the computational effort increases with O(n), where n is the number of random variables. Contrary to this interpolation polynomial, Wong [13] applies an incomplete second order polynomial with cross-terms, but where the square terms are omitted. Rajashekhar and Ellingwood [9] pointed out, that the results depend on the distance between the evaluation points and on the shape of the limit state function and that a criterion for the approximation quality of the response surface is missing. Therefore, they propose an adaptive selection of experimental designs, introduce the distance between the center point of the experiments and the approximate MPP as quality criterion and elaborate a criterion that helps to decide whether a cross term should be neglected in the interpolation polynomial or not. Moreover, they investigate experiments at distribution extremes, but conclude that there are no advantages with respect to computational effort and accuracy.
Kim and Na [10] try to iterate with linear response surfaces and project the evaluation points on the approximate failure hypersurface. Zheng and Das [11] improve this approach by adding square terms to the interpolation polynomial and a quality check. They introduce the idea to reuse the information at formerly evaluated points. Later, Gayton et al. [12] also consider the reuse of formerly evaluated points and elaborate an algorithm for iterative MPP estimates based on resampling of experiments. However, due to the use of a complete second order response surface, the computational effort is of O(n 2 ). The above mentioned response surface methods differ in the choice of the interpolation polynomial and of the evaluation points and it has been shown [14] that the obtained results are highly dependent on these choices and on the shape of the actual failure hypersurface. According to Hurtado and Alvarez [15] , this is due to the rigid and non-adaptive structure of the models implemented by response surface methods. Moreover, it is noted that global approximations are often constructed for parameter spaces that ignore constraints imposed by the physical nature of the problem. Proposals to circumvent these problems encompass iterative updating of the response surface [9] [10] [11] [12] , introduction of hyperplane approximations [16] [17] [18] and of artificial neural networks [19] [20] [21] [22] . Hyperplane approximation methods show a tendency to link importance sampling methods and response surfaces, but are limited by the necessity to find evaluation points that lie on the failure hypersurface and by gradient computations. Regarding neural networks, [15, 22] report that radial basis functions perform better than backpropagation multilayer perceptrons, since the former can better represent local information. However, artificial neural networks need a properly chosen training set.
From the references cited above, it can be concluded that an approximation of the limit state function or the failure hypersurface must be flexible enough to provide highly accurate results close to the MPP and rather coarse approximations elsewhere. Therefore, the approximation procedure must be adaptive, and a criterion to assess the quality of the solution is mandatory. In order to deal with problems involving, even after a suitable reduction, a considerable large amount of random variables, it is necessary to reuse the information at previously evaluated points and to predict only what must be predicted: the sign of the limit state function for the samplings provided by an importance sampling scheme.
The moving least squares method (MLS) [23, 24] seems to be an ideal candidate for a flexible approximation scheme. By selection of a few parameters, cf. Section 3, it can provide accurate as well as coarse approximations, depending on the region of interest. Moreover, it can be easily combined with importance sampling schemes.
In this study, a robust and efficient local approximation scheme of the limit state function that is based on the MLS for the estimation of failure probabilities is proposed. The major advantages of the proposed local approximation are that (1) the limit state function is evaluated close to the region of most likely failure only; (2) it is not necessary to compute zeros of the limit state function; (3) all evaluation points are reused; (4) there is an interaction between importance sampling schemes and the limit state approximation; (5) the quality of the approximation can be assessed and a convergence criterion can be established; (6) the procedure is easy to implement.
The algorithm consists of four basic parts (cf. Fig. 1 ):
(1) an initial optimization algorithm that directs the simulation to the region(s) of most likely failure; (2) a local approximation algorithm for the limit state function that is based on the data points obtained in step 1; (3) an importance sampling algorithm that makes use of the results obtained in step 1 and the local interpolation of the limit state function of step 2; (4) an adaptation procedure in order to improve the importance sampling scheme and/or the quality of the interpolation result.
While the optimization schemes, the moving least squares approximation and the importance sampling schemes are well established in their respective areas of application, they are linked in this paper by an adaptation procedure, for which a quality measure based on a ranking is provided. The following sections introduce and discuss suitable implementations for the parts of the algorithm. After that, several examples are given in order to illustrate the efficiency of the proposed method.
Optimization algorithm
The problem addressed in this paper is the approximation of the probability of failure of a structure, which may be defined as
where p(h) is the joint probability density function of the vector of random parameters h, F ¼ fh j gðhÞ 6 0g denotes the failure domain and g(h) the limit state function. In engineering practice, the limit state function may be given in implicit form only, e.g. as a result of a stability analysis, or constructed as the union of several failure domains, each representing a structural failure mode. For large finite element systems, the evaluation of the limit state function may be very time consuming and should be reduced to a minimum. The probability of failure may be estimated from MCS. Usually, the major contributions to the integral in Eq. (1) stem from regions around the MPPs. Efficient simulation techniques try to concentrate the sample points in these regions. The computation of the MPPs is an optimization problem, that can be solved by non-linear programming techniques or evolutionary methods.
Non-linear programming
The MPP can be obtained from an optimization problem with an equality constraint by eventually transforming the random variables and the limit state function to standard normal space. Several algorithms can be applied for solving this non-linear constraint programming problem, see e.g. [25] for details.
Metropolis algorithm
Starting from a sample point that falls in the failure domain, the Metropolis algorithm [26] produces sample points that cover the region of most likely failure. LetpðnjhÞ be a given probability density function (p.d.f.) that is symmetric with respect to its arguments. Starting from a sample point h i lying in the failure domain, the successor h i+1 is obtained in the following way: first, a sample point n is generated frompðnjh i Þ and the ratio q = I g<0 (n)p(n)/p(h i ) is computed. The indicator function I g<0 (h) is 1 in the failure domain and zero elsewhere. If q is greater than or equal to one, then h i+1 = n. However, if q is smaller than one, h i+1 = n with probability q and h i+1 = h i with probability 1 À q.
It can be shown [27] that the algorithm generates a first-order Markov chain. Moreover, the asymptotic distribution of h is given by the optimal sampling density I g<0 (h) p(h)/P F [28] . Unfortunately, the asymptotic result is useless in the context of this study, as the convergence speed towards the optimal sampling density is decisive. However, the convergence speed can be influenced by several parameters, which are discussed in the following.
Contrary to what has been stated in [28] , experiences indicated that the type of the p.d.f.pðnjhÞ has a great importance for the robustness of the simulation scheme. Especially, it has been found that bell-shaped p.d.f.s yield a more robust scheme, while the results obtained with an n-dimensional uniform p.d.f. were very sensitive with respect to the side lengths of the hyper cube for whichpðnjhÞ > 0. In general, assuming forpðnjhÞ > 0 a product of n unidimensional Gaussian p.d.f.s with mean h i , i = 1, . . . , n, and standard deviation r i , i = 1, . . . , n, is a good choice, as it allows for rather short steps (with a higher probability) but also larger steps. The parameters r i affect the distance the next sample point can depart from the actual one. Choosing r i too large will yield a large spread of the generated data points, with many sample points falling in unimportant regions. On the other hand, if r i is too small, the convergence will be very slow and chances are high that after a certain number of generated sample points the important regions are not covered by the sample points.
To speed up the algorithm, it is possible to introduce a relaxation parameter c > 0, such that the next sample point is accepted with probability min(0,cq) and rejected with probability max(0,1 À cq). Obviously, c > 1 corresponds to a more progressive and 0 < c < 1 to a more conservative algorithm.
As mentioned above, the proper choice of the parameters c and r i is crucial for the convergence speed of the algorithm and may vary from problem to problem. Thus, it might be important to adapt the parameters in course of the simulation procedure. For sample points n that fall in the failure domain, the parameter c may be modified as follows: if c old q > 1, then
, else c new = 1 + c (c old À 1), where c is slightly greater than 1, i.e. between 1 and 1.5. In the same way, the standard deviation r i may be adapted: if q > 1
where usually abs is greater than 1 (between 1 and 1.5) and rel smaller than 1 (between 0.5 and 1). This formulation accounts for an absolute as well as a relative change of r i with respect to the generated sample points. In order to not produce excessively large or small standard deviations, formula (2) and (3) should not be directly repeated more than twice. Also the initial sample point h 0 may have a considerable influence on the convergence speed. It is in general chosen according to the engineer's best knowledge and is not subject to modifications.
Example. Consider the limit state function [28] 
where c is a constant and h 1 , h 2 are standard normally distributed random variables. For c = 3, the system has two MPPs, situated at (0,3) and ð3= ffiffi ffi 2 p ; 3= ffiffi ffi 2 p Þ. As Fig. 2 indicates, depending on the parameters of the algorithm (the starting points as well as c were the same for both cases), few sample points may be sufficient to cover the region of most probable failure.
Local approximation based on MLS
The MLS approximation scheme [23, 24] has been frequently employed in conjunction with meshless methods. It has a reasonably high accuracy and can be easily extended to problems of arbitrary large dimension. Consider a neighborhood X h of the sample point h, for which the MLS approximation gðhÞ of the limit state function should be calculated. For h 2 X h , the MLS approximant is defined by gðhÞ ¼ p T ðhÞað hÞ, where p(h) is a complete monomial basis of order m and að hÞ contains the m interpolation coefficients, which are determined from the n given data points h i , i = 1, . . . , n, by minimizing the weighted discrete L 2 norm ½Pað hÞ Àĝ T Wð hÞ½Pað hÞ Àĝ; ð5Þ
where P is the n · m dimensional matrix Wð hÞ is the n · n dimensional diagonal matrix containing the values of the weight functions w ii ¼ wðh i À hÞ > 0 and the n dimensional vectorĝ contains the values of the limit state function at the sample points h i , i = 1, . . . , n. The minimization procedure leads to the following linear system for the interpolation coefficients 
that depend only on the Euclidean norm d ¼ kh i À hk. In this study, spline weight functions are used exclusively, as the Gaussian weight functions contain an additional parameter r, which is difficult to determine unless it is not directly related to r. The size of the support r determines the local character of the approximation. If r is too small, then the regularity of Að hÞ may not be assured. On the other hand, if r is too large, the local character of the interpolation scheme is violated. The quantity r may vary according to whether or not h is close to the failure hypersurface. As long as there is a common scale factor, r can be used to introduce a quality measure of the approximation with respect to a given sample point. From the fact that the local interpolation should be well defined for all sample points, one can obtain a minimal value for the scale factor. By comparing the scale factors of different sample points, the accuracy of the estimates of the probability of failure with respect to the underlying approximation can be assessed.
Importance sampling
The integral appearing in Eq. (1) can be written as
where the weighting density functionpðhÞ has been introduced. The purpose of the weighting function is to reduce the variance of the estimator
from simulated results. Theoretically, the variance can be reduced to zero, but this would require a priori knowledge of the p.d.f. p(h) in the failure domain.
Importance sampling using MPPs
A good choice for the weighting function are multi-normal p.d.f.s centered around the MPPs. The variances should not be too small; they can be set according to engineering judgement or by means of adaptation strategies [29] .
Kernel sampling density algorithm
Starting from the initial sample points obtained as described in Section 2, a kernel sampling density is constructed as in [30] with adaptive bandwidth parameters as recently introduced in [28] :
where p N (h) is the Gaussian p.d.f.
with the covariance matrix l of the sample points h i , i = 1, . . . , M. Thus, the sampling density is a sum of Gaussian densities constructed in each of the sample points h i , i = 1, . . . , M, whose domain of influence is controlled by the factor wk i . With a suitable choice of k i , a larger zone of influence can be generated for regions of lower probability density, while w can be adapted to reduce the variance of the estimator for the failure probability. According to [28] , an optimal value for k i is with the sensitivity parameter a, 0 6 a 6 1, and w can be obtained from minimization of 
Adaptivity
The adaptation procedure proposed here is based on an evolutionary strategy, where the created sample points are ranked according to their quality with respect to the estimation of the failure probability. An importance sampling point h i , for which the value of the limit state function can be predicted with relatively high uncertainty only is characterized by the following three properties:
• the sample point is close to the failure hypersurface, i.e. j gðh i Þj is small;
• the probability p(h i ) of the sample point is relatively large;
• the minimal support size r i for that sample is relatively large.
From these properties, one can define a ranking of the generated sample points with respect to the uncertainty they introduce when the failure probability is estimated. For this, the sample points are ranked with respect to j gðh i Þj, p(h i ) and r i , respectively and the results of the rankings are multiplied with a weight, added and ranked once again. As numerical experiments indicate, the choice of the weight is not crucial for the convergence velocity of the algorithm, if the first property has at least as much weight as the second or third criterion.
For the sample points which introduce the highest amount of uncertainty, the exact value of the limit state function is calculated. These sample points can be added to the base values of the interpolation algorithm.
Moreover, the sample points in the failure domain, but closest to the failure hypersurface with highest probability are used in the next iteration step as base sample points for the importance sampling scheme. In this way, an interaction between the MLS approximation of the limit state function and the importance sampling scheme is obtained.
Examples
The first example deals with the limit state function already introduced in Eq. (4). The probability of failure for this example, 2.53 · 10 À3 , has been obtained by direct MCS using sufficiently large sample sizes. In order to evidence the approximation quality of the MLS method, importance sampling with standard normal densities at the MPPs is considered. The initial evaluation points for the MLS approximation were arbitrarily generated from the importance sampling density, while in each step, 10 more evaluation points were added using the adaptation procedure described above. The approximations were started from 5 initial evaluation points, that were determined by simulation. The estimates were obtained from 20,000 sample points. The weights for the three criteria stated in Section 5 were 0.6, 0.3 and 0.1, respectively and 10 points were used for the MLS regression. The following relative errors have been evaluated: with p F = 2.53 · 10 À3 and the estimated probability of failure obtained by evaluating the limit state function ðp F Þ and by approximating the limit state function ð p F Þ using the MLS scheme. gl measures the overall error between the exact solution and the proposed procedure (importance sampling and local approximation), while app takes only the effect due to local approximation into account. From Fig. 3 , it can be seen that the error decreases rapidly with growing number of additional evaluation points. For this two-dimensional example, one can conclude that the algorithm yields a reasonable small approximation error after only 50 additional limit state function evaluations.
Next, coupling of the local approximation with the Metropolis algorithm has been investigated. The starting points and the parameters of the Metropolis algorithm were chosen in such a way that for the first trial, both MPPs were detected, while for the second trial, only one MPP was detected at the beginning of the sampling, cf. Fig. 4 . From Fig. 5 , taken after 5 adaptation steps, it can be seen that the proposed adaptation procedure is capable of detecting the second MPP and modifying the sampling density such that the important region is uniformly covered by the sample points.
In order to judge the predictions obtained with the Metropolis algorithm, an additional relative error, additional evaluation points, this difference is more pronounced for Met and is reduced for gl by a beneficial superposition of local approximation error and sampling error. Fig. 6 indicates that the error due to local approximation of the limit state function drops sharply after 150 additional evaluation points. At the same time, also the Metropolis algorithm reaches a better approximation quality (cf. Fig. 7 ). After 150 additional evaluation points, the approximation error remains low, i.e. less than 10%. As Fig. 9 indicates, convergence of the estimates for the failure probability can be detected based on a change of the coefficient of variation for the estimates. In this region, relative errors seem to be lower for 20,000 sample points than for 5000.
From the results summarized in Figs. 7 and 8, it can also be seen that the approximation quality of the MLS method can be enhanced by a small number (between 10 and 20) of additional limit state function evaluations. Thus, most of the limit state functions evaluations are needed to direct the Metropolis algorithm to the region of most probable failure. In comparison with the 50-70 limit state function evaluations necessary in the first study with importance sampling at given MPPs, this smaller number results from the fact that the limit state function evaluations of the optimization procedure for detecting the regions of most probable failure were reused in the MLS algorithm.
The next example has been chosen as to investigate the increase in limit state function evaluations with the number n of random variables involved. For most approximation algorithms, the growth in the number of limit state function evaluations is superlinear. The following limit state function has been studied:
where h i are standard normally distributed random variables. As the Metropolis algorithm seems not to be capable to generate good quality importance sampling densities in higher dimensions, an importance sampling density with unit variance has been introduced at the MPP, which is given by h 1 = 4 and h i = 0, i = 2, . . . , n. By means of this density, 30,000 sample points were generated for each problem under consideration.
In the following, approximations of the failure probability were computed and further refined by introducing additional evaluation points at which the limit state function is evaluated. From 10 trials, the number of evaluation points such that the approximation error for the failure probabilities falls below a certain limit during three succeeding adaptive refinement steps is recorded and averaged. The results are plotted in Fig. 10 for a 5%-, 10%-and 15%-limit. It can be seen that the growth of the number of limit state function evaluations with dimension n of the problem is dependent on the error level: for an error of 15% the growth is sublinear, for 10% almost linear and for 5%, the number of limit state function evaluations grows superlinear with dimension n.
Conclusions
In this paper, a local approximation method for the limit state function in context with reliability computations has been proposed. The method is very versatile, easy to implement and integrates well with existing importance sampling schemes. The method reuses the limit state function evaluations necessary for solving the optimization problem that is connected with the determination of the MPPs. Moreover, the method is capable to interact with the importance sampling scheme in a way that the importance sampling is directed to regions of most probable failures including MPPs that were not detected by the initial optimization algorithm.
Numerical examples have evidenced the fast adaptation of the proposed method and its good approximation quality, even for higher dimensional problems. In this context, it has been noted that often, the error induced by the estimation of the failure probability is larger than the sole approximation error. At least, the latter can be drastically reduced by adding a few base sample points.
The interaction of the proposed method with two importance sampling strategies, based on importance sampling using MPPs and the Metropolis algorithm has been demonstrated in this paper. An integration with other importance sampling techniques seems not to be very difficult and can be done, e.g. by generating arbitrarily the first few evaluation points by means of the sampling density.
