One of the strategies that air travellers employ to save money is self-connectivity, i.e. travelling with a combination of tickets where the airline/s involved do not handle the transfer themselves. Both airports and airlines, particularly low-cost carriers, have recently started catering to the needs of this type of passengers with the introduction of transfer fees or the development of self-connection platforms. The evidence provided by the existing literature, however, suggests that the degree of implementation of these strategies falls short of its true potential. In order to investigate how much self-connectivity could be observed in global air transport markets, this paper develops a forecasting model based on a zero-inflated Poisson regression on MIDT data. We identify the airports that have the highest potential to facilitate self-connections, as well as the factors that hinder or facilitate the necessary airline agreements at major locations. The results from this paper have many implications in regards to the widespread implementation of self-connection services and the future of the air travel industry.
INTRODUCTION
In recent times, low-cost carriers (LCCs) have experienced increased competitive pressures. They have become less able to exploit new sources of latent demand in mature air transport markets and have suffered from increasing route density problems (de Wit and Zuidberg, 2012) . LCCs have also been affected by the reconversion of holiday charter operators into scheduled airlines with business models that are relatively close to the low-cost paradigm (Dobruszkes, 2013) . In this context, a widely reported process of "hybridization" has occurred, with many LCCs adopting several characteristics of traditional full-service operators (Klophaus et al., 2012) , with whom they now compete more directly (Morrell, 2005) . These characteristics include, price bundling, codesharing agreements, and the operation of connecting flights on top of their traditional point-to-point services (Morandi et al., 2015; Fageda et al., 2015) . In Europe, Vueling and Air Berlin were among the first LCCs to start offering flight transfers in their hub at Barcelona and Palma de Mallorca respectively. Another example is Norwegian, which charges a connecting fee primarily to cover the costs of transferring passenger baggage between its own flights. Globally, Air Arabia (UAE) and Citilink (Indonesia) are known for offering flight connections at their main bases (ICAO, 2014) . The provision of these services shows that LCCs are interested in generating new sources of revenue by catering to the needs of self-connecting passengers, who design their own flight itineraries outside the boundaries of traditional airline connectivity with the objective to save money. These passengers travel on a combination of multiple tickets and take care of their own baggage transfers since the airline/s involved do not handle the transfer themselves. This definition includes both inline LCC transfers as well as other types of interline connections (ViaMilano, 2016) . In some LCC airport bases is common to see price-sensitive passengers sleeping in the terminal to self-transfer between late-evening and early-morning flights. Some well-known cases are London-Stansted, Bergamo and Bordeaux airports.
A few European airports have also shown interest in tapping this segment of demand (Fageda et al., 2015) . For example, London Gatwick and Milano Malpensa implemented new platforms to facilitate self-connections and improve travel experience. In exchange for a fee paid during the reservation process (available from online booking platform/s that participate in the scheme), self-connecting passengers at Gatwick are offered, at the very least, a baggage transfer service as well as insurance against the risk of missing their onward flight in the event of delays (Gatwick Airport, 2015) . Gatwick is indeed a special case, and the success of these programmes depends critically on airlines signing up to these services (in order to increment the potential number of self-connecting itineraries covered at each airport) 1 . From airlines' perspective, the advantage of participating in such schemes may be linked to the potential benefits that interline connectivity brings in terms of economies of traffic density (Starkie, 2007) .
From the airport's perspective, a direct benefit is linked to increased non-aeronautical revenues generated by the extra connecting passengers (Malighetti et al., 2008) . However, they can also benefit in terms of route development, particularly if self-connections help improving the way in which short-haul low-cost frequencies feed passengers to long-haul flights, thus making international routes more sustainable in the long term (Fageda et al., 2015) and potentially developing the airports' position as international gateway. In relation to this, the CEO of Gatwick Airport argues that their "diverse short-and long-haul airline mix" improves the airport's suitability to host a self-connection platform (The Independent, 2015) . Another argument in support of that idea is the development of low-cost long-haul services (De Poret et al., 2015) that effectively expands the scope of LCC self-connectivity to long-haul markets as new opportunities arise for passengers to find cheap fares in these longer routes. The negotiations between Ryanair and Norwegian (who operates long-haul frequencies) in regards to possible collaboration clearly indicate that airlines are keen to develop those travel opportunities (CAPA, 2016) .
In spite of the above, the fact that self-connectivity is primarily a passenger strategy to save in airfares indicates that price-sensitive leisure travellers would remain the key target for this type of self-connection platforms (Burghouwt, 2007; Maliguetti et al., 2008; Fageda et al., 2015; OAG, 2016) 2 . This fits nicely with the kind of passengers and destinations that LCCs all over the world typically focus on: short-to-medium-haul holiday markets (Dobruszkes, 2013) . Hence, it is not surprising to find many short-to-medium-haul Mediterranean destinations among the self-connecting routes promoted by Gatwick and Milano airports even in markets that are well served by direct frequencies or traditional flight connections (See e.g. Gatwick Airport, 2015; Via Milano, 2016) .
The existence of both short/medium and long-haul dimensions of self-connectivity suggests that a complex assessment of an airport's potential to develop this type of traffic platforms is warranted, yet still not available in the literature. Depending on an airport's geographic location and airline mix, different patterns of specialization in self-connecting routes could appear. In addition, while the existing literature on the topic of self-connectivity is scarce (Malighetti et al., 2008) , it clearly concludes that there is substantial potential for interline connectivity to be exploited by passengers. The previous contributions, however, are exclusively based on airlines schedules data and hence, there is room to improve on existing methods by adding information on actual itineraries flown by passengers. An exploratory study on this topic will be particularly valuable in the current early stages of implementation by airports and airlines worldwide.
In this context, we aim to evaluate the potential for widespread development of this type of traffic and the implications for airports and airlines. To that end, we use a Quality of Service Index (QSI) methodology, based on coefficients obtained using a zero-inflated Poisson regression on global MIDT data for June 2014, to forecast the amount of traffic that could be captured by self-connecting travel alternatives created using a connections builder (CB) algorithm. We identify the airports that have the highest potential to facilitate self-connections and investigate (with a second-stage regression) the role that geographic location, destination mix, or airline dominance play in generating that potential. In addition, we discuss the factors that hinder or facilitate the necessary airline agreements at the major locations.
The rest of this paper is structured as follows: Section 2 provides a review of the literature in all subjects relevant to the paper and discusses our main contributions. Section 3 introduces the case study, describes the MIDT dataset, and the methodology, including the connections builder and Poisson regression. Section 4 presents the results and discusses their main business implications. Finally, Section 5 summarizes our findings, addresses the limitations of our model, and proposes new paths for future research.
LITERATURE REVIEW
We build on existing literature to justify the scope of our contributions and define our methodological process. The phenomenon of self-connectivity was firstly defined by Burghouwt (2007) as "self-help hubbing". Later, it was analysed in more detail by Malighetti et al. (2008) and hinted by Jimenez et al. (2013) . More recently, Fichert and Klophaus (2016) and Maertens et al. (2016) scoped the self-connectivity market out. Using data on airline schedules, Malighetti et al. (2008) developed a method to find the quickest-travel-time itineraries 3 within the European air transport network. Their main conclusion is that the majority (two thirds) of the fastest indirect itineraries were provided outside the scope of the airline alliances. In regards to the airports with the highest potential, their results reveal that airports that are relatively "central" to the European network, in both a geographical and a topological sense, are found to be the ones with the highest potential for self-connections (e.g. Munich, Paris-CDG, Stockholm, Helsinki). Fichert and Klophaus (2016) explore the selfconnecting, hubbing and codesharing options of seven European airlines and suggest that airports support of self-connections is a soft approach for connection building. Using the same type of supply data as Malighetti et al. (2008) and an SQL method, Maertens et al. (2016) also assess the potential of transfers between European LCC services. They identify Barcelona, London Gatwick and London Stansted as the airports with the largest LCC transfer potential. Overall, the studies above support the hypothesis that there is indeed a large opportunity for widespread development of self-connecting travel services.
From a methodological perspective, however, we aim to advance their methods by complementing the airline schedules with data on actual passenger demand (MIDT) that provides indication of the passengers' full itineraries. This is a novel contribution to the literature on self-connectivity in airline networks. It is a relevant improvement since it allows us to assign a value to each travel option based on observed demand: 1) how many passengers do actually want to travel between any two places? 2) how strongly competitive are all available travel options that passengers have actually taken within the same market? Furthermore, we employ a second-stage regression to identify the drivers of airport self-connectivity, particularly those related to airport centrality (as suggested by Malighetti et al., 2008's results) and airline/destination mix as suggested by Gatwick Airport.
Answering to this last question is a typical challenge faced by airport marketing practitioners, particularly when working in the area of route development. In this context, Halpern and Graham (2013) note the widespread use of connection-building (CB) algorithms that feed on airline schedules and return a set of valid travel itineraries (non-stop or indirect 4 ) for the selected market/s. The validity of these itineraries is ensured by introducing minimum connecting time (MCT) restrictions (Veldhuis, 1997; Burghouwt and de Wit, 2005) . For simplicity, many applications employ constant MCTs depending on the type of connection (i.e., domestic or international). This is the approach implemented by Malighetti et al., (2008) when evaluating self-connectivity in the European network (a 60-minute threshold was set for intraEuropean connections). We aim to improve on that method by using published MCTs that are specific to the relevant airport and airlines. This will allow the CB algorithm to deliver a more precise set of valid travel itineraries. A second advantage of that approach is that the quality of airport connectivity will more closely reflect the characteristics of each airport, particularly their terminal layouts that is one of the factors behind the published MCT values 5 . A second challenge for the design of a CB algorithm is to define rules to discard unrealistic travel itineraries that should not be included within a pool of competitive travel options for passengers. To that end, the established approach is to define maximum connecting times and/or maximum geographic detours (for example, to exclude itineraries that involve backtracking). Seredyński et al. (2014) combined both types of impedances in relation to the non-stop travel time in each market (thus defining a maximum travel time increase). They showed how this approach helps the CB to return fewer unrealistic itineraries. We will implement this approach in our methodology.
A second element of our methodology is forecasting, for which there is a wide range of established methods, including gravity models (Grosche et al., 2007) , logistic regression (Coldren et al., 2003; Coldren and Koppelman, 2005) , Neural Networks (e.g., Zhang and Qi, 2005) , or the Quality of Service Index-QSI (Tembleque-Villalta and Suau-Sanchez, 2015) . According to Halpern and Graham (2013) , QSI models have been adopted as an industry standard and are widely applied by airports to forecast market shares of new routes. In order to improve the applicability of our results in a practitioner context, we adopt the QSI method to our case study. QSI models assign a weighted "score" to each travel alternative based on a set of predictors of passenger choice. Market shares are then calculated as the ratio between the individual scores and the sum of the scores of all travel alternatives in each origin and destination market. Wei and Hansen (2006) highlight the arbitrary nature of predictor weights on most QSI applications as a common criticism levied on these models. In order to address this shortcoming, we calibrate the variable weights using an econometric regression on MIDT data. In accordance with the nature of passenger bookings, we model it as count data and employ both Poisson and negative binomial regression models (Mao et al., 2015) . These have been used for air travel demand forecasting (Johansson et al., 2011; Mao et al., 2015) as well as in areas like airline reservation systems (Lee, 1990 ) and airline safety (Madsen et al., 2015) . Our case study, however, is different from previous applications in which we also need to model the absence of demand for the majority of valid itineraries available in air transport networks. We employ zero-inflated models to that end, which is a first in this subject area.
The most common predictors of air travel demand include fares, frequencies (typically over an average week), connecting times, number of stops, travel detours (both geographical and in terms of travel time), aircraft type, booking class (e.g. business vs. economy), or departure time (Tembleque-Villalta and Suau-Sanchez, 2015) . All these variables will be included in our regression model, except booking class, for which information is not available. The broader literature on airport choice has also established the importance of airport surface accessibility (Ashford and Bencheman, 1987; Windle and Dresner, 2002; Pels et al., 2003; Johnson et al., 2014; Hess and Polak, 2005; Lieshout et al., 2015) . However, we cannot account for this variable either due to the lack of information about the place of residence of passengers. This paper also contributes to the literature on LCC interline agreements, which already includes theoretical (Kawamori and Lin., 2011) and empirical studies (Morandi et al., 2014) . Past contributions focus mainly on alliance membership and codesharing, with no previous discussions on self-connection agreements. However, we argue that, due to the similarities with other types of interline collaboration, the incentives of LCCs to enter into these agreements must be linked to the same factors that explain the existence of LCC codeshares, which were investigated by Morandi et al. (2014) . These authors highlight the positive impact of reciprocity, which is likely to be a relevant factor for self-connections as well since the feeding airline (the airline that serves the first leg) assumes the risk of passenger compensation if its flight is delayed. The lack of symmetry in traffic flows (which we will be able to measure with our data) may result in an unbalanced distribution of risk between both airlines. We will build part of our exploratory discussion on potential self-connection agreements on this concept.
In summary, we contribute to the literature on self-connectivity in airline networks by employing data on passenger demand and published minimum connecting times to improve the quality of our connectivity and forecasting models. While we use established methods (such as CB, QSI, and econometric regression), we adapt them to the characteristics of our case study by using zero-inflated count data models. Regarding the results, we provide the first regression analysis on the drivers of airport self-connectivity, the first ranking of airports based on demand-weighted potential for self-connectivity as well as the first discussion on the hurdles and facilitating factors of airline self-connecting agreements.
DATA AND METHODOLOGY

Case study and datasets
We focus on global air transport markets, as represented by the passenger itineraries included in our MIDT dataset for the first week of June 2014. Each record contains information on the ticketing airline, as well as the points of origin and destination, the connecting airports (up to two intermediate stops), and the number of passengers. In total, the MIDT dataset contains 1.4 million different itineraries in 462,599 origin-destination markets, involving slightly over 54 million passengers, 23% of which (12.3 million) travel indirectly (i.e. with at least an intermediate stop) to their destinations. Table 1 shows the distribution of this global demand for indirect air travel by geographical markets. The largest market for connections by far is the North American one, followed by Asia-Pacific and the European Economic Area (EEA). These three intra-regional markets account for 46.5% of global connections. In regards to intercontinental markets, the busiest ones connect the three aforementioned regions as well as North America with Latin America and Caribbean. Table 2 also shows the top-ten airlines according to global passenger bookings. Note the presence of three LCCs such as Southwest, Ryanair, and Easyjet, which supports the hypothesis that a large number of self-connecting travel alternatives will be found among these airlines that do not typically transfer flights with themselves or other airlines. Table 3 provides summary statistics on the available price data. While the average fare of nonstop trips is lower than indirect trips, the price distributions present substantial overlap between itinerary types, thus indicating that it is possible to find indirect itineraries that undercut their non-stop counterparts. The quality of the price data is not optimal tough. Only 28.8% of itineraries in the MIDT dataset include price information. This poor coverage limits the role that airfares can play in our QSI model. The original sources of information for the MIDT dataset are Global Distributions Systems (GDSs) such as Galileo, Sabre, or Amadeus, among others. MIDT is a common data source in the construction of airport route development reports (Halpern and Graham, 2013) . The raw data on the passenger bookings has been adjusted by the provider (OAG Traffic Analyser) using a proprietary algorithm based on frequencies and supplied seats in each flight sector. The reliability of these adjustments has been discussed in past studies that also employed these types of datasets for connectivity purposes (e.g, Suau-Sanchez et al., 2015 , 2016 .
The CB algorithm is built on a dataset of global flight schedules during the first week of June 2014, whose primary source is the OAG Schedules dataset. After simple data processing, the supply dataset comprises 655,987 unique records of scheduled passenger flight departures for 747 airlines that offered 89.7 million seats across a network of 2,998 commercial airports. Each record indicates the operating airline, alliance membership (if applicable), flight number, origin and destination airport codes, aircraft type, number of seats, flight distance, departure and arrival times, and departure and arrival terminals (if applicable). Finally, we also have a dataset of minimum connecting times, including the airports' default values plus around 68,000 airlinespecific exceptions. This was obtained from the OAG Connections Analyser.
Connection Builder
The passengers' choice of itinerary is affected by many variables, one of which is flight frequency. This is measured using a CB method that finds all valid travel itineraries for the observed origin and destination markets. For each MIDT record, a search is made in the schedules dataset for all valid flight combinations from the origin airport/city to the destination airport/city (up to a maximum of two stops). Airports in multi-airport systems are considered mutual substitutes and hence pooled together as they belong to the same market. The reason for this is that self-connecting passengers tend to be price-sensitive passengers (Burghouwt, 2007; Maliguetti et al., 2008; Fageda et al., 2015; OAG, 2016) . They are usually footloose and look for the ground transport option (Hess and Polak, 2005) and airport that allows them to complete the overall itinerary in the most affordable way.
No interline restrictions are imposed through flight connections within the same alliance as flagged as such. For a flight combination to be valid, it must meet the published minimum connecting times 6 .
CB should also be able to discriminate between realistic and unrealistic flight combinations (Redondi et al., 2011; Seredyński et al., 2014; Grosche and Klophaus, 2015) . To that end, we impose a maximum allowable geographic detour for each market (ratio between indirect and non-stop flight distance). In order to mitigate the influence of outliers (exceptionally large detours are observed for a negligible share of passenger itineraries), we discard every flight combination found by the CB algorithm that is above the 95% percentile of the market-specific distribution of geographic detour calculated from the itineraries in the MIDT file. An additional constraint is imposed in regards to maximum travel time increase (ratio between total indirect travel time, including flight connections, and non-stop travel time 7 ). That limit is established 6 Previous studies consider a standard minimum connecting time of 45 minutes for all airport (See for example Veldhuis (1997) , Burghouwt and de Wit (2005) , Burghouwt (2007) , Suau-Sanchez and Burghouwt (2012) or Maertens et al. (2016) ). The application of a clear and consistent airport-specific criterion for minimum connecting times (i.e., the published minimum connecting times) allows us to provide a more transparent appraisal comparable across markets. We acknowledge, however, that the implementation of a self-connectivity platform could involve a modification of the minimum connecting times. For example, ViaMilano only connects flights with a MCT of 90 minutes. 7 In the absence of direct flights, a hypothetical non-stop travel time is calculated using average travel speeds for the relevant aircraft, trip distance, and direction of travel.
at the 95% percentile in the distribution of travel time increase. This distribution includes all passenger bookings in traditional flight combinations within a one-hour window with respect to the best weekly indirect travel time in the market 8 . Table 4 shows the top ten airports in regards to the number of potential flight combinations identified by the CB algorithm under the above restrictions. Initially, a flight combination is labelled as "self-connecting" if either: 1) both arriving and departure airlines are LCCs (following the list provided by ICAO, 2014) 9 , or 2) arriving and departure airlines are not part of the same alliance (including all subsidiaries of partner airlines). This broad definition, however, leaves some traditional flight connections misclassified, such as those provided in virtue of out-of-alliance interlining agreements and the transfer services already provided by LCCs at selected locations. We identify these cases if by cross-checking our CB flight combinations against the published Minimum Connecting Times, as it is common that airlines providing those special connections file an exception to the airport's default values. As seen in Table 4 , there is indeed a latent potential for self-connectivity in the worldwide air transport network, to be exploited primarily by US and European hubs. The outcome of this stage is a dataset of 16.8 million unique itineraries that the CB identified as valid travel alternatives within the selected markets. These records include all fields that identify the individual flights taken by the passengers, such as operating airlines, flight numbers, departure and arrival times and terminals, and seat capacity.
Poisson regression and QSI model
Once we have obtained an initial set of travel itineraries for all sample markets, we combine the CB information with the passenger bookings in our MIDT dataset in order to develop a forecasting model 10 . With that model, the goal is to produce 1) a baseline scenario that represents the current situation (as of June 2014) in terms of self-connectivity, and 2) two different development scenarios that show predicted self-connecting traffic flows in the event of a widespread implementation of self-connectivity platforms, such as GatwickConnects or ViaMilano.
The combination of the CB flight frequencies with the MIDT weekly passenger bookings returns a dataset of 3.03 million consolidated itineraries 11 . 74.92% of the consolidated records (2,271,082) did not have any passenger bookings. These itineraries are kept in the dataset because, for our research purposes, it is crucial to understand the factors that make valid itineraries (that meet all published minimum connecting times) not capture any demand. The self-connecting nature of many of these itineraries is expected to be one of these factors.
The dependent variable is the number of weekly passenger bookings per itinerary. Table 5 provides some descriptive statistics on this variable. Note that bookings only take non-negative integer values; hence, it can be defined as count data (Mao et al., 2015) . Poisson regressions are typically used to model count data. However, these models are restrictive in the sense that the Poisson distribution assumes that the conditional mean is equal to the conditional variance. This assumption is not met by our data (Table 5) , which shows clear signs of overdispersion. One way to deal with the high variance is to account for the distortion associated to the excessive amount of zero-booking travel itineraries. To that end, we employ a zero-inflated Poisson regression in order to separate between "true zeros" and "excess zeros" (Greene, 1994) . This method models two separate data generation processes for each observation (one that generates zero counts and another generating Poisson counts), with the result of a Bernoulli trial indicating which process is used. Thus, for travel itinerary i (Yi), the zero-generating process is chosen with probability φi and the Poisson process with probability (1-φi):
The φi probability is modelled against the characteristics of each observation (zi) using a logistic function with parameters γ to be estimated. The Poisson process has mean that is regressed against the characteristics of each observation (xi) using a log-linear specification with parameters β to be estimated. The mean and variance of the zero-inflated Poisson model are given by:
As seen in Eq. 5, this model allows for overdispersion (variance is higher than the mean). An extra component of overdispersion can be introduced by employing a zero-inflated negative binomial regression, with identical formulation as above except for an extra parameter of unobserved heterogeneity for each observation, which follows a Gamma distribution with mean 1 and variance . The conditional variance of this model is given by 12 :
(6) ( | , ) = (1 − )(1 + ( + ))
11 The reason this dataset is smaller than the CB one is that CB frequencies need to be aggregated by airport codes to match the MIDT format. Since CB and MIDT records are, at this stage, aggregated at an airport code level -not at a flight number level-seat capacity restrictions are assumed to be met. Otherwise, there would be tickets in the MIDT file that could not have been sold. 12 When α=0 the negative binomial converges into the Poisson model.
In order to estimate both models, there is need to define the x and z variables. In accordance with the previous literature, the following predictors of passenger choice are included: 1) Total weekly frequencies per itinerary: count data can be treated as the product of an incidence rate (in our case, bookings per individual frequency within each itinerary) and an exposure (frequencies per itinerary). In order to be consistent with that conceptualization, we define weekly frequencies as exposure variable, with its coefficient is restricted to 1. The interpretation of the remaining coefficients is thus made in terms of incidence rate.
2) Seat capacity at market and itinerary levels: we separate between direct and indirect (1-stop and 2-stops) seats. The reason is that the attribution of indirect capacity to a specific origindestination market is diluted by the fact that this capacity is likely dominated by the respective non-stop markets. An indicator of concentration in seat capacity across airlines (the HHI: Hirschmann-Herfindhal Index) and the share of the ticketing airline's seat capacity to total market capacity are included as well in order to control for the effects of market dominance.
3) Number of stops and average airfares: Borrowing from Coldren and Koppelman (2005), we create a set of dummy variables that indicate whether the itinerary is non-stop, one-stop-or two-stops in comparison with best available itinerary in each market. For example, we find one-stop itineraries that operate in markets where non-stop connections are either available or not. This two-level categorisation aims to capture the diversity in competitive environments across all sample itineraries. In regards to prices, due to data restrictions traditional itineraries are given average fares per type of connection between airport-pair markets (i.e. prices are not airline-specific). Self-connecting travel options with missing fare data are given a sum of the average non-stop prices for each travel segment (as if the flight segments were bought separately). As a consequence, these price variables only aim to capture additional demand effects linked to number of stops and self-connectivity. To that end, we identify the indirect itineraries that present the best average fares in each market and also calculate the difference between an itinerary's fare and the best in the market.
4) Travel time increase (TTI):
It is expected that itineraries with longer travel times (related to either geographic detour of flight transfers) are less attractive to passengers. The impact of TTI is differentiated according to number of stops.
5) Connectivity:
The model accounts for two aspects of airline connectivity that can have an impact in demand. First, the proportion of self-connecting frequencies in the consolidated itinerary 13 . Second, inter-terminal connectivity labels those itineraries where a transfer between different terminals is required at any time during the trip. 6) Other: The Poisson model is completed with other common predictors of passenger choice, such as aircraft type (calculated as seats per frequency), market length (great circle distance from origin to destination), and departure time (morning: 6am-12pm; afternoon: 12pm-6pm; and evening: 6pm-12am, all times UTC). In addition, we include fixed effects for the largest hubs and airlines in order to capture any unobserved heterogeneity. 7) Zero-generating process: this equation aims to separate "excess zeros" from the "true zeros" in the sample. The way we adapt this conceptualization to our case study is the following. Excess zeros represent itineraries that were not easily accessible to passengers because of not appearing alongside traditional flight connections in reservation systems and required an extra search effort by the passenger. Thus, one can expect self-connecting itineraries to be disproportionately empty of bookings as they may be actually unknown to the air travellers that do not wish to make that effort when planning their journey. This contrasts to the role of self-connectivity in the Poisson model, where it is interpreted as an impedance to informed passengers that may or may not self-connect depending on the other aspects of the itinerary. TTI is the second variable that can explain a disproportionate amount of zero-bookings for travel itineraries. This is linked to the fact that our CB model may have actually left in some unrealistic itineraries (despite all filters, this is always to be expected as argued by Seredyński et al., 2014) . Including TTI in the zero-generating process helps to control for that.
The estimation output is presented in Table 6 . Both equations are globally significant and the signs of the coefficients are similar. Market seat capacity is generally shown to have a negative impact on the average number of bookings per frequency within each itinerary. This is interpreted as a sign of passengers spreading out among a higher number of competitive travel options, as also indicated by the negative impact of the itinerary's capacity share. The dummy variables related to number of stops yield the expected results, 2-stop itineraries tend to have less passengers per frequency than 1-stop itineraries and the negative impact of indirect travel is exacerbated by the availability of better frequencies. Interestingly, having the lowest fares tends to boost demand only when indirect travel undercuts direct travel. As expected, price differentials have negative impact on demand in most cases. Travel Time Increases associated to indirect travel have, overall, a negative impact on the number of passengers per itinerary. Inter-terminal connections are seen as a burden by passengers, and the same applies to selfconnections in 1-stop itineraries. The coefficients for departure times indicate that morning frequencies are preferred to other times. Aircraft size and great circle distance have reasonable values: larger and more comfortable aircraft boosts demand (Tembleque-Villata and SuauSanchez, 2015) and market length reduces the intensity of air travel demand, which is mostly intra-regional in our dataset (Table 1) . As expected, self-connectivity increases the probability of an itinerary to capture zero bookings 14 , and the same applies to Travel Time Increase for 2-stop itineraries. Vuong's test (Vuong, 1989) confirms the significance of the zero-inflated models with respect to the base Poisson and Negative Binomial specifications. The significance of the extra dispersion coefficient (alpha) is also evident from the estimation output. In spite of that, the choice of one model for the purposes of forecasting demand will be based on goodness-of-fit. To that end, we evaluate the deviation between the system-wide amount of indirect travel predicted by the model and the actual one (12.378 million passengers). For the Poisson model, the deviation is 0.07% while the negative binomial deviates in 1.5%. Hence, all forecasts will be based on the Poisson equation.
The regression coefficients are applied to the original CB travel itineraries in order to obtain detailed predictions of self-connecting traffic flows. The predicted values from the Poisson model will be interpreted as Quality of Service "scores". Market shares for each individual CB itinerary are then calculated as the ratio between the CB itinerary scores and the sum of the scores of all CB itineraries in the same origin and destination market. The total number of MIDT bookings per market are then distributed across itineraries according to their market shares to obtain a prediction of potential traffic (thus assigning a value to the individual flight connection). This leads to our baseline scenario of self-connectivity.
The first development scenario (Development 1) is obtained using the same procedure with two key changes: 1) removing the effect of self-connection coefficients in the Poisson processes, 2) increasing the price of self-connecting itineraries in 40 USD per transfer 15 . This will lead to a forecast of the amount of self-connection traffic in the event of a widespread development of platforms like GatwickConnect or Via Milano that eliminate the risk associated to self-connectivity (e.g. risk of losing onward flight, baggage transfer) and makes it more comparable to traditional connectivity. Note, however, that whilst self-connectivity risk is eliminated, these platforms still face two significant barriers or burdens. Firstly, the lack of customer awareness of their existence. Secondly, customers usually book their flights considering the origin and the destination, the choice of the intermediate hub might depend on different factors (e.g., price, airline loyalty, past experience, etc.). In other words, booking through a self-connecting platform forces the customer to change their booking routines and start the booking process thinking about the hub, rather than the origin and the destination.
In this regard, the second development scenario (Development 2) not only includes all of the above, but it also removes the effect of self-connectivity from the zero-generating process. This has as a goal predicting the traffic in the event all connecting/self-connecting itinerary options are available and visible to the customer during the booking process. In other words, selfconnection options would be comparable to traditional connections.
Second-stage regression
A second-stage linear regression on the baseline predictions at each airport will attempt to identify the drivers of airport self-connectivity. This model includes the following variables: 1) the number of potential self-connections (potential) as measured in Table 2 . 2) Degree centrality (degree): number of destinations served by the airport. 3) Betweenness centrality (betweenness): proportion of worldwide origin and destination pairs for which the airport lies in a shortest-path-length 16 itinerary. 4) Share of low-cost seats (slcc). 5) HHI of airline/alliance seat capacity (hhiall): this includes unallied airlines as individual entities. 6) Route diversity: difference between the 97.5% and 2.5% percentile in the distribution of flight distance at the airport. Two other variables considered, average length of haul (alh) and closeness centrality (closeness) 17 , were later discarded due to high correlation with other variables. Table 7 provides a summary of the results for each of the three scenarios. The baseline model estimates that approximately 4% of passenger bookings in global air transport markets involve at least one self-connection. This share increases to 7% in the development 1 scenario (widespread of self-connectivity platforms) and it doubles to 15% in the development 2 scenario (self-connections fully visible in booking platforms). This growth comes at the expense of both non-stop traffic and traditional connectivity. Overall, the share of indirect air travel increases above from 22.93% to 28.77%. Table 8 indicates that the self-connections are heavily concentrated in airports located in Europe, North America, and Asia-Pacific. From the perspective of the origin and destination markets (Table 9) , intra-regional self-connectivity represents approximately two-thirds of global self-connections. This is consistent with the frequency distribution of self-connectivity according to market length (great circle distance from origin to destination). While these connections are observed in all kinds of routes, the highest frequency appears in markets around 2,000 km. This is consistent with the findings by Fageda et al. (2015) , which point out the increased likelihood of self-connections in short-haul routes that have more daily frequencies. As seen in Figure 1 , there is a clear divide between short/medium-haul and long-haul self-connectivity. This result seems to relax the requirement of having a diverse mix of short and long-haul destinations in order to capture self-connecting passengers and suggest that there may be opportunities for specialization by focusing on either of the two primary demand segments for these services. Some airports may want to focus on short-haul touristic markets and, for others, the airline and destination mix will create longhaul self-connection opportunities. Thus, having a well-developed long-haul destination network does not seem to be a requisite for strong self-connectivity. Table 10 indicates the top airports in each region according to predicted numbers of weekly self-connections under the three scenarios. The table also reports the actual number of passenger connections handled by each airport (as indicated in the MIDT file) alongside the baseline predicted values. While the model is highly accurate in replicating the system-wide amounts of direct and indirect travel, the comparison between the airport-specific values allows us to assess the accuracy of the model in a much stronger way. The average deviation between the airport-specific actual and baseline connecting traffic is 8.3%. This level of accuracy ensures that rankings based on actual and predicted traffic flows are highly consistent (rank correlation 90%+). At first sight, results indicate that the largest levels of self-connectivity are currently experienced by the airports with also the highest levels of traditional connectivity. This includes major European hubs such as Heathrow or Frankfurt, Atlanta and Chicago in the US, as well as Hong Kong and Dubai. In the European case, however, the major airports are not the ones that would benefit the most from the introduction of self-connection services. Second-tier airports with substantial LCC presence such as Barcelona, Gatwick, or Manchester experience the highest increases in connecting traffic in the development scenarios. In fact, most airports experience increases in connecting traffic with few exceptions, such as Frankfurt. Upon inspection of the raw data, this surprising result reveals a vulnerability of the primary German hub in intra-European markets, with passengers leaking from Frankfurt to alternative hubs such as Rome and Vienna.
RESULTS AND DISCUSSION
The launch of the GatwickConnect service in late 2015 is clearly supported by our data, as it is the recently announced strategy of Ryanair to start offering connecting services at Barcelona Airport (CAPA, 2016) . In Gatwick, self-connections represent almost 80% of all connectivity currently offered. The implementation of self-connection platforms is expected to increase this proportion even further and thus become the defining element of the hub experience offered at Gatwick. Regarding the particular markets served via self-connections, our analysis reveals that Gatwick can leverage its mix of airlines and destinations to capture self-connections to/from Europe's main cities as well as in North America. This contrasts with the geographical profiles of Barcelona and Copenhagen airports, whose potential for self-connectivity is mainly concentrated in Southern and Northern Europe, respectively. This suggests that patterns of hub dominance may arise as airports leverage their geographical position to capture selfconnections.
The importance of geography is again evident from the second-stage regression results. Table  11 provides both standardized and unstandardized coefficients. Aside from the number of available flight connections, betweenness centrality is found to have the largest impact on the potential for self-connectivity. Airports that lie in a high proportion of shortest-path itineraries between other airports will generate more opportunities for passengers to build attractive travel itineraries on their own outside the boundaries of traditional flight connectivity. This result points at the largest hubs in each region (e.g. Frankfurt) as well as airports that serve as gateways between continents (e.g. Istanbul). As expected, the total market share of low-cost carriers operating at an airport facilitates the existence of self-connections as it does reduced airline dominance, both of which increase the viability of intra-LCC or inter-alliance transfers.
On the other hand, the diversity of routes offered by an airport does not seem to have a significant impact on self-connectivity, which is linked to the aforementioned idea that airports can develop this type of traffic by focusing mostly on short-haul intra-regional markets. These conclusions complement the results obtained by previous contributions in this subject area (Malighetti et al., 2008) and serve to contextualize the views expressed by industry players in the early stages of implementation of self-connecting services (The Independent, 2015). Tables 12 also provides several airport-specific indicators that aim to characterize the complexity in the implementation of self-connecting platforms from the airport perspective as well as the hypothetical airline negotiations at each location. The most obvious indicator of such complexity is the proportion of self-connections over total connections, which signals how much disruption to airport operations will be caused by the implementation of the selfconnecting services. A high proportion of self-connectivity suggests that the airport may not be currently operating as a traditional hub and hence lack the necessary infrastructure and resorces to handle transfer passengers. For example, converting the 80% of connections at Gatwick (baseline levels) from being self-made to having them handled by airport staff may create a substantial pressure on airport baggage handling systems. On top of that, we also report the proportion of self-connecting passengers that would require an inter-terminal transfer (iter). The rates of inter-terminal transfer are significant for most airports and hence, they are an important factor to take into account while evaluating the feasibility and timescales of implementation. The variability across airports, however, suggests that, from a cost perspective, self-connecting charges should be different depending on the size and complexity of the airport's terminal layout. This is a factor that airports without inter-terminal transfers (e.g. Vienna) could exploit to achieve a pricing advantage.
From the airline perspective, there is a clear divide between LCC-dominated and other airports as the first translates into a higher share of inline self-connectivity. This would allow for an initial implementation of these services that is not fully dependent on interline negotiations. This, again, points at Gatwick as an ideal location to promote self-connectivity (Table 12) . Similar conditions are present in Las Vegas or Ft. Lauderdale airports. The complexity of airline negotiations, in any case, will benefit from a reduction in the number of actors involved. We characterize that by calculating the Hirschmann-Herfindahl Index (HHI) on the interline traffic flows: the higher the HHI the more concentrated is interlining activity among fewer airlines. Our results show that airports like Vienna, Copenhagen, or Phoenix may benefit from a higher concentration in self-connecting frequencies, and thus simpler negotiations, in comparison with other airports of the same geographical region. Table 12 provides information on the top airlines according to self-connecting traffic in the three scenarios. As in the airport case, the airlines are grouped in geographical regions as per their home countries. Results indicate that LCCs like Ryanair, Easyjet, Southwest, and Varig are the ones with the highest baseline levels of self-connectivity in each region as well as the highest potential for growth in the development scenarios. In spite of that, we also find traditional network carriers such as Delta or British Airways highly ranked. Since selfconnectivity occurs between a feeding airline (that operates the first flight) and an onward airline, it is worth looking at the potential onward partners for each major carrier (Table 13 ). The first conclusion is that Southwest has the easiest implementation due to the largest proportion of inline self-connectivity (33.29%). Among the other LCCs we can mention, in descending order, Ryanair (23.78%), Easyjet (19.18%), and Jetblue (16.89%). This table also reveals the existence of a high degree of reciprocity between some airlines, for example, Delta and Southwest would be one another's top onward partner. On the European side, there is also good reciprocity between Easyjet and Air France. While there may be other considerations that prevent airlines from entering into interline agreements with direct competitors (e.g. American and United), the existence of reciprocity can be expected to facilitate negotiations. In this case, it can serve to achieve a more balanced distribution of risk between the partners (we argue that there is a higher risk for the feeding airline in regards to passenger compensation if its flight is delayed), as well as in terms of shared seat capacity. Thus, the values presented in Table 13 could be used as a guideline on potential self-connection partners. 
SUMMARY, LIMITATIONS, AND FUTURE RESEARCH
Self-connecting passengers are those travelling with a combination of tickets where the airline/s involved do not handle the flight transfer themselves. In recent years, airports have started catering to the needs of these passengers by offering self-connection services that reduce the risks and hassle involved in such practices. This paper analyses the potential for selfconnectivity in global air transport markets. In particular, we identify the airports that have the highest potential to capture self-connecting traffic, and we discuss several implementation challenges from both airport and airline perspectives. A Quality of Service Index (QSI) methodology, based on coefficients from a zero-inflated Poisson regression on MIDT data, is employed to predict the amount of potential traffic that could be captured by self-connecting travel alternatives identified with a connections builder (CB) algorithm. A second-stage linear regression examines the drivers of self-connectivity at the individual airports.
The results from the Poisson regression indicate that self-connectivity is indeed perceived as a burden, in comparison with traditional flight connections. In addition, it also increases the probability of a valid travel itinerary (which meets all minimum connecting times between the flights) to capture zero bookings. This is interpreted as a consequence of the fact that selfconnecting travel options arise only out of an additional search effort undertook by informed passengers. Our baseline scenario estimates that about 4% of global air travel is currently selfconnecting. This proportion is predicted to increase between three to four times if selfconnectivity achieved similar characteristics to traditional flight connections with the widespread of self-connectivity platforms. Overall, self-connections are concentrated in airports and markets within Europe, North America, and Asia-Pacific. The highest frequency of self-connections is observed in markets around 2,000 km, which places the majority of selfconnectivity in an intra-regional scope. Thus, having a well-developed long-haul network does not seem to be a requisite for strong self-connectivity.
Results indicate that airports that play a central role in air transport networks enjoy a larger potential for self-connectivity. Other facilitating factors are the dominance of low-cost carriers (LCCs) and airline concentration. In absolute terms, the largest amount of interline connections are still observed at primary regional hubs, though LCC-dominated airports such as Gatwick or Manchester present the highest rates of traffic growth in the event of a widespread development of self-connecting services. Results also show clear patterns of hub dominance in self-connecting routes that arise when airports leverage their geographical position, destination mix, and seat capacity to offer new indirect services in markets where there is room for additional competition.
We also investigate the conditions offered by each airport that affect the complexity of the implementation of self-connecting platforms. First, we report the proportion of self-connecting frequencies that would involve an inter-terminal transfer as a proxy for the increased pressure on the airport baggage handling systems. The rates of inter-terminal transfer are significant for most airports and hence, they are an important factor to take into account while evaluating the feasibility and timescales of implementation. From the airline perspective, there is a clear divide between LCC-dominated and other airports as the first allows for a higher share of inline self-connectivity. This would allow for an initial implementation of these services that is not dependent on interline negotiations. The complexity of those negotiations, however, will benefit from a reduction in the number of actors involved. Our results show that airports like Gatwick, Vienna, and Copenhagen may benefit from a higher concentration in self-connecting frequencies, and thus simpler negotiations, in comparison with other airports. Results also indicate that LCCs like Easyjet, Ryanair, and Southwest have the highest potential to benefit from self-connectivity, with Southwest having the simplest implementation due to the largest proportion of inline connections. However, there is also room for traditional carriers as well as an element of traffic reciprocity that is expected to increase the likelihood of successful airline partnerships.
These results, however, should be interpreted with caution and always in consideration of the limitations of our approach. Firstly, the potential agreements described in our discussion section need to be evaluated according to other factors, such as the competitive environment in the affected markets at each location. Airlines would need to consider if their self-connecting travel options may actually end up stealing passengers from direct frequencies the airline is offering elsewhere. The lack of incentives for airlines to enter in said agreement can place significant constraints on the widespread development scenarios presented in this paper. This detailed analysis is left for future research. In this regard, the implementation of such agreements and platforms is also challenged by the need of solving the awareness problems of airport-driven connection platforms (Maertens et al., 2016) , the 'baggage through-check' problem (OAG, 2016) and increasing demands to the baggage systems that might require of additional investment. Concerning the 'missed-connection problem', Grimme (2008) considers that this has been overcome with the insurance included in self-connecting schemes.
Secondly, our QSI includes capacity limits at market and itinerary levels, this helps obtaining realistic forecast values, but future research could include capacity limits at the flight level, which could be more adequate for detailed airline strategy purposes.
Thirdly, the power of airports and options for airline-airport cooperation need to be reassessed. The current general view is that airports have very limited capacity to exert power and influence over airline decisions and strategies for self-connectivity. Yet, propositions like ViaMilano prove that airports can proactively find self-connectivity solutions with little airline involvement. Other airports like Chongqing Jiangbei International Airport in China provide a free hotel night stay for international passengers connecting between late-evening and earlymorning flights. In this regard, cooperation between airlines and airports can help taking full advantage of this niche market, which could be mutually beneficial in those markets with limited organic growth (i.e. North America and Europe). In fact, in industry gatherings (e.g., Global Airport Development, European Aviation Conference, Passenger Terminal Expo) there is an increasing agreement on the need for closer cooperation between airlines and airports. Some airports and airlines could indeed build upon existing base of self-transfer passengers and create additional revenue streams by facilitating the connections.
Fourthly, currently there is limited knowledge on the characteristics of the self-connecting passenger. Hence, further research is also required concerning behavioural aspects. This is necessary to understand in more detail the passenger profile that self-connects or could potentially self-connect in different markets and geographical regions. This analysis could also include the issues related to customer awareness of the existence of self-connectivity platforms and how they could be overcome, as well as how established booking processes and routines could evolve and change in order to give to the hub or the intermediate airport a more prominent role in the booking of flights.
Fifthly, we did not have access to information on the actual interlining agreements between the airlines. While IATA does indeed provide that information (the Bilateral Interline Traffic Agreements -BITA document), the cost of this publication was beyond our research budget. As a result, our definition of self-connecting travel may include itineraries in which airlines from different alliances do actually provide transfer services using the airport's default minimum connecting times. Further research should aim to implement the information on the BITA file to achieve a more precise definition of self-connecting travel.
Our analysis could also underestimate the self-connectivity potential between late-evening and early-morning flights. As mentioned in the Introduction, in some LCC airport bases is common to see price-sensitive passengers sleeping in the terminal to self-transfer between late-evening and early-morning flights. This is a phenomenon taking place in particular airports that might require of a specific analysis.
The estimation process will also benefit for higher-quality price and booking class information. This would allow for a better characterization on the impact of reduced fares (the most important factor for self-connecting passengers) on passenger demand, and to obtain an estimation on potential cost savings for passengers and revenue implications for airlines at both network and route levels. Any generation of new demand as a result of the availability of new frequencies in previously unserved markets, or seat capacity limitations at the flight level are not modelled either. With sufficient data, the QSI method can be expanded to include additional variables, such as on-time performance at a flight level. This indicator is bound to be of relevance, not only for the self-connecting passengers (risk of losing the onward flight), but also for the airlines (risk of having to pay compensation) and can bring another level of complexity to the airline negotiation process.
