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1988, and at the Max Planck Institute 
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He is interested in behavioural and 
neural aspects of human vision, 
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perceptual performance.
What turned you on to science 
and to visual neuroscience in 
particular? An interest in science 
started very early for me. I had an 
uncle who gave me glass retorts 
and Erlenmeyer flasks for pre-teen 
birthdays and a father who spent 
countless Saturdays helping my 
brother and I collect ‘specimens’. 
I lived in Guyana, South America 
as a teenager. We’d go into the 
bush to gather insects, fish and 
whatever we could find to bring 
home to raise, preserve or dissect. 
School days were spent at Queen’s 
College, where I was surrounded 
by excellent if sometimes terrifying 
teachers (corporal punishment was 
acceptable in the 1960s) and an 
amazing group of student peers. In 
the sixth form, our teachers gave us 
unusual freedom to experiment in the 
labs and to teach each other. I think 
the mix of Saturdays and school days 
generated a fascination with natural 
physical and biological patterns, and 
an appreciation for mathematics as 
the language to describe patterns. 
But it wasn’t until I was a student at 
MIT that I became interested in the 
brain as a pattern-processing device. 
At MIT, I could satisfy the humanities 
Q & A requirement by taking courses in what today is the Brain and Cognitive 
Sciences department. Lectures by 
Whitman Richards, Hans-Lukas 
Teuber and Richard Held had a big 
impact on me. Without an exposure 
to these ‘humanities’ courses, I 
might not have learned that brain 
science was an option for someone 
interested in math.
Looking back, I’m struck by 
opportunities that fostered curiosity 
by accepting higher risks. We’ve 
gotten cautious at home, in school 
and in funding agencies. My parents 
let me make chemicals — from 
hydrogen to pure sodium, and wade 
in streams known for electric eels 
and parasites. Teachers treated us 
as responsible for our own destinies 
early on. Taking risks, of course, 
means increased opportunity for 
failure. I was probably lucky in not 
having any major accidents — a 
container with boiling sodium 
hydroxide did blow up once, and 
there was at least one trip to the 
parasite doctor. We often discuss 
how granting agencies in the US are 
risk-averse with respect to funding 
new explorations, and how unethical 
behavior among a few scientists 
has led to increased oversight. 
Accountability is good, but the cost 
of managing reporting should be 
balanced against the cost in lost 
resources for teaching and research.
Do you have a favourite paper? 
Yes: Horace Barlow’s 1981 paper 
‘Critical Limiting Factors in the 
Design of the Eye and Visual Cortex’ 
(Proc. Roy. Soc. Lond. B 212, 1–34). 
Although Barlow was trained in 
medicine and physiology, he wrote 
this through the eyes of an engineer. I 
read this paper as a graduate student 
and began to appreciate visual 
perception as a design problem. One 
key idea was that limits to sensation 
are imposed by the inherent reliability 
of information, as well as by the 
physiology. This idea contributed to 
my later interest in viewing object 
perception as Bayesian inference.
What advice would you offer 
young graduate students? 
Be careful of the first questions 
that interest you. Although many 
of us go on to do research in very 
different topics than those we’d 
trained on, something like ‘research 
problem imprinting’ goes on during graduate training. This can be good 
or bad. I keep coming back to one 
or two early problems decades 
later. For instance, in graduate 
school I became fascinated with 
illusions of brightness and every few 
years I return to the topic. A paper 
“Responses to lightness variations in 
early human visual cortex” appeared 
in this journal just three years ago 
(Curr. Biol. 17, 989–993). Imprinting 
on this problem was good. Was there 
bad imprinting too? Certainly, but I 
have to rely on students to tell me!
How do you manage combining 
teaching and research? 
Undergraduate teaching helps me 
see the woods for the trees, and 
graduate teaching helps me see the 
trees. I still remember trying to figure 
out as a new assistant professor 
how to teach and do research, given 
that either one could suck up all my 
time. Brown, like many universities, 
provided the opportunity to design 
and teach an upper-level elective. 
I still can’t believe that Brown 
undergraduates actually signed up 
to hear a psychologist talk about 
‘Computer Vision’, a topic I knew 
little about. David Marr’s seminal 
book on vision had just come 
out, but I decided to use Berthold 
Horn’s ‘Robot Vision’ text because 
it went into the mathematical nuts 
and bolts. Through teaching, I 
began to appreciate that biological 
vision was solving complex 
behavioural problems that could be 
expressed mathematically. Teaching 
undergraduates redirected my 
research interests towards object 
perception and recognition.
When it comes to graduate 
students and postdocs, I’ve been 
fortunate in quality and number. 
My students show me that some 
ill-conceived ideas are just silly, 
and they generate better ones in 
response. And they turn suggestive 
demonstrations into experimentally 
testable hypotheses. I wish I could 
take more credit for their subsequent 
career successes, but that would be 
a bit like a desert environment taking 
credit for the evolution of the camel’s 
hump.
If you could do it over, would you 
pursue the same research/career 
path? Yes, but I would spend even 
more time learning probability theory 
and statistics.
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What is entosis? Entosis is a process 
whereby cells become internalized 
into neighboring cells, forming what 
are called ‘cell-in-cell’ structures 
(Figure 1A).
What is known about how these 
cells within cells form? Cell–cell 
contacts are important, as E-cadherin 
localizes to regions where one cell 
is entering another, and blocking 
E-cadherin inhibits cell-in-cell 
formation. In addition, contractile 
force, associated with adherens 
junction formation, is important for 
driving entosis. Rho GTPase activity 
is required in the cell that becomes 
internalized, suggesting that it 
may ‘invade’ into its neighbor. The 
only known inducer of entosis is 
matrix detachment in culture. Matrix 
adhesion, which counterbalances 
cell–cell adhesion, may normally inhibit 
entosis, and cell-in-cell formation might 
result from imbalances in contractile 
forces. Cell-in-cell structures can be 
formed homotypically, between the 
same cell type, or heterotypically 
between different cell types. 
Heterotypic cell-in-cell structures, for 
example between hematopoietic cells 
and epithelial cells or tumor cells, are 
likely to form by different mechanisms.
Can all cells undergo entosis? 
Entosis has been observed in many cell 
lines at varying frequencies, including 
breast epithelial cells (MCF10A, 
HMEC), breast carcinoma cells 
(MCF7, SUM52, SUM225), and human 
embryonic kidney cells (HEK293). 
Entosis has also been observed in 
primary human breast tumors.
What happens to the internalized 
cell? Surprisingly, internalized cells 
initially appear healthy and viable, 
some even divide while inside of 
the host. However, whether they 
experience any kind of stress is not 
known. Over a period of 20 hours, 
some internalized cells are able to 
escape (~20%), but most cells die 
(~50%) (Figure 1B). 
Quick guideWhat has been your biggest mistake in research? Despite my 
rant about the importance of risk, 
I’m not sure that I’ve taken risks 
on sufficiently important problems 
to make really big mistakes. I 
definitely worry that future studies 
will show that I’ve made major 
misinterpretations of results. For 
example, several colleagues and 
I recently showed that the spatial 
extent of functional magnetic 
resonance imaging (fMRI) activity in 
human primary visual cortex varies 
with the perceived size of an object, 
even with retinal image size held 
constant. This really surprised us. 
Our interpretation is that primary 
visual cortex gets depth information 
from higher-level visual areas 
through feedback as part of a neural 
computation of physical object size. 
This is significant if true, but the 
BOLD signal measured by fMRI is 
a coarse-grained and distant proxy 
for neural activity.
Do you have a scientific 
hero? Several. In computational 
neuroscience and vision it is Horace 
Barlow. And I’ve always been drawn 
to physicists for inspiration, in 
particular Richard Feynman and 
Clerk Maxwell. Both were interested 
in visual perception. Even English 
majors should read volume one 
of Feynman’s lectures on physics. 
To deduce the laws of colour 
trichromacy, Maxwell and his wife 
did psychophysics experiments 
on human subjects in their London 
home — how cool is that? And 
without human subject approvals! 
But when times do get tough, 
consider Kepler, who in the midst of 
the 30 Years War and the Counter-
Reformation, suffered the death of 
several children, the witchcraft trial 
of his mother, and forced moves 
from town to town, yet through it all 
still managed to write ‘The Harmony 
of the World’.
What do you think are the big 
questions to be answered in 
your field? I’m just one of many 
interested in this one, but I’d like 
to understand the computational 
function of the feedforward, 
feedback and lateral connections 
in cortex, especially between and 
within the multiple visual areas. 
It’s a tall order. A promising idea, 
traceable at least to the 1950s, is that feedback is the synthesis 
or predictive component of the 
analysis-by-synthesis of sensory 
information. Edge detection may 
provide some insight. Simulations of 
feedforward networks using models 
of neurons in primary visual cortex 
have failed to explain the accuracy 
of human perception of object 
boundaries. 
A promising direction in computer 
vision is to use prior scene and 
object knowledge represented as 
structured probability distributions 
to tease apart true edges from the 
false ones. But we are far from 
understanding how such solutions 
could get fleshed out in neural 
circuits. A link may be in recent work 
proposing that neural populations 
encode probability distributions. 
So the so-called edge detectors in 
primary visual cortex really don’t 
make detection decisions, but 
rather provide probability-weighted 
‘suggestions’ that get combined with 
prior statistical knowledge about 
possible shapes of objects. If we can 
understand how the visual system 
provides us with the phenomenally 
crisp, and in fact illusory 
perception of boundaries around 
objects, maybe we’d be closer to 
understanding the computational 
role of cortical interactions in 
general. But that’s just a guess.
How did you end up in Minnesota — 
isn’t it cold there? I went to 
Minnesota in 1976 for graduate work 
in mathematics. I had just gotten 
married, and my wife was teaching 
in Minneapolis. During the first year, 
I became increasingly interested 
in perception, and decided to 
study vision with Gordon Legge in 
Psychology. It was perhaps another 
positive aspect of my graduate 
imprinting, but after several interim 
years at Cambridge and then Brown, 
I returned to join the Minnesota 
faculty in 1989. It was a good move. 
I have great students and superb 
colleagues, many in vision science. 
And in the words of local storyteller 
Garrison Keillor, it is a place where 
all the women are strong, all the 
men are good-looking, and all the 
children are above average. And yes 
it does get cold in Minnesota. 
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