Abstract. In this paper, we employ Meyer wavelets to characterize multiplier spaces between Sobolev spaces without using capacity. Further, we introduce logarithmic Morrey spaces M t,τ r,p (R n ) to establish the inclusion relation between Morrey spaces and multiplier spaces. By wavelet characterization and fractal skills, we construct a counterexample to show that the scope of the index τ of M t,τ r,p (R n ) is sharp. As an application, we consider a Schrödinger type operator with potentials in M t,τ r,p (R n ).
Introduction
A function g is called a multiplier from H t+r,p (R n ) to H t,p (R n ) if for every function f ∈ H t+r,p (R n ), the product f g ∈ H t,p (R n ). We denote by X t r,p (R n ) the class of all such functions g. As useful tools, multipliers on the spaces of differential functions are applied to the study of various problems in harmonic analysis and differential equations. For example, the coefficients of a differential operator can be seen as multipliers. For a function u belonging to some Banach space, M. Cannone reminded us that the non linear term u 2 can be regarded as the product of a function u in this Banach space and a multiplier u. M. Cannone made many contributions on nonlinear problems. See [1, 2, 3, 8] . For more information on both multiplier spaces and PDE, we refer the readers to V. Maz'ya and T. Shaposhnikova's celebrated monograph [10] and their recent work.
In [10] , V. Maz'ya and T. Shaposhnikova gave many characterizations of different kinds of multiplier spaces. For example, they obtained that for t ≥ 0, r > 0, 1 < p < n/(r + t), the multiplier spaces X t r,p (R n ) can be characterized by capacity on arbitrary compact sets.
The multiplier spaces X t r,p (R n ) are defined as follows. For a compact set e ⊂ R n , the capacity cap(e, H t,p ) on e is defined by cap(e, H t,p ) = inf u p H t,p (R n ) : u ∈ S, u ≥ 1 on e , where S is the Schwartz class of rapidly decreasing smooth functions on R n .
Lemma 1.2. ([10])
Given r > 0 and t ≥ 0.
(i) For 1 < p < n/(r + t), f ∈ X (ii) For 1 < p < n/r and any cube Q with length less than 1, the capacity cap(Q, H r,p )
is less than C|Q| 1−pr/n .
Our motivation is based upon the following consideration. For complicated compact sets, it is very difficult to compute the capacity. The main aim of this paper is to give some wavelet characterizations and introduce some sufficient conditions which can be verified easily. Precisely, for r > 0, t ≥ 0 and t + r < 1 < p < n/(r + t), we will give a character- ) is not an isomorphism. In [8] , P. G. Lemarié gave a counterexample to show that when n − 2r is an integer, X 0 r,2 (R n ) M 0 r,2 (R n ). Recently, P. G. Lemarié [9] and Yang-Zhu [23] constructed some counterexamples for t = 0 and 1 < p < n/r.
For t > 0, we have to consider the action of the differentiation, so we can not construct counterexample like the case t = 0 in [23] . Our counterexample in Theorem 5.4 depends on our wavelet characterization, Theorem 5.3 and fractal skills. From this counterexample,
we can see that the product of f ∈ M t r,p (R n ) and g ∈ H t+r,p (R n ) may produce a blow up phenomenon of logarithmic type on fractal sets with Hausdorff dimension n − p(r + t). To eliminate this defect, we introduce a logarithmic type Morrey space M t,τ r,p (R n ) and prove
where r > 0, t ≥ 0 and 1 < p < n/(r + t). See §4.
It should be pointed out that, in the above inclusion relation, the scope of τ is (1/p ′ , ∞),
where p ′ is the conjugate number of p. In §5, our counterexample implies that, for Another motivation is that the results about multipliers on Sobolev spaces can be applied to the study on partial differential equations. For example, in [11] , V. Maz'ya and I. E. Verbitsky considered the multipliers from H 1,2 (R n ) to H −1,2 (R n ). For a Schrödinger operator L = I − ∆ + V, they got many sufficient and necessary conditions such that V is a multiplier from H 1,2 (R n ) to H −1,2 (R n ). For more information, we refer the readers to [8, 10, 11, 12] and the references therein.
As an application of our results, we consider the solution in Sobolev spaces H t+r,p (R n )
to the equation:
where g ∈ H t,p (R n ) and V ∈ M t,τ r,p (R n ) with r > 0, t ≥ 0, 1 < p < n/(r + t), τ > In this paper, we use four tools in analysis. One is the multi-resolution analysis introduced by Y. Meyer and S. Mallat in 1990s. The other is the almost local operator T t . See §2. By the projection operators generated from multi-resolution analysis, S. Dobynski (cf.
[4] ) obtained a decomposition of the product of two functions. In order to adapt to our needs, we make some modification to Dobynski's decomposition. The third main skills are to use combination atoms and to introduce some differential methods. The forth main skill is to choose special functions such that their wavelet coefficients restricted on some fractal sets. See §4 and §5.
Our paper is organized as follows. In §2, we state some notations and known results which will be used throughout this paper. In §3, we give a wavelet characterization of the multiplier spaces X t r,p (R n ). In §4, we introduce a class of logarithmic Morrey spaces
construct a counterexample to prove the sharpness of the scope of the index τ obtained in §4. In the last section, we consider an application to PDE problem.
Some preliminaries
In this section, we state some notations, knowledge and preliminary lemmas which will be used in the sequel. Firstly, we recall some background knowledge of wavelets and multi-resolution analysis.
We will adopt real-valued tensor product wavelets to study the multiplier spaces in this paper. Let E n = {0, 1} n \{0}. For ε = 0 (respectively, ε ∈ E n ), we assume that Φ ε (x) is a scaling function (respectively, wavelet). In the proof, we use only Meyer wavelets and regular Daubechies wavelets. We say a Daubechies wavelet is regular if it has sufficient vanishing moment until order m and
, where the regularity exponent m is large enough and M is determined by m, see [13, 18] for more details. For any
In addition we define
For fixed tempered distribution f , if we use wavelets which is sufficient regular, then we
with the scaling function 
Denote by P j and Q j the projection operators from L 2 (R n ) to V j and W j , respectively.
By Lemma 2.1, S. Dobynski got a decomposition of the product of two functions f and g, which is similar to Bony's paraproduct (see [4] ). Denotẽ
By the projection operators P j and Q j , we divide the product of f (x) and g(x) into the following terms.
To facilitate our use, we make a modification to the above decomposition and use special wavelets for different cases. Let N be a positive integer. We decompose the product
and the term 
, where I is the unit operator, ∆ is the Laplace operator. Here BMO(R n ) denotes the non-homogeneous bounded mean oscillation space which is defined as the set of the functions such that
For 1 ≤ p < ∞ and r ∈ R, it is well known that F r,2 [6, 15, 20, 24] ).
Let f t,Q be the mean value of (I − ∆) t/2 f on a cube Q,
The Morrey spaces M t r,p (R n ) are defined as follows. 
where Q is any cube in R n with |Q| ≤ 1.
In [15, 24] , the authors proved that Morrey spaces M t r,p (R n ) can be also characterized by wavelets. We state it as the following theorem and refer to [24] for the proof.
if and only if for any Q ∈ Ω with |Q| ≤ 1, Lemma 2.5. Given r > 0, t ≥ 0 and
Now we give two lemmas about the fractional BMO spaces BMO r (R n ). In the first lemma, we prove that Morrey spaces
Lemma 2.6. For r > 0, t ≥ 0 and
Proof. For any dyadic cube Q, we have
Proof. Take j ∈ N and k ∈ Z n . We consider two cases ε ∈ E n and ε = 0 separately.
(i) For any ε ∈ E n , by the definition of BMO r (R n ), we get
It is easy to see that | f
(ii) For ε = 0,
0, where |α| ≤ µ and i = 1, 2. Denote
The following lemma can be found in Chapter 8 of [13] or Chapter 6 of [20] .
Lemma 2.8. Given |µ| ≤ m. For |s| < µ, the coefficients a j,k, j ′ ,k ′ satisfy the following condition:
By wavelet characterization of H r,p (R n ), the continuity of Calderón-Zygmund operators on H r,p (R n ) is equivalent to the following lemma. We refer the readers to [13, 14, 20] for the proof.
Lemma 2.9. Suppose s > |r| and g(x)
We say that T is a local operator if there exists some constant C > 1 such that for all
x ∈ R n and r > 0, T maps a distribution with the support B(x, r) to another distribution supported on the ball B(x, Cr). If t/2 is not a non-negative integer, the operator (I − ∆) t/2 is not a local operator. Now we use wavelets to construct some special fractional differential operators T t , which are almost local operators and will be used in the proof of our main result.
Definition 2.10. For t ≥ 0 and h(x)
It is easy to prove that T 0 is the identity operator and
Furthermore, we have
where M is the Hardy-Littlewood maximal operator.
Proof. If t = 0, the proof was given by Meyer [13] . Now we consider the case t > 0. Since
it is easy to verify that
By the fact that t > 0, we have
Hence we can get
This completes the proof of Lemma 2.11.
In the rest of this section, we give a decomposition of Sobolev spaces associated with combination atoms. For |r| < m and
Definition 2.12. Given r ∈ R, λ > 0. For arbitrary measurable set E, we say that
In [21] , Q. Yang introduced the combination atom decomposition of Lebesgue spaces.
In this paper, we need a similar result for Sobolev spaces.
Theorem 2.13. If 1 < p < ∞, |r| < m and g H r,p ≤ 1, there exists a series of (r, 2
By wavelet characterization of Sobolev spaces, we
where Q 0,l are disjoint maximal dyadic cubes in Ω. The related set F 0,l is defined as
is a desired combination atom. This completes the proof.
Wavelet characterization of the multiplier spaces
In this section, we use Meyer wavelets to characterize the multiplier spaces X t r,p (R n ). For
r,p (R n ) are defined as follows.
Now we give a wavelet characterization of the multiplier space X t r,p (R n ). Let Φ 0 (x) and Φ ε (x), ε ∈ E n be the scaling function and wavelet functions, respectively. For (ε, j, k),
The following lemma is obtained in [13] . 
Proof. Let Φ 0 and Φ ε be the scaling function and wavelet functions of Meyer wavelets,
respectively. There exists an integer N ≥ 3 such that
. In fact, if the above inequality holds, we have
Now we begin to prove the above inequality. At first, we give a wavelet decomposition of the product of f h. Denote
For ε ∈ E n , l ∈ Z n , |l| ≤ 2 (M+2)n and (ε ′ , l) ∈ Λ ε,n , we denote
Further, for any ε, ε ′ ∈ E n , 0 < s ≤ N or s = 0 and ε ε ′ , denote
By the formulas (2.1) and (2.2), we can divide f (x)h(x) into the sum of the above five terms, that is,
It is easy to see that
0 and the number of ε ′ in the sum is finite. Then the operator S t g j ′ (x) is equivalent to the following one:
Now we estimate the quantities T 1,1,ε,l , T 1,2,ε,l , T 2,1,s,ε,ε ′ ,l and T 2,2,s,ε,ε ′ ,l separately.
(1) For j ′ ≤ j, we have
By Lemma 3.2, we know
Because 0 < t + r < 1,
Now we estimate the term
We can get, similarly,
(2) If j ′ > j, the estimates of the terms T 1,2,ε,l and T 2,2,s,ε,ε ′ ,l are easier than those of T 1,1,ε,l and T 2,1,s,ε,ε ′ ,l . For example, we estimate the term
The estimate for T 2,2,s,ε,ε ′ ,l (x) can be obtained similarly. By the same methods used in (1) and (2), we can get the estimate of the term T 5 . We omit the details.
(3) Now we consider the term T 3,ε . We have the following claim.
We have
, by Lemma 2.11, we have
we can get
Hence we have
Finally, we obtain, by Hölder's inequality,
This completes the proof of Claim 1.
In order to deal with the term
, we need the following estimate.
Claim 2: For r > 0, t ≥ 0 and t
, using Hölder's inequality, we have
Because f ∈ S t r,p (R n ), we can see that
, we write h t (x) as the function
It is easy to see that
By the wavelet characterization of H t,p (R n ), we get
Further, we can deduce that
Hence τ L p < ∞ and f (x) ∈ S t r,p (R n ). This completes the proof of (i) of this theorem.
For the proof of (ii), similarly, we divide the product f (x)h(x) into the following terms
For ε, ε ′ ∈ E n , 0 < s ≤ N or s = 0 and ε ε ′ , denote
By the same method used in the proof of (i), we can get the conclusion.
A logarithmic condition for multipliers
By Lemma 2.5, we know that the multiplier space X t r,p (R n ) ⊂ M t r,p (R n ). In this section, we consider the reverse inclusion relation. At first we introduce a logarithmic Morrey spaces.
Definition 4.1. Fix 1 < p < n/(r + t) and τ ≥ 0. We say
for any cube Q with |Q| ≤ 1.
Similar to Theorem 2.4, we have the following wavelet characterization of M t,τ
r,p (R n ).
Theorem 4.2. Given t, τ
where Q ∈ Ω with |Q| ≤ 1.
Proof. Similar to that of Theorem 2.4, the proof of this theorem can be obtained by the characterization of Triebel-Lizorkin spaces (see Lemma 2.2 ) . We omit the detail.
In [7] , C. Fefferman established the following relation:
where q > p > 1. In this section, we use wavelet characterization to give a logarithmic
For ε ∈ E n , j ∈ N and k ∈ Z n , take Q = Q j,k . By the wavelet characterization of BMO r (R n ), we get
We have the following two lemmas.
, by Theorem 4.2, we have
Denote by f ε,β j,k the wavelet coefficients of f β (x). We can get f
To get the sufficient condition for multiplier spaces, we need to consider carefully the relationship of different dyadic cubes relative to combination atoms. Because of this reason, we use Daubechies wavelets in the rest of this section.
If g u (x) is a (m, 2 u , E u )−combination atom, then we denote the number of biggest dyadic
We denote the number of biggest dyadic cubes in E u,1 by i 2 . Denote by F u,2 the set 
To compute the norm of f (x)g u (x), we need to find out a special set of dyadic cubes de-
and satisfies the estimate of Lemma 4.5. We divide such process into the following three steps.
Step 1. For ∀s ≥ 1, if i ∈ F u,s and k ∈ Z n with |k|
In the next step, we choose a special subcover to the support of g u (x).
Step 2. We define now
We continue this process until infinity. For s ≥ 2, maybe, a party of
are empty set.
Step
is contained in
we have the following estimate.
Proof. By the definition of H u,s , we have
and g u is a (t + r,
Because j u,s ≥ 0, we have
Then we can get
We have, by j u,s ≥ 0,
By the fact that j ≥ j u,s and f ∈ M t,τ r,p (R n ), we get
(4) Now we estimate the term T 4 (x). Let
Then we can get, by the fact that and g u is a (t + r, 2 u , E u )−combination atom,
(5) Now we estimate the term
By the orthogonality of the wavelet function, we have
By Hölder's inequality and j ≥ j u,s ≥ 0, it can be deduced that
Finally we can get
Step 2. Assume that 0 ≤ t < 1. We need to prove for g(
are the same as Step I. (1) For the term T 1 , we have
(2) For the term
we have
Because g u (x) is a (t + r, 2 u , E u )−combination atom, we have
From the fact that j ≥ j u,s and f ∈ M t,τ r,p (R n ), we deduce that
(6) For the term T 6 (x), we take h ∈ H −t,p ′ (Q). By the orthogonality of the wavelet functions, we have
We can get
By Hölder's inequality, we have
, we can get
Because h takes over all functions in H −t,p
This completes the proof for the case 0 ≤ t < 1.
Step 3. Now we consider the case t ≥ 1. In this case, there exists an integer [t] such that
, the derivative ∂ α ∂x α of the product f g u can be represented as
where |α| = |β| + |γ|. Denote
. Applying the conclusion in Step 1, we only need to prove
On the other hand, if
Proof. By Lemma 4.7, we have 
which is bounded on S s \S s+1 for all s ≥ 1. The fractional integration I r+t g(x) bumps on the fractal set H. Then we construct a multiplier f (x) such that its wavelet coefficients are based on these special dyadic cubes C s for all s ≥ 1. Applying our wavelet characterization of multiplier spaces, we prove that the product of the above multiplier f (x) and the function I r+t g(x) will go out the desired space H t,p (R n ).
For the above purpose, we give first another characterization of X 
The above inequality is equivalent to f ∈ Q t r,p (R n ). We divide the unit dyadic cube Q 0 = [0, 1] n into 2 nv 1 dyadic cubes. Then we reserve the 2 nτ 1 dyadic cubes which are near the 2 n vertex points, that is, we reserve C 1 = Q v 1 ,l 1 : l 1 ∈ Z n 1,0 and denote x ∈ S 1 , if there exists l 1 ∈ Z n 1,0 such that x ∈ Q v 1 ,l 1 . For the dyadic cube Q v 1 ,l 1 ∈ C 1 , we divide it into 2 nv 2 dyadic cubes, we reserve the 2 nτ 2 dyadic cubes which are near the 2 n vertex points, that is, we reserve C 2,l 1 = Q u 2 ,2 v 2 l 1 +l 2 , l 2 ∈ Z n 1,0 . For s = 2, denote C 2 = Q u 2 ,k 2 , k 2 = 2 v 2 l 1 + l 2 , l 1 , l 2 ∈ Z n 1,0 and denote x ∈ S 2 , if there exists k 2 ∈ Z n 2 such that x ∈ Q u 2 ,k 2 . We continue this process until infinity, we get a series of dyadic cubes C s and sets S s .
We know that |S s | = 2 n(σ s −u s ) and the limitation of {S s } is a fractal set H with Hausdorff dimension n − (t + r)p. This completes the proof.
6. An application to Schrödinger type operators with non-smooth potentials
In [11] , the multipliers from H 1,2 (R n ) to H −1,2 (R n ) were studied by V. Maz'ya and I. E. (ii) The condition τ > 1/p ′ can not be weaken to τ ≥ 1/p ′ . In fact, according to our counterexample in §5, if r + t < 1, there exists some V ∈ M 
is a solution to the equation (6.2). Write f = (I + (−∆) r/2 ) −1 (I + (−∆) t/2 ) −1f . Thenf (x) ∈ L p (R n ) is equivalent to f ∈ H r+t,p (R n ). It is easy to verify that f is a solution to the equation (6.1) . This completes the proof.
