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Abstract
This article discusses applications of Bayesian machine learning for quantum molecular dynamics.
One particular formulation of quantum dynamics advocated here is in the form of a machine learning
simulator of the Schrödinger equation. If combined with the Bayesian statistics, such a simulator
allows one to obtain not only the quantum predictions but also the error bars of the dynamical
results associated with uncertainties of inputs (such as the potential energy surface or non-adiabatic
couplings) into the nuclear Schrödinger equation. Instead of viewing atoms as undergoing dynamics
on a given potential energy surface, Bayesian machine learning allows one to formulate the problem
as the Schrödinger equation with a non-parametric distribution of potential energy surfaces that
becomes conditioned by the desired dynamical properties (such as the experimental measurements).
Machine learning models of the Schrödinger equation solutions can identify the sensitivity of the
dynamical properties to different parts of the potential surface, the collision energy, angular mo-
mentum, external field parameters and basis sets used for the calculations. This can be used to
inform the design of efficient quantum dynamics calculations. Machine learning models can also be
used to correlate rigorous results with approximate calculations, providing accurate interpolation of
exact results. Finally, there is evidence that it is possible to build Bayesian machine learning models
capable of physically extrapolating the solutions of the Schrödinger equation. This is particularly
valuable as such models could complement common discovery tools to explore physical properties
at Hamiltonian parameters not accessible by rigorous quantum calculations or experiments, and
potentially be used to accelerate the numerical integration of the nuclear Schrödinger equation.
∗ E-mail address: rkrems@chem.ubc.ca
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I. INTRODUCTION
Machine learning (ML) has become an important tool for physics and chemistry research
[1]. While many of the ML methods date back several decades, the last five to ten years have
seen an explosion of high-impact publications applying ML to problems in science. This can
be attributed to two factors. First, the computer processing power has reached the level
making optimization of complex, multi-dimensional non-convex functions feasible, which is
necessary for training ML models. Second, multiple open-source software packages have
been developed for applications of ML methods. It has thus become possible to combine
traditional quantum dynamics calculations, molecular dynamics simulations and chemistry
experimentation with ML. While ML is already used extensively to assist molecular dynamics
simulations for a variety of applications [2–4], density functional theory [5–11], the design
of chemistry experiments [12–15], new materials discovery [16–19] and the prediction of
molecular properties [20, 21], it is only beginning to have an impact on the research field of
quantum reaction dynamics of molecules. The purpose of this article is to describe what can
be gained from combining ML with quantum dynamics calculations aimed at understanding
the microscopic reactions of molecules.
In general, there are three types of ML algorithms: supervised learning, unsupervised
learning, and reinforcement learning. The goal of supervised learning is to build a model
of input ↔ output relationships, given a finite number of examples of such relationships.
Fitting a potential energy surface for a polyatomic molecule with an artificial neural network
(NN) is an example of supervised learning [22]. In this example, the input variables could
be the atomic coordinates x = [x1, x2, ..., xN ]>, the output y is the potential energy of the
molecule and the NN provides a model y(x) of the global surface given a finite number
of ab initio energy points y(x) in the configuration space. Unsupervised learning aims to
analyze the properties of given data without any prior information. Principal component
analysis is one example of unsupervised learning. Reinforcement learning is closely aligned
with optimal control theory. Accurate input ↔ output relationships are not needed for
reinforcement learning. Rather, the purpose of reinforcement learning is to build a model
that maps various input states onto desired outputs through an iterative process guided by
some reward policy. An example of reinforcement learning is the inverse scattering problem
aiming to construct a ML model of a potential energy surface that yields quantum dynamics
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results in full agreement with experimental results [23]. In the present article, most of the
focus is on supervised and reinforcement learning, as well as optimization with machine
learning.
Much of ML is done with artificial neural networks. NNs provide flexible models of the
input ↔ output relationships, often in the form of an analytic, deterministic non-linear fit
of y(x). There are also stochastic NNs, such as Boltzmann machines [1], which can be
used to model probability distributions, and Bayesian NNs [24], which provide probabilistic
predictions. In general, NNs aim to fit the input ↔ output relationships. In general,
in order to be flexible and accurate, NNs must be complex. This complexity requires a
large number of input ↔ output relationships to train NNs. Another class of ML methods
relies on kernels [25]. A few examples of such methods include nonlinear support vector
machines, kernel ridge regression or Gaussian process (GP) regression. Kernel regression
methods often use the input↔ output relationships directly. For example, given n values of
y = [y1, y2, .., yn]
> at various values of x, GP regression provides a prediction model in the
form of a linear combination of the given outputs yi. For this reason, the numerical difficulty
of constructing accurate kernel-based ML models scales between O(n2) and O(n3), where
n is the number of training points (if all training points are used simultaneously), which
becomes more expensive than training NNs as n→∞. On the other hand, kernel methods
generally require fewer input↔ output relationships to make accurate predictions than NNs.
In quantum dynamics, producing information is time-consuming because it requires solving
the Schrödinger equation. The limiting step in applications of ML to quantum dynamics
will thus often be to obtain the input ↔ output relationships. Therefore, one of the goals
of the present article is to argue that kernel methods are more suitable for a productive
symbiosis between ML and quantum dynamics than ML methods based on NNs, as they
can obtain more information from fewer input ↔ output relationships. This point will be
illustrated by multiple examples throughout this article.
This article also argues that the research field of molecular dynamics can benefit from
Bayesian optimization (BO). This optimization technique relies on probabilistic ML models,
which provide not only a prediction but also an uncertainty of a prediction. Both the
prediction itself and the prediction uncertainty are exploited to build a powerful algorithm,
which can be used to raise and answer questions regarding quantum molecular dynamics
generally considered unfeasible. While Bayesian ML is generally difficult, GP regression
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offers a straightforward way to implement BO. I present examples illustrating the power
and efficiency of BO in application to quantum reactive scattering problems and discuss
potential applications of BO in quantum dynamics research. Bayesian inference has already
been used with much success in classical molecular dynamics, as exemplified by Refs. [26–32].
A. Goals of this article
The main goals of this article are to illustrate by examples that
◦ A combination of ML with quantum dynamics calculations can be used to provide
improved quantum dynamics results;
◦ Combining ML with quantum dynamics calculations can be used to address new ques-
tions generally considered unfeasible;
◦ ML provides a way to automate many calculations (such as fitting PES) often done
manually;
and to propose new applications of ML for problems in molecular dynamics, such as,
◦ The possibility of solving the inverse scattering problem;
◦ The possibility of reducing the dimensionality of the relevant Hilbert space for time-
independent quantum dynamics calculations;
◦ Efficient interpolation of accurate quantum results;
◦ Efficient basis set correction;
◦ Extrapolation of quantum results beyond the range of Hamiltonian parameters acces-
sible by the numerical integration of the Schrödinger equation;
B. Article organization
This article is not intended as a review of ML methods. I discuss the ML methods only
for the purpose of the goals outlined in Section I.A above. Most of the results presented
are based on GP regression and BO using Gaussian processes. Therefore, I begin Section
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II by describing the Bayesian framework for ML. I then introduce Gaussian Processes as a
limit of a Bayesian Neural Network and describe the algorithm of Bayesian optimization.
Section III summarizes some of the most important problems in quantum reaction dynamics
that could benefit from ML. Section IV presents examples illustrating the points outlined
in Section I.A, while Section V discusses possible future applications of ML in quantum
molecular dynamics.
II. SUPERVISED LEARNING WITHIN BAYESIAN FRAMEWORK
This section discusses three key ingredients necessary to make the points outlined in
Section I.A and to understand the examples presented in the following sections. First, I
describe the general concept of Bayesian ML. I then describe Gaussian process regression as
a supervised learning method. To make the connection with neural networks and introduce
Bayesian ML, I present GPs as a limit of a Bayesian NN. Second, I describe the algorithm of
Bayesian optimization based on GP regression. Third, I describe how GP regression can be
used to build models capable of predicting physical properties of complex quantum systems
outside the range of the training data. The discussion in the following sections refers back
to the equations presented here.
A. Gaussian Process as a limit of a Bayesian Neural Network
Consider an unknown, multi-dimensional function y(x), where x = [x1, x2, ..., xN ]>, and
N is the number of independent variables. Each of the independent variables xi spans a
certain range xi ∈
[
xmini , x
max
i
]
. A typical supervised learning problem begins with n known
values of this function y = [y1, y2, ..., yn]> at n different points of this N -dimensional space.
These values are referred to as ‘training points’. The goal is to build a model of y(x) that
could be used to make a prediction of y at any x within the range of the training points.
Artificial NNs provide one way of building such a model. While there are many flavours
of NNs, consider a simple NN with one hidden layer illustrated by Figure 1. Figure 1 is a
schematic depiction of the following mathematical expression:
y(x) = b+
H∑
j=1
vjhj(x) (1)
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FIG. 1: Schematic depiction of a feed-forward multi-layer perceptron neural network with one
hidden layer represented by the unfilled circles.
with
hj(x) = tanh
(
aj +
N∑
i=1
xiuij
)
(2)
and H representing the number of hidden units (unfilled circles). Each hidden unit provides
a non-linear transformation (2) of the variables and the wedges depict the fitting parameters
b, vj, aj, uij found by training the NN. The tanh functions in Eq. (2) ensure that a NN can
describe a general, non-linear relationship between the original variables x and y. There are
several different non-linear functions commonly used for NN fits (another popular choice is
a sigmoid function). The function tanh is used here as a representative example. We denote
the parameters of the model collectively by θ = [b, vj, aj, uij].
When the parameters b, vj, aj, uij are fixed, we have a fixed model of y(x). However, one
can also make a prediction of y(x) using a Bayesian approach. Within a Bayesian approach,
the parameters θ are not fixed. Rather, the parameters θ are treated as random variables
that have some distribution. One starts by defining a guess probability distribution P (θ)
of the model parameters, known as the prior. This distribution reflects our belief about the
model. It is defined without any training data and is simply based on reasonable assumptions
about the parameters of the model. In principle, one can draw values of the parameters θ
from P (θ), evaluate the model y(x,θ) at the locations of the training points and compare
the results with the training data y. This will define the likelihood for the model P (y|θ), i.e.
the probability density of observing the correct values y = [y1, y2, ..., yn]> given the model
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parameters θ. The goal is, however, to find P (θ|y), i.e. the probability distribution of the
model parameters given the training data. P (θ|y) is called the posterior distribution. The
two distributions are related by the Bayes’ theorem:
P (θ|y) = P (y|θ)P (θ)
P (y)
, (3)
where
P (y) =
∫
θ
P (y|θ)P (θ)dθ (4)
is the marginal likelihood for the model. The word ‘marginal’ means that the parameters
have been ‘marginalized’ (i.e. integrated over). The ultimate goal is to make prediction of
the unknown value y∗ at x∗, given the known values y. This prediction can be made by
integrating over the model parameters, to yield
P (y∗|y) =
∫
θ
P (y∗|θ)P (θ|y)dθ. (5)
As we can see, the Bayesian approach produces a conditional probability distribution for y∗.
One can use, for example, the mean of this distribution as the prediction value. Changing the
training points y (for example, by adding more points to the set y) changes the distribution
P (θ|y) and hence the predictive distribution P (y∗|y). The Bayesian approach to building
a model of an unknown function is illustrated in Figure 2.
Promoting the parameters b, vj, aj, uij to random variables makes Eq. (1) a Bayesian
Neural Network. Eq. (1) is no longer a single value for a given x but a distribution. Using
the prior distributions for each of these parameters gives the prior distribution for y(x).
Since the parameters of the model are variables, the model has to be written explicitly as
y(x,θ). We should now choose the prior distributions for the model parameters. If it is
possible to construct an accurate NN with fixed values of the parameters b, vj, aj, uij, it is
reasonable to assume Gaussian distributions for each of b, vj, aj, uij.
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FIG. 2: Illustration of Bayesian machine learning. The prediction model is built with Gaussian
Processes. A GP can be viewed as a distribution of random functions normally distributed around
some mean function. The top left panel shows the Gaussian process prior, i.e. a collection of
random functions normally distributed around zero with some variance chosen at will. This GP
must be modified (conditioned) using the observations (training data). The bottom left panel
shows the Gaussian process (grey curves) conditioned by the observations (red symbols). The
mean of such GP is given by Eq. (16) yielding the green curve. The distribution of the grey
curves illustrates the Bayesian uncertainty of the prediction between the training points. The
bottom right panel shows how this uncertainty is reduced when more training points (symbols)
are added. The upper right panel shows the GP trained by observations with some inherent
uncertainty (noise) illustrated by the blue bars. The plots are obtained with a R program adopted
from Ref. [33].
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If Gaussian priors are chosen, Eq. (1) becomes a sum of a Gaussian (the first term) and
a sum over tanh(γi) multiplied by another Gaussian. If the number of terms in the sum (i.e.
the number of hidden units of the NN) is small, we cannot draw any conclusions about the
analytical form of the sum. However, if the number of hidden units goes to infinity H →∞,
one can use the central limit theorem to conclude that the second term in Eq. (1) is also a
Gaussian [24]. Thus, if each of the parameters in θ is Gaussian-distributed and the number
of hidden units goes to infinity H →∞, y(x) becomes Gaussian-distributed. In other words,
the repeated evaluation of the model y(x) with parameters b, vj, aj, uij randomly drawn from
their distributions produces a Gaussian distribution. Since y(x) is a smooth function of x,
Eq. (1) thus becomes a Gaussian process.
There is an excellent book on Gaussian Processes for ML [33]. Gaussian processes are
much easier to work with than Bayesian NNs because a GP is entirely determined by its mean
function and covariance k(x,x′) = Cov(x,x′), which describes the relationship between the
Gaussian distributions y(x) and y(x′) at two different points of the N -dimensional variable
space. Also, because the prior distribution P (θ) is Gaussian and the likelihood can be
written as a product of Gaussians, the posterior and the predictive distributions are also
Gaussian. One might argue that GPs make Bayesian ML practical. They certainly make
Bayesian optimization (described in the following section) easy to implement.
To see how GPs work in practice (and get a gist of the main idea behind kernel methods
in ML), let us treat hj in Eq. (1) as new variables and introduce a function φ(x) that maps
an N -dimensional vector x onto the hj functions, which live in an H-dimensional space.
When one trains a NN as in the example above, one essentially is looking to determine this
map. However, this map does not need to be specified explicitly. Instead, one can formulate
the learning algorithms using ‘kernels’, as explained below. The H-dimensional space is
called the feature space. As we can see from Eq. (1), the relationship between y and hj is
linear so y is a linear function of H variables in the feature space. If we had the exact map
of x onto the feature space, we could interpolate (and extrapolate) the linear function y in
the feature space, then map the result back to our original N -dimensional space to make
accurate predictions of y(x) at any x.
Let us re-write Eq. (1) in matrix form
y(x) = φ>w (6)
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where φ is an (H + 1)-dimensional vector of hj functions and an additional bias element
(whose value is always one), and w is a vector of H weights vj and b. We write the Gaussian
prior distribution of w as
P (w) ∝ exp (−w>Σ−1w) (7)
where Σ is the covariance matrix.
To obtain the expression for the likelihood, it is assumed that the observations (training
points) have some random noise that can be modelled by a Gaussian distribution with
variance σ [33]. If the training data are noiseless, one can use the σ → 0 limit of the final
equations. Consider a specific training point that has value yi at the position xi. Since
the model deviates from the observation by random noise with variance σ, the probability
density of the observation yi is
P (yi|w) = 1√
2piσ
exp
{
−(yi − φ
>(xi)w)2
2σ2
}
. (8)
Assuming that the different training points are independent, we can then write the likelihood
function as a product
P (y|w) =
n∏
i=1
P (yi|w) = 1
(2piσ2)n/2
exp
{
−|y −Φ
>w|2
2σ2
}
, (9)
where Φ is a matrix with n columns of φ corresponding to the different training points and
H + 1 rows.
Using the Bayes’ theorem, we can now write the posterior distribution as
P (w|y) ∝ P (y|w)P (w) ∝ exp (−w>Σ−1w)× exp
{
−(y −Φ
>w)>(y −Φ>w)
2σ2
}
(10)
=∝ exp{(w − w¯)>A−1(w − w¯)} (11)
where A = σ−2ΦΦ> +Σ−1, w¯ = σ−2(σ−2ΦΦ> +Σ−1)−1Φy and all w-independent terms
have been omitted. This shows that the posterior distribution is a multivariate Gaussian
with mean w¯ and covariance matrix A. See Ref. [33] for a detailed derivation.
In order to obtain the predictive distribution, we must multiply the posterior by P (y∗|w)
and integrate over w. This yields a Gaussian distribution with the mean [33]
µ∗ = φ>∗ΣΦ(K + σ
2I)−1y (12)
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and variance
σ∗ = φ>∗Σφ∗ − φ>∗ΣΦ(K + σ2I)−1Φ>Σφ∗, (13)
where φ∗ = φ(x∗) and K = Φ>ΣΦ.
These equations are useless because we do not know the maps φ(x). However, one can see
that all terms in Eqs. (12) and (13) include products such as Φ>ΣΦ or φ>∗ΣΦ. Following
Ref. [33], one can define the matrix D = Σ1/2 such that Σ = D>D and the (H + 1)-
dimensional vectors
ψ(x) = Dφ(x). (14)
One can further denote the scalar products of these vectors by
k(x,x′) = ψ(x)>ψ(x′). (15)
With these definitions and notation, the vector φ>∗ΣΦ is a vector of scalar products k(x∗,xi)
and the matrixK = Φ>ΣΦ is a square n×n matrix of the scalar products k(xi,xj), where
xi and xj correspond to the locations of the training points in the original N -dimensional
space containing n training points.
Thus, Eqs. (12) and (13) are completely defined by the variance of the noise σ, the values
of the training points y and the scalar products k(x,x′). To emphasize this, we re-write
Eqs. (12) and (13) as
µ∗ = k>∗ (K + σ
2I)−1y, (16)
σ∗ = k(x∗,x∗)− k>∗ (K + σ2I)−1k∗ (17)
where k∗ is a vector with n entries k(x∗,xi). The unknowns in these equations are the
functions k(x,x′) and the variance σ. One typically specifies the mathematical form of the
functions k(x,x′) based on some physical or mathematical assumptions (discussed below).
Given a specific form of k(x,x′), one has a GP model. This model depends on the (at this
point unknown) parameters of k(x,x′). These parameters are found by maximizing the
marginal likelihood function, i.e. the integral
P (y) =
∫
w
P (w|y)P (w)dw. (18)
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The larger the value of this integral, the better the model.
The functions k(x,x′) map two inputs x and x′ onto a real number (representing a scalar
product of vectors in the feature space). Such mapping functions are called ‘kernels’ [33].
The functional dependence of k(x,x′) on x and x′ is called the kernel function. It is useful
to examine the relation of these kernels to covariance of the GP (6). In general, for two real
random variables α = y(x) and β = y(x′), the covariance is defined as
Cov(α, β) = 〈(α− 〈α〉) (β − 〈β〉)〉, (19)
where 〈·〉 denotes the expected value. If a GP is based on the Gaussian model prior (7), this
expected value is
Cov(x,x′) = 〈φ>(x)ww>φ(x′)〉 = φ>(x)〈ww>〉φ(x′) = φ>(x)Σφ(x′) = k(x,x′) (20)
Thus, the covariance of such GP is the kernel k(x,x′).
This is important because the dependence of the kernels on x and x′ is generally unknown
and Eq. (20) can inform the design of the kernel functions. In particular, if the training
data are not periodic (and do not have long-range correlations), it is reasonable to assume
that the covariance of the GP (6) decays with the distance |x− x′|. Therefore, in order to
train a GP model, one begins with assuming some mathematical function for k(x,x′) that
decays with |x−x′|. The following examples are some of the most commonly used functions
for approximating kernels used for GP regression:
kLIN(x,x
′) = x>x′ (21)
kRBF(x,x
′) = exp
(
−1
2
r2(x,x′)
)
(22)
kMAT(x,x
′) =
(
1 +
√
5r(x,x′) +
5
3
r2(x,x′)
)
× exp
(
−
√
5r(x,x′)
)
(23)
kRQ(x,x
′) =
(
1 +
|x− x′|2
2α`2
)−α
(24)
where r2(x,x′) = (x − x′)> ×M × (x − x′) and M is a diagonal matrix with different
length-scales `d for each dimension of x. The labels of the kernels stand for ‘linear’, ‘radial
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basis function’, ‘Matérn’ and ‘rational quadratic’ kernels. These functions are parametrized
by the length-scale parameters `d, ` and α. We denote these free parameters collectively by
γ. To train a GP model, one varies these parameters in order to maximize the marginal
likelihood (18). In practice, it is easier to maximize the logarithm of the marginal likelihood.
Because the prior of the GP and the likelihood function are Gaussian distributions, one can
evaluate the logarithm of the integral (18) to have the following form [33]:
logP (y|γ) = −1
2
y>
(
K + σ2I
)−1
y − 1
2
log |K + σ2I| − n
2
log 2pi. (25)
To summarize, a GP prediction of the property y at a point x of an N -dimensional space
begins with n known values of y collectively represented by vector y. Given these values, a
GP model is built by (i) assuming a particular mathematical form for the kernel function
k(x,x′) parametrized by some unknown coefficients; (ii) optimizing the logarithm of the
marginal likelihood function (25) by iteratively computing the matrix K and its inverse;
(iii) making a prediction of y∗ at x∗ using Eq. (16). The side benefit of this approach is
Eq. (17) that provides a Bayesian uncertainty of the prediction. Note that this uncertainty
reflects the lack of complete knowledge of the function y(x) and it decreases with the number
of training points in y. The uncertainty of the observations themselves is described by the
variance σ. If the training points are noiseless (as will often be the case in this article), Eqs.
(16), (17) and (25) should be used with σ set to zero. The choice of the kernel function
affects the efficiency of the learning but accurate interpolation is possible with many different
mathematical forms of the kernel function. We will discuss the effect of the choice of the
kernel function in subsequent sections.
B. Bayesian optimization
The approach described in the previous section can be used for regression and classifica-
tion ML problems. It can also be used to optimize unknown functions that are difficult to
evaluate. In applications advocated by the present work, the function y(x) often represents
the solutions of the Schrödinger equation that are neither known analytically nor easy to
obtain numerically (see Section IV.A for details). Therefore, Bayesian optimization (BO) is
particularly useful for applications in quantum molecular dynamics.
The idea of BO can be described as follows. Consider an unknown, multidimensional
13
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FIG. 3: Bayesian optimization of a function (shown by solid green curve) by the iterative evaluation
of the function. A new GP model of the function (grey curves) is constructed at each iteration and
the subsequent evaluation of the function is informed by the mean and the uncertainty of the most
recent GP. The symbols depict the results of the function evaluation and the numbers label the
iteration order. Each function evaluation reduces the uncertainty of the resulting GP in some part
of the variable space, which forces the algorithm to evaluate the function elsewhere. This ensures
that the optimization algorithm does not get trapped in local extrema. In the present example,
the algorithm begins by evaluating the function at the points labeled ‘1’. The acquisition function
(described in text) directs the subsequent evaluation to point ‘2’, as this is where the mean of the
GP and hence the expected value of the function are greater than the values at points ‘1’. The
acquisition function then directs the subsequent evaluation to point ‘3’, where the GP has a large
uncertainty (and hence an unknown probability of the function to have an even greater value).
function y(x). As mentioned, the relationship between x and y does not need to be analytic.
It is rather general. For example, x could be the parameters of a particular Hamiltonian
and y could be a particular eigenvalue of this Hamiltonian. The goal of BO is to find the
global extremum of y(x) with as few evaluations of y(x) as possible and without computing
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the gradient of y(x). BO begins with a few random evaluations of y(x) at a few random
points of the N -dimensional variable space. The results of the evaluation are used to obtain
Eqs. (16) and (17) giving an approximate model of y(x) and a Bayesian uncertainty of
this model. Both of Eqs. (16) and (17) are then used to inform the subsequent evaluation
of y(x). In the simplest possible formulation, this can be achieved by evaluating y(x),
where the function α(x) = µ∗(x) +κσ∗(x) has a maximum. The function α(x) is called the
‘acquisition function’. Depending on the value of κ, the subsequent evaluation of the function
y(x) is driven by µ∗ (which forces the algorithm to find extrema of y(x) more accurately)
or by σ∗ (which forces the algorithm to explore the N -dimensional space broadly). This is
illustrated in Figure 3. In the language of ML, the function α provides a balance between
‘exploitation’ and ‘exploration’. More evaluations of the function y(x) in some part of the
variable space reduce the uncertainty σ∗ of the GP process at this part of the space, which
forces the algorithm to look elsewhere (where σ∗ is large) in this space. Depending on the
application, one may choose to use a more complex acquisition function.
BO offers several advantages over other optimization algorithms. First of all, it is very
efficient (as will be demonstrated in a subsequent section). Second, it does not require the
function gradient. Third, it does not rely on any properties of the function. The function
does not have to be smooth or may even contain divergencies. The algorithm can be forced
to ignore the divergencies and look for well-defined extrema. All decisions regarding function
evaluations are based on GPs, whose mean and variance are necessarily smooth. This has
made BO a powerful tool in ML. Perhaps, the most important application of BO in ML is
training NNs. Traditionally, training a NN has been an art that requires an experienced
user. BO can be used to automate the process and take the human element away from
training a NN.
C. Extrapolation of physical results by generalization with machine learning
It is uncommon to use ML for extrapolation of functions. ML is commonly used to make
predictions of y(x) within the range of the training data. In the case of NNs, the prediction
is in the form of a very complex fit of the observations. In the case of GPs, the prediction
interpolates the observations. This statement immediately makes clear why the specific
choice of the kernel function is not unique. As illustrated in Figure (2), if the training points
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are noiseless, the mean of the resulting GP must pass through the training points. If the
number of training points becomes large n→∞, a GP model with any (reasonable) kernel
should represent accurately any function. As also illustrated by Figure 2, the GP becomes
quite uncertain outside the range of the training points.
For applications in chemistry and physics, it would be very useful to develop ML methods
capable of extrapolating physical results beyond the range of the training data. Such models
could predict the physical properties in parts of the variable space that cannot be probed by
rigorous theoretical calculations or experiments. Thus, such models could complement the
common discovery tools. Predictions of new phase transitions is an example of an application
of such models [35].
In the context of ML, it is more suitable to use the term ‘generalization’ than ‘extrapola-
tion’. ‘Generalization’ refers to the ability of a ML model to describe previously unseen data.
It is usually, though not always [36], implied that these new, previously unseen, data come
from the same distribution as the training data. In the present article, I will not attempt to
make distinction between generalization and extrapolation. I use the term ‘extrapolation’
to refer to predictions y(x∗) of a given physical property at a point x∗ = [x∗1, ..., x∗N ] in the
N -dimensional space, if, at least, one of the variables x∗i ∈ [x∗1, ..., x∗N ] is outside of the range
covering the training data.
Although extrapolation of solutions of physical equations with NNs has been attempted
[37, 38], it is a notoriously difficult problem, because of the complexity of the NN fit and
the lack of information to constrain the behaviour of the NN outside the range of the
training points. As explained in Section II.A, the use of kernels reduces the number of
model parameters. In addition, the Bayesian approach described in Section II.A is designed
to reject bad models and use good models with as little complexity as possible. Thus,
the Bayesian approach should infer a linear dependence for a collection of points on a
straight line, whereas a NN, if trained carelessly, might fit the same points with a sum
of polynomials. As stated by R. N. Neal of the University of Toronto [24], “The Bayesian
approach takes modelling seriously.” One can thus argue that, in general, the Bayesian
approach, and, particularly, kernel methods based on the Bayesian approach, are better
suited for extrapolation of physical properties.
This makes GPs interesting candidates for building ML models capable of extrapolation.
In order to build GPs suitable for extrapolation, one should build models that are both
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more flexible and more physical. Improving the flexibility of the GP models can be achieved
by making the kernel functions more complex. Improving the quality of the model can be
achieved by maximizing the marginal likelihood. However, a simpler model producing the
same outcome as a more complex model should always be preferred to avoid overfitting. It
is, therefore, important to develop a metric that could quantify the quality of models with
different kernel complexities. One such metric is the Bayesian information criterion (BIC)
defined as [34]:
BIC(M) = logP (y|M)− 1
2
|M| log n, (26)
where M is the number of parameters in the kernel. The larger the BIC, the better the
model.
Using the BIC as a guiding quantity, one can build up the complexity of GP kernels
to improve the predictive power of the models. Refs. [39] and [40] proposed to increase
the complexity of the kernels by combining the simple kernels (21) - (24). It is generally
impossible to train and try GP models with all possible combinations of even as few as
four simple kernels. However, the complex models can be built using the following iterative
algorithm, known as the ‘greedy’ algorithm in reinforced learning. One begins by training
a GP model with each of the kernels (21) - (24) separately. The algorithm then selects
the model with the highest value of the BIC. The kernel of this model – denoted k0 –
is chosen as the base kernel. The base kernel k0(·, ·) is then combined with each of the
original kernels ki defined by Eqs. (21) - (24). The kernels are combined as products
k0(·, ·) × ki(·, ·) and additions k0(·, ·) + ki(·, ·). For each of the possible combinations, a
new GP model is constructed and the BIC is computed. The kernel yielding the highest BIC
is then used as a new base kernel k0 and the algorithm is iterated. As will be illustrated in
a subsequent section, this approach leads to powerful GP models capable of predicting the
physical properties of quantum systems outside the range of the training data. The question
I would like to raise in this work is whether this tool can be of use in molecular dynamics
research.
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III. CHALLENGES IN QUANTUM MOLECULAR DYNAMICS
The objective of quantum dynamics calculations in theoretical chemistry is to solve the
the Schrödinger equation in order to predict the outcome or understand the mechanisms of
microscopic interactions of molecules with other molecules or molecules with electromagnetic
fields. This is (almost) always done assuming the Born-Oppenheimer approximation leading
to adiabatic potential surfaces of electronic energy. Even when dynamics is non-adiabatic,
the problem is formulated in terms of potential energy surfaces, whether diabatic or adia-
batic, and non-adiabatic couplings. The Hamiltonian of a system of M atoms describing
the nuclear dynamics is thus most generally written as
Hˆ = Hˆ({V (r)}), (27)
where V (r) is a set of N -dimensional potential energy surfaces (PES) and relevant N -
dimensional couplings withN = 3M−6 (for non-linear polyatomic systems). If the dynamics
is fully adiabatic, the Hamiltonian is parametrized by a single N -dimensional PES V (r).
The variables r are the N internal coordinates of the M -atom complex. For simplicity, we
assume hereafter that only one PES is required to describe the dynamics, unless otherwise
stated.
The traditional approach always involves three steps: (1) computing the electronic en-
ergy of the system as a function of r; (2) fitting the results of this computation with some
N -dimensional analytical function; (3) solving the Schrödinger equation to compute the de-
sired observables. The Schrödinger equation is solved using either a time-dependent or time-
independent approach. Whether the Hamiltonian is time-dependent or time-independent,
the problem can always be formulated as an eigenvalue problem by expanding the eigen-
functions of the Hamiltonian (27) is some basis. For example, the time-dependence of the
eigenstates of periodic Hamiltonians can be described using the Floquet basis [41] and the
radial dependence of the eigenstates of any Hamiltonian can be described using a discrete
variable representation basis [42].
A more practical approach is to represent the dependence of the Hamiltonian eigenstates
on some variables by a basis set expansion, while leaving the dependence on the remaining
variables explicit [43]. For example, for time dependent problems it is often most convenient
to treat the time dependence explicitly. For time-independent reactive scattering problems,
it is often convenient to formulate the problem using hyperspherical coordinates, with the
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hyperradius treated as an explicit variable. This converts the Schrödinger equation into a
system of coupled differential equations. If only one of the variables – variable r – is treated
explicitly and the dependence on the other variables is represented by a basis set expansion,
this system of differential equations can most generally be written as:[
DˆrI +U(V )
]
Ψ(r) = 0 (28)
where Dˆr is a differential operator acting on functions of r, Ψ(r) is a vector of Nb basis
set expansion coefficients, each depending on r, U is an Nb × Nb Hermitian matrix that
depends on V , and I is the Nb × Nb identity matrix. Given the PES V (r), Eq. (28)
can be solved numerically subject to appropriate boundary conditions in order to compute
observables such as the bound state energies for spectroscopy applications, the S-matrix
describing the probabilities of molecular collision outcomes or the chemical reaction rates.
These calculations, however, meet with a lot of challenges.
A. Specific challenges
There are two major problems with Eq. (28). First, the numerical difficulty of solving
this system of equations can scale up as quickly as O(N3b ). The number of basis states
Nb required increases quickly with the number of degrees of freedom N . This makes the
computation of the quantum observables for polyatomic systems very difficult. At present,
numerically exact integration of the Schrödinger equation is only possible for 2, 3 and 4-atom
systems in the absence of external fields. The presence of fields breaks the isotropy of space,
which results in a dramatic increase of the number of basis function Nb required for the
accurate representation of the eigenstates of the Hamiltonian [41]. The reactive scattering
problem in the presence of external fields has only been solved rigorously for three-atom
systems [44, 45].
The second problem is that the matrix U is parametrized by the N -dimensional PES
V (r). This is a problem because quantum chemistry calculations always come with errors
so V (r) is never exact. Therefore, even if one could obtain the numerically exact solutions
of Eq. (28), the results would still be affected by the uncertainty in V . Worst of all, it is
often unknown how this uncertainty in PES affects the results of the quantum dynamics
calculations. The dynamical results for different energies are affected by different parts of
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the PES to a varying degree of extent. This makes the predictions of quantum dynamics
calculations unreliable, except where direct comparison with experiment is possible and the
theoretical results are properly calibrated by the experimental data.
Additional challenges include calculating the electronic energies for the potential energy
surface and constructing the N -dimensional fit of V (r). While high-level quantum chemistry
calculations are nowadays feasible for a large variety of molecular systems, including molec-
ular radicals, it is not always clear how to sample the N -dimensional space by the electronic
structure calculations. Consider, for example, a chemical reaction of two NaK molecules,
of importance to ultracold molecule and ultracold chemistry experiments [46]. The PES
required for the quantum dynamics computations of reaction probabilities in NaK - NaK
collisions at low temperatures needs to be accurate at large molecule - molecule separations,
represent accurately three- and four-body interactions, describe conical intersections, and
be especially accurate along the minimum reaction path. The geometric features of this
six-dimensional (6D) reaction complex are not known a priori and it is not clear how to
sample this 6D space with quantum chemistry calculations.
Computing accurate energies for the PES is, however, only half the problem. In order to
be used in Eq. (28), this surface must be represented by a proper fit or a 6D interpolating
function, capable of extrapolation to large interatomic distances. Constructing such a fit is
generally a major task that requires manual work. This task becomes significantly harder,
as N increases [47], especially because the fit must properly account for all the geometrical
features of the systems, including permutation symmetries [48]. It is extremely important,
especially for quantum dynamics calculations at low energies, to ensure that any such fit is
free of artifacts and that the error of the fit is smaller than the uncertainty of the quantum
chemistry calculations themselves.
Yet another challenge in quantum molecular dynamics is related to esoteric dynamical
features such as resonant scattering [49, 50]. Resonances affect the dynamics of molecular
interactions in a narrow range of collision energies [50] or a narrow range of applied field
parameters [44]. This means that in order to identify all resonance features, Eq. (28) must be
solved on a very fine grid of total energies (for time-independent problems) and/or external
field parameters. This makes the numerical integration of Eq. (28) prohibitively difficult. In
some cases, the dynamical features could be identified by solving a smaller set of equations
obtained from Eq. (28) by some decoupling approximations. However, in many cases, these
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approximations introduce additional sources of error and may affect the dynamical features
of interest.
With these challenges in mind, we identify the following major problems that, if solved,
would transform the research field of quantum molecular dynamics:
◦ Reducing the number of coupled equations Nb in Eq. (28) without loss of accuracy
of the resulting solutions. Of particular importance would be the development of
methods that would reduce the scaling of the numerical complexity with the number
of dimensions N , without introducing any approximations. Not all basis states in a
particular basis set are equally important for the accurate representation of quantum
dynamics. A general and easy-to-implement approach that could identify the ‘unnec-
essary’ basis states would significantly reduce the CPU requirements for the numerical
integration of Eq. (28).
◦ Developing methods to evaluate the error bars of the dynamical results stemming from
the uncertainties of the quantum chemistry calculations used to compute V (r). This
is important in order to make absolute predictions of dynamical properties without
calibration by experiment.
◦ Developing automated methods of constructing global N -dimensional PES V (r) with-
out manual work and without loss of accuracy.
◦ Developing methods that could use approximate dynamical results (such as ones based
on decoupling approximations) in order to predict accurate solutions of Eq. (28). In
the context of ML, this would amount to developing models that ‘learn’ the error of
the approximate dynamical calculations.
◦ Developing methods for solving the inverse scattering problem, i.e. constructing the
PES describing interactions of molecules based on known experimental results of dy-
namical observables.
The purpose of this article is to show that ML can help solve these problems.
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IV. MACHINE LEARNING TO ADDRESS THE CHALLENGES
Solving the Schrödinger equation is difficult and generally requires a lot of computational
resources. Making a prediction with a ML model, once the model is trained, is fast and
does not generally require significant computing power. The most obvious application of
ML in quantum molecular dynamics is, therefore, to replace Eq. (28) with a ML model that
‘simulates’ the solutions of the Schrödinger equation [51]. The problem can be formulated
as follows.
A. ML models as simulators of Schrödinger equation solutions
Consider a specific observable such as a rate constant for a chemical reaction. Such rate
constants can be computed by solving Eq. (28) for a range of collision energies E and a
range of total angular momenta J of the reactant molecules in order to compute the reaction
probabilities and integrating the solutions over the Maxwell-Boltzmann distribution. If the
reaction occurs in an external field, the computations must be repeated for different field
parameters, such as the field amplitude, polarization and frequency, collectively denoted by
f . The computations are performed using a PES often represented by an analytical fit with
parameters a = {a1, a2, ...ak, ...}. If one desires to explore the sensitivity of the resulting
rate constants to the PES parameters or the field parameters, the computations must be
repeated at different values of a and f and generally on a dense grid of collision energies
and/or total angular momenta.
Within a ML approach, the problem can be formulated as a model y(x), where y rep-
resents the solution of the Schrödinger equation (the reaction probabilitiy in our example),
and x = [E, J,f ,a]> is a vector of all parameters defining the Schrödinger equation (28).
Instead of numerically solving Eq. (28) for any desired combination of x, one can per-
form a series of computations to determine the solutions of Eq. (28) at random combina-
tions of x = [E, J,f ,a]>. This will produce a set of values for the reaction probabilities
y = [y1, y2, ..., yn]
>. These values can be used as training data to build a ML model, as de-
scribed in Section II. This model can then be used as a simulator to predict (with minimal
numerical effort) the values of the reaction probabilities at any combination of the param-
eters x = [E, J,f ,a]>. The rate constants can be calculated from these predictions, by
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simply integrating y(x) over the energy. The key advantage offered by kernel-based ML is
that accurate simulators y(x) can be built with a small number of the Schrödinger equation
solutions.
It is important to note that the numerical effort of evaluating y(x) depends on the ML
model used. If y(x) is represented by a NN, the prediction is the evaluation of an analytical
function and is almost effortless. If y(x) is a Gaussian process, the prediction is in the form
of a vector - vector product (16), where the size of the vector is equal to the number of
training points n, usually ≤ 5000. The numerical cost of evaluating such models scales with
the number of training points as O(n).
Once the simulator y(x) is built, it can be used as a powerful tool to examine the mech-
anisms of microscopic molecular dynamics, obtain the dynamical results in a wide range of
Hamiltonian parameters and obtain the error bars of the dynamical results, as explained in
the following subsection. If one uses the Bayesian ML approach described in Section II, the
accuracy of the simulator model must increase monotonously with the number of training
points. For such simulators, the more solutions of the Schrödinger equation are used to
construct the models, the more accurate the predictions, as illustrated in Figure 2.
An example of a ML simulator of a dynamical property is illustrated in Figure 4. Figure 4
considers the dependence of the collision lifetimes in Ar - C6H6 scattering on the PES param-
eters, the collision energy and the internal energy of the molecule. The PES is expressed as
a sum over terms describing the interaction of Ar with the C – C and C – H bond fragments
[52]. There are 8 parameters characterizing these interactions. These parameters are treated
as variables. In addition, there are two variables specifying the rotational temperature of
the benzene molecule and the collision energy of Ar with benzene. The variable space is thus
10-dimensional. The collision lifetimes are computed using the classical dynamics method
described in Ref. [53]. The GP model of the dependence of the collision lifetimes on these
10 parameters is then trained with results of 200 dynamical calculations as described in Sec-
tion II above. Figure 4 compares the GP predictions with the dynamical calculations and
confirms that a 10-dimensional GP model can be trained with only 200 (order of 100 = 10×
number of dimensions) calculations. The relative error of the GP predictions thus obtained
is about 4 %.
Figure 4 is an illustrative example showing the possibility of building a general GP model
giving a physical observable as a function of individual Hamiltonian parameters. One of
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FIG. 4: The comparison of the results of classical dynamics calculations with the predictions of
the GP model trained by 200 dynamical calculations at 100 random combinations of 10 parameters
specifying the Ar - C6H6 PES, the collision energy and the internal energy of the molecule. The
results show the lifetime of the Ar - C6H6 collision complex. Figure adapted with permission from
Ref. [51].
the most important applications of such models is the evaluation of the uncertainties of
the solutions of the nuclear Schrödinger equation stemming from the errors of quantum
chemistry calculations used to produce the underlying PES. This problem is discussed in
the following subsection.
B. Error bars of quantum dynamics results
Assuming one can solve the Schrödinger equation for nuclear dynamics numerically ex-
actly, the results are still subject to uncertainties stemming from the errors of the N -
dimensional PES V (r). There are two sources of errors. One is the inherent error of
the quantum chemistry method used to produce the electronic energies. The other is the
error of the analytical fit used to represent V (r) in a mathematical form suitable for solving
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the nuclear Schrödinger equation. Although the errors of quantum chemistry calculations
are not always easy to determine, they can be estimated by extrapolation to complete basis
set results and by comparison with more sophisticated quantum chemistry calculations [54].
The errors of the analytical fits can be determined by validating the accuracy of the fit using
the ab initio points not used for the production of the fit.
Once the error of V (r) is determined, one needs to determine the effect of this error on
quantum dynamics results. This has been attempted in multiple studies aiming to make
predictions of scattering cross sections of molecules at low energies [55–59]. In these studies,
the PES was multipled by a single scaling parameter and the effect of varying this param-
eter on the dynamics results was examined. However, scaling the entire PES by a single
parameter does not change the anisotropy of the PES and does not account for the fact that
different parts of the PES affect different dynamical results in a different way. For example,
the elastic scattering cross sections are much less sensitive to the anisotropy of the PES than
the probabilities of scattering that changes the angular momenta of interacting molecules.
The approach discussed in this subsection bears similarity to the Bayesian calibration
of force fields in molecular dynamics simulations (see, for example, Refs. [26–32]). The
goal of this work is either to quantify the error of the molecular dynamics simulations due
to the uncertainty of the molecular force fields or to obtain the force field parameters best
suited for the simulations of particular properties. One should note that the PESs used
in quantum dynamics calculations are generally more complex than the molecular force
fields used in classical dynamics. In addition, quantum mechanics requires a more global
representation of the molecular interactions and the quantum dynamics calculations are
more time consuming than the classical dynamics calculations. This makes the problem
discussed here more challenging in quantum dynamics. As discussed below and in Section
IV.E, Gaussian processes allow one to address this challenge.
In order to determine the effect of the uncertainty of V (r) on quantum dynamics results,
it is necessary to vary different parts of the PES independently and examine the effect of
these variations on the dynamical results. This is very challenging. Consider, for example,
a 6D PES given by an analytical fit with 10 parameters a = {a1, a2, ...a10} (in practice,
the number of parameters is usually greater than 10). One can account for an arbitrary
variation of the PES by varying each of ai individually. In order to account for the effect
of this variation on the dynamics, one needs to solve the nuclear Schrödinger equation each
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time one of these parameters is changed. If the calculations are performed on a simple grid
of this 10-dimensional space with 10 points per ai, this requires 1010 solutions of the nuclear
Schrödinger equation, clearly, an impossible task.
However, one can approach this as a Bayesian machine learning problem [51], described in
the previous section. The variables of the ML model are the parameters a. The model y(a)
is provided by the Schrödinger equation. The approach would entail solving the nuclear
Schrödinger equation for n random combinations of the parameters {ai} to produce the
training points y = [y1, y2, ..., yn]> and a GP model of y(a) trained by these solutions would
provide the global dependence of the dynamical results on the individual coefficients ai. If
the dependence of y on a is relatively smooth (as is expected to be the case), the number of
training points required to produce an accurate GP model is known from ML literature to
be on the order of 10×(the number of dimensions in a, 10 in our example) [60]. Thus, an
accurate dependence of the dynamical results on each of the coefficients ai can be obtained
with only ≈ 100 dynamical calculations, instead of 1010. This is illustrated in Figure 4.
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FIG. 5: Left panel: The adiabatic interaction potentials determining the dynamics of fine structure
transitions in collisions of O(3P ) with H atoms. The grey regions shows the assumed uncertainty of
the potentials. This uncertainty propagates into the uncertainty of the collision rates. Right panel:
The results of rigorous quantum scattering calculations (triangles) with the grey area showing
the uncertainty of the collision rate constants produced by the GP model. Figure adapted with
permission from Ref. [61].
Figure 4 is an illustrative example that shows the possibility of constructing a general GP
model y(a) giving a physical observable as a function of individual PES parameters. Once
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the GP of y(a) is trained, it can be used to examine the sensitivity of the dynamical results
to each of the individual coefficients ai and calculate the uncertainty of the dynamical results
associated with independent variation of each of ai. This procedure can be applied to any
dynamical process, including non-adiabatic processes. Figure 5 illustrates the application
of this approach to determining the error bars of the rate constants for fine structure tran-
sitions in collisions of O(3P ) with H. These rates are of significant importance for models
of interstellar clouds. The fine structure transitions in O(3P ) - H collisions are determined
by four adiabatic interaction potentials shown in the left panel of Figure 5. Given some
(R-dependent) uncertainty to each of these potentials, a GP model was constructed in Ref.
[61] based on solutions of the Schrödinger equation as described above. This GP model was
then used to obtain the uncertainty of the collision rate constants (shown in the right panel
of Figure 5).
C. Fitting PES with ML models
Fitting multi-dimensional potential energy surfaces with analytical functions is a complex
task required for any calculations of dynamical properties of molecules. Although many
different methods for fitting PES for polyatomic molecules have been developed over the
past 50 years (see, for example, Refs. [47, 62–65]), the development of efficient and universal
fitting methods, which produce PES suitable for quantum dynamics calculations, is still a
very active research field [66]. This is primarily because, for polyatomic (multi-dimensional)
systems, PES often exhibit nontrivial dependence on the configuration space coordinates
that cannot be captured by standard sets of analytical functions and that are often system
specific.
Since ML aims to build efficient models of unknown functions, it is well suited for con-
structing PES for polyatomic molecules [67]. Fitting PES with ML models has indeed been
gaining popularity in recent years. There are two trends in the literature on fitting PES
with ML models. One is towards developing NN fits tailored for specific quantum dynamics
calculations. Other studies aim to exploit kernel-based methods, including GP models, for
the automated construction of complex PES. It is, therefore, useful to consider separately
and compare the NN models and the GP models of PES. Table I summarizes the relative
advantages and drawbacks of the two types of ML methods for fitting PES.
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TABLE I: Relative advantages and disadvantages of the GP and NN models for fitting PES for
polyatomic molecules. The number of potential energy points used to construct the model is denoted
by n.
GP models of PES NN models of PES
Training complexity Scales as O(n3) Variable, can be fast
Speed of evaluation Scales as O(n) Very fast, independent of n
Accuracy Low error (easy) Low error (easy)
Extreme accuracy Extremely low error (difficult) Extremely low error (easy)
Required n Small Large
Construction of fit Automated (with kernel chosen) Requires manual work
Extension to more dimensions Automated Requires manual work
Extension to other molecular systems Automated Requires manual work
Overfitting Rare, only if complex kernels Likely
Final model Non-parametric, numerical Analytical, can be tailored
vector - vector product for specific dynamics software
The use of NNs for fitting PES was introduced by the work of Manzhos and Carrington
[68, 69] and Behler and Parrinello [70–72], and is currently exploited by many authors
[22, 73–76], often because NNs allow one to construct the sum-of-product representation of
PESs suitable for quantum dynamics methods, such as ones based on the multi-configuration
time-dependent Hartree method [77]. NNs definitely offer many advantages for fitting PES
compared to other fitting methods, in general, and GPs, in particular. One is the speed
of the evaluation of the resulting PES, once the NN is trained. Another advantage is the
possibility of constructing PES with extremely low fitting error due to the flexibility of the
fit. NNs can be used to construct fits with permutation symmetry built in [78]. However,
NNs require substantial user experience informing the choice of the NN architecture and the
initial choice of the NN parameters. Training a NN fit of a PES, especially, for complex,
multi-dimensional systems thus often requires manual work. One should also be careful to
avoid overfitting, a common problem in applications of NNs.
The idea to use kernels to represent PES was introduced by the work Rabitz and coworkers
[63, 79–81]. GPs have been introduced to the molecular dynamics community more recently,
28
first as a method for fitting the force fields for classical dynamics simulations [2, 4, 82–84], and
then as a method for fitting global PES that could be used in quantum dynamics calculations
of scattering or spectroscopic properties [85–93]. The GP models are significantly slower to
evaluate than the NN fits because the prediction of the potential energy is in the form of
the vector - vector product (16) that needs to be evaluated numerically. The number of
training points (i.e. the size of the vectors in Eq. 16) increases with the number of degrees
of freedom. On the other hand, GPs require much fewer training points than NNs [23].
In Ref. [23], it was found that an accurate GP model of the global PES for the quantum
scattering calculation of the probabilities of the reaction of OH with H2 can be constructed
with less than 300 potential energy points. The same surface was previously constructed
with a NN fit using ≈ 17, 000 potential energy points [75]. The relative performance of GPs
vs NNs for the construction of global PES for polyatomic molecules was examined in Ref.
[88].
GPs offer two fundamental advantages for fitting PES, which could be exploited for
new applications. First and foremost, the interpolation of a PES by GPs does not require
any manual work. The same code can be applied to obtain the global surface for any
molecular system with any number of degrees of freedom. The accuracy of the surface
can be improved by simply adding more potential energy points to the training set. As
illustrated in Ref. [85], the accuracy of the GP model of PES monotonously decreases with
the number of training points and there is usually no additional work required to avoid
overfitting when building PES with GPs. This is likely because global PES for polyatomic
molecules can be constructed with simple kernels [85–93]. Different surfaces can also be
constructed automatically by the same program, using different sets of potential energy
points. Second, GP models - as a consequence of the Bayesian approach – offer not only the
fit of the PES but also the uncertainty of the fit in the form of Eq. (17). As described in
Section II above, this uncertainty can be exploited for Bayesian optimization. The following
two subsections discuss examples of new applications made possible by these properties of
GP models.
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D. Learning from Machine Learning
When faced with the problem of calculating a PES for a new molecular system, one must
choose how to place the potential energy calculations in the configuration space. We refer
to this as the sampling problem. Although it is feasible to perform thousands and even tens
of thousands of accurate quantum chemistry calculations for most molecules, sampling is
a significant problem for high-dimensional systems with unknown PES landscape. This is
especially true if the PES includes unusual geometrical features, such as conical intersections.
There have been several recent attempts to address this problem with ML [23, 86, 90]. The
possibility of automated construction of PES with GPs combined with Bayesian optimization
(BO) suggest a ML method of obtaining the ideal sampling scheme.
This problem can be best formulated with reinforcement learning (RL). The target of
the RL algorithm is the most accurate PES obtained with as few potential energy points
as possible. The result is the most efficient sampling scheme. Within this formulation, one
asks the question: ‘Given a PES constructed with n potential energy points, where in the
configuration space should the next ab initio point be placed to maximize the accuracy of
the PES?’ GP regression offers a very unique way to answer this question because it is known
(as illustrated in Figure 2) that any GP model with n → ∞ training points produces the
most accurate surface. This is a consequence of the Bayesian approach. If one uses GP
regression for representing a PES, the question above can be reformulated thus: ‘How does
one get to the n → ∞ limit with as few steps as possible?’ As illustrated in Ref. [23], this
question can be answered by RL with the help of BO.
The specific algorithm can be formulated as follows. The procedure begins with a small
number n (say, n = 100 for a 6D space) ab initio points placed randomly in the configuration
space. These points are used to train a GP model of the PES denoted by G(n). Given G(n),
one adds another potential energy point in the configuration space and trains another GP
model F(n + 1) based on n + 1 points. This point is added at random locations of the
configuration space, thus F(n + 1) becomes a function of the coordinates of the added
point x. BO – as described in Section II – can then be used to maximize the difference
|F(n+ 1)−G(n)| to produce the most optimal location xopt for the added potential energy
point. With this procedure iterated, BO yields the most optimal distribution of energy
points in the configuration space. This was illustrated in Ref. [23], where BO was used to
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build PES producing accurate quantum dynamics results with as few potential energy points
as possible. Although this has not yet been done, one can repeat these calculations for a
variety of molecular systems and derive the most optimal (potentially universal) sampling
scheme. Thus, one could learn the optimal sampling scheme from machine learning.
E. Inverse scattering problem
Consider a chemical reaction of two molecules. In order to predict the reaction proba-
bilities accurately, one needs to perform quantum dynamics calculations on a global PES.
As mentioned above, the traditional approach begins with building a global PES indepen-
dently of the quantum dynamics calculations. However, not all parts of the global PES are
equally important for the outcome of specific quantum dynamics calculations. In terms of
the potential energy calculations and the amount of information offered by the PES, the
traditional approach is, therefore, almost always an overkill. Moreover, different reaction
processes can be more or less sensitive to different parts of the PES. A global PES equally
accurate in the entire configuration space does not provide information about which part of
the configuration space is sampled by the quantum reaction process under study.
Ref. [23] shows that the unique properties of GPs allow one to invert the problem and
build the global PES by placing the potential energy points only in the part of the configu-
ration space that is important for a specific quantum reaction process. This is achieved by
the following iterative process:
A
FD
(29)
where step A produces a potential energy point by an ab initio quantum chemistry calcu-
lation or moves a particular energy point along the energy axis, step F produces a global
model of the PES by GP regression (16) and step D produces the reaction probabilities by
solving the nuclear Schrödinger equation with this PES. Moving the energy points along
the energy axis allows one to account for the error of quantum chemistry calculation and
ensures that step D can produce results in agreement with any desired outcome [23]. Each
time an energy point is added or moved in step A, the global surface produced in step F
becomes different and the outcome of the dynamical calculation in step D changes.
Given some experimental measurements of quantum dynamics, one can then apply BO
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to the feedback loop (29) in order to minimize the difference between the outcome of step
D and the given physical data. In principle, one could implement the feedback loop (29)
without ML. However, in practice it would be impossible because every iteration of this
feedback loop requires the generation of a new, global PES in step F and solving the nuclear
Schrödinger equation in step D. The feedback loop relies on the ability of GP regression to
produce a new global surface at each iteration automatically, without any manual work. BO
ensures that the iterative process (29) converges very fast and requires very few scattering
calculations.
These points are illustrated in Figure 6. To generate the results in this figure, we consider
the chemical reaction H + H2 → H2 + H. A global PES for this reaction was constructed
by an analytical fit to 8701 potential energy points in Ref. [94]. The quantum dynamics
calculations of reaction probabilities based on this full PES were performed in Ref. [95].
The results of Ref. [95] are shown in Figure 6 by the black solid curve. The first question
we address is: “Is it possible to obtain the results shown by the black solid line using a small
subset of the 8701 potential energy points?” To answer this question, we start with n = 22
potential energy points randomly distributed in the 3D configuration space and implement
the feedback loop (29) to add one point from the set of 8701 points at each iteration. As
shown in Figure 6, BO converges the results of step D in the feedback loop to the black
solid curves with only 8 iterations (which require 360 quantum scattering calculations). The
inset shows the energy dependence of the reaction probabilities (red symbols) obtained with
a PES represented by a GP model with only 37 ab initio points (instead of 8701!). The
surface based on the 37 potential energy points is shown in the right panel of Figure 6.
Ref. [23] shows that the convergence of the BO is similarly fast when applied to a more
complex reaction system. For example, in the case of the reaction OH + H2 → H2O + H,
the feedback loop starting with 280 potential energy points randomly distributed in the six-
dimensional configuration space produces accurate reaction probabilities after 10 iterations,
leading to accurate dynamical results based on a GP model of the global PES trained by
only 290 points, which should be compared to ≈ 17, 000 ab initio points used for the NN fit
of the same PES in the previous work [75].
This subsection illustrates that the combination of GP modelling of global reactive PES
with Bayesian optimization allows one to construct accurate PES with a very small number
of potential energy points. By construction, these PES, when inserted into the Schrödinger
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FIG. 6: Left panel: The total probability for the H2 + H → H + H2 reaction as a function of
the collision energy. The black solid curve – calculations from [95] based on the surface with 8701
ab initio points from [94]. The dashed curves – calculations based on the GP PES obtained with
22 ab initio points (blue); 23 points (orange), 30 points (green) and 37 points (inset). The points
23–37 are drawn by the BO algorithm from the PES in [94]. The RMSE and maximum error of the
results with 37 points are 0.009 and 0.028, respectively. Right panel: the GP model of the PES for
the H3 reaction system constructed with 30 potential energy points. R1 and R2 are the distances
between atoms 1 and 2 and atoms 2 and 3, respectively. Figure adapted with permission from Ref.
[23].
equation, lead to accurate dynamical results for a particular reaction process. The PES thus
obtained contains a very useful information about which part of the configuration space is
the most important for the reaction process under study and thus offers information that
can be used to elucidate the mechanisms of the reaction processes. The feedback loop (29)
thus again offers the possibility of learning microscopic physics of molecular reactions from
machine learning.
F. Accurate models based on approximate results
It is difficult to solve Eq. (28) exactly for complex molecular systems in a wide range of
Hamiltonian parameters. The computation effort in quantum dynamics is often lowered by
applying either decoupling approximations, which reduce the number of coupled differential
equations in (28), or by freezing some degrees of freedom. The computation effort may also
33
be reduced by replacing the quantum treatment of some (or all) degrees of freedom with
the classical treatment. These approximations introduce additional errors into predictions
of dynamical results. ML in general [96, 97] and Bayesian ML, in particular, offers methods
to construct models that ‘learn’ these errors and correct the approximate results.
Consider some observable computed at n values of the Hamiltonian parameters by the
rigorous quantum dynamics method and atm values of the Hamiltonian parameters by some
approximate quantum dynamics methods. The rigorous results are y = [y1, y2, ..., yn] and
the approximate results are z = [z1, z2, ..., zm]. Because the approximate calculations are
easier, m n. Given this information, one can build a model of the accurate results y in a
wide range of the Hamiltonian parameters as follows [98]:
E(·) = ρF(·) + G(·) + ε, (30)
where F(·) is a ML model trained by the approximate results z, and G(·) is trained to
model the difference between the approximate z and rigorous y results at those few n points
given by the rigorous calculations. The advantage gained by training the model with a large
number of approximate results is illustrated in Figure (7).
This procedure is rather general and can be applied to any theoretical chemistry result
obtained with a large number of approximate calculations and a small number of rigorous
results, as long as the approximate and exact results are correlated. In Ref. [93], a similar
approach was used to produce accurate potential energy curves for the N2 molecule using a
combination of quantum chemistry results at different levels of theory. Used as in Ref. [93],
this method can be used to evaluate the basis set errors as well as the systematic error of
the quantum chemistry method.
The exact values y can be the results of rigorous quantum calculations as above or the
results of experimental measurements. If both y and z come from theoretical calculations
of different accuracy, ε should generally be set to zero. If y come for an experiment, G(·)
models the systematic errors of the theoretical method and ε accounts for the noise in the
experimental data. The technique described in this section should be broadly viewed as the
interpolation of a small number of accurate results assisted by a large number of approximate
results. It would also be desirable to develop techniques that could use the accurate results
in a small range of the Hamiltonian parameters and make predictions outside the range of
the training data by extrapolation. While ML has not yet been applied for this purpose
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FIG. 7: The model (30) of the cross sections for C6H6 - He collisions based on a small number of
quantum scattering calculations represented by squares and a large number of approximate classical
trajectory calculations (not shown). The model results are shown by the red curve and should be
compared with the fully quantum results (circles) that are not used for training the model. The
model trained by the quantum dynamics results without any classical trajectory calculations is
shown by the blue curve. Figure adapted with permission from Ref. [51].
in molecular physics, there are some encouraging results from applications in condensed-
matter physics indicating the feasibility of physical extrapolation with ML. This problem is
discussed in the following subsection.
G. Extrapolation of quantum observables
Consider a quantum system described by a Hamiltonian that is a function of multiple
parameters. In the context of scattering theory, these parameters are, for example, the total
energy or the total angular momentum of the system. Solving the Schrödinger equation for
a range of these parameters produces the values of a desired observable y = [y1, y2, ..., yn]
>,
which can be used to train ML models as discussed before. These ML models, whether
coming in the form of NNs or GPs, are well-controlled within the range of the Hamiltonian
parameters used for training. For example, the accuracy of GP predictions within the range
of the training data is guaranteed to decrease as n increases.
In the present section, I consider the possibility of using ML models to make predictions
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FIG. 8: Dependence of the order parameter m˜0 for the Heisenberg spin model on temperature T
for an infinite one-dimensional spin chain. The symbols are the predictions of the GP model. The
dashed curve shows the results computed from the analytic formula for the free energy obtained in
the mean field approximation. Note that the dashed curve is not used for training the GP model.
The GP model is trained by the two-dimensional dependence of the free energy on temperature
and magnetization at temperatures in the shaded region. This two-dimensional dependence of the
free energy is then extrapolated to temperatures outside the shaded region and the order parameter
is calculated from the extrapolated surface as the minimum value of the magnetization at a given
temperature. The evolution of the free energy with temperature is smooth. Figure adapted with
permission from Ref. [35].
at the values of the Hamiltonian parameters outside the range used for training the models.
As discussed in Section II.C, computer science literature [39, 40] and an application of this
method to predictions of quantum phase transitions [35] indicate that the predictive power of
GPs can be enhanced by increasing kernel complexity to maximize the Bayesian information
criterion (26).
Figure 8 presents an example of the predictive power of a GP model with a kernel selected
by the BIC [35]. In this example, a GP model is trained by the dependence of the free
energy of the one-dimensional Heisenberg spin model on two variables: temperature and
magnetization. The value of magnetization at the minimum of the free-energy curve is
the order parameter, which characterizes the paramagnetic and ferromagnetic phases of
the system. The GP model is trained as described in Section II.C at temperatures in the
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shaded region of Figure 8. The free energy is then extrapolated to temperatures outside
the shaded region and the order parameter is computed from the extrapolated curves. The
order parameter thus predicted is shown in Figure 8 by symbols. The results based on the
analytic mean-field calculation are shown by the dashed curve.
It is striking to see from Figure 8 that the GP model captures the physical evolution of the
order parameter with temperature. This illustrates that the Bayesian information criterion
(26), as suggested in computer science [34, 39, 40], can indeed be used to guide the selection of
a physical model. This is important particularly in condensed-matter physics, where many
quantum models can be numerically solved or accessed by experiments only in a limited
range of Hamiltonian parameters. The extrapolation with GPs may in such cases be the
only method to explore the properties of quantum systems at some values of the parameters.
This method also holds great potential for applications in quantum molecular dynamics.
For example, the extrapolation technique could be combined with the numerical algorithms
for solving either the time-dependent or time-independent Schrödinger equation potentially
allowing one to find accurate numerical solutions with much larger integration steps than in
conventional methods. Another application could be the basis set extrapolation, commonly
exploited in quantum chemistry, but less in quantum dynamics.
However, much work remains to be done to make extrapolation with GPs a useful tool
for molecular physics. In particular, the generality of the prediction method, the reliability,
the typical and maximum accuracy of the extrapolation predictions remain unknown. Can
accurate PES be built by extrapolation with ML? Can the solutions of the Schrödinger equa-
tion for molecular systems be extrapolated with accuracy better than provided by efficient
approximate dynamical methods? Can extrapolation with GPs provide enough accuracy
to accelerate the numerical algorithms for solving coupled differential equations? These
important questions remain open.
V. CONCLUSION
This article has attempted to argue that combining quantum dynamics calculations of
molecular properties with machine learning opens up new research opportunities. By provid-
ing examples, I have shown that ML offers the possibility to address new research questions
that would be difficult or impossible to consider without ML. In order to take advantage of
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ML, it is useful to approach quantum molecular dynamics in somewhat unconventional ways.
For example, instead of viewing atoms as undergoing dynamics on a given PES, Bayesian
ML allows one to formulate the problem as the Schrödinger equation with a non-parametric
distribution of potential energy surfaces that becomes conditioned by the desired dynamical
properties. This makes it possible to address questions such as “What is the best PES for a
particular outcome of a microscopic interaction of molecules?” or “What part of the config-
uration space is sampled by a particular quantum dynamics process?”. This formulation can
be extended to a wide range of problems and can be applied, for example, to determining
the microscopic details of molecule - surface interactions from the results of surface spin
echo experiments [99].
One particular formulation of quantum dynamics advocated here is in the form of a ML
simulator of the Schrödinger equation. If combined with the Bayesian statistics, such a
simulator allows one to obtain not only the quantum predictions but also the error bars of
the dynamical results associated with an uncertainty of inputs (such as the PES) into the
Schrödinger equation. Predicting the uncertainties of the Schrödinger equation solutions
is as important as obtaining the solutions themselves. Such simulators can also be used
to explore the sensitivity of the Schrödinger equation solutions to any parameters in the
Hamiltonian, thus offering mechanistic insights into molecular dynamics. For example, one
can analyze the sensitivity of the dynamical results to a particular part of the underlying
interaction potential.
One can also determine the sensitivity of the observables to the collision energy as well
as the basis sets used in the calculations. The sensitivity of the dynamical results to the
collision energy or to the basis sets can be used to provide information about the range of the
Hamiltonian parameters, where the Schrödinger equation must be solved on a denser grid or
with larger basis sets. For example, the presence of scattering resonances generally makes the
dynamical properties more sensitive to the Hamiltonian parameters. The sensitivity analysis
based on the ML simulators described here could be used to identify the parameter ranges
more or less affected by resonances. At the same time, if the ML simulators are insensitive
to the basis set size in a particular range of collision energies, external field strength or
total angular momenta, one can perform rigorous dynamical calculations in this range of the
Hamiltonian parameters with a smaller basis.
Machine learning, and in particular the Bayesian approach based on GPs, can automate
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many of the calculations of significant importance to quantum molecular dynamics. The
most important example is the automated construction of PES with GPs. It has been shown
that GPs can be used to build models of complex, multi-dimensional PES with non-trivial
geometrical features. Other than the choice of the mathematical form of the kernel functions
(which is not unique and can also be done automatically), the process of training a GP model
of a PES does not require any manual work. This is particularly important for applications,
where multi-dimensional surfaces must be constructed multiple times. Moreover, ML models
of PES are flexible and do not rely on any particular functional dependence of the surface.
As such, they can be applied to rather complex systems with unknown geometrical features.
As illustrated, GP models allow one to design algorithms based on Bayesian optimization.
In quantum dynamics, Bayesian optimization can be used to provide reference data. For
example, one can use Bayesian optimization to determine the most efficient distribution of
potential energy points in the configuration space, yielding the global PES with the least
number of energy points. The sampling schemes for other molecules can be modelled after
such sampling distributions. As illustrated, Bayesian optimization can also be used to solve
the inverse scattering problem.
ML models can also be trained to analyze the difference between rigorous calculations
and approximate dynamical results. This is especially useful when rigorous calculations
are extremely expensive and approximate results have unknown errors. In such cases, the
number of rigorous results is usually not sufficient to train an accurate ML model directly
and an accurate interpolation of rigorous results can be obtained by combining a ML model
of the approximate calculations and a ML model trained by the difference of the rigorous
and approximate results. One can envision numerous applications of this approach, ranging
from constructing accurate multi-dimensional PES based on low-level quantum chemistry
calculations, to obtaining accurate dynamical results in a wide range of the Hamiltonian
parameters with approximate dynamical methods. For example, one can reduce the number
of coupled differential equations in Eq. (28) by ignoring the Coriolis couplings in the Hamil-
tonian [100–103]. However, the accuracy of this approximation may vary depending on the
Hamiltonian parameters as well as the presence or absence of peculiar scattering features,
such as resonances. The approach based on the combined ML model of a small number
of rigorous calculations and a large number of approximate dynamical results may in this
case be used to produce the dynamical observables at the same level of accuracy as the full
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dynamical calculations.
Finally, I have presented evidence that GP models may be used for physical extrapo-
lation. This is a consequence of the Bayesian approach that, one might argue, aims to
build physical models. Extrapolation models can potentially be used to generate quantum
dynamics predictions in a wide range of Hamiltonian parameters, including where rigorous
quantum calculations become prohibitively difficult. Extrapolation models may also be used
to accelerate the numerical integration of the Schrödinger equation. This can be achieved
by replacing some of the matrix inversions required for the numerical integration of coupled
second-order differential equations with kernel-based models of the intermediate propaga-
tion results. However, much work remains to be done to understand the limitations of the
extrapolation models. It is particularly important to explore if the extrapolation models can
provide more accurate results than the approximate dynamical methods based on decoupling
approximations and/or elimination or classical treatment of quantum degrees of freedom.
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