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Abstract: In experiments searching for neutrinoless double-beta decay, the possibility of
identifying the two emitted electrons is a powerful tool in rejecting background events and
therefore improving the overall sensitivity of the experiment. In this paper we present the
first measurement of the efficiency of a cut based on the different event signatures of double
and single electron tracks, using the data of the NEXT-White detector, the first detector of
the NEXT experiment operating underground. Using a 228Th calibration source to produce
signal-like and background-like events with energies near 1.6 MeV, a signal efficiency of
71.6± 1.5 stat ± 0.3 sys% for a background acceptance of 20.6± 0.4 stat ± 0.3 sys% is found,
in good agreement with Monte Carlo simulations. An extrapolation to the energy region of
the neutrinoless double beta decay by means of Monte Carlo simulations is also carried out,
and the results obtained show an improvement in background rejection over those obtained
at lower energies.
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1 Topological signature in ββ0ν searches using high pressure xenon
TPCs
Neutrinoless double beta decay (ββ0ν) is an unobserved decay, in which two neutrons convert
into protons with the emission of two electrons and no antineutrinos. The observation of this
decay would imply lepton number violation and the demonstration of the Majorana nature
of neutrinos. A Majorana neutrino could be one of the necessary elements to generate the
matter-antimatter asymmetry of the Universe, via leptogenesis [1].
A large experimental effort is currently ongoing to discover ββ0ν in several isotopes
and using different experimental techniques, by optimizing two main requirements, namely
excellent energy resolution and background rejection. The NEXT experiment uses a high
pressure time projection chamber (TPC) with electroluminescence amplification, to search
for ββ0ν in the isotope 136 of xenon.
The TPC is one of the most widely used detectors in particle physics; in the last decade,
its use has grown among the experiments that search for rare events, such as dark matter
or neutrinoless double beta decay [2, 3]. One of the advantages of gaseous TPCs for ββ0ν
compared to liquid TPCs, is that they provide a 3D image of particle tracks, which represent
a useful tool to discriminate signal from background (the ‘topological signature’).
The signal of a ββ0ν decay consists of two electrons originating from the same vertex,
while the background comes essentially from the high energy gammas of the radioactive
environment and detector components, which convert in the detection material, producing
Compton and photoelectric electrons. If the energy of these electrons is close to the end-point
of the ββ spectrum, falling within the window given by the energy resolution, they can be
spuriously reconstructed as signal. However, in a gaseous TPC, signal and background can
be differentiated exploiting the different patterns of their energy deposition in the gas. At a
pressure of 15 bar, the two electrons emitted in a ββ0ν decay leave a track of about 15 cm.
An electron releases its energy interacting with the gas molecules at an almost fixed rate,
until the end of its range, where it produces a larger energy deposition in a smaller region,
as dE/dx ∝ 1/v2, where v is the speed of the electron, E its energy and x the travelled
space. Therefore, the signature of a ββ0ν event is a long track of constant energy with two
larger energy depositions at the end points (‘blobs’), while a background event shows only
one blob at one extreme of the track, as illustrated in Fig. 1.
The first experiment that exploited the topological signature of a gaseous TPC in ββ0ν
searches was the Gotthard experiment, run by the the Caltech-Neuchaˆtel-PSI Collaboration
in the 1990s, which used a ∼ 3.3 kg 136Xe TPC at a pressure of 5 bar with multiwire
read-out. It obtained an excellent signal efficiency of 68% for a background rejection of
single electrons of 96.5%, via a visual scanning of the events [4]. However, the Gotthard
TPC had a poor energy resolution, limited by the fluctuations in the avalanche gain and
those introduced by the quenching of the scintillation light due to the gas mixture, which
was used to reduce diffusion. Additionally, the quencher made the detection of the primary
scintillation signal impossible, therefore preventing the z coordinate reconstruction and the
rejection of background electrons coming from the cathode.
The NEXT Collaboration demonstrated a first proof of the power of the topological sig-
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Figure 1. A ββ0ν event (left) and a single electron background event from a 2.447 MeV 214Bi
gamma (right) in Monte Carlo simulation. Both events are simulated in gaseous xenon at 15 bar
gas pressure.
nature in an electroluminescent gaseous xenon TPC [5], using the NEXT-DEMO prototype,
which contained 1.5 kg of natural xenon. In that work, events in the double escape peak of
the 2.6-MeV gamma coming from 228Th decay were used to mimic the signal, while the
background consisted of events in the photoelectric peak of the high energy de-excitation
gamma of 22Na. A signal efficiency of 66.7 ± 0.9 (stat.)± 0.3 (fit)% was measured, for
a background acceptance of 24.3 ± 1.4 (stat.)%, in good agreement with Monte Carlo
simulations. This study was limited by the small size of the NEXT-DEMO detector, in
which the event selection tended to favour less extended events, with a more complicated
reconstruction.
NEXT-White is the first stage of the NEXT-100 detector, and deploys ∼5 kg of xenon
in an active cylindrical volume of ∼ 53 cm of length and 40 cm of diameter, at 10 bar of
pressure. Twelve photomultiplier tubes (PMTs) provide the energy measurement, while an
array of 1-mm2 silicon photomultipliers (SiPMs) is used for the particle track reconstruction.
For a detailed description of the detector, see Ref. [6]. From October 2016 to early 2019,
several runs of calibration and background measurements have been carried out with
depleted xenon, and it has been demonstrated that an energy resolution of ∼ 1% FWHM at
the xenon Qββ (∼ 2458 keV [7]) can be achieved [8, 9]. The first run with xenon enriched in
the isotope 136 has started in February 2019, with the aim of measuring the two neutrino
double beta decay spectrum.
In this work, calibration sources have been used in NEXT-White to study the per-
formance of the topological signature to discriminate signal from background. Also, a
comparison between data and Monte Carlo has been developed, in order to extrapolate the
results to the ββ0ν energy region.
The paper is organized as follows. In Sec. 2 the particle reconstruction employed in
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this study is described. Section 3 explains the selection applied on data and Monte Carlo
events. In Sec. 4 the analysis procedure is presented and in Sec. 5 the results are discussed,
as well as implications for the ββ0ν region. Conclusions are drawn in Sec. 6.
2 Particle reconstruction
The electron tracks in NEXT-White can be reconstructed by measuring the energy deposited
along their path. The reference system used for the reconstruction is the natural one in
a TPC, where the z axis follows the drift direction, the x and y axes are perpendicular
to the z direction and the three coordinates together constitute a right-handed reference
frame. Charged particles propagating in the xenon gas of the NEXT-White detector release
their energy through scintillation and ionization processes. While the scintillation light
(S1), detected by the PMTs, gives the starting time of the event, the ionization charge is
drifted by an electric field until it reaches the electroluminescence (EL) region, 6 mm wide,
where a more intense electric field is applied and secondary scintillation (S2) is triggered.
The S2 light is read both by the PMTs, which provide a precise measurement of the energy
of the event, and by the SiPMs, placed ∼5 mm away from the EL region, which are used
to reconstruct the position. The detector triggers on the energy information read by the
PMTs and provides PMT and SiPM waveforms in a buffer of a fixed size, which is always
larger than the maximum possible drift time. The sampling time of the PMTs is 25 ns,
while the SiPM charge is integrated every µs. Then, the S1 and S2 signals are searched for,
using the sum of the individual PMT waveforms, and the events with one S1 and one or
more S2 pulses are selected for track reconstruction.
The shape of the charge pattern on the SiPMs is affected on one hand by the longitudinal
and transverse diffusion (∼ 0.3 and ∼ 1.1 mm/√cm respectively [10]) and, on the other
hand, by the spread of the light emission, which occurs along the 6 mm length of the EL
region, and by the few mm distance of the SiPM plane from the emission region.
A first cut is performed on the SiPM collected charge to eliminate dark current and
electronic noise. Time bins with less than 1 photoelectron (pe) charge are suppressed, after
which the total integrated charge of a SiPM is required to be above 5 pe to be considered
in the reconstruction. These requirements have been found to eliminate most of the SiPM
noise, without affecting the signal. After this first cut, the SiPM charge is rebinned to 2
µs time sections (slices) and the charge pattern is examined for each slice. For each SiPM
with charge higher than 30 pe a 3D hit is generated, with x and y coordinates equal to the
SiPM x and y positions and z coordinate equal to the difference between the time of the
slice and the time of S1, multiplied by the drift velocity of the electrons in the gas. This
large charge threshold has been found to be useful to eliminate the effects of the diffusion
and light spread mentioned above: it removes the charge far from the center of the source
of light, keeping the information on the position of the source. The energy measured by the
PMTs in the same time slice is divided among the reconstructed hits, proportionally to the
charge of the SiPMs used to determine their position. If in a slice there are no SiPMs above
threshold, the energy of that slice is assigned to the closest slice belonging to the same S2.
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Once the hits of an event are identified, they have to be grouped into sets corresponding
to different particles. To this aim, a connectivity criterium is defined, according to the
following procedure. The gas volume of the detector is divided into 3D pixels (voxels) with
a fixed dimension, and each voxel is given an energy equal to the sum of the energies of the
hits that fall within its boundaries. The voxels that share a side, an edge or a corner are
grouped into separated sets using a Breadth First Search (BFS) algorithm [11]. These sets
of voxels are regarded as the particle tracks of the event. The BFS algorithm also identifies
the end-point voxels of each track, defined as the pair of voxels with the longest distance
between them, where the distance between any pair of voxels is the shortest path along the
track that connects them. A maximum size of the voxels is fixed, but the actual voxel size
varies event by event, being optimized according to the distribution of the hits in space.
This optimization tries to avoid having voxels with only one hit on a border. In this work a
maximum voxel size of 1.5× 1.5× 1.5 cm3 has been used, which gives the best performance
in terms of topological discrimination of signal from background. Moreover, as the distance
between SiPMs is 1 cm, the current reconstruction does not allow for voxel sizes smaller
than that value, since the minimum distance between hits is constrained to be also 1 cm.
In Fig. 2-left the reconstructed hits of an event produced by a 228Th calibration source
are displayed. A single electron track can be seen, coming from the photoelectric interaction
of the 2.615-MeV gamma. In the right plot the same reconstructed event is shown after
voxelization.
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Figure 2. Example of reconstructed hits (left) and subsequent voxelization (right). This event was
produced by a 228Th calibration source.
3 Data and event selection
3.1 Data samples
The data sets used in this work have been acquired in January 2019, during the calibration
runs of the NEXT-White detector. A summary of their characteristics is presented in
Table 1. A 228Th source was placed on the top of the detector, inserted in a feedthrough
with a z position in the middle of the drift region. One of the thorium daughters, 208Tl,
– 5 –
Run number Duration (s) Number of triggers
6818 91 248 525 243
6822 171 153 990 892
6823 74 943 425 009
6826 93 187 509 296
6828 74 233 432 215
6834 428 875 2 495 620
Table 1. Summary of the data used in this work.
decays producing a de-excitation gamma of 2.615 MeV, which can enter the active region
of the detector and convert via pair production. The positron emitted in this process
propagates in the gas in the same way as an electron and finally annihilates with an electron
of a xenon atom, emitting two back-to-back 511-keV gammas. The energies of the electron
and the positron, which are reconstructed as one track, form a peak at 1.593 MeV in the
track energy spectrum (the double escape peak) and its topology is the same as that of a
ββ0ν event, in which two electrons originate from the same point. Therefore, this peak can
be exploited to study the efficiency of the reconstruction algorithms and the cuts based on
the topology signature, in order to estimate their performance on the ββ0ν signal. From
the continuum Compton spectrum of the 2.615-MeV gamma, a sample of tracks with the
same energy as the double escape peak can be extracted, and used to estimate the efficiency
of background rejection.
The detector gas pressure was set to 10.1 bar and the cathode and gate voltages to 30
kV and 7.7 kV, respectively, which gave a stable drift electric field of '0.4 kV/cm and an
EL reduced electric field of '1.27 kV/(cm·bar). The drift velocity was very stable and it
has been measured to be '0.92 mm/µs. The electron lifetime was measured continuously
using a 83mKr source diffused homogeneously in the gas and the collected charge at the
PMT plane was corrected for it (for a detailed description of the NEXT-White calibration
procedure, see Ref. [12]). The average value of the electron lifetime was quite stable across
the different runs, around 4.5 ms, several times larger than the full-chamber drift time. The
83mKr source provides also a map of the geometric dependence of the PMT response to
EL light, which was also used to correct the detected charge for geometric effects. After
these corrections, a residual dependence of the energy on the length of the track in the
z-dimension was found, in which the measured energy appeared to be lower for larger tracks.
A linear fit was performed to model this dependence and used to correct it. For a more
detailed description of this effect, see Ref. [9].
The energy of the events was calibrated using a quadratic interpolation of two peaks
of the 228Th spectrum, namely the 2615-keV gamma double escape peak and photopeak,
and the 662-keV photopeak of a 137Cs source placed in a lateral port. Both sources were in
place at the same time and the trigger parameters were set in order to acquire both kinds
of signal. In particular, the minimum charge of S2 was low enough as to include the 137Cs
photopeak. As explained in Ref. [9], a non-linearity is observed in the energy reconstruction
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of the events in the NEXT-White detector, therefore a linear fit to the three peaks does not
produce satisfactory results.
A complete Monte Carlo simulation of the decay of a 208Tl source in the same conditions
as the real detector was produced, to be compared with data. The particle propagation
and their energy deposition in the detector are simulated using the nexus software [13],
a simulation package based on Geant4 [14]. Version geant4.10.2.p01 has been used,
together with the G4EmStandardPhysics option4 physics list. Subsequently, electron
diffusion and attachment, generation of S1 and S2 light signal and their detection by PMTs
and SiPMs are simulated, together with a full electronics response, using the IC framework,
a simulation and reconstruction package based on python and developed by the NEXT
Collaboration. The outcome of the simulation is a set of waveforms, as for data, which
passes through the same reconstruction procedure described in Sec. 2.
3.2 Event selection
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Figure 3. Distribution of the track energy in the region around the double escape peak before any
cut and after the single-track and the fiducial cut (see text for details). Left: Monte Carlo, right:
data.
After the reconstruction step, which provides a set of tracks for each event, a first
fiducial filter is applied in order to identify events with the correct energy in the double
escape peak. Both data and Monte Carlo samples are required to be fully contained in
a fiducial volume, defined as the volume contained within '2 cm from all the borders of
the drift region, namely r <180 mm, and 20 mm < z < 510 mm. A track is considered
fully contained if each one of its hits lies inside the fiducial volume. Subsequently, a second
filter is applied, which requires that the events have a single track. This filter is found to
clean up the region of the peak, eliminating, on one hand, the events with the emission of a
bremsstrahlung or an X ray photon and on the other hand higher energy tracks which have
been reconstructed erroneously as two or more tracks and where the energy of one of them
falls in the region of interest. Removing multi-track events improves the energy resolution
of the double escape peak and the modelling of the track energy distribution as a gaussian
plus an exponential function, as shown later. In Fig. 3 the track energy distribution is
shown before and after these cuts, for Monte Carlo (left) and data (right). A last filter
– 7 –
is applied during event selection, which ensures that the two blob candidates of a track
(defined in the following section) do not overlap. At the energies of the 208Tl double escape
peak this requirement has little effect, rejecting less than 2% of tracks both in data and
Monte Carlo.
4 Topological discrimination
4.1 Blob candidate definition
The aim of this work is to assess the performance of a cut on the energy of the end-points
of the track, as a means to discriminate signal from background (the blob cut). For each
track, two blob candidate energies are defined by summing the energy of the hits contained
in a sphere of fixed radius centred on the end-points previously identified with the BFS
algorithm, as explained in Sec. 2. It can happen that hits are included in the blob candidate
that are far away from the extreme in terms of distance measured along the track, but have
a short Euclidean distance from it (as, for example, in the case of a winding track). In order
to avoid this, only the hits belonging to the voxels that have a distance along the track
shorter than the radius plus an allowance are considered. The allowance is needed because
the voxel position is discretized, therefore an extra distance equivalent to the size of the
voxel diagonal is added to the radius, only to select the voxels, to ensure that all the hits
within the spheres are taken correctly into account. Once the voxel candidates are selected,
only the hits belonging to those voxels and that have a Euclidean distance shorter than the
radius from the end-points of the tracks are considered for the blob candidates. A detailed
description of the optimization of the value of the blob radius is given in Appendix A.
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Figure 4. Distribution of the energies of blob candidate 1 and blob candidate 2 for data (left) and
Monte Carlo (right), in the 1570–1615 keV region, under the 208Tl double escape peak.
In Fig. 4 the energy distribution of the two blob candidates is shown for data and Monte
Carlo, for tracks with energies in the 208Tl double-escape peak (1570–1615 keV). On the x
and y axis, the energy of the higher energy blob candidate (from now on, blob candidate
1 ) and the energy of the lower energy blob candidates (blob candidate 2 ) are represented,
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respectively. A cut on the energy of blob candidate 2 will be applied, to separate background
from signal.
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Figure 5. Energy of blob candidate 2 as a function of the track energy for data and Monte Carlo.
The left panel shows the average value for each bin, while the right panel shows the ratio between
data and Monte Carlo and a linear fit to the distribution.
A difference in the energy of the two blobs appears between data and Monte Carlo,
specifically, a difference of around 11% is measured for blob candidate 2, which is the
observable used in the cut, and Monte Carlo has the higher energy. While blob candidate
1 is the end-point of the track for all the entries of the sample, blob candidate 2 is the
starting point of the track only for a fraction of them, while for events of pair production it
represent the second, real blob. The estimated fraction of signal-like and background-like
events is similar in data and Monte Carlo, with a prevalence of the former (75.0 ± 1.1% vs
25.0 ± 0.2% for Monte Carlo and 75.8 ± 1.1% versus 24.2 ± 0.2% for data). To understand
how this discrepancy between data and Monte Carlo behaves on the true starting points
of the track, the energy of blob candidate 2 is studied also in energy regions outside the
double escape peak, as shown in Fig. 5–left. The ratio between the blob candidate 2 energy
of data and Monte Carlo is roughly constant across the energy spectrum up to the thallium
photopeak (Fig. 5–right) and it is fitted to a straight line which provides a best value
for the ratio equal to 0.889 ± 0.003. The energy bins right before the last one, which
corresponds to the photopeak, have very low statistics, thus large error bars, because they
are in between the photopeak and the Compton edge of the 2.615-MeV gamma, where very
few events are present. The reason of this difference in track end-point energies between
data and Monte Carlo is currently under study and it could be related with a difference
in the length of the tracks, which appears to be larger in data than in Monte Carlo on
average, across the energies. Also, the multiple scattering model used in our Geant4
detector simulation can affect the energy density distribution along the electron track. A
second simulation has been run, changing the Geant4 version to the latest one to this date
(geant4.10.5.p01) and using the recommended physics list for electrons below 100 MeV
(namely, G4EmStandardPhysics option4). No significant variations in the energy of the
blob candidate 2 is found.
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The Monte Carlo energy of the blob candidate 2 is then rescaled, being multiplied by
the ratio extracted from the fit. The error of the fit and the variation of the results using a
different Geant4 distribution are included in the calculation of the systematic uncertainties
on the signal and background efficiencies.
4.2 Efficiency calculation
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Figure 6. Blob cut efficiency for Monte Carlo, using the full event sample and a sample of single-
electron events. The histogram on the left side represents the full sample of track energies and the
plot on the right side shows the fraction of the total number of events passing the cuts for each one
of the two samples.
In Fig. 6 the efficiency of the blob cut as a function of the track energy is shown for
the full sample of selected events and for a sample where only background-like events are
retained, where this selection is made using Monte Carlo truth. The plot illustrates the
fact that in the energy bins where a mixture of signal-like and background-like events is
present, the total efficiency of the cut increases dramatically, while the efficiency of the
background-like events stays constant. It is worth to notice that the energy bins close to the
left side of the double escape peak are populated by those e+e– events that have emitted
bremsstrahlung gammas, losing part of their energy; this explains the higher efficiency
compared to the right side of the peak.
To calculate the efficiency of the blob cut on double electron tracks, we need to identify
a sample of pure signal-like and background-like events. Since the 208Tl double escape
peak region is populated by both electron-positron pairs and Compton electrons, a fit to a
gaussian+exponential function is applied to the track energy spectrum of the events that
pass the selection described in Sec. 3.2, to separate the two samples statistically. In fact,
the electron-positron track energies are expected to be gaussianly distributed, with a mean
at 1593 keV, which is the energy of the 2.615-MeV de-excitation gamma of 208Tl minus
the energy of the two 511-keV gammas originating from the positron annihilation. On the
other hand, the single-electron tracks come from the Compton continuum of the 2.615-MeV
gamma, which can be modelled as an exponential function.
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Figure 7. Energy spectrum and results of the gaussian+exponential fit for both data (left) and
Monte Carlo (right).
An unbinned maximum likelihood fit is applied to the track energy spectrum, in the
region between 1400 and 1800 keV, and the number of signal-like and background-like events
in the double-escape peak region is calculated integrating the gaussian and exponential
functions evaluated with the parameters obtained by the fit, in a pre-defined range between
1570 and 1615 keV. This range is large enough to contain virtually the whole gaussian
peak (more than 99.5 % of the area) for both data and Monte Carlo. The dependence
of the results on the chosen ranges has been accounted for in the systematic error. The
result of the fit is shown in Fig. 7. A variable threshold is applied on the energy of the two
blob candidates, starting from 0 up to 500 keV. After each cut, the number of signal and
background events is recalculated performing the fit on the energies of the tracks that pass
the cut. The cut efficiency for both signal-like and background-like events is given by the
ratio between the number of events of each type after the cut and the initial number of
events of that type. In Fig. 8-left the signal efficiency and the background rejection (defined
as the fraction of background events that do not pass the cut) are plotted for each value of
the threshold, for both data and Monte Carlo, showing very good agreement.
In order to choose the best value for the threshold, the following figure of merit is
maximized:
ε√
b
(4.1)
where ε and b are the fraction of signal events and the fraction of background events
passing the cut, respectively. This quantity is an estimator of the discrimination power
of the topological cut, since the sensitivity to the half-life of the ββ0ν decay is directly
proportional to the detector efficiency and inversely proportional to the square root of the
rate of background in background-limited experiments [15]. In Fig. 8–right, this figure of
merit is displayed as a function of the threshold, for data and Monte Carlo. The best value
of the threshold is then calculated taking the mean of the values of the threshold around
that of the maximum figure of merit, in an interval for which the figure of merit is between
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Figure 8. Left: Signal efficiency as a function of background rejection (proportion of background
events removed from the sample by the blob cut), varying the required minimum energy of the blob
candidate 2. Right: Figure of merit (defined in Eq. 4.1) as a function of the threshold on the energy
of the blob candidate 2 after rescaling Monte Carlo. The highlighted area corresponds to the best
threshold. In both figures, data and Monte Carlo simulation are shown.
99% of the maximum and the maximum.
5 Discussion
The value of the blob candidate 2 energy threshold that optimizes the performance of the
blob cut in data is 265.9± 0.6 sys keV and the efficiency obtained for pure signal-like events
is 71.6± 1.5 stat ± 0.3 sys% for a background acceptance of 20.6± 0.4 stat ± 0.3 sys%. The
same cut applied to Monte Carlo data gives a signal efficiency of 73.4± 1.2 stat± 3.0 sys% for
a background acceptance of 22.3± 0.4 stat ± 0.5 sys%, in agreement with data. This result,
which corresponds to a figure of merit of 1.578± 0.038 stat ± 0.005 sys, is an improvement
of the topological discrimination compared to the measurement carried out in the NEXT-
DEMO prototype, where a figure of merit of 1.35 was reached. This improvement is due to
the larger dimensions of the NEXT-White detector, which allows for a better reconstruction
of longer tracks, where the two end-points are well separated.
Having tuned our Monte Carlo model and then demonstrated the good agreement
between data and Monte Carlo in the 208Tl double escape peak region, it is possible to
study the efficiency of the blob cut in the ββ0ν region, with Monte Carlo simulations, and
extrapolate the results to data. With this aim, two dedicated samples have been simulated,
with large statistics, with the same detector conditions as the 208Tl calibration source
sample used in the double escape peak analysis. The first one is a sample of ββ0ν decays
of 136Xe, uniformly distributed in the active volume, while the second one is generated
from nuclei of 208Tl distributed in the teflon light tube that surrounds the active volume,
which is one of the dominant contributions in the NEXT-White background model [16]. If
the 2.615-MeV thallium de-excitation gamma produced in the decay converts in the xenon
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Figure 9. Signal efficiency as a function of background rejection, varying the required minimum
energy of the blob candidate 2, in the ββ0ν region.
through photoelectric interaction, the resulting photoelectron can lose part of its energy via
bremsstrahlung radiation, therefore the energy of its track can fall in the region around the
136Xe Q-value.
The same reconstruction, selection and analysis used for the 208Tl double escape peak
region are applied, within an energy window of around 45 keV around the ββ0ν peak,
(namely, 2435–2481 keV) and the curve of signal efficiency versus background rejection for
the ββ0ν region is shown in Fig. 9. The samples are rescaled by the same factor applied
to the double escape peak analysis. A threshold of 266.5 keV gives a signal efficiency of
71.5± 0.1 stat± 0.3 sys%, for a background acceptance of 13.6± 1.1 stat± 0.7 sys%. The blob
cut appears to cut more background at the ββ0ν energies than at the lower energies of the
208Tl double escape peak. This improvement in the performance of the blob cut is due to
the fact that the tracks are larger, and therefore the separation between their end-points is
better defined. However, a larger improvement is expected to be reached at the ββ0ν energy,
with modifications in the reconstruction process. For instance, Fig. 10–right indicates that
a larger radius would benefit, without loosing events that present blob overlap since high
energy tracks are longer. Furthermore, different algorithms based, for instance, on Deep
Neural Networks or Maximum-Likelihood Expectation Maximization have the potential to
improve the topological discrimination [17, 18]. The discrimination efficiency is expected to
be increased also by having a gas with reduced electron transverse diffusion, such as Xe
with subpercent concentration of a molecular additive [19, 20] or Xe-He mixtures [21, 22].
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6 Conclusions
In this work, the power of the topological discrimination of signal from background has
been explored in the NEXT-White detector. Electron-positron pair tracks have been used
to mimic the ββ0ν signal, while single-electron tracks coming from Compton interactions,
at the same energy, have been used as a background sample. The difference in the deposited
energy at the beginning and at the end of an electron (or positron) track has been exploited
to define a cut to separate signal from background, namely, a threshold on the lower
energy extreme of a track. A threshold of 265.9± 0.6 sys keV provides a signal efficiency
of 71.6± 1.5 stat ± 0.3 sys% for a background acceptance of 20.6± 0.4 stat ± 0.3 sys%. This
result improves on the one reported in Ref. [5], thanks to an improved track reconstruction,
and also due to the larger dimensions of the detector.
The agreement of the blob cut performance between data and Monte Carlo simulation
after calibrating the blob candidate 2 energy is good, therefore a study of the same cut
has been carried out with Monte Carlo to estimate the expected performance in the ββ0ν
energy region. A signal efficiency of 71.5± 0.1 stat ± 0.3 sys% is predicted, for a background
acceptance of 13.6± 1.1 stat± 0.7 sys%. The background rejection improves at higher energy,
due to the fact that electron tracks are on average larger, therefore the blobs are better
defined.
In summary, we have proven from the data themselves the power of the NEXT technology
to separate the two-electron signal characteristic of double beta decays from single-electrons
emanating from backgrounds. Our current result improves the first study carried out with
the NEXT-DEMO prototype and allows for a robust extrapolation to the Qββ energy,
confirming the excellent performance of the unique topological signature of NEXT.
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Figure 10. Proportion of events with overlapping blob candidates (left) and dependence of the
figure of merit on the blob radius and the energy threshold on the blob candidate 2 (right).
Several values for the blob candidate radius have been considered with the aim of
maximizing the discrimination power of the topological cut and at the same time keeping
the percentage of tracks with the two blob candidates overlapping to a minimum. The
figure of merit used for this optimization is the same as in Eq.(4.1). In Fig. 10-left the
fraction of tracks that present overlapping blob candidates is shown for different radii, for
events in the double escape peak, while in Fig. 10-right the figure of merit is shown as a
function of the blob candidate radius and the value of the energy threshold on the blob
candidate 2. A radius of 21 mm is chosen, since it provides a figure of merit among the
highest ones and keeps the fraction of blob overlaps below 2%.
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