Abstract-Considering a single-antenna M -user interference channel with symmetrically distributed channel gains, when the channel state information (CSI) is globally available, applying the ergodic interference alignment scheme, each transmitterreceiver pair achieves a rate proportional to 1 ⁄2 of a single user's interference-free achievable rate. This is substantially higher than the achievable rate of the conventional orthogonal transmission schemes such as TDMA. Since the rigid requirement on the CSI may be difficult to realize in practice, in this paper we investigate the performance of applying the ergodic interference alignment scheme when the estimation of each channel gain is made globally known through exploiting only a limited feedback signal from the associated receiver of that channel. Under a block fading environment, we provide a lower bound on the achievable average throughput of the network. Our results imply that the better performance of interference alignment over TDMA may still exist even without the assumption of perfect CSI. Also, the trade off between allocating feedback rate of each receiver to the desired channel or the interference channels at deferent SNR region investigated.
I. INTRODUCTION
The performance limits of the interference channels (ICs) have attracted much interest for decades, e.g. the capacity region of the two-user IC has been the subject of extensive research. Although certain achievable rates and outer bounds on the capacity region of the two-user IC have been proposed, the exact capacity region is still unknown in general [1] , [2] . Extension of the results on the two-user IC to general M -user ICs is even more complicated. Recently, a novel technique called interference alignment [3] , [4] showed that such networks may not be interference limited in high signal-to-noise ratio (SNR) region. It has been shown that through properly aligning the interference at each receiver, the achievable sum rate of an M -user IC can be M 2 log(SNR) + o(log(SNR)) for time-varying (or frequency-selective) channels [3] . This achievable sum rate linearly scales with the number of users at high SNR and is substantially higher than that of the time division multiple access (TDMA) scheme, which is only log(SNR) + o(log(SNR)). Furthermore, when the channel gains are symmetrically distributed, ergodic interference alignment scheme has been developed in [5] so that the sum rate of M 2 E[log(1 + 2|h| 2 SNR)] is achievable under an ergodic setting. Such a result implies that the IC under time-varying channel may not be interference limited at any SNR.
To achieve the outstanding performance promised by the aforementioned schemes, in general the channel state information (CSI) is assumed to be perfectly known at all the receivers and transmitters. Since acquiring such perfect CSI is a challenging problem, references [5] , [6] , [7] have investigated the case when each receiver provides only the quantized version of its incoming channel gains to the other terminals through feedback signals. It has been shown that when the quantization resolutions are sufficiently high, the good performance is still achievable [5] , [6] . However, the bandwidth of the feedback channels may be limited in practice such that the terminals may not be able to attain a sufficiently accurate estimations of the CSI. Therefore, in this paper we study the performance of applying the ergodic interference scheme when the quantizers deployed at each receiver have only limited resolutions. Under a time-varying block-fading channel we provide a lower bound on the achievable throughput of the system.
Our results show that even with a limited number of feedback bits the throughput of the network applying interference alignment can still be larger than that achieved by TDMA. It can also be observed that in the low SNR region equipping a higher-resolution quantizer for the desired channel at each receiver is more preferable. This is because the network is basically noise limited at low SNR and conducting efficient rate allocation according to the desired channel gain of each transmitter has more impact on the network throughput. On the other hand, in the high SNR region since the interference dominantly affects the achievable throughput, it is better to provide each receiver higher-resolution quantizers for the interference channels to more accurately align the interference.
II. SYSTEM MODEL
We consider a single-antenna M -user interference network represented in Fig. 1 . Each transmitter has independent messages for its dedicated receiver. Since all transmitters share the transmission medium, each of the receivers gets the desired message from the corresponding transmitter over the desired channel and also receives interference from all other transmitters over interference channels. We assume that the users communicate over discrete-time, block-fading (each block contains n channel uses) channels. The channel gains remain fixed over each block, but change independently across different blocks. We consider the transmission over a large number of blocks.
At any block index a, the transmitter k chooses its message independently and uniformly from a message set of size 2 nR a k where R a k ≥ 0 is the code rate. It encodes its message to codeword x a k with length n. We assume that the codeword length n is sufficiently large and the code is capacity achieving. The channel output at the receiver k is given by:
where z a k is the unit-power additive white Gaussian noise (AWGN) and h a kl is the channel gain between transmitter l and receiver k drawn independently from a Rayleigh distribution, i.e. h 
is the maximum transmission power of the transmitter k. The first term in the right hand side (RHS) of (1) is the desired signal for receiver k and the second term is the interference.
A. Transmission scheme
We consider a transmission scheme similar to the ergodic interference alignment scheme proposed in [5] . At the beginning of each block, each receiver estimates the incoming channel gains based on training sequences (this estimation is assumed to be perfect). Next, it quantizes the channel gains and broadcasts the corresponding indices to all the other terminals. The quantized channel gain between transmitter l and receiver k at block a is denoted byĥ a kl and the corresponding quantization error is denoted by δ a kl . If at the block indices m and m p the following conditions are satisfied:
the channel pairs are called complement. It has been proved in [5] that for channels with a symmetric distribution, as long as number of channel realizations increases, for each block index m the probability of finding block index m p such that the conditions (2) are satisfied increases. Therefore, for long enough block realizations almost surely we can find the pair of block indices such that the channels are complement.
Assume m and m p are the block indices of a pair of complement channels. We require each transmitter to send the same codeword overs these two blocks (x It has been proved in [5] that if the quantization resolution asymptotically goes to infinity, the power of the residual interference approaches zero and the ergodic interference alignment scheme achieves the rate tuple (R 1 , R 2 , ..., R M ) for R k = 1 2 E log 1 + 2|h kk | 2 P k . This result shows that each transmitter-receiver pair achieves a rate proportional to 1 ⁄2 of a single user's interference-free achievable rate. This is substantially higher than the achievable rate of the conventional orthogonal transmission schemes such as TDMA especially as the number of users M increases.
For limited-resolution quantizers, as (3) shows quantization errors lead to a certain amount of the interference and some uncertainty on the desired channel gain. In the rest of the paper, we will study how the quantization error would affect the throughput of the network.
B. Quantization and feedback scheme
We consider uniform quantization [8] . There are two uniform quantizers associated to each channel, one for real part and one for imaginary part of the channel gain. Each quantizer maps the real (imaginary) part of the channel gain to the closest reconstruction point. For K bit quantization, there are 2 K of such points uniformly spaced from −h max to h max . Distance of the adjacent reconstruction points called quantizer step size and denoted by Δ = hmax 2 K−1 . Usually, to quantize Gaussian random variables with variance σ 2 , h max = 4σ is an acceptable design value [9] . Therefore, we choose h max = 4 for quantizing the unit-variance channel gains.
In general, the quantization of the desired and interference channels may have different resolutions. We assume that at each receiver there are two types of quantizers with different resolutions. Each of the two quantizers associated to the desired (interference) channel uses K I (K II ) bits for quantization of the real or imaginary part of the channel gain. Therefore, the step size of the desired (interference) channel quantizers is Δ I = At the beginning of each block, each receiver broadcasts K f = 2K I +2(M − 1)K II bits to all other terminals. Feedback channels assumed to be error free. Each terminal reconstructs the quantized channels based on the received feedback indices.
III. OUTAGE ANALYSIS Assume that the channels with block indices m and m p are complement. Requiring each transmitter to repeat the same codeword over the blocks m and m p , the signal to noise and interference ratio (SINR) of the equivalent received signal of user k given in (3) is as follows:
The mutual information between the k th transmitter-receiver pair is . The pre-log factor 1/2 appears due to the transmission of the same codeword over two blocks. Since the actual value of the SINR y m k is not known at the transmitter due to the random quantization errors, the exact value of the mutual information is unknown at the transmitter. If the chosen transmission rate R m k is smaller than this mutual information, the decoding error probability can be made arbitrary small. Otherwise, the channel between transmitter-receiver k is said to be in outage [10] , and the outage probability is:
It is difficult to find a closed-form expression of P out,m k . Instead, we present an upper bound in the following theorem. 
, and
Proof: By rearranging (5), we have:
in which
− 2 is a constant value, and the random variable Y is defined as follows:
The mean and variance of Y are (calculated in Appendix A):
Let X be a random variable with mean μ X and variance σ 2 X . For any real value r > 0 the Cantelli inequality implies Pr {X −μ X ≥ rσ X } ≤ 1 1+r 2 [11] . Setting X = Y and
− 2, applying the Cantelli inequality leads to the value of r m k and R m max,k as in (7) and the upper bound on P out,m k as in (6) . This theorem clarifies how the outage probability of each user is dependent on parameters such as the quantized channel gain and transmission rate of that user, the transmission powers, the number of users and the quantization resolutions.
When the quantization resolutions are sufficiently high we have the following Corollary to Theorem 1. 
IV. NETWORK THROUGHPUT

A. Throughput definition
We define the throughput as the average rate of successful message delivery. At any pair of complement blocks m and m p , the network throughput T m can be represented as the summation over the throughput of the individual users, i.e.
where T m k is the throughput of the k th transmitter-receiver pair. Considering the transmission over a large number of blocks, the average throughput of the network is T = E [T m ], in which E is the expectation over channel coefficient matrix. Exploiting the upper bound on P out,m k in (6), the throughput can be lower bounded as:
in which P out,m
is the upper bound on P out,m k in the RHS of (6) . Since the upper bound P out,m up,k depends only on the desired channel gain, we have the following lower bound on the average network throughput:
in which E k is the expectation over the gain of channel k. At each compliment block pair, the lower bound (12) can be maximized by rate adaptation and power allocation. This problem can be formulated as follows:
In the following, we study the rate adaptation for a given set of allocated powers. 
B. Rate adaptation
Substituting the upper bound of P out,m k given in (6), each transmitter solves the following optimization problem:
where, R m max,k and r m k are given in (7). After certain mathematical manipulations and introducing a new optimization variable x, we have the following equivalent optimization problem:
where,
This problem is not convex. However, it can be proved that the feasible set of this problem satisfies the linear independent constraint qualification (LICQ) conditions [12] and the duality gap is zero. Therefore, any pair of primal and dual optimal points of this problem must satisfy the KKT conditions. Solving the KKT conditions, the necessary condition on the optimal solution (R m * k ,x * ) is [13] : . To obtain a sense on the behavior of the throughput as a function of the transmission rate, as an example we consider a 3-user network. We assume P 1 = P 2 = P 3 = +∞ 2 )) as a function of the transmission rate for different channel gains is represented in Fig. 2 as contours. The throughput remains the same over each of the curves and increases as the color of the curve goes from the blue to the red tail of the spectrum. This figure shows that for a given quantized channel gain, there is a global maximum. The optimum rate can be derived by solving (19).
V. PERFORMANCE EVALUATION
In this section, we use numerical results to evaluate the performance of the considered scheme.
As an example, the lower bound on the expected throughput of the 3-user network evaluated assuming P 1 = P 2 = P 3 = P . Fig. 3 is based on the assumption that K I = K II . It shows that by increasing the quantization resolution, the throughput approaches that when perfect channel knowledge assumed in reference [5] . At high SNR the throughput saturates, since the power of the residual interference is proportional to the transmission power P and according to (4) as P increases the SINR converges to a limited value.
For the fixed number of the total feedback bits of each receiver (K f ), the lower bound on the throughput in three different scenarios presented in Fig. 4 . This shows that in low SNR region more quantization bits should be allocated to the desired channel while at high SNR region allocating more bits to the quantization of the interference channels is preferred. This result intuitively is expected, since in low SNR region noise is the dominant factor and it is better to have more accurate information about the desired channel gain for rate adaptation, while at high SNR region interference is the dominant factor and it is preferred to have more accurate information about the interference channels to perform interference alignment more precisely. Fig. 5 represents the lower bound on the throughput for different number of users M assuming that P 1 = P 2 = ... = P M = P . Also, performance of the TDMA scheme is shown assuming perfect CSI is available at the transmitters. It shows that the better performance of interference alignment over TDMA may still exist even with partial CSI. , K=3 bits, M=3  IA, K=3 bits, M=5  IA, K=3 bits, M=7  IA, K=3 bits, M=9  IA, K=6 bits, M=3  IA, K=6 bits, M=5  IA, K=6 bits, M=7  IA, K=6 bits, M=9  TDMA, M=3  TDMA, M=5  TDMA, M=7  TDMA, M=9 
