In this paper, an error estimate of spectral approximations by prolate spheroidal wave functions (PSWFs) with explicit dependence on the bandwidth parameter and optimal order of convergence is derived, which improves the existing result in [Chen et al., Spectral methods based on prolate spheroidal wave functions for hyperbolic PDEs, SIAM J. Numer. Anal. 43 (5) (2005) 1912-1933]. The underlying argument is applied to analyze spectral approximations of periodic functions by Mathieu functions, which leads to new estimates featured with explicit dependence on the intrinsic parameter.
Introduction
The PSWFs are a family of special functions arisen from two different contexts. On the one hand, they are eigenfunctions of a Sturm-Liouville equation associated with the method of separation-of-variables for solving elliptic problems in spheroidal geometry (see, e.g., [8] where ψ c n is referred to as the PSWF of degree n (and of order 0), and χ c n is the corresponding eigenvalue. On the other hand, they appear in the study of time-frequency concentration problem (see a series of papers by Slepian et al. [20, 13, 19] ). As a remarkable coincidence, the PSWFs are the eigenfunctions of an integral equation: An interesting but challenging issue on approximation by PSWFs is to analyze how the approximation errors depend on the bandwidth parameter c. The first estimate in Sobolev spaces was derived in Chen et al. [5] (note: Boyd [3] presented a similar result without proof) under the condition q N = c/ χ c N < 1 (see (2.7) below). This result predicts that a spectral accuracy can be achieved when c < χ c N , or roughly, c < π N/2 (cf. [5] ). However, the estimate (2.7) is suboptimal and conservative at least for fixed bandwidth c, since the expected convergence order is O (N −s ) instead of O (N −2s/3 ), where s is the regularity index of the associated Sobolev space. Moreover, many numerical evidences have demonstrated that a much better accuracy can be attained when c κ N for certain κ marginally less than π/2. Theoretically, it would be interesting to find such a κ (as large as possible) that guarantees an optimal order of convergence. This will be one of the main objectives of this paper.
A second purpose of this paper is to apply the argument to analyze spectral approximation by (angular) Mathieu functions. This family of special functions originates from the method of separation-of-variables for solving the Helmholtz equation in elliptic domains [14] , and has many applications in physics and engineering (see, e.g., [16] and the references therein). In addition, the Mathieu functions form a natural basis for spectral-Galerkin methods for scattering problems in elliptic domains (see, e.g., [7] ). Spectral approximations in Sobolev spaces were first established in [17] . However, the explicit dependence of the errors on the underlying parameter has not been investigated. Interestingly, the accuracy of approximating periodic functions can oftentimes be improved by using Mathieu functions when compared with that by Fourier series. This situation is reminiscent to the comparison between the PSWFs and Legendre polynomials.
The rest of the paper is organized as follows. We present in Section 2 the improved estimate of PSWF approximation, and provide some numerical results to support the theoretical results. In Section 3, we analyze spectral approximations by Mathieu functions in Sobolev spaces.
An improved estimate of approximation by PSWFs
This section is devoted to error estimate of spectral approximation by truncated PSWF series in Sobolev spaces. We first make some necessary preparations. Let L 2 (I) with I := (−1, 1) be the space of square integrable functions with the norm · , and let H s (I) with integer s 0 be the Sobolev space with the norm · s as in Adams [2] . Recall that the PSWFs {ψ 
We expand ψ c n in terms of Legendre polynomials as
and find from (1.1) and (2.1)-(2.2) that
where
In what follows, we shall use the following inequality (see Lemma 2.2 in [24] ):
The following estimate was stated in [5, 3] . [5, 3, 24] ) showed that when c < κ N with κ being marginally less than π/2, the PSWF approximations behave like or usually outperform the Legendre approximations. Hence, it is necessary to find such a κ (as large as possible) that can guarantee an optimal order of convergence. We also point out a set of optimal estimates was derived in [24] , but the bandwidth parameter c is implicitly built in the Sobolev-type norm characterized by the Sturm-Liouville operator. 
with integer s 0, we have the estimate Proof. The proof is based on an argument similar to that for Theorem 2.1 (cf. [5] ), but the analysis is subtler.
Let M be a positive integer to be specified later, and denote by u M (x) the truncated Legendre series:
(2.14)
Using the Legendre approximation results (see, e.g., [4, 10] ), we obtain the estimate for the first term:
Next, we obtain from Lemma 2.1 that for any m satisfying (2.8),
u , (2.16) where in the last step, we used the fact
The rest of the proof is to determine m and M so as to derive an optimal estimate of the upper bound in (2.16). Firstly,
so in view of (2.8), it suffices to require ln 2
The second requirement is to ensure there exists a constant 0 < γ < 1 such that
It is clear that h N < 1, so we require that h * h N for some constant 0 < h * < 1, that is,
Hence, we make it meet (2.8) and require that ln 2
6
(1 
Finally, the estimate (2.12) follows from (2.14), (2.15) and (2.25). 2 Remark 2.1. It is seen that under the condition (2.10), the optimal order of convergence can be recovered. In practice, it is more informative to express (2.10) in terms of the relation between c and N. Setting κ = c/N with κ being a positive constant, we find from (2.6) that 26) which implies that for N 1,
Hence, q N falls into the interval [κ, κ), but it seems difficult to obtain an explicit asymptotic expression between q N and κ.
Here, we just provide in Table 2 .1 some samples of κ and the corresponding numerical approximations of q N with N = 128. We find from Table 2.1 that q N lies between κ and κ. Roughly speaking, if c = κ N with κ < 1.178, the condition (2.10) is met. We also notice that when κ = π/2, we have q N ≈ 1, which numerically confirms the asymptotic estimate of q N for c = π/2N (see, e.g., [5] ). 2
Next, we present some numerical results to support the estimate in Theorem 2.2, and refer the readers to other numerical tests in [5, 3, 24] , which are consistent with this theoretical result as well.
In this first example, we test PSWF approximation of the analytic function: u(x) = sin(3π x) exp(2x). We plot in In 
where ρ is the distance of C to the interval [−1, 1], and C ρ is a positive constant independent of k. In view of this, we update the estimate in (2.15) as As pointed out in [6] , it is standard to assume that u is analytic on and within an ellipse with foci x = ±1 :
where i = √ −1 is the complex unit. In this case, the distance of
In this case, a relatively sharper estimate of the Legendre coefficients might be derived, and we refer to the book of Davis [6] for the details.
Approximation by Mathieu functions
The Mathieu functions have found their applications in various areas (see, e.g., [16, 11, 7] ). Some spectral approximation results in Sobolev spaces were first derived in [17] . However, to the best of our knowledge, the issue on the dependence of approximation errors on the intrinsic parameter has not been investigated by far. In this section, we apply the previous argument for the PSWFs to establish similar estimates for Mathieu functions.
The (angular) Mathieu equation:
appears in the method of separation-of-variables for solving the Helmholtz equation in elliptic coordinates. Here, a is the separation constant, and ρ is a constant related to the wave number (cf. [14] ). The Mathieu equation (3.1) admits two families of linearly independent periodic solutions (eigenfunctions), that is, the even "cosine-elliptic" and odd "sine-elliptic" functions:
Φ n (θ; ρ) = ce n (θ; ρ) or se n+1 (θ; ρ), n = 0, 1, . . . , (3.2) with the corresponding eigenvalues denoted by a n (ρ) and b n+1 (ρ), respectively. In the analysis, it is more convenient to rewrite (3.1) in the Sturm-Liouville form:
We collect below some relevant properties of the Mathieu functions (see, e.g., [14] ).
• If ρ = 0, we have ce n = cos nθ and se n = sin nθ. Like the trigonometric basis, {ce n , se n+1 } are 2π -periodic, mutually orthogonal and form a complete orthogonal system in L
In what follows, we assume that they are orthonormal with respect to the inner product
wherev is the complex conjugate of v.
• The eigenvalues are all real, positive, distinct and of the order Similar to the analysis of PSWF approximations, it is necessary to study the decay property of the coefficients of the trigonometric expansions:
One finds from (3.3) the recurrence formulas:
and 
}, for se n , (3.12) and D is a positive constant independent of n, m and c.
Proof. The main idea for the proof is similar to that of Lemma A.1 in [5] for the PSWFs.
We first consider the estimate of |A
(3.13)
Our starting point is to show that under the condition (3.10),
Indeed, multiplying (3.3) with Φ n = ce n by cos 2k θ (0 k m) and integrating the resulting equation over (0, 2π ), leads to
In view of (3.10), we find that μ 
Then, an induction yields (3.14).
It is clear that if 0 x ln 2/2, we have 1 − x e −2x . Therefore, under (3.10), 1 − Next, using (3.14), the property of the Beta function and the Stirling formula (cf.
[1]), we obtain that
Hence, by (3.14), (3.17) 
Under (3.10), the derivation of the upper bound for |A n 1 | is essentially the same as above. To estimate |B (n)
Replacing the testing functions cos 2k θ and cos 2k−1 θ in the derivation of (3.15) and (3.20) by ∂ θ (cos 2k θ) and ∂ θ (cos 2k−1 θ), respectively, we derive the recurrence formulas:
The rest of the analysis is similar to that for |A
It is essential to prove the following property of the expansion coefficients A Proof. We first prove (3.22) with even k by induction. It is trivial for k = 0. For k = 2, we obtain from (3.8) and (3.21) that
which verifies (3.22) with k = 2. Assuming that the upper bound holds for even k, k − 2(k 2), we derive again from (3.8) and (3.21) that
Notice that the identify is due to that s n is the positive root of the quadratic equation:
For odd k, we find from (3.8) and (3.21) with k = 3 that
The rest of the induction remains the same as the previous case. We now turn to dealing with B 4 . Therefore, the desired estimate follows. 2
With the above preparation, we derive the following result on the decay property of the coefficients A Observe that if m satisfies (3.10) and η n < 1, the condition (3.21) is met. Moreover, we have
Therefore, using Lemmas 3.1 and 3.2 leads to the desired result. 2
Now, we are ready to estimate approximation of periodic functions by truncated Mathieu series. The error essentially depends on the decay property of the expansion coefficients:
For convenience, we decompose v into even and odd parts as Using the standard Fourier approximations (see, e.g., [4] ) leads to
(3.32) Now, we deal with the second term at the right-hand side of (3.31). We derive from (3.7) and Theorem 3.1 that
We choose m so that the exponential factor is uniformly bounded, that is,
which verifies the condition (3.10). Consequently, (3.34) where the constant 0 < γ < 1. The existence of γ can be proved in the same way as for (2.20) . Therefore, we take M = O (m) = O (N 2/3 ) and (3.28) follows.
Now we turn to the proof of (3.29). We obtain from (3.33) that (3.35) where p N = η N exp( 
Thus, a combination of (3.31), (3.32), and (3.36) leads to (3.29). 2 However, it is difficult to find the explicit relation between η N and ι. We just provide some samples computed with N = 128. (See Compared with their trigonometric counterparts cos(8θ) and sin(8θ), the Mathieu functions oscillate non-uniformly and their zeros move towards θ = π/2 (symmetric about θ = π/2) as ρ increases. It is anticipated that the use of Mathieu functions with a suitable tuning parameter ρ may lead to a better approximation than the Fourier basis. This situation is reminiscent to approximation by PSWFs and Legendre polynomials (cf. Section 2).
Next, we consider two typical examples. In the first example, we test the analytic periodic function: v(θ ) = exp(7 sin θ). We plot in Fig. 3 (N −5 ) ). In Fig. 3.2 (right) , we plot log 10 (|v c N |) against log 10 N and find that the slopes are about −3.99, as expected.
