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Abstract—Indoor localization systems are most commonly
based on Received Signal Strength Indicator (RSSI) measure-
ments of either WiFi or Bluetooth-Low-Energy (BLE) beacons. In
such systems, the two most common techniques are trilateration
and fingerprinting, with the latter providing higher accuracy. In
the fingerprinting technique, Deep Learning (DL) algorithms are
often used to predict the location of the receiver based on the
RSSI measurements of multiple beacons received at the receiver.
In this paper, we address two practical issues with applying
Deep Learning to wireless localization — transfer of solution
from one wireless environment to another and small size of
labelled data set. First, we apply automatic hyperparameter
optimization to a deep neural network (DNN) system for indoor
wireless localization, which makes the system easy to port to
new wireless environments. Second, we show how to augment a
typically small labelled data set using the unlabelled data set.
We observed improved performance in DL by applying the two
techniques. Additionally, all relevant code has been made freely
available.
Index Terms—Wireless localization, BLE localization, Deep
Neural Network, Convolutional Neural Network, Hyperpara-
mater Optimization, Open-Source Software
I. INTRODUCTION
Systems like GPS have made outdoor localization very
prevalent. However, in an indoor setting, GPS does not work
and other approaches have to be taken to perform localization.
Indoor localization has a lot of uses such as device and person-
nel tracking, targeted advertising, and broadcasting localized
information.
One of the most common ways of performing indoor
localization is to use the reception of wireless signals at
any wireless receiver, such a laptop or mobile handset. In
particular, the Received Signal Strength Indicator (RSSI) at
any receiver has a correlation with the location of the source
of the signal. The two most common ways of using RSSI
measurements to predict the location of the receiver are tri-
lateration (sometimes called triangulation) and fingerprinting.
Trilateration [1] is the process of using the estimated distances
from multiple sources to triangulate a most probable location
of the receiver. The earliest works in localization have used
this approach [2]. Obviously, the radio frequency propagation
of the environment has a great impact on the accuracy of this
method. For example, effects like multi-path can cause a lot
of noise in the received signal.
Fingerprinting [3] on the other hand is somewhat more re-
silient to the idiosyncrasies of the environment because it relies
on prior measurements being collected for multiple known
locations in a specific environment – one fingerprint for each
measured location, so to say. This takes care of any vagaries
of the environment affecting the path loss propagation model.
Of course any drastic change in the environment will make
the measurements less relevant. Once the measurements are
collected, the system then predicts the location of the receiver
by comparing the RSSI measurements with the fingerprints for
different locations and selecting the one with the most similar
fingerprint as the most probable location of the receiver.
Due to the prevalence of IEEE 802.11-WiFi deployments,
the initial fingerprinting based systems used the RSSI mea-
surements of WiFi beacons. However, Bluetooth Low En-
ergy (BLE) is fast becoming an alternate to WiFi access points
since BLE transmitters consume much less energy compared
to WiFi access points. This allows BLE transmitters to run
on battery for months and even years and hence can be
installed without any worry of access to power. Additionally,
the BLE approach seems to be able to provide more fine
grained localization than WiFi based solutions, as reported by
Zhao et al. [4]–[6]. The reasons behind why BLE outperforms
WiFi for localization is outside the scope of this paper.
A. Issues with Deep Learning in Wireless Localization
There are several ML algorithms that are used in the fin-
gerprinting approach. Some of these are k-nearest neighbors,
support vector machines, probabilistic methods (e.g., Naive
Bayes), and deep neural networks (DNN) – a good survey is
presented by Liu et al. [1] and Bozkurt et al. [7]. However,
using ML, specifically DNNs, for this has several issues and
in this paper, we address the following two major issues.
First, each layout/floor map would need a different model
or one may use the same model architecture and tune it for
each layout. Even without any change in the layout, since
wireless environment is dynamic due to multi-path effect,
noise, etc., frequent tuning of the models is a necessity.
Automatic tuning of the model gives us a quick, scalable
way of tuning, thus improving models. A typical problem in
using DNNs (used in any problem domain and not just RSSI
fingerprinting) is that these neural networks usually have quite
a few hyperparameters (knobs), such as learning rate, number
of hidden nodes, and batch size, that have to be set before the
training process. These knobs generally have a large impact
on the metrics of the neural network, such as training time and
accuracy and hence tuning these knobs is essential to improve
the performance of the neural network. Consequently, figuring
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out the optimum values for these knobs (hyperparameters) is
non-trivial. So, automatic hyperparameter tuning (HP-tuning)
is important for finding a better model for any given layout. In
this paper, we show how hyperparameter optimization can be
applied to a DNN (that would otherwise have to be manually
tuned) to perform RSSI fingerprint matching.
Second, a typical problem in data collection for wireless
localization is that number of labelled data points is largely
outnumbered by the number of unlabelled data points. Due
to this lack of labelled data, the ML algorithms trained on
the data are difficult to generalize, thus making the learning
less transferable to other wireless environments. In this work,
we present augmentation techniques for augmenting the unla-
belled samples.
B. Related Work
As mentioned in Section I, there have been several pieces
of work in using ML in the area of fingerprint based indoor
localization [1]. There has also been work on using principal
component analysis (PCA) to reduce computation cost of ML-
based WiFi indoor localization [8]. Here we explain some deep
learning based work that are relevant to our work. Zhang et
al. [9] addressed important issues with deep neural networks
for both indoor and outdoor wireless localization. However,
they did not analyze the use of HP-tuning or augmentation of
the data set. To the best of our knowledge we could not find
any prior work related to the application of hyperparameter
tuning (HP-tuning) to DNNs for wireless localization. Simi-
larly, there are augmentation techniques available for image
related machine learning models [10] but we could not find
anything related to augmentation of wireless RSSI samples.
One of the problems in working with existing DNN models
for wireless localization is that the code for the models are
often not publicly available making it difficult to analyze and
extend the work. In this respect, Kaggle [11] is a widely used
source of publicly available models making it easy to analyze
the code, fix any issues, and contribute back extensions or
corrections to the models; we chose this path to get a DNN
from Kaggle [12]. We also introduced a CNN model of our
own. We used these as the base code to perform HP-tuning.
C. Our Contributions
This paper addresses the issue mentioned above and our
main contributions can be summarized as follows:
• We present the design and analysis of applying HP-
tuning to a deep neural network (DNN) system for indoor
wireless localization.
• We introduce a convolutional neural network (CNN)
model for wireless localization and apply HP-tuning to it
as well.
• We present an augmentation technique to augment the
labelled data sets with data points from the unlabelled
data set.
• We have also made all relevant code public so that our
work can be easily verified and extended.
The rest of this paper is arranged as follows. Section II gives
an overview of hyperparameter optimization. We explain the
data set used in this paper in Section III. In Section IV, we give
an overview of our implementation setup used to run all our
experiments. Section V explains the DNN and CNN models
and the impact of applying HP-tuning to them. We present how
the labelled data set can be augmented using data points from
the unlabelled data set in Section VI. Finally, we conclude in
Section VII.
II. BACKGROUND: HYPERPARAMETER OPTIMIZATION
In machine learning, a hyperparameter is a parameter that
must be fixed before the actual training process. Consequently,
hyper-parameters (e.g., learning rate, batch size, and number
of hidden nodes) cannot be learnt during the learning process,
unlike the value of parameters (e.g., weights) that are learned
during the training process. Hyperparameters can impact both
the quality of the model generated by the training process
as well as the time and memory requirements of the algo-
rithm [13]. Thus, hyperparameters have to be tuned to get the
optimal setting for a given problem. This tuning can be done
either manually or automatically. Manual tuning might suffice
if the problem setup is not expected to change, at least not
frequently. In case the problem setup is expected to change
frequently, an automatic hyperparameter tuning (HP-tuning)
mechanism is required to make the system practical.
There are several common algorithms that are used in
automatic hyperparameter tuning. Some of the most common
are:
• Grid search: Given a range of possible values for each
of the hyperparameters, this exhaustive algorithm runs
experiments with all hyperparameter values in the Carte-
sian product of the set of values for each individual
hyperparameter. This technique works best when there
are few hyperparameters (<= 3).
• Random search: This improves upon the grid search
method by searching the range of each hyperparameter
randomly rather than exhaustively. This leads to faster
search times and hence works better than grid search,
especially when the number of hyperparameters is large.
• Bayesian optimization: In contrast to grid or random
search, Bayesian optimization uses a probability model
of the objective function and uses that to select the most
promising hyperparameter values [14]. We use this search
technique in this paper.
III. DATA SET
Our evaluation is based on a real world data set that is
available at the Machine Learning Repository, made public by
the University of California, Irvine [15]. This data set was
first presented by Mohammadi et al. [16] and much of the
description of the data set presented here has been taken from
the original paper.
The data set is from a real-world deployment of 13 of
Apple’s iBeacons, which use the Bluetooth Low Energy (BLE)
standard of Bluetooth 4.0, in a campus library of dimension
Fig. 1: The experimental setup with 13 iBeacons in a 200ft.
X 180ft. library [15], [16].
Setup/Parameter Value
Hyperparameter Tuner Katib
ML framework Keras
Epochs 100
Batch Size 100
Activation Function ReLU
Loss Function Root mean squared error (rmse)
Optimizer Adam, SGD
Number of parameters DNN: 6102, CNN: 5438
Training data points 1136
Test data points 284
TABLE I: Training Setup and Parameters. A single forward
and backward pass of the entire data set through the neural
network is defined as an epoch. Since entire data set might be
too large to train in one shot, the data set is divided into batch
size chunks.
200 ft. X 180 ft. These beacons are installed on the ceiling
of the first floor of the Waldo Library in Western Michigan
University, USA. On an average, each of the 13 iBeacons are
at a distance of around 30-40 ft. from nearby iBeacons. The
entire floor space was divided in 10 ft. X 10 ft. block and the
RSSI measurements were taken at several locations, with each
location being manually captured. Each location is usually
covered by multiple beacons and all those measurements were
captured. The entire labelled data set contains 1136 data points
used for training and 284 data points for testing, which is a
typical 80:20 split of the total 1420 labelled data points. In
addition to the labelled samples, there are 5191 unlabelled
samples as well. As mentioned in Section I, this is a typical
problem in sample collection and we will address this issue
in Section VI.
IV. IMPLEMENTATION DETAILS
This section describes the implementation details for the rest
of the paper. We provisioned a Kubernetes [17] cluster, and
Fig. 2: DNN Architecture. [Input layer: 13 nodes, 1 each
for each iBeacon; Hidden layers: 3 layers, each with 50
nodes; Output layer: 2 nodes, representing (x,y) coordinates
of predicted location; Activation function: ReLU]
deployed Katib (Appendix A), the open source hyperparameter
tuner, on Kubeflow (Appendix B), the ML toolkit for Kuber-
netes. We implemented all the ML models in Keras [18]. We
packaged each Keras model, which takes hyperparameters as
input and emits loss metric as the output, into a Docker [19]
image. These images are used in Katib user interface trial
specification to trigger the trials. The range of hyperparameters
is set accordingly for each optimizer in the user interface, e.g.,
for Adam optimizer, learning rate – [0.001, 0.002], beta1 –
[0.88, 0.93]. The objective metric to be minimized is set to
Euclidean/l2 loss, with a goal of 1.2, specified in the user inter-
face. Also, we limited the maximum trials for each tuning ex-
periment to 15 and chose the Bayesian optimization algorithm.
All code relevant to this paper has been made public at https:
//github.com/CiscoAI/deep-learning-wireless-localization.
V. DNN AND CNN FOR WIRELESS LOCALIZATION
As mentioned earlier, deep neural networks have been
used since quite sometime to address wireless localization,
especially using the fingerprinting technique.
A. DNN
A deep neural network (DNN) is any neural network that
has layers in addition to the input and output layers; these
additional layers are known as hidden layers. The number of
hidden layers can vary from a few (2–3) to thousands. For
our study we used an existing DNN model [12], shown here in
Figure 2. The DNN takes in each of the 13 RSSI measurements
and tries to predict the <x,y> coordinates of the location
where the measurement was made. The data set described in
Section III was used with a 80:20 (1136:284) train:test split.
The training parameters are specified in Table I.
B. DNN with Hyperparameter Optimization
As explained earlier, the performance of a model is affected
by the choice of the hyperparameters and figuring out the
optimal value for of the hyperparameters is non-trivial. This
issue is magnified if the underlying wireless environment
(a) Adam Optimizer DNN. (b) SGD Optmizer in DNN.
Fig. 3: Hyperparameter optimization using Bayesian optimization applied to DNN. The arrows mark the optimal values.
Sl. No Setup default
learning
rate
tuned
learning
rate
default
beta1
tuned
beta1
default
momentum
tuned
momentum
loss metric
with default
loss metric with
tuned parameters
1. DNN + Adam 0.001 0.00197 0.9 0.89177 — — 2.32 2.2
2. DNN + SGD 0.01 0.015 — — 0.9 0.905 2.10 1.97
3. CNN + Adam 0.001 0.00177 0.9 0.885 — — 2.4 2.11
4. CNN + SGD 0.01 0.01375 — — 0.9 0.885 2.36 2.10
TABLE II: Hyperparameter values and loss metrics. Loss metrics are in units of grid length, i.e., 2.2 means 2.2 x 10ft = 22 ft.
Fig. 4: The CNN architecture. [Input layer: [25, 25, 1]
grayscale image; 2 Convolution layers: number of filters
respectively [12, 12]; Filter sizes: [7, 7], [5, 5] with valid
padding; 1 Dense layer: 24 nodes; Output layer: 2 repre-
senting x and y coordinates; Activation function: ReLU]
changes. Consequently, we apply hyperparameter tuning (HP-
tuning) to the DNN and check if it provides any advantage.
The result of the experiment are shown in Figure 3. The HP-
tuning was tried for both the Adam optimizer [20] and the
Stochastic Gradient Descent (SGD) optimizer [21] and the
results are shown respectively in Figure 3a and Figure 3b.
For the Adam optimizer, the hyperparameters are the learning
rate, beta1, and beta2 and for the SGD the hyperparameters
are learning rate and momentum. In order to make both graphs
comparable, we just used beta1 and left out beta2. The figures
show how the different values of the hyperparameters impact
the metric, the l2 loss. From Figure 3 the following can be
observed (as consolidated in Table II):
• The best combination for the Adam optimizer (Figure 3a)
is a learning rate value of 0.002 and beta1 value of 0.893.
This gives an l2 loss of 22 feet.
• The best combination for the SGD optimizer (Figure 3b)
is an learning rate value of 0.015 and momentum value
of 0.905. This gives and l2 loss of 19.7 feet.
• Even a small change in the value of learning rate can
significantly impact the metric.
• The l2 loss varies from 22.0ft to 27.0ft for the Adam
optimizer (Figure 3a) and from 19.6ft to 21.8ft for the
SGD optimizer (Figure 3b). This means that the SGD
optimizer is a better optimizer for this problem compared
to the Adam optimizer.
Apart from learning rate, other hyperparameters such as
batch size, number of layers, and layer sizes can also be tuned
using the tuning framework, thus allowing an optimal search of
the entire search space to find the best set of hyperparameters.
However, we did not perform this exhaustive search for this
paper.
C. CNN
A DNN has a major disadvantage that the model is tied to
the number of beacons – if there is a change in the number
of beacons, the model has to be reconstructed since the same
model might not work for scenarios with a large difference
in the number of beacons. In order to handle this, a special
type of DNN, called a Convolutional Neural Network (CNN)
can be used. CNNs are neural networks that use convolutions,
a special kind of linear operation, as opposed to the typical
matrix multiplication, in at least one of the layers of the neural
network. CNNs are most useful when the data being processed
has a grid like topology such as, most commonly, image data,
but also time series data [13].
(a) Adam Optimizer in CNN (b) SGD Optmizer in CNN
Fig. 5: Hyperparameter optimization using Bayesian optimization applied to CNN. The arrows mark the optimal values.
Fig. 6: Comparison of CNN and DNN with and without
hyperparameter (HP) optimization with the Adam optimizer.
A steeper and higher curve is better.
We took a CNN model available on Kaggle [12] and made
obvious changes to improve model performance. We changed
the filter sizes, increased the number of feature maps, and
replaced last CNN layer with a dense layer; Figure 4 shows the
architecture. The epochs, batch size, loss function, train:test
split, are the same as specified in Table I. In order to apply
CNN to the problem of wireless localization, the data is
converted into a gray scale image. Each of the data instance
(i.e., a row of 13 iBeacons RSSI values corresponding to a
specific location) is transformed into a gray scale image of
size [25,25,1], corresponding to 25 X 25 grids in which the
entire floor map (Figure 1) is divided into. Thus, there as many
images as there are samples in the data set. The image is
created via the following steps:
1) The image is initialized to a zeroed image of size [25,
25, 1], i.e., an image with just black pixels.
2) Each beacon’s sensor location coordinates (x,y,1) is
assigned with a pixel value that is obtained by dividing
the RSSI measurement by -200 (minimum RSSI value).
This normalizes the pixel values to the [0,1] range.
As an example, suppose a receiver located at <10, 15> mea-
sures an RSSI of −20 dBm for iBeacon i, which has a location
of < xi, yi >, then the value of coordinate < xi, yi, 1 >
is set to the normalized value of −20/ − 200 dBm. This
sample image is then labelled with the < x, y > coordinates
of the receiver, <10, 15>. Such an image is generated for
each location of the receiver thus making as many images as
there are samples in the data set. The CNN is then trained such
that given a gray scale image, the neural network predicts the
corresponding x and y coordinates of the receiver.
D. CNN with Hyperparameter Optimization
Just like in the case of DNN, we apply HP-tuning using
Bayesian optimization to the CNN and the results are shown
in Figure 5. Overall the pattern looks similar to using hy-
perparameter optimization with DNN (Figure 3) but the main
difference to note is that the range of the metric values (l2 loss)
is much higher in the case of CNN than in the case of DNN,
with both the Adam and the SGD optimizer. This means that
hyperparameter search is more relevant with the use of CNN
than DNN when applied to the wireless localization problem.
E. CNN and DNN Comparison
Figure 6 shows the comparison of the different models, all
with Adam optimizer. The Y-axis shows the fraction of test
samples that were predicted within a prediction error, shown in
the X-axis. All the models perform very similar though there
is noticeable difference between them. As expected the base
DNN model performs the worst and DNN with HP-tuning
does improve the performance marginally. This is expected
from row 1 of Table II that shows that the tuned learning rate
and beta1 are very close to their respective default values. As
the number of beacons increases, we expect that HP-tuning for
DNNs would yield further gains. The base CNN model shows
performance very close to the DNN with HP-tuning but the
CNN with HP-tuning does show a noticeable improvement.
The exact DNN or CNN model is not that relevant here.
The most important thing that we want to convey is that
(a) Overall distribution of 1420 samples. (b) 188 under-represented (< 10 samples) locations in the data set.
Fig. 7: Distribution of labelled samples in the data set. The z-axis shows the number of samples for the corresponding grid
(25 X 25) specified by the x and y axes.
Fig. 8: Autoencoder architecture for data augmentation.
hyperparameter tuning allows a quick and automatic search
to find the best hyperparameters for any given model.
VI. DATASET AUGMENTATION
A basic problem with location samples is that compared
to the total number of samples, only a small fraction are
labelled. For example, as mentioned earlier in Section III, in
the BLE data set [15], there are only 1420 labelled samples
but a much larger 5191 unlabelled samples. In general, ML
models perform better with larger training samples.
We started by analysing the distribution of samples with
respect to the grid (Figure 1). As shown in Figure 7a, different
grids have different number of samples and the distribution is
not uniform. This is expected since the library floor has pillars
and furniture that makes several grid locations inaccessible.
On top of it since the data collection is done by humans it is
simply unrealistic to expect equal number of samples at each
location. We need to augment these under-represented areas
(Figure 7b) for better prediction in these areas.
A. Naive Approach
We first tried a naive approach to augment the data set.
This approach does not use any unlabelled sample. In this
Fig. 9: Location Prediction Error with Augmentation for a
DNN model with Adam optimizer and default hyperparame-
ters. The naive and standard autoencoder based augmentations
improve the performance compared to the original data set.
The hybrid approach shows the most improvement.
approach, for a location with fewer samples (< 10), as shown
in Figure 7b, new samples (with the same label, i.e., the same
location) are generated using a uniform distribution between
the minimum and maximum value of the RSSI for any given
beacon. For example, if a location has two samples, one with
RSSI values from beacons b1, b2, and b3, and the other from
just b1 and b2, a new sample is generated with RSSI values
for b1 and b2 as a random sample between the minimum
and maximum RSSI values from the two respective samples;
b3 is skipped since it is not present in both the samples
and hence the minimum and maximum of the RSSI values
for b3 are undefined. We use this to generate one additional
sample for each of the 188 under-represented locations. With
this approach we were able to generate another 188 labelled
sample points thus giving a total of 1420 + 188 = 1608
labelled samples that we used for training and testing. The
results with this augmented data set for a DNN with Adam
optimizer and default hyperparameters are shown in Figure 9
and the naive approach shows a distinct advantage over the
original data set; mean error reduces from 23.2 ft to 21.9 ft.
However, as already mentioned, this approach does not utilize
the unlabelled samples; we address that issue with the use of
autoencoders.
B. Standard Autoencoder
Autoencoders are a standard technique for augmenting data
sets and we wanted to check whether it can be used for our
data set. Goodfellow et al. [13] define an autoencoder as a
neural network that is trained to attempt to copy its input
to its output. As shown in Figure 8, it has an input layer
and an output layer that is separated by one ore more hidden
layers. The hidden layers constitute an encoder that encodes
the input into a lower dimension code and a decoder that
tries to reconstruct the original image from the code. A more
detailed description of autoencoders is outside the scope of
this paper.
The autoencoder is run for 20 epochs, with each epoch
processing the entire set of 5191 unlabelled images. Thus the
autoencoder learns the distribution of the unlabelled data set.
Once this is done, we take one sample for each of the 188
under-represented locations and feed it to the autoencoder and
use the output as an additional sample, with the same label as
the input sample. Though 188 samples were fed, there were
some samples generated that were showing RSSI values for
beacons that the location had not seen in any of the existing
samples. There were 30 such generated samples and these
were discarded. This left us with 188 - 30 = 158 samples and
the labelled data set was augmented to 1420 + 158 = 1578
samples. Figure 9 shows that the 20.7 ft mean error with this
augmented data is slightly better than the 21.9 ft mean error
with the naive approach.
The natural thing to do is to combine both the previous
approaches into a hybrid approach. This gives an additional
188 + 158 samples, thus taking the overall count of labelled
samples to 1420 + (188 + 158) = 1766. As expected, and
as shown in Figure 9, this hybrid approach gives the best
performance with a mean error of 19.7 ft. Overall, this
amounts to around 15% reduction in the prediction error. In
this work, we created just one additional sample for each
under-represented location, if needed, more samples for these
locations can be generated.
VII. CONCLUSION
In this paper, we have presented two techniques for im-
proving the performance of deep learning models for wireless
localization. First, we analysed how hyperparameter optimiza-
tion can be applied to DNN and CNN models to optimize
their performance and to make them more relevant to wireless
environments, which are naturally very dynamic. Second, we
present two augmentation techniques to augment the labelled
data set so that more data is made available for training
the deep learning models, thus improving their performance.
Finally, in the interest of open access and further research,
we have made all code relevant to this paper public at https:
//github.com/CiscoAI/deep-learning-wireless-localization.
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APPENDIX
A. Katib: Hyperparameter Optimization Software
We used Katib [22] as the software for hyperparameter
tuning. It is an open-source Kubernetes [17] native system
for hyperparameter tuning. It is based on Google Vizier [23]
and is able to support multiple ML frameworks such as
Keras [18], TensorFlow [24] and PyTorch [25]; we used Keras
in this paper. Since Katib is based on Kubernetes, it provides
scalability, portability, and fault tolerance. It also has several
hyperparameter tuning algorithms such as random search, grid
search, hyperband, and Bayesian optimization. Additionally,
the user can plugin any customized algorithm. Moreover, Katib
is tightly integrated with Kubeflow [26], an open source ML
toolkit for Kubernetes with great traction from the industry,
making Katib (within Kubeflow) an ideal bet for long term
relevance.
As shown in the schematic of Katib in Figure 10, an
experiment is created and a handle to the experiment is sent
to the Experiment Controller, which uses a Suggestion Service
to get suggestions for hyperparameters. These hyperparameters
along with the actual ML code form the trials, which are then
run by a Trial Controller. The Trial Controller runs the trials on
the underlying Kubernetes platform, collects the metrics of the
run and feeds the metrics back to the Experiment Controller,
which then continues the experiment with the next set of
hyperparameter suggestions from the Suggestion Service. The
Suggestion Service supports standard search methods and can
also be fitted with custom search algorithms. Even though
we use Katib in this paper, other hyperparameter optimization
frameworks, such as Hyperopt [27], could be used as well.
B. Kubeflow: The Machine Learning toolkit for Kubernetes
Kubeflow [26] is an open-source project that makes the
deployment of ML workflows on any Kubernetes installa-
tion simple, portable, and scalable. It supports running ML
jobs written in frameworks such as TensorFlow [24] and
PyTorch [25] and is extensible to any other framework. It is
one of the most popular open-source project for managing ML
workflows with contributors from a large number of compa-
nies. Even though Katib can be used independently we use
Katib on top of Kubeflow since it eases the experimentation
process.
