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MAXIMAL SOBOLEV REGULARITY FOR SOLUTIONS OF ELLIPTIC EQUATIONS
IN INFINITE DIMENSIONAL BANACH SPACES ENDOWED WITH A WEIGTHED
GAUSSIAN MEASURE
G. CAPPA AND S. FERRARI1∗
Abstract. Let X be a separable Banach space endowed with a non-degenerate centered Gaussian measure
µ. The associated Cameron–Martin space is denoted by H. Let ν = e−Uµ, where U : X → R is a sufficiently
regular convex and continuous function. In this paper we are interested in the W 2,2 regularity of the weak
solutions of elliptic equations of the type
λu− Lνu = f,
where λ > 0, f ∈ L2(X, ν) and Lν is the self-adjoint operator associated with the quadratic form
(ψ, ϕ) 7→
∫
X
〈∇Hψ,∇Hϕ〉Hdν ψ, ϕ ∈ W
1,2(X, ν).
1. Introduction
Let X be a separable Banach space with norm ‖·‖X , endowed with a non-degenerate centered Gaussian
measure µ. The associated Cameron–Martin space is denoted by H , its inner product by 〈·, ·〉H and its norm
by |·|H . The spaces W 1,p(X,µ) and W 2,p(X,µ) for p ≥ 1 are the classical Sobolev spaces of the Malliavin
calculus (see [8, Chapter 5]).
The aim of this paper is to study the solutions of the equation
λu− Lνu = f(1.1)
where λ > 0, ν is a measure of the form e−Uµ with U : X → R a convex and continuous function, f ∈ L2(X, ν)
and Lν is the operator associated to the quadratic form
(ψ, ϕ) 7→
∫
X
〈∇Hψ,∇Hϕ〉Hdν ψ, ϕ ∈W 1,2(X, ν),
where ∇Hψ represent the gradient along H of ψ and W 1,2(Ω, ν) is the Sobolev space on Ω associate to the
measure ν (see Section 2).
We need to clarify what we mean with solution of problem (1.1). We say that u ∈ W 1,2(X, ν) is a weak
solution of equation (1.1) if
λ
∫
X
uϕdν +
∫
X
〈∇Hu,∇Hϕ〉Hdν =
∫
X
fϕdν for every ϕ ∈ FC∞b (X).
Notice that the weak solution is just R(λ, Lν)f , the resolvent of Lν .
In the finite dimensional case, existence, uniqueness and maximal regularity of the solution of equation
(1.1) have been widely studied. Indeed in the case of the standard Gaussian measure in Rn, the operator Lν
reads as
Lνu(ξ) = ∆u(ξ)− 〈gradU(ξ) + ξ, gradu(ξ)〉 u ∈ C 2b(Rn),
so that, if U is smooth, Lν is an elliptic operator with smooth, although possibly unbounded, coefficients. See
for example [10], [18] and [21]. In the infinite dimensional case maximal W 2,2 regularity results are known
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when X is a separable Hilbert space. See for example [11], where U is assumed to be bounded from below.
In the general Banach spaces case some results are known about equation (1.1), but we do not know any
W 2,2 regularity result. See for example [1], where a much larger class of operator is studied.
In order to state the results of this paper we need some hypotheses on the weighted measure ν.
Hypothesis 1.1. U : X → R is a convex and continuous function belonging to W 1,t(X,µ) for some t > 3.
We set ν := e−Uµ.
The assumption t > 3 may sound strange, but it is needed to define the weighted Sobolev spacesW 1,2(X, ν).
Indeed observe that if U satisfies Hypothesis 1.1, then it satisfies [15, Hypothesis 1.1] since, by [2, Lemma 7.5],
e−U belongs to W 1,r(X,µ) for every r < t. Then following [15] it is possible to define the space W 1,2(X, ν)
as the domain of the closure of the gradient operator along H .
The main result of this paper is the following theorem.
Theorem 1.2. Let U be a function satisfying Hypothesis 1.1, let λ > 0 and f ∈ L2(X, ν). Then equation
(1.1) has a unique weak solution u ∈W 2,2(X, ν). Moreover u satisfies
‖u‖L2(X,ν) ≤
1
λ
‖f‖L2(X,ν); ‖∇Hu‖L2(X,ν;H) ≤
1√
λ
‖f‖L2(X,ν);(1.2) ∥∥∇2Hu∥∥L2(X,ν;H2) ≤ √2‖f‖L2(X,ν).(1.3)
where ∇2H is defined in Section 2 and H2 is the space of the Hilbert–Schmidt operators in H.
The paper is organized in the following way: in section 2 we recall some basic definitions and we fix the
notations. Section 3 is dedicated to modify a standard tool in the theory of convex functions on Hilbert
spaces: the Moreau–Yosida approximations (see [4] and [9]). In Section 4 we recall known results about finite
dimensional elliptic and parabolic equations that we will use. In Section 5 we study the case in which ∇HU
is a H-Lipschitz function. Then we prove that equation (1.1) admits a strong solution in the following sense:
Definition 1.3. A function u ∈ L2(X, ν) is a strong solution of equation (1.1) if there exists a sequence
{un}n∈N ⊆ FC 3b(X) such that un converges to u in L2(X, ν) and
L2(X, ν)- lim
n→+∞
λun − Lνun = f.
Moreover a sequence {un}n∈N ⊆ FC 3b(X) satisfying the above conditions is called a strong solution sequence
for u.
We conclude the section proving Theorem 1.2. In Section 6 we will recall some results about the divergence
operator on weighted Gaussian spaces and we will show that if U satisfies Hypothesis 1.1 and ∇HU is
H-Lipschitz, then D(Lν) =W
2,2(X, ν) and
‖u‖D(Lν) ≤ ‖u‖W 2,2(X,ν) ≤
(
2 +
√
2
)
‖u‖D(Lν),
where ‖·‖D(Lν) is the graph norm in D(Lν), i.e. for u ∈ D(Lν)
‖u‖D(Lν) := ‖u‖L2(X,ν) + ‖Lνu‖L2(X,ν).(1.4)
See Section 2 for the definition of W 2,2(X, ν). In the final section we show how our results can be applied
to some examples. In our examples X will be C 0[0, 1] = {f ∈ C [0, 1] |f(0) = 0}, endowed with the classical
Wiener measure PW . First we consider, for f ∈ C 0[0, 1],
U(f) =
∫ 1
0
f2(ξ)dξ
and we show that U is a weight bounded from below, satisfies Hypothesis 1.1 and ∇HU is H-Lipschitz. In
Example 7.2 we consider the following function, for f ∈ C 0[0, 1],
U(f) = F (f) + f(1)
where F (f) = maxξ∈[0,1] f(ξ). We show that U satisfies Hypothesis 1.1 although it is unbounded, both from
above and from below.
SOBOLEV REGULARITY FOR INFINITE DIMENSIONAL WEIGHTED ELLIPTIC PROBLEMS 3
2. Notations and preliminaries
We will denote by X∗ the topological dual of X . We recall that X∗ ⊆ L2(X,µ). The linear operator
Rµ : X
∗ → X∗∗ defined by the formula
Rµx
∗(y∗) =
∫
X
x∗(x)y∗(x)dµ(x)
is called the covariance operator of µ. We denote by X∗µ the closure of X
∗ in L2(X,µ). The covariance
operator Rµ can be extended by continuity to the space X
∗
µ. By [8, Lemma 2.4.1] for every h ∈ H there
exists a unique g ∈ X∗µ with h = Rµ(g), in this case we set
ĥ := g.(2.1)
Throughout the paper we fix an orthonormal basis {ei}i∈N of H such that êi belongs to X∗, for every
i ∈ N. Such basis exists by [8, Corollary 3.2.8(ii)].
We say that a function f : X → R is differentiable along H at x if there is v ∈ H such that
lim
t→0
f(x+ th)− f(x)
t
= 〈v, h〉H uniformly for h ∈ H with |h|H = 1.
In this case the vector v ∈ H is unique and we set ∇Hf(x) := v, moreover for every k ∈ N the derivative of
f in the direction of ek exists and it is given by
∂kf(x) := lim
t→0
f(x+ tek)− f(x)
t
= 〈∇Hf(x), ek〉H .(2.2)
We denote by H2 the space of the Hilbert–Schmidt operators in H , that is the space of the bounded linear
operators A : H → H such that ‖A‖2H2 =
∑
i |Aei|2H is finite (see [12]). We say that a function f : X → R is
two times differentiable along H at x if it is differentiable along H at x and A ∈ H2 exists such that
H- lim
t→0
∇Hf(x+ th)−∇Hf(x)
t
= Ah uniformly for h ∈ H with |h|H = 1.
In this case the operator A is unique and we set ∇2Hf(x) := A. Moreover for every i, j ∈ N we set
∂ijf(x) := lim
t→0
∂jf(x+ tei)− ∂jf(x)
t
= 〈∇2Hf(x)ej , ei〉H .(2.3)
For k ∈ N ∪ {∞}, we denote by FC kb (X) the space of the cylindrical function of the type f(x) =
ϕ(x∗1(x), . . . , x
∗
n(x)) where ϕ ∈ C kb (Rn) and x∗1, . . . , x∗n ∈ X∗ and n ∈ N. We remark that FC∞b (X) is dense
in Lp(X, ν) for all p ≥ 1 (see [15, Proposition 3.6]). We recall that if f ∈ FC 2b(X), then ∂ijf(x) = ∂jif(x)
for every i, j ∈ N and x ∈ X .
The Gaussian Sobolev spaces W 1,p(X,µ) and W 2,p(X,µ), with p ≥ 1, are the completions of the smooth
cylindrical functions FC∞b (X) in the norms
‖f‖W 1,p(X,µ) := ‖f‖Lp(X,µ) +
(∫
X
|∇Hf(x)|pHdµ(x)
) 1
p
;
‖f‖W 2,p(X,µ) := ‖f‖W 1,p(X,µ) +
(∫
X
∥∥∇2Hf(x)∥∥pH2dµ(x)
) 1
p
.
Such spaces can be identified with subspaces of Lp(X,µ) and the (generalized) gradient and Hessian along
H , ∇Hf and ∇2Hf , are well defined and belong to Lp(X,µ;H) and Lp(X,µ;H2), respectively. For more
informations see [8, Section 5.2].
Now we consider ∇H : FC∞b (X) → Lp(X, ν;H). This operator is closable in the norm of Lp(X, ν)
whenever p > t−1t−2 and Hypothesis 1.1 holds (see [15, Definition 4.3]). For such p we denote by W
1,p(X, ν)
the domain of its closure in Lp(X, ν).
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Assume Hypotesis 1.1 holds. We shall use the integration by parts formula (see [15, Lemma 4.1]) for
ϕ ∈ W 1,p(X,µ) with p > t−1t−2 :∫
X
∂kϕdν =
∫
X
ϕ(∂kU + êk)dν for every k ∈ N,(2.4)
where êk is defined in formula (2.1).
In order to define the spaces W 2,p(X, ν), we need to prove the closability of the operator (∇H ,∇2H) in
Lp(X, ν).
Proposition 2.1. Assume Hypothesis 1.1 holds. For every p ≥ t−1t−2 , the operator
(∇H ,∇2H) : FC∞b (X)→ Lp(X, ν;H)× Lp(X, ν;H2)
is closable in Lp(X, ν). The closure will be still denoted by (∇H ,∇2H).
Proof. Let {ϕk}k∈N ⊆ FC∞b (X) be such that ϕk → 0 in Lp(X, ν), ∇Hϕk → F in Lp(X, ν;H), and ∇2Hϕk →
Φ in Lp(X, ν;H2) as k → +∞. By [15, Proposition 4.2] F = 0 ν-a.e. Let ψ ∈ FC∞b (X), then by the
integration by parts formula (formula (2.4)) we get∫
X
ψ∂ijϕkdν =
∫
X
ψ∂jϕk(∂iU + êi)dν −
∫
X
∂jψ∂iϕkdν.
We remark that
lim
k→+∞
∫
X
ψ∂ijϕkdν =
∫
X
ψ〈Φei, ej〉Hdν.
Moreover
lim
k→+∞
∫
X
∂jψ∂iϕkdν = 0 and lim
k→+∞
∫
X
êi∂jϕkψdν = 0.
Then
∫
X
ψ〈Φei, ej〉Hdν = 0 for every ψ ∈ FC∞b (X). So Φ = 0 µ-a.e. since FC∞b (X) is dense in Lp
′
(X, ν)
(see [15, Proposition 3.6]). 
We are now able to define the Sobolev spaces W 2,p(X, ν).
Definition 2.2. Assume Hypothesis 1.1 holds. For p > t−1t−2 we denote by W
2,p(X, ν) the domain of closure
of the operator (∇H ,∇2H) : FC∞b (X)→ Lp(X, ν;H)× Lp(X, ν;H2) in Lp(X, ν).
We remark that if t > 3, i.e. when Hypothesis 1.1 holds, then 2 > t−1t−2 .
We remind the reader that, if U satisfies Hypothesis 1.1 and belongs W 2,t(X,µ), where t is the same as
in Hypothesis 1.1, then by the integration by parts formula (formula (2.4)), and [15, Proposition 5.3] (see
also Proposition 6.1) we get for every u ∈ FC 2b(X)
Lνu =
+∞∑
i=1
∂iiu−
+∞∑
i=1
(∂iU + êi)∂iu,(2.5)
where the series converges in L2(X, ν).
Finally we recall the following corollary of the Hahn–Banach theorem (see [2, Lemma 7.5]).
Proposition 2.3. Let g : X → R ∪ {+∞} be a convex and lower semicontinuous function and let r ∈ R
such that there is x0 ∈ X with g(x0) > r. Then there exists x∗ ∈ X∗ such that for every x ∈ X
g(x) ≥ x∗(x− x0) + r.
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3. Moreau–Yosida approximations along H
In this section we will modify a classical tool in the theory of convex functions in Hilbert spaces: the
Moreau–Yosida approximations. For a classical treatment of the Moreau–Yosida approximations in Hilbert
spaces we refer to [4, Section 12.4].
Throughout this section f : X → R ∪ {+∞} is a convex and ‖·‖X -lower semicontinuous function. Let
α > 0 and define the Moreau–Yosida approximation along H as
fα(x) = inf
{
f(x+ h) +
1
2α
|h|2H
∣∣∣∣h ∈ H}.(3.1)
Proposition 3.1. Let x ∈ X and α > 0. The function gα,x : H → R defined as
gα,x(h) = f(x+ h) +
1
2α
|h|2H ,
is convex, |·|H-lower semicontinuous and it has a unique global minimum point P (x, α) ∈ H. Moreover gα,x
is coercive, i.e.
lim
|h|
H
→+∞
gα,x(h) = +∞.
Proof. Convexity is trivial. LetH-limn→+∞ hn = h. SinceH is continuously embedded inX ,X-limn→+∞ hn =
h. By the fact that f is ‖·‖X -lower semicontinuous, we get
f(x+ h) ≤ lim inf
n→+∞
f(x+ hn).
So gα,x is |·|H -lower semicontinuous. By Proposition 2.3, for every x ∈ X there exist h(x) ∈ H and η ∈ R
such that f(x+ h) ≥ 〈h, h(x)〉H + η for every h ∈ H . So we get
lim
|h|
H
→+∞
gα,x(h) = lim
|h|
H
→+∞
(
f(x+ h) +
1
2α
|h|2H
)
≥ lim
|h|
H
→+∞
(
〈h, h(x)〉H + η +
1
2α
|h|2H
)
≥
≥ lim
|h|
H
→+∞
(
−|h|H |h(x)|H + η +
1
2α
|h|2H
)
= +∞.
Since gα,x is convex, |·|H -lower semicontinuous and coercive, the set
Aα,x := {p ∈ H | gα,x(p) = inf {gα,x(h) |h ∈ H}}
is nonempty (see [4, Proposition 11.14]). We claim that Aα,x is a singleton. Indeed, by contradiction, assume
that p1, p2 ∈ Aα,x are such that p1 6= p2. Using the strict convexity of |·|H
gα,x
(
p1 + p2
2
)
= f
(
x+
p1 + p2
2
)
+
1
2α
∣∣∣∣p1 + p22
∣∣∣∣2
H
<
<
1
2
(
f(x+ p1) +
1
2α
|p1|2H
)
+
1
2
(
f(x+ p2) +
1
2α
|p2|2H
)
≤ 1
2
gα,x(p1) +
1
2
gα,x(p2) =
= inf {gα,x(h) |h ∈ H},
a contradiction. 
Proposition 3.2. For every x ∈ X we have fα(x)ր f(x) as α→ 0+. In particular fα(x) ≤ f(x) for every
α > 0 and x ∈ X.
Proof. Monotonicity of fα is obvious. Let S(x) := limα→0+ fα(x) = supα∈(0,1) fα(x). Since fα(x) ≤ f(x) we
have S(x) ≤ f(x). If S(x) = +∞ then there is nothing to prove.
Assume S(x) < +∞. We just need to prove that S(x) ≥ f(x). By monotonicity we get
{P (x, α) |α ∈ (0, 1)} ⊆ {h ∈ H | g1,x(h) ≤ S(x)}.
By Proposition 3.1 the set {P (x, α) |α ∈ (0, 1)} ⊆ H is bounded. Let
c(x) = sup {|P (x, α)|H |α ∈ (0, 1)}.
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By Proposition 2.3, for every x ∈ X there exist h(x) ∈ H and η ∈ R such that f(x+ h) ≥ 〈h, h(x)〉H + η for
every h ∈ H . Then, for every α ∈ (0, 1), we have
S(x) ≥ fα(x) = f(x+ P (x, α)) + 1
2α
|P (x, α)|2H ≥ 〈P (x, α), h(x)〉H + η +
1
2α
|P (x, α)|2H ≥
≥ −|P (x, α)|H |h(x)|H + η +
1
2α
|P (x, α)|2H ≥ −c(x)|h(x)|H + η +
1
2α
|P (x, α)|2H .
Then |P (x, α)|2H ≤ 2α(S(x) + c(x)|h(x)|H − η) and |P (x, α)|H → 0 as α→ 0+. Finally
S(x) = lim
α→0+
fα(x) = lim
α→0+
f(x+ P (x, α)) +
1
2α
|P (x, α)|2H ≥ lim inf
α→0+
f(x+ P (x, α)) ≥ f(x).

Proposition 3.3. For x ∈ X and α > 0 let P (x, α) be the unique minimum point of the function gα,x, given
by Proposition 3.1. For p ∈ H, we have p = P (x, α) if, and only if,
f(x+ p) ≤ f(x+ h) + 1
α
〈p, h− p〉H ,(3.2)
for every h ∈ H.
Proof. Let β ∈ (0, 1) and h ∈ H . Consider pβ = βh+ (1 − β)P (x, α) and observe that
fα(x) = f(x+ P (x, α)) +
1
2α
|P (x, α)|2H ≤ f(x+ pβ) +
1
2α
|pβ |2H ≤
≤ βf(x + h) + (1− β)f(x + P (x, α)) + β
2
2α
|h|2H +
β(1 − β)
α
〈P (x, α), h〉H +
(1− β)2
2α
|P (x, α)|2H .
Thus
βf(x+ P (x, α)) ≤ βf(x+ h) + β
2
2α
|h|2H +
β(1− β)
α
〈P (x, α), h〉H +
β(β − 2)
2α
|P (x, α)|2H .
Dividing by β we get
f(x+ P (x, α)) ≤ f(x+ h) + β
2α
|h|2H +
1− β
α
〈P (x, α), h〉H +
β − 2
2α
|P (x, α)|2H ,
and letting β → 0+ we get
f(x+ P (x, α)) ≤ f(x+ h) + 1
α
〈P (x, α), h− P (x, α)〉H .
Conversely, observe that if p ∈ H satisfies inequality (3.2), then for every h ∈ H we have
f(x+ p) +
1
2α
|p|2H ≤ f(x+ h) +
1
α
〈p, h− p〉H +
1
2α
|p|2H ≤
≤ f(x+ h) + 1
α
〈p, h− p〉H +
1
2α
|p|2H +
1
2α
|h− p|2H = f(x+ h) +
1
2α
|h|2H .

Proposition 3.4. Let x ∈ X and α > 0. The function Px,α : H → H defined as Px,α(h) := P (x + h, α) is
Lipschitz continuous, with Lipschitz constant less or equal than 1.
Proof. Let α > 0, x ∈ X and h ∈ H . By Proposition 3.3 we get
f(x+ P (x, α)) ≤ f(x+ h+ P (x+ h, α)) + 1
α
〈P (x, α), h+ P (x+ h, α)− P (x, α)〉H ;
f(x+ h+ P (x+ h, α)) ≤ f(x+ P (x, α)) + 1
α
〈P (x+ h, α), P (x, α) − h− P (x+ h, α)〉H .
Summing these inequalities and multiplying by α we get
0 ≤ 〈P (x, α), h+ P (x+ h, α)− P (x, α)〉H + 〈P (x+ h, α), P (x, α) − h− P (x+ h, α)〉H =
= −|P (x+ h, α)− P (x, α)|2H + 〈P (x, α)− P (x+ h, α), h〉H .
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Using the Cauchy–Schwartz inequality we get
|P (x+ h, α)− P (x, α)|2H ≤ 〈P (x, α) − P (x+ h, α), h〉H ≤ |P (x+ h, α)− P (x, α)|H |h|H .
So |P (x+ h, α)− P (x, α)|H ≤ |h|H . 
Proposition 3.5. Let α > 0. fα is differentiable along H at every point x ∈ X. Moreover, for every x ∈ X,
we have
∇Hfα(x) = − 1
α
P (x, α).
Proof. By Proposition 3.3, for every α > 0 and h ∈ H , we get
fα(x + h)− fα(x) =
= f(x+ h+ P (x+ h, α)) +
1
2α
|P (x+ h, α)|2H − f(x+ P (x, α)) −
1
2α
|P (x, α)|2H ≥
≥ 1
2α
|P (x+ h, α)|2H −
1
α
〈P (x, α), h + P (x+ h, α)− P (x, α)〉H −
1
2α
|P (x, α)|2H =
=
1
2α
|P (x+ h, α)− P (x, α)|2H −
1
α
〈P (x, α), h〉H ≥ −
1
α
〈P (x, α), h〉H .
In a similar way, for every α > 0 and h ∈ H , we have
fα(x+ h)− fα(x) ≤ − 1
α
〈P (x+ h, α), h〉H .
Combining these inequalities and applying Proposition 3.4 we get, for every α > 0 and h ∈ H ,
0 ≤ fα(x+ h)− fα(x) + 1
α
〈P (x, α), h〉H ≤
1
α
〈P (x, α) − P (x+ h, α), h〉H ≤
≤ 1
α
|P (x, α)− P (x+ h, α)|H |h|H ≤
1
α
|h|2H .
So, for every α > 0, fα is differentiable along H at every point x ∈ X and ∇Hfα(x) = − 1αP (x, α). 
Proposition 3.6. Let α > 0 and 1 ≤ p < +∞. If f ∈ Lp(X,µ), then fα ∈W 2,p(X,µ).
Proof. By Proposition 3.5 we get, for every α > 0 and x ∈ X ,
∇Hfα(x) = − 1
α
P (x, α).
Proposition 3.4 and [8, Theorem 5.11.2] give us that for every α > 0, ∇Hfα ∈ W 1,q(X,µ,H) for every q ≥ 1.
The conclusion follows from the inequality fα(x) ≤ f(x) for every α > 0 and x ∈ X (Proposition 3.2). 
4. Finite dimensional results
In this section we recall some known finite dimensional results about the operator
Lφψ =
n∑
i=1
Diiψ −
n∑
i=1
(Diφ+ ξi)Diψ,(4.1)
where φ is a convex function with Lipschitz continuous gradient, and ψ ∈ C 2b(Rn). We mainly refer to the
results in [5]. We need a dimension-free uniform estimate for u and gradu, where u is a solution of
λu(ξ)− Lφu(ξ) = f(ξ) ξ ∈ Rn,(4.2)
where λ > 0 and f is a bounded γ-Ho¨lder continuous function, for some 0 < γ < 1. Recall that the space
C
k+γ
b (R
n), for k ∈ N ∪ {0} and 0 < γ < 1, is the space of the k-differentiable functions with bounded
and γ-Ho¨lder derivatives up to the order k, endowed with its standard norm (see [25, Section 2.7]), i.e. for
f ∈ C k+γb (Rn) we let ‖f‖Ck+γ
b
(Rn) = ‖f‖Ckb (Rn) + [D
kf ]γ where
[Dkf ]γ =
∑
|β|=k
sup
{∣∣Dβf(ξ1)−Dβf(ξ2)∣∣
|ξ1 − ξ2|γ
∣∣∣∣∣ ξ1, ξ2 ∈ Rn, ξ1 6= ξ2
}
.
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Also the space C k+β,m+γ(A×Rn) for k,m ∈ N∪{0}, 0 < β, γ < 1 and A an open subset of R is the space of
k-differentiable functions with β-Ho¨lder derivatives up to the order k in the first variable andm-differentiable
functions with γ-Ho¨lder derivatives up to the order m in the second variable. As usual when we add the
subscript loc we mean that the Ho¨lder condition holds locally.
The following result will be useful.
Proposition 4.1. Let 0 < γ < 1 and assume that φ has a Lipschitz continuous gradient. For every f ∈
C
γ
b (R
n) equation (4.2) has a unique solution u ∈ C 2+γb (Rn), and there exists a constant C > 0, independent
of f , such that
‖u‖
C
2+γ
b
(Rn) ≤ C‖f‖Cγb (Rn).(4.3)
Moreover if φ, f ∈ C∞(Rn), then u ∈ C∞(Rn).
Inequality (4.3) was proved in [20, Theorem 1], and the local regularity result can be found in [17, Theorem
3.1.1].
Consider the problem {
Dtv(t, ξ) = Lφv(t, ξ) t > 0, ξ ∈ Rn;
v(0, ξ) = f(ξ), ξ ∈ Rn.(4.4)
Lφ satisfies the conditions (2.1), (2.2), (2.3), and (2.4) of [5]. By [5, Theorem 3.1], for every f ∈ C b(Rn) there
exists a unique bounded solution v of problem (4.4) belonging to C ([0,∞)×Rn)∩C 1+γ/2,2+γloc ((0,∞)×Rn).
If we set
Ttf(ξ) = v(t, ξ), t ≥ 0, ξ ∈ Rn,(4.5)
then {Tt}t≥0 is a positive contraction semigroup on C b(Rn).
We want a dimension-free uniform estimate of the gradient of Ttf . Before proceeding we prove that the
function g(ξ) = |ξ|2 satisfies
lim
|ξ|→+∞
g(ξ) = +∞ and sup
ξ∈Rn
Lφg(ξ) < +∞.(4.6)
A function g satisfying (4.6) is said to be a Lyapunov function for the operator Lφ. The first condition in
(4.6) is obviously satisfied. Moreover
Lφg(ξ) = 2n− 2〈gradφ(ξ), ξ〉 − 2|ξ|2 = 2n− 2〈gradφ(ξ) − gradφ(0), ξ〉 − 2〈gradφ(0), ξ〉 − 2|ξ|2 ≤
≤ 2n+ 2|gradφ(0)||ξ| − 2|ξ|2 = 2n+ 2|gradφ(0)||ξ| − 2|ξ|2,
where we have used the fact that 〈gradφ(ξ)− gradφ(0), ξ〉 ≥ 0 for every ξ ∈ Rn since φ is a differentiable
convex function (see [23, Example 2.2(a)]). So the second condition in (4.6) is satisfied. This implies that g
is a Lyapunov function and we get the following formulation of [19, Proposition 2.1].
Proposition 4.2. Assume that φ ∈ C∞(Rn) is convex and has Lipschitz continuous gradient. Let T > 0
and let z0 ∈ C ([0, T ]× Rn) be a bounded function. Let z ∈ C ([0, T ]× Rn) ∩ C 1,2((0, T ]× Rn) be a bounded
function satisfying {
Dtz(t, ξ)− Lφz(t, ξ) ≤ 0, 0 < t ≤ T, ξ ∈ Rn;
z(0, ξ) = z0(ξ), ξ ∈ Rn.
If sup z > 0, then
sup
ξ∈Rn
z(t, ξ) ≤ sup
ξ∈Rn
z0(ξ) 0 ≤ t ≤ T.
The dimension-free uniform estimate of the gradient of Ttf follows from an application of Bernstein’s method,
we give the proof just for the sake of completeness. More general results can be found in [5], [6], [7] and
[19], where larger classes of operators are studied, but no explicit dimension-free uniform estimates of the
gradient of Ttf are emphasized.
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Proposition 4.3. Assume that φ ∈ C∞(Rn) is convex and has Lipschitz continuous gradient. Then for
every t ≥ 0 and ξ ∈ Rn we have |Ttf(ξ)| ≤ ‖f‖∞ and
|gradTtf(ξ)| ≤ ‖f‖∞√
t
t > 0 and ξ ∈ Rn,
for every f ∈ C∞b (Rn).
Proof. If f ≡ 0 then the conclusion is obvious. So we can assume, without loss of generality, that f 6≡ 0. We
set
z(t, ξ) := |v(t, ξ)|2 + t|grad v(t, ξ)|2 t > 0 and ξ ∈ Rn(4.7)
where v(t, ξ) = Ttf(ξ). From the general regularity theory of parabolic problems we get that v is smooth for
t ≥ 0. We claim that the function z satisfies the hypotheses of Proposition 4.2. Indeed
Dtz(t, ξ) = 2v(t, ξ)Dtv(t, ξ) + |grad v(t, ξ)|2 + 2t
n∑
i=1
Div(t, ξ)DiDtv(t, ξ) =
= 2v(t, ξ)∆v(t, ξ) − 2v(t, ξ)〈gradφ(ξ) + ξ, grad v(t, ξ)〉+ |grad v(t, ξ)|2 + 2t〈grad(∆v(t, ξ)), grad v(t, ξ)〉+
−2t
n∑
i,j=1
(Dj(Diφ+ ξi)Div(t, ξ)Djv(t, ξ) + (Diφ+ ξi)Dijv(t, ξ)Djv(t, ξ)).
Now we compute Lφz. We have
Lφz(t, ξ) = 2|grad v(t, ξ)|2 + 2v(t, ξ)∆v(t, ξ) + 2t〈grad(∆v(t, ξ)), grad v(t, ξ)〉+
+2t
n∑
i,j=1
(Dijv(t, ξ))
2 − 2v(t, ξ)〈gradφ(ξ) + ξ, grad v(t, ξ)〉 − 2t
n∑
i,j=1
(Diφ+ ξi)Dijv(t, ξ)Djv(t, ξ).
Then we get
Dtz(t, ξ)− Lφz(t, ξ) = −|gradv(t, ξ)|2 − 2t
n∑
i,j=1
(Dijv(t, ξ))
2+
−2t〈D2φ(ξ) grad v(t, ξ), grad v(t, ξ)〉− 2t|gradv(t, ξ)|2.
Since φ is a convex function, D2φ is positive-semidefinite matrix, and so
Dtz(t, ξ)− Lφz(t, ξ) ≤ 0 t > 0, ξ ∈ Rn.
Let T > 0. Since z(0, ξ) = (f(ξ))2, we can apply Proposition 4.2 and we get
sup
ξ∈Rn
z(t, ξ) ≤ ‖f‖2∞ 0 ≤ t ≤ T.
By equation (4.5) and equation (4.7)
|gradTtf(ξ)| ≤ ‖f‖∞√
t
0 < t ≤ T, ξ ∈ Rn.
Since the above estimate does not depend on T we can conclude
|gradTtf(ξ)| ≤ ‖f‖∞√
t
t > 0, ξ ∈ Rn.
In the same way we get |Ttf(ξ)| ≤ ‖f‖∞ for every t ≥ 0 and ξ ∈ Rn. 
By [5, Proposition 3.2] and [24, Proposition 3.6] there exists an operator A whose resolvent is
R(λ,A)f(ξ) =
∫ +∞
0
e−λt(Ttf)(ξ)dt ξ ∈ Rn.(4.8)
By [5, Proposition 3.4] if ψ ∈ C 2b(Rn), then Aψ = Lφψ.
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Proposition 4.4. Assume that φ ∈ C∞(Rn) is convex and has Lipschitz continuous gradient. Let u be a
classical solution of equation (4.2). Then
|gradu(ξ)| ≤
√
π
λ
‖f‖∞ ξ ∈ Rn.
Furthermore ‖u‖∞ ≤ λ−1‖f‖∞.
Proof. The furthermore part follows from the contractivity of Tt and formula (4.8). By Proposition 4.3 we
can differentiate under the integral sign in formula (4.8) and we get
gradu(ξ) =
∫ +∞
0
e−λt(gradTtf)(ξ)dt ξ ∈ Rn.
Moreover, for every ξ ∈ Rn
|gradu(ξ)| ≤
∫ +∞
0
e−λt√
t
dt‖f‖∞ =
√
π
λ
‖f‖∞.

5. Passing to infinite dimension
This section is devoted to prove Theorem 1.2. We start by showing that if ∇HU is H-Lipschitz, then
equation (1.1) has a unique strong solution, in the sense of Definition 1.3, and this solution satisfies the
Sobolev regularity estimates listed in Theorem 1.2.
We need to recall some basic definitions that can be found in [8]. Let Y be a separable Banach space, we
recall that a function F : X → Y is said to be H-Lipschitz if C > 0 exists such that
‖F (x+ h)− F (x)‖Y ≤ C|h|H ,(5.1)
for every h ∈ H and µ-a.e. x ∈ X (see [8, Section 4.5 and Section 5.11]). We denote by Pn : X → H the
projection
Pn(x) =
n∑
i=1
êi(x)ei for every x ∈ X,
where êi belongs to X
∗, for every i ∈ N (formula (2.1)). Let µn := µ ◦ P−1n and µ˜n := µ ◦ (I − Pn)−1. Recall
that both measures are non-degenerate, centered and Gaussian on PnX and (I − Pn)X respectively, and
H˜n = (I − Pn)(H),(5.2)
is the Cameron–Martin space associated with the measure µ˜n on (I − Pn)X . For the proofs of such results
see [8, Theorem 3.7.3].
Let f ∈ Lp(X,µ) for some p ≥ 1 and n ∈ N. We denote by Enf the conditional expectation of f , i.e. for
every x ∈ X
Enf(x) =
∫
X
f(Pnx+ (I − Pn)y)dµ(y).
We recall in the following proposition the results in [8, Corollary 3.5.2 and Proposition 5.4.5]
Proposition 5.1. Let 1 ≤ p < +∞ and f ∈ Lp(X,µ). Then Enf converges to f in Lp(X,µ) and µ-a.e. and
for every n ∈ N
‖Enf‖Lp(X,µ) ≤ ‖f‖Lp(X,µ).
Moreover if f ∈ W 1,p(X,µ), then Enf converges to f in W 1,p(X,µ) and µ-a.e., for every n ∈ N we have
‖Enf‖W 1,p(X,µ) ≤ ‖f‖W 1,p(X,µ) and
∂iEnf =
{
En∂if 1 ≤ i ≤ n;
0 i > n.
Finally the same results, with obvious modifications, are true if f ∈W 2,p(X,µ).
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5.1. The case where ∇HU is H-Lipschitz. In this subsection we will assume the following hypothesis
on the weight:
Hypothesis 5.2. Let U : X → R be a function satisfying Hypothesis 1.1. Assume that U is differentiable
along H at every point x ∈ X , and ∇HU is H-Lipschitz. We will denote by [∇HU ]H- Lip the H-Lipschitz
constant of ∇HU , i.e. the constant C in formula (5.1).
We recall that by [8, Theorem 5.11.2] we have U ∈ W 2,t(X,µ), where t is the same as in Hypothesis 1.1.
Observe that every convex function in FC 2b(X) and every continuous linear functional x
∗ ∈ X∗ satisfy
Hypothesis 5.2.
Let f ∈ FC∞b (X) be such that f(x) = ϕ(ê1(x), . . . , êN0(x)) for some N0 ∈ N and ϕ ∈ C∞b (RN0).
Throughout the rest of this subsection we let n > N0.
Proposition 5.3. Consider the function ψn : R
n → R defined as
ψn(ξ) :=
∫
X
U
(
n∑
i=1
ξiei + (I − Pn)y
)
dµ(y),
where ξ = (ξ1, . . . , ξn) ∈ Rn. Then ψn belongs to C 1(Rn) and it has Lipschitz gradient with Lipschitz constant
less or equal than the H-Lipschitz constant of ∇HU .
Proof. Let {di | i = 1, . . . , n} be the canonical basis of Rn. We will prove that ψn admits derivative along di
for every i = 1, . . . , n and that the gradient is Lipschitz continuous. This implies that ψn is continuous.
First of all we prove that for every i ∈ N the function En∂iU(x) is finite everywhere. For every x ∈ X
|En∂iU(x)| ≤
∫
X
|∂iU(Pnx+ (I − Pn)y)|dµ(y) ≤
≤
∫
X
|∂iU(Pnx+ (I − Pn)y)|2dµ(y) ≤
∫
X
|∇HU(Pnx+ (I − Pn)y)|2Hdµ(y) ≤
≤ 2
∫
X
|∇HU(Pnx+ (I − Pn)y)−∇HU(y − Pny)|2Hdµ(y) + 2
∫
X
|∇HU(y − Pny)|2Hdµ(y) ≤
≤ 2[∇HU ]2H- Lip
∫
X
|Pnx|2Hdµ(y) + 2
∫
X
|∇HU(y − Pny)|2Hdµ(y) =
= 2[∇HU ]2H- Lip|Pnx|2H + 2
∫
(I−Pn)X
|∇HU(z)|2Hdµ˜n(z).
The last term of this chain of inequalities is finite, indeed ∇HU is H˜n-Lipschitz continuous, by formula (5.2),
and the conclusion follows from [8, Theorem 5.11.2].
Since U is continuous and for every x ∈ X the function U is differentiable along H at x, with H-
Lipschitz gradient along H , then for every x ∈ X and h ∈ H , the function Fx,h(t) := U(x + th) belongs to
C
1[0, 1]. Indeed F ′x,h(t) = 〈∇HU(x+ th), h〉H and for every t1, t2 ∈ (0, 1) we have |F ′x,h(t1) − F ′x,h(t2)| ≤
[∇HU ]H- Lip|h|2H |t1 − t2|. So F ′x,h is Lipschitz continuous. So by the fundamental theorem of calculus we get
U(x+ h)− U(x) =
∫ 1
0
〈∇HU(x+ th), h〉Hdt.(5.3)
12 G. CAPPA AND S. FERRARI
Now we get for every i = 1, . . . , n and s ∈ (0, 1)∣∣∣∣∣∣ψn(ξ + sdi)− ψn(ξ)s − En∂iU
 n∑
j=1
ξjej
∣∣∣∣∣∣ =
∣∣∣∣∣∣1s
∫
X
U
 n∑
j=1
(ξj + sδij)ej + (I − Pn)y
 +
−U
 n∑
j=1
ξjej + (I − Pn)y
dµ(y)− En∂iU
 n∑
j=1
ξjej
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣1s
∫
X
∫ 1
0
〈
∇HU
 n∑
j=1
ξjej + (I − Pn)y + st · ei
, s · ei
〉
H
dtdµ(y)− En∂iU
 n∑
j=1
ξjej
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣1s
∫
X
∫ 1
0
〈
∇HU
 n∑
j=1
ξjej + (I − Pn)y + st · ei
−∇HU
 n∑
j=1
ξjej + (I − Pn)y
, s · ei
〉
H
dtdµ(y)
∣∣∣∣∣∣ ≤
≤ |s|[∇HU ]H- Lip
∫
X
∫ 1
0
tdtdµ(y) =
|s|
2
[∇HU ]H- Lip,
which goes to zero as s→ 0. So Diψn(ξ) = (En∂iU)(
∑n
j=1 ξjej). Finally, for every ξ, η ∈ Rn
|gradψn(ξ)− gradψn(η)|2 =
n∑
i=1
|Diψn(ξ)−Diψn(η)|2 =
=
n∑
i=1
∣∣∣∣∣∣
∫
X
∂iU
 n∑
j=1
ξiei + (I − Pn)y
− ∂iU
 n∑
j=1
ηiei + (I − Pn)y
dµ(y)
∣∣∣∣∣∣
2
≤
≤
∫
X
∣∣∣∣∣∣∇HU
 n∑
j=1
ξiei + (I − Pn)y
−∇HU
 n∑
j=1
ηiei + (I − Pn)y
∣∣∣∣∣∣
2
H
dµ(y) ≤
≤ [∇HU ]2H- Lip
∫
X
n∑
i=1
(ξi − ηi)2dµ(y) = [∇HU ]2H- Lip|ξ − η|2.
So we have |gradψn(ξ)− gradψn(η)| ≤ [∇HU ]H- Lip|ξ − η|, for every ξ, η ∈ Rn. 
Now we mollify the functions ψn. Fix ε > 0 and θ ∈ C∞b (Rn) with support contained in the unit ball and∫
Rn
θ(ξ)dξ = 1. Let
ψεn(ξ) =
∫
Rn
ψn(ξ − εη)θ(η)dη.
Then ψεn is convex, it belongs to C
∞
b (R
n) and gradψεn is Lipschitz continuous. For λ > 0 consider the
problem
λvεn(ξ)−L (n,ε)ν vεn(ξ) = ϕ(πN0ξ), ξ ∈ Rn,(5.4)
where πN0 : R
n → RN0 is the projection on the first N0 coordinates, and L (n,ε)ν is the following operator:
L
(n,ε)
ν v =
n∑
i=1
Diiv −
n∑
i=1
(Diψ
ε
n + ξi)Div, v ∈ C 2b(Rn).(5.5)
By Proposition 4.1 we know that equation (5.4) admits a unique solution vεn belonging to C
∞(Rn) ∩⋃
γ∈(0,1) C
2+γ
b (R
n).
Proposition 5.4. vεn belongs to C
3
b(R
n).
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Proof. We just need to prove that the third order derivatives are bounded. We start by differentiating
equation (5.4),
(1 + λ)Djv
ε
n(ξ)−L (n,ε)ν Djvεn(ξ) = Djϕ(πN0ξ)−
n∑
i=1
DjDiψ
ε
n(ξ)Div
ε
n(ξ) for 1 ≤ j ≤ N0;
(1 + λ)Djv
ε
n(ξ)−L (n,ε)ν Djvεn(ξ) = −
n∑
i=1
DjDiψ
ε
n(ξ)Div
ε
n(ξ) for j = N0 + 1, . . . , n.
In both equations the right hand side is Lipschitz continuous and bounded. By Proposition 4.1 we get
Djv
ε
n ∈
⋃
γ∈(0,1) C
2+γ
b (R
n) for every j = 1, . . . , n. In particular vεn belongs to C
3
b(R
n). 
We return to infinite dimension. Set
Uεn(x) := ψ
ε
n(ê1(x), . . . , ên(x)), V
ε
n (x) := v
ε
n(ê1(x), . . . , ên(x)), x ∈ X.
Let νεn = e
−Uεnµ. The operator L
(n,ε)
ν is defined as L, namely
D(L(n,ε)ν ) =
{
u ∈W 1,2(X, νεn) | there exists g ∈ L2(X, νεn) such that∫
X
〈∇Hu,∇H̺〉Hdνεn = −
∫
X
g̺dνεn for every ̺ ∈ FC∞b (X)
}
,
and if u ∈ D(L(n,ε)ν ) we let L(n,ε)ν u = g. It is easily seen that FC 2b(X) ⊆ D(L(n,ε)ν ) for every n ∈ N and
ε > 0. Furthermore if Z ∈ FC 2b(X) is such that Z(x) = ω(ê1(x), . . . , êk(x)) for some k ∈ N and ω ∈ C 2b(Rk),
then
L(n,ε)ν Z =
k∑
i=1
∂iiZ −
k∑
i=1
(∂iU
ε
n + êi)∂iZ.(5.6)
Proposition 5.5. Assume Hypothesis 5.2 holds. The function V εn ∈ D(Lν) ∩D(L(n,ε)ν ). For every x ∈ X
λV εn − LνV εn = f + 〈∇HU −∇HUεn,∇HV εn 〉H ;(5.7)
L(n,ε)ν V
ε
n (x) = L
(n,ε)
ν v
ε
n(ê1(x), . . . , ên(x));(5.8)
Moreover the following inequality holds for every x ∈ X
|∇HV εn (x)|H ≤
√
π
λ
‖ϕ‖∞.(5.9)
Proof. Since V εn ∈ FC 3b(X), V εn ∈ D(Lν)∩D(L(n,ε)ν ). Equality (5.7) and equality (5.8) follow from equality
(5.5) and equality (5.6) and some computations. The moreover part is a consequence of Proposition 4.4. 
Proposition 5.6. Assume Hypothesis 5.2 holds. Then λV
1
n
n − LνV
1
n
n converges to f in L
2(X, ν) as n goes
to +∞.
Proof. Using equality (5.7) and inequality (5.9) we get∫
X
∣∣∣λV 1nn (x)− LνV 1nn (x) − f(x)∣∣∣2dν(x) = ∫
X
∣∣∣〈∇HU(x)−∇HU 1nn (x),∇HV 1nn (x)〉
H
∣∣∣2dν(x) ≤
≤ π
λ
‖ϕ‖2∞
∫
X
∣∣∣∇HU(x)−∇HU 1nn (x)∣∣∣2
H
dν(x) ≤
≤ π
λ
‖ϕ‖2∞
(∫
X
|∇HU(x)−∇HEnU(x)|2Hdν(x) +
∫
X
∣∣∣∇HEnU(x)−∇HU 1nn (x)∣∣∣2
H
dν(x)
)
.
We recall that due to Hypothesis 5.2 we have t > 3 and e−U belongs to L
t
t−2 (X,µ) (see the discussion after
Hypothesis 1.1). Then∫
X
|∇HU(x)−∇HEnU(x)|2Hdν(x) ≤
∥∥e−U∥∥
L
t
t−2 (X,µ)
(∫
X
|∇HU(x)−∇HEnU(x)|tHdµ(x)
) 2
t
;
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by Proposition 5.1 the integral in the right hand side vanishes as n→ +∞.
Let µn = µ ◦ P−1n and let [gradψn]1 be the Lipschitz constant of gradψn. By the change of variable
formula (see [8, Formula (A.3.1)]) and Proposition 5.3 we get∫
X
∣∣∣∇HEnU(x)−∇HU 1nn (x)∣∣∣2
H
dν(x) ≤
≤ ∥∥e−U∥∥
L
t
t−2 (X,µ)
(∫
Rn
∣∣∣gradψn(ξ)− gradψ 1nn (ξ)∣∣∣tdµn(ξ)) 2t ≤
≤ ∥∥e−U∥∥
L
t
t−2 (X,µ)
(∫
Rn
(∫
Rn
∣∣gradψn(ξ) − gradψn(ξ − n−1η)∣∣θ(η)dη)tdµn(ξ)
) 2
t
≤
≤
∥∥e−U∥∥
L
t
t−2 (X,µ)
(
[gradψn]1
n
)2(∫
Rn
|η|θ(η)dη
)2
≤
∥∥e−U∥∥
L
t
t−2 (X,µ)
(
[∇HU ]H- Lip
n
)2
.
The last term of this chain of inequalities goes to zero as n→ +∞ 
Proposition 5.7. Assume Hypothesis 5.2 holds. Then (λI − Lν)(FC 3b(X)) is dense in L2(X, ν).
Proof. It follows from Proposition 5.6 and the density of the space FC∞b (X) in L
2(X, ν) (see [15, Proposition
3.6]). 
Proposition 5.8. Assume Hypothesis 5.2 holds. For every λ > 0 and f ∈ L2(X, ν), there exists a unique
strong solution of equation (1.1) in the sense of Definition 1.3.
Proof. First of all observe that Lν : FC
3
b(X) → L2(X, ν) is a dissipative operator. Indeed, for every
u ∈ FC 3b(X), we have ∫
X
uLνudν ≤ 0.
Combining Proposition 5.7 and the Lumer–Phillips theorem (see [14, Theorem 2.3.15]), we get that the
closure Lν of the operator Lν generates a contraction semigroup and FC
3
b(X) is a core for Lν , i.e. it is
dense in D(Lν) with the graph norm. In particular for every λ > 0 and f ∈ L2(X, ν), equation (1.1) has a
unique strong solution u ∈ D(Lν). 
We recall the following theorem (see [16, Theorem 3.1(2)]).
Theorem 5.9. Let F ∈W 2,p(X,µ), for some p > 1, be a convex function. Then ∇2HF is a positive Hilbert–
Schmidt operator µ-a.e., i.e. 〈∇2HF (x)h, h〉H ≥ 0, for µ-a.e. x ∈ X and every h ∈ H.
We will state now a regularity result when U satisfies Hypothesis 5.2.
Theorem 5.10. Let U be a function satisfying Hypothesis 5.2. Let λ > 0, f ∈ L2(X, ν), and let u be the
strong solution of equation (1.1). Then u ∈W 2,2(X, ν) and
‖u‖L2(X,ν) ≤
1
λ
‖f‖L2(X,ν); ‖∇Hu‖L2(X,ν;H) ≤
1√
λ
‖f‖L2(X,ν);(5.10) ∥∥∇2Hu∥∥L2(X,ν;H2) ≤ √2‖f‖L2(X,ν).(5.11)
Moreover u is a weak solution of equation (1.1). Finally if {un}n∈N ⊆ FC 3b(X) is a strong solution sequence
for u (see Definition 1.3), then un converges to u in W
2,2(X, ν).
Proof. By Proposition 5.8 a sequence {un}n∈N ⊆ FC 3b(X) and a function u ∈ D(Lν) ⊆ W 1,2(X, ν) exist
such that un converges to u in L
2(X, ν) and
L2(X, ν)- lim
n→+∞
λun − Lνun = f.
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Let fn := λun − Lνun. By formula (2.5) and the fact that U ∈ W 2,t(X,µ), where t is the same as in
Hypothesis 1.1, we get fn ∈W 1,2(X, ν). Multiplying by un and integrating we get∫
X
fn(x)un(x)dν(x) = λ
∫
X
u2n(x)dν(x) −
∫
X
un(x)Lνun(x)(x)dν(x) =
= λ
∫
X
u2n(x)dν(x) +
∫
X
|∇Hun(x)|2Hdν(x).
Using the Cauchy–Schwarz inequality in the left hand side integral we get
‖un‖L2(X,ν) ≤
1
λ
‖fn‖L2(X,ν); ‖∇Hun‖L2(X,ν;H) ≤
1√
λ
‖fn‖L2(X,ν).(5.12)
Since {un}n∈N and {fn}n∈N converge to u and f , respectively, in L2(X, ν) we get
‖u‖L2(X,ν) = limn→+∞ ‖un‖L2(X,ν) ≤ limn→+∞
1
λ
‖fn‖L2(X,ν) =
1
λ
‖f‖L2(X,ν).
Moreover
‖∇Hun −∇Hum‖L2(X,ν;H) ≤
1√
λ
‖fn − fm‖L2(X,ν),
then {∇Hun}n∈N is a Cauchy sequence in L2(X, ν;H). By the closability of ∇H in L2(X, ν) it follows that
u ∈ W 1,2(X, ν) and
L2(X, ν;H)- lim
n→+∞
∇Hun = ∇Hu.
Therefore
‖∇Hu‖L2(X,ν;H) = limn→+∞ ‖∇Hun‖L2(X,ν;H) ≤ limn→+∞
1√
λ
‖fn‖L2(X,ν) =
1√
λ
‖f‖L2(X,ν).
Using formula (2.5), we differentiate the equality λun − Lνun = fn with respect to the ej direction, we
multiply the result by ∂ju, sum over j and finally integrate over X with respect to ν. We obtain
(1 + λ)
∫
X
|∇Hun|2Hdν +
∫
X
∥∥∇2Hun∥∥2H2dν +
∫
X
〈∇2HU∇Hun,∇Hun〉Hdν = ∫
X
f2ndν − λ
∫
X
fnundν.
Using inequalities (5.12) and Theorem 5.9 we get∥∥∇2Hun∥∥L2(X,ν;H2) ≤ √2‖fn‖L2(X,ν).
We remark that ∥∥∇2Hun −∇2Hum∥∥L2(X,ν;H2) ≤ √2‖fn − fm‖L2(X,ν),
then {∇2Hun}n∈N is a Cauchy sequence in L2(X, ν;H2). By the closability of ∇2H in L2(X, ν) it follows that
u ∈ W 2,2(X, ν) and
L2(X, ν;H2)- lim
n→+∞
∇2Hun = ∇2Hu.
Therefore ∥∥∇2Hu∥∥L2(X,ν;H2) = limn→+∞ ∥∥∇2Hun∥∥L2(X,ν;H2) ≤ limn→+∞√2‖fn‖L2(X,ν) = √2‖f‖L2(X,ν),
and {un}n∈N converges to u in W 2,2(X, ν).
Now we want to show that u is a weak solution of equation (1.1). Let ϕ ∈ FC∞b (X) and n ∈ N, then
λ
∫
X
unϕdν −
∫
X
Lνunϕdν =
∫
X
fnϕdν.
By the definition of Lν, we get
λ
∫
X
unϕdν +
∫
X
〈∇Hun,∇Hϕ〉Hdν =
∫
X
fnϕdν.(5.13)
Since {un}n∈N converges to u in W 2,2(X, ν) we obtain
lim
n→+∞
λ
∫
X
unϕdν = λ
∫
X
uϕdν,
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and
lim
n→+∞
∫
X
〈∇Hun,∇Hϕ〉Hdν =
∫
X
〈∇Hu,∇Hϕ〉Hdν.
Since {fn}n∈N converges to f in L2(X, ν) we have
lim
n→+∞
∫
X
fnϕdν =
∫
X
fϕdν.
Then taking the limit as n goes to +∞ in (5.13) we get that u is a weak solution of equation (1.1), i.e. for
every ϕ ∈ FC∞b (X), we have λ
∫
X uϕdν +
∫
X 〈∇Hu,∇Hϕ〉Hdν =
∫
X fϕdν. 
Remark 5.11. The hypothesis of continuity of the function U , in Hypothesis 5.2, can be replaced by the
weaker hypothesis of H-continuity, i.e. for µ-a.e. x ∈ X
lim
H∋h→0
U(x+ h) = U(x).
Anyway we will use the results of this section for the Moreau–Yosida approximations along H of a function
U satisfying Hypothesis 1.1, that are continuous in our case.
5.2. The general case. In this subsection we assume that U satisfies Hypothesis 1.1. In this case we do
not know if there exists a strong solution of equation (1.1), but the Lax–Milgram theorem gives us a weak
solution of equation (1.1).
Let α ∈ (0, 1] and let Uα be the Moreau–Yosida approximation along H of U , defined in Section 3.
Consider the measure
να = e
−Uαµ.(5.14)
Proposition 5.12. Let α ∈ (0, 1]. Uα satisfies Hypothesis 5.2. Moreover e−Uα ∈ W 1,p(X,µ), for every
p ≥ 1, and Uα ∈ W 2,t(X,µ), where t is given by Hypothesis 1.1.
Proof. By Proposition 2.3 there exist x∗ ∈ X∗ and η ∈ R such that U1(x) ≥ x∗(x) + η for every x ∈ X .
Then by Proposition 3.2, for every x ∈ X we have
Uα(x) ≥ U1(x) ≥ x∗(x) + η.
So e−Uα(x) ≤ e−x∗(x)−η for every x ∈ X . By the change of variable formula (see [8, Formula (A.3.1)]) we
obtain ∫
X
e−x
∗(x)−ηdµ(x) = e−η
∫
R
e−ξdµx∗(ξ) < +∞,
where µx∗ = µ ◦ (x∗)−1. So e−Uα ∈ Lp(X,µ) for every p ≥ 1. By the differentiability of Uα along H (see
Proposition 3.5) we get ∇He−Uα(x) = −e−Uα(x)∇HUα(x) for every x ∈ X . By Proposition 3.4 and [8,
Theorem 5.11.2] we get e−Uα ∈ W 1,p(X,µ), for every p ≥ 1. Finally Uα ∈ W 2,t(X,µ), by Proposition 3.6.
Differentiability along H and the H-Lipschitzianity of ∇HUα follow from Proposition 3.4 and Proposition
3.5. The convexity follows from the following standard argument: let ε > 0, x1, x2 ∈ X and λ ∈ [0, 1] and
consider hε(x1), hε(x2) ∈ H such that for i = 1, 2
U(x+ hε(xi)) +
1
2α
|hε(xi)|2H ≤ Uα(xi) + ε.
We get
Uα(λx1 + (1− λ)x2) ≤
≤ U(λx1 + (1− λ)x2 + λhε(x1) + (1− λ)hε(x2)) + 1
2α
|λhε(x1) + (1 − λ)hε(x2)|2H ≤
≤ λ
(
U(x1 + hε(x1)) +
1
2α
|hε(x1)|2H
)
+ (1− λ)
(
U(x2 + hε(x2)) +
1
2α
|hε(x2)|2H
)
≤
≤ λUα(x1) + (1− λ)Uα(x2) + ε.
Letting ε→ 0 we get the convexity of Uα for every α ∈ (0, 1]. Continuity of Uα is a consequence of Proposition
3.2 and [13, Corollary 2.4]. 
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Arguing as in [15, Proposition 4.2] and using Proposition 5.12 we get
∇H : FC∞b (X)→ L2(X, να;H)
is a closable operator in L2(X, να) for every α ∈ (0, 1]. The same is true for the operator (∇H ,∇2H) :
FC
∞
b (X) → L2(X, να;H) × L2(X, να;H2) (see Proposition 2.1). In particular we can define the spaces
W 1,2(X, να) and W
2,2(X, να) as the domains of their respective closures.
For α ∈ (0, 1], consider now the operator
D(Lνα) =
{
u ∈W 1,2(X, να) | there exists v ∈ L2(X, να) such that∫
X
〈∇Hu,∇Hϕ〉dνα = −
∫
X
vϕdνα for every ϕ ∈ FC∞b (X)
}
,
with Lναu = v if u ∈ D(Lνα).
Now we have all the tools needed to prove Theorem 1.2. The arguments are similar to those in [11,
Theorem 3.9], we give the proof just for the sake of completeness.
Proof of Theorem 1.2. Let f ∈ FC∞b (X) and {αn}n∈N ⊆ (0, 1] be a decreasing sequence converging to zero.
Consider the family of equations
λuαn − Lναnuαn = f.(5.15)
By Proposition 5.8 and Theorem 5.10, for every n ∈ N, equation (5.15) has a unique strong solution, which
coincides with the weak solution, uαn ∈ W 2,2(X, ναn) such that
‖uαn‖L2(X,ναn ) ≤
1
λ
∥∥f∥∥
L2(X,ναn )
; ‖∇Huαn‖L2(X,ναn ;H) ≤
1√
λ
∥∥f∥∥
L2(X,ναn )
;∥∥∇2Huαn∥∥L2(X,ναn ;H2) ≤ √2∥∥f∥∥L2(X,ναn ).(5.16)
By Proposition 3.2 and Proposition 5.12 we get, for every n ∈ N,∥∥f∥∥2
L2(X,ναn )
≤
∫
X
∣∣f(x)∣∣2e−U1(x)dµ(x) ≤ ∥∥f∥∥2
∞
∫
X
e−U1(x)dµ(x) < +∞.(5.17)
By Proposition 3.2 we have e−U ≤ e−Uαn . So the set {uαn |n ∈ N} is bounded in W 2,2(X, ν).
By weak compactness a function u ∈ W 2,2(X, ν) and a subsequence, which we still denote by {uαn}n∈N,
exist such that uαn → u weakly inW 2,2(X, ν) and uαn ,∇Huαn ,∇2Huαn converge pointwise µ-a.e. respectively
to u, ∇Hu and ∇2Hu.
By inequality (5.17) and the Lebesgue dominated convergence theorem we get
lim
n→+∞
∥∥f∥∥
L2(X,ναn )
=
∥∥f∥∥
L2(X,ν)
.(5.18)
By the weak convergence of {uαn}n∈N in W 2,2(X, ν) to u, the lower semicontinuity of the norm of L2(X, ν),
L2(X, ν;H) and L2(X, ν;H2), inequalities (5.16) and equality (5.18) we have
‖u‖L2(X,ν) ≤ lim infn→∞ ‖uαn‖L2(X,ν) ≤ lim infn→∞ ‖uαn‖L2(X,ναn ) ≤
1
λ
lim inf
n→∞
∥∥f∥∥
L2(X,ναn )
=
1
λ
∥∥f∥∥
L2(X,ν)
;
‖∇Hu‖L2(X,ν;H) ≤ lim infn→∞ ‖∇Huαn‖L2(X,ν;H) ≤ lim infn→∞ ‖∇Huαn‖L2(X,ναn ;H) ≤
≤ 1√
λ
lim inf
n→∞
∥∥f∥∥
L2(X,ναn )
=
1√
λ
∥∥f∥∥
L2(X,ν)
;
and ∥∥∇2Hu∥∥L2(X,ν;H2) ≤ lim infn→∞ ∥∥∇2Huαn∥∥L2(X,ν;H2) ≤ lim infn→∞ ∥∥∇2Huαn∥∥L2(X,ναn ;H2) ≤
≤
√
2 lim inf
n→∞
∥∥f∥∥
L2(X,ναn )
=
√
2
∥∥f∥∥
L2(X,ν)
.
Now we show that u is a weak solution of the equation
λu− Lνu = f.
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We recall that {uαn}n∈N is a sequence of weak solutions of the equations (5.15), i.e.
λ
∫
X
uαnϕdναn +
∫
X
〈∇Huαn ,∇Hϕ〉Hdναn =
∫
X
fϕ dναn(5.19)
for all ϕ ∈ FC∞b (X) and n ∈ N. By inequalities (5.16), for every ϕ ∈ FC∞b (X) and n ∈ N, we have∫
X
|uαnϕ|e−Uαndµ ≤ ‖ϕ‖∞
∫
X
|uαn |e−Uαndµ ≤ ‖ϕ‖∞
(∫
X
u2αndναn
) 1
2
(∫
X
e−Uαndµ
) 1
2
≤
≤ 1
λ
‖ϕ‖∞
∥∥f∥∥
L2(X,ναn )
(∫
X
e−U1dµ
) 1
2
≤ 1
λ
‖ϕ‖∞
∥∥f∥∥
∞
(∫
X
e−U1dµ
)
.
Then by Proposition 3.2, Proposition 5.12, the pointwise µ-a.e. convergence of uαn to u, and the Lebesgue
dominated convergence theorem we get
lim
n→+∞
λ
∫
X
uαnϕdναn = λ
∫
X
uϕdν.
Similarly, for every ϕ ∈ FC∞b (X) and n ∈ N, by inequalities (5.16) we have∫
X
|〈∇Huαn ,∇Hϕ〉H | e−Uαndµ ≤
∫
X
|∇Huαn |H |∇Hϕ|He−Uαndµ ≤ ‖|∇Hϕ|H‖∞
∫
X
|∇Huαn |He−Uαndµ ≤
≤ ‖|∇Hϕ|H‖∞
(∫
X
|∇Huαn |2He−Uαndµ
) 1
2
(∫
X
e−Uαndµ
) 1
2
≤
≤ 1√
λ
‖|∇Hϕ|H‖∞
∥∥f∥∥
L2(X,ναn )
(∫
X
e−U1dµ
) 1
2
≤ 1
λ
‖|∇Hϕ|H‖∞
∥∥f∥∥
∞
∫
X
e−U1dµ.
Therefore by Proposition 3.2, Proposition 5.12, the pointwise µ-a.e. convergence of ∇Huαn to ∇Hu, and the
Lebesgue dominated convergence theorem we get
lim
n→+∞
∫
X
〈∇Huαn ,∇Hϕ〉H dναn =
∫
X
〈∇Hu,∇Hϕ〉H dν.
Finally, for every ϕ ∈ FC∞b (X) and n ∈ N, we get∫
X
ϕfe−Uαndµ ≤ ‖ϕ‖∞
∥∥f∥∥
∞
∫
X
e−U1dµ.
Thus by Proposition 3.2, Proposition 5.12 and the Lebesgue dominated convergence theorem we get
lim
n→+∞
∫
X
ϕf dναn =
∫
X
ϕf dν.
Taking the limit in equation (5.19) as n → +∞ we get the claim. If f ∈ L2(X, ν), a standard density
argument gives us the assertions of our theorem. 
6. A charactetization of the domain of Lν: the ∇HU H-Lipschitz case
We recall some basic facts about the divergence operator in weighted Gaussian spaces. For every measur-
able map Φ : X → X and every f ∈ FC∞b (X) we define
∂Φf(x) := lim
t→0
f(x+ tΦ(x)) − f(x)
t
,
whenever such limit exists. If the limit exists µ-a.e. in X and a function g ∈ L1(X, ν) satisfies∫
X
∂Φfdν = −
∫
X
fgdν(6.1)
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for every f ∈ FC∞b (X), then g is called weighted Gaussian divergence of Φ. Furthermore if g exists, then it
is unique and it will be denoted by divν Φ := g. Finally if Φ ∈ L1(X, ν;H) has weighted Gaussian divergence,
then equality (6.1) becomes ∫
X
〈∇Hf,Φ〉Hdν = −
∫
X
f divν Φdν
for every f ∈ FC∞b (X). We will use the following result (see [15, Proposition 5.3]).
Proposition 6.1. Let U be a function satisfying Hypothesis 1.1 such that ∇HU is H-Lipschitz. Then every
Φ ∈ W 1,2(X,µ;H) has a weighted Gaussian divergence divν Φ ∈ L2(X, ν) and for every f ∈ W 1,2(X, ν) the
following equality holds, ∫
X
〈∇Hf,Φ〉Hdν = −
∫
X
f divν Φdν.
Furthermore, if ϕi = 〈Φ, ei〉H for every i ∈ N, then
divν Φ =
+∞∑
i=1
(∂iϕi − ϕi∂iU − ϕiêi),
where the series converges in L2(X, ν). Finally ‖divν Φ‖L2(X,ν) ≤ ‖Φ‖W 1,2(X,ν;H).
We are now able to prove a characterization result for the domain of Lν .
Theorem 6.2. Let U be a function satisfying Hypothesis 1.1 such that ∇HU is H-Lipschitz. Then D(Lν) =
W 2,2(X, ν). Moreover, for every u ∈ D(Lν), it holds Lνu = divν ∇Hu and
‖u‖D(Lν) ≤ ‖u‖W 2,2(X,ν) ≤
(
2 +
√
2
)
‖u‖D(Lν),(6.2)
where ‖·‖D(Lν) is defined in formula (1.4).
Proof. Let u ∈ D(Lν). We have u− Lνu ∈ L2(X, ν). Then by Theorem 1.2 we get that u ∈ W 2,2(X, ν). Let
u ∈ W 2,2(X, ν), by Proposition 6.1 we get that divν ∇Hu ∈ L2(X, ν) and∫
X
〈∇Hf,∇Hu〉Hdν = −
∫
X
f divν ∇Hudν
for every f ∈ FC∞b (X). Then we have u ∈ D(Lν) and Lνu = divν ∇Hu.
By Proposition 6.1 we have
‖u‖D(Lν) = ‖u‖L2(X,ν) + ‖Lνu‖L2(X,ν) = ‖u‖L2(X,ν) + ‖divν ∇Hu‖L2(X,ν) ≤ ‖u‖W 2,2(X,ν),(6.3)
for every u ∈ D(Lν). Now if u ∈ D(Lν), then for every λ ∈ (0, 1) the function λu−Lνu belongs to L2(X, ν)
and by Theorem 1.2 we get for u ∈ D(Lν)
‖u‖W 2,2(X,ν) ≤
(
1
λ
+
1√
λ
+
√
2
)
‖λu− Lνu‖L2(X,ν) ≤
(
1
λ
+
1√
λ
+
√
2
)(
λ‖u‖L2(X,ν) + ‖Lνu‖L2(X,ν)
)
≤
≤
(
1
λ
+
1√
λ
+
√
2
)(
‖u‖L2(X,ν) + ‖Lνu‖L2(X,ν)
)
=
(
1
λ
+
1√
λ
+
√
2
)
‖u‖D(Lν).
(6.4)
Letting λ→ 1− in inequality (6.4) we get
‖u‖W 2,2(X,ν) ≤
(
2 +
√
2
)
‖u‖D(Lν).(6.5)
Combining inequality (6.3) and inequality (6.5), we get inequality (6.2). 
Remark 6.3. By the proof of Theorem 6.2, if U satisfies Hypothesis 1.1 then
D(Lν) ⊆W 2,2(X, ν),(6.6)
and inequality (6.5) holds for every u ∈ D(Lν). We do not know if the additional assumption that ∇HU is
H-Lipschitz is necessary to guarantee the equality in formula (6.6) and inequality (6.3).
20 G. CAPPA AND S. FERRARI
7. Examples
In this section we will denote by dξ the Lebesgue measure on [0, 1]. We recall that a function f : X → R
from a Banach space X to R is Gaˆteaux differentiable at x ∈ X if for every y ∈ X the limit
lim
t→0
f(x+ ty)− f(x)
t
(7.1)
exists and defines a linear (in y) map f ′(x)(·) which is continuous from X to R. Furthermore if the limit
(7.1) exists uniformly for y ∈ X such that ‖y‖X = 1, then the function f is said to be Fre´chet differentiable.
We will use the following result of Aronszajn (see [3, Theorem 1 of Chapter 2] and [22, Theorem 6]).
Theorem 7.1. Suppose that X is a separable real Banach space. If f : X → R is a continuous convex
function, then f is Gaˆteaux differentiable outside of a Gaussian null set, i.e. a Borel set A ⊆ X such that
µ(A) = 0 for every non-degenerate Gaussian measure µ on X.
Consider the classical Wiener measure PW on C [0, 1] (see [8, Example 2.3.11 and Remark 2.3.13] for
its construction). Recall that the Cameron–Martin space H is the space of the continuous functions f on
[0, 1] such that f is absolutely continuous, f ′ ∈ L2([0, 1], dξ) and f(0) = 0. In addition if f, g ∈ H , then
|f |H = ‖f ′‖L2([0,1],dξ) and
〈f, g〉H =
∫ 1
0
f ′(ξ)g′(ξ)dξ,
see [8, Lemma 2.3.14]. An orthonormal basis of L2([0, 1], dξ) is given by the functions
en(ξ) =
√
2 sin
ξ√
λn
where λn =
4
π2(2n− 1)2 for every n ∈ N.
We recall that PW is a centered Gaussian measure on C 0[0, 1] = {f ∈ C [0, 1] | f(0) = 0}, and if f ∈ H , then
|f |2H =
+∞∑
i=1
λi
−1〈f, ei〉2L2([0,1],dξ).(7.2)
7.1. A weight bounded from below. Let U(f) =
∫ 1
0 f
2(ξ)dξ. Such function is convex, continuous and
Fre´chet differentiable at any f ∈ C 0[0, 1]. Moreover for every g ∈ C 0[0, 1]
U ′(f)(g) = 2
∫ 1
0
f(ξ)g(ξ)dξ.(7.3)
By the fact that U(f) ≤ ‖f‖2∞ and the Fernique theorem [8, Theorem 2.8.5], we get that U ∈ Lt(C 0[0, 1], PW )
for every t ≥ 1. By formula (7.3) we get
∇HU(f) = 2
+∞∑
i=1
(∫ 1
0
f(ξ)ei(ξ)dξ
)
ei.
By [8, Proposition 5.4.6] if we show that∇HU is integrable for every t ≥ 1 we get that U ∈ W 1,t(C 0[0, 1], PW ).
We claim that ∇HU is H-Lipschitz. Indeed, for f ∈ C 0[0, 1] and h ∈ H , we have
|∇HU(f + h)−∇HU(f)|2H = 4
+∞∑
i=1
|∂iU(f + h)− ∂iU(f)|2 =
= 4
+∞∑
i=1
∣∣∣∣∫ 1
0
(f(ξ) + h(ξ))ei(ξ)dξ −
∫ 1
0
h(ξ)ei(ξ)dξ
∣∣∣∣2 = 4 +∞∑
i=1
∣∣∣∣∫ 1
0
h(ξ)ei(ξ)dξ
∣∣∣∣2 = 4+∞∑
i=1
〈h, ei〉2L2([0,1],dξ).
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Observing that λi ≤ 4π−2 for every i ∈ N, we get
|∇HU(f + h)−∇HU(f)|2H = 4
+∞∑
i=1
〈h, ei〉2L2([0,1],dξ) = 4
+∞∑
i=1
λi
λi
〈h, ei〉2L2([0,1],dξ) ≤
≤ 16
π2
+∞∑
i=1
λ−1i 〈h, ei〉2L2([0,1],dξ) =
16
π2
|h|2H
where the last equality follows from formula (7.2). According to [8, Theorem 5.11.2] ∇HU belongs to
W 1,t(C 0[0, 1], P
W ;H) for every t > 1. Thus U satisfies Hypothesis 5.2.
Theorem 5.10 can be applied in this case. So for every f ∈ L2(C 0[0, 1], e−UPW ) and λ > 0 there exists a
unique weak solution (which is also a strong solution, in the sense of Definition 1.3) u ∈W 2,2(C 0[0, 1], e−UPW )
of equation (1.1) and u satisfies the Sobolev regularity estimates of Theorem 1.2. Furthermore we can apply
Theorem 6.2 and get
D(Le−UPW ) =W
2,2(C 0[0, 1], e
−UPW ).
Finally, for every v ∈ D(Le−UPW ), we have Le−UPW v = dive−UPW ∇Hu and
‖v‖D(L
e−UPW
) ≤ ‖v‖W 2,2(C 0[0,1],e−UPW ) ≤
(
2 +
√
2
)
‖v‖D(L
e−UPW
),
where ‖·‖D(L
e−UPW
) is defined in formula (1.4).
7.2. A unbounded weight. Let F (f) = maxξ∈[0,1] f(ξ) for f ∈ C [0, 1]. In order to compute the Gaˆteaux
derivative of F we will use some classical arguments.
Proposition 7.2. F is Lipschitz continuous, convex and Gaˆteaux differentiable at f ∈ C 0[0, 1] if, and only
if, f ∈M where
M = {f ∈ C 0[0, 1] | there exists a unique ξf ∈ [0, 1] such that F (f) = f(ξf )}.
Furthermore, if f ∈M and ξf is the unique maximum point of f , then F ′(f)(g) = g(ξf ).
Proof. Convexity and Lipschitz continuity are obvious. Let ξf be the unique maximum point of f ∈M and
for t ∈ R and g ∈ C 0[0, 1] choose ξt ∈ [0, 1] such that F (f + tg) = f(ξt) + tg(ξt). Observe that
0 ≤ f(ξf )− f(ξt) = f(ξf ) + tg(ξf )− tg(ξf )− f(ξt) ≤ f(ξt) + tg(ξt)− tg(ξf )− f(ξt) = t(g(ξt)− g(ξf )).
So we have
|f(ξf )− f(ξt)| ≤ t(g(ξt)− g(ξf )) ≤ 2|t|‖g‖∞.
Since f ∈M we have that ξt → ξf for t→ 0. Observe that
F (f + tg)− F (f)− tg(ξf ) ≥ f(ξf ) + tg(ξf )− f(ξf )− tg(ξf ) = 0;(7.4)
and
F (f + tg)− F (f)− tg(ξf ) ≤ f(ξt) + tg(ξt)− f(ξt)− tg(ξf ) ≤ t(g(ξt)− g(ξf )) ≤ |t||g(ξt)− g(ξf )|.(7.5)
By inequality (7.4) and inequality (7.5) we have that if f ∈ M , then F is Gaˆteaux differentiable at f and
F ′(f)(g) = g(ξf ).
Assume now that F is Gaˆteaux differentiable at f ∈ C 0[0, 1] rM . Let ξ1, ξ2 ∈ [0, 1] such that F (f) =
f(ξ1) = f(ξ2) and ξ1 6= ξ2. Set g1(ξ) = |ξ − ξ1| and observe that
F (f + tg1)− F (f) ≥ f(ξ2) + tg1(ξ2)− f(ξ2) = t|ξ2 − ξ1|;
F (f + tg1)− F (f) ≥ f(ξ1) + tg1(ξ1)− f(ξ1) = 0.
These inequalities gives us the following contradiction:
lim sup
t→0−
F (f + tg1)− F (f)
t
≤ 0, lim inf
t→0+
F (f + tg1)− F (f)
t
≥ |ξ2 − ξ1| > 0.
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Let δ1 be the Dirac measure concentrated in 1 and consider the weight e
−U where, for f ∈ C 0[0, 1],
U(f) = F (f) + δ1(f).
By Proposition 7.2, U is Lipschitz continuous and convex, and it is easy to show that U is unbounded, both
from above and from below.
According to [8, Theorem 5.11.2] U ∈ W 1,t(C 0[0, 1], PW ) for every t > 1. So U satisfies Hypothesis
1.1. Furthermore by [8, Definition 5.2.3 and Proposition 5.4.6(iii)], Theorem 7.1 and by Proposition [15,
Proposition 4.6] it can be seen that
∇HU(f) =
+∞∑
i=1
(ei(ξf ) + ei(1))ei for P
W -a.e. f ∈ C 0[0, 1].
Theorem 1.2 can be applied in this case. So for every f ∈ L2(C 0[0, 1], e−UPW ) and λ > 0 there exists a
unique weak solution u ∈W 2,2(C 0[0, 1], e−UPW ) of equation (1.1). In addition
‖u‖L2(C 0[0,1],e−UPW ) ≤
1
λ
‖f‖L2(C 0[0,1],e−UPW ); ‖∇Hu‖L2(C 0[0,1],e−UPW ;H) ≤
1√
λ
‖f‖L2(C 0[0,1],e−UPW );∥∥∇2Hu∥∥L2(C 0[0,1],e−UPW ;H2) ≤ √2‖f‖L2(C0[0,1],e−UPW ).
Moreover by Remark 6.3, we obtain thatD(Le−UPW ) ⊆W 2,2(C 0[0, 1], e−UPW ), and for every v ∈ D(Le−UPW )
we have
‖v‖W 2,2(C 0[0,1],e−UPW ) ≤
(
2 +
√
2
)
‖v‖D(L
e−UPW
),
where ‖·‖D(L
e−UPW
) is defined in formula (1.4).
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