A neural network approach for semi-automatic detection of oil spills in ERS-SAR imagery is presented in this paper. The network input is a vector containing the values of a set of features, previously calculated by using dedicated routines, characterizing the oil spill candidate either from the point of view of its geometry or of its physical behaviour. The algorithm classification performance has been evaluated on a data set containing verified examples of oil spill and look-alike.
INTRODUCTION
The development of space-borne SAR systems and in particular the advent of the European Remote Sensing Satellite (ERS) missions have improved the possibilities for the surveillance and detection of oil slicks, which seriously affect wildlife and marine ecosystems, allowing a more cost-effective approach to oil-pollution monitoring. The possibility of algorithms to detect oil slicks from radar signatures has been demonstrated in several studies [l] , [2] . The presence of an oil film on the sea surface damps out the small waves due to the increased viscosity of the top layer and drastically reduces the measured backscattering energy, resulting in darker areas in SAR imagery. However, the analysed scenes require careful interpretation because with low winds, dark areas might not be oil slicks but merely local wind effects or natural oil films, causing false alarms unless experienced image interpreters or well-tuned classification algorithms are employed. For such critical cases, the fact that oil has a much higher viscosity than natural films may be exploited. Oil spills tend to remain much more concentrated and in turn provide larger dumping.
Conventional classification algorithms for oil spill detection include Bayesian and other statistically-based classifiers. The drawback of these methods is the complex process to develop classifications rules, due to the many nonlinear and not completely understood factors involved. The neural network, in contrast, does not require a well defined relationship between the input vectors and the output vectors, as it determines its own input-output discriminant relations directly from a set of training data, used to draw the decision boundaries [3] .
This study aims at investigating the potentiality of a neural network approach in providing a classification procedure which, only using ERS data and without auxiliary information, can help users in monitoring the presence of oil pollution in the ocean. Once the user has defined a region of interest in the image, the procedure first extracts dark objects, then calculates their relevant features and finally, in the neural network stage, gives out the response on the probability for that object to be a real oil spill or a look-alike.
THE DATA SET
The nominal spatial resolution of the ERS data is 25 m x 25 m, but for oil spill detection low resolution images of 100 m x 100 m are more than sufficient, so that the data content of each image can be significantly reduced. For this reason, a fast delivery image format produced at Fucino station (Italy) has been considered in our work. This product is a, common binary file of 1050 Kbytes where a multilook SAR image is resampled (5x6 pixels block averaging) to become a low resolution image. A large archive of more then 500 of such images has been considered. The images are taken through years 1997 and 1998 over various areas of Mediterranean Sea, either near the coast or far away from it. Each image containing at least one occurrence of look-alike or of oil spill has been selected and calibrated so that its pixel intensity values were representing the measured backscattering coefficients. Images with examples of oil spill and of look-alike are shown in Fig. 1 and Fig. 2 , respectively. A specific oil spill analysis tool has been then designed for image processing. Once a limited region of interest is defined, the tool detects the border of a dark object in the image, the oil spill candidate, and provides the values of the following 11 features:
Area (A). Number of pixels of the object The described set of features has been calculated for 139 objects, 71 oil spills and 68 look-alikes. Some of these 139 objects were consisting of multiple elements (fragmented oil spills candidates). In these cases the features have been calculated for each element and then summed up so that they could describe one single representative object. For a large number of examples ground-truth were available. When this was not the case, the response necessary to train the net has been suggested by very well trained image analysers. In Tab. 1 some statistical parameters of the features extracted from our data set are reported. The training of the neural network has been carried out by feeding it with a pair of vectors: the input vector contains the measured features, the output vector contains the response classification provided either by the groundtruth or by image interpretation experts. All the values of the input vector have been scaled so that the new values could vary in a range between -1 and 1. The learning process was stopped when no more significant variations in the overall error were observed iterating the procedure. As far as the number of units to be considered in the hidden layers is concerned, several attempts have been made and the topology 11-8-8-1 has been selected for its good performance either in terms of classification accuracy or of training time. In fact, even considering the simple standard backpropagation algorithm, a number of about 15000 training cycles was sufficient to get the network learned.
RESULTS
The obtained classification results are very promising as, once trained, the net is able to correctly classify all the examples. This means that during the training phase the net succeeded in establishing an appropiate mapping that, starting from the set of the computed features, allows to recognize if a dark spot in the image is an oil spill or a look-alike.
A step forward in the evaluation of the neural net performance consists in the analysis of its behaviour once it is tested on a set of new examples, not belonging to the training set. In order to avoid the long time consuming work for the collection of a new set of data, we decided to adopt the leave-one-out method [6] . According to this procedure, if N is the number of the available data points, a net is trained using N-1 points and tested on the remaning one. This process is repeated for each of the N possible choices and the results can give a first estimation on the generalizing capabilities of the net. In our case, where N=139, it has been found that the rate of misclassified pixels is about of 14%, so there are some situations in which the single data point does not respect the internal rules that the net has learned from the other points. This can be explained with the heterogeneity of the data set which includes several examples with very different geometric and physical characteristics.
CONCLUSIONS
The potentialities of neural network algorithms for the detection of oil spills from ERS-SAR imagery has been set studied in this paper. For the considered data set, the neural net has been able to determine a correct mapping between a vector of features characterizing a dark spot in the image and the class specifying the type of the spot, oil spill or look-alike. It has been also observed that if the net is tested on examples not belonging to the training set its correct classification rate, though decreasing, remains acceptable. Finally, it must be pointed out that additional features taking into account local atmospheric conditions such as wind speed should still improve the oil spill detection performance.
