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Abstract
Distributed Algorithms for Extending the Functional Lifetime of Wireless Sensor
Networks
Xiaoyu Chu
Advisor: Harish Sethu, Ph.D.
The functional lifetime of a wireless sensor network (WSN) is among its most
important features and serves as an essential metric in the evaluation of its energy-
conserving policies. Approaches for extending the lifetime of a wireless sensor node
include using an on/off strategy on the sensor nodes and using a topology control
algorithm on each node to regulate its transmission power. However, the need to
keep the network functional imposes certain additional constraints on strategies for
energy conservation. A sensing constraint imposes that the sensing tasks essential
to the functionality of the WSN are not compromised. A communication constraint
similarly imposes that communications essential to an application on the network
remain possible even as battery resources deplete on the nodes. This dissertation
presents new distributed algorithms for energy conservation under these two classes
of constraints: sensing constraints and communication constraints.
One sensing constraint, called the representation constraint in this dissertation,
is the requirement that active (on) sensor nodes are evenly distributed in the region
of interest covered by the sensor network. This dissertation develops two essential
metrics which together allow a rigorous quantitative assessment of the quality of
representation achieved by a WSN and presents analytical results which bound these
metrics in the common scenario of a planar region of arbitrary shape covered by
a sensor network deployment. The dissertation further proposes a new distributed
algorithm for energy conservation under the representation constraint. Simulation
results show that the proposed algorithm is able to significantly improve the quality
xiii
of representation compared to other related distributed algorithms. It also shows
that improved spatial uniformity has the welcome side-effect of a significant increase
in the functional lifetime of a WSN.
One communication constraint, called the connectivity constraint, imposes that
the network remains connected during its functional life. The connectivity required
may be weak (allowing unidirectional communication between nodes) or strong (re-
quiring bidirectional link layer communication between each pair of communicating
nodes). This dissertation develops new distributed topology control algorithms for
energy conservation under both the strong and the weak connectivity constraint. The
proposed algorithm for the more ideal scenario of the weak connectivity constraint
uses a game-theoretic approach. The dissertation proves the existence of a Nash
equilibrium for the game and computes the associated price of anarchy. Simulation
results show that the algorithms extend the network lifetime beyond those achieved
by previously known algorithms.

11. Introduction
1.1 Background and motivation
A wireless sensor network (WSN) is a wireless network which consists of multiple
sensor nodes. It is deployed to monitor physical or environmental conditions such as
temperature, pressure or motion and transmit the collected information to a specific
destination, for example, an administrative user. Within the sensor network, each
active sensor node not only participates in the task of physical or environmental data
collection and processing, but also serves as a router for sending and forwarding data
for nearby sensor nodes.
1.1.1 Architecture of a sensor node
A sensor network’s ability to sense, collect and process information depends on
the architecture of each individual sensor node. As indicated in Fig. 1.1, there are
four distinct units within a typical sensor node which help to facilitate these functions
[36]:
• The sensing unit. It is the unit that is responsible for the ‘sensing’ task of the
sensor node. Depending on the types of sensors that each sensor node embeds,
the applications of sensor networks can include surveillance, target tracking,
wildlife monitoring, pollution studies and structural monitoring.
• The communication unit. This is the unit responsible for the communication
among sensor nodes. It usually consists of a radio transceiver, which is the
combination of a transmitter and a receiver. It is responsible for transmitting
and receiving data or messages to or from other surrounding sensor nodes or a
sink node operated by an administrator.
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Figure 1.1: Architecture of a typical wireless sensor node
• The processing unit. This is the unit responsible for scheduling tasks, processing
data and controlling the functionality of other components in the sensor node.
• The power unit. It is responsible for powering the entire sensor node, providing
energy for the node’s sensing, communication and data processing tasks.
Depending on the specific application, a sensor node may also be equipped with
additional units such as a locator unit to determine its position, a mobilizer to support
its movement or a power generator to supply additional energy. Nevertheless, these
configurations are usually optional on a sensor node and are only occasionally used.
1.1.2 Energy consumption and network lifetime
For a wireless sensor node, its energy source is the key to support its functionality.
It provides energy to support the sensor node’s operations such as data collection,
data processing and data transmission. When the energy source runs out of energy,
the functionality of the sensor node will be lost and the node is considered ‘dead’.
The lifetime of a sensor node, therefore, is defined based on the length of time for
3which its power unit is able to provide energy. Once the sensor node runs out of
energy, i.e., becomes dead, it will no longer be able to perform the tasks that are
assigned by the sensor network and consequently, may influence the network’s overall
performance.
The lifetime of a wireless sensor network is usually considered as the length of
time during which the sensor network is able to fulfill its task. It is one of the most
important metrics for evaluating the performance of a sensor network, in particular, its
energy conservation strategy. Many definitions have been used to define the lifetime
of a wireless sensor network [6, 23, 57, 67, 89, 96]. Yet, since a wireless sensor network
is nothing but a network of sensor nodes, the lifetime of each individual sensor node
plays a crucial role in determining the lifetime of the sensor network. If the lifetime
of each individual sensor node is extended, the lifetime of the sensor network may be
correspondingly extended. Therefore, the task of extending the lifetime of a wireless
sensor network can be ultimately reduced to the task of extending the lifetime of
sensor nodes within the network. Due to the small size of the sensor nodes, each
node is only equipped with limited energy. Therefore, each sensor node within the
network should try to reduce its energy consumption as much as possible so that its
lifetime may be extended.
In a wireless sensor node, there are three units that contribute to the energy con-
sumption of the node. According to [80], different types of sensor nodes may have
different energy consumption patterns. Nevertheless, some general energy consump-
tion rules hold:
• The energy consumption on the sensing unit varies. It may contribute to a large
portion of the energy consumption on a single node.
• The communication unit while in use has a much higher energy consumption
rate compared with the processing unit.
4• The transceiver’s energy consumption rate is in the same order of magnitude
when in sending, receiving, or idle state. The energy consumption rate drops
by at least one order of magnitude when the communication unit is turned off.
The above rules suggest that optimizing the energy conservation in the sensing and
communication units is critical to conserving energy on a sensor node.
As far as the sensing unit is concerned, each sensor node has two sensing states:
• The active/on state. When in the active state, the sensor node is actively
engaged in the tasks of sensing and collecting data. All of its four units will
be functioning and we refer to a sensor node that is in the active state as an
‘active’ sensor node.
• The sleep/off state. When in the sleep state, the sensor node turns off its sensing
unit and will not engage in any task related to sensing. It usually turns off its
communication unit as well to save energy since it will not have any data of
its own to transmit. The sleep state of the sensor node is the state in which it
saves energy and therefore helps to extend its lifetime.
As far as the communication unit is concerned, a sensor node is able to adjust
its transmission power from a list of possible values. Transmitting at its maximum
transmission power will enable the node to communicate with the largest number
of nearby sensor nodes and collect the most amount of information regarding its
neighborhood, but will reduce the sensor node’s lifetime since it costs the most amount
of energy. On the other hand, transmitting at a smaller transmission power will save
some energy and thus prolong the node’s lifetime, but may reduce the number of
sensor nodes that the node may directly communicate with.
Therefore, for a wireless sensor node, in order to save energy and prolong its
lifetime, there are two effective approaches that it may take:
5• Turn off its sensing unit and communication unit whenever possible.
• Reduce its transmission power if the communication unit cannot be turned off.
The first approach helps to reduce the energy consumption on both the sensing and
communication units while the second approach contributes to energy conservation
on the communication unit.
Now consider an extreme scenario where all the sensing units of the sensor nodes
within the network are turned off to save energy. The sensor network is not able to
perform its sensing task and therefore, fails as a functional network. On the other
hand, if the sensing task can be fulfilled by a set of active sensor nodes within the
network, but each active sensor node is transmitting at its minimum transmission
power, then the network may become disconnected and the information collected
by the active sensor nodes may not be able to reach the designated location, for
example, the sink node. Again, the network fails as a functional network. Therefore,
for a sensor node, when trying to reduce its energy consumption, there are certain
constraints that it has to meet in order to preserve the functionality of the network.
1.1.3 Constraints
According to the definition of a wireless sensor network, there are two goals that
each wireless sensor network should maintain:
• Its ability to perform the designated task of sensing and collecting physical or
environmental data from certain points or area of interest, i.e., the ‘sensing’
goal. This ability is facilitated by the sensing unit within each working sensor
node.
• Its ability to pass the collected data to a designated location, i.e., the ‘commu-
nication’ goal. This ability is facilitated by the communication unit within each
6working sensor node.
Both of the tasks have to be fulfilled by the sensor nodes within the network. There-
fore, for a sensor node, when trying to reduce its energy consumption, we consider the
following two types of constraints imposed by the desired functionality of the sensor
network it belongs to:
• The sensing constraints. Constraints of this type ensure that the sensor network
is able to fulfill the designated sensing task. It prevents the sensor node from
turning off its sensing unit when the action compromises the network’s sensing
functionality. An example of such a constraint may be one that requires at least
one active sensor node within a certain distance of every point in the region of
interest.
• The communication constraint. Constraints of this type ensure that the sensor
network is able to transmit the collected information to the designated location.
It prevents the sensor node from reducing its transmission power so much that
it is not able to communicate with its surrounding nodes. An example of such
a constraint may be one that requires at least one possible communication path
between an active sensor node and the sink node.
Bearing in mind these two constraints, this dissertation tackles the problem of
extending the lifetime of a wireless sensor network by trying to reduce the energy
consumption on each sensor node. In the following sections, this dissertation will
formally discuss the two types of constraints imposed on a sensor node when trying
to reduce its energy consumption.
71.2 The sensing constraints
As mentioned in Section 1.1.2, each sensor node has two sensing states: the active
state and the sleep state. For a sensor network that has a specific sensing task, the
sensing states of the sensor nodes within the network play a crucial role in determining
its capability to fulfil the designated task. For a wireless sensor network, the number
of active sensor nodes that are required to fulfill its designated sensing task may be
less than the number of sensor nodes within the network. Therefore, it is the task of
an on/off scheduling algorithm to provide a sense/sleep strategy for each sensor node
within the network such that some of the sensor nodes may turn themselves off to
save energy and to extend the lifetime of the sensor network while still meeting the
network’s sensing constraint.
In this dissertation, depending on the application requirements of the wireless
sensor network, we consider the following two types of sensing constraints:
• The coverage constraint. This constraint is found in applications where each sen-
sor node has a designated sensing area. In these applications, sensor nodes make
relevant observations within a local sensing area using vision, sound, seismic-
acoustic energy, infrared energy, or magnetic field changes. The goal of these
applications is to ensure that certain area or points of interest are within the
sensing areas of the active sensor nodes, i.e., being ‘covered’. We refer to such
a constraint as the coverage constraint and the applications that require this
type of constraint as area-sensing applications. Examples of area-sensing ap-
plications include enemy surveillance, target tracking, intrusion detection and
wildlife monitoring.
• The representation constraint. This constraint is found in applications where
each sensor node does not necessarily have a sensing area, but makes measure-
8ments of physical or environmental phenomena such as temperature, humidity
and environmental pollution at precisely the spot where it is located. The goal
of these applications is to make good estimates of the physical or environmental
conditions of the entire area of interest using the data collected by the active
sensor nodes. The physical or environmental data of the point of interest is
represented by the data collected by the set of nearby active sensor nodes. For
example, a spatially uniform distribution of active sensor nodes in the area
of interest improves the quality of representation achieved by the sensor net-
work. We refer to the requirement of trying to achieve a good representation
of the points or area of interest using data collected by the active sensor nodes
as the representation constraint and the applications that require this type of
constraint as spot-sensing applications.
In the following section, we will discuss these two constraints in more detail.
1.2.1 The coverage constraint
Fig. 1.2 illustrates an example of the coverage constraint. Each sensor node within
the graph has a designated sensing area within which it will be able to make relevant
observations. The sensing area of each sensor node is illustrated by the grey shaded
circular area centered at each node. For ease of reference, each node within the graph
is assigned a unique number. An active sensor node is indicated by a large black
circle while a sleeping sensor node is indicated by a small black circle. A coverage
constraint may require that the area of interest, as indicated by the black square
region, is completely covered by the sensing areas of all active sensor nodes.
Fig. 1.2(a) illustrates the initial deployment of the sensor nodes where all the
sensor nodes are set to the active state and the area of interest is completely covered.
Fig. 1.2(b), on the other hand, illustrates a case where the coverage constraint is not
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(b) A sensor node deployment
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(c) A sensor node deployment
where only some of the sensor
nodes are turned on. The area
of interest is completely covered
and the coverage constraint is
met.
Figure 1.2: An illustration of the coverage constraint. The black square region indi-
cates the area of interest. The sensing area of each sensor node is illustrated by the
grey shaded circular area centered at each node. The coverage constraint in this case
is to ensure that the square region is completely covered.
met. The area of interest is not completely covered by the sensing areas of the active
sensor nodes, even though some area is covered by the sensing areas of more than
one active sensor node. An area that is covered by at least k active sensor nodes is
referred to as a k-covered area. For example, in Fig. 1.2(a) the point where sensor
node 8 resides can be referred to as being 4-covered since it is within the sensing
areas of active sensor nodes 4, 6, 8 and 9. The sleep sensing state of sensor node
12 has led to an incomplete coverage by the sensor node deployment illustrated in
Fig. 1.2(b). Fig. 1.2(c), on the other hand, illustrates a case where switching off some
of the sensor nodes does not necessarily compromise the coverage requirement. In
this case, sensor nodes 1, 4, 5 and 9 are turned off. Nevertheless, the area of interest
is still completely covered and the coverage constraint has been met. Therefore, by
switching themselves off, nodes 1, 4, 5 and 9 are able to save energy and extend their
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lifetime while preserving the functionality of the network. The lifetime of the sensor
network, as a result, may also be extended.
Scheduling algorithms for area-sensing applications have been extensively stud-
ied [20, 27, 37, 38, 61, 71, 90]. Therefore, in this dissertation, we will not discuss
scheduling algorithms for area-sensing applications.
1.2.2 The representation constraint
(a) The initial deployment of
the sensor nodes.
(b) A sensor node layout where
the quality of representation is
poor.
(c) A sensor node layout where
the quality of representation is
better.
Figure 1.3: An illustration of the representation constraint. Fig. 1.3(a) illustrates the
initial deployment of the sensor nodes where all the sensor nodes are in the sleep state.
Fig. 1.3(b) illustrates a scenario where the quality of representation achieved by the
active sensor nodes is poor and Fig. 1.3(c) illustrates a scenario where the sensor
nodes are more uniformly distributed within the area of interest and the quality of
representation is relatively good.
In spot-sensing applications where the quality of representation is the constraint,
instead of referring to a point as being covered, k-covered or not covered by the
sensor network, one focuses on how well its physical condition is approximated by the
network. As stated in the beginning of this section, the physical condition of the point
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of interest is estimated from the data collected by the set of active sensor nodes located
nearby. The quality of representation of a point’s physical condition can be estimated
by some function of the distances between the point and its surrounding active nodes
in spot-sensing applications. The farther the nearest active nodes are from the point,
the poorer the estimate of the point’s condition becomes. For example, for a sensor
node layout in which the active nodes are far from a certain point of interest, the
quality of the point’s representation will be poorer than in the layout in which the
active nodes are close to the point. As another example, given two layouts where
the distances between the point of interest and its nearest active sensor nodes are
the same, the one in which the active sensor nodes are farther apart yields a better
representation quality by avoiding redundancy in sensed data.
For each point within the area of interest, there is a certain quality of representa-
tion achieved by a sensor network. In cases where the physical or environmental data
of the entire area of interest has to be estimated by the data collected by the active
sensor nodes, the quality of representation achieved by a sensor network, therefore,
is based on the quality of representation achieved at all points in the region.
Fig. 1.3 illustrates a case of a spot-sensing application where the quality of rep-
resentation is the constraint. The unit area of interest is illustrated by the square
region. Fig. 1.3(a) illustrates the initial deployment of the sensor nodes with all nodes
shown in sleep state. Fig. 1.3(b) illustrates an active sensor node deployment when
the desired spatial density is 16 active nodes per unit area, the quality of representa-
tion is not good. Since there is no active sensor node within the center of the region,
the quality of its representation is poor. The active sensor nodes are overly crowded
on the right side of the region and they will contribute to the quality of the repre-
sentation more if some of them are deployed in the center of the region where there
is no active sensor node. As far as the current deployment is concerned, these sensor
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nodes are only offering redundant information. A more uniform distribution of the
sensor nodes is illustrated in Fig. 1.3(c). The quality of representation achieved by
this active sensor node layout is better compared with that achieved in Fig. 1.3(b)
since there is no point that is too far from its nearest active sensor node and the active
sensor nodes are far apart enough that the data collected by these active sensor nodes
is not redundant. Therefore, by employing the same number of active sensor nodes,
the sensor node layout illustrated in Fig. 1.3(c) is able to achieve a better quality of
representation compared with that illustrated in Fig. 1.3(b).
1.3 The communication constraints
A wireless sensor network is said to be a connected network if there always exists
a communication path between any two sensor nodes. For each wireless sensor node,
its transceiver has a maximum transmission power Pmax at which it will be able to
make a transmission. It also has a receiving threshold Rh below which it will not be
able to pick up the transmitted signal from another node. If node A is able to receive
a signal from another node B, then node A is within node B’s transmission range.
We refer to node A as node B’s neighbor and node A as being connected to node B.
We refer to the maximum radius within which another sensor node may pick up the
signal from node A as node A’s communication radius.
A wireless sensor network can be mapped into a graph where each sensor node
is represented by a node and the connection between two directly communicating
sensor nodes is represented by the an edge between the two nodes. We refer to the
corresponding graph as the topology of the network. Fig. 1.4 illustrates an example
of a topology of a connected network and a disconnected network. For ease of refer-
ence, each sensor node is assigned a unique number. The dotted circle centered at a
node indicates its current communication range. In Fig. 1.4(a), there always exists a
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Figure 1.4: An illustration of the connectivity constraint within a network. Fig. 1.4(a)
illustrates a connected network since every node is able to communicate with every
other node within the network. Fig. 1.4(b) on the other hand, illustrates a discon-
nected network where the link between nodes 2 and 6 is broken due to the reduction
in their transmission powers.
communication path between any two nodes and the network is therefore connected.
The communication radii of sensor nodes 2 and 6 are large enough that there exists
a direct communication link between the two sensor nodes. Fig. 1.4(b), on the other
hand, illustrates a case where the network becomes disconnected. To save energy, the
communication radii of nodes 2 and 6 are reduced. Node 2 is only able to commu-
nicate with nodes 1 and 5 directly while node 6 is only communicating with nodes
3 and 7 directly. The reduction in the transmission powers of nodes 2 and 6 has led
to the loss of the link between these two nodes, resulting in the disconnection of the
network.
For a wireless sensor node, the energy required to stay connected with its nearby
nodes while keeping the network connected is usually much less than its maximum
transmission power. For example, node 1 can reduce its transmission power to such
an extent that it is only directly communicating with node 2 in Fig. 1.4(a). By doing
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so, it is able to save more energy while maintaining the connectivity of the network.
It is the task of a topology control algorithm to adjust the power at which each node
makes its transmissions to reduce the energy consumption to only what is needed to
ensure topological goals such as connectivity. By doing so, the sensor node is able to
save energy while preserving the functionality of the network and, therefore, is able to
extend the functioning lifetime of the sensor network. It is among the better-known
approaches to conserving energy and prolonging a network’s functional life. Examples
of topology control algorithms include LMST [56], SMECN [55], DRNG [57], CBTC
[54], K-NEIGH [8], DLSS [57], LSP [91], FLSS [58], XTC [102] and RATC [48].
For a topology control algorithm, there are certain constraints that it has to meet
before determining a sensor node’s transmission power. Depending on the specific
communication requirement, we consider the following two types of communication
constraints:
• The strong connectivity constraint. This is the constraint found in applications
which require the network to be connected and each communication link has
to be bi-directional. In other words, if node B is able to pick up a signal from
node A, then node A should be able to pick up transmission from node B.
• The weak connectivity constraint. This is the constraint found in applications
which only require the connectivity of the network. It does not require a node
that initiates a transmission to be able to pick up a signal from its receiving
node. It is a loosen communication requirement.
In the following sections, we will discuss the above two types of applications in more
detail.
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1.3.1 The strong connectivity constraint
According to IEEE 802.11 [40], the current dominant standard for wireless medium
access, a wireless node that receives a frame from a sender at the medium access con-
trol (MAC) layer will respond back directly to the sender with an acknowledgment
frame at the MAC layer (as opposed to sending the acknowledgement through a
multi-hop path using a higher-layer functionality such as routing). In certain high-
throughput devices, a number of optimizations are possible including avoiding indi-
vidual acknowledgment of each frame by using a block acknowledgment [2, 60, 105].
However, in all cases, some form of acknowledgment of data frames at the MAC layer
is mandatory. It requires each node to be able to transmit its acknowledgement frames
at the power necessary to reach any node from which it receives transmissions, i.e.,
if node A’s transmissions can successfully and directly reach B, node B needs to be
able to reach A directly with its transmission. If node A is currently not within the
communication range of node B, then node B is forced to increase its transmission
power such that node A will be able to pick up node B’s signal. Since the network
has to be connected as a general communication constraint, in this dissertation, we
refer to this requirement as the strong connectivity constraint.
To better understand the strong connectivity constraint, we propose a simple
example shown in Fig. 1.5. Fig. 1.5(a) shows the case in which there exists no strong
connectivity requirement. Node B is within the communication range of node A,
enabling a direct link from A to B. Since B is only transmitting to C, its transmission
power is set by the path loss from B to C. Note that every node is able to reach
every other node in this network, sometimes directly and sometimes through a multi-
hop path, thus preserving connectivity. When strong connectivity is imposed as
illustrated in Fig. 1.5(b), however, since A makes direct transmissions to B, B needs
to send acknowledgements directly to A, resulting in an increase in the power at which
16
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Figure 1.5: An illustration of the impact of strong connectivity constraint. With the
transmission ranges shown in part (a) of the figure, the network is already connected
(each node can reach every other node by a single-hop or a multi-hop path). Under
the strong connectivity constraint, shown in part (b), node B has to increase its
transmission range.
B has to make its transmissions.
The simple example shown in Fig. 1.5 illustrates the major differences between
communications when the strong connectivity constraint is imposed and when it is not
imposed. The example also points out the potential energy consumption differences
under these two different conditions [13]. For sensor node B, it has to increase its
transmission power in order to meet the requirement of strong connectivity. The
increase in its transmission power may reduce its lifetime and consequently, may
influence the lifetime of the entire sensor network.
1.3.2 The weak connectivity constraint
The discussion in the previous section has pointed out the potential extra energy
consumption on a sensor node when the strong connectivity constraint is imposed.
Now, consider a scenario illustrated in Fig. 1.6. In a heterogeneous sensor network,
different devices may have different capacities, for example, different maximum trans-
mission powers. In Fig. 1.6(a), each node is assigned a unique number for ease of ref-
erence. The maximum communication range of each node is illustrated with a dotted
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(a) An illustration of a heteroge-
neous wireless sensor network.
A
B
C
D
(b) The corresponding
topology of the network
when every node is trans-
mitting at its maximum
transmission power.
(c) The topology of the net-
work in which all the links
that do not have a reverse
link are removed.
Figure 1.6: An illustration of a heterogeneous wireless sensor network. In Fig. 1.6(a),
each sensor node’s maximum transmission radius is indicated by the dotted circle
centered at the node. Fig. 1.6(b) illustrates the topology of the network if all the
nodes are transmitting at their maximum transmission powers. Fig. 1.6(c) illustrates
the topology of the network under the strong connectivity constraint where links that
do not have a reverse link are removed.
circle centered at the node. According to Fig. 1.6(a), node 1 has the largest maximum
transmission power which enables the node to be able to communicate with nodes 2,
3 and 4 directly. Node 3 falls within the maximum communication radius of node 2
and node 3 is able to communicate with nodes 2 and 4 directly while transmitting at
its maximum transmission power. Node 4 has the smallest transmission power which
enables only one direct communication link between itself and node 1. The topology
of the network when every node is transmitting at its maximum transmission power
is illustrated in Fig. 1.6(b). A directed edge in the figure indicates the direction of
the communication between the two nodes at the ends of the edge. In Fig. 1.6(a),
the network is connected and the communication constraint of the network is met.
As indicated by Fig. 1.6(b), even though there exists a direct link from node 3 to
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node 4, no direct link in the opposite direction exists. Under such a circumstance, the
two common approaches that algorithms functioning under the strong connectivity
constraint take are:
• Force the node at the receiving end of the edge to increase its transmission
power so that a reverse link can be established.
• Remove the links whose reverse link does not exist.
In the example illustrated in Fig. 1.6(b), since every node is transmitting at its max-
imum transmission power and therefore cannot increase its communication radius
further, edges 1 → 2, 1 → 3, 1 → 4 and 3 → 4 have to be removed in order to meet
the strong connectivity constraint. The resulting topology of the network is illustrated
in Fig. 1.6(c). Obviously, the network becomes disconnected and the communication
constraint is not met.
This example provides us a possible scenario where the strong connectivity con-
straint may cause a communication problem. By imposing the strong connectivity
constraint, the connectivity of the network may be lost. However, if this constraint
is lifted, as indicated in Fig. 1.6(b), each node within the network is still able to
communicate with every other node, and the network is connected. We refer to the
loosened communication requirement where no strong connectivity is imposed as the
weak connectivity constraint.
As indicated in Fig. 1.5, the strong connectivity constraint may pose extra energy
consumption upon a sensor node and correspondingly, may reduce its lifetime. The
weak connectivity constraint on the other hand, not only helps preserve the connec-
tivity of the network, but may also contribute toward saving energy on sensor nodes.
As we will show later in the dissertation, the differences in the energy consumption
of a sensor node under these two different types of communication constraints may
be quite large. The possible saving in a sensor node’s energy consumption provides
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an incentive to improve upon the current IEEE communication standards so that the
strong connectivity constraint is not necessarily imposed.
1.4 Contributions
The primary motivation for this dissertation lies in extending the functional life-
time of a wireless sensor network. We consider distributed dynamic algorithms for
achieving this goal from the following three directions:
• Under the representation constraint.
• Under the strong connectivity constraint.
• Under the weak connectivity constraint.
network constraints
sensing constraints communication t i tcons ra n s 
coverage constraint representation strong connectivity weak connectivity  constraint constraint constraint
covered by this dissertation
Figure 1.7: The scope of this dissertation. In this dissertation, we will use distributed
dynamic algorithms to extend the lifetime of a wireless sensor network which may
require representation constraint, strong connectivity constraint or weak connectivity
constraint. The scope of this dissertation is highlighted using dotted lines.
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The scope of this dissertation is highlighted with dotted lines in Fig. 1.7.
1.4.1 Under the representation constraint
This dissertation is the first work that introduces the problem of trying to achieve
a good quality of representation of the region of interest [12]. In this dissertation,
instead of just focusing on some specific points of interest, we focus on all the points
within the area of interest. In other words, we try to approximate the condition of
the area of interest as well as possible with the data collected by the active sensor
nodes. Thus, the quality of representation achieved by a sensor network is based on
the quality of representation achieved at all points in the region.
To evaluate the quality of representation achieved by the sensor network, we de-
velop two metrics. In a spot-sensing application, the quality of representation of a
particular point in the region of interest is a function of the distance between the
point and its nearest active sensor node (the representative node). Thus, the average
of the quality of representation for all the points in the region of interest represents
one aspect of the quality of representation. On the other hand, as we will show
later in the dissertation, this average value alone does not fully capture the quality
of representation achieved by a sensor network. Thus, we propose another metric,
which is borrowed from the field of economics, to capture the differences among the
representation values. By employing a popular and well-accepted metric—the Gini
Index—we are able capture the distribution of these values based on the relative mean
difference between the quantities being compared. We have shown in the dissertation
that both of the two metrics are essential to quantifying the quality of representation
[15].
In this dissertation we also propose a simple general heuristic algorithm called
EvenRep(F,L) for each node to determine if and when it should sense or sleep to
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conserve energy while also preserving the quality of representation. F indicates an
ideal layout of active sensor nodes within the network and L notates the maximum
number of nearest active sensor nodes that a node may consider in its decision making
process. Simulation results show that when targeting a specific ideal sensor node
layout, the algorithm is able to achieve a longer lifetime compared with other related
distributed algorithms and is able to achieve a significant improvement in the quality
of representation of the area of interest.
1.4.2 Under the strong connectivity constraint
As discussed in Section 1.3, sensor nodes may have to transmit at different trans-
mission powers under different communication requirements. The differences in their
transmission powers under different types of requirements may have a further influ-
ence not only on the topology of the network, but also on the lifetime of the sensor
nodes and correspondingly, on the lifetime of the sensor network.
A large body of work can be found in topology control algorithms where different
approaches for regulating the transmission powers of sensor nodes are proposed. In
each of these algorithms, the communication constraint is specified, for example, un-
der the strong connectivity constraint or under the weak connectivity constraint. As
indicated in Section 1.3, there may be higher energy consumption associated with the
strong connectivity constraint. Yet, there are no research publications discussing the
impact of the strong connectivity constraint on a sensor network’s energy consump-
tion and lifetime. Therefore, in this dissertation, we first improve upon a simple yet
effective topology control algorithm called the DRNG algorithm [57] and demonstrate
that the cost of imposing the strong connectivity constraint can be quite large com-
pared with the case when this constraint is not imposed. The relatively large increase
in a sensor node’s energy consumption indicates a possible incentive to modify the cur-
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rent IEEE communication standard so that the strong connectivity constraint is not
necessarily imposed. We also point out that certain features that are welcome under
the weak connectivity constraint may become problematic under the strong connec-
tivity constraint. We also show that a series of obstacles may exist when adapting
a topology control algorithm that is designed to function under one communication
constraint into functioning under the other communication constraint.
To better serve the purpose of extending the lifetime of a wireless sensor net-
work under the strong connectivity constraint, this dissertation develops a dynamic
topology control algorithm. This algorithm improves upon the existing DLSS [57] al-
gorithm by incorporating the current energy level of each sensor node into its decision
making process and is shown to be able to better extend the lifetime of a wireless
sensor network.
1.4.3 Under the weak connectivity constraint
As discussed earlier in Section 1.3, a sensor node may be able to transmit at a
smaller transmission power under the weak connectivity constraint compared with
that under the strong connectivity constraint. It may have the welcome effect of
improving the lifetime of the sensor nodes and consequently, may contribute to an
extended lifetime of the network. This dissertation therefore explores the possibilities
of extending the lifetime of a wireless sensor network through topology control when
the strong connectivity requirement is not imposed.
In most traditional topology control algorithms, the only consideration for each
node is to reduce its transmission power while keeping the graph connected. How-
ever, these algorithms do not account for the fact that different nodes are in different
locations in the network and some may end up with a much larger communication
radius and, therefore, a much larger transmission power than some others. This un-
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even distribution of the assigned transmission powers at the nodes may result in an
unbalanced energy consumption at the nodes, leading to some nodes exhausting their
energy far sooner than some others and thus, ending the functional life of the net-
work earlier than necessary. Moreover, previous work on topology control has largely
used an approach based on considering only the energy costs across links without
considering the amount of energy available on a node. This dissertation therefore
addresses these two weaknesses and introduces a new topology control algorithm that
dynamically adapts to current energy levels at nodes. We refer to this algorithm as
Cooperative Topology Control with Adaptation (CTCA) algorithm [15].
In this dissertation, we employ game theory to facilitate topology control that
allows cooperation between nodes. By mapping the problem into an ordinal potential
game [48, 69, 74], all nodes within the network can pursue a localized strategy that
can be expressed through a single global function, or the global potential function.
By employing a utility function which incorporates the connectivity of a node’s local
area and its local minimum estimated remaining lifetime, the lifetime of the network
is extended when each node tries to maximize its utility function. This disserta-
tion proves that by attempting to maximize each sensor node’s utility function, the
connectivity of the node’s local area is preserved. Furthermore, through the same
process, the connectivity of the network is also guaranteed.
This dissertation proves the existence of a Nash equilibrium for the game. To
understand the worst-case performance of the CTCA algorithm, this dissertation
also develops two centralized topology control algorithms to together calculate the
price of anarchy of the game played by the CTCA algorithm. Our simulation results
show that, given abundant information, the CTCA algorithm is able to achieve a
similar performance as the best possible topology control algorithm.
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1.5 Organization
Chapter 2 of this dissertation starts by formally presenting the problem of try-
ing to achieve a good representation of the area of interest. It later develops a
two-measurement metric for measuring and quantifying the quality of representation
achieved by any sensor network layout and then discusses the rationale behind their
use.
Chapter 3 focuses on developing a sleep/sense scheduling algorithm for a spot-
sensing application, where extending the lifetime of the sensor network under the
constraint of achieving a good representation of the physical or environment condition
of the area of interest is the primary goal. The chapter starts by proposing a general
dynamic scheduling algorithm. Later in the chapter, a specific heuristic algorithm
is proposed and is shown to be able to extend the lifetime of the sensor network
compared with other distributed algorithms. It is also shown to be able to achieve a
better representation of the region of interest compared with other algorithms using
the metrics provided in Chapter 2.
Chapter 4 first improves upon a simple yet effective topology control algorithm—
the DRNG algorithm—to propose a more energy efficient algorithm called the Ordered-
Edge DRNG algorithm. Then, by employing the Ordered-Edge DRNG algorithm, this
chapter illustrates the potential energy cost and obstacles for adapting a topology con-
trol algorithm that is designed to function under a weak connectivity constraint to
function under a strong connectivity constraint.
Chapter 5 of this dissertation proposes a dynamic distributed topology control
algorithm which works under the strong communication constraint. By taking into
account of the energy levels on each of the sensor nodes, as well as the energy con-
sumed for transmitting a packet, the Energy Balanced Topology Control (EBTC)
algorithm is able to distribute the energy consumption among the sensor nodes more
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evenly, and therefore, greatly extend the lifetime of the network.
Chapter 6 investigates a game theoretic approach for extending the lifetime of
a sensor network under the weak connectivity constraint. By dynamically changing
the topology of the network, this approach helps to further extend the lifetime of
a sensor network compared with other static topology control algorithms under the
same communication requirement. By taking into account all the nearby nodes’
remaining power levels and through a cooperative process, the algorithm is able to
more evenly distribute power consumption among the sensor nodes and allows a
dynamic topology throughout the sensor network’s lifetime.
Since the algorithm discussed in Chapter 6 employs game theory to help determine
the topology of the network, it is therefore essential to understand the worst-case
performance of the algorithm. Chapter 7 thus proposes two centralized algorithms
to capture the optimum solution and the worst-case performance of the algorithm
proposed in Chapter 6. These two algorithms work together to produce the price of
anarchy of the game played by the algorithm discussed in Chapter 6. This chapter
also studies the influences of the communication radius as well as the sensor nodes
density upon the performance of the algorithm.
Finally, Chapter 8 concludes the dissertation and discusses future work.
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2. Metrics for quantifying the quality of representation
2.1 Introduction
Networks of inexpensive low-power sensor nodes may be deployed to sense, gather
and process information in a region of interest for a variety of purposes including
surveillance, target tracking, wildlife monitoring and pollution studies [3]. Based on
the expected behavior of individual nodes, these applications of sensor networks may
be broadly categorized into two types: area-sensing applications and spot-sensing
applications. Examples of area-sensing applications include enemy surveillance, tar-
get tracking, intrusion detection and wildlife monitoring through audio/image/video
recording; in these applications, sensor nodes make relevant observations within a
local sensing area using vision, sound, seismic-acoustic energy, infrared energy, or
magnetic field changes. On the other hand, in spot-sensing applications, each sen-
sor node makes measurements of physical phenomena such as temperature, humidity
and environmental pollution at precisely the spot where it is located, and there is no
concept of a sensing area. To estimate the physical condition of a certain point in
the region of interest, data collected by its nearby active sensor nodes will be used.
The farther the nearest active nodes are from the point, the poorer is the estimate of
the physical condition at the point. For example, if most of the active sensor nodes
are clustered together in one corner of a region, the quality of representation of the
region is likely to be poor. A more spatially uniform distribution, however, will lead
to an improved quality of representation. In this chapter, we consider spot-sensing
applications and introduce the problem of improving this quality of representation in
the data collected by the sensor network by improving the spatial uniformity of the
active sensor nodes in the region.
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The problem of improving the quality of representation is related but different
from the well-studied coverage problems typically considered for area-sensing appli-
cations [20, 27, 37, 38, 61, 71, 90]. In most of these coverage problems, a region is
considered k-covered if all points in it are within the sensing area of at least k active
nodes. However, such a notion of coverage based on a sensing area around a node,
while appropriate for area-sensing applications, is not useful for spot-sensing appli-
cations where a concept of a sensing area does not necessarily exist. In spot-sensing
applications, instead of referring to a point as being covered, k-covered or not covered
by the sensor network, we focus on how well its physical condition is approximated by
the network. As stated in the previous paragraph, its physical condition is estimated
from the data collected by the set of active sensor nodes located nearby. As opposed
to a binary function indicating that a point is either being covered or not covered
by an area-sensing sensor node in k-coverage problems, the quality of representation
of a point’s physical condition can be estimated by some function of the distances
between the point and its surrounding active nodes in spot-sensing applications. The
quality of this estimation also depends on the desired spatial granularity with which
the physical condition needs to be sampled. For example, for a sensor node layout
in which the active nodes are far from a certain point of interest, the quality of the
point’s representation will be poorer than in the layout in which the active nodes
are close to the point. Higher density of nodes will better achieve k-coverage and
may also achieve better representation of the region for spot-sensing; but yet, the
two problems are very different, especially when the desired density is specified. As
another example, given two layouts where the distances between the point of interest
and its nearest active sensor nodes are the same, the one in which the active sensor
nodes are farther apart yields a better representation quality by avoiding redundancy
in sensed data.
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Thus, for each point of interest, there is a certain quality of representation achieved
by a sensor network. In this dissertation, instead of just focusing on some specific
points of interest, we focus on all the points within the area of interest. Thus, the
quality of representation achieved by a sensor network is based on the quality of
representation achieved at all points in the region. This dissertation introduces new
metrics that help evaluate this quality of representation achieved by a sensor network
deployed in a region.
2.1.1 Contributions and organization
The contribution of this chapter is that it defines and tackles the new problem
of achieving a spatially uniform distribution of sensor nodes in a region of interest.
Spatial uniformity of sensing nodes is desirable to gather a high-quality representation
of the state of a region, especially for spot-sensing applications in sensor networks.
We develop a pair of metrics that together allow a quantitative assessment of
the quality of representation: the average representation error of the points in the
region and the unevenness of representation error across the points in the region.
Section 2.2 presents these metrics along with the rationale behind them. The average
representation error is used to indicate the mean error that a sensor node layout may
result in by using the data collected from the active sensor nodes to represent the
physical condition of all the points within the entire region. Based on the average rep-
resentation error of the points in the region, Section 2.3 develops a metric normalized
by the desired spatial density to allow for comparative evaluations of the quality of
representation achieved by a network across different desired spatial densities. Since
the normalized average representation error alone may not capture the distribution
of the representation errors, to quantify this property, section 2.4 borrows from the
field of economics and uses the Gini index, a well-accepted measure of inequality, to
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develop a new metric for the unevenness of representation error among the points in
the region. It serves as the metric that quantifies the inequality of the errors.
Section 2.5 discusses the need for both of these complementary metrics. Lower
bounds on both metrics are derived in Section 2.6. To show that these lower bounds
are not very loose in realistic scenarios, upper bounds on the strict lower bounds for
these metrics for the common scenario of a continuous two-dimensional region covered
by a sensor network are derived in the Appendix. Section 3.6 discusses work in sensor
networks as well as in other fields which seek to solve similar or related underlying
mathematical problems.
2.2 The metrics
In this section, we develop metrics to quantify the quality of representation achieved
in a sensor network deployment for spot-sensing applications. Past research that dis-
cusses related metrics has largely assumed a system model that is more appropriate
for coverage problems in area-sensing applications [20, 27, 37, 38, 61, 71, 90]. In these
problems, each sensor node has a pre-defined sensing range and the goal is to ensure
that each point in the region of interest is k-covered, i.e., lies within the sensing area
of at least k active sensor nodes. As opposed to coverage at a point in an area-sensing
application, the quality of representation of a point in a spot-sensing application is
not easily captured in an either-or binary manner, an implication of the fact that
there is no concept of a sensing area in spot-sensing applications. Even modified
coverage problems for area-sensing applications, such as when a point is considered
either covered or uncovered with a probability that is a function of the distance to the
nearest sensor node [101], do end up imposing a binary either-or assessment that is
not useful to assessing the quality of representation of the point. Also, metrics based
on the distances between active nodes (e.g., [17]) used in solving different problems
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do not capture the quality of representation for spot-sensing applications, a quantity
that is more about the points in the region of interest than the distances between
neighboring active nodes.
The quality of representation of a point depends on the error in the representation
of the point in the data collected by the sensor nodes. As mentioned in Section 2.1,
this error depends on some function of the distances between the point and the nearest
active nodes. This function may be different for different physical conditions and is
sometimes known (as discussed in [50]) but, most often, is unknown before network
deployment. For clarity of presentation, we describe our work using the case in which
the error in the representation of a point may be assumed to be directly proportional
to the distance between the point and its nearest active sensor node (the error is
zero if there is an active sensor node exactly at that point). However, the metrics
of quality of representation that we develop can be readily adapted to other cases
with different relationships between representation error at a point and the distances
to the nearby active nodes. Further, the heuristic algorithm we present later in this
chapter is also independent of this assumption. While our work in this chapter is
described in the context of a two-dimensional region of arbitrary shape covered by a
sensor network, the metrics presented here and the algorithm can be readily adapted
to the 3-dimensional case.
Thus, the metric used to measure the quality of representation should be able to
indicate the mean error in the sensed data of the physical condition of all the points
within the entire region. Therefore, the average of representation errors at all points
in the region, normalized by the desired spatial granularity of active nodes for the
physical condition being sampled, is one aspect of the quality of representation of
the region. As we will show later in this section, a low average representation error
alone does not tell the whole story and that an even spread of these values is also
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an essential aspect of the quality of representation. So, a second metric is needed to
indicate, independent of node density, whether the errors in estimating the physical
condition at points in the region are as uniformly distributed as possible. In the
following, we formalize and develop a rigorous definition of two metrics: the average
representation error based on the normalized average of the distances of the points
to their respective nearest active nodes, and the unevenness of representation error
based on the distribution of these distances.
2.3 Average representation error
Let dp(v) denote the distance of node v from point p. Let np(G) denote the near-
est node in G (the set of active nodes) from point p. Let dR(G) denote the average
value of dp(np(G)) over all points p in region R. dR(G) may also be thought of as the
expected value of dp(np(G)) for a random point p in the region. Intuitively, given the
same area of the region of interest and the same number of active sensor nodes, the
smaller the value of dR(G) the lower the representation error. However, as mentioned
in Section 2.1, the representation error should also depend on the desired spatial den-
sity of active nodes required for sampling of the physical phenomenon at the point.
For example, particulate pollution may have to be sampled at a higher spatial granu-
larity than temperature and so, the same average distances may not imply the same
representation error. Different applications can tolerate different average distances
between points and the nearest active nodes for the same quality of representation;
therefore, without knowledge of the desired spatial density, z, the value of dR(G) re-
veals little about the quality of representation achieved for an application. Therefore,
an appropriate metric is one that uses the average distance, dR(G), normalized by
the average distance in the best-case scenario at the desired spatial density.
The best-case scenario occurs when the region of interest can be covered in a
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(a) One active node at the center of
a unit square area.
(b) An active node placed at the cen-
ter of each of the four quarters of a
unit square area.
Figure 2.1: An example to illustrate the average representation error as a metric;
D(G,R) is the same in the two cases when the desired spatial density in (a) is 1 but
in (b) is 4.
space-filling fashion by non-overlapping circular areas with an active sensor node at
the center of each circular area. Note that such a scenario is not realistic and is used
here only as a means to derive a normalization factor in the metric. Given a desired
spatial density of z, the radius of these circular areas in the best-case scenario is given
by r = 1/
√
zpi. Recall that z denotes the desired number of active nodes per unit
area, the size of each circular area is pir2, and therefore, z = 1/pir2. The expected
distance from points in the region to the nearest sensor node in this case is given by:
∫ r
0
2pix
pir2
xdx =
2r
3
=
2
3
√
zpi
Thus, the normalized expected distance of points to their respective nearest nodes is
given by:
dR(G)
(
3
√
zpi
2
)
Dispensing with the constant, 3
√
pi/2, we define the average representation error,
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denoted by D(G,R), as:
D(G,R) = dR(G)
√
z (2.1)
Fig. 2.1 is illustrative of the average representation error as a metric. Consider a
square region of interest of unit area. The average representation error in Fig. 2.1(a)
when the desired spatial density is 1 is the same as the average representation error
when the desired spatial density is 4.
2.4 Unevenness of representation error
The field of economics has a long history of measuring inequality and a vast body of
literature on the topic [18, 70]. For measuring the unevenness of representation error,
we use a popular and well-accepted metric in economics, the Gini index, based on
the relative mean difference between the quantities being compared [28]. Gini index
is known for its simplicity, easiness in interpretation, and avoidance of references to a
statistical average or position unrepresentative of most of the population. An index
of 0 indicates a perfect even distribution where each data point in the population
is the same. An index of 1 indicates maximal inequality. It also has the following
four features that are particularly useful in this context for comparing inequality
of representation amongst entirely different sensor node layouts and different-sized
regions [83]:
• Anonymity: it does not matter which quantity has the highest or lowest value.
• Scale independence: it does not matter what is the range of the data values.
• Population independence: it does not matter what is the size of the data pop-
ulation.
• Transfer principle: if a quantity (δ) is transferred from a large data point A to
a small data point B (δ ≤ A−B), then the resulting distribution is more equal.
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Consider m quantities, g1 ≤ g2 ≤ · · · ≤ gm. The mean difference between these
quantities is:
∆ =
1
m2
m∑
i=1
m∑
j=1
|gi − gj|
The relative mean difference is the mean difference divided by the mean, g. The Gini
index is defined as one-half of the relative mean difference, i.e.,
Gini index =
∆
2g
=
1
2gm2
m∑
i=1
m∑
j=1
|gi − gj|
A brief discussion of a number of different interpretations of the Gini index may be
found in [52]. The Gini index, proposed about 90 years ago, continues to be widely
used in not just economics but also in science and engineering [31, 92].
In our case, the quantities being compared for inequality using the Gini index are
the distances of points to their respective nearest active sensor nodes. Adapting the
Gini index to the context of our problem poses one issue: the number of quantities
we have is infinite because of the infinite number of points in any finite region of
interest. Therefore, instead of using summations, we consider expected values in
defining unevenness. Let p and q denote two arbitrary random points in the region
of interest R. We define the unevenness of representation error, U(G,R), of graph G
in the region R as:
U(G,R) =
E[|dp(np(G))− dq(nq(G))|]
2dR(G)
(2.2)
where p, q ∈ R. The smaller the value of the above quantity, the better the spatial
uniformity.
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Figure 2.2: An example illustrating that improving U(G,R) does not necessarily
improve D(G,R).
2.5 One metric or two?
For both metrics, D(G,R) and U(G,R), a smaller value of the metric implies
better quality of representation. A legitimate question at this point is whether min-
imizing one also minimizes the other, i.e., whether we need both of the above two
metrics or if one of the metrics above can serve as the sole metric for measuring the
quality of representation. We answer this using two simple examples: one in which
U(G,R) is minimized but D(G,R) is not; another in which the D(G,R) is minimized
but U(G,R) is not.
Does improving the evenness also improve the average? Fig. 2.2 considers two
regions, each of unit square area but with different sensor node deployments for a
desired spatial density of 1. In other words, we wish to place exactly one sensor node
in the region. In the first of the two regions, a sensor node is placed at the centroid
of the area while in the other region, the node is placed at one of the corners of the
square region. Note that both D(G,R) and U(G,R) are minimized in the former
case for the desired spatial density of 1. Also note that D(G,R) is maximized in the
latter case. We now claim that the unevenness of representation is equal in the two
cases and also the best achievable. The unevenness of representation error depends
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(a) A placement in which
U(G,R) is minimized but
D(G,R) is not.
2h/3
(b) A placement in which
D(G,R) is minimized but
U(G,R) is not.
Figure 2.3: An example illustrating that improving D(G,R) does not necessarily
improve U(G,R).
on the normalized distribution of the distances from the points in the region to the
one active sensor node. Dividing the square region of interest into four quarters as
shown in the region on the left-hand side in Fig. 2.2, we note that this distribution
for points within each of the quarters is identical to each other. Since the overall
distribution of these distances in the full square region of unit area is composed of the
identical distributions within each of the quarters, the unevenness of representation
in the region of unit square area in the left-hand side region is the same as that
within each of the quarters. Now, the sensor node deployment shown in the region
on the right-hand side of Fig. 2.2 can be thought of as an enlargement of one of the
quarters in the region on the left-hand side, and therefore, achieving the same degree
of evenness. This example shows that U(G,R) can be the minimum possible when
D(G,R) is the minimum or the maximum possible. This shows that achieving the
lowest possible unevenness of representation error does not necessarily achieve the
best average representation error; in fact, sometimes it can even lead to the worst
possible average representation error.
37
Does improving the average also improve the evenness? Consider a toy example of
a region composed of two one-dimensional regions arranged in the form of a sideways
‘T’ as shown in Fig. 2.3. Assume that the desired spatial density corresponds to
placing two active sensor nodes in the region. Fig. 2.3(a) illustrates a placement in
which U(G,R) is minimized. Fig. 2.3(b) shows another placement of the two sensor
nodes in which D(G,R) is minimized but U(G,R) is not minimized.
The two examples above show that improving the evenness does not necessarily
improve the average representation error and that improving the average does not
necessarily improve the evenness of representation error. Therefore, both metrics are
essential to gaining insight into the quality of representation, even though different
metrics may rank differently in their importance to different applications.
2.6 Lower bounds on D(G,R) and U(G,R)
For all of our subsequent analysis, it is insightful to have values of the lowest possi-
ble average representation error and the lowest possible unevenness of representation
error. The following theorem proves these bounds.
Theorem 1. The lower bound on D(G,R) is 2/(3
√
pi) ≈ 0.376 and the lower bound
on U(G,R) is 0.2.
Proof. The lower bounds of both D(G,R) and U(G,R) are achieved when the sensing
nodes are perfectly evenly distributed such that the region of interest is completely
covered by non-overlapping circular areas of radius r with a sensing node at the center
of each circle. Since each circle is identical to all others as far as the distances of all
points to their nearest active nodes are concerned, D(G,R) and U(G,R) for each
circular region are the same as D(G,R) and U(G,R) for the entire region.
The lower bound on D(G,R) is the average distance between the center of a unit
circle and the points within the circle. This is an easily-derived geometric result [94].
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Focusing now on U(G,R), note that the average distance between a point and the
center of the circle is given by:
d =
∫ r
0
2pix
pir2
xdx =
2r
3
(2.3)
Consider two random points within such a circle at distances x and y from the center
of the circle.
E[|x− y|] =
∫ r
0
2pix
pir2
∫ r
0
2piy
pir2
|x− y|dydx = 4r
15
(2.4)
Using Eqns. (2.2) and (2.3):
U(G,R) =
(
1
2
)(
4r/15
2r/3
)
=
1
5
The bounds derived above are achieved in a scenario where the region of interest
can be perfectly covered by non-overlapping circles. The simplest case would be
a circular area with one sensor node placed at the center. While possible, this is
an unlikely scenario for regions covered by a sensor network and therefore, in the
Appendix, we consider regions of interest of arbitrary shape and prove upper bounds
on the strict lower bounds of D(G,R) and U(G,R). The reason we prove an upper
bound on the strict lower bound is to show that the lower bound derived above is not a
loose bound even for realistic scenarios. In the following, we will show in Theorem 2
that the strict lower bounds for regions of arbitrary shape are only slightly higher
than those for the ideal case proved above.
Given a region of interest, R, of arbitrary shape covered by a graph of active sensor
nodes, G, let LB(D) denote the strict lower bound on D(G,R) and let LB(U) denote
the strict lower bound on U(G,R). The following theorem derives an upper bound
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Figure 2.4: The ideal sensor node layout which yields the lower bound
on these strict lower bounds (to show that the lower bound derived in Theorem 1 is
not a very loose bound).
Theorem 2. Given a region of interest of arbitrary shape covered by active sensor
nodes,
LB(D) ≤
(
1
9
+
ln 3
12
)√
2
√
3 ≈ 0.3772 (2.5)
LB(U) ≤ 0.2038 (2.6)
Proof. Given a 2-dimensional region of arbitrary shape, we know that perfectly cir-
cular regions covered by each sensor node (as assumed in the proof of Theorem 1)
will not achieve a space-filling tessellation of the area. Thus, the lower bounds on
the quality of representation metrics will be higher for regions of arbitrary shape
than those in Theorem 1. A 2-dimensional plane can achieve a regular symmetric
tessellation with only three types of tiles: equilateral triangles, squares, or hexagons
40
[44]. When an active sensor node is placed at the centroid of each tile, hexagonal
tiles, being closer to a circular shape, achieve better quality of representation than
triangles or squares. A region of interest of any arbitrary shape can achieve a space-
filling tessellation with an infinite number of hexagonal tiles, each of infinitesimal size.
Therefore, the quality of representation achieved by infinite space-filling hexagonal
tiles, as shown in Fig. 2.4, is the best coverage that can be guaranteed for regions with
an unknown arbitrary shape. In fact, it is proved in the work of [9, 78] that given a
2-dimensional planar region of interest, the best representation is achieved when the
region is tessellated in a space-filling manner by hexagonal cells with a sensor node
placed at the centroid of each cell.
The metrics D(G,R) and U(G,R) for this scenario represents, respectively, the
upper bounds on the strict lower bounds of D(G,R) and U(G,R) for regions of
arbitrary shape.
Let r denote the distance between each pair of neighboring active sensor nodes
(placed at the centroid of each hexagonal tile). Consider each of the innermost trian-
gles (made up of dashed lines in Fig. 2.4) with sensor nodes as vertices. Consider the
nodes near the center of the region (i.e., not at the boundary); each node belongs to
six triangles and therefore, each triangle can be said to hold 3 × (1/6) = 0.5 nodes.
Thus, given z nodes per unit area, the number of these triangles that can cover a
unit area is z/0.5 = 2z. Note that the area of each triangle is
√
3r2/4. Since the area
covered by 2z of these triangles is 1, we have 2z(
√
3r2/4) = 1. Thus,
r =
√
2√
3z
(2.7)
For any point within each hexagonal tile, the closest sensor node is the one at
the centroid of the tile. Since all the hexagonal tiles are congruent and identical
with respect to the sensor node within them, D(G,R) and U(G,R) for the region of
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(a) A closer look at the neighbor-
hood of a sensor node in a spatial
distribution upon which the lower
bound is reached
d
30
A
B
(b) A closer look at the shaded tri-
angle in (a).
Figure 2.5: Geometric illustrations supporting the proof of Theorem 2.
interest is the same as the D(G,R) and U(G,R) for any one hexagonal tile. Consider
one such hexagonal tile, shown by solid lines in Fig. 2.5(a). The hexagonal tile can be
divided into twelve non-overlapping congruent right-angled triangles, one of which is
shown shaded in Fig. 2.5(a). Since the triangles are all congruent and also identical
with respect to the placement of the nearest sensor node, D(G,R) and U(G,R) for
the hexagonal cell is the same as the D(G,R) and U(G,R) for each triangle. Consider
one such triangle, shown in Fig. 2.5(b).
Denote by d the length of the shortest edge of the triangle in Fig. 2.5(b). Using
elementary geometry, d =
√
3r/6. The triangular area can be divided into two parts:
• Area A: the area in which the distance between any point in the region to the
sensor node is no larger than
√
3d.
• Area B: the area in which the distance between any point in the region to the
sensor node is larger than
√
3d.
The two parts of the triangular region are shown in Fig. 2.5(b). Thus, the expected
distance between a point in the triangular area to the sensor node can be computed
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based on the expected distances from points within each of these two parts:
d =
pi
6
∫ √3d
0
x2dx
√
3
2
d2
+
∫ pi
6
0
∫ √3d
sin(θ+pi3 )
√
3d
x2dxdθ
√
3
2
d2
=
(
2
3
+
1
2
ln 3
)
d (2.8)
Given d =
√
3r/6 and Eqns. (2.1) and (2.7), we have:
D(G,R) = d
√
z =
(
2
3
+
1
2
ln 3
)
d
√
z =
(
1
9
+
1
12
ln 3
)√
2
√
3
≈ 0.3772 (2.9)
We now proceed to derive U(G,R). Consider two random points whose distances to
the sensor node are x and y. There are three cases where the locations of the two
points may fall.
• Case 1: Both points fall within Area A.
• Case 2: One of the points falls within Area A and the other within Area B.
• Case 3: Both points fall within Area B.
We now consider each of the three cases. In the following, Ew[|x − y|]i denotes the
expected value of |x− y| weighted by the probability of Case i.
Case 1:
Ew[|x− y|]1 =
∫ √3d
0
∫ y
0
(y − x)
pi
6
xdx
√
3
2
d2
pi
6
ydy
√
3
2
d2
+
∫ √3d
0
∫ x
0
(x− y)
pi
6
ydy
√
3
2
d2
pi
6
xdx
√
3
2
d2
=
√
3pi2d
45
(2.10)
Case 2:
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The probability that a point falls in Area A is
∫ √3d
0
pi
6
xdx
√
3
2
d2
and the probability that a point falls in area B is:
∫ pi
6
0
∫ √3d
sin(θ+pi3 )
√
3d
ydydθ
√
3
2
d2
Define kθ as:
kθ =
√
3d
sin(θ + pi
3
)
Therefore,
Ew[|x− y|]2 = 2
∫ pi
6
0
∫ kθ
√
3d
∫ √3d
0
(y − x)
pi
6
xdx
√
3
2
d2
ydydθ
√
3
2
d2
= pid(−2
3
+
2
9
√
3 +
1
6
√
3 ln 3) (2.11)
Case 3:
The probability that both points fall in Area B is:
(∫ pi
6
0
∫ √3d
sin(θ+pi3 )
√
3d
ydydθ
√
3
2
d2
)2
Define kη as:
kη =
√
3d
sin(η + pi
3
)
Therefore,
Ew[|x− y|]3 =
∫ pi
6
0
∫ kθ
√
3d
∫ pi
6
0
∫ kη
√
3d
|x− y|dydη√
3
2
d2
dxdθ
√
3
2
d2
(2.12)
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Since Ew[|x− y|]3 is bounded above as follows:
Ew[|x− y|]3 < 2(
∫ pi
6
0
∫ kθ
√
3d
ydydθ
√
3
2
d2
)2(2−
√
3) = 2(1−
√
3pi
6
)2(2−
√
3)d
Thus, the overall expected difference between distances to the sensor node is:
E[|x− y|] = Ew[|x− y|]1 + Ew[|x− y|]2 + Ew[|x− y|]3
<
√
3pi2d
45
+ pid(−2
3
+
2
9
√
3 +
1
6
√
3 ln 3) + 2(1−
√
3pi
6
)2(2−
√
3)d
Using the above inequality with Eqns. (2.1) and (2.8),
U(G,R) < 0.2038
In this section of the appendix, we consider D(G,R) and U(G,R) when the spatial
distribution of active nodes is given by a Poisson point process.
Theorem 3. If the spatial distribution of active nodes is given by a Poisson point
process, the expected values of D(G,R) and U(G,R) are 0.5 and 1−1/√2, respectively.
Proof. Consider active sensor nodes randomly distributed in the region of interest,
R, given by a Poisson process of rate z active nodes per unit area. Therefore, the
probability that we will have k nodes within some area S is given by:
P (k, S) =
(zS)ke−zS
k!
(2.13)
In the following, we assume that the region of interest is large enough to ignore
boundary issues.
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From Eqn. (2.13), the probability that there are 0 active nodes within a radius of
r is given by:
P (0, pir2) =
(zpir2)0e−zpir
2
(0)!
= e−zpir
2
(2.14)
Consider a ring of radius r of infinitesimal area equal to 2pirdr. Using Eqn. (2.13)
again and noting that 2pirzdr → 0 implies e−2pirzdr → 1 − 2pirzdr, the probability
that there is exactly one active node on this ring is given by:
P (1, 2pirdr) =
(2pirzdr)1e−2pirz dr
1!
≈ 2pirz dr (2.15)
Thus, the expected distance, E[X1], between the node and its nearest neighbor is
given by:
E[X1] =
∫ ∞
0
rP (0, pir2)P (1, 2pirdr) ≈
∫ ∞
0
re−zpir
2
2pirzdr =
1
2
√
z
(2.16)
Using Eqn. (2.1), we get:
D(G,R) =
1
2
We now derive the expected value of U(G,R). Let W denote a random variable
indicating the distance of a random point from its nearest node. The probability
density function of W is given by:
pW (r) = 2pire
−pir2z
Consider any two random points whose distances to their respective nearest nodes
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are x and y. Now,
E[|x− y|] =
∫ ∞
0
pW (x)
∫ ∞
0
pW (y)|x− y| dy dx
=
∫ ∞
0
pW (x)
∫ x
0
pW (y)(x− y) dy dx+
∫ ∞
0
pW (x)
∫ ∞
x
pW (y)(y − x) dy dx
Focusing first on the inner integrals and simplifying, we get the following two results:
∫ x
0
pW (y)(x− y)dy =
∫ x
0
e−zpiy
2
2piyz(x− y)dy = x−
∫ x
0
e−zpiy
2
dy (2.17)
∫ ∞
x
pW (y)(y − x)dy =
∫ ∞
x
e−zpiy
2
2piyzdy(y − x)dy =
∫ ∞
x
e−zpiy
2
dy (2.18)
Define g(x) as follows:
g(x) =
∫ x
0
e−zpiy
2
dy
Since g(∞) = 1
2
√
1
z
, ∫ ∞
x
e−zpiy
2
dy =
1
2
√
1
z
− g(x)
Using (2.17) and (2.18), E[|x− y|] may be expressed as:
∫ ∞
0
pW (x)[x+
1
2
√
1
z
− 2g(x)]dx ≈
∫ ∞
0
e−zpix
2
2pixz
[
x+
1
2
√
1
z
− 2g(x)
]
dx
=
√
1
z
+ 2e−zpix
2
g(x)|∞0 −
∫ ∞
0
2e−zpix
2 d(g(x))
dx
dx
Simplifying further using routine calculus, we get:
E[|x− y|] =
√
1
z
(1−
√
1
2
) (2.19)
Given that the expected distance to the nearest node is 1/2
√
z, using Eqn. (2.19) in
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the definition of U(G,R), we get:
U(G,R) =
1
21
2
√
1
z
√
1
z
(1−
√
1
2
) = 1−
√
1
2
2.7 Conclusion
In this chapter, we have developed a two-metric measurement to measure and
quantify the quality of representation that can be achieved by an active sensor node
layout. The ‘Average Representation Error’ metric captures the normalized average of
the representation error that occurs when trying to represent the physical condition
of all the points within the area of interest using the data collected by the active
sensor nodes. The ‘Unevenness of Representation Error’, which is developed using
the concept of Gini index, captures the unevenness of the distribution of these errors.
We have demonstrated that both of the two metrics are necessary to correctly
capture the quality of representation that can be achieved by the active sensor node
layout. A good quality of representation is usually indicated by a small average
representation error and a small unevenness of representation error.
In this chapter, we have also calculated the lower bound on the average represen-
tation error and the unevenness of representation error. These two lower bounds will
be used as a reference for comparison against the performance of the topology control
algorithm that we will introduce in the following chapter.
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3. Under the representation constraint
3.1 Introduction
Energy being a key constraint in most sensor networks, this work assumes that
a sensor node can be programmed to make a choice at specific intervals of time on
whether it should be in the sense mode (also referred in this dissertation interchange-
ably as the active mode) or the sleep mode (in which its sensing module and its
communication module are turned off). An additional goal in spot-sensing appli-
cations becomes one of developing a distributed algorithm to determine sleep/sense
times with the specific goals of (i) conserving energy, (ii) achieving the desired spatial
density of active nodes, and (iii) finally, achieving a high quality of representation of
the region at all times by the network of active nodes.
The metrics for the quality of representation and the above goals of a distributed
algorithm are also relevant in the context of sensor networks with transducer hetero-
geneity. It is becoming increasingly common in real world sensor network applications
to integrate data from several different types of transducers [19, 39]. Microsensors,
especially those using microelectromechanical systems (MEMS), permit the sensing
of a variety of physical phenomena on a single sensor node [21]. Sensor nodes such
as the Berkeley MICA Mote typically integrate several transducer types, such as for
acceleration, temperature, light and sound, on a single board [36]. Each sensor node
typically has dynamic control over which transducers are active. Since different phys-
ical phenomena generally require sensing at different spatial granularities, one can
avoid unnecessary energy consumption by activating only a subset of transducers at
each of the sensor nodes. This calls for distributed algorithms executed by all the
sensor nodes to automate the process of determining which transducers should be
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activated on which nodes based on the desired density of each transducer type while
also ensuring that all points in the region are well-represented by measurements made
by each transducer type.
3.2 Problem statement
Consider N sensor nodes distributed within a certain region of interest, denoted
by R. Let G′ = (V ′, E ′) denote the graph of these sensor nodes where each node
u ∈ V ′ represents a sensor node and each edge (u, v) ∈ E ′ represents the fact that
nodes u and v are neighbors and can communicate directly with each other. Let
d(u, v) denote the Euclidean distance between sensor nodes represented by vertices u
and v. The Euclidean distances between nodes are computable if the nodes are all
fitted with low-power GPS receivers, or through location estimation techniques if only
a subset of nodes are equipped with GPS receivers [75], or by estimating distances
based on exchanging transmission and reception powers [51].
Let z denote the desired spatial density, in number of active nodes per unit area,
determined based on the spatial granularity with which the physical phenomenon
of interest should be sensed. Let G = (V,E) denote the subgraph of G′ such that
v ∈ V iff vertex v represents an active node (as opposed to one in sleep mode). In
this dissertation, we do not require that G be a connected graph because, in many
applications, retrieval of data from sensor nodes may be accomplished through mobile
gateways [81]. The problem now is one of determining G as a subgraph of G′ in a
distributed manner so that every point in the region is well-represented by the active
sensor nodes.
Given the discussion in Chapter 2, the problem of this chapter can be defines as:
given the metrics for quality of representation, what is a distributed algorithm that
one should employ to determine G (i.e., to determine which nodes should sense and
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which nodes should sleep) while achieving a high quality of representation?
3.3 Contributions and organization
Section 3.4 develops a generalized, distributed algorithm, called EvenRep(F ,L),
to achieve a better quality of representation for points in the region of interest. The
algorithm, a simple heuristic, is parameterized by two quantities: F , a target distance
function which specifies the desired distance between an active node and its k-th
nearest active neighbor and L, the maximum number of active neighbors that a node
should consider in making its decision to sense or sleep. The algorithm seeks to achieve
the target distance function for all active nodes. The target distance function, F , can
depend on whether the region of interest is 2-dimensional or 3-dimensional, the type
of application, or any spatial constraints specific to the region. Section 3.4.1 describes
the pseudo-code of the algorithm and the rationale behind it. We find that the ideal
target distance function is one based on the region of interest being tessellated by
congruent hexagonal cells with an active sensor node at the center of each cell. We
denote this target distance function by H and Section 3.4.3 describes EvenRep(H,L),
used in our simulation results.
Section 3.5 presents several simulation results on the performance of EvenRep(H,L)
and some other representative algorithms. The results show that the EvenRep(H,L)
algorithm achieves a significant improvement in the quality of representation in com-
parison to other algorithms. We show that achieving an improved quality of repre-
sentation through the life of the network has a welcome side-effect of significantly
improving the network lifetime. Section 3.7 concludes the chapter.
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3.4 The EvenRep(F ,L) algorithm
The design of a distributed algorithm for the problem stated in Section 3.2 requires
that a node make an estimate of the quality of representation in its local area in
comparison to the desired spatial density to reliably determine if it should sleep or
go active. Note that even though the quality of representation is about the distances
of points in the region to the nodes, only nodes and not the points can participate
in this distributed algorithm and so, we have to use heuristics based on distances
between nodes to achieve an improved quality of representation for the points. A
node, therefore, needs to know the expected distances to the nearest active neighbors
in a target distance function and compare these against the actual distances. Let
F denote a target distance function which specifies a mapping between k ≥ 1 and
the target distance between an active node and its k-th nearest active neighbor. The
origin of a target distance function, say F , may be the expected distances between
neighboring nodes in a given spatial distribution S, but targeting F in the algorithm
is not necessarily the same as targeting S. For the same reason, F is not necessarily
a mapping between k and the expected distance between a node and its k-th nearest
active neighbor in the spatial distribution S.
The target distance function, F , may depend on the environment and on the
application. In our preliminary work, the EvenCover algorithm [12], we used a 2-
dimensional plane with a non-ideal target distance function derived from a Poisson
point process. In this work, we recognize that the Poisson distribution does not offer
an ideal target distance function for improving the quality of representation. Given
a 2-dimensional planar region of interest, it is known that the best representation is
achieved when the region is tessellated in a space-filling manner by hexagonal cells
with a sensor node placed at the centroid of each cell [9, 78]. This ideal layout is
shown in Fig. 3.1 and we denote by H the target distance function based on this
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Figure 3.1: The ideal sensor node layout which yields the target distance function,
H.
layout. For a 3-dimensional region of interest, the ideal layout will be different and
likely based on one of the space-filling tessellations of 3-dimensional space discussed in
[4]. We propose a new algorithm which accepts any arbitrary target distance function,
F . Further, the algorithm presented here, EvenRep(F ,L), allows a limit, L, on the
number of active neighbors that a node will consider in its decision making process.
The choice of L in our implementation of the algorithm is discussed in Section 3.4.3.
3.4.1 Rationale and pseudo-code
As before, let N denote the total number of nodes in the region, A the area of
the region and z the desired spatial density. Let C denote the active node ratio, the
fraction of nodes in the region of interest that are active. Note that z is a property
of the application and not of the sensor network used by the application, while C
describes the state of the sensor network. Let Cz = zA/N denote the desired active
node ratio. Denote by Tk(F) the distance between the current node to its k-th nearest
active node in the target distance function F .
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Algorithm 1 The EvenRep(F ,L) algorithm executed at each node.
1: Initialization:
2: Turn on sense (active) mode with probability Cz.
3: EvenRep(F ,L) Algorithm (executes in a loop)
4: while true do
5: Wait for a random length of time between 0 and T
6: if node was last set to active mode then
7: Q← 1
8: else
9: Q← 0
10: end if
11: Broadcast hello message and receive acknowledgments from active neighbors
12: K ← min( number of active neighbors, L )
13: Compile list of K nearest active neighbors
14: for 1 ≤ k ≤ K do
15: Xk ← distance to k-th nearest active neighbor
16: Q← Q+ Tk(F)/Xk
17: end for
18: if (Q ≥ zpiX2K) then
19: if (Q− zpiX2K ≥ 0.5) then
20: Set node to sleep mode
21: else
22: Set node to sleep mode with probability (Q− zpiX2K)
23: end if
24: else
25: if (zpiX2K −Q ≥ 0.5) then
26: Set node to active mode
27: else
28: Set node to active mode with probability (zpiX2K −Q)
29: end if
30: end if
31: end while
The pseudo-code for the algorithm executed at each node is shown in Algorithm 1.
Since Cz is the desired active node ratio, nodes are turned to active mode with
probability Cz (line 2). Nodes that are in the sleep mode do not participate in the
algorithm during the time they are sleeping, but they do remember that they should
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periodically wake up after a certain random amount of time (line 5) to participate in
the algorithm to make a decision on whether to stay in the sleep mode or switch to
the sense mode. This is consistent with how the sleep mode works in most computing
devices; entering the sleep mode may stop many energy-consuming processes such as
transmissions and receptions but the device remains responsive to interrupts such as
internal timers intended to wake up the device.
Each node can compute a quantity Q at the point where it is located based on
a comparison between the actual distances to its nearest neighbors and their target
values. Let K denote the minimum of L and the number of active neighbors within
the node’s communication radius. Let Xk denote the distance between the node and
its k-th nearest active neighbor. When Xk is not computable because the neighbor
is outside the communication radius of the node, Xk may be assumed set to ∞ or
a very large number (for simplicity’s sake, this case is ignored in the pseudo-code).
In the case in which the target distances are exactly achieved, Q should equal the
actual number of active neighbors within a radius of XK . The expected number of
nodes within radius XK at the desired active node ratio is zpiX
2
K . A node should stay
in its current mode or switch to a different mode depending on whether or not the
action taken helps bring the Q computed by it closer to zpiX2K . For example, if the
Q computed is lower than that implied in the active node ratio, the node should go
into the sense mode if not already in the sense mode.
Let Qi denote the Q computed by node i. The algorithm computes Qi as:
Qi = δi +
Ki∑
k=1
Tk(F)
Xk,i
(3.1)
where Xk,i is the distance from node i to its k-th nearest neighbor, Ki is the minimum
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of L and the number of active neighbors of node i, and δi is given by:
δi =
 1, if node i is in sense (active) mode,0, if node i is in sleep mode. (3.2)
If Qi computed as above exceeds zpiX
2
K,i by 0.5 or more and node i is in active mode,
turning it to the sleep mode will reduce Qi by exactly 1, reducing the difference
between Qi and zpiX
2
K,i. In other words, this achieves a desired goal of bringing
the local active node ratio closer to that corresponding to the desired spatial density.
Thus, comparing the difference between Qi and zpiX
2
K,i against the number 0.5 allows
the node to best decide if it should sense or sleep so that Qi is as close to zpiX
2
K,i as
possible after it makes the decision. Similarly, if zpiX2K,i exceeds Qi by 0.5 or more and
node i is in sleep mode, turning it to the active mode will also bring the local active
node ratio closer to that corresponding to the desired spatial density. If Qi exceeds
zpiX2K,i by less than 0.5, the algorithm sets the node to sleep mode with probability
equal to Qi − zpiX2K,i. This does not necessarily bring the local spatial density closer
to the desired value but is an attempt to bring the overall active node ratio of the
network closer to that corresponding to the desired spatial density. Similarly, if
zpiX2K,i exceeds Qi by less than 0.5, the node is set to active mode with probability
zpiX2K,i − Qi. As a further clarification, it is worth mentioning that the number 0.5
is not based on a heuristic; it is the exact number to compare against in order to
minimize the difference between Qi and zpiX
2
K,i (because Qi can only change by 1
when node i changes its mode).
3.4.2 Complexity analysis
We now examine the computational, communication and memory complexity of
the EvenRep(F ,L) algorithm as presented in Algorithm 1. Note that the execution
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of line 11 has communication and computational complexity O(∆), where ∆ is the
maximum number of active nodes within a node’s communication radius. Lines 12–13
have computational complexity O(1) because each sensor node has to compile K ≤ L
active neighbors where L is a small constant. During the execution of lines 14–17,
the node updates Q based on the distances between itself and up to K neighbors,
each of which takes O(1) time. Again, since K ≤ L, a small constant, this too adds
a complexity of only O(1). The rest of the algorithm is also O(1) and therefore, the
computational complexity of the algorithm at each node is O(∆). The communication
complexity of EvenRep(F ,L) is also O(∆), since all communication in the algorithm
takes place in line 11 discussed above. The memory usage of the algorithm is also of
order O(∆).
Note that the topology control algorithm, running independently of EvenRep(F ,L),
may have its own communication complexity associated with each node. This com-
plexity depends on the topology control algorithm used (which can vary greatly de-
pending on the algorithm [57, 88, 89]). The complexity depends also on the method
used to estimate the distance to each active neighbor (such as whether it is based on
assuming GPS devices in the sensor nodes [75] or on exchanging transmission and
reception powers [51]).
3.4.3 EvenRep(H,L)
In the following, we focus on F = H as the target distance function and compute
Tk(H) for use in the EvenRep(H,L) algorithm. In the perfect layout (shown in
Fig. 3.1), upon which the target distance function H is based, each active node has
six equidistant active neighbors. Assuming an arbitrary distribution of sensor nodes
in a region with a given node density z, the expected radius of a circular region
that contains seven active nodes is r =
√
7/(piz). To achieve a correspondence to a
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perfectly uniform distribution such as in Fig. 3.1, the heuristic EvenRep(H,L) uses
a target distance of
√
7/(piz) from an active node to each of its six active neighbors.
Coincidentally and conveniently, for most topology control algorithms, the number
of active neighbors is typically 6 or smaller [57, 88, 89]. Therefore, we provide here
the target distance function only for k ≤ 6:
Tk(H) =
√
7
piz
, if k ≤ 6 (3.3)
The EvenRep(H,L) algorithm analyzed in this chapter uses the above expression for
the target distance function H, and with L set equal to 3. This choice of L is based
on our finding that the fourth neighbor and beyond (i) have a diminishing influence
on the quality of representation within the local region of the node, and (ii) are better
and more effectively considered at other nodes for which they are one of the three
closest neighbors.
3.5 Simulation results
Our simulation experiments use 1000 sensor nodes located in a square region of
unit area with a spatial distribution given by a Poisson point process (each point in
the region is equally likely to have a node). In our implementation of EvenRep(H, 3),
we choose T as equal to 10 units of time (recall from line 5 of the pseudo-code in
Algorithm 1 that each node waits a random length of time between 0 and T between
making the sense/sleep decisions). The desired spatial density, the corresponding
active node ratio and the communication radius used in the experiments are described
as we discuss each of the simulation experiments in the following subsections.
Each data point reported in the figures in this section represents an average of 200
different simulation experiments (each using a different initial layout of the nodes).
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(b) Unevenness of representation error, U(G,R), achieved by
EvenRep(H, 3) plotted against time from 0 to 10T for different values
of the communication radius.
Figure 3.2: Plots showing the convergence of EvenRep(H, 3) as the algorithm executes
and improves the quality of representation. In these experiments, the desired spatial
density used corresponds to an active node ratio of 0.35.
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Based on the method of batch means to estimate confidence intervals, we have de-
termined that the 95% confidence interval is within ±1% for each of the data points
reported in the graphs.
Our algorithm begins with each node turning itself on with probability equal to
Cz, where Cz denotes the expected active node ratio when the desired spatial density
is z. Thus, the spatial distribution of active nodes at the beginning of the simulation
is given by a finite Poisson point process. To understand the reference point at which
the simulation begins, we prove an additional set of results in Appendix 2.6 on the two
metrics. Theorem 3 in Appendix 2.6 proves that when the active nodes are located in
the region with a spatial distribution given by a Poisson point process, the expected
value of the average representation error, D(G,R), is 0.5 and the expected value of
the unevenness of representation error, U(G,R), is 1 − 1/√2 ≈ 0.293. Due to the
use of a finite Poisson point process for the initial layout of the nodes in the unit
area in our simulation experiments, border effects cause the initial values of D(G,R)
and U(G,R) to be slightly larger than 0.5 and 1 − 1/√2, respectively. Recall from
Theorem 1 that a lower bound on D(G,R) is 2/(3
√
pi) ≈ 0.376 and a lower bound
on U(G,R) is 0.2. Therefore, in our simulation experiments, one should expect that
D(G,R) reduces to something between 0.5 and 0.376 and that U(G,R) reduces to
something between 0.293 and 0.2 after a certain length of time since the beginning of
algorithm execution.
3.5.1 Convergence
Fig. 3.2 shows the convergence of the EvenRep(H, 3) algorithm on the quality of
representation metrics, D(G,R) and U(G,R), for different values of the communi-
cation radius while the desired spatial density corresponds to an active node ratio
equal to 0.35 (i.e., given 1000 nodes in the unit area in our simulations, the desired
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Figure 3.3: Plots showing the convergence of EvenRep(H, 3) as the algorithm executes
and improves the quality of representation. In these experiments, the communication
radius used is 0.08.
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Figure 3.4: Plots comparing the quality of representation achieved by different algo-
rithms.
spatial density, z, corresponds to 350 active nodes). Almost all topology control al-
gorithms achieve an average communication radius at each node corresponding to six
or fewer neighbors [57, 89]. Therefore, the largest communication radius we use is
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0.08 units, which corresponds to approximately 6 active neighbors within a node’s
communication radius.
Fig. 3.2(a) plots the average representation error as the algorithm continues to
execute for a length of time equal to 10T . Fig. 3.2(b) shows the corresponding con-
vergence of the EvenRep(H, 3) algorithm on the unevenness of representation error
metric using the same set of parameters. Note that both the average and the uneven-
ness of representation error reduce rapidly as early as T (about 2 iterations of the
loop between lines 04–31 in Algorithm 1 because the expected length of time between
two iterations is T/2). It is not necessarily true that as the communication radius
increases, the average representation error, D(G,R), will reduce. This is because,
when the communication radius is small, in order to achieve the desired active node
density more nodes than necessary will determine that they should be active since
they have limited information about the status of other nodes in the region. This
reduces the average distance between active nodes, thus reducing D(G,R), but does
not necessarily improve U(G,R). As one might expect, as the communication radius
increases, each sensor node has more neighbors and is able to collect significantly
more relevant information about the quality of representation in its neighborhood,
thus reducing the unevenness of representation error. As the communication radius
becomes even larger, the number of active neighboring nodes increases correspond-
ingly, but EvenRep(H, 3) limits consideration to only three active neighbors. This
explains why the performance does not change significantly as the communication
radius increases from 0.05 to 0.08.
In our second set of experiments on the convergence properties of EvenRep(H, 3),
we keep the communication radius constant and vary the desired active node ratio
from 0.15 to 0.8. We use a communication radius of 0.08 units corresponding to an
average of about seven active nodes within the radius (i.e., six active neighbors of an
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active node) when the active node ratio is 0.35 (the density used in the previous set
of experiments). The result is plotted in Fig. 3.3(a) and Fig. 3.3(b) for an interval of
time up to 10T . Once again, the algorithm appears to converge rapidly within time
T , which corresponds to approximately 2 executions of the algorithm for each sensor
node. Note that the algorithm’s performance does not increase with the increase
of the active node ratio. In this set of experiments, the algorithm achieves its best
performance when the active node ratio is 0.15, the smallest ratio used in the exper-
iments. This is expected because, when the active node ratio is high, the algorithm
has fewer choices in determining the active node layout and becomes more confined
to the original Poisson distribution of the nodes; on the other hand, when the active
node ratio is low, the algorithm has more choices in determining which nodes should
sense and which should sleep, leading to an improved quality of representation. A
theoretical proof of the convergence of the algorithm remains an open problem.
It should be noted that, while fast convergence to low values of these metrics is
desirable, convergence to one particular layout of the active nodes is not desirable.
This is because the lifetime of a network suffers if nodes, once chosen to be active,
remain active forever. We find that the EvenRep(H, 3) algorithm does possess this
desirable property; in the simulations reported in Figs. 3.3(a) and Fig. 3.3(b) with an
active node ratio of 0.35, a node makes a transition from sense mode to sleep mode
or vice versa an average of once every 4 rounds.
3.5.2 Comparative analysis
We report results for the following distributed algorithms:
• The EvenRep(H, 3) algorithm: The EvenRep(F ,L) algorithm using a target
distance function F = H (based on a node placement in which the region is
covered by non-overlapping hexagonal cells with each sensor node covering one
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cell) and L = 3. The value of Tk(H) used in the algorithm implementation is
discussed in Section 3.4.3 (see Eqn. (3.3)).
• The EvenCover algorithm: This is our preliminary work [12] that employs a
target distance function derived from a distribution of sensor nodes given by a
Poisson point process.
• Sponsored Cover: For a representative coverage protocol that assumes an area-
sensing application, we choose the well-cited coverage-preserving node-scheduling
scheme based on sponsored coverage calculations [96]. In this protocol, a node
decides to go into the sleep mode if its entire designated sensing area is also
covered by its neighbors. To avoid situations in which each of two neighbors
expects a certain spot to be covered by the other, the protocol implements a
random time for which each node delays its decision.
• Flip: In this protocol, each node counts the fraction of its neighbors (including
itself) that are active and sets itself into either the sleep mode or the active
mode depending on whether or not this fraction is larger or smaller than the
desired active node ratio. We use this algorithm as representative of coverage
strategies based on distributed algorithms for graph coloring that do not use
the distance between the nodes in their computations [76].
Figs. 3.4(a) and 3.4(b) plot the performance of these algorithms against the com-
munication radius after the algorithms execute for a period of time 5T . The Spon-
sored Cover algorithm takes the communication radius as the sole input while the
other three also require the desired active node ratio as an input (chosen as 0.35 in
these figures). The figures show that EvenRep(H, 3) achieves the best quality of rep-
resentation among the algorithms studied. Given that the target distance function H
is based on a more spatially uniform distribution of nodes than a Poisson point pro-
cess (upon which the EvenCover algorithm is based), one expects the EvenRep(H, 3)
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algorithm to perform better than EvenCover (as is also observed in these results).
Note that a difference between EvenCover and EvenRep(H, 3) emerges only for com-
munication radius larger than 0.04. This is because the probability that a circular
region of radius 0.04 has more than 3 active nodes (at an active node ratio of 0.35)
is close to only about 10%. EvenCover is not limited in considering only 3 neigh-
bors as EvenRep(H, 3) is, and so a difference between these algorithms emerges only
when the communication radius increases to the point such that the number of active
neighbors is frequently larger than 3.
The Flip algorithm does not consider distances between nodes and therefore, is
far from being able to achieve a good quality of representation. The Sponsored
Cover algorithm does consider distances between nodes but it seeks full, and not
necessarily even, coverage of points in the region. As a result, in parts of the region
with a denser cluster of nodes, the Sponsored Cover algorithm will unnecessarily turn
on larger numbers of nodes resulting in poorer spatial uniformity. One may note
that Sponsored Cover is not seeking to achieve spatial uniformity and therefore, it
is not fair to compare its results on quality of representation against EvenRep(H, 3).
However, such a comparison is highly illustrative because it shows that approaches
based on area-sensing may achieve their intended goal of coverage of the area but
do not necessarily achieve a good quality of representation desirable for spot-sensing
applications.
In all of the above, we have used L = 3 in the EvenRep(H,L) algorithm. Fig. 3.5
depicts the impact of the parameter L on quality of representation achieved by the
algorithm. Using the same active node ratio of 0.35 as before (i.e., active node den-
sity of 350 given 1000 nodes in the region of unit area), the figure plots the average
representation error and the unevenness of representation error against different val-
ues of the communication radius. There are two main observations worth noting
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Figure 3.5: Plots showing the impact of the parameter L in the EvenRep(H,L)
algorithm. The active node ratio is 0.35 with 1000 nodes distributed in a region of
unit area.
here. Firstly, the differences in the performance of EvenRep(H, L) for different val-
ues of L are not large compared to the differences between the performance of the
EvenRep(H, 3) and other algorithms such as Sponsored Cover. Therefore, our choice
of using L = 3 is a reasonable one, especially at the realistic communication radius
of 0.08 corresponding to about 6 active neighbors. Secondly, Fig. 3.5 shows that the
performance of EvenRep(H, L) is largely the same for all values of L for communi-
cation radius smaller than 0.04. This is due to the fact that for a circular region of
radius smaller than 0.04, the expected number of active nodes within the region is
less than two (so, the expected number active neighbors of an active node is less than
one, given the active node density under consideration).
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Figure 3.6: Plots showing the network lifetime (the fraction of nodes alive is used as
an indication of network lifetime) and the degradation in the quality of representation
as nodes die. The simulation begins with 1000 nodes distributed randomly in a unit
square area with a desired active node ratio of 0.35. The communication radius used
is 0.08.
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3.5.3 Network lifetime
In this section, we compare the network lifetime of EvenRep(H, 3) with other
algorithms. In our simulation experiments, we begin with each node allocated a
certain amount of energy which is expended in the following two ways:
• Transmission, used to broadcast a node’s hello message intended to discover
active neighbor nodes and to transmit an acknowledgement for hello messages
received from any neighbors while the node is active.
• Reception, for receiving messages from neighbors.
The power consumption model is adapted from [96], with the assumption that each
node is allocated 0.1J of energy and each message is 250 bytes. The transmission
energy consumption and the reception energy consumption is calculated as follows:
ETx(d) = Eelec × k + εfriss-amp × k × d2 (3.4)
ERx = Eelec × k (3.5)
where ETx(d) is the energy consumed in transmitting the signal to an area of radius
d, k is the number of bits, Eelec is the energy consumed for the radio electronics,
εfriss-amp is for the power amplifier and ERx is the energy consumed in receiving the
signal. Radio parameters are set as Eelec = 50nJ/bit and εfriss-amp = 10pJ/bit/m
2.
Traditional area-sensing applications have high sensing costs while spot-sensing
applications considered in this chapter have low energy costs; ensuring a fair compari-
son between Sponsored Cover (for area-sensing applications) with our EvenRep(F ,L)
algorithm (for spot-sensing applications) requires that we do not consider the sens-
ing costs. In this experiment, therefore, sensing costs are not included in the energy
model in order to isolate the energy costs associated with the algorithm alone and
keep it independent of the sensing application. This is consistent with the research
69
literature in traditional coverage problems, such as in [96] which does not consider
the sensing costs in the analysis of the Sponsored Cover algorithm.
The EvenRep(F ,L) algorithm does not use the concept of rounds while Sponsored
Cover and Flip do. In order to present a fair comparison, therefore, we use a slightly
modified version of our algorithm so that each node is scheduled to work in rounds. At
the beginning of each round, each node randomly picks a start time, t, between 0 and
T , and broadcasts a hello message. It will wait for a time-out period such that all the
active neighbors have responded back with an acknowledgement. Thus, the node is
able to compile a list of active neighbors and then proceeds to make its decision based
on the information collected. At time t + δ after the start of the round, it switches
its state according to the decision made where δ indicates the node’s time-out period.
No broadcasting attempt has to be made after the node has made a decision. A node
is considered dead if it has consumed all the power allocated and alive, otherwise.
Once a node is dead, it cannot be turned on again nor can it broadcast or receive
signals.
A fair lifetime comparison can only be achieved when both the communication
radius and the active node ratio are the same for each of the four listed algorithms.
Recall that the Sponsored Cover algorithm does not require the active node ratio
as an input. However, since the active node ratio achieved by the Sponsored Cover
algorithm is a function of the communication radius employed, it strictly limits the
choice of the desired active node ratio we can use in our comparisons. In these
experiments, we use a communication radius of 0.08 units for all four algorithms.
Using this communication radius, we first note the active node ratio achieved by the
Sponsored Cover algorithm and then use this ratio as the input active node ratio for
the other three algorithms.
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Fig. 3.6(a) reports the fraction of nodes alive as time progresses to indicate the
network lifetime (for example, one may define network lifetime as the time until 50%
of the nodes are dead). Figs. 3.6(a) and 3.6(b) demonstrate that the EvenRep(H, 3)
algorithm significantly improves the lifetime of the network while also achieving a
better quality of representation even as nodes die. Since the Sponsored Cover algo-
rithm seeks area-sensing coverage of points in the region, some sensor nodes may have
to constantly stay active while its neighbors are constantly in sleep mode. The goal
of full coverage, therefore, contributes to a reduced lifetime while the goal of spatial
uniformity, appropriate for spot-sensing applications, results in an improved lifetime.
The combination of consistently achieving good spatial uniformity and the use of
random chance to place nodes in specific modes (as in lines 2, 22 and 28 in Algorithm
1) leads to the difference between the lifetime achieved by EvenRep(H, 3) and that
achieved by other algorithms. In addition to improved lifetime, Fig. 3.6(b) shows
that the EvenRep(H, 3) algorithm better preserves the average and the evenness of
representation error as nodes in the network die, in comparison to other algorithms.
This indicates that EvenRep(H, 3) achieves a more graceful degradation of the sensor
network as the battery power in the nodes are exhausted. The EvenCover algorithm,
on the other hand, does not achieve as good a lifetime. As can be observed from
Figs. 3.4(a) and 3.4(b), the EvenCover algorithm performs as well as EvenRep(H, 3)
when the communication radius is small (corresponding to 4 or fewer active neigh-
bors). However, a communication radius corresponding to an average of 6 active
neighbors is a more realistic scenario generated by topology control algorithms and
EvenRep(H, 3) performs significantly better in this range of the communication ra-
dius. This is largely because EvenRep(H, 3) achieves an even distribution of active
nodes more consistently than EvenCover through the lifetime of the network.
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3.6 Related work
The problem of designating the mode of a sensor node as either active or sleeping
is related (though not identical) to the 2-color instance of some versions of the dis-
tributed graph coloring problem [76, 103]. In these problems, each node takes on one
of two colors with the goal to minimize the number of neighbors of the same color as
itself. While the algorithms in this body of work will generally improve the spatial
uniformity of active nodes, they do not consider the distances between the nodes
in their computations and therefore, are limited in their application to the problem
under consideration. This is shown in Section 3.5 by simulating the Flip algorithm,
an adaptation of the algorithm in [100], in which each node begins with randomly
assigning itself one of two modes, and then, at random intervals of time, switches to
the mode that best approximates the active node ratio in its neighborhood.
Spatially uniform distribution based on distances is more explicitly considered in
another body of work related to the problem of facility location [24, 77]. The prob-
lem involves determination of the locations of facilities in an environment (such as
emergency services in a city) given some constraints and an objective function. In the
field of networking, related problems have been solved in the context of content dis-
tribution networks where one has to replicate resources in multiple locations (servers
on a network) to boost performance by minimizing delay from users to the nearest
resource or by achieving load balancing on the network [42, 43, 53, 79]. A variety of
techniques, including graph-theoretic approaches, heuristic algorithms and dynamic
programming, have been employed in these works to arrive at a solution. Ko and
Rubenstein developed the first distributed algorithm for the placement of replicated
resources, best described as a solution to the distributed graph coloring problem,
by having each node continually change its color in a greedy manner to maximize
its own distance to a node of the same color [45]. This work, which considers the
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distance between two nodes as that along the communication path and not as the
geographical distance, cannot be directly applied to the problem considered in this
chapter. A further reason this body of work does not directly apply to the problem
considered in this chapter is that they only consider the relationships between nodes
and not between the nodes and the points in the region of interest. Another set of
works consider a set of points in the region of interest as the targets, where the goal
is to cover and monitor each target point, as is discussed in [10]. This body of work
also does not serve the purpose of achieving good quality of representation because,
in our case, all points in the region are equally significant targets.
Points in the region of interest are most explicitly considered in the set of works
that propose coverage algorithms for sensor networks based on assuming a sensing
area for each node in area-sensing applications [20, 27, 37, 38, 61, 71, 90]. The goal is
usually to ensure that each point in the region of interest is within the sensing area of
at least k active sensor nodes. Section 3.5, which compares the quality of sensor node
representation and the lifetime of a representative member of this class of algorithms
with the one proposed in this chapter, shows that distributed algorithms to achieve
k-coverage do not much improve the quality of representation although they do not
specifically attempt it either.
Another body of work in which points are considered is in the determination of
the Voronoi cells of active sensor nodes. This is usually the flip side of the problem
considered in this chapter. For example, the work of [7] focuses on computing the
locus of points in a sensor field closest to a given sensor. It eventually comes down
to determining the sizes and shapes of the Voronoi cells of active sensors once the
topology of the active nodes is determined. This chapter, on the other hand, proposes
new metrics that quantify the evenness achieved by any Voronoi cell, or the evenness
achieved by the entire region, regardless of the existence of Voronoi cells. The goal
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of this chapter is not to determine the sizes and shapes of the Voronoi cells, but to
determine an active sensor node topology which yields the best evenness. It can be
done without the knowledge of the Voronoi cells, and the topology that yields the
best evenness is the one that has Voronoi cells of equal hexagonal shapes.
3.7 Conclusion
Recent research literature has largely focused on area-sensing applications where
the goal is to get each point in the region k-covered. In this chapter, we turn our
attention to spot-sensing applications and introduce a new problem with the goal of
achieving a good quality of representation by activating the sensor nodes in such a way
that active nodes are spatially uniformly distributed. To the best of the knowledge
of the authors, this is the first work that specifically targets quality of representation
of the points in the region for spot-sensing applications in sensor networks. A better
quality of representation indicates a shorter normalized average distance between the
points in the region of interest to their nearest active nodes, and an even distribution
of these distances. We have developed two complementary metrics to capture the
quality of representation achieved by a sensor node deployment and used these in our
evaluations of different algorithms.
We have developed a generalized distributed algorithm called EvenRep(F ,L),
which accepts two parameters: F , a target distance function that maps k ≥ 1 to the
desired distance from a node to the k-th nearest active neighbor and L, the maximum
number of active neighbors that a node will consider in its decision making. We
implement an instance of this algorithm using a target distance function, H, based on
a spatial distribution in which the 2-dimensional region is covered by non-overlapping
hexagonal cells with a sensor at the centroid of each cell. The results show that
EvenRep(H, 3) achieves a better quality of representation and, very importantly, a
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longer network lifetime than other related distributed algorithms.
Algorithms designed for area-sensing applications use the sensing radius as the
only input parameter to determine the sense/sleep status of nodes. A given sensing
radius implies a specific target spatial density, and vice versa. If the target density is
low, it implies a large sensing radius and therefore, for most coverage algorithms, a
large communication radius and high energy costs. Coverage algorithms designed for
area-sensing applications, therefore, cannot be adapted for spot-sensing applications,
especially at lower values of the desired density of active nodes. The EvenRep(H, 3)
algorithm, however, works well for spot-sensing applications at all active node densi-
ties while also achieving a longer lifetime. As a result, the EvenRep(H, 3) algorithm
also allows a graceful degradation of the network as nodes die because it preserves
the quality of representation at all active node densities. Admittedly, EvenRep(H, 3)
is a heuristic. Future work in this direction should seek a strong theoretical founda-
tion upon which distributed algorithms for improved quality of representation may
be based.
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4. Consumption analysis of different communication constraints
4.1 Introduction and motivation
During the decades when wireless network protocols were first designed, band-
width efficiency and error control were often the most important factors influencing
their design. With the increasing ubiquity of portable wireless devices and emerging
new application domains facilitated by mobile ad hoc networks and sensor networks,
energy efficiency has now become the most influential factor [30]. Older legacy proto-
cols, however, sometimes carry vestigial elements that were good ideas when designed
but are now discovered to have a high energy cost. Multimedia applications, in par-
ticular, have features for which legacy protocols are not well-suited. Many traditional
applications such as multimedia content delivery involve high-volume communication
in one direction but little communication in the other direction. Second, in compar-
ison to data traffic, multimedia communications have less of a need for packet-by-
packet acknowledgements in the reverse direction, especially in the case of real-time
applications. These features of multimedia suggest that symmetrical treatment of
communicating nodes in energy considerations is not ideal.
As has been discussed in Chapter 1, according to IEEE 802.11 [40], the current
dominant standard for wireless medium access, a wireless node that receives a frame
from a sender at the medium access control (MAC) layer will respond back directly
to the sender with an acknowledgment frame at the MAC layer. In this dissertation,
we refer to this requirement as mandated bidirectionality at the MAC layer, or just
mandated bidirectionality. Note that, the mandated bidirectionality and the require-
ment that the network has to be connected constitutes the strong communication
constraint that we have proposed in Chapter 1.
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Figure 4.1: An illustration of the impact of mandated bidirectionality. With the
transmission ranges shown in part (a) of the figure, the network is already connected
(each node can reach every other node by a single-hop or a multi-hop path). With
mandated bidirectionality, shown in part (b), node B has to increase its transmission
range.
In this chapter, we study the energy cost of communications under the strong
communication constraint in the context of topology control protocols in wireless ad
hoc networks [87]. We choose the context of topology control algorithms because
it is one of the simplest automated methods available to reduce energy costs and
extend the lifetime of ad hoc networks, especially sensor networks. Nodes in such
networks are typically equipped with limited energy resources and the lifetime of
the network depends critically on the efficient use of energy by these nodes [3, 30].
A topology control algorithm, described more formally in Section 4.2, contributes to
energy savings by seeking to reduce the power at which each node in a network makes
its transmissions while preserving global goals such as connectivity between nodes,
desired coverage of the region, or the average energy cost of a path. Reducing the
transmission powers of nodes changes the topology of the network (represented as a
graph with nodes as vertices and an edge between any two directly communicating
nodes). A comprehensive introduction to topology control may be found in [87]; a
few representative topology control algorithms include LMST [56], DRNG [57], CBTC
[54], DLSS [57] and XTC [102].
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There is no published work examining the impact of mandated bidirectionality
by studying the same topology control algorithm with and without such a mandate.
We illustrate the impact of bidirectionality using a simple example shown in Fig. 4.1.
Fig. 4.1(a) shows the case in which there exists no mandated bidirectionality. Node
B is within the communication radius of node A, enabling a direct link from A to
B. Since B is only transmitting to C, its transmission power is set by the path loss
from B to C. Note that every node is able to reach every other node in this network,
sometimes directly and sometimes through a multi-hop path, thus preserving connec-
tivity. When bidirectionality is imposed, however, since A makes direct transmissions
to B, B needs to send acknowledgements directly to A, resulting in an increase in the
power at which B has to make its transmissions.
4.1.1 Contributions and organization
We examine the impact of mandated bidirectionality on the effectiveness of topol-
ogy control algorithms in reducing the energy costs, by considering one of the popular
topology control algorithms, the Directed Relative Neighborhood Graph (DRNG) [57].
Our goal is to compare the energy savings achieved by versions of this algorithm for
the two cases with and without mandated bidirectionality.
In Section 4.3, we first develop an implementation of the DRNG algorithm (which
assumes no mandated bidirectionality) and prove that the order in which edges are
processed in this implementation yields a lower average transmission power for the
nodes in the network than with any other order (the work in [57] introduces princi-
ples underlying DRNG but does not specifically consider a network-wide ordering of
edges.) In Section 4.4, we develop a version based on the same principle as DRNG
but adapted for the situation in which bidirectionality is imposed while ensuring that
it also achieves the lowest average transmission power for the nodes in the network
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under the constraint of mandated bidirectionality.
Section 4.5 presents results comparing the two cases and shows that even an
innocuous-looking requirement such as mandated bidirectionality can have energy
costs that are as high as three times more than that without such a requirement in
realistic scenarios. Section 4.6 concludes the chapter.
4.2 Background
Consider a region in which a large number of wireless sensor nodes are located.
Let G = (V,E) denote a directed graph representation of this sensor network where
each vertex in V represents a node Ni and each edge (Ni, Nj) ∈ E represents the
fact that node Ni can send transmissions to node Nj directly at the link layer (which
implies that Nj is within the transmission range of Ni). If Ni transmits at power x,
and the signal strength that Nj receives from Ni is y, then define wi,j = x/y, the path
loss along the edge (Ni, Nj). In graph G, we set the weight of each edge (Ni, Nj) to
wi,j, the path loss along the edge.
Let Pth denote the threshold power for signal reception (minimum power of the
signal at the receiver for successful reception). To reach Nj successfully, Ni would
have to transmit at power wi,j × Pth. If each node is set to transmit at a particular
power level, to preserve the communication pattern represented by G, node Ni would
have to transmit at power maxj{wi,j|(Ni, Nj) ∈ E} × Pth.
Given the graphG above, the typical problem of topology control is one of finding a
subgraph G′ = (V,E ′) which preserves the connectivity among the nodes but reduces
the power at which each node needs to transmit. In other words, the goal is to
remove as many of the largest-weighted edges as possible from each node without
disconnecting the network. When bidirectional communication is mandated between
neighbors, the adjacency matrix of G′ is required to be symmetric (i.e., if A can send
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a frame to B, B needs to be able to send a frame to A). In the absence of mandated
bidirectionality, there is no such constraint on G′.
A topology control algorithm removes edges from G to obtain G′. Early topology
control algorithms assumed that nodes will possess accurate location information
about themselves and their neighbors, such as through GPS devices [55, 62, 85].
Later algorithms eliminated this limitation but assumed homogeneous nodes with
identical starting transmission ranges, such as in LMST [56] and CBTC [54]. More
recent algorithms address this issue in heterogeneous networks, the most prominent
among which is the Directed Relative Neighborhood Graph (DRNG) algorithm [57].
Suppose there are two ways for a certain node A to reach node B: either through
a direct link layer transmission from A to B, or by using a transmission from A to
an intermediate node C and then another transmission from C to B. The DRNG
algorithm is based on a simple rule that if the energy cost of direct communication
from A to B is larger than the energy cost of each of the two transmissions involved
in going through C, then we choose to not allow direct transmissions from A to B.
More formally, an edge is removed from the graph if it can be replaced by two edges,
each of lower weight than the one being removed. Let (Ni, Nj) be the edge with the
largest weight among edges starting from node Ni. If there exists a node Nk such that
Nk ∈ V, (Ni, Nk) ∈ E, (Nk, Nj) ∈ E and wi,j > wi,k, wi,j > wk,j, then edge (Ni, Nj)
will be removed. We refer to the intermediate node Nk as the bridge node for the
edge (Ni, Nj). Similarly, we refer to the edges (Ni, Nk) and (Nk, Nj) as the bridge
edges for the edge (Ni, Nj).
4.3 Topology control under the weak communication constraint
Among all edges starting from a node, the one with the largest weight should be
considered for removal first (otherwise, if an edge with a smaller weight is removed
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Figure 4.2: An example illustrating the transmission ranges of nodes with and without
mandated bidirectional communication at the MAC layer.
first, it may prohibit the removal of the one with the larger weight leading to unnec-
essarily increased energy consumption). However, even if each node follows this edge
removal process, when nodes begin this process in a distributed implementation, two
edges from different nodes may be removed in arbitrary order which may or may not
lead to each node achieving its best possible energy savings through topology control.
This shows that a global network-wide ordering of edge weights for choosing edges for
removal from the graph is critical to achieve the best energy savings. In this section,
we first prove that the best results with the DRNG algorithm are achieved when edges
from all nodes are together considered for removal in order of their weights as defined
in Section 4.2, starting with the edge with the largest weight.
4.3.1 Ordered-edge DRNG algorithm
Let e0, e1, e2, . . . denote an ordered list of edges in G such that the weight of edge
ei is larger than or equal to the weight of edge ej if i < j. The edge-ordered DRNG
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algorithm will begin with processing edges in order of this list starting with edge
e0. In other words, if there exists an edge of weight w, it will not be considered for
removal until all the edges of weight greater than w have already been considered.
There are two cases in which (Ni, Nj) will not be removed:
• Case 1: Edge (Ni, Nj) is the edge of largest weight from Ni and there exists no
bridge node for the edge (Ni, Nj). This case is illustrated by the edge (N1, N4)
in Fig. 4.2(a).
• Case 2: wi,j ≤ wi. This case is illustrated by the edge (N1, N2) in Fig. 4.2(a).
The above two cases constitute the basis for the edge-ordered DRNG algorithm
presented as a pseudo-code in Algorithm 2.
4.3.2 Analysis of edge ordering
Denote the directed graph resulting from the edge-ordered DRNG algorithm as
Gd = (V,Ed). Denote by Pd,i the transmission power of Ni after the edge-ordered
DRNG algorithm is executed and by Pd,i,j the power of the signal received by Nj from
Ni. Now, consider another DRNG edge removal algorithm that does not consider the
edges for removal in the same order as above (i.e., it could be in any arbitrary order).
Let us call this the unordered-edge DRNG algorithm. Denote by Gr = (V,Er) the
directed graph resulting from an unordered-edge DRNG algorithm. As above, denote
by Pr,i the transmission power of node Ni after the unordered-edge DRNG algorithm
is executed.
The following theorem states that the ordered-edge DRNG algorithm described in
Algorithm 2 achieves the same or lower transmission power for each node than that
achieved with any other ordering of edges.
Theorem 4. For any node Ni ∈ V , Pd,i ≤ Pr,i.
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Algorithm 2 The Ordered-Edge DRNG algorithm executed at node Ni
Upon execution of this algorithm, node Ni will make all its transmissions at power
Pd,i
1: Initialization:
2: E ′ = [e0, e1, . . . ]← Sorted list of edges in G . e0 has largest weight
3: n← 0
4: for Ni ∈ V do
5: si ← false . state flag for node Ni
6: end for
7: Ordered-Edge DRNG:
8: while n < |E ′| do
9: Ni ← tail node of en; Nj ← head node of en
10: if si is false then
11: Seek bridge node Nk for edge (Ni, Nj)
12: if a bridge node Nk is found then
13: Remove (Ni, Nj)
14: else
15: Pd,i ← wi,j × Pth
16: si ← true
17: end if
18: end if
19: n← n+ 1
20: end while
Proof. Suppose there exists a set of nodes S = {Ni|Ni ∈ V, Pd,i > Pr,i}. We will
prove S = φ by contradiction.
Choose an arbitrary node Ni ∈ S. Suppose edge (Ni, Nj) in Gd is the edge
from node Ni with the largest weight. Thus, this is the edge that determines the
transmission power for Ni. Also, since Pr,i < Pd,i, we can conclude that (Ni, Nj) /∈ Er.
Since (Ni, Nj) is the edge (in Gd) from Ni with the largest weight and since (Ni, Nj) 6∈
Er, we can say that at the time when (Ni, Nj) is removed by the unordered-edge
DRNG algorithm there must exist a node Nk such that (Ni, Nk) ∈ Er, (Nk, Nj) ∈ Er,
wi,k < wi,j and wk,j < wi,j. Now, the same bridge node Nk will also be found by
the ordered-edge DRNG algorithm and if (Ni, Nk) ∈ Ed and (Nk, Nj) ∈ Ed, edge
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(Ni, Nj) will be removed by the ordered-edge algorithm as well. However, the fact
that (Ni, Nj) ∈ Ed indicates that either (Ni, Nk) /∈ Ed or (Nk, Nj) /∈ Ed.
Since wi,k < wi,j and wk,j < wi,j, according to the ordered-edge DRNG algorithm,
(Ni, Nk) and (Nk, Nj) should not have been removed by the time (Ni, Nj) is tested for
edge removal. This is in contradiction with our conclusion in the previous paragraph
that at least one of the two edges is not in the graph generated by the ordered-edge
algorithm. Thus, we can conclude that Ni does not exist. Since Ni is any arbitrary
node in S, we conclude that S = Φ.
4.4 Topology control under the strong communication constraint
When bidirectionality is not mandated, if (Ni, Nj) is the edge with the largest
weight and there exists a bridge node for edge (Ni, Nj), then edge (Ni, Nj) can and
will be removed; however, with mandated bidirectionality, if there exists some node
Nt such that Nt communicates with Nj and wt,j > wi,j, then regardless of the pres-
ence of a bridge node or not, (Ni, Nj) will not be removed because Nj will make its
transmissions at a power level that will reach Ni, forcing Ni to reach Nj with its
transmissions. Fig. 4.2 illustrates an example of such a situation.
In Fig. 4.2(a), since N3 serves as the bridge node for communication in either
direction between N1 and N2, one would assume that the edges (N1, N2) and (N2, N1)
can both be removed. However, only edge (N2, N1) can be removed but not edge
(N1, N2). This is because there exists no bridge node for (N1, N4), resulting in N1
transmitting at a power level that reaches N2 (Case 1 in Section 4.3.1).
On the other hand, when bidirectionality is mandated, as illustrated in Fig. 4.2(b),
the fact that (N1, N2) is not removed leads to (N2, N1) also not being removed from
the graph. This leads to N2 transmitting at a power larger than it would in the case
when bidirectionality is not mandated.
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If edge (Ni, Nj) is being considered removal at node Ni, there are three cases in
which it will not be removed when bidirectionality is imposed:
• Case 1: (Ni, Nj) is the edge from Ni with the largest weight and there exists no
bridge node for (Ni, Nj). Thus, edge (Ni, Nj) will determine the transmission
range ofNi. This case is identical to Case 1 in Section 4.3.1 when bidirectionality
is not imposed. Edge (N1, N4) in Fig. 4.2(b) illustrates such a case.
• Case 2: Edge (Ni, Nj) has a smaller weight than the edge from Ni that deter-
mines Ni’s transmission range (based on Case 1 above). This case is identical
to Case 2 in Section 4.3.1 when bidirectionality is not imposed. Edge (N1, N2)
in Fig. 4.2(b) illustrates such a case.
• Case 3: Edge (Ni, Nj) is the edge from Ni with the largest weight and there
exists at least one bridge node for edge (Ni, Nj), but Nj has a transmission
power larger than wj,i × Pth. Since Nj can transmit to Ni directly, Ni will
also transmit to Nj as required by the mandated bidirectionality. Thus Nj’s
transmission power will be set by the edge (Ni, Nj). This is a unique case that
only applies when bidirectional communication at the MAC layer is mandated.
Edge (N2, N1) in Fig. 4.2(b) illustrates such a case.
The three conditions listed above constitute the core of a topology control algorithm
based on DRNG that accommodates mandated bidirectionality. If an edge (Ni, Nj)
falls under any of these cases, it will not be removed by the algorithm.
4.4.1 Ordered-edge DRNG with mandated bidirectionality
The version of the Ordered-Edge DRNG algorithm with mandated bidirectionality
is shown in Algorithm 3.
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Algorithm 3 The Ordered-Edge DRNG algorithm with mandated bidirectionality
executed at node Ni
Upon execution of this algorithm, node Ni will make all its transmissions at power
Pb,i.
1: Initialization:
2: E ′ = [e0, e1, . . . ]← Sorted list of edges in G . e0 has largest weight
3: n← 0
4: for doNi ∈ V
5: si ← false. . state flag for node Ni
6: end for
7: Ordered-Edge DRNG with mandated bidirectionality:
8: while n < |E ′| do
9: Ni ← tail node of en; Nj ← head node of en
10: if si is false and sj is false then
11: Seek bridge node Nk for edge (Ni, Nj)
12: if found Nk then
13: Remove (Ni, Nj) from G
14: else
15: Pb,i ← wi,j × Pth; si ← true
16: Pb,j ← wi,j × Pth; sj ← true
17: end if
18: else
19: if si is false then
20: Pb,i ← wi,j × Pth; si ← true
21: else
22: Pb,j ← wi,j × Pth; sj ← true
23: n← n+ 1
24: end if
25: end if
26: end while
Theorem 5. The undirected graph resulting from the Ordered-Edge DRNG algorithm
with mandated bidirectionality in Algorithm 3 achieves a transmission power for each
node that is no larger than is possible with any other ordering of the edges.
Proof. The proof of this theorem is similar to the one for Theorem 4 in Section 4.3.2.
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4.5 Simulation results
4.5.1 The simulation environment
In our simulation, the number of nodes that we deploy in the region of interest
ranges from 100 to 300, each placed in a random location in the region. Each node
has a maximum transmission power, W , that we choose to be large enough so that
the graph we start out with is a complete graph (i.e., every node within the graph is
directly connected to every other node).
The path loss exponent, α, is an important parameter in modeling a wireless en-
vironment and varies within a region depending upon a number of factors including
antenna characteristics, transmission frequency, the nature of the obstructions, mul-
tipath, and shadowing effects. While most of these effects are location-specific and
difficult to generalize across different environments [33], empirical observations in sev-
eral real environments do reveal that the distribution of path loss exponents within
a region of interest is Gaussian [22, 26, 29]. Our simulation models, accordingly, use
a Gaussian distribution of the path loss exponent.
In our simulation experiments, the distribution of path loss exponents is based on
results from empirical studies of indoor propagation described in [82]. We vary the
path loss exponent randomly using a truncated Gaussian distribution, as suggested
in [26], for simulation experiments. Based on empirical measurements of indoor prop-
agation at 634 locations in buildings [82], the path loss exponents in our experiment
follow a truncated Gaussian distribution between 2.7 and 3.5 with a mean of 3.1. To
understand the impact of variations in the path loss exponent, we report results of
simulation experiments with two different standard deviations of the path loss ex-
ponent: 0.0 and 0.4. Since the path loss between two nodes in opposite directions
is often the same (because the obstacles like walls and foliage are the same), in our
simulations we assign αi,j and αj,i to the same value.
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In our simulation, we use a normalized distance to ensure a correct comparison of
path loss across different edges when the path loss exponents are different. Denote
by Li,j the real un-normalized Euclidean distance between Ni and Nj; and by αi,j the
path loss exponent for transmissions from Ni to Nj. Consider a scenario as follows:
suppose Li,j = 1− δ and Li,k = 1+ δ where δ → 0 and αi,j  αi,k > 1. In this case, it
would be only natural to conclude that path loss from Ni to Nj is much larger than
that from Ni to Nk. However, if L
αi,j
i,j is to be used as the indicator of the path loss, it
would suggest that L
αi,j
i,j < 1 < L
αi,k
i,k leading to the false conclusion that the path loss
from Ni to Nj is smaller than that from Ni to Nk. Therefore, as is common practice
in such situations in wireless communications, we use normalized distances so that
all distances are greater than 1 unit. We define the normalized distance between
any two random nodes Ni and Nj as di,j = Li,j/dMin where dMin is a quantity small
enough to ensure that di,j ≥ 1 for all edges (Ni, Nj) in all the graphs that we use in
our simulation experiments. We have used a value of dMin = 0.0001 units while the
region in which nodes are located is of unit square area. The weight assigned to an
edge (Ni, Nj) in our simulations is d
αi,j
i,j , a quantity proportional to the path loss in a
transmission from Ni to Nj.
4.5.2 Results
All data reported in our results is an average of 400 different randomly generated
graphs. Fig. 4.3(a) shows the average number of hops along the minimum-hop path
between two nodes in the graph after the execution of the topology control algorithm.
Note that this average number of hops is smaller when bidirectionality is mandated
than when it is not (leading to fewer edges, each corresponding to a larger energy
cost). This average number of hops is also smaller when the variation in path loss
exponent is larger (which also, similarly, leads to larger energy costs). Fig. 4.3(b)
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Figure 4.3: A comparison between the performance of the DRNG topology control
strategy with and without mandated bidirectionality. The results shown are the
average of 400 different randomly generated graphs with randomly located nodes.
The path loss exponents used in the simulation exhibit a Gaussian distribution with
a mean of 3.1 in the range [2.7,3.5] based on empirical results reported in [82]. Two
different standard deviations of the path loss exponent are used to illustrate the
impact of non-uniformity in the wireless environment. If the square region considered
is imagined to be of 100 meters in length and width, the unit of energy cost reported
in our results may be thought of as that corresponding to a path loss across a distance
of 1 centimeter.
similarly plots the average number of hops along the minimum-energy path between
two nodes in the graph after the execution of the topology control algorithm. In this
case also, the results show that mandated bidirectionality and larger variation in path
loss exponents lead to a smaller number of hops.
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Fig. 4.3(c) shows the average energy cost of a transmission by a node after the
execution of the topology control algorithm. It is readily observed that mandated
bidirectionality imposes an energy cost per transmission that is close to three times
that in the case without a mandated bidirectionality (in realistic cases based on
empirical measurements in indoor environments reported in [82]). When the variation
in path loss exponents increases (standard deviation of 0.4), the negative impact of
mandated bidirectionality becomes even more pronounced. Fig. 4.3(d) similarly plots
the average energy cost along the minimum-energy path between two nodes in the
graph after the execution of the topology control algorithm. The impact of mandated
bidirectionality and of variation in path loss exponents is similar.
These results show that mandated bidirectionality has a very high energy cost in
realistic indoor environments. Worse, these results show that mandated bidirectional-
ity leads to a less robust network because it does not adapt well to irregularities in the
radio environment. We find that the greater the variations in the radio environment,
the larger the added energy cost of mandated bidirectionality. Since such bidirec-
tionality is less of a need in many multimedia applications as opposed to data-based
applications, these findings are especially relevant for wireless multimedia.
4.6 Conclusion
In this chapter, we explore and quantify the impact of mandatory bidirectional
communication between nodes in an ad hoc network. Mandatory bidirectional com-
munication at the MAC layer is a pervasive feature of protocols for wireless medium
access control protocols, including the IEEE 802.11 standard. Therefore, it is a sig-
nificant observation that this simple and apparently innocuous protocol feature has
a high energy cost (in realistic indoor environments, the imposition of this feature
multiplies the energy cost by three). Further, we find that the added impact of this
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feature only increases with greater non-uniformity in the radio environment. Mul-
timedia communication is often one-way and relies less on acknowledgements for its
performance and therefore, mandatory bidirectionality is not a highly desirable fea-
ture for these applications.
Mandated bidirectionality has its advantages in enhancing reliability through
faster error control and simplifying certain aspects of protocol design. However, its
high energy cost in ad hoc wireless environments, especially with multimedia appli-
cations, was certainly not one that was anticipated when it was mandated in wireless
standards. The findings reported in this chapter open a new topic for research in
the design of protocols for wireless medium access control for multimedia communi-
cations: on how best to achieve the benefits of mandated bidirectionality without its
high energy costs.
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5. Under the strong communication constraint
5.1 Introduction
Wireless sensor nodes in embedded systems can sense their environment, com-
municate the sensed data to each other, process the aggregated data and cooperate
on decision-making to serve a common goal. Such cooperating objects have been
deployed in a number of application areas including city-wide traffic management,
surveillance in both military and civil settings, inventory management in businesses,
and pollution monitoring during disasters. In all of these cases, there has been a
significant advance in distributed algorithms that cooperatively accomplish a global
task through localized actions by sensor nodes. However, such tasks are possible
only when the system as a whole continues to possess enough battery resources to
accomplish its objective. Any such system typically has a few critical participating
nodes that end up expending energy faster than others, thus reducing the functional
lifetime of the system.
Extending the lifetime of a wireless sensor network (WSN) has often been accom-
plished through mechanisms that improve the battery life on each individual node
(such as through reduced usage or through improved battery technologies). But, if
some nodes will invariably have more tasks than others (e.g., because of their loca-
tion), it makes sense to tackle this problem in a system-wide cooperative manner so
that all nodes expend resources at the same approximate rate. This will reduce the
chance that a few dead nodes will render the system non-functional. Such a coop-
erative approach to energy management of these devices can extend the life of the
system and reduce the number of times personnel are deployed to replace dead nodes
in a civilian or military infrastructure.
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In this chapter, we propose a cooperative distributed topology control algorithm that
allows each node to modulate its transmission power (thus controlling the topology by
controlling who can communicate with who others) with the shared goal of extending
the lifetime of the system. The problem of topology control is typically constrained
by having to maintain the functionality (e.g., connectivity amongst the nodes) of the
system. In our approach, each cooperating object does not merely try to reduce its
energy consumption, but tries to balance the energy consumption across all nodes to
serve the common objective of an increased lifetime of the system.
5.1.1 Contributions and problem statement
Previously proposed topology control algorithms such as Directed Relative Neigh-
borhood Graph (DRNG) [57], Directed Local Spanning Subgraph (DLSS) [57], Step
Topology Control (STC) [89], Cone-Based Topology Control (CBTC) [54] and In-
clusive DRNG [14] focus on providing a network topology where the only goal is to
reduce the transmission power of the sensor node while maintaining the connectivity
of the network. The topology of the network is determined at the very beginning of
the network’s life, and remains the same throughout the network lifetime.
Even though these algorithms can improve the network lifetime they do not ex-
ploit the full potential of the network because they do not consider that, due to the
geographical location of the nodes or other application-specific reasons, some sensor
nodes may have a much larger transmission power than some other nodes or may be
burdened with a large traffic load. As a result, the energy consumption rates on these
nodes are much higher than on other nodes, resulting in an uneven energy dissipation
among the sensor nodes. This unevenness leads to a situation where a few critical
and heavily used nodes may be ‘dead’ before most others and the network nodes
are no longer able to cooperate meaningfully and perform the tasks needed to meet
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Figure 5.1: An example illustrating that a routing algorithm alone may not be able
to help improve the lifetime of a network.
the common objective. Meanwhile, it is possible that there are many other nodes
in the system with a large energy reserve going unused. Such a situation requires
more frequent intervention by human personnel in monitoring and replacing nodes in
the system. If the energy consumption on the sensor nodes can be distributed more
evenly, the lifetime of the network can be extended.
One efficient approach to balance the energy consumption among sensor nodes is
to use a routing scheme that takes into account the energy levels on the sensor nodes
in determining the routing paths for the packets. Nodes with little energy reserve
will be assigned less traffic load while nodes with a large energy reserve carry more
traffic. This approach has been shown to improve the lifetime of the network [107],
but there are still cases where a clever routing algorithm alone fails to help.
Consider a simple example illustrated in Fig. 5.1. Let the number beside the
node indicate the energy reserve left on the sensor node and the number on the edge
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indicate the energy cost of using this particular link to send a packet. As illustrated
in Fig. 5.1(a), in the initial state of the network, each node is equipped with exactly
the same amount of energy (100 units), and is able to communicate with every other
node within the 3-node network. To reduce energy consumption, nodes A and C
have reduced their transmission powers, and the resulting topology of the network is
illustrated in Fig. 5.1(b). In this topology, node A communicates directly only with
node B, while node C communicates directly only with node B; if node A has to send
data to node C, node B has to serve as a relay node.
Suppose after some time, the energy reserve left on the sensor nodes are as in-
dicated in Fig. 5.1(c). Since under current topology, the path A → B → C is the
only path that a packet may take in order to travel from node A to node C, the cost
of the transmission with any routing algorithm will be the same. At this point, we
can observe that, the energy resources left on sensor node B is sufficient for at most
one data transmission from node A to node C no matter which routing algorithm is
implemented.
On the other hand, consider the topology illustrated in Fig. 5.1(d). In this topol-
ogy, node A has increased its transmission power to such an extent that it is com-
municating with node C directly. Under such a circumstance, node A now is able
to send a data packet to node C directly without going through node B. Since the
energy level on node A is quite abundant compared with that on node B, therefore,
the number of packets that can be successfully sent before any node within the net-
work runs out of energy has increased. In other words, by doing so, the lifetime of the
network has been extended. Fig. 5.1 therefore illustrates a scenario where the lifetime
of the network is extended by adjusting the topology of the network, something that
could not be achieved by changing the routing algorithm alone.
The energy level on each sensor node is taken into account in Weighted Dynamic
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Topology Control (WDTC) algorithm [95]. By assigning the edge weight based on the
energy levels of the sensor nodes on both ends of the edge, the WDTC algorithm is able
to distribute energy consumption amongst sensor nodes more evenly and therefore,
extend the lifetime of a WSN. But the WDTC algorithm does not consider the fact
that, for any sensor node, the energy consumed for sending and receiving a packet
can be quite different. The energy consumed for receiving a packet is usually less
than that of the energy consumed for sending the same packet [35, 46, 72, 97]. In
other words, if the sender and the receiver node have the same amount of energy, the
sender node will very likely to be the node that runs out of energy first. A node with
a smaller amount of energy may have a longer lifetime than the node with a larger
energy reserve if the former always serves as a receiver node while the latter always
serves as the sender node. Therefore, the energy level alone does not quite capture
the possible lifetime of a wireless sensor node.
In this chapter, we propose a new dynamic topology control algorithm which
overcomes the weaknesses discussed above of previously proposed protocols for energy
management on cooperating sensor nodes. Our algorithm adapts the topology of the
network based on the energy level left on each sensor node within the network while
taking into account the actual energy consumed for sending and receiving a data
packet. By doing so, the energy consumption among the sensor nodes is more evenly
distributed, extending the lifetime of the network. We refer to this algorithm as the
Energy Balanced Topology Control (EBTC) algorithm [16].
Section 5.2 discusses the related work on algorithms developed to increase a WSN’s
lifetime. Section 5.3 analyzes the rationale behind the EBTC algorithm and presents
the pseudo-code. Section 5.4 compares the performance of the EBTC algorithm with
some of the well-cited algorithms. Our results show that the EBTC algorithm doubles
the network lifetime compared with static topology control algorithms. Further, com-
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pared to other existing dynamic topology control algorithms, the EBTC algorithm
improves the lifetime of networks of cooperating sensors by more than 40%. Section
5.5 concludes the chapter.
Problem statement. According to IEEE 802.11 [40], the current dominant stan-
dard for wireless medium access, a wireless node that receives a frame from a sender
at the medium access control (MAC) layer will respond back directly to the sender
with an acknowledgment frame at the MAC layer. Under such a circumstance, the
graph deduced from the network has to consist of only bi-directional links. In this
chapter, we abide by this standard and, accordingly, the EBTC algorithm generates
topologies that only consist of bi-directional links.
Let the graph G(t) = (N,E(t)) represent the topology of a wireless sensor network
at time t, where Ni ∈ N represents a node within the network with id i, and (Ni, Nj) ∈
E(t) represents the fact that node Nj is within node Ni’s communication radius at
time t and can communicate with Ni directly. Since G(t) only consists of bidirectional
links, then if (Ni, Nj) ∈ E(t), we can conclude that (Nj, Ni) ∈ E(t). Let Si(t) denote
the energy level of node Ni at time t. Since the lifetime of the network is defined
as the time when the first node within the network runs out of energy [95], we can
conclude that the lifetime of the network T = min(t|Si(t) = 0, Ni ∈ N). So now the
problem becomes one that tries to maximize T such that the lifetime of the WSN is
maximized.
5.2 Related work
Traditional topology control algorithms use an energy management strategy in
which each sensor node reduces its transmission power from its maximum value to
a relatively small quantity while maintaining the connectivity of the network. Al-
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gorithms of this class include DRNG [57], Small Minimum-Energy Communication
Network (SMECN) [55], DLSS [57] and STC [89]. These algorithms begin with each
node sending a Hello message with its maximum transmission power to discover its
neighbors and then send all of its neighborhood information to all of its neighbors. By
doing so, each node is able to independently perform a local topology determination
and reduce its transmission power.
Other related algorithms seek to offer a robust topology where the graph can
withstand multiple channel failures; for example, a k-connected graph is sought in
[32, 73] to ensure that a node has at least k neighbors. A two-tiered network is
discussed in [41].
The Weighted Dynamic Topology Control (WDTC) algorithm [95] is among the
first works that employ dynamic topology control, i.e., one that changes its topology
over time. By assigning the edge weight based not only on the power necessary to
communicate with each other, but also on the energy level that is left on both end
nodes, the WDTC algorithm computes a local minimum spanning tree based on the
data exchanged by the nodes and thus determines the topology of the network.
Another body of dynamic topology control algorithms tackles a specific scenario
where data packets are transmitted to a specific sink node. In the work of [93], a
centralized dynamic topology control algorithm is proposed which employs the Max-
Flow algorithm to help determine the network topology. This dynamic algorithm,
instead of adjusting the weights of edges within the network, adjusts the capacity of
each sensor node based on the node’s current energy level and transmission power.
Other approaches to increasing the lifetime of a wireless sensor network include
grouping nodes into clusters to create a communication hierarchy in which nodes in
a cluster communicate only with their cluster head with only cluster heads being
allowed to communicate with other cluster heads or the sink node [1, 46, 106]. A
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survey of topology control algorithms can be found in [68, 87].
5.3 Rationale and pseudo-code
In this section, we will discuss the rationale behind the EBTC algorithm and
present the pseudo-code for the algorithm.
The Directed Local Spanning Subgraph (DLSS) [57] algorithm is among the well
known approaches for extending the lifetime of a WSN. By exchanging information re-
garding each node’s neighborhood, a sensor node is able to construct a local minimum
spanning tree employing the Local Minimum Spanning Tree (LMST) algorithm [57].
This allows each node to determine the localized topology of the network. Because
of the simplicity and the performance of the DLSS algorithm, in the EBTC algo-
rithm we employ DLSS to help determine the initial local topology of the network. In
the DLSS algorithm, the weight of an edge is determined by the transmission power
needed in order for the two nodes on both ends of the edge to communicate directly.
In the EBTC algorithm, we introduce a new edge weight assignment approach which
incorporates both the energy level available on the sensor nodes and the direction of
the data transmission.
5.3.1 Edge weight assignment
A glossary of terms used in this section is provided in Table 5.1.
Denote the minimum transmission power required for node Ni to communicate
with node Nj directly as Pi,j. Assume Pi,j = Pj,i. Let ES(i, j,m) denote the energy
required for node Ni to send a packet of size m to node Nj, and let ER(m) denote
the energy required to receive a packet of size m.
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If we denote the weight of edge (Ni, Nj) as wi,j, then wi,j can be written as:
wi,j = wj,i = max(Ci,j, Cj,i) (5.1)
where
Ci,j = max
(
ES(i, j,m) + ER(m
′)
Si
,
ER(m) + ES(j, i,m
′)
Sj
)
Cj,i = max
(
ES(j, i,m) + ER(m
′)
Sj
,
ER(m) + ES(i, j,m
′)
Si
)
Here, m represents the size of the data packet and m′ represents the size of the ACK
message. Recall that Si denotes the energy reserves at node i.
The reasoning for this weight assignment function is as follows. The energy con-
sumed for successfully sending a data packet of size m from node Ni to node Nj
is the sum of the energy consumed for sending the packet (ES(i, j,m)) and for re-
ceiving the ACK for it (ER(m
′)). The term Si/(ES(i, j,m) + ER(m′)), therefore,
indicates the number of times that a packet of size m can be successfully sent from
node Ni to node Nj before node Ni runs out of energy. On the other hand, since
node Nj has to receive the packet from node Ni and send an ACK back to node Ni,
the energy consumed in this process is ER(m) + ES(j, i,m
′). Therefore, the term
Sj/(ER(m) + ES(j, i,m
′)) indicates the number of packets that node Nj can receive
from node Ni before running out of energy. Both Ni and Nj have to have enough
energy reserves in order to perform a successful data transmission. Therefore, in this
case, the term Zi,j = min(Sj/(ER(m) +ES(j, i,m
′)), Si/(ES(i, j,m) +ER(m′))) indi-
cates the maximum number of packets that can be sent through the link Ni → Nj
before one of the nodes runs out of energy. We define Zi,j as the lifetime of edge
(Ni, Nj).
If all the edges’ lifetimes are determined in such a fashion, then the cost of a trans-
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mission through a particular edge can be represented by the percentage of lifetime
that may be consumed through this transmission. In this chapter, we denote this
quantity as the cost of the edge. If we let Ci,j represent the cost of edge (Ni, Nj),
then we have Ci,j = 1/Zi,j.
On the other hand, if the power levels of nodes Ni and Nj are different and, noting
the fact that the size of a data packet is usually different from the size of its ACK,
the values of Ci,j and Cj,i may be different. In other words, sending a packet along
one direction may cost more than sending the same packet in the opposite direction.
Note that the EBTC algorithm aims to generate a topology which only consists of
bi-directional links. This requirement leaves the algorithm two options:
• Option 1: assign different weights for the edges in opposite directions.
• Option 2: assign a unified weight for edges in opposite directions.
In the EBTC algorithm, we adopt the second approach (Option 2). The rationale
for it is illustrated by considering the situation shown in Fig. 5.2.
Notation Definition
Ni Sensor node with id i.
Pi Node Ni’s transmission power.
Pi,j Power necessary for node Ni to communicate with node Nj di-
rectly.
Si Energy level on node Ni.
G The topology of the network when every node is transmitting at
its maximum transmission power PMax. G = (N,E)
Ri Node Ni’s neighbors when transmitting at PMax. Ri =
{Nj|(Ni, Nj) ∈ E}.
Vi Node Ni’s two-hop neighbors. Vi = {Nk|Nk ∈ Ri or Nk ∈
{Rj|Nj ∈ Ri}}.
Gi Node Ni’s local graph containing two-hop neighbor information.
Gi = (Vi, Ei). The weight of the edge is calculated by Eqn. 5.1.
Ei Ei = {(Nj, Nk)|Nj, Nk ∈ Vi, (Nj, Nk) ∈ E}
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G′i G
′
i = (Vi, E
′
i). The subgraph of Gi after DLSS algorithm.
Yi Node Ni’s neighbors after DLSS algorithm. Yi = {Nj|(Ni, Nj) ∈
E ′i}.
Ci,j The cost of link (Ni, Nj)
Zi,j The lifetime of link (Ni, Nj)
wi,j The weight of edge (Ni, Nj). wi,j = wj,i
di,j Euclidean distance between node Ni and Nj
ES(i, j,m) Energy necessary to transmit a packet of size m from node Ni
to Nj
ER(m) Energy necessary to receive a packet of size m
Table 5.1: A glossary of terms used in this section
In Fig. 5.2, the number beside each sensor node denotes the amount of energy
available on the sensor nodes. Suppose Fig. 5.2(a) illustrates the topology of the
network at some time instance within the network’s lifespan. Note that, even though
sensor nodes may be equipped with the same amount of energy at the very beginning
of the network’s lifetime, due to the different rates at which each sensor node consumes
energy, the amount of energy left on the sensor nodes may be quite different, as
illustrated in Fig. 5.2.
Fig. 5.2(a) illustrates the actual cost of communication between any pair of nodes.
The number beside each edge indicates the minimum transmission power required for
the two nodes at both ends of the edge to be able to communicate with each other
directly. Clearly, the most amount of energy is required in order for node A to be
able to communicate with node C directly.
In Fig. 5.2(b), we plot the corresponding weighted graph based on edge weight
assignment Option 1. In this case, the weight of the edge is assigned to be larger of
the percentages of the sender’s and the receiver’s lifetime consumed by transmitting
through this particular link, i.e., wi,j = Ci,j. Since edges pointing at opposite direc-
tions may have different weights according to weight assignment Option 1, we treat
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(a) The initial topology of the network
where sensor nodes have different energy
levels.
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(b) The weighted graph deduced from the
original topology of the network, where the
edge weights are assigned according to Op-
tion 1.
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(c) The deduced subgraph from Fig. 5.2(b)
after the MST algorithm.
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(d) The final topology of the network by
employing edge weight Option 1.
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(e) The weighted graph deduced from the
original topology of the network, where the
edge weights are assigned according to Op-
tion 2
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(f) The final topology of the network as the
result of edge weight assignment Option 2.
Figure 5.2: An example illustrating how the edge weights are assigned in our algo-
rithm.
each bi-directional link within the graph as the union of two directed links of opposite
directions. The weight of each directed edge is marked beside the specific edge. For
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example, transmitting through link A → D will cost at most 8% of node A’s and
node D’s lifetime while transmitting the same amount of information through the
reverse link D → A will cost one of the nodes A and D 16% of its remaining lifetime.
Note that, wi,j does not necessarily equal wj,i. In fact, unless the energy levels of the
sensor nodes at both ends of the edge are the same, wi,j and wj,i will not be the same.
Given the topology illustrated in Fig. 5.2(b), we can run a simple Minimum-
Spanning-Tree (MST) algorithm to find the reduced topology of the network. The
resulting topology of the network is illustrated in Fig. 5.2(c). According to the MST
algorithm, first, edges (A,B) and (B,A) are added to the graph containing only the
nodes. Then, edges (D,B) and (A,D) are included in the final topology. Note that,
since the final topology of the network has to consist of only bi-directional links, edges
(B,D) and (D,A) are also brought into the final topology because of the existence
of edges (D,B) and (A,D).
Now comes the interesting part. Note that edge (A,C) has the smallest weight of
all the edges left to be tested. Since there exists no path between node A and node
C, edge (A,C) will be selected into the final topology. Following exactly the same
reasoning that the final topology consists of only bi-directional links, edge (C,A)
is brought into the graph. The resulting topology of the network is illustrated in
Fig. 5.2(c). At this point, we should note that edge (C,A) has the largest cost
of all the edges within the graph, and node C has to transmit at its maximum
transmission power in order to stay connected with node A. The final topology of
the network is illustrated in Fig. 5.2(d) where the number on each edge indicates the
actual transmission power required to communicate with the node from the other end
of the edge directly. Obviously, this is the worst situation; the node with the least
amount of energy is transmitting at its largest transmission power and the lifetime of
the network is, therefore, greatly limited.
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To avoid such a scenario, we choose edge weight assignment Option 2 such that
edges in opposite directions are assigned the same weight. The value of the edge
weight equals the larger of the two costs, i.e., wi,j = wj,i = max(Ci,j, Cj,i). In
Fig. 5.2(e), we plot the weighted graph based on the new edge weight function. Again,
the number on the edge indicates the weight of the edge. For example, the weight of
the edge (A,D) is chosen to be the larger value of the cost of edge (A,D), which is
0.08, and the cost of edge (D,A), which is 0.16 as indicated in Fig. 5.2(b).
By running the MST algorithm on the new weighted graph, we are able to de-
termine the topology of the network as illustrated in Fig. 5.2(f). The number above
each edge indicates the actual transmission power needed for the two nodes at both
ends of the link to be able to communicate with each other directly. As indicated in
Fig. 5.2(d), node C is able to reduce its transmission power from 3.18 to 1.62, node
D is able to halve its transmission power from 2.37 to just 1.13 while node A is able
to reduce its transmission power from 3.18 to just 0.29.
5.3.2 Pseudo-code
The Energy Balanced Topology Control algorithm is described in pseudo-code
form in Algorithm 4.
Each sensor node will execute the EBTC algorithm periodically until it runs out
of energy. At the beginning of the EBTC algorithm, each sensor node will broadcast
its current energy level at its maximum transmission power PMax. After collecting its
neighbor information, it will calculate each edge weight based on Eqn. 5.1. The sensor
node will then broadcast this information at maximum transmission power PMax such
that all its neighbors will be able to collect its local information and construct their
own local graph. We refer to this process as the Collect Data phase, which is described
in lines 13–18 in Algorithm 4. The communication complexity in this phase is O(∆2),
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where ∆ represents the order of node Ni’s degree. After receiving information from
all its neighbors, node Ni will construct its local graph Gi which consists of two-hop
neighbor information. This process is illustrated by the function Construct Local
Graph (CLG) described in lines 19–31 in Algorithm 4. The order of computational
complexity in this phase is O(∆2).
After the construction of the local graph, the DLSS algorithm is called to reduce
node Ni’s local topology based on the weighted graph Gi. After execution of the DLSS
algorithm, a subgraph is produced and node Ni’s local topology is determined. At
this point, the computational complexity is the same as that of the DLSS algorithm,
which is O(∆2 log ∆). Note that, at this point, the topology of the network may not
necessarily consist of only bi-directional links. To ensure the bi-directionality of all
the edges, some additional steps have to be taken.
Given any graph, to convert it into a graph consisting of only bi-directional links,
two approaches could be taken:
• Remove edges that do not have a reverse link.
• Add a reverse link to the edges that do not have one.
According to the discussion in [57], both approaches will ensure the bi-directionality
of all edges within the network. Since one of the goals of a topology control algorithm
is to reduce interference among transmissions, therefore, in the EBTC algorithm, we
choose to remove the edges that do not have a reverse link. This process may also
help reduce node Ni’s transmission power even further.
To facilitate such an operation, node Ni will broadcast its new neighbor infor-
mation Yi at power PMax (line 5). Upon receiving the newly updated neighbor in-
formation from all its neighbors in the original topology, node Ni will examine the
bi-directionality of its local topology. Any edge that does not have a reverse edge is
removed from its local topology (lines 7–11) and its transmission power is determined
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Algorithm 4 Energy Balanced Topology Control (EBTC) at node Ni
Input: Data Packet size m, Maximum transmission power PMax
Output: G′i = (Vi, E
′
i), the local topology of node Ni
1: Collect Data()
2: Gi ←CLG()
3: G′i = (Vi, E
′
i)← DLSS(Gi)
4: Yi = {Nj|(Ni, Nj) ∈ E ′i}
5: Broadcast Yi at PMax
6: Receive Yj from Nj ∈ Ri
7: for Nj ∈ Yi do
8: if Ni 6∈ Yj then
9: Remove (Ni, Nj) from E
′
i
10: end if
11: end for
12: Pi = max(Pi,j|(Ni, Nj) ∈ E ′i)
13: function Collect Data
14: Broadcast id i and Si at PMax
15: Compile neighbor list Ri
16: Compute Ui = {wi,j|Nj ∈ Ri}
17: Broadcast Ui and Ri at PMax
18: end function
19: function Construct Local Graph (CLG)
20: Gi = (Vi, Ei), Vi ← Ri, Ei ← ∅
21: for Nj ∈ Ri do
22: Ei ← Ei
⋃
(Ni, Nj), wi,j ← wi,j
23: for Nk ∈ Rj do
24: Ei ← Ei
⋃
(Nj, Nk), wj,k ← wj,k
25: if Nk 6∈ Vi then
26: Vi ← Vi
⋃
Nk
27: end if
28: end for
29: end for
30: return Gi
31: end function
to be the smallest transmission power necessary to maintain the connectivity of its
local topology (line 12).
At this point, we can conclude that the communication complexity of the EBTC
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Figure 5.3: A comparative performance analysis of different algorithms when the
routing path used is the one corresponding to the minimum energy consumption (i.e.,
packets are always routed along the minimum-energy path).
algorithm each round is the same as that of the DLSS algorithm, which is O(∆2),
and the computational complexity of the EBTC algorithm is also the same as that of
the DLSS algorithm, which is O(∆2 log ∆).
5.4 Simulation results
Our simulation is conducted in a square 1000m×1000m region within which 200
nodes are placed in random locations. Each node is equipped with 10J of energy
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and has a maximum transmission power Pmax, which translates into a transmission
radius of 20% of the width of the square region. Each data point in the results
reported here is the average of 200 randomly generated graphs. Using the batch
means method to estimate confidence intervals, we have determined that the 95%
confidence interval is within ±2% for each of the data points reported in our results.
In our simulation model, we employ the TinyOS standard [98] for sensor node data
transmission, including its packet format for data and acknowledgements.
The energy model used in our simulation is identical to that is used in the research
literature on topology control [34, 46]. This model incorporates energy consumption
due to transmission, reception, and for radio electronics in both free space and over
a multi-path channel above a certain distance threshold. The energy model is given
as follows:
ES(i, j,m) = Eelec ×m+

εfs × d2i,j ×m if di,j < d0
εmp × d4i,j ×m if di,j ≥ d0
ER(m) = Eelec ×m (5.2)
where ES(i, j,m) is the energy consumed in transmitting a signal of size m from
node Ni to Nj and Eelec is the energy consumed for the radio electronics. εfs is the
transmitter’s amplifier coefficient in free space and εmp is the transmitter’s amplifier
coefficient in the multi-path channel. d0 is the distance threshold beyond which the
channel is considered as multi-path. ER(m) is the energy consumed in receiving the
signal of m bits. Radio parameters are set as Eelec = 50nJ/bit, εfs = 10pJ/bit/m
2,
εmp = 0.0013pJ/bit/m
4, and d0 = 87.8m.
In this session, we compare the performance of the EBTC algorithm against some
of the existing well-cited algorithms: Directed Relative Neighborhood Graph (DRNG)
[57], Directed Local Spanning Subgraph (DLSS) [57], Step Topology Control (STC) [89]
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and the Weighted Dynamic Topology Control (WDTC) [95]. For purposes of a mean-
ingful comparison, all the algorithms that we have selected for analysis in this section
have a similar order of communication and computational complexity, are fully dis-
tributed, and only produce a topology that consists of bidirectional links. Algorithms
which cannot adapt to the IEEE 802.11 standard’s requirement that all links allow
bidirectional communication, such as those proposed in [15], are not included in our
analysis.
The lifetime of the network is measured in ‘rounds’. Within each round, each
sensor node will adjust its local topology based on the algorithm provided. Then,
a designated data packet of 32 bytes will be sent out to every other node within
the network, i.e, a node will send out n − 1 packets each round. The lifetime of the
network is therefore indicated by the number of rounds for which network will survive
before one of its nodes runs out of energy.
In our experiment, data packets are routed through the minimum-energy path.
The simulation results are reported in Fig. 5.3. Fig. 5.3(a) reports the network life-
time achieved by different algorithms. For each point in the graph, its x-axis value
indicates the number of rounds that has passed while its y-axis value indicates the
percentage of graphs that are still alive (no node has run out of energy). As can be
observed from the graph, the EBTC algorithm is able to postpone the time when 50%
of the graphs tested becomes ‘dead’ by two times when compared with static topol-
ogy control algorithms such as DLSS, DRNG and STC. When compared with the
dynamic topology control algorithm WDTC, the EBTC algorithm is able to improve
this time by about 40%.
Figs. 5.3(b) and 5.3(c) report the changes in the average transmission power per
node and the average energy consumption along the minimum energy path achieved
by each algorithm as time passes. For static algorithms such as DLSS, DRNG and
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STC, the topology of the network is determined at the very beginning of the network’s
lifetime and therefore, the network’s parameters remain the same throughout the
network’s lifetime. Dynamic topology control algorithms such as WDTC and EBTC
are able to adjust the topology of the network based on the energy level available on
the sensor nodes, and therefore, produce different results.
To offer a fair comparison for static topology control algorithms, we have only
reported the performance of these algorithms until the time when the first graph
dies. This explains the limited number of rounds for which these algorithms have data
points in Figs. 5.3(b) and 5.3(c). Nevertheless, we are able to observe that dynamic
topology control algorithms are able to offer an extended lifetime compared with
static algorithms. Since the EBTC algorithm is able to dispense energy consumption
among sensor nodes more evenly, it is able to double the lifetime of the network which
dies first among all the networks when compared with the performance of the WDTC
algorithm.
It also can be observed that as the sensor nodes gradually exhaust their energy
resources, the topology of the network changes. To extend the lifetime of the nodes
with limited resources, alternative paths are generated by its neighboring nodes such
that these nodes may be able to reduce their transmission powers, as illustrated in
Fig. 5.1(d), or be able to reduce their traffic load. As illustrated in Fig. 5.1(d), these
changes are made usually at the cost of some node increasing its transmission power,
and since the resulting topologies are not most cost-effective, the average transmission
power and the average cost along the minimum-energy path gradually climb, as can
be observed in Figs. 5.3(b) and 5.3(c).
An interesting phenomenon can be observed in the performance of the EBTC
algorithm reported in Fig. 5.3(c). The energy cost along the minimum energy path
drops in the first two rounds, and then gradually increases as time passes. This
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sudden change in the energy cost along the minimum energy path may be explained
by the drastic change in the topology of the network. Since the EBTC algorithm
is more sensitive to the direction of the data transmission, it is able to differentiate
between the sender and the receiver at the two ends of an edge. The EBTC algorithm,
therefore, is able to offer a better energy conservation topology compared with other
algorithms, especially when the energy levels of sensor nodes on the two ends of
an edge are different. As time passes by, more nodes are needed to increase their
transmission power so as to compensate for the rapid energy lost on some of the
sensor nodes, resulting in the increase in both average transmission power per node
and the average energy consumption along the minimum-energy path.
5.5 Conclusion
In this chapter, we proposed a localized dynamic topology control algorithm
(EBTC) to help extend the lifetime of a wireless sensor network. By adapting to
the energy reserves left on the sensor nodes, the EBTC algorithm is able to dis-
tribute energy consumption more evenly among the nodes and therefore extends the
network’s lifetime. By incorporating the actual energy consumption for sending and
receiving a data packet into the decision-making process, the EBTC algorithm is able
to more accurately estimate the lifetime of a sensor node and, therefore, better facil-
itate cooperation among sensor nodes such that the lifetime of the network can be
greatly improved.
According to our simulation results, the EBTC algorithm is able to increase the
lifetime of the network by more than 100% compared to the best of the static algo-
rithms and is able to extend the lifetime of a wireless sensor network by roughly 40%
when compared to other known dynamic topology control algorithms.
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6. Under the weak communication constraint
6.1 Introduction
In wireless ad hoc networks, especially sensor networks, the battery life of each
node plays a critical role in determining the functional lifetime of the entire net-
work. When a node exhausts its limited energy supply, it may fail to reach nearby
nodes leading to a disconnected network and disabling some essential communications.
Without energy, the node will also fail to continue the environmental monitoring ac-
tivities essential to the functional operation of the system. Adding redundant nodes
in the network may extend the functional lifetime but it is ultimately not a cost-
effective approach. In this chapter, we consider the problem of extending the lifetime
of a network using a new adaptive game-theoretic approach.
Topology control is among the better-known approaches to conserving energy and
prolonging a network’s functional life. In a topology control algorithm, each node
adjusts the power at which it makes its transmissions to reduce the energy con-
sumption to only what is needed to ensure topological goals such as connectivity or
coverage. Examples of topology control algorithms include Directed Relative Neigh-
borhood Graph (DRNG) [57], Directed Local Spanning Subgraph (DLSS) [57], Step
Topology Control (STC) [89] and Routing Assisted Topology Control (RATC) [48].
In most traditional algorithms, the topology of the network is determined at the very
beginning of the life of the network where the only consideration for each node is to
reduce its transmission power while keeping the graph connected. After the execution
of one of these algorithms, each node will transmit at the selected power level until
it eventually runs out of energy. However, depending on the location of a node in
relation to others, some nodes may end up with a much larger communication ra-
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(a) The initial topology of the
network where no node can re-
duce its transmission power.
(b) Node C chooses to increase
its transmission power so as to
directly connect to B.
(c) Node A can now reduce its
transmission power to directly
connect only to C.
Figure 6.1: An example illustrating cooperative topology control.
dius, and therefore a much larger transmission power, than some others. This uneven
distribution of the assigned transmission powers may result in an unbalanced energy
consumption at the nodes, leading to some nodes exhausting their energy far sooner
than some others. Such a scenario can end the functional life of the network earlier
than necessary. This highlights two weaknesses of these algorithms: they are not
adaptive to different rates of energy consumption on different nodes and they do not
allow cooperation between nodes to extend the network lifetime. Each of these weak-
nesses is addressed by the algorithm proposed in this chapter: Cooperative Topology
Control with Adaptation (CTCA) [15].
We illustrate the principle of cooperative topology control with a simple toy exam-
ple shown in Fig. 6.1. Suppose Fig. 6.1(a) illustrates the result of a topology control
algorithm, where no node can reduce its transmission power unilaterally without dis-
connecting the graph. In this figure, the presence of an edge from one node, say A,
to another node, say B, implies that A can transmit at a power level sufficient to
reach node B. The communication radius of each node is shown by the dashed arcs.
Assuming all nodes start out with the same energy supply and make transmissions
at the same rate, we note that node A has the largest energy cost and thus has the
shortest lifetime. Node C, on the other hand, has the smallest transmission power,
and therefore, has the longest lifetime. Traditional topology control algorithms dis-
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cussed above will lead to the situation in Fig. 6.1(a) ending the functional life of the
network when node A’s energy is exhausted even though node C would have plenty
of remaining energy. Fig. 6.1(b) illustrates a topology where node C increases its
transmission power so that it can now reach node B directly. Now, node A is able to
reduce its transmission power to only be directly connected to node C, as shown in
Fig. 6.1(c). This involves node C making a sacrifice by increasing the power at which
it makes its transmissions in order to allow node A to reduce its transmission power,
thus extending the life of node A and of the network.
In this chapter, we employ game theory to facilitate such topology control that
allows cooperation between nodes as illustrated in Fig. 6.1. Our approach is through
developing an ordinal potential game [48, 69, 74] into which our problem can be
mapped, so that all nodes pursue a localized strategy that can be expressed through
a single global function, or the global potential function. Our approach also allows an
adaptive strategy so that a node does not end up with the same power level through
its entire lifetime. This is significant to extending the network lifetime because it is
almost always the case that different nodes consume energy at different rates. Our
approach to allowing adaptation is through incorporating the energy remaining on
the nodes in the neighborhood into the decisions made by each node. Since this
remaining energy changes over the life of a network, our topology control algorithm
adaptively adjusts the power levels at each node. This constantly keeps shifting
energy consumption from nodes with less energy reserves to those with more energy
reserves, thus extending the life of the network.
6.1.1 Problem statement
Given a wireless sensor network, let graph G(t) = (N,E(t)) represent its topology
at time t, where Ni ∈ N represents a node within the network, and (Ni, Nj) ∈
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E(t) represents the fact that node Nj is within node Ni’s communication radius and
can hear from Ni directly at time t. Topology control algorithms have traditionally
emphasized preserving connectivity as a constraint while pursuing the goal of reduced
energy consumption at each node. In the same tradition, we consider the functional
life of the network to have ended when one of the following two cases occurs:
• Case 1: A node reduces its current transmission power in order to save energy,
but becomes unable to reach certain nodes and, consequently, loses connection
from part of the network.
• Case 2: A node runs out of energy, thus getting disconnected from the rest of
the network.
If Case 1 happens, the communication links whose removal caused the network to
become disconnected can be restored back into the network to restore the functional
life of the network. On the other hand, if Case 2 happens, the network’s functional
lifetime cannot be extended in any way. Therefore, to improve the lifetime of the net-
work, (i) Case 1 should be avoided by always ensuring connectivity in the assignment
of power levels to the nodes, and (ii) Case 2 should be pushed as far into the future
as possible by reducing the rate of energy consumption at the node that is estimated
to have the smallest remaining lifetime. The problem can now be defined as one
of periodically reassigning the power at which each node makes its transmissions so
that the first occurrence of either Case 1 or Case 2 is pushed as far ahead in time as
possible.
6.1.2 Contributions and organization
Section 6.2 reviews the related work on approaches that have been employed to
increase a wireless sensor network’s lifetime through topology control. Section 6.3
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analyzes the rationale behind the approach used in this chapter and presents a few
definitions and lays out the foundational concepts for the game-theoretic approach
used in this chapter. Section 6.4 proves the existence of a Nash equilibrium for the
ordinal potential game used to map our problem. Our proof is based on showing
that the difference in individual payoffs for each node from unilaterally changing its
strategy and the difference in values of the global potential function have the same
sign.
The pseudo-code for the Cooperative Topology Control with Adaptation (CTCA)
algorithm is presented in Section 6.5. A simulation-based evaluation of its perfor-
mance and a comparative analysis with other topology control algorithms are de-
scribed in Section 6.6. Our results show that the CTCA algorithm extends the life
of a network by more than 50% compared to the best previously-known algorithm.
Section 6.7 concludes the chapter.
6.2 Related work
The task of extending the life of a wireless sensor network can be tackled through
multiple complementary ways involving routing protocols, medium access strategies
or any of several other protocols that facilitate network operations. In this section,
we will discuss only the approaches most related to this chapter; that is, approaches
based on changing the topology of the network by individual nodes changing the power
level at which they make their transmissions while preserving network connectivity.
Traditional topology control algorithms such as Small Minimum-Energy Commu-
nication Network (SMECN)[55], Minimum Spanning Tree (MST) [59], DRNG[57],
DLSS[57] and STC[89] usually start the topology control process with each node
transmitting at its maximum transmission power to discover all of its neighbors. Lo-
cal neighborhood and power-level information is next exchanged between neighbors.
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The minimum transmission power of each node such that the graph is still connected
is later computed at each node without further communication between nodes. The
Weighted Dynamic Topology Control (WDTC) [95] algorithm improves upon the
work of MST, and considers the remaining energy of each node in addition to the
energy cost of communication across each pair of nodes. The algorithm, however,
forces bidirectional communication between each pair of nodes and, in addition, re-
quires periodic communication by each node at its maximum possible power level.
Other related algorithms seek to offer a robust topology where the graph can stand
multiple channel failures; for example, a k-connected graph is sought in [32, 73] and
a two-tiered network in [41].
Other topology control algorithms may require communication between nodes
throughout the topology control process. One typical example is the work described
in [47], which is based on a selfish game on network connectivity to help reduce the
transmission power on each node. By offering a utility function which indicates a high
profit if the node’s transmission power is small and a low profit if the node’s transmis-
sion power is large, each node selfishly reduces its transmission power to maximize its
profit. On the other hand, if the node has reduced its transmission power to such an
extent that the graph becomes disconnected, the profit of each node becomes 0. This
algorithm was later improved in [48], where the requirement of global information (to
establish connectivity) is eliminated and a distributed topology control algorithm is
proposed. Among the first works on using game theory in topology control problems
is [25] which gives tight bounds on worst-case Nash equilibria for a game in which
the network is required to preserve connectivity. However, this study only considers
selfish nodes which try to minimize their energy consumption without considering po-
tential sacrifices nodes can make (by expending more energy) to extend a network’s
lifetime.
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Another class of topology control algorithms is represented by the work reported
in [84], where the authors provide a decentralized static complete-information game
for power scheduling, considering both frame success rate and connectivity. Yet other
approaches to increasing the lifetime of a wireless sensor network include grouping
nodes into clusters to create a communication hierarchy in which nodes in a cluster
communicate only with their cluster head and only cluster heads are allowed to com-
municate with other cluster heads or the sink node [1, 46, 99, 106]. In the work of
[104], the authors tried to assign sensor nodes with different initial energy levels so
that sensor nodes with high traffic load will be assigned more energy than those with
smaller loads. By doing so, with the same amount of overall energy, the network’s
lifetime may be extended.
If the network’s lifetime is measured in terms of how many transmissions can
be made before the sensor nodes run out of energy, then maximizing the network’s
lifetime can be interpreted as maximizing the throughput of the network. In the work
of [64], the authors studied the relationship between throughput of the network and
its corresponding lifetime under an SINR model. But they focus on a specific network
setting where sensor nodes’ neighbors and the communication links are predetermined
and the topology of the network remains constant throughout the network’s lifetime.
A survey of topology control algorithms can be found in [68, 87] and a survey of
the applications of game theory in wireless sensor networks can be found in [5, 65].
The CTCA algorithm proposed in this chapter is the first to use a game-theoretic
approach that also adapts to changes in the remaining energy levels of nodes and
which allows co-operative behavior amongst nodes. As will be discussed in the fol-
lowing sections, these features allow it to extend the life of a network by more than
50% compared to the best previously-known algorithm.
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6.3 Definitions and preliminaries
In this section, we define terms and concepts that will enable us to specify the
localized goals that each node should pursue in order to achieve the global goal of
increased lifetime for the network.
Let Wi(t) denote the amount of energy remaining at node Ni at time t. Let pi(t)
denote the power at which node Ni makes its transmissions at time t. As an estimate
of the additional length of time before a node runs out of energy, we define the
estimated lifetime of node Ni at time t, denoted by Li(pi(t), t), as the ratio between
the amount of remaining energy on the node at time t and the power at which it
makes its transmissions at time t. That is, Li(pi(t), t) = Wi(t)/pi(t). Note that the
estimated lifetime may or may not accurately capture the actual remaining lifetime
of a node (because its transmission powers may change later or its energy reserves
may deplete slower/faster than estimated.) When the context is clear, for brevity, we
refer to the estimated lifetime as just the lifetime.
In a system in which the rate of energy consumption is largely balanced across
the nodes (which is the goal of this chapter as a means to improve network lifetime),
the node with the smallest estimated lifetime is likely the one that determines the
network’s lifetime. We consider the estimated lifetime of a network as the estimated
lifetime of the node with the smallest estimated lifetime. If Ni is the node with the
smallest estimated lifetime within the network, then it may be possible to improve the
network’s lifetime by improving Ni’s estimated lifetime. Fig. 6.1 shows an example
where node A is able to reduce its transmission power with help from node C, thus
increasing its estimated lifetime and likely the lifetime of the network.
We further illustrate the definitions in this section using the topology shown in
Fig. 6.2. Suppose at time t, the topology of the network is as shown in Fig. 6.2(a).
Denote by p(Ni, Nj) the minimum transmission power at which nodes Ni and Nj
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(a) Node N3’s initial state, where node N1
is not capable of reducing its transmission
power without disconnecting the graph.
(b) Situation 1: Node N3 reduces its trans-
mission power to its potential transmis-
sion power, but N1’s lifetime cannot be im-
proved.
(c) Situation 2: Node N3 increases its
transmission power to p(N3, N2). Now,
node N1 is able to reduce its power with-
out disconnecting the graph.
(d) Node N1 updates its current transmis-
sion power to its potential transmission
power, and extends its lifetime and of the
network.
Figure 6.2: An example illustrating how a node should choose its power level so as
to increase the network’s lifetime.
have to transmit to reach each other. We refer to the set of transmission powers
that a node may switch to at time t as its available transmission powers at time t.
Then, according to the topology given by Fig. 6.2(a), node N3’s available transmission
powers are: p(N3, N1), p(N3, N2) and p(N3, N4), while its current transmission power
is p(N3, N1) (note that there is no need for node N3 to transmit at any power level
other than the ones in this available set).
Let P denote a mapping of nodes in the network to power levels. For example,
in Fig. 6.2(a), the mapping implemented is given by P = {N1 → p(N1, N2), N2 →
p(N2, N3), N3 → p(N3, N1), N4 → p(N4, N3) }. Since node N3 has the potential to
transmit at power p(N3, N4) while still keeping the graph connected, we refer to
power p(N3, N4) as node N3’s potential transmission power under this node-to-power
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mapping P.
In general, the potential transmission power of a node is the smallest available
transmission power that the node can use such that the graph is still connected while
the power levels at all other nodes remain the same. Let p′i(P) denote the potential
transmission power of node Ni under the node-to-power mapping P. Note that a
node’s potential transmission power is no greater than its current transmission power
provided that the network is currently connected. That is, p′i(P) ≤ pi(t) if G(t) is a
connected graph and P is the node-to-power mapping implemented at time t.
Transmitting at the potential transmission power as defined above can increase
the lifetime of a node beyond its estimated lifetime and, consequently, of the network.
To estimate the best lifetime a node can achieve without changing the transmission
powers of other nodes and without disconnecting the network, we define the potential
lifetime of a node as the ratio between the node’s current remaining energy and its
potential transmission power. Let L′i(P, t) denote the potential lifetime of node Ni
at time t under the node-to-power mapping P. Let p′i(P) denote its potential trans-
mission power under the node-to-power mapping P. Then, L′i(P, t) = Wi(t)/p
′
i(P).
If p′i(P) ≤ pi(t), then Li(pi(t), t) ≤ L′i(P, t). Therefore, to increase its estimated
lifetime, a node should always try to change its current transmission power to its po-
tential transmission power, if they are not the same. Figs. 6.2(a) and 6.2(b) illustrate
such a process for node N3, where it changes its current transmission power from
p(N3, N1) in Fig. 6.2(a) to its potential transmission power p(N3, N4) as illustrated
in Fig. 6.2(b).
In Fig. 6.2(a), suppose node N1 is the node that has the smallest estimated life-
time within the network. Then, N1’s estimated lifetime has to be improved in order
to improve the network’s lifetime. In Fig. 6.2(b), node N3 reduces its transmission
power but this does not improve the potential lifetime of node N1. This implies that
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N1’s estimated lifetime cannot be improved by node N3 reducing its transmission
power. On the other hand, if node N3 chooses to transmit at a higher power level,
p(N3, N2), as illustrated in Fig. 6.2(c), then node N1’s potential transmission power
reduces to p(N1, N3). Now, node N1 can reduce its transmission power to the new po-
tential transmission power as illustrated in Fig. 6.2(d), thus improving the network’s
estimated lifetime.
LetRi(t) denote the set of nodesNi can reach at time t; i.e., Ri(t) = {Nj | p(Ni, Nj) ≤
pi(t)}. Let Ii(t) denote the set of nodes that can reach node Ni at time t, i.e,
Ii(t) = {Nj | p(Nj, Ni) ≤ pj(t)}. Then for any Nj ∈ Ii(t), we have Ni ∈ Rj(t).
We refer to the nodes in the set Ri(t) as the reachable neighbors of node Ni and the
nodes in the set Ii(t) as the reverse-link neighbors of Ni. For example, in Fig. 6.2(a),
N1’s reachable neighbors are N2, N3 and N4 while N2 has only one reachable neigh-
bor, N3. Also, N1 is a reverse-link neighbor of N2, N3 and N4. Let Hi(t) = Ri(t)∪Ni
and let Oi(t) = Ii(t) ∪Ni.
In Fig. 6.2(a), note that N1’s potential transmission power will not be reduced
unless either N3 or N4 has increased its transmission power to be able to reach N2.
In general, Ni’s reachable neighbors are the only nodes who can help Ni reduce its
potential transmission power; and only the nodes who are Ni’s reverse-link neighbors
may benefit from Ni’s increase in its transmission power level.
A question worth answering at this point is about what might be the relationship
between improving the network’s lifetime and improving node N1’s estimated and
potential lifetime. As we have stated previously, the network’s estimated lifetime is
dependent upon the node with the smallest estimated lifetime. If we compare the
power mapping illustrated in Fig. 6.2(a) and Fig. 6.2(d), we can see that node N3
not only has sacrificed its chance to improve its lifetime but also has sacrificed its
own estimated lifetime (increases its current transmission power from p(N3, N1) to
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p(N3, N2)) in order to help improve node N1’s potential lifetime which is the smallest
in Fig. 6.2(a). When the topology is as illustrated in Fig. 6.2(d), suppose node N3 is
the node with the smallest estimated lifetime. If its estimated lifetime in the topology
illustrated in Fig. 6.2(d) is less than that of node N1’s in the topology illustrated in
Fig. 6.2(a), the network’s estimated lifetime in fact reduces instead of increasing.
In such a case, node N3 should not choose to increase its transmission power to
help improve N1’s lifetime, but should instead focus on improving its own estimated
lifetime.
For any node Ni within the graph, its estimated lifetime will not improve unless
it switches to its potential transmission power. That is to say, no node can help node
Ni with its estimated lifetime except for node Ni itself; but as illustrated in Fig. 6.2,
another node may help with Ni’s potential lifetime. In our example, node N3 helps
node N1 improve its potential lifetime which eventually allows N1 to increase its
estimated lifetime by changing its transmission power to the potential transmission
power.
The above discussion leads to the following primary and secondary goals for each
node in order to improve the network’s lifetime while also conserving energy as much
as is possible:
• Primary goal: Let m(i) denote the node with the smallest potential lifetime
amongst the reverse-link neighbors of node Ni. Let q denote the potential
lifetime of node m(i). The primary goal of node Ni should be to increase the
potential lifetime of node m(i) above q while making sure that its own estimated
lifetime does not reduce below q.
• Secondary goal: The secondary goal of node Ni should be to increase its own
estimated lifetime.
The secondary goal is achieved once a node adopts its potential transmission power
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as its current transmission power (in this situation, its potential lifetime then becomes
its estimated lifetime). Note that, if the primary and the secondary goals conflict, a
node should always choose to meet the primary goal. This leads us into the design
of the cooperative game that each node can play with its reachable neighbors and its
reverse-link neighbors.
In the above discussion, without loss of generality, we assume that there is only
one node m(i) with the smallest potential lifetime amongst reverse-link neighbors of
Ni. If there is a tie with two nodes having identical potential lifetimes, one can always
break the tie in the algorithm using a consistently applied second criterion such as
the node id.
6.4 The ordinal potential game
In this section, we present the notation and the utility function governing the
ordinal potential game into which we map the problem of extending the lifetime of
the network.
6.4.1 Notation
Table 6.1 presents a glossary of terms used in this section. In this chapter, for
brevity and clarity, we sometimes omit the time index t whenever the corresponding
instant of time is clear from the context.
Notation Definition
N The set of n nodes within the network. N = {N1, N2, ..., Nn}.
G(t) Graph representing the network topology at time t. G(t) =
(N,E(t))
pi(t) or pi Node Ni’s transmission power at time t.
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P A mapping, P : N → R, of the nodes in the network to trans-
mission power levels. For example, the mapping actually imple-
mented at time t is {N1 → p1(t), N2 → p2(t), . . . }
P−i A mapping of all the nodes except Ni to transmission power
levels.
p(Ni, Nj) The minimum transmission power needed for node Ni’s trans-
missions to reach node Nj. We assume p(Ni, Nj) = p(Nj, Ni).
Ri(t) or Ri The set of nodes reachable by Ni’s transmissions at time t.
Ri(t) = {Nj | (Ni, Nj) ∈ E(t)}. This set of reachable neighbors
is also called the reachable neighborhood of Ni.
Hi(t) or Hi The set including Ni and its reachable neighbors. Hi(t) = Ri(t)∪
Ni.
Ii(t) or Ii The set of nodes at time t which can directly reach Ni with
their transmissions. Ii(t) = {Nj | (Nj, Ni) ∈ E(t)}. This set of
reverse-link neighbors of Ni is also called reverse-link neighbor-
hood of Ni.
Oi(t) or Oi The set including Ni and its reverse-link neighbors. Oi(t) =
Ii(t) ∪Ni.
Pi A mapping, Pi : Hi → R, of Ni and its reachable neighbors to
transmission power levels.
Pi,−j A mapping of Ni and its reachable neighbors except Nj to trans-
mission power levels.
p′i(Pi) Ni’s potential transmission power when its and its reachable
neighbors’ power levels are given by the mapping Pi.
Ai Ni’s possible transmission power choices.
Wi(t) or Wi Ni’s remaining energy at time t.
Li(ai, t) Ni’s estimated lifetime (remaining) at time t if set to transmit
at power ai. Li(ai, t) = Wi(t)/ai
L′i(Pi, t) Ni’s potential lifetime at time t when its and its reachable
neighbors’ transmission powers are given by the mapping Pi.
L′i(Pi, t) = Wi(t)/p
′
i(Pi)
m(i, t) or m(i) The node with the smallest potential lifetime amongNi’s reverse-
link neighbors at time t. m(i, t) = argminNj∈Ii(t)(L
′
j(Pj, t)).
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Table 6.1: A glossary of selected terms used in this section. If the time t specified within
each notation is clear within the context, it is omitted for purposes of brevity. In the
glossary, however, we list each notation in both forms (with and without t).
Suppose that at time t = 0, each node is transmitting at its maximum transmission
power pmax. Then, the set of nodes that includes Ni’s reachable neighbors is Ri(0) =
{Nj | p(Ni, Nj) ≤ pmax}. Let ni denote the size of the set Ri(0). Therefore, we define
the available transmission powers for node Ni as Ai = {p1i , p2i , . . . , pnii } where, for any
pki ∈ Ai, there exists a node Nj ∈ Ri(0) such that pki is the minimum transmission
power required for Ni to reach Nj. Note that a node does not need to transmit at
power levels other than the ones needed to reach other nodes within its maximum
range.
Let P denote a mapping of the nodes in the network to transmission power levels.
The mapping implemented at time t is P = {Ni → p1(t), N2 → p2(t), . . . }, where
pi(t) is the power at which node Ni is set to make transmissions at time t. We write
P = { fi,P−i } where fi is a mapping of node Ni to a certain power level and P−i is
a mapping of all other nodes in the network to power levels.
Let Pi denote a mapping, Pi : Hi → R, of Ni and its reachable neighbors to power
levels. We write Pi = { fj,Pi,−j } where fj is a mapping of node Nj ∈ Hi to a certain
power level and Pi,−j is a mapping of all other nodes in Hi to power levels.
Let Li(ai, t) denote the estimated lifetime of node Ni at time t if set to transmit
at power level ai. Per the definition of estimated lifetime, Li(ai, t) = Wi(t)/ai. If
ai = p
′
i(Pi), then Li(ai, t) = L
′
i(Pi, t).
Denote by m(i, t), or m(i) for brevity, the node in Ii(t) with the smallest potential
lifetime. We define the potential lifetime of Ni’s reverse-link neighborhood at time t
as the potential lifetime of node m(i) at time t, i.e., L′m(i)(Pm(i), t).
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6.4.2 The utility function
In the following, we present and justify the utility function governing the ordinal
potential game upon which our topology control algorithm is based.
As stated in Section 6.3, the primary goal for each sensor node is to improve the
potential lifetime of its reverse-link neighborhood without also causing a reduction in
the network’s estimated lifetime. While prioritizing the primary goal, the secondary
goal of the sensor node is to improve its own estimated lifetime. Both of these goals
are captured in the utility function presented in this section.
Let ai ∈ Ai denote a power level that is available to node Ni at time t. Define the
primary utility function (corresponding to the primary goal described in Section 6.3)
for node Ni with power level ai at time t as:
uXi (ai, t) = min
(
min
Nj∈Ii(t)
L′j({Ni → ai,Pj,−i}, t), Li(ai, t)
)
= min
(
L′m(i)({Ni → ai,Pm(i),−i}, t), Li(ai, t)
)
(6.1)
This is the minimum of the estimated lifetime of node Ni at power level ai and the
potential lifetime of the node whose value is the minimum amongst its reverse-link
neighbors. Maximizing this is the primary goal as explained in Section 6.3.
Define the secondary utility function for node Ni with power level ai at time t as:
uYi (ai, t) = Li(ai, t) (6.2)
This is the estimated lifetime of node Ni when transmitting at power level ai at time
t. Maximizing this is the secondary goal as also explained in Section 6.3.
Bearing in mind the two goals, primary and secondary, for each node, we define
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the utility function ui for node Ni with power level ai at time t as:
ui(ai, t) = ci(ai, t)
[
uXi (ai, t) + `i(ai, t)u
Y
i (ai, t)
]
= ci(ai, t) min
(
L′m(i)({Ni → ai, ,Pm(i),−i}, t), Li(ai, t)
)
+ ci(ai, t)`i(ai, t)Li(ai, t) (6.3)
where ci(ai, t) and `i(ai, t) are defined in the following paragraphs.
The term ci(ai, t) in Eqn. (6.3) is a binary function indicating whether node Ni,
when set to transmit at power ai, is connected to every node Nj ∈ Ri(t). More
specifically,
ci(ai, t) =

1, if a path exists from Ni to each Nj ∈ Ri(t)
0, otherwise
If node Ni has lost connectivity with a certain node Nj by transmitting at power ai
at time t, i.e., ci(ai, t) = 0, then, the network’s connectivity is lost and by Case 1 in
Section 6.1.1, the network’s life has ended. This should be reflected in node Ni’s own
utility function, and thus, ui(ai, t) = 0 when ci(ai, t) = 0.
The term `i(ai, t) in Eqn. (6.3) is a binary function indicating whether the node’s
own estimated lifetime should be considered when calculating its utility at power level
ai. In the following, we will describe the conditions under which `i(ai, t) takes on the
values of either 0 or 1.
As discussed in Section 6.3, improving its own lifetime is only the secondary goal
for every sensor node. When the primary and the secondary goals of a node are in
conflict, the secondary goal of improving its own lifetime should yield to the primary
goal. Therefore, for ai that leads to this situation, `i(ai, t) = 0 indicating that the
secondary goal of node Ni yields to the primary goal. On the other hand, for the
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power level ai at which node Ni is able to achieve its primary goal without conflict
with the secondary goal, `i(ai, t) should take on the value of 1 and node Ni should now
focus on its secondary goal as well. In cases where node Ni is not able to achieve the
primary goal at whichever power it is transmitting, it should then focus on improving
its own estimated lifetime and therefore, the function `i(ai, t) then takes on the value
of 1 for every ai selected. The following paragraphs present a formal definition of
function `i(ai, t).
Suppose at power level ai, node Ni is able to help node m(i, t) reduce its potential
transmission power, and its own estimated lifetime at power ai is larger than its
reverse-link neighborhood’s previous potential lifetime. Under such a circumstance,
we refer to power level ai as a preferred power level of node Ni. Note that, for a node-
to-power mapping P, there may exist several preferred power levels for node Ni. We
denote the set of preferred power levels for node Ni under power the node-to-power
mapping P as Ki(P−i). For any power level ai ∈ Ki(P−i), node Ni’s reverse-link
neighborhood’s potential lifetime is extended by node Ni transmitting at power ai and
node Ni’s lifetime at power level ai exceeds its previous reverse-link neighborhood’s
potential lifetime. Therefore, at a power level ai ∈ Ki(P−i), the primary goal for
node Ni is met and node Ni should focus on optimizing for its own estimated lifetime
(the secondary goal) through the utility function. Therefore, we can conclude that
`i(ai, t) = 1 in such a case.
If there exists no preferred power level ai at which Ni can transmit to increase its
primary utility function (indicated by Ki(P−i) = ∅), then also node Ni should focus
on improving its own estimated lifetime through the utility function. In this case,
Ni’s lifetime should be still be relevant in the local utility function ui(ai, t) and so,
`i(ai, t) = 1 for any value of ai.
If neither of the above two cases is valid, then transmitting at power level ai
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causes a conflict between node Ni’s primary and secondary goals. In this case, node
Ni should focus on its primary goal only and therefore, `i(ai, t) = 0.
Based on the above reasoning, `i(ai, t) is defined as:
`i(ai, t) =

1, if Ki(P−i) = ∅, or ai ∈ Ki(P−i)
0, otherwise
6.4.3 The ordinal potential game
We are now ready to describe the strategic game Γ = 〈N,A,U〉 as having the
following three components:
• Player set N : Ni ∈ N = {N1, N2, ..., Nn} where n is the number of nodes in the
network.
• Action set A: a ∈ A = Πni=1Ai is the space of all action vectors, where each
component Ai represents the set of available power levels at which Ni may
transmit.
• Utility function set U : For each player Ni, utility function ui : A→ R as given
by Eqn. (6.3) which models the node’s preferences for its available power level
choices. The vector of these utility functions is U : A→ Rn.
Theorem 6. The game Γ = 〈N,A,U〉 is an ordinal potential game and its ordinal
potential function is given by
Φ(P, t) = C(P) min
Ni∈N
L′i(Pi, t) (6.4)
where C(P) is the binary connectivity function indicating whether the graph is con-
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nected with node-to-power mapping P, i.e,
C(P) =

1, if the graph is connected
0, otherwise
Proof. We will prove this by applying the definition of an ordinal potential game
and proving that, at any time instant t, the difference in individual utilities for each
node from unilaterally changing its strategy and the difference in values of the global
potential function have the same sign [66, 74]. Denote the mapping of nodes to power
levels as follows: when Ni is transmitting at power level ai as P = {Ni → ai,P−i}
and when Ni is transmitting at power level a
′
i as P
′ = {Ni → a′i,P−i}. First, for the
difference in an individual node’s utilities, we have:
∆ui(t) = ui(P, t)− ui(P′, t)
Omitting t for brevity, we can rewrite this equation as:
∆ui = ui(P)− ui(P′)
= ci(ai)Li(ai)`i(ai) + ci(ai) min
{
L′m(i)(P), Li(ai)
}
− ci(a′i)Li(a′i)`i(a′i)− ci(a′i) min
{
L′m(i)(P
′), Li(a′i)
}
Note that, with Ni’s power level being either ai or a
′
i, the power levels for the rest of
the nodes within the network remain the same. Since at any time instant t, Nj ∈ Oi(t)
are the only nodes whose potential lifetime may be affected by Ni’s power level, we
can thus conclude that for node Nj 6∈ Oi(t), L′j(P, t) = L′j(P′, t).
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Now, the difference in the values of the global potential function, ∆Φ(t), is:
∆Φ(t) = C(P) min
Ni∈N
L′i(P, t)− C(P′) min
Ni∈N
L′i(P
′, t)
Since this equation holds for any value of t, we can omit t to simplify the notation.
∆Φ = C(P) min
Ni∈N
L′i(P)− C(P′) min
Ni∈N
L′i(P
′)
= C(P) min
{
min
Nj∈Oi
L′j(P), min
Nk 6∈Oi
L′k(P))
}
− C(P′) min
{
min
Nj∈Oi
L′j(P
′), min
Nk 6∈Oi
L′k(P
′)
}
= C(P) min {Ti(P), T−i(P)} − C(P′) min {Ti(P′), T−i(P′)}
where Ti(P) = minNj∈Oi L
′
j(P) is the smallest potential lifetime amongst node Ni
and its reverse-link neighborhood when the node-to-power mapping is P. Recall that
Oi = Ni ∪ Ii and therefore:
Ti(P) = min{L′i(P), min
Nj∈Ii
L′j(P)}
and
L′i(P) = min{L′m(i)(P), L′i(P)}
Ti(P
′) is similarly defined. T−i(P) and T−i(P′) are also defined similarly as minNk 6∈Oi L
′
k(P)
and minNk 6∈Oi L
′
k(P
′), respectively. Since nodes within Oi are the only nodes whose
potential lifetime may be influenced by node Ni’s change in its transmission power,
we can therefore conclude that T−i(P) = T−i(P′).
Without loss of generality, we assume that ai > a
′
i, indicating that if C(P
′) = 1,
then C(P) = 1. We can also conclude that Li(ai) < Li(a
′
i). According to the
definition of C(P), if ai = 0, then C(P) = 0. The possible cases of ci(ai, t) and
ci(a
′
i, t) are (omitting t for brevity):
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• Case 1: ci(ai) = ci(a′i) = 0⇒ C(P) = C(P′) = 0
• Case 2: ci(ai) = 1, ci(a′i) = 0⇒ C(P′) = 0
• Case 3: ci(ai) = ci(a′i) = 1
In Cases 1 and 2, the network is not connected with ai or a
′
i or both. In these cases,
it is easy to prove that ∆ui and ∆Φ have the same sign. We consider Case 3 in detail
in the following.
In Case 3, the local graph within Ni’s range is connected whether Ni’s power
level is ai or a
′
i. Since all other nodes except Ni’s power levels remain the same at
time t, we can conclude that C(P) = C(P′). This leads us to two situations: in
one, C(P) = C(P′) = 0, i.e, the full graph G is not connected because of some node
located outside of Ni’s range, and in the other, C(P) = C(P
′) = 1, i.e, the full graph
G is connected. In the case the graph is not connected, C(P) = C(P′) = 0 and,
therefore, ∆Φi = 0. Thus, we can conclude that ∆ui and ∆Φi have the same sign. In
the following, we now focus on the situation in which the full graph G is connected.
The Case 3 situation in which the graph is connected, i.e., C(P) = C(P′) = 1,
can be further categorized into four sub-cases:
• Sub-case (3a):
min{Ti(P), T−i(P)} = Ti(P), and min{Ti(P′), T−i(P′)} = Ti(P′).
• Sub-case (3b):
min{Ti(P), T−i(P)} = T−i(P), and min{Ti(P′), T−i(P′)} = Ti(P′).
• Sub-case (3c):
min{Ti(P), T−i(P)} = Ti(P), and min{Ti(P′), T−i(P′)} = T−i(P′).
• Sub-case (3d):
min{Ti(P), T−i(P)} = T−i(P), and min{Ti(P′), T−i(P′)} = T−i(P′).
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Case (3a): In this case, whether Ni’s power level is ai or a
′
i, the node with
the smallest potential lifetime lies either within Ni’s reverse-link neighborhood or
is node Ni itself. Therefore, we have Ti(P) = min{L′m(i)(P), L′i(P)} and Ti(P′) =
min{L′m(i)(P′), L′i(P′)}. We could also conclude that
∆Φ = Ti(P)− Ti(P′) = min
{
L′m(i)(P), L
′
i(P)
}−min{L′m(i)(P′), L′i(P′)} (6.5)
∆ui = Li(ai)× `i(ai)− Li(a′i)× `i(a′i)
+ min
{
L′m(i)(P), Li(ai)
}−min{L′m(i)(P′), Li(a′i)} (6.6)
Since a node’s potential transmission power is no larger than its current transmis-
sion power, we can conclude that pi(P) ≤ ai, and pi(P′) ≤ a′i. Also, ai is at least one
power level larger than a′i and, therefore, pi(P
′) ≤ a′i ≤ pi(P) ≤ ai. We conclude:
L′i(P
′) ≥ Li(a′i) ≥ L′i(P) ≥ Li(ai) (6.7)
Now, there are four sub-sub-cases based on the values of `i(ai) and `i(a
′
i):
• Case (3a-i): `i(ai) = `i(a′i) = 1
• Case (3a-ii): `i(ai) = `i(a′i) = 0
• Case (3a-iii): `i(ai) = 1, and `i(a′i) = 0
• Case (3a-iv): `i(ai) = 0, and `i(a′i) = 1
In the following, we consider each of the above sub-sub-cases.
Case (3a-i): According to the definition of `i(ai, t), either both power levels ai and
a′i can help improve node Ni’s reverse-link neighborhood’s potential lifetime or neither
of them can. Therefore, we have L′m(i)(P) = L
′
m(i)(P
′). Note that, L′i(P) ≤ L′i(P′).
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Now, we can rewrite Eqn. (6.5) as
∆Φ = min
{
L′m(i)(P), L
′
i(P)
}−min{L′m(i)(P′), L′i(P′)}
= min
{
L′m(i)(P
′), L′i(P)
}−min{L′m(i)(P′), L′i(P′)}
≤ min{L′m(i)(P′), L′i(P′)}−min{L′m(i)(P′), L′i(P′)}
= 0
As for ∆ui, since Li(ai) < Li(a
′
i), and L
′
m(i)(P) = L
′
m(i)(P
′), we can rewrite Eqn.
(6.6) as:
∆ui = Li(ai)− Li(a′i) + min
{
L′m(i)(P), Li(ai)
}−min{L′m(i)(P′), Li(a′i)}
< min
{
L′m(i)(P
′), Li(ai)
}−min{L′m(i)(P′), Li(a′i)}
≤ min{L′m(i)(P′), Li(a′i)}−min{L′m(i)(P′), Li(a′i)}
= 0
Therefore, we have ∆Φ ≤ 0 and ∆ui < 0. Thus, as for Case (3a-i), ∆Φ and ∆ui
share the same sign.
Case (3a-ii): Since `i(ai) = `i(a
′
i) = 0, it indicates that node Ni’s reverse-link
neighborhood’s potential lifetime cannot be extended when node Ni is transmitting
at either power level ai or a
′
i. Thus, we can conclude that L
′
m(i)(P) = L
′
m(i)(P
′).
Following a similar line of deduction as in Case (3a-i), we can conclude that ∆Φ ≤ 0.
As for ∆ui, also following the same line of deduction as in Case (3a-i), we have:
∆ui = min
{
L′m(i)(P), Li(ai)
}−min{L′m(i)(P′), Li(a′i)}
≤ min{L′m(i)(P′), Li(ai)}−min{L′m(i)(P′), Li(a′i)}
= 0
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This implies that both ∆Φ and ∆ui are no larger than 0 and, therefore, share the
same sign.
Case (3a-iii): The fact that `i(ai) = 1 and `i(a
′
i) = 0 indicates that node Ni’s
preferred power set is not empty and power level ai is one of the preferred power levels
while power level a′i is not. Therefore, by node Ni transmitting at power ai, its reverse-
link neighborhood’s potential lifetime can be extended. Denote node Ni’s reverse-link
neighborhood’s previous potential lifetime by L′pre. We know that L
′
m(i)(P) > L
′
pre.
On the other hand, since `i(a
′
i) = 0 and ai > a
′
i, we can conclude that by node
Ni transmitting at power level a
′
i, its reverse-link neighborhood’s potential lifetime
cannot be improved. Thus, we have L′m(i)(P
′) = L′pre < L
′
m(i)(P). Also, according to
the definition of `i(ai), we can conclude Li(ai) > L
′
pre. Together with Eqn. (6.7), we
can conclude that L′i(P) ≥ Li(ai) > L′m(i)(P′). Thus, we can rewrite Eqns. (6.5) and
(6.6) as:
∆Φ = min
{
L′m(i)(P), L
′
i(P)
}−min{L′m(i)(P′), L′i(P′)}
≥ min{L′m(i)(P′), L′i(P)}− L′m(i)(P′)
> min
{
L′m(i)(P
′), L′m(i)(P
′)
}− L′m(i)(P′)
= 0
∆ui = Li(ai)−min
{
L′m(i)(P
′), Li(a′i)
}
+ min
{
L′m(i)(P), Li(ai)
}
≥ Li(ai)− L′m(i)(P′) + min
{
L′m(i)(P
′), Li(ai)
}
> min
{
L′m(i)(P
′), Li(ai)
}
> 0
Therefore, we have proved that, in Case (3a-iii), both ∆Φ and ∆ui are positive
numbers, and therefore, share the same sign.
Case (3a-iv): The fact that `i(ai) = 0 indicates that the preferred power level set
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Ki(P−i) is not empty and power level ai is not within Ki(P−i). On the other hand,
since `i(a
′
i) = 1, and P−i = P
′
−i, we can conclude that a
′
i is a preferred power level
and L′pre < Li(a
′
i). This also indicates that when transmitting at power level a
′
i, node
Ni serves as a relay node for node m(i) enabling it to reduce its transmission power
without disconnecting the network. Therefore, by transmitting at power ai > a
′
i,
node Ni should also be able to serve as the bridge node for node m(i). Thus, we can
conclude that L′m(i)(P) = L
′
m(i)(P
′). Following similar lines of deduction as in Cases
(3a-i) and (3a-ii), we conclude that ∆Φ ≤ 0.
Now, since node m(i)’s potential lifetime can be improved by node Ni transmitting
at power level ai, therefore, the only reason why `i(ai) = 0 is that by transmitting
at this power, node Ni’s lifetime at power level ai is less than node m(i)’s previous
potential lifetime, i.e., Li(ai) < L
′
pre < Li(a
′
i). We therefore can rewrite Eqn. 6.6 as:
∆ui = min
{
L′m(i)(P), Li(ai)
}−min{L′m(i)(P′), Li(a′i)}− Li(a′i)
≤ min{L′m(i)(P′), Li(a′i)}−min{L′m(i)(P′), Li(a′i)}− Li(a′i)
= 0− Li(a′i)
< 0
Therefore, we have proved that, in Case (3a-iv), ∆Φ and ∆ui share the same sign.
From the above arguments, we have proved that ∆Φi and ∆ui hold the same sign
for all possible sub-cases in Case (3a).
Case (3b): We have Ti(P
′) < T−i(P′) = T−i(P) < Ti(P). This indicates that
by node Ni transmitting at power ai, its primary goal has been met. Therefore, we
have `i(ai) = 1, and `i(a
′
i) = 0. Then, we have ∆Φi = T−i(P) − Ti(P′) > 0 and
∆ui = Li(ai) + Ti(P) − Ti(P′) > Li(ai) > 0. Therefore, in Case (3b), ∆Φi and ∆ui
hold the same sign.
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Case (3c): In this case, Ti(P) < T−i(P) = T−i(P′) < Ti(P′). Therefore, we
have ∆Φi = Ti(P) − T−i(P′) < 0. Exactly as in Case (3a), there are four sub-cases
depending on the values of `i(ai) and `i(a
′
i). For Cases (3c-i), (3c-ii) and (3c-iv), we
can follow similar lines of deduction as in Cases (3a-i), (3a-ii) and (3a-iv) to prove
that ∆ui ≤ 0 and, therefore, ∆Φi and ∆ui hold the same sign.
As for Case (3c-iii), it can be shown that it is impossible. Following the logic
discussed in Case (3a-iii), we have Φi = Ti(P)− T−i(P′) > Ti(P)− Ti(P′) > 0, which
is in contradiction to the assumption in Case (3c-iii) that Ti(P) < Ti(P
′).
So, in all sub-cases of Case (3c), ∆Φi and ∆ui have the same sign.
Case (3d): In this case, we can conclude that ∆Φi = T−i(P) − Ti(P′) = 0.
Therefore, no matter what the sign of ∆ui, we can conclude that ∆Φi and ∆ui have
the same sign.
This concludes the consideration of all possible cases and sub-cases, in all of which
we have shown that ∆Φ(P) and ∆ui(P) have the same sign. This proves that Φ(P, t)
is an ordinal potential function of ui(P, t), and Γ is an ordinal potential game.
Since this is an ordinal potential game, seeking the optimal global potential func-
tion yields a Nash equilibrium [66, 74]. In the next section, we propose a distributed
localized algorithm that adaptively seeks to optimize the global potential function
through each node seeking to optimize its own utility function defined in Eqn. (6.3).
6.5 The CTCA algorithm
This section presents the Cooperative Topology Control with Adaption (CTCA)
algorithm in which each node plays the ordinal potential game, discussed in the
previous section, with the goal of increasing network lifetime.
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Algorithm 5 CTCA algorithm executed at node Ni
Input: Maximum transmission power Pmax
Output: G′i = (Vi, E
′
i), the local topology of node Ni
Initialization phase:
1: Broadcast a Hello message with power pmax
2: Compile Ri
3: k ← number of reachable neighbors in Ri
4: Compile Ai = {p(Ni, Nj) |Nj ∈ Ri}
5: Sort Ai such that Ai[1] < Ai[2] < · · · < Ai[k]
6: Broadcast neighbor info (Nj, p(Ni, Nj)) for Nj ∈ Ri with power Ai[k]
7: Receive the information sent by neighbor Nj ∈ Ri
8: Run DLSS algorithm, determine pi, compile Ri
9: Broadcast pi with power level Ai[k]
10: Receive pj from Nj ∈ Ri, and compile Ii
11: Si ← AbleToReducePower(Ni, pi)
12: Broadcast Si with power pi
13: Receive Sj from Nj ∈ Ii
Power adjustment phase:
14: EnergyInfoShared ← False
15: while Wi > 0 do:
16: q ← 0
17: if not EnergyInfoShared then:
18: Broadcast Wi with power pi
19: EnergyInfoShared ← True
20: end if
21: Send remaining energy request for Nj ∈ Ii
22: Receive Wj from Nj ∈ Ii
23: Wait for a random time t ∈ [0, T1]
24: pi, q ← NAPA(pi, q)
25: Wait for T2 time
26: EnergyInfoShared ← False
27: Wait for T3 − T2 time
28: end while
29: return Gi
6.5.1 Pseudo-code and rationale
We use the same terminology as in the previous section, but for brevity, we omit
the time t in our notation.
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The pseudo-code of the CTCA algorithm is presented in Fig. 5. The initialization
phase of the algorithm (lines 01–13) enables each node to rapidly reduce its trans-
mission power (using the DLSS algorithm executed in line 08), compile Ai (the list
of power levels that Ni can switch to) and prepare for the power adjustment phase
illustrated in lines 14–29.
To offer a dynamic environment where each node updates its transmission power
periodically, the algorithm operates in rounds. At the beginning of each round, each
node broadcasts its current remaining energy if it has not been broadcasted before,
which is indicated by the EnergyInfoShared flag. This process is described in lines
17–19. It will also send out a request for its reverse-link neighbors’ current remaining
energy levels and update Wj for Nj ∈ Ii based on the received data as described in
lines 21–22. The node will then wait for a random period of time t ranging from
0 to T1 before executing the Neighbor-Assisted Power Adjust (NAPA) procedure to
adjust its transmission power. NAPA is the game-theoretic component of the CTCA
algorithm.
The random time interval of t ∈ [0, T1] is used to introduce randomness in the
order in which sensor nodes perform their power adjustment routines. Time T2 in
line 25 is needed because the energy level on a node is constantly changing and it
helps to insert this waiting period to modulate how frequently a node requests energy
level information from its reverse-link neighbors and how frequently it broadcasts its
current energy level in response to requests from its reachable neighbors. Therefore,
to ensure that node Ni’s reachable neighbors have a relatively up-to-date information
on node Ni’s energy level, node Ni changes its EnergyInfoShared flag to False so
that once its reachable neighbors request its information, it will send back the latest
energy level. On the other hand, node Ni should reduce the number of times that
its information is sent due to its own energy concerns. Therefore, if node Ni’s energy
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level has not changed noticeably so as to affect its reachable neighbors’ actions, it
will keep its EnergyInfoShared as True until T2 time has passed. Time T3 in line 27
is needed to ensure that another round of the topology control process will not begin
until the ongoing topology control process has finished.
The detailed NAPA procedure is illustrated in Algorithm 6. As we have explained
in Section 6.3, each node should always try to meet its primary goal unless it cannot
be accomplished. This process for helping improving its primary goal is illustrated
in lines 16–26 in Algorithm 6. If Ni is to increase its transmission power to help
improve its reverse-link neighborhood’s potential lifetime (as illustrated by node N3
in Fig. 6.2(c)), several conditions have to be met:
1. The node with the minimum potential lifetime within Ni’s reverse-link neigh-
borhood (node m(i)) cannot improve its potential lifetime on its own (Sm is
False), as in node N1’s case illustrated in Fig. 6.2(a).
2. Nodem(i) is not transmitting at its minimum transmission power (pm > min(Am)).
3. m(i)’s potential lifetime can be improved with Ni transmitting at a certain
larger power ai. In this case, Nc(m) ∈ Hi, indicating that node Ni should be
transmitting at power p(Ni, Nc(m)).
4. Ni’s lifetime when transmitting at power p(Ni, Nc(m)) is larger than its reverse-
link neighborhood’s potential lifetime, i.e., Wi/p(Ni, Nc(m)) > L
′
m(i)(Pi).
Conditions (1) and (2) are implemented in line 16 of Algorithm 6, and conditions
(3) and (4) are implemented in line 18 in Algorithm 6. If all of the conditions listed
above have been met, then node Ni will choose to increase its transmission power so
as to help improve its reverse-link neighborhood’s potential lifetime. On the other
hand, if the node cannot help to improve its reverse-link neighborhood’s potential
lifetime (indicated by CanHelp being False in line 28), then it will try to meet its
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Algorithm 6 The Neighbor-Assisted Power Adjust (NAPA) procedure executed at
node Ni
Input: current power level pi, current execution number q
Output: new power level pi, execution number q
1: if q < Q then . Q is the maximum number of times a node may execute this
procedure per round
2: q ← q + 1
3: for Nj ∈ Ii do
4: if Sj then
5: k ← index of pj in Aj
6: L′j(Pi)← Aj[k − 1]
7: else
8: L′j(Pi)← pj
9: end if
10: end for
11: Compute node m(i)← argmin(L′j(Pi) |Nj ∈ Ii)
12: Sm ← received Sm from node m(i)
13: pm ← received node m(i)’s current transmission power
14: Si ← AbleToReducePower(Ni, pi)
15: CanHelp ← False
16: if not Sm and pm > min(Am) then
17: Nc(m) ← Nx | p(m(i), Nx) = pm
18: if Nc(m) ∈ Hi and Wi/p(Ni, Nc(m)) > L′m(i)(Pi) then
19: pi ← p(Ni, Nc(m))
20: Broadcast NeighborInfo Request with power pi
21: Receive response from newly added neighbors
22: Update Ri
23: Si ← AbleToReducePower(Ni, pi)
24: Inform Nj ∈ {Ri ∪ Ii} of (pi, Si)
25: CanHelp ← True
26: end if
27: end if
28: if not CanHelp then
29: if pi > p
′
i(Pi) then
30: ptemp ← pi
31: pi ← p′i(Pi)
32: Update Ri.
33: Si ← AbleToReducePower(Ni, pi)
34: Broadcast (pi, Si) with power ptemp
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35: Inform Nj ∈ Ii of current (pi, Si)
36: end if
37: end if
38: if Si then
39: Wait for a random time t ∈ [0, T1]
40: pi, q ← NAPA(pi, q)
41: else
42: return pi, q
43: end if
44: end if
45: function AbleToReducePower(Ni, pi)
46: Nc(i) ← Nx | p(Ni, Nx) = pi
47: Wc(i) ← node Nc(i)’s current power level
48: Si ←False
49: p′i(Pi)← pi
50: if pi > min(Ai) then
51: for Nj ∈ Ri do
52: if Nc(i) ∈ Rj and Li(pi) < Wc(i)p(Nc(i),Nj) then
53: Si ← True
54: k ← index of pi in Ai
55: p′i(Pi)← Ai[k − 1]
56: break
57: end if
58: end for
59: end if
60: return Si
61: end function
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secondary goal of improving its own estimated lifetime. This process is indicated by
lines 29–36. In cases where a node can still improve its estimated lifetime, it will
schedule to perform the NAPA procedure again after a random period of time (lines
39–40).
Function AbleToReducePower in Algorithm 6 illustrates the algorithm imple-
mented by each node to calculate its potential transmission power. If there exists
a reachable neighboring node Nj of Ni such that Nj can communicate with the node
that determines Ni’s current transmission power, then Ni’s potential transmission
power, denoted by p′i(Pi), is one level below its current transmission power, and Si is
True. Otherwise, p′i(Pi) = pi, and Si is False.
To ensure up-to-date information sharing amongst a node’s reachable neighbor-
hood and its reverse-link neighborhood, the communication routines that are executed
by each node are illustrated in Algorithm 7. These routines ensure that once a node
has changed its current status (such as current transmission power, potential trans-
mission power and current remaining energy), nodes whose status may be affected
are informed.
As has been proved in the previous section, game Γ = 〈N,A,U〉 is an ordi-
nal potential game, and seeking the optimal global potential function yields a Nash
equilibrium. Therefore, given enough time, the NAPA algorithm converges to an
equilibrium. In our observations, we find that Q = 4 is adequate to ensure good
performance. Therefore, in our implementations, we allow only four executions of the
NAPA procedure per round per node.
The initialization stage of the CTCA algorithm as illustrated in Fig. 5 introduces
the same order of computational and communication complexity as the DLSS al-
gorithm, which is O(∆2). The communication and computation complexity of the
CTCA algorithm at each round is O(∆).
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6.6 Simulation results
6.6.1 Simulation and energy consumption model
The energy model used in our simulation is identical to that used in the research
literature on topology control [34, 46]. This model incorporates energy consumption
due to transmission, reception, and for radio electronics in both free space and over
a multi-path channel above a certain distance threshold.
ETx(d) = Eelec × k +

εfs × d2 × k if d < d0
εmp × d4 × k if d ≥ d0
ERx = Eelec × k (6.8)
where ETx(d) is the energy consumed in transmitting the signal to an area of radius
d and Eelec is the energy consumed for the radio electronics. εfs is the transmitter’s
amplifier coefficient in free space and εmp is the transmitter’s amplifier coefficient in
the multi-path channel. d0 is the distance threshold beyond which the channel is
considered as multi-path. ERx is the energy consumed in receiving the signal, and k
is the number of bits in the packet. Radio parameters are set as Eelec = 50nJ/bit,
εfs = 10pJ/bit/m
2, εmp = 0.0013pJ/bit/m
4, and d0 = 87.8m.
Our simulation is conducted for a square 10km×10km region within which 200
nodes are placed in random locations. Each node is equipped with 40kJ of energy and
has a maximum transmission power pmax, which corresponds to a transmission radius
of 20% of the width of the square region. The constant T3 in the CTCA algorithm is
chosen to be 1000 times larger than T1, and T2 is chosen to be half of T3. Each data
point in the results reported here is the average of 200 randomly generated graphs.
Using the batch means method to estimate confidence intervals, we have determined
that the 95% confidence interval is within ±2% for each of the data points reported in
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Algorithm 7 Algorithms executed at Ni upon receiving control/request messages.
1: Upon receiving transmission power updates from Nj
2: if Nj ∈ Ii then
3: if pj < p(Nj, Ni) then
4: Remove Nj from Ii
5: else
6: Update Nj’s entry in Ii with (pj, Sj)
7: end if
8: end if
9: if Nj ∈ Ri then
10: Update Nj’s entry in Ri with (pj, Sj)
11: Stemp ← Si
12: Si ← AbleToReducePower(Ni, pi)
13: if Si 6= Stemp then
14: Broadcast Si with power pi
15: Wait for a random time t ∈ [0, T1]
16: pi, q ← NAPA(pi, q)
17: end if
18: end if
19: Upon receiving NeighborInfo Request from Nj
20: if Nj 6∈ Ii then
21: Inform Nj of (Wi, pi, Si)
22: Add Nj to Ii
23: end if
24: Upon receiving remaining energy request
25: if not EnergyInfoShared then
26: Broadcast Wi with power level pi
27: EnergyInfoShared ← True
28: end if
our results. In our simulation model, we employ the TinyOS standard [98] for sensor
node data transmission, including its packet formats.
6.6.2 Comparative analysis
In this section, we compare the performance of CTCA algorithm against some
of the other algorithms. Among the well-cited algorithms, our criteria for including
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Figure 6.3: A comparative performance analysis of different algorithms.
them in this comparative analysis are the following:
• The algorithm applies to or allows application in which communication is uni-
directional, where if node Ni is within the communication radius of node Nj,
node Nj is not required to be within the communication radius of node Ni. It
is the same assumption that we make in this chapter.
• The communication and computational complexity for an adaptive algorithm
is O(∆) or lower each round.
Based on the above criteria, we have selected Directed Relative Neighborhood
Graph (DRNG) [57], Directed Local Spanning Subgraph (DLSS) [57], Step Topology
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Control (STC) [89], and Routing Assisted Topology Control (RATC) [48]. In the case
of the RATC algorithm, it was reported in [48] that when sensor nodes operate under
a given level of 3-hop knowledge, the algorithm yields the best performance. Thus,
we also allow up to 3-hop level of information to be exchanged among sensor nodes
in the RATC algorithm.
In our experiments, every round, each node will send a designated data packet
to every other node within the network, i.e, a node will send out n− 1 packets each
round. Data packets are routed through the minimum energy consumption path.
In case of the CTCA algorithm, at the beginning of each round, each node adjusts
its transmission power according to the energy situation in its local area; as for all
other algorithms, each node will send out a hello message to check their neighbors’
availability.
Fig. 6.3(a) reports the network lifetime achieved by the different algorithms. For
each point in the graph, its x-axis value indicates the number of rounds that has
passed. The y-axis value indicates the percentage of graphs (of the 200 randomly
generated graphs used as a starting point in the experiments) that are still connected.
As shown in the figure, a significantly larger fraction of graphs stay connected when
using the CTCA compared to other previously-known algorithms. On average, we
find that the life of a network is extended by more than 50% compared to other
algorithms.
For static algorithms such as DLSS, DRNG, STC, and RATC, the topology of
the network is determined at the very beginning of the network’s lifetime. There-
fore, their network’s parameters remain the same throughout the network’s lifetime,
as indicated by straight lines in Figs. 6.3(b) and 6.3(c). The CTCA algorithm, on
the other hand, changes the topology of the network with time, and thus, produces
different parameters each round. In Figs. 6.3(b) and 6.3(c), we have reported each
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algorithm’s performance until 50% of the random graphs that we have generated be-
come disconnected. DLSS is the only algorithm that achieves average transmission
power or energy cost per path comparable to the CTCA algorithm. However, as time
progresses, all algorithms except CTCA retain the same average transmission power
per node until the network’s functional life ends, but the CTCA algorithm adapts
accordingly and preserves connectivity for much longer. It is worth noting that, in
the case of the CTCA algorithm, between the first round when a graph is connected
to the 14th round when it is only 50% likely that it is connected, the average trans-
mission power per node in the CTCA algorithm increases by only about 20%. The
same observation can be made for the average energy cost along the minimum energy
path.
6.7 Conclusion
In this chapter, we proposed a cooperative game-theoretic approach to determine
the transmission power for each node so that it can periodically adapt to the current
remaining energy on nodes within its reachable and reverse-link neighborhood. We
have proved the existence of a Nash equilibrium for our game and provided an al-
gorithm (the CTCA algorithm) which achieves such an equilibrium. Our simulation
results show that the CTCA algorithm is able to improve the lifetime of a wireless
sensor network by more than 50% compared to the best previously-known algorithms.
While our work has used a game-theoretic approach under the constraint that
the network remain connected, our algorithm can be adapted to other criteria that
describe the functional life of a network (such as whether or not each portion of
a certain region is covered by a sensor node within a pre-defined distance). The
connectivity is captured by C(P) in Equation (6.4) and can be replaced by a different
criterion such as coverage.
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7. Price of anarchy
7.1 Introduction
The term price of anarchy (PoA), first introduced in [49], is used to measure of the
quality of a solution that results from non-cooperative selfish players in comparison to
a best possible solution. It is usually defined as the ratio between the worst possible
Nash equilibrium and the social optimum to capture the cost paid in performance
or any other metric by the system for the selfish behavior of its non-cooperative
participants.
Over the years, the price of anarchy has been used in a number of other contexts
[11, 63, 86]. In this chapter, we employ the same concept and define the price of
anarchy in order to capture the quality of the Nash equilibrium solution reached by
the CTCA algorithm in comparison to the best possible solution.
During the lifetime of the network, in each round, the game Γ = 〈N,A,U〉 is
played among the sensor nodes within the network to optimize the lifetime of the
network. As has been proved in Section 6.4, game Γ is an ordinal potential game
and, therefore, it always converges to a Nash equilibrium. Due to the selfishness of
the sensor nodes that only try to optimize their own utility functions, the estimated
lifetime of the network may not always be optimal at the end of each topology control
phase in each round. In the following, since the game is played based on the estimated
lifetime of the nodes and the network, we define the price of anarchy for this game
using the estimated lifetime as the metric.
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7.1.1 Problem statement
Let TOpt,t denote the maximum possible estimated lifetime of the network at time t.
Let TCTCA,t denote the estimated lifetime of the network running the CTCA algorithm
at time t. Since TCTCA,t at the end of each round of playing the game is the result
of a Nash equilibrium, the worst possible value of TCTCA,t, denoted by min(TCTCA,t),
represents the estimated lifetime corresponding to the worst possible Nash equilibrium
reached by the CTCA algorithm. We define the price of anarchy of the game Γ at
round t as:
PoA(t) =
TOpt,t
min(TCTCA,t)
(7.1)
So now the problem for finding the price of anarchy of the game played by the
CTCA algorithm can be simplified as one that finds the ratio between minimum
estimated network lifetime that can be achieved by the CTCA algorithm at round t
and the optimum network lifetime possible for certain sensor node layout at the same
round.
While the price of anarchy is a measure of the worst-case performance, it is il-
lustrative to also determine the average price paid by the CTCA algorithm which we
define as:
TOpt,t
avg(TCTCA,t)
(7.2)
In our performance analysis, we compute avg(TCTCA,t) by taking the average of mul-
tiple runs of the CTCA algorithm.
7.1.2 Contributions and organization
Section 7.1 introduces the concept of the price of anarchy, and formally defined
the price of anarchy of the game played by the CTCA algorithm. Section 7.2 of this
chapter proposes a centralized topology control algorithm named MinMax algorithm
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to calculate the optimum estimated network lifetime that can be achieved by a certain
sensor node layout at any time instant.
In section 7.4, we have proposed a centralized algorithm called Conditional Trace
Back (CTB) algorithm which captures the exact minimum estimated network lifetime
that can be achieved by the CTCA algorithm at any time instant t. The pseudo code
and the rationale for the algorithm is presented in section 7.4.1 and in section 7.4.2,
we have formally proved that the lifetime that is returned by the CTB algorithm is
the same as the minimum estimated network lifetime that can be achieved by the
CTCA algorithm. By obtaining the optimum estimated network lifetime through the
MinMax algorithm and deriving the minimum estimated network lifetime employing
the CTB algorithm, we are able to calculate the price of anarchy of the game played
by the CTCA algorithm.
The performance analysis of the CTCA algorithm is therefore illustrated in section
6.6 where we have also presented the average price paid by the CTCA algorithm in
comparison against the price of anarchy of the game played by the CTCA algorithm.
7.2 The optimal MinMax algorithm
In this section, in order to determine the numerator in Eqn. (7.1), we will present
a centralized topology control algorithm called the MinMax algorithm which is able
achieve the optimal estimated network lifetime.
In topology control algorithms, the weight of an edge usually reflects the cost of
transmission through this particular link. It is usually assigned to be the minimum
transmission power necessary for the two nodes at the ends of the edge to be able
to communicate with each other directly [55, 57, 89]. Alternatively, instead of in-
terpreting the cost of transmission from the energy cost perspective, it can also be
formulated based on the sensor node’s lifetime. For example, if we assign the weight
153
of an edge (Ni, Nj) at time t as:
wi,j(t) =
p(Ni, Nj)
Wi(t)
(7.3)
then, this weight function captures the amount of estimated lifetime consumed by
the sender node Ni if a transmission is made through link Ni → Nj. In the optimal
MinMax algorithm, we employ the above edge weight function.
Given the above edge weight function, the edge with the largest weight is the
edge helps determine the network’s estimated lifetime. Also, the sender node of this
particular edge is the node that has the smallest estimated lifetime and, consequently,
determines the lifetime of the network. This is because for any node Nk, if node Ns
is the node that determines Nk’s current transmission power, i.e., pk(t) = p(Nk, Ns),
then we can conclude that p(Nk, Ns) ≥ p(Nk, Nz) |Nz ∈ Rk(t) and consequently,
wk,s(t) ≥ wk,z(t), Nz ∈ Rk(t) (7.4)
Furthermore, if node Ni is the node that has the smallest estimated lifetime, then
we have Li(pi, t) ≤ Lj(pj, t) |Nj ∈ N . Since Li(pi, t) = Wi(t)/pi(t), if Nj is the node
that determines its current transmission power, we can therefore conclude that
wi,j(t) =
p(Ni, Nj)
Wi(t)
=
pi(t)
Wi(t)
≥ pk(t)
Wk(t)
= wk,s(t)
for all Nk, Ns ∈ N such that (Nk, Ns) is an edge. Combined with Eqn. (7.4), this
implies that edge (Ni, Nj) has the largest weight among all the edges within the
network and TOpt,t = 1/wi,j(t). If the network’s lifetime is to be maximized, the
weight of edge (Ni, Nj) has to be minimized. In other words, in the optimal algorithm,
the weight of the edge whose value is the maximum among all the edges has to be
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Algorithm 8 The MinMax algorithm that achieves the optimum network lifetime.
Input: Initial fully connected graph G = (N,E)
Output: the optimum network lifetime
1: for (Ni, Nj) ∈ E do
2: wi,j ← p(Ni, Nj)/Wi(t)
3: end for
4: Sort E in descending order of the edge weight
5: a← 0
6: while G is strongly connected do
7: (Ni, Nj)← a-th edge in E
8: Remove (Ni, Nj) from G
9: a← a+ 1
10: end while
11: Add (Ni, Nj) back to G
12: return 1/wi,j
minimized. We therefore refer to the algorithm that achieves such a property as the
MinMax algorithm.
The detailed MinMax algorithm is illustrated in Fig. 8. The idea of the MinMax
algorithm is simple. All the edges within the original graph are sorted in descending
order of weights. The MinMax algorithm will then try to remove the edge with
the largest weight within the current graph since it is the edge that determines the
lifetime of the network. If the graph is still connected after the removal of the edge,
the MinMax algorithm will continue with the new edge that now has the largest
weight in the current graph. If the graph becomes disconnected after the removal
of the edge, this edge will be added back into the graph. The weight of this edge
determines the estimated lifetime of the network. If we denote the edge that is put
back as (Ni, Nj), then the optimal estimated network lifetime is given by T = 1/wi,j.
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7.3 The worst-case equilibrium
In this section, we focus on finding the worst-case equilibrium that can result from
running the CTCA algorithm, using which we can compute the price of anarchy for
the game Γ played by the CTCA algorithm.
Theorem 7. The topology yielded by the DLSS algorithm in the initialization phase
of the CTCA algorithm (line 8) is an equilibrium for game Γ. It is also the worst-case
equilibrium that can be yielded by the CTCA algorithm in the first round.
Proof. By definition, a Nash equilibrium is reached when no node has the incentive
to change its current strategy unilaterally. There are three key factors in determining
each sensor node’s utility payoff:
1. The network’s connectivity.
2. The sensor node’s own estimated lifetime.
3. The sensor node’s reverse-link neighborhood’s potential lifetime.
In the following section, we will prove that none of the above three factors will con-
tribute to the node’s incentive to change its current transmission power. We assume
that during the first round of the CTCA algorithm, the energy levels on the sensor
nodes are the same, i.e., the same as the initial energy levels. Also, the energy con-
sumed for performing the DLSS algorithm and the CTCA algorithm is not considered
in this section because the price of anarchy is about the quality of the result returned
by the algorithm (quality of the graph) and not the cost of running the algorithm.
Since the time specified here is the first round and there is no other time instant
involved, the time t is omitted for simplicity in the mathematical notation below.
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1) The network’s connectivity: Since the network after running the DLSS algo-
rithm is connected, there exists no incentive for sensor nodes to change its transmis-
sion power in order to maintain the connectivity of the network.
2) The sensor node’s own estimated lifetime: In this case, to increase its utility
payoff, a node has to reduce its current transmission power in order to improve its
own estimated lifetime. We will prove by contradiction that this case is not possible.
Suppose there exists a node Ni in the final topology yielded by the DLSS algo-
rithm so that when it is running the CTCA algorithm, node Ni decides to reduce its
transmission power. Consider the edge (Ni, Nj) so that Nj is the node that deter-
mines node Ni’s current transmission power. According to the AbleToReducePower
routine, we can conclude that there exists a node Nk ∈ Ri such that
Li(p(Ni, Nj)) =
Wi
p(Ni, Nj)
<
Wk
p(Nk, Nj)
(7.5)
Again, since the power levels on sensor nodes are the same in the initial state of the
network, i.e., Wi = Wk, we can conclude that p(Ni, Nj) > p(Nk, Nj). Also, since
node Nj is the node that determines node Ni’s transmission power, we can conclude
that p(Ni, Nj) > p(Ni, Nk). Based on the above two inequalities and the fact that
a path Ni → Nk → Nj exists in the topology when every node is transmitting at
power pmax, we can conclude that edge (Ni, Nj) should have been removed from the
graph by the DLSS algorithm and will not exist in the final topology returned by the
DLSS algorithm. The fact that edge (Ni, Nj) exists in the topology yielded by the
DLSS algorithm indicates that no node Nk exists that satisfies the condition in the
inequality in Eqn. (7.5). Therefore, the CTCA algorithm will not be able to reduce
node Ni’s transmission power in the topology yielded by the DLSS algorithm due
to the absence of node Nk. This proves that node Ni will not have the incentive to
reduce its current transmission power.
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3) The sensor node’s reverse-link neighborhood’s potential lifetime: According to
the utility function of game Γ, a sensor node’s payoff may increase if its reverse-link
neighborhood’s potential lifetime is extended. There are two cases in which node Ni’s
reverse-link neighborhood’s potential lifetime may be extended: (i) Node m(i) is able
to reduce its current transmission power when Ni is transmitting at its current trans-
mission power or less; and (ii) Node m(i) is able to reduce its current transmission
power only if node Ni increases its current transmission power. As for case (i), we
have proved earlier that no node will be able to reduce its current transmission power
under the topology yielded by the DLSS algorithm when running the CTCA algo-
rithm. Therefore, the only way that node Ni’s reverse-link neighborhood’s potential
lifetime can be extended is by node Ni increasing its current transmission power (case
(ii) above). We will prove by contradiction that node Ni has no incentive to do so.
Denote by Nj the node that determines node m(i)’s current transmission power.
Then, according to the CTCA algorithm, by increasing its current transmission power
to p(Ni, Nj), node Ni creates a path between node m(i) and node Nj such that node
m(i) will be able to decrease its current transmission power without disconnecting
the graph. Therefore, there should exist a path m(i)→ Ni → Nj in the graph when
every node is transmitting at power pmax. This also indicates that
Wi
p(Ni, Nj)
≥ Wm(i)
p(m(i), Nj)
Since the energy levels on the sensor nodes are the same (the initial energy level), we
can therefore conclude that
p(Ni, Nj) < p(m(i), Nj)
Note that node Nj is the node that determines node m(i)’s transmission power.
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Therefore, we have
p(m(i), Ni) < p(m(i), Nj)
Given the above two inequalities, according to the DLSS algorithm, edge (m(i), Nj)
should have been removed from the graph and will not exist in the final topology
yielded by the DLSS algorithm. The fact that this edge does exist indicates that node
Ni does not exist. This proves that, in the topology yielded by the DLSS algorithm,
no node within the network has the incentive to increase its current transmission
power in order to help improve the potential lifetime of its reverse-link neighborhood.
Since there exists no incentive for any node within the network running the CTCA
algorithm to change its current transmission power when the network topology is given
by the DLSS algorithm, we conclude that the topology yielded by the DLSS algorithm
is an equilibrium for game Γ. It is also the only topology that results from the CTCA
algorithm in the first round and, therefore, it is also the worst-case equilibrium for
game Γ in the first round.
After running the CTCA algorithm in the first round, as data packets are ex-
changed among sensor nodes, the energy levels on the sensor nodes begin to differ.
Since each sensor node has O(∆) number of choices in determining its transmission
power, the number of equilibria after the first round of CTCA algorithm is therefore
in the order of O(∆N). To precisely capture the worst-case equilibrium that results
from the CTCA algorithm each round under such a circumstance, in the following
section, we present the Conditional Trace Back (CTB) algorithm.
7.4 The conditional trace back algorithm
The Conditional Trace Back (CTB) algorithm is a centralized algorithm which
produces the minimum network lifetime that can be achieved by the CTCA algorithm
at round t. Suppose at the beginning of round t, data transmission is finished from the
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last round and sensor nodes are ready to perform another round of topology control so
that the lifetime of the network can be improved. At this point, the current topology
of the network, denoted by G(t), is unlikely to be an equilibrium. Depending on the
time order in which different sensor nodes perform the CTCA algorithm, multiple
different equilibria are possible. The goal of the CTB algorithm is to calculate the
minimum network lifetime among those corresponding to all possible equilibria, i.e.,
the network’s lifetime in the worst-case equilibrium when playing game Γ.
7.4.1 Pseudo-code
The detailed pseudo code for the CTB algorithm is illustrated in Algorithm 9.
The idea of the CTB algorithm is simple and straight forward: if the edge weight
within the graph is assigned according to Eqn. (7.3), then the network’s lifetime
is dependent upon the weight of the edge whose value is the maximum within the
graph. Therefore, if the CTB algorithm is able to identify the largest weight edge
that may possibly exist in the equilibria generated by the CTCA algorithm, then the
CTB algorithm has found the minimum lifetime that can be achieved by the CTCA
algorithm. To find this particular edge, the CTB algorithm starts by testing if the
existence of the largest-weight edge in graph G′(t) is possible in the final topology
yielded by the CTCA algorithm. If the existence of the edge being tested is possible,
then the CTB algorithm has found the edge and will stop. Otherwise, the CTB algo-
rithm removes the edge from graph G′(t) and continues to test the largest-weight edge
within the new G′(t). The CTB algorithm stops only when the edge that determines
the minimum network lifetime that can be the result of the CTCA algorithm is found.
In the Initialization phase of the CTB algorithm, each node is transmitting at its
maximum transmission power and edge weights are calculated through Eqn. (7.3),
producing a new graph G′(t). Let wth represent the weight of the largest-weight edge
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Algorithm 9 The Conditional Trace Back (CTB) algorithm that returns the mini-
mum possible network lifetime by the CTCA algorithm in round t.
Initialization phase:
1: Construct initial graph G′(t) = (N,E ′(t)) with all the nodes transmitting at
power pmax
2: Assign weight to all the edges according to Eqn. (7.3)
3: wth ← max
(
pi(t)
Wi(t)
|Ni ∈ N
)
4: Remove all edges whose weight is larger than wth from E
′(t)
5: for Ni ∈ N do
6: Hi(t) = {Nj | (Ni, Nj) ∈ E ′(t)}
7: Zi(t)← Φ
8: end for
Power adjustment phase:
9: Sort E ′(t) in descending order of the edge weight
10: while True do
11: e = (Ni, Nj)← first edge in E ′(t)
12: possible ← False
13: if p(Ni, Nj) ≤ pi(t) then
14: possible ← True
15: else
16: a← 0
17: while a < |Zi(t)| do
18: (Nk, Ns)← a-th edge in Zi(t)
19: if p(Ni, Ns) ≥ p(Ni, Nj) then
20: possible ← True
21: break
22: end if
23: a← a+ 1
24: end while
25: end if
26: if possible then
27: for Nk ∈ Hi(t) do
28: if wi,j > wk,j then
29: possible ← False
30: add (Ni, Nj) to Zk(t)
31: end if
32: end for
33: end if
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34: if not possible then
35: remove e from E ′(t)
36: remove Nj from Hi(t)
37: else
38: return 1/wi,j(t)
39: end if
40: end while
within graph G(t) (before executing the CTCA algorithm again). Then, by removing
any edge that has a larger weight than wth, the CTB algorithm is able to yield a new
topology (G′(t)) that produces the upper bound on the price of anarchy of the game
played by the CTCA algorithm based on graph G(t).
Lemma 8. The estimated lifetime of the network generated by the Conditional Trace
Back (CTB) algorithm in the initialization phase is a lower bound on the estimated
network lifetime achieved by the CTCA algorithm.
Proof. As defined in Section 6.3, the network’s estimated lifetime is determined by
the sensor node that has the smallest estimated lifetime within the network. It is
also the node with the largest ratio between its current transmission power and its
current remaining energy level. The node with the largest ratio (wth defined in line
03) among all the sensor nodes in the Initialization phase of the CTB algorithm is
the node whose estimated lifetime determines the estimated lifetime of the network in
graph G(t). Denote this node by Ni. Its remaining estimated lifetime is determined
by 1/wth. Then, when the CTCA algorithm is executed by all the sensor nodes, every
other node within the network will try to help improve node Ni’s current estimated
lifetime. The resulting estimated lifetime of the network is at least the same as node
Ni’s previous lifetime, which is 1/wth.
Therefore, in the topology yielded by the CTCA algorithm, no edge will have a
weight larger than wth. By removing all the edges whose weights are larger than wth,
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the CTB algorithm leads to an initial topology of the network which yields a lower
bound on the minimum possible network lifetime that can be achieved by the CTCA
algorithm when the Initialization phase is completed.
After producing an initial topology which yields a lower bound on network lifetime
achieved by the CTCA algorithm, in the power adjustment phase, the CTB algorithm
proceeds by removing edges in a top-down fashion until the current largest-weight edge
cannot be removed from the graph. Then the minimum lifetime that can be achieved
by the CTCA algorithm is given by the reciprocal of the largest edge weight.
Denote the edge that is being tested by the CTB algorithm as edge (Ni, Nj). Then,
it is the edge that has the largest weight among all the edges within graph G′(t). It
is also the edge that determines node Ni’s current transmission power in graph G
′(t).
Suppose it is also the edge that determines the minimum network lifetime that can
be yielded by the CTCA algorithm, then there are two possible situations that power
level p(Ni, Nj) may fall into:
1. p(Ni, Nj) ≤ pi(t), indicating that nodeNi has chosen to improve its own lifetime.
2. p(Ni, Nj) > pi(t), indicating that nodeNi has chosen to increase its transmission
power so that its reverse-link neighborhood’s potential lifetime can be improved.
As for case (1), the existence of edge (Ni, Nj) is possible only if there does not exist
a reachable neighborNk of node Ni’s so that wi,j(t) > wk,j(t). According to the CTCA
algorithm, if such a node Nk does exist, node Ni will decrease its transmission power
to the next available value which is one step smaller than p(Ni, Nj). This checking
process is reflected in lines 27–32 in Algorithm 9. If no such reachable neighbor can
be found, then edge (Ni, Nj) is the largest-weight edge that will appear in the final
topology yielded by the CTCA algorithm and the CTB algorithm, therefore, stops.
The minimum network lifetime that results from the CTCA algorithm at round t is,
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therefore, given by 1/wi,j(t). On the other hand, if node Ni is capable of decreasing its
transmission power with help from node Nk, then edge (Ni, Nj) will not appear in the
final topology yielded by the CTCA algorithm and, therefore, should be removed from
graph G′(t). This process is reflected in lines 34–36. Note that the CTB algorithm
keeps track of all the edges that node Nk helps remove. For example, in this case,
edge (Ni, Nj) will be stored in Zk(t) as indicated in line 30.
On the other hand, as for case (2), if edge (Ni, Nj) is to appear in the topology
yielded by the CTCA algorithm, there are two possible reasons:
• Sub-case (2a): There exists a reverse-link neighbor of node Ni, say Nk, whose
potential lifetime is the minimum within node Ni’s reverse-link neighborhood.
By node Ni increasing its transmission power to p(Ni, Nj), node Nk will be able
to reduce its transmission power from p(Nk, Nj) to a smaller value so that the
potential lifetime of node Ni’s reverse-link neighborhood can be improved. This
is the same case illustrated in Fig. 6.2.
• Sub-case (2b): Node Ni chooses to increase its transmission power from pi(t) to
p(Ni, Ns) > p(Ni, Nj) so as to help its reverse-link neighbor node Nk reduce its
transmission power from p(Nk, Ns) to a smaller value. This case is illustrated
in detail in Fig. 7.1. As illustrated in the figure, node Ni is later able to reduce
its transmission power to p(Ni, Nj) with help from its reachable neighbor Nx.
Since sub-case (2a) has been discussed in the previous section, we will focus in
greater detail on sub-case (2b). Suppose node Ni’s initial local topology is as illus-
trated in Fig. 7.1(a). At this point, no node is able to reduce its current transmission
power without disconnecting the network. Suppose node Nk is the node that deter-
mines node Ni’s reverse-link neighborhood’s potential lifetime. Then, as illustrated in
Fig. 7.1(b), by node Ni increasing its transmission power to p(Ni, Ns), node Nk will
be able to reduce its transmission power to p(Nk, Np) as shown in Fig. 7.1(c). As for
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Nm
Np
Nj
Nx
(a) The initial state of the network.
Node Nk is the node that has the
minimum lifetime within node Ni’s
reverse-link neighborhood.
Ni
Nk
Ns
Nm
Np
Nj
Nx
(b) Node Ni increases its transmis-
sion power to p(Ni, Ns) to help im-
prove the potential lifetime of node
Nk.
Ni
Nk
Ns
Nm
Np
Nj
Nx
(c) Node Nk is able to reduce its
transmission power to p(Nk, Np)
with node Ni transmitting at power
p(Ni, Ns).
Ni
Nk
Ns
Nm
Np
Nj
Nx
(d) Node Ni is able to reduce its
transmission power to p(Ni, Nj)
with help from node Nx.
Figure 7.1: An example illustrating how edge (Ni, Nj) may appear in the topology
yielded by the CTCA algorithm.
node Ni, with help from node Nx as shown in Fig. 7.1(c), node Ni is able to transmit
at a smaller transmission power p(Ni, Nj), which is illustrated in Fig. 7.1(d). Note
that, at this point, node Ni is capable of reducing its transmission power even more
with help from node Nk.
In both of the sub-cases (2a) and (2b), there must exist a reverse-link neighboring
node which required node Ni to increase its transmission power. Recall from the
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pseudo-code in Algorithm 9 that Zi(t) stores all the edges that node Ni is able to
help remove from graph G′(t), i.e., Zi(t) contains the list of nodes whose transmission
power node Ni is able to help reduce. Therefore, if such a node Nk does exist, it
should appear as the first of two nodes in one of the edges in Zi(t).
If node Ni increases its transmission power to p(Ni, Nj) to help improve the po-
tential lifetime of node Nk as discussed in sub-case (2a), then node Nj should serve
as the end node in one of the edges in Zi(t). If such a node Nk can be found, then it
is possible for edge (Ni, Nj) to exist in the topology yielded by the CTCA algorithm.
If node Ni was transmitting at a larger transmission power p(Ni, Ns) and has reduced
its power to p(Ni, Nj) as described in sub-case (2b), then the CTB algorithm should
be able to identify node Ns as the end node of one of the edges in Zi(t) as well. If
such a node Ns can be found, then it is also possible for node Ni to be transmitting
at power p(Ni, Nj). Note that node Ni will be able to reduce its transmission power
from p(Ni, Ns) to p(Ni, Nj) since edge (Ni, Ns) has been removed from graph G
′(t)
(otherwise, the CTB algorithm will stop at edge (Ni, Ns)). This process is described
in lines 17–24 in Algorithm 9. If sub-case (2a) happens, then node Ns will be the
same node as node Nj. On the other hand, if sub-case (2b) happens, node Ns will be
further away from node Ni than node Nj does. Therefore, the condition in line 19 of
Algorithm 9 covers both of the sub-cases discussed here.
If it is possible for node Ni to be transmitting at power p(Ni, Nj) so that its
reverse-link neighborhood’s potential lifetime can be extended, then after increasing
its transmission power, node Ni should try to improve its own lifetime. If a helping
reachable neighbor can be found so that node Ni is able to reduce its transmission
power, then edge (Ni, Nj) will not appear in the final topology yielded by the CTCA
algorithm and therefore should be removed from graph G′(t). On the other hand, if
node Ni will not be able to reduce its transmission power, then the CTB algorithm
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has found the edge that has the largest weight in all the possible topologies that can
be yielded by the CTCA algorithm, and therefore, will stop. This is the same case
as discussed in case (1).
7.4.2 The rationale
In this section, we will prove that the CTB algorithm will be able to yield the
same minimum estimated lifetime that can be achieved by the CTCA algorithm. We
will prove this point through the help of two lemmas.
Lemma 9. The estimated network lifetime returned by the Conditional Trace Back
(CTB) algorithm at time t is a lower bound on the estimated lifetime that can be
achieved by the CTCA algorithm at time t.
Proof. We will prove this lemma by employing contradiction. Suppose GCTCA(t) is
one of the graphs yielded by the CTCA algorithm after topology control phase at
time t, and it is the graph that has the smallest lifetime among all the possible
graphs. In other words, graph GCTCA(t) is the graph that yields the worst-case
equilibrium for game Γ at time t. Suppose node Ni is the node that determines
network GCTCA(t)’s remaining lifetime and node Nj is the node that determines node
Ni’s transmission power in graph GCTCA(t). Suppose in the topology yielded by the
CTB algorithm (denoted by GCTB(t)), edge (Nz, Ny) has the largest weight among
all the existing edges. Therefore, node Nz is the node that determines the network
GCTB(t)’s remaining lifetime and p(Nz, Ny) is its current transmission power. Thus,
we could conclude that edges (Ni, Nj) and (Nz, Ny) are not the same edge.
Suppose graph GCTB(t) is not able to produce the minimum network lifetime that
can be achieved by the CTCA algorithm, then graph GCTCA(t) has a shorter lifetime
compared with that of graph GCTB(t)’s. In other words, node Ni in graph GCTCA(t)
has a smaller lifetime than that of node Nk’s in graph GCTB(t). If we employ the same
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edge function from Eqn. (7.3) that has been used in the CTB algorithm to assign
edge weights to all the edges within graph GCTCA(t), then the fact that node Ni has a
smaller lifetime than node Nk indicates that wi,j > wz,y. In other words, in the CTB
algorithm, edge (Ni, Nj) has been tested for removal before edge (Nz, Ny) does, and
has been removed by the CTB algorithm. According to the CTB algorithm, there
are two cases where edge (Ni, Nj) may fall into:
1. p(Ni, Nj) ≤ pi(t), indicating that node Ni has decided to improve its own
lifetime.
2. p(Ni, Nj) > pi(t), indicating that node Ni chooses to increase its transmission
power in order to help improve its reverse-link neighborhood’s potential lifetime.
In the following, we will prove that neither of the above two cases is possible.
Case 1: p(Ni, Nj) ≤ pi(t): The fact that edge (Ni, Nj) has been removed by
the CTB algorithm indicates that there exists a reachable neighbor of node Ni, say
Nx, such that wx,j < wi,j (lines 27–36 in the power adjustment phase of the CTB
algorithm). We can also conclude that wi,j > wi,x since edge (Ni, Nj) is the edge
that has the largest weight among all edges in graph GCTB(t). Note that, at this
point, edge (Ni, Nx) and (Nx, Nj) are present in the graph GCTB(t). This is because
in the CTB algorithm, an edge will not be removed from the graph until all the edges
whose weights are larger have been removed. Since wx,j < wi,j and wi,x < wi,j, both
edges (Ni, Nx) and (Nx, Nj) are present. On the other hand, the fact that node Ni is
transmitting at power p(Ni, Nj) in graph GCTCA(t) indicates that there does not exist
a reachable neighbor of node Ni which can help reduce node Ni’s transmission power.
Since edge weights are the same in both of the algorithms, the only explanation for
node Ni to be transmitting at power p(Ni, Nj) in graph GCTCA(t) is that either node
Nx is not a reachable neighbor of node Ni, or that node Nj is not a reachable neighbor
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of node Nx. In other words, either edge (Ni, Nx) is not present in graph GCTCA(t) or
edge (Nx, Nj) is not present.
Note that, since wi,j > wi,x, we therefore can conclude that the power required
for node Ni to communicate with node Nx is less than that of the power required for
node Ni to communicate with node Nj. Therefore, edge (Ni, Nx) is present in graph
GCTCA(t). Thus, it has to be the absence of edge (Nx, Nj) that causes the presence
of edge (Ni, Nj) in graph GCTCA(t). This also indicates that node Nx is transmitting
at a transmission power less than p(Nx, Nj).
According to the CTCA algorithm, since node Ni is a reverse-link neighbor of
node Nx and node Ni has the smallest potential lifetime within node Nx’s reverse-
link neighborhood, node Nx should explore the possibility of improving node Ni’s
potential lifetime by increasing its transmission power to p(Nx, Nj). Since wx,j < wi,j,
we can conclude that:
1
wx,j
=
Wx(t)
p(Nx, Nj)
>
Wi(t)
p(Ni, Nj)
=
1
wi,j
i.e., node Nx’s lifetime when transmitting at power p(Nx, Nj) is larger than its reverse-
link network’s potential lifetime. Therefore, node Nx should choose to transmit at
power p(Nx, Nj) so that node Ni is able to reduce its transmission power. In other
words, even if edge (Nx, Nj) were not present in the graph earlier, after running the
CTCA algorithm, node Nx would choose to increase its transmission power to help
node Ni and edge (Nx, Nj) would be present for node Ni to improve its lifetime.
Since both of the cases are not possible for edge (Ni, Nj) to be present in graph
GCTCA(t), we therefore have proved that for case 1, the network that is produced by
the CTCA algorithm will not have a shorter lifetime than that of the one produced
by the CTB algorithm.
Case 2: p(Ni, Nj) > pi(t): There are two possible explanations why edge (Ni, Nj)
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has been removed from the graph yielded by the CTB algorithm:
• Sub-case (2a): It is not possible for node Ni to increase its transmission power to
p(Ni, Nj). In other words, there exists no reverse-link neighboring node which
required node Ni to increase its transmission power to at least p(Ni, Nj) so that
its reverse-link neighborhood’s potential lifetime can be improved.
• Sub-case (2b): Node Ni did choose to increase its transmission power to at
least p(Ni, Nj) in order to help improve its reverse-link neighborhood’s potential
lifetime, but it is able to reduce its transmission power to a smaller value with
help from its reachable neighbors at a later time.
We will prove, by contradiction, that neither of the above two cases is possible.
In sub-case (2a), suppose node Ni did choose to increase its transmission power
in the CTCA algorithm. Then, as has been discussed in the previous section, there
must exist a node Nk within its reverse-link neighborhood whose potential lifetime
is the minimum among all the nodes within node Ni’s reverse-link neighborhood.
Suppose node Nk was transmitting at power p(Nk, Ns) before node Ni increases its
transmission power to help improve its potential lifetime. Then, by node Ni increasing
its transmission power to p(Ni, Ns) ≥ p(Ni, Nj), node Nk will be able to reduce its
transmission power. Therefore, edge (Nk, Ns) will be stored in Zi(t) according to the
CTB algorithm. Then, according to lines 17–22 in the power adjustment phase in
Algorithm 9, if edge (Nk, Ns) is present in Zi(t), and p(Ni, Ns) ≥ p(Ni, Nj), then the
CTB algorithm should determine that it is possible for edge (Ni, Nj) to be present
in topologies yielded by the CTCA algorithm. The fact that the CTB algorithm
determines that it is not possible for node Ni to increase its transmission power to
p(Ni, Nj) indicates that no such node Nk exists. Therefore, sub-case (2a) will not be
the reason why node Ni is transmitting at power p(Ni, Nj).
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As for sub-case (2b), suppose there does exist a reverse-link neighboring node Nk
such that node Ni has to increase its transmission power to help improve node Nk’s
potential lifetime. Then, after node Ni has increased its transmission power, we can
employ the same argument in case (1) to prove that it is also impossible for node
Ni to be transmitting at power p(Ni, Nj) > p(Nz, Ny). In other words, the lifetime
resulting from running the CTCA algorithm is no less than that of the one calculated
by the CTB algorithm.
Therefore, from the above argument, we have proved that under no circumstances
the lifetime achieved by the CTCA algorithm will be less than that of the one returned
by the CTB algorithm. The lifetime calculated by the CTB algorithm therefore serves
as a lower bound on the estimated network lifetime that can be achieved by the CTCA
algorithm.
Lemma 10. The estimated network lifetime returned by the Conditional Trace Back
(CTB) algorithm at time t is an upper bound on the minimum possible estimated
lifetime achievable by the CTCA algorithm at time t.
Proof. We will prove this lemma also by employing contradiction. Suppose node Ni is
the node that has the smallest estimated lifetime within graph GCTB(t) and node Nj
is the node that determines its current transmission power. Suppose node Nk is the
node that has the shortest lifetime within graph GCTCA(t), and node Ns is the node
that determines node Nk’s current transmission power in this graph. Suppose that
graph GCTCA(t) has a longer lifetime than that of graph GCTB(t)’s. We conclude:
1
wi,j
=
Wi(t)
p(Ni, Nj)
<
Wk(t)
p(Nk, Ns)
=
1
wk,s
,
i.e., wi,j > wk,s. This indicates that the CTB algorithm is not able to remove the edge
(Ni, Nj) from graph GCTB(t) while edge (Ni, Nj) is not present in graph GCTCA(t).
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It also means that node Ni is able to transmit at a smaller transmission power than
p(Ni, Nj) by running the CTCA algorithm. Suppose node Ni is transmitting at power
p(Ni, Nm) in graph GCTCA(t). Then p(Ni, Nj) > p(Ni, Nm).
As has been discussed in the earlier section, there are two cases where the trans-
mission power p(Ni, Nj) may fall into:
1. p(Ni, Nj) ≤ pi(t), i.e., in the CTB algorithm, node Ni is transmitting at a power
that is at most the same as its previous transmission power.
2. p(Ni, Nj) > pi(t), i.e., in the CTB algorithm, node Ni is transmitting at a power
larger than its previous transmission power.
As for case (1), since p(Ni, Nm) < p(Ni, Nj) ≤ pi(t), we can conclude that node
Ni is able to reduce its transmission power from pi(t) to p(Ni, Nj) and then to an
even smaller value p(Ni, Nm) by running the CTCA algorithm. The fact that node Ni
in graph GCTCA(t) is able to reduce its transmission power from p(Ni, Nj) indicates
that there exists a reachable neighboring node Nx such that wi,j(t) > wi,x(t) and
wi,j(t) > wx,j(t). If such a node Nx does exist according to the CTCA algorithm, then
node Nx should also be present for the CTB algorithm. Since wi,j(t) > wi,x(t) and
wi,j(t) > wx,j(t), edges (Ni, Nx) and (Nx, Nj) should both exist in the graph when the
CTB algorithm is trying to remove edge (Ni, Nj). According to the CTB algorithm,
in this situation, edge (Ni, Nj) should have been removed. The fact that edge (Ni, Nj)
is present in the graph indicates that node Nx does not exist in the CTB algorithm,
which contradicts the previous conclusion drawn in the CTCA case. Therefore, we
have proved that in case (1), the minimum lifetime that can be achieved by the CTCA
algorithm is no larger than that of the one achieved by the CTB algorithm.
As for case (2), the fact that node Ni increases its transmission power according
to the CTB algorithm indicates that there exists a reverse-link neighboring node of
node Ni whose potential lifetime has to be improved in order to improve the potential
172
lifetime of node Ni’s reverse-link neighborhood. There are two possible reasons why
p(Ni, Nj) > pi(t):
• Sub-case (2a): Node Ni does not have to be transmitting at power p(Ni, Nj) in
order to help improve its reverse-link neighborhood’s potential lifetime in graph
GCTCA(t).
• Sub-case (2b): Node Ni did increase its transmission power to at least p(Ni, Nj)
in GCTCA(t), but is able to reduce its transmission power with help from its
reachable neighbors.
As for sub-case (2a), the fact that node Ni has increased its transmission power to
p(Ni, Nj) in graph GCTB(t) indicates that there must exist a reverse-link neighboring
node Nk of node Ni that is transmitting at power p(Nk, Nj) before node Ni increases
its transmission power to help improve its potential lifetime. The same node Nk
should also be present in graph GCTCA(t). If node Ni is to help node Nk improve
its potential lifetime, according to the CTCA algorithm, it also has to transmit at
a power that is at least p(Ni, Nj). The fact that node Ni chooses to transmit at
a smaller power indicates that it is not node Nk that node Ni is helping in graph
GCTCA(t). There are two possible explanations why this is happening:
• Sub-case (2a-i): The node that node Ni helps in graph GCTCA(t) has a smaller
potential lifetime than node Nk.
• Sub-case (2a-ii): Node Nk is not a reverse-link neighbor of node Ni in graph
GCTCA(t).
As for sub-case (2a-i), after helping improve such a node’s potential lifetime, node Ni’s
new transmission power is p(Ni, Nm). Since p(Ni, Nm) < p(Ni, Nj), we can conclude
that wi,m < wi,j < wi,k. Therefore, node Nk has a shorter lifetime than node Ni. If
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there exists another node within node Ni’s reverse-link neighborhood whose potential
lifetime is the minimum, and can be improved by node Ni increasing its transmission
power, node Ni will do so until node Nk is the node that determines its reverse-link
neighborhood’s potential lifetime. Therefore, according to the CTCA algorithm, node
Ni will be forced to transmit at power p(Ni, Nj) in order to help improve node Nk’s
potential lifetime. In other words, in graph GCTCA(t), node Ni will be transmitting
at the same transmission power as that of the one used in graph GCTB(t). Therefore,
we have proved that sub-case (2a-i) is not possible.
We will show that sub-case (2a-ii) is also similarly not possible. This is because, if
node Nk has never been within node Ni’s reverse-link neighborhood in the CTCA al-
gorithm, then node Nk’s transmission power has to be less than p(Nk, Ni) throughout
the topology control phase in the CTCA algorithm. In other words, node Nk’s previ-
ous transmission power pk(t) < p(Nk, Ni). According to the CTB algorithm, the fact
that edge (Nk, Nj) is stored in Zi(t) indicates that it is possible for edge (Nk, Nj) to ex-
ist in the topology yielded by the CTCA algorithm, but the edge is eventually removed
with help from node Ni. Since Ni is the node that helps node Nk reduce its trans-
mission power from p(Nk, Nj), we can conclude that p(Nk, Nj) > p(Nk, Ni) > pk(t).
Therefore, node Nk has increased its transmission power in order to help improve the
potential lifetime of its reverse-link neighborhood by running the CTCA algorithm.
Since it is possible that node Nk is transmitting at power p(Nk, Nj), node Ni will be
one of its reachable neighbors, and consequently, node Nk is a reverse-link neighbor of
node Ni. Thus, we have proved that node Nk will be a reverse-link neighbor of node
Ni’s in graph GCTCA(t). By combining sub-cases (2a-i) and (2a-ii), we have proved
that case (2a) is not possible.
As for sub-case (2b), if node Ni did increase its transmission power to at least
p(Ni, Nj) in graph GCTCA(t) to help a reverse-link neighbor node, then we can apply
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the same argument as in case (1). If node Ni is able to reduce its transmission power
with help from its reachable neighbor in graph GCTCA(t) after increasing it, then the
same node should exist in graph GCTB(t), and thus, edge (Ni, Nj) should not exist in
graph GCTB(t). The fact that p(Ni, Nj) > pi(t) contradicts such a conclusion, using
arguments similar to those in case (1). Therefore, sub-case (2b) is not possible either.
Therefore, we have proved that neither of the two sub-cases in case (2) is possible.
By combining with the proof for case (1), we have shown that the minimum lifetime
that can be achieved by the CTCA algorithm is no larger than that returned by the
CTB algorithm.
Given Lemmas 9 and 10, we can introduce the following theorem:
Theorem 11. The minimum possible estimated lifetime of the network that can be
result from running the CTCA algorithm at round t is the same as the lifetime returned
by the CTB algorithm for that same round.
Proof. According to Lemma 9, the lifetime returned by the CTB algorithm for round t
serves as a lower bound on the minimum possible estimated lifetime that can be result
from the CTCA algorithm at this round. According to Lemma 10, the same lifetime
returned by the CTB algorithm also serves as an upper bound on the minimum
lifetime that can be achieved by the CTCA algorithm at the same round. Therefore,
the lifetime returned by the CTB algorithm at round t is the minimum possible
estimated lifetime of the network that can be achieved by the CTCA algorithm in
the same round.
The minimum network lifetime that can be achieved by the CTCA algorithm in
a round is also the estimated lifetime of the network when it is in its worst-case
equilibrium according to game Γ at this round. So, for any round t, we can find the
worst-case equilibrium reachable by the CTCA algorithm using the CTB algorithm.
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Also, for any round t, we can get the network’s best possible estimated lifetime
through the MinMax algorithm. According to Eqn. (7.1), we can therefore calculate
the price of anarchy of the game Γ played by the CTCA algorithm. In the following
section, we will present our simulation results to evaluate this price of anarchy and
the performance of the CTCA algorithm.
7.5 Simulation results on the price of anarchy
In this section, we present a comparative analysis of the CTCA algorithm based
on the calculated price of anarchy using the CTB algorithm and the average price paid
by CTCA each round through simulation. Note that the former is based on the worst-
case performance of CTCA and the latter on the average-case performance of CTCA.
That is, the average price paid by using the CTCA algorithm each round is lower
than the calculated price of anarchy. To further understand the CTCA algorithm, we
conduct two sets of experiments under different network parameters.
7.5.1 The influence of communication radius of nodes
In our first set of experiments, we study the influence of the sensor node’s maxi-
mum communication radius on the performance of the CTCA algorithm in terms of
its price paid each round. In this experiment, 200 sensor nodes with the same amount
of starting energy (10J) are randomly deployed into a 1000m × 1000m square region.
Since the goal of this experiment is to evaluate the quality of solution produced by
the CTCA algorithm and not the energy consumed in producing it, we therefore do
not consider the energy consumption in the topology control phase. Also, since the
goal is to estimate the price paid in each round during the data transmission phase,
the energy cost considered in this experiment is the cost of sending and receiving
data packets to and from all other nodes within the network after the topology of the
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Figure 7.2: The performance of the CTCA algorithm under different maximum sensor
node communication radius when the energy levels on all the sensor nodes are the
same (the first round).
network is determined. In such a situation, the energy levels of all the sensor nodes
are the same after the first round of topology control, i.e, the initial energy level. As
has been proved in Theorem 7, the average price paid in the first round of the CTCA
algorithm is the same as the price of anarchy of the game. Therefore, in the reported
result shown in Fig. 7.2, we only plot the price of anarchy of the game played by the
CTCA algorithm at round 0.
In this experiment, we conduct 500 independent simulations and report the aver-
age result for each in Fig. 7.2. Fig. 7.2(a) reports the price of anarchy of the game
played by the CTCA algorithm under different maximum communication radii. For
each point in the graph, its x-axis value indicates the sensor node’s communication
radius while its y-axis value indicates the average price paid by the CTCA algorithm
under this maximum communication radius. In Fig. 7.2(b), we report the percentage
of times that the CTCA algorithm is able to find the optimal solution under differ-
ent communication radii. For each point in the graph, its x-axis value indicates the
sensor node’s communication radius and its y-axis value indicates the percentage of
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graphs that is able to yield the same maximum lifetime as the optimal one under this
maximum communication radius. Note that, if a graph is disconnected under certain
maximum communication radius, it will not be included in any of the plots since it
does not produce any valid result. Our topology control algorithm assumes that the
network is connected when nodes are all transmitting at their maximum power levels.
In other words, when the communication radius is small, we compute the average
result from those graphs that are connected at that communication radius.
In Fig. 7.2(a), it is observed that when the communication radius is the smallest—
100 meters, which corresponds to 10% of the length of the entire area, the price of
anarchy of the game played by the CTCA algorithm is almost optimal (near 1.0).
This is because given the same sensor node density, when the communication radius
is small, the number of reachable neighbors that a sensor node may have is limited.
The network is already in a very reduced state where a sensor node may not be
able to make much adjustment to its transmission power without disconnecting the
graph. Therefore, the resulting graph from the CTCA algorithm will very likely
resemble the original graph and also, very likely, resemble the graph yielded by the
MinMax algorithm. In this case, the price of anarchy of the game played by the
CTCA algorithm will approach 1.0, which is optimal. Also note that under a small
communication radius, the number of graphs that are connected is quite limited. This
also contributes to the near-optimal performance of the CTCA algorithm since the
result is not necessarily the average of a large pool.
On the other hand, as the transmission power of the sensor node increases, the
number of choices available to each sensor node when trying to adjust its transmission
power increases. When the transmission power is still relatively small and sensor
nodes are not fully aware of the status of the sensor nodes nearby, they may choose
to help certain nodes which do not necessarily need their help and consequently,
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compromise their own lifetime. As a result, the lifetime that results from the CTCA
algorithm is much worse than optimal since the radius is still not large enough for
the sensor nodes to make ‘wise’ decisions. This explains the continuous increase in
the price of anarchy of the game when sensor nodes’ maximum communication radii
increase from 100 to 180 meters as shown in Fig. 7.2(a). For the same reason, we
can observe that in Fig. 7.2(b), the percentage of graphs that are able to produce the
maximum lifetime is relatively low when the communication radius ranges from 120 to
180 meters. Note that, this is the inherent limitation of a distributed algorithm which
works with only localized information, and not necessarily of the CTCA algorithm.
As the communication radius of the sensor node continues to increase, the in-
formation available to the sensor nodes becomes vast, and they are more and more
likely to make ‘smart’ decisions based on the available information. This is reflected
by the continuous drop in the price of anarchy as the communication radius increases
beyond 180 meters. As observable in Fig. 7.2(a), when the communication radius is
large enough (from 450 meters onward), the performance of the CTCA algorithm is
almost optimal. After this point, the increase in the communication radius does not
necessarily help improve the performance of the CTCA algorithm since enough infor-
mation has been collected. In these cases, around 90% of the graphs are able to yield
the same network lifetime as the optimal MinMax algorithm as shown in Fig. 7.2(b).
Fig. 7.2 reports the price of anarchy of the game played by the CTCA algorithm
after the first round of topology control when the energy levels on all the sensor nodes
are the same. On the other hand, the energy levels of the sensor nodes are not neces-
sarily the same throughout the network lifetime. In fact, the uneven distribution of
the energy consumption on the sensor nodes is the very reason why dynamic topol-
ogy control algorithms are introduced to improve the network lifetime. Therefore,
to gain a better understanding of the performance of the CTCA algorithm when the
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Figure 7.3: The average performance of the CTCA algorithm under different com-
munication radii when the energy levels on the sensor nodes are different.
energy levels on the sensor nodes are different, we trace the performance of the CTCA
algorithm in different rounds.
In Fig. 7.3, we report the performance of the CTCA algorithm under different
maximum communication radii when the energy levels on the sensor nodes are dif-
ferent. Since data packets are being sent at the end of each round, the energy levels
of sensor nodes within the network begin to differ starting from the second round.
In round 2, since only one round of data transmission has been conducted, the en-
ergy differences among sensor nodes are therefore not obvious. On the other hand,
at round 6, according to Fig. 6.3(a), the network may have passed nearly 50% of its
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lifetime, and the energy disparity among sensor nodes becomes noticeable. Therefore,
we choose to study the performance of the CTCA algorithm at rounds 2 and 6 to
understand how the CTCA algorithm reacts to different sensor node energy levels
under different maximum communication radii.
In Fig. 7.3(a), we report the performance of the CTCA algorithm in terms of the
price it pays under different maximum communication radii in round 2. The solid
line with unfilled circle marks the graph showing the average price paid by the CTCA
algorithm in this round. The graph with the star maker reports the calculated price
of anarchy of the game played by the CTCA algorithm in this round. It can be
observed that, the average price paid by the CTCA algorithm in this round is almost
the same as the price of anarchy of the game. It can also be observed that the price
paid this round is similar to that of the one paid in the first round. Both observations
can be explained as follows: in round 2, sensor nodes adapt their transmission powers
based on the topology yielded in the first round. Even though some energy difference
can be observed among sensor nodes, this difference may not be able to facilitate a
drastic change in sensor nodes’ transmission powers. Sensor nodes may make small
changes to their transmission powers and the resulting topology therefore resembles
the topology in the first round to a very large extent. The small change that a sensor
node may or may not make to its transmission power therefore accounts for small
margin between the values of the price of anarchy of the game and the average price
paid by the CTCA algorithm this round. In Fig. 7.3(c), we report the percentage of
times that the CTCA algorithm is able to find the optimal solution in round 2. It
can be observed that in round 2, the graph resembles that of the one yielded in round
1 as well, but has a smaller value.
In round 6, on the other hand, the difference in the energy levels among sensor
nodes begin to have a noticeable impact. Some sensor nodes may consume energy at
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a much faster rate because of their location in the network. This disparity enables a
more active and frequent cooperation among sensor nodes and therefore, brings more
changes to the resulting topology yielded by the CTCA algorithm. As illustrated in
Fig. 7.3(b), on average, the price paid by the CTCA algorithm this round is higher
than the price paid at either round 1 or round 2. Also because of the frequent
cooperation among sensor nodes, the order in which sensor nodes perform their power
adjustment routines may make a difference in the transmission powers that sensor
nodes choose. This difference may also contribute to the difference between the
average price paid by the CTCA algorithm in simulation and the price of anarchy
of the game in this round. Still, this difference is relatively small. It only becomes
noticeable when the communication radius of the sensor nodes is large. In Fig. 7.3(d),
we report the percentage of times that the CTCA algorithm is able to find the optimal
solution in round 6. As can be observed in this figure, the percentage is much lower
compared with that of the one yielded in rounds 1 or 2. This can also be explained
by the increased number of equilibria that the CTCA algorithm is able to reach in
this round.
Note that, according to Fig. 7.3(b), the price of anarchy of the game played by the
CTCA algorithm only begins to show observable difference from the average price paid
by the CTCA algorithm when the communication radius reaches around 400 meters.
This is because when the communication radius is relatively smaller, the available
transmission powers that a sensor node may be able to transmit at is limited. It also
indicates that the number of reverse-link neighbors that a node will be able to help
is limited. Both limitations result in further reduction in the number of cause-effect
chains that may ultimately influence the network’s lifetime. The difference between
the average price and the price of anarchy of the game reflects the number of equilibria
that the CTCA algorithm may reach each round. The resemblance of the average
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price and the price of anarchy of the game when the transmission power is small may
also indicate that there always exists a certain node within the network whose lifetime
determines the network’s lifetime, but no reachable neighboring node is able to help
improve its lifetime much.
Despite the differences in the prices paid at rounds 1, 2 and 6, the pattern of
performance observed is similar. The performance of the CTCA algorithm drops as
the transmission power increases to around 180 meters and then gradually and con-
tinuously improves as the communication radius continues to increase. Note that the
performance of the CTCA algorithm is closely related to the sensor node’s maximum
communication radius, but this radius is not the only parameter that determines the
performance of the CTCA algorithm. The above experiment is conducted with a
sensor node density of 200 nodes per region, and we shall illustrate in the following
section that, as sensor node density changes, with the same maximum communication
radius, the performance of the CTCA algorithm changes.
7.5.2 The influence of sensor node density
In our second set of experiments, we limit the maximum communication ra-
dius of each sensor node to 200 meters, which is 20% of the length of the square
1000m×1000m area. To study the impact of the sensor node density on the CTCA
algorithm, we conducted an experiment with sensor node densities ranging from 100
nodes to 300 nodes in the region. We conducted 2000 simulation experiments for
different sensor node densities in this range and the results are reported in Figs. 7.4
and 7.5.
In Fig. 7.4, we report the performance of the CTCA algorithm under different
sensor node densities in the first round. Fig. 7.4(a) reports the price of anarchy of
the game played by the CTCA algorithm. For each point in the graph, its x-axis
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Figure 7.4: The performance of the CTCA algorithm under different sensor node
densities in the first round.
value indicates the number of sensor nodes within the network while its y-axis value
indicates the price of anarchy of the game played by the CTCA algorithm under this
sensor node density. Fig. 7.4(b) illustrates the percentage of the graphs that are able
to yield the optimal lifetime (the lifetime yielded by the MinMax algorithm).
In Fig. 7.4(a), we observe a similar trend as in Fig. 7.2(a). When the sensor
node density is small, since sensor nodes do not have many choices in choosing its
transmission power, the performance of the CTCA algorithm is relatively good as
measure by the price of anarchy because of the resemblance of the current topology
to that yielded by the MinMax algorithm. For the same reason discussed in the earlier
section, as the number of sensor nodes within the network increases, the disadvantage
in the lack of information is outweighed by other influencing factors and the CTCA
algorithm pays a higher price in the equilibrium it reaches. As the number of sensor
nodes continues to increase, more information becomes available to each sensor node
and the CTCA algorithms is able to adjust the network’s topology much better based
on the collected information from each sensor node’s reachable neighborhood. This
improves the price of anarchy of the game.
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Figure 7.5: The performance of the CTCA algorithm under different sensor node
densities when the energy levels on the sensor nodes are different.
In Fig. 7.4(b), we can observe that when the sensor node density is small, the
number of graphs that are able to yield the optimal lifetime is also small. There also
exists an interesting dip in this percentage between sensor node densities 100 and
140. It is similar to the one in Fig. 7.2(b), but less conspicuous. The same reasoning
can be used to explain this phenomenon and as the sensor node density increases, the
number of graphs that are able to yield the maximum network lifetime also increases.
In Fig. 7.5, we report the performance of the CTCA algorithm under different
sensor node densities when the energy levels on the sensor nodes are different. For
the same reason stated earlier, we choose rounds 2 and 6 as examples. The result
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of the CTCA algorithm at round 2 is reported in Figs. 7.5(a) and 7.5(c). As can
be observed from Fig. 7.5(a), the price of anarchy of the game and the average price
paid this round are relatively close. Their values are also close to that of the ones
yielded in the first round. As illustrated in Fig. 7.5(c), the percentage of graphs that
are able to yield the same maximum network lifetime in round 2 also resembles the
percentage curve plotted for round 1. All these observations can be explained by the
relatively small changes in the sensor nodes’ energy levels as mentioned in the section
7.5.1.
As time proceeds and more energy is expended during data transmission, in round
6, as illustrated in Fig. 7.5(b), sensor nodes are paying a higher price compared with
that paid in rounds 1 and 2. This is because with the increasing disparity in the
sensor nodes energy levels, a certain group of nodes may choose to increase their
transmission powers so that their reverse-link neighbors may be able to improve their
lifetime. This increase in sensor nodes’ transmission powers accounts for the increase
in the price that the CTCA algorithm pays at this round. In Fig. 7.5(b), we can
also observe that the price of anarchy of the game played by the CTCA algorithm
and the average price paid at round 5 begin to differ when the sensor node density
reaches 170. According to Fig. 7.5(d), the number of graphs that are able to yield
the maximum network lifetime has also reduced in this round compared with the
percentages yielded in rounds 1 and 2. Both observations can be explained by the
same reasoning used to explain the phenomena observed in Fig. 7.3.
7.6 Conclusion
In this chapter, in order to calculate the price of anarchy of the game played by the
CTCA algorithm, both the optimum estimated network lifetime and the minimum
estimated network lifetime that can be achieved by the CTCA algorithm have to be
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calculated. As a result, a centralized MinMax algorithm is developed and is proved
to be able to yield the best estimated network lifetime for a given sensor node layout.
This algorithm provides the optimal solution, i.e., the one with the longest lifetime.
Then, a centralized CTB algorithm is developed which returns the worst-case network
lifetime that can be achieved by the CTCA algorithm for the same given sensor node
layout. These two algorithms together allow us to theoretically calculate the price of
anarchy of the game played by the CTCA algorithm.
In this chapter, we have compared the price of anarchy of the game played by the
CTCA algorithm and the average price paid by the CTCA algorithm. We have also
examined and analyzed the correlation between these differences and the density as
well as the maximum communication radius of the sensor nodes.
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8. Conclusion
8.1 Summary
The functional lifetime of a sensor network is one of the most important properties
of a wireless sensor network. Extending the functional lifetime of the network gener-
ally involves extending the lifetime of each individual sensor node. By adjusting each
sensor node’s transmission power or letting them decide when to turn on or off, the
lifetime of the sensor node can generally be extended through an effective topology
control algorithm.
In this dissertation, we first investigate the problem of extending the functional
lifetime of a wireless sensor network whose goal is to provide a good quality of rep-
resentation of physical phenomena in the region of interest. Since the condition of
each point within the region of interest is represented by the data collected by the
nearby sensor nodes, a good quality of representation is achieved when the active
sensor nodes are evenly distributed.
In order to compare the quality of representation achieved by different active
sensor node layouts, the evenness in the geographical distribution of the active sensor
nodes has to be quantified. This presents the first major challenge we face when trying
to solve the problem. In this dissertation, we solve the challenge by developing a two-
metric measurement. The first metric, called ‘Average Representation Error ’ captures
the normalized average of representation errors at all points in the region. The second
metric, called ‘Unevenness of Representation Error’, captures the unevenness of the
distribution of the errors. We have proved that both the metrics are essential to
capturing the quality of representation that can be achieved by an active sensor node
layout. The lower bound on both of the metrics are also calculated in this dissertation.
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Based upon the idea that a good quality of representation is achieved when the
active sensor nodes are evenly distributed, we have proposed a generalized topology
control algorithm called EvenRep(F ,L) which takes in as inputs a targeted sensor
node distribution, F , and the limit, L, on the number of active neighbors that a node
will consider in its decision making process. Our simulation results show that the
EvenRep(H, 3) algorithm is able to outperform other distributed topology control
algorithms when taking just up to 3 neighbors into consideration. The EvenRep(H,
3) algorithm not only achieves a lower average representation error and a lower un-
evenness of representation error, but is also able to significantly extend the lifetime
of the network.
Working towards developing topology control algorithms under different commu-
nication constraints, this dissertation first studies the excess energy consumption in-
troduced by imposing the strong communication constraint (mandatory bi-directional
communication) on sensor nodes. By improving the DRNG algorithm, an existing
yet effective topology control algorithm, this dissertation shows that the energy cost
per transmission is almost two times when the strong communication constraint is
imposed over that when only the weak communication constraint is imposed. Even
though mandatory bi-directional communication provides a more reliable communi-
cation environment, its high energy cost suggests an incentive for a new research topic
in the protocol design for wireless medium access control.
In the work towards extending the network lifetime under the strong communi-
cation constraints, this dissertation focuses on balancing the energy reserve left on
the live sensor nodes. The edge weight assignment function in the proposed Energy
Balanced Topology Control (EBTC) algorithm incorporates two factors: (i) the ac-
tual cost of sending and receiving a data packet and (ii) the remaining energy levels
on the sensor nodes. Simulation results show that the EBTC algorithm extends the
189
network lifetime by up to 40% compared with the best known algorithms.
In the development of a topology control algorithm to extend the network lifetime
under the weak communication constraint, this dissertation employs a game theo-
retic approach. By mapping the sensor node’s reverse-link neighbourhood’s lifetime,
its own lifetime, and its local network’s connectivity into a single utility function, the
entire network’s lifetime can be extended by each node trying to maximize its own
utility pay-off. Through simulation, we have shown that the proposed Cooperative
Topology Control with Adaptation (CTCA) algorithm based on this game extends
the network lifetime by more than 50% compared to the best previously known al-
gorithms. We have also shown the game is an ordinal potential game, and therefore
the CTCA algorithm always converges to an equilibrium.
Since the CTCA algorithm employs game theory to help determine the topology
of the network, there may exist multiple equilibriums. Therefore, in this dissertation,
we have also formally presented an analysis of the price of anarchy of the game
played by the CTCA algorithm. In order to calculate this price of anarchy, we have
designed two algorithms: the MinMax algorithm and the Conditional Trace Back
(CTB) algorithm. The centralized MinMax algorithm is used to find the optimum
solution which yields the maximum estimated network lifetime. The centralized CTB
algorithm on the other hand, calculates the minimum estimated network lifetime
that can be yielded by the CTCA algorithm. We have shown that the performance of
the CTCA algorithm varies with different communication radii and densities of the
sensor nodes. In conclusion, given sufficient information, the CTCA algorithm is able
to achieve similar performance as the optimum solution.
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8.2 Future work
This section of the dissertation will cover some suggestions for future work. As
in this dissertation, we divide the future work also into two categories based on the
network constraints.
8.2.1 Under the representation constraints
Since this dissertation is the first such work that defines the problem of extending
the network lifetime under representation constraints, future work can be directed
towards achieving a more uniform distribution of active sensor node layout than that
achieved by the EvenRep algorithm while extending the network lifetime.
On the other hand, the metrics developed for quantifying the quality of represen-
tation achieved by the active sensor nodes can be readily adapted to measure other
parameters. For example, in coverage problems, a point within the area of interest
can be covered by a set of active sensor nodes. A point is either covered or not covered
in this case. If we use 1 to denote when a point is covered and 0 to denote when
it is not, then the two-metric measurement can be employed to quantify the quality
of coverage achieved by the sensor network. A large average representation error
(should be called “average coverage quality” in this case) and a small unevenness of
representation error (should be called “unevenness of coverage quality” in this case)
would indicate that the area of interest is well covered.
To push this idea a little forward, we can refer to a point as being k-covered,
where k is the number of active sensor nodes that can cover the given point. Then,
the quality of coverage of a point can be more adequately represented, and the quality
of coverage achieved by the sensor network can also be more accurately represented.
Again, a large “average coverage quality” (average representation error) and a small
“unevenness of coverage quality” (unevenness of representation error) should indicate
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that the area of interest is well covered.
Note that the quality of coverage can also be more accurately represented by
a function of the distances between the point and the set of nearby active sensor
nodes which can cover it. Thus, the quality of a point’s coverage is a function of
all the coverage qualities that can be provided by the nearby active sensor nodes.
Now we have found the link between the coverage constraints and the representation
constraints. For sensor networks working under representation constraints, a point’s
representation quality is not limited to the representation qualities provided by the
nearby sensor nodes. The data collected by a remote node may also contribute to the
point’s representation error, albeit only a small effect. On the other hand, for sensor
nodes working under coverage constraints, if a point does not fall within its sensing
area, it will not be able to contribute to the point’s “coverage quality”. Except for this
difference, the metrics developed in this dissertation can be readily used to quantify
the quality of coverage.
8.2.2 Under the communication constraints
The energy cost comparison study on communication under the strong and weak
communication constraints reveals that the cost per transmission under the strong
communication constraint is almost three times that of the cost under the weak com-
munication constraint. Furthermore, when the radio environment is non-uniform,
substantial energy consumption increase can be observed. Thus, future work can be
directed toward designing a protocol that offers reliable connections without neces-
sarily requiring mandatory bi-directional communication, or a protocol that operates
under the strong communication constraint without imposing a high energy cost.
Just like the generalization of the aforementioned two-metric measurement, the
idea behind the CTCA algorithm proposed in this dissertation can be generalized. For
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example, in the game played by the CTCA algorithm, each node’s utility function
employs its local network’s connectivity as a parameter. This parameter can be
replaced by some other properties of the node, for instance, whether a point or a
region within the area of interest is “covered” by at least one active sensor node.
In trying to maximize its own utility pay-off, the sensor node will ensure that the
point or the region is being “covered”. Similarly, the global function representing
the network connectivity in the CTCA algorithm can now be replaced by the global
coverage condition of whether the area of interest is covered. Therefore, we have
successfully transformed a connectivity problem into a coverage problem.
8.2.3 Other directions
Even though this dissertation focuses on developing algorithms to extend the net-
work lifetime under different network constraints separately, it does not necessarily
exclude the possibility of algorithms working under these constraints combined. In
fact, since a wireless sensor node is usually equipped with both sensing and com-
munication units, it is only natural that these algorithms should be developed and
developed together. Future work can be directed to design a sophisticated distributed
algorithm where each sensor node autonomously determines its on/off status to save
energy under sensing constraints, and then determines its communication radius to
meet communication constraints. This process may have to be conducted periodically
in order to extend the lifetime of the network.
Previously developed algorithms working under sensing constraints always assume
that each sensor node is transmitting at its maximum communication radius, and
then try to determine its on/off state. In the case proposed in this dissertation,
communication may only happen among the nearby sensor nodes due to the effect of
a topology control algorithm. Thus, when a sensor node tries to make a decision on
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its on/off state, it may face a situation where it has less neighbour information. This
may impose some design difficulties. On the other hand, each sensor node can always
increase its transmission power to obtain more information about its neighbours, at
the cost of increased energy consumption. Whether each sensor node will stay at or
increase its current transmission power level when determining its on/off state is a
design problem for future work.
A similar problem emerges when sensor nodes try to determine their communica-
tion radii. In previously developed algorithms with communication constraints, the
active sensor node layout is presumed to be the same until certain sensor nodes run
die. In the situation proposed in this dissertation, a sensor node may choose to turn
itself on or off after a period of time, resulting in a change in the active sensor node
layout. How should the rest of the active sensor nodes react to such change is an
imminent problem. Thus, designing a topology control algorithm that works under
varying active sensor node layout is also another research topic for future work.
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