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Resume { Dans ce papier, nous proposons une approche Bayesienne pour l'estimation aveugle de parametres de modeles non
lineaires appeles H-ARMA. Ces derniers sont obtenus par transformation polyno^miale instantanee d'un processus colore ARMA.
La non-linearite est decomposee sur une base de polyno^mes d'Hermite. Tout d'abord, nous rappelons la struture de ces modeles et
decrivons brievement leurs principales proprietes. Dans une deuxieme partie, nous abordons le probleme de l'estimation aveugle
des parametres de ces modeles, avec la seule connaissance des observations de sortie. Nous utilisons une modelisation Bayesienne
de ce probleme et sa resolution par un algorithme stochastique. L'etape importante de cette approche est la simulation des etats
caches du systeme, et nous montrons que la methode proposee resoud ecacement l'estimation des parametres H-ARMA, me^me
lorsque la non-linearite n'est pas inversible.
Abstract { In this paper, we propose a bayesian method for the blind estimation of parameters in nonlinear models. The
studied models - called H-ARMA processes - are generated by a memoryless polynomial lter of an ARMA Gaussian input.
The nonlinearity is expanded on the Hermite polynomials basis. First, we recall the structure H-ARMA models and briey
present their main properties. Then, we tackle the problem of parameter estimation blindly, that is only with the knowledge
of the output observations. A bayesian method based on model augmentation and a MCMC algorithm is performed. We show
that the key point of the algorithm is the sampling of the Markov state process and that the proposed Bayesian method solves
eciently the estimation problem, even when the model is non-invertible.
1 Introduction
Dans cette communication, nous nous interessons au
probleme de l'identication aveugle de processus non
lineaires colores. La famille de processus consideree, ap-
pelee H-ARMA a ete introduite dans [4] et est une
generalisation directe des modeles etudies dans [6]. Leur
generation consiste en une transformation non lineaire
d'un processus Gaussien a coloration ARMA, la non-
linearite etant polyno^miale instantanee. Les polyno^mes
choisis appartiennent a la famille des polyno^mes d'Her-
mite, en raison de leurs proprietes d'orthogonalite par
rapport a un poids Gaussien. Le but d'une identica-
tion aveugle de ces processus est de construire des esti-
mateurs consistants de leurs parametres lorsque rien n'est
connu dans le modele (sauf sa structure polyno^miale), ni
de l'entree (sauf qu'elle est gaussienne coloree). Nous nous
restreindrons, dans le contenu de cette communication, a
des modeles dont la dimension est supposee connue.
La section 2 decrit rapidement les processus H-ARMA.
Dans la section 3, nous abordons l'identication des pa-
rametres H-ARMA sous le paradigme Bayesien. Plus
precisemment, nous utilisons l'augmentation du modele
a l'aide d'un processus d'etat cache pour construire des
algorithmes d'estimation stochastiques : echantillonneurs
MCMC. La description de l'algorithme propose est faite
dans la section 4. Les simulation (section 5) couvrent des
non-linearite bijectives ou non bijectives pour dierentes
conguration de correlations. Nous concluons par quelques
commentaires sur l'approche proposee ici, et par quelques
idees pour ameliorer le comportement des estimateurs
Bayesiens obtenus.
2 Presentation des modeles
H-ARMA
Les modeles de processus H-ARMA(P; p; q) sont obte-
nus par transformation non lineaire instantanee de pro-
cessus Gaussiens colores. La coloration est choisie de type
ARMA et la transformation non lineaire est polyno^miale
de type Hermite. Leur representation Markoviennne est
donnee ci-dessous :
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dernier peut e^tre interprete comme un bruit additif per-
turbant ou comme une erreur de modelisation lorsque l'on
desire appliquer un modele H-ARMA a une serie d'obser-
vations y
1!N
. La premiere equation de (1) est appelee
equation d'etat et correspond a la representation Mar-
kovienne d'un processus ARMA. La seconde partie est
l'equation d'observation et est simplement une transfor-
mation polyno^miale instantannee du type Hermite. x
t
est
un vecteur d'etat de taille p. H(:) est la transformation
non lineaire obtenue a partir de polyno^mes d'Hermite de
degres maximum P . Les matrices A, B contiennent res-
pectivement les parties AR et MA du ltre lineaire, et
c = [1 0 : : : 0]
T
.
Des structures du type H-ARMA sont presentes en
communications numeriques et specialement en transmis-
sions satellitaires [9] ou en contexte xDSL [8].
Une description complete des modeles H-ARMA a ete
faite dans [2], ainsi que le calcul de leurs cumulants et des
variances d'estimation non asymptotiques de ces cumu-
lants.
La propriete cle, d'une importance cruciale pour l'es-
timation des parametres du modele, est l'inversibilite
forte des modeles H-ARMA. Cette propriete est veriee
lorsque (i) le ltre ARMA est a phase minimum, et (ii)
la non-linearite H(:) est bijective. Lorsque le modele n'est
pas fortement inversible, les methodes classiques d'identi-
cation des parametres (MLE, cumulants, ...) ne sont plus
ecaces et conduisent a des estimateurs inconsistants [3].
Nous presentons, dans la section suivante, une alternative
a ces methodes, conduite sous le paradigme Bayesien.
3 Identication Bayesienne
La cle de l'inversion Bayesienne des modeles H-ARMA
est que les equations Markoviennes denissent naturelle-
ment une structure hierarchique. Ce type de modeles a ete
largement etudie [10, 5], et est tres interessant parce que
l'introduction de variables d'etat cachees, qui sont le plus
souvent des processus de Markov, change completement
la formulation du probleme. Le modele resultant est ap-
pele modele augmente, et la densite de vraisemblance
devient p (y
1!N
; x
1!N
j), avec y
1!N
les observations,
x
1!N
les variables augmentees, et  un vecteur conte-
nant les dierents parametres du modele. Les algorithmes
developpes a partir de cette structure vont egalement es-
timer les valeurs du processus d'etat cache x
1!N
.
Toute approche Bayesienne commence par la descrip-
tion de la densite a posteriori totale des parametres que
l'on veut estimer. Son expression est obtenue a l'aide de la
regle de Bayes, et est proportionnelle a la vraisemblance
modiee du modele augmente et aux densite a priori des
parametres.
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Le developpement des densites a priori etant possible en
raison de l'independance des parametres lineaires et non-
lineaires mise en evidence par l'equation (1).
La vraisemblance augmentee a l'expression suivante,
deduite directement de la Gaussianite des bruits "
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Les valeurs initiales du processus d'etat cache etant
donnees par x
t
= 0 8 t  0.
L'avantage de l'approche Bayesienne est claire : la vrai-
semblance naturelle des modeles H-ARMA n'a pas d'ex-
pression analytique et doit e^tre estimee numeriquement,
alors que l'expression de la vraisemblance augmentee est
(3). Cette derniere est de plus Gaussienne en les pa-
rametres  et a, et inverse Gamma en les variances

2
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et 
2
"
, ce qui est encourageant dans l'optique d'une
implementation ecace d'algorithmes echantillonneurs.
La vraisemblance est neanmoins tres compliquee en le pro-
cessus d'etat cache x
t
. La simulation du processus d'etat
est clairement l'etape importante des algorithmes deduits
des equations (2) et (3).
Des densites a priori interessantes dans notre cas sont
de la famille des densites conjuguees, qui ne changent pas
la loi de probabilite lorsqu'elles sont multipliees par la
vraisemblance. Les densites conjuguees les plus courantes
sont de la famille des densites exponentielles, ce qui est le
cas pour les parametres (; a) et les variances des bruits.
La densite conjuguee pour une vraisemblance Gaussienne
est Gaussienne, et inverse Gamma pour une vraisemblance
inverse Gamma.
4 MCMC Algorithm
Puisque les parametres  =
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peuvent e^tre
directement simules et que l'echantillonnage du processus
d'etat requiert une etape de Metropolis-Hastings, nous
proposons un algorithme stochastique MCMC hybride
pour l'estimation des parametres d'un modele H-ARMA.
Avant de presenter l'algorithme utilise, discutons de la
simulation du processus Markovien cache. La loi de ce pro-
cessus d'etat p
 
x
1!N
j; a; 
2
"
; 
2

; y
1!N

n'est pas stan-
dard et ne peut e^tre simulee directement. Nous utilisons
donc une etape de Metropolis-Hastings dont nous devons
choisir une densite de proposition ecace. Si la simulation
de la trajectoire x
1!N
est eectuee un par un, la densite
a posteriori totale est, pour chaque echantillon :
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et les densites qui apparaissent dans (4) sont de la forme :
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Une densite de proposition interessante est donc (6), qui
est Gaussienne. Dans le cas d'une strategie "un a la fois",
le calcul de la moyenne et de la variance de (6) est direct
et est presente dans la description de l'algorithme MCMC
ci-dessous. Si l'on veut simuler le processus de Markov
par blocs, ce calcul devient fastidieux et inecace et l'uti-
lisation d'une methode du type "ltrage avant/simulation
arriere" devient necessaire [7].
Lorsque qu'une trajectoire candidate x

1!N
a ete
generee, et connaissant les estimees a l'iteration
precedente x
(i)
1!N
, on accepte alors x

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comme nouvelles
valeurs de la trajectoire a l'iteration (i+1) avec la proba-
bilite pour chaque t :
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L'algorithme complet se presente de la facon suivante :
Algorithme MCMC hybride pour l'estimation
des parametres H-ARMA
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-- calculer (cf. eq. (5))
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Dans les expressions des densites a posteriori, il est en-
tendu que le conditionnement s'eectue par rapport aux
valeurs des cha^nes obtenues a l'iteration precedente.
5 Simulations and Monte Carlo
study
An de mesurer la capacite des algorithmes stochas-
tiques proposes a identier de facon aveugle les modeles
H-ARMA, nous avons considere plusieurs types de l-
trages lineaires et non lineaires. Puisque l'aspect impor-
tant est l'inversibilite forte des modeles, nous avons choisi
trois non-linearites dierentes : la premiere est bijective,
la seconde sera appelee "faiblement non bijective", puis-
qu'elle est pas bi-univoque que sur un intervalle de la
droite reelle, la troisieme est completement non bijective,
sur l'ensemble IR.
Trois types de processusAR ont ete choisis pour exhiber
des comportement de correlation dierents. Le cas bijectif
est accompagne d'une coloration forte, denie par 3 po^les
AR. Le cas "faiblement non bijectif" est considere avec
2 po^les AR, et nalement le cas non bijectif avec seule-
ment 1 po^le (faible coloration). Les trois modeles que l'on
se propose d'identier sous l'approche Bayesienne decrite
plus haut sont :
type (1):
(
 = [3 0 1]
po^les = [0:9 e
2i0:1
0:9 e
 2i0:1
0:7]
a = [2:1562   1:8294 0:5670]
type (2):
(
 = [ 3   1:4 1:2]
po^les = [0:9   0:7]
a = [0:2 0:63]
type (3):

 = [5   1:5 0 1]
po^les = [0:8] a = [0:8]
Puisque les algorithmes stochastiques sont eux-me^me
des variables aleatoires, leurs performances doivent e^tre
analysees a l'aide de moyens probabilistes. Nous avons
donc conduit une etude de Monte Carlo, en generant 1000
echantillons de taille N = 2000 de chacun des modeles
H-ARMA ci-dessus. Chaque cha^ne de Markov a ete
conduite jusqu'a convergence et les estimateurs choisis
sont la moyenne des 10% derniers echantillons. Nous avons
represente les histogrammes de ces estimateurs, qui ap-
prochent les densites a posteriori des dierents parametres
(lineaires et non lineaires). Ceux-ci sont representes sur les
courbes (1)-(3)
Les simulations montrent les resulats suivants :
{ les modeles non-lineaires inversibles sont clairement
identiable, me^me lorsque l'entree est fortement
correlee. La gure 1 pour les modeles de type (1)
montrent que les estimateurs obtenus sont bons,
pour les parties lineaire et non-lineaire.
{ quand le polyno^me devient non-bijectif, l'estimation
des parametres devient moins precise, specialement
pour les coecients non lineaires. Cependant, le
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Fig. 1: Histogrammes de la densite a posteriori des parametres
H-ARMA. Resulats pour les les processus du type (1).
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Fig. 2: Histogrammes de la densite a posteriori des parametres
H-ARMA. Resulats pour les les processus du type (2).
probleme auquel on est confronte est tres dicile et
les resultats presentes sur les gures 2 et 3 restent
de bonne qualite.
{ Nous avons etudie d'autres types d'algorithmes dans
[1]: un autre algorithme MCMC utilisant une den-
site de proposition multimodale, ainsi qu'une ver-
sion stochastique de l'algorithme EM. Le premier
accroit fortement la complexite calculatoire pour un
gain de performance negligeable, alors que le second,
sous-optimal, possede de nombreux minima locaux
et se comporte de facon desastreuse lorsque la non-
linearite devient trop "severe".
6 Discussion and perspectives
Une premiere remarque est que la strategie combinant
l'augmentation de modele par variables d'etat cachees
et l'utilisation d'echantillonneurs Bayesiens repond de
facon satisfaisante au probleme d'estimation des modeles
H-ARMA. La qualite des estimateurs produits est
dependante de la "non bijectivite" plus ou moins forte
de la non-linearite. Ceci est important, puisque les
methodes classiques d'identication (maximum de vrai-
semblance, methodes de cumulants, etc) sont decientes
pour cette classe de modeles. C'est donc un point de
depart interessant quant a l'elaboration de strategies
elaborees pour resoudre des problemes du type : identi-
cation de modeles non inversibles. Des ameliorations pos-
sibles de l'algorithme MCMC propose ici sont : (i) l'in-
troduction d'une methode de recuit simule a l'interieur
des etapes de Metropolis-Hastings, ce qui assurerait la
convergence des cha^nes de Markov generees vers le maxi-
mum a posteriori global du processus d'etat, (ii) la "Rao-
Blackwellisation" des cha^nes generees, tirant avantageu-
sement parti de la faible probabilite d'acceptation dans la
simulation du processus d'etat. Ces aspects sont a l'etude
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Fig. 3: Histogrammes de la densite a posteriori des parametres
H-ARMA. Resulats pour les les processus du type (3).
et ferons l'objet de futures communications.
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