We show that confinement in the quantum Ising model leads to nonthermal eigenstates, in both continuum and lattice theories, in both one (1D) and two dimensions (2D). In the ordered phase, the presence of a confining longitudinal field leads to a profound restructuring of the excitation spectrum, with the low-energy two-particle continuum being replaced by discrete 'meson' modes (linearly confined pairs of domain walls). These modes exist far into the spectrum and are atypical, in the sense that expectation values in the state with energy E do not agree with the microcanonical (thermal) ensemble prediction. Single meson states persist above the two meson threshold, due to a surprising lack of hybridization with the (n ≥ 4)-domain wall continuum, a result that survives into the thermodynamic limit and that can be understood from analytical calculations. The presence of such states is revealed in anomalous post-quench dynamics, such as the lack of a light cone, the suppression of the growth of entanglement entropy, and the absence of thermalization for some initial states. The nonthermal states are confined to the ordered phase -the disordered (paramagnetic) phase exhibits typical thermalization patterns in both 1D and 2D in the absence of integrability.
Introduction:
In a generic quantum many-body system eigenstates are thermal, in the sense that expectation values (EVs) within an eigenstate agree with the microcanonical ensemble (MCE, thermal) prediction [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . At the heart of understanding this behavior is the eigenstate thermalization hypothesis (ETH) [1, 2, 13] , which proposes a simple set of criteria for this to occur. Briefly summarized, the ETH tells us that an operatorÔ will have a thermal EV in an eigenstate |α with energy E α provided its matrix elements satisfy [3, 13] O α,β =Ō(E)δ α,β + e −S(E)/2Ȏ (E, ω)R α,β .
Here E = (E α + E β )/2, ω = (E α − E β ), and the ETH supposesŌ(E) is such thatÔ α+1,α+1 −Ô α,α ∝ e −R (with R the system size). The off-diagonal elements are suppressed by the thermodynamic entropy S(E) and characterized by a well-behaved smooth functionȎ(E, ω) and a random variable R α,β with zero mean and unit variance.
It is generally assumed that a non-integrable quantum many-body system obeys the ETH, with matrix elements of local observables satisfying Eq. (1) (see, e.g, the short argument in [17] ). In large volume, at finite energies, the extensivity of S(E) suppresses the second term in (1) , and EVs are governed solely by the smooth functionŌ(E). EVs are then thermal by construction, as the MCE prediction coincides withŌ(E). In a finite volume, there is some variance aboutŌ(E), which shrinks to zero with increasing system size.
It is known, however, that nonthermal states that violate the ETH can also exist in finite size systems [7, 8, [19] [20] [21] , usually being observed at the very edges of the spectrum. The presence of such nonthermal states in the spectrum can have important consequences for nonequilibrium dynamics [13, [20] [21] [22] [23] , in particular leading to an absence of thermalization following a quantum quench [19, 21] . Thermalization is used here in the sense that EVs in the diagonal ensemble (DE) agree with the microcanonical ensemble (MCE) result [4, 5] . Such predictions can now be routinely tested in cold atomic gases, following ground breaking progress in isolating and controlling such systems [24, 25] .
In this Letter, we show that nonthermal states can exist away from the very edges of the spectrum in theories with confinement, both in 1D and 2D. We will show this to be true both on the lattice and in the scaling (continuum) limit. In the continuum limit, which is not usually the subject of ETH studies, we are able to harness powerful numerical techniques [26] to look at large system sizes, and present systematic analytical calculations that support our results. On the lattice, we use matrix product state (MPS) methods [27] to show that the observed physics is not a remnant of the scaling limit and so may be possible to probe in experiments on low-dimensional quantum magnets (see, e.g., [28] [29] [30] [31] ).
1D lattice and continuum theories: Let us focus on a particular example of a theory with confinement, the quantum Ising chain with an additional longitudinal field 
Here σ α j (α = x, y, z) are the Pauli matrices acting on the jth site of the chain, J is the Ising exchange parameter, and h x (h z ) is the transverse (longitudinal) field strength. (h x = 1, h z = 0), one arrives at the field theory [32, 33] 
Here R is the system size,ψ (ψ) are right (left) moving Majorana fermion fields, m is the fermion mass (m ∼ 1 − h x ), g is the continuum longitudinal field, and σ(x) is the spin operator in the continuum. For generic values of the parameters, both the lattice (2) and the continuum (3) models are nonintegrable [34, 35] . Herein we (mostly) focus on the ordered phase, |h x | < 1 and m > 0.
In the absence of a longitudinal field (h z = 0, g = 0) low-energy excitations are spin flips (costing energy ∼ 2m), which fractionalize into pairs of domain walls that are free to independently propagate. Thus, at low-energies, above energy 2m there is a continuum of two-particle states. The presence of a longitudinal field h z = 0, g = 0 profoundly changes this. The energy cost of a domain of flipped spins now grows linearly in the size of the domain. This confining potential between domain walls (much like quarks in quantum chromodynamics (QCD) [37] ) leads to a collapse of the low-energy continuum into discrete 'meson' excitations, formed from pairs of domain walls [38, 39] . This has been observed in two quasi-1D quantum magnets, CoNb 2 O 6 [28, 29] and SrCo 2 V 2 O 8 [30, 31] .
The presence of confinement leads to nonthermal states appearing within the spectrum, despite the system being nonintegrable. To show this, we construct eigenstates of the two models, (2) and (3), and measure the average magnetization within each state [40] . On the lattice, we do this via the density matrix renormalization group (DMRG) [27] by targeting up to 150 low-lying eigenstates [41] . In the continuum we use truncated spectrum methods [26] to construct thousands of low-lying eigenstates [42] . Example results are shown in Fig. 1 ; we see that there are two major features in the eigenstate expectation value (EEV) spectrum. Firstly, there is a thermal-like continuum of excitations on the right hand side of the plot (confirmed by comparison with the MCE in the continuum). With increasing system size, this continuum narrows as predicted by Eq. (1), see [21] . Secondly, there is a line of states that is well separated and above this continuum (see the arrows in both plots), whose EVs do not coincide with the MCE results. These states remain separated from the thermal continuum up to the largest system sizes (R ∼ 75) that we can reach; extrapolation to the infinite volume limit is consistent with the nonthermal states possessing a different magnetization to the MCE, as shown in the supplemental. These features are seen in both the continuum and on the lattice; the similarity between the two panels in Fig. 1 is striking.
One advantage of tackling this problem in the continuum is that we have well-controlled analytical approaches, as well as the numerical data, that allow us to understand these nonthermal states. For example, in the upper panel we draw arrows at the energies of the meson (linearly-confined domain walls) excitations, as predicted from a semiclassical analysis [36, 43, 44] . We see that these coincide exactly with the nonthermal states. We also have direct access to the wave functions, and see that these states are well described by the two (domain wall) fermion sector of the theory [26] . The nonthermal states are well approximated by the meson form:
where a † pν creates a fermion of momentum p ν in the ν = NS, R (Neveu-Schwarz and Ramond respectively) sector of the Hilbert space [45] , |ν is the vacuum within a given sector. The wave function, Ψ n (p), and the mass of the meson, M n , can be determined analytically via the Bethe-Salpeter equation, see [46] meson threshold is, at first glance, surprising. Analogously to QCD (see, e.g., [37] ), one might expect these single mesons to be unstable, with open decay channels to multimeson states. As shown in Fig. 1 , this intuition is incorrect. To shed some light on this, we consider the (two domain wall) meson excitations, described by (4) , and compute the second order energy correction that comes from hybridization with four domain wall states and vacuum [47] . Below we will see that this correction is exceedingly small compared to the bound state energy, E = M n , in contrast to the second order correction coming from the spin flip excitations within the disordered (paramagnetic) phase, where confinement is absent [48] . We find that the meson corrections are orders of magnitude smaller than those of the paramagnetic spin flip.
We give explicit details of the second order energy computation in the supplemental (see also [21] ), only schematically sketching the calculation here. The problem is split into three parts, H = H meson + H free + H int . The first part, H meson , describes the single meson part of the problem, whose eigenstates are given by (4) . In H free we describe the non-interacting part of all the other (n > 2) fermion sectors of the theory. Finally, H int contains all interaction vertices, except the two-fermionto-two-fermion case, which was taken into account in H meson . We specifically consider vertices involve twoto-four fermions and two-to-zero fermions. A similar calculation is performed for the second order correction of the single particle excitations in the disordered phase.
We present results of our computations in Fig. 2 , showing the relative second order corrections to the zero momentum energy for the first nineteen meson states (green circles). For comparison we present the corresponding computation for the zero momentum fermion in the disordered phase (red square). We see that the energy corrections for all of the mesons range from 10 −5 to 10 −3 of their unperturbed energy. Moreover the energy corrections for those mesons which lie above the four domain wall continuum, i.e. that are not nominally kinematically stable, are no larger than those below the threshold. We also see that the meson energy corrections are at least two orders of magnitude smaller than the correction of the fermion (spin flip) for the disorder phase. Thus the meson excitations, states of the form (4), appear to quasi-stable to mixing with four domain wall states. This supports the results of the previous section; by slightly dressing the states (4), we form completely stable nonthermal states in the finite volume. Note that this is counter to the usual intuition from QCD, where one would expect the single meson to be unstable to kinematic decay above the two meson threshold. Even at higher orders in perturbation theory, the two domain wall sector of the theory appears to continue to mix only very weakly with the sectors containing n ≥ 4 domain walls, despite there being scattering processes induced by the longitudinal magnetic field that remain finite into the thermodynamic limit. While we have not extended our second order correction to account for mixing with six domain wall states explicity, we expect such mixing to be considerably smaller because of phase space considerations [49] . Extension to 2D: Surprisingly, the above analysis in 1D extends in a straightforward manner to higher dimensions. Consider the following 2D Hamiltonian: (5) formed from individual Ising continuum chains
coupled by a local spin-spin interaction of strength J ⊥ . For this system the coupling J ⊥ between neighbouring ordered (m > 0) chains provides a confining potential. Meson-like approximate eigenstates of (5), of the form
can be found via an analogous Bethe-Salpeter equation [50] . Here N is the number of chains, A † j (p ν ) creates a fermion in the jth chain with momentum p ν in the ν = NS,R sector, and |{ν} = ⊗ N j=1 |ν j are the vacuum states of the system, formed from the individual ν j -vacua in each chain. The physical character of the wave function Ψ {ν} n (p νj ) is similar to the 1D case, Eq. (4). With meson states (7) (i.e., approximate two fermion eigenstates) defined, one can proceed in a similar manner to the previous section, and compute their self-energies. This calculation is essentially identical to the previous case, leading us to conclude that meson excitations in 2D are extremely long-lived excitations. We can no longer construct the EEV spectrum in 2D (cf. Fig. 1 in 1D) , but a mean field decoupling of the 2D system into 1D chains suggests that these meson-like excitations should behave similarly to those analogous excitations in 1D, i.e. they are nonthermal states. In the next section we provide further evidence of this. Nonequilibrium dynamics in 2D: Having argued that nonthermal states exist in the 2D theory with confinement, Eq. (5), we now support this with evidence that the nonequilibrium dynamics is anomalous [51] . This is one of the signatures of the presence of nonthermal states in the spectrum. Nonequilibrium dynamics is induced by a quench of the interaction J ⊥ = 0 → J ⊥ = 0. Both the initial state and subsequent time-evolution are computed in the chain array matrix product state (ChainAMPS) framework [26] . This methodology blends truncated spectrum methods with MPS algorithms, and has been used to study the entanglement entropy and spectrum of the 2D Ising model [52] , and to compute the timeevolution following a quantum quench [53] .
In Fig 
(upper panels) and the entanglement entropy S E (lower panels) for quenches from the J ⊥ = 0 ground state to J ⊥ = 0, for both ordered (m > 0) and disordered (m < 0) chains. Here S E is defined as the Von Neumann entanglement when the system is partitioned into two semi infinite arrays of chains. For ordered chains the two-point function does not show the usual light cone behavior following the quench, with response instead being strongly suppressed and correlations remaining local. In the presence of confinement this is consistent with the quasiparticle picture of Calabrese and Cardy [54, 55] : the quench generates pairs of quasiparticles with opposing momenta (forming mesons in the presence of confinement), which propagate away from one another. At fixed energy density (as set by the quench), the particles can only separate a finite distance before the confinement potential saturates the available energy, and hence the light cone is suppressed. In contrast, the disordered case, where confinement is absent, displays a clear light cone spread of correlations. This suppression of the propagation of quasiparticles also impacts the growth of S E (with entanglement being carried by these quasiparticles), as is shown in the lower panels of Fig. 3 .
Before concluding, we note that similar effects have been observed in the non-equilibrium dynamics of (2) and (3). In the lattice problem (2), Kormos et al. [56] observed both a suppression of the light cone and the growth of the entanglement entropy following a global quantum quench. Non-equilibrium dynamics following quenches in the field theory (3) have also shown clear signatures of the meson excitations [21, 57, 58] . Conclusions: In this Letter, we have seen that non- thermal states appear in the Ising model, in 1D and 2D, when confinement is present. The nonthermal states have EVs that do not match the MCE prediction, highlighting their nonthermal nature, despite an absence of integrability. We saw this very explicitly in Fig. 1 , in both the continuum and on the lattice, by computing the EEV spectrum of the longitudinal magnetization. We identified the nonthermal states as being mesonlike, in that the state is well approximated by linearly confined pairs of domain walls, as expressed in Eqs. (4) and (7). The mesons hybridize only very weakly with the thermal continuum of multimeson states, see Fig. 2 . From controlled numerical and analytical calculation in 1D, we turned our attention to 2D and argued that such meson states exist there, with essentially the same calculations applying in 1D and 2D. The presence of such nonthermal states can lead to anomalous nonequilibrium dynamics, illustrated in Fig. 3 , such as suppression of the lightcone and entanglement growth, as well as an absence of thermalization [59] (for a recent example of this in a quantum quench of a 1D lattice model, see Ref. [60] ).
While we have focused on Ising models in 1D and 2D, it is natural to expect that the physics of nonthermal states carries over to other theories with confinement. Recently, holographic theories with confinement have shown an absence of thermalization [61] , a hallmark of the presence of nonthermal states. A natural test of this conjecture could be provided by the Schwinger model in an electric field, which has been the subject of a number of recent works [62] [63] [64] [65] [66] [67] (the disordered Schwinger model has also recently been shown to display confinement driven non-ergodic behaviour [68, 69] ). We also note that recently kinetic constraints have been identified as a mechanism leading to non-ergodic eigenstates midspectrum [70] . These examples taken together suggest models possessing athermal eigenstates are not uncommon. It will be a topic of future research to arrive at a classification scheme for such non-ergodic quantum systems. . We also acknowledge funding from the Simons Collaboration Programme entitled "The Nonperturbative Bootstrap" as part of the "Hamiltonian methods in strongly coupled Quantum Field Theory" meeting at the IHES Université Paris-Saclay, where part of this work was performed and presented.
S1: Details of the DMRG and additional data
The spectrum of the lattice model, Eq. (2), was calculated for an open chain of N = 40 sites, by first using standard finite size DMRG techniques [27] to find the ground state, and then a projector method to construct excited states (see Ref. [71] for a nice description of this approach). This method is not guaranteed to find all the excited states in order, but if enough states are constructed and the weight parameter for the projector is chosen judiciously one can be reasonably confident of calculating the low energy spectrum correctly. The maximum truncation error allowed in the DMRG algorithm was 10 −10 and 20 finite size sweeps (20 left sweeps plus 20 right sweeps) were performed for each state. To ensure that our DMRG routine was working appropriately, we carried out tests on a system of N = 14 sites versus exact diagonalization.
In order to compare results from DMRG on a finite size system with open boundaries to results with periodic boundary conditions in the field theory (3) (for which we consider only the zero momentum sector), we average the expectation values of the spin operator obtained in DMRG over all sites. This produces a zero (quasi)momentum quantity from the DMRG lattice simulations. We remind the reader that in the field theory (3), expectation values in zero momentum states |k = 0 satisfy
by translational invariance of the eigenstates.
In the upper panel of Fig. S1 we present an alternative lattice data set for the smaller value of h z = 0.05 (with all other parameters as in the lower panel of Fig. 1 ), showing that the nonthermal states are present in a range of parameters in the lattice model. Here the thermal continuum is slightly better converged than the results presented in the main body of the paper, showing clear structure that will broaden into the continuum in the infinite volume. Notice that again the nonthermal states persist for as far into the continuum as we can reach with DMRG, and have very well separated eigenstate expectation values. This is also true for the field theory (3), with the lower panel of Fig. S1 showing comparable data for (3) with m = 1, g = 0.2. Once again, the similarity between the lattice and continuum data is evident.
S2: Some details of the truncated space approach to the perturbed Ising field theory
In this part of the supplemental, we recap the central details of the truncated spectrum approach to the perturbed Ising field theory. This was first developed by Yurov and Zamolodchikov [72] and used to solve the eigenvalue problem for low-lying eigenstates.
We begin by considering a system of finite size R; for quantities such as the ground state energy this is expected to reproduce the infinite volume results up to corrections that are exponentially small in the system size (due to the presence of a spectral gap). We write the Hamiltonian in the form
with
Here H 0 (m) is the Hamiltonian for free fermions of mass m. The Hilbert space of H 0 (m) in the finite volume R splits into two sectors, called Neveu-Schwartz (NS) and Ramond (R), which correspond to antiperiodic and periodic boundary conditions for the fermions [32] . Due to the difference in boundary conditions on the fermions in the two sectors of the Hilbert space, the momenta of the fermions within these sectors are quantized differently. The momenta of the fermions is quantized as 2πn/R with n ∈ Z + 1 2 in the NS sector and n ∈ Z in the R sector. Eigenstates of H 0 (m) are obtained by acting on the vacuum with fermion creation operators:
Herein we use k i for the half-integer defining the momentum in the NS sector, and q i for the integer in the R sector. Creation operators obey the usual canonical anticommutation relations
An N -particle state is an eigenstate of H 0 (m) with energy E N (R) given by
where the single particle dispersion is ω k (R) = m 2 + (2πk/R) 2 and the vacuum energy is [32] 
The full problem (S1) also features a finite strength of the magnetic field, g. The spin operator σ(x) must also satisfy periodic boundary conditions in the finite volume, i.e. σ(x + R) = σ(x). This restricts the free fermion states allowed in each sector of the Hilbert space, and this restriction depends on the sign of the mass m (i.e., the phase of the Ising model) [32] :
NS-states with N f ∈ 2Z, R-states with N f ∈ 2Z. m < 0 : NS-states with N f ∈ 2Z, R-states with N f ∈ 2Z + 1.
Here N f is the number of fermions within the basis states. As well as modifying the allowed states, the spin operator in the Hamiltonian (S1) couples the states in different sectors of the Hilbert space. The matrix elements of the spin operator, in the basis of eigenstates of H 0 (m), are known from integrability [43, 73, 74] 
where θ kn are finite-size rapidities that satisfy |m|R sinh θ kn = 2πk n (and similar for q n ),
F K,N is the matrix element of the spin-field in the infinite volume [75] 
where µ(0, 0) is the disorder parameter (dual to σ(0, 0)) in the Ising field theory (3). This expectation value also has a known form, due to Sachdev [76] S(R) = exp (mR)
log coth
With the above knowledge at hand, we can form the complete Hamiltonian matrix (S1) in the basis of free fermion eigenstates. Of course, we cannot deal with the full Hamiltonian, as the Hilbert space is still infinite. So, to tackle the problem numerically the Hilbert space is truncated. This truncation is motivated by the renormalization group relevant properties of the perturbing operator σ(x). With scaling dimension 1/8 the operator is strongly relevant, and as a result it strongly mixes low energy basis states. However, it does not strongly couple low and high energy basis states, and so one can truncate the basis through the introduction of a cutoff.
There are numerous ways to truncated the basis. For example, in Ref. [43] the authors propose a simple scheme, where the 'level' of a state is defined through
and the Hilbert space is truncated at some maximal level L = max . Symmetries of the model, such as translational invariance, can be implemented by working in a given symmetry sector (e.g., at fixed momentum P = i p i ).
Following such a truncation, the Hamiltonian is a finite matrix and can be diagonalized with standard numerical routines. In the Ising theory, such a procedure has been shown in many cases to produce results in excellent agreement with other analytical or numerical approaches, see e.g. Ref. [43] . Extensions to mitigate the Hilbert space truncation are possible, see the recent review [26] for further details. A detailed discussion of convergence, etc., is given in Ref. [21] .
S3: Finite-size scaling of the nonthermal states
In this section, we consider the nonthermal states that appear in the eigenstate expectation value (EEV) spectrum of the field theory (3), and how they vary as a function of system size R in comparison to the microcanonical ensemble (MCE, thermal) prediction. For brevity, we focus on the case presented within the main text, the field theory (3) with m = 1 and g = 0.1, and consider the EV of the integrated spin operator R σ(0) (i.e. the magnetization of the state). An example of the EEV spectrum for the local magnetization with system size R = 35 is presented in the upper panel of Fig. 1 of the main text, where the nonthermal states are highlighted by arrows.
We present our example results in Fig. S2 . For clarity we consider the average magnetization of the n = 11 → 15 nonthermal states, measured relative to the ground state. These states have energies well within the mul- tiparticle continuum, cf. Fig. 1 , and we can construct them to high precision up to systems of size R ∼ 50. We compare this average magnetization to the corresponding thermal prediction from the MCE. It is apparent that the magnetization of the nonthermal states is not consistent with the thermal prediction, even in the infinite volume limit, 1/R → 0.
S4: Bethe-Salpeter equation for the meson wave function
Let us now consider the meson excitations, both in the 1D theory (3) and 2D problem (5). They are described, respectively, by the wave functions (see Eqs. (4) and (7))
In this part of the supplemental we determine, through relevant Bethe-Salpeter equations, the functional form of the wave functions, Ψ n (p) and Ψ {ν} n (p ν ). In the 1D case we will be relatively terse, presenting the detailed calculation in Ref. [21] .
S4.i. The 1D perturbed Ising theory (3)
Our analysis here is along the same lines as Fonseca and Zamolodchikov [43] 
where we define the free fermion dispersion relation ω(p) = p 2 + m 2 . The matrix elements of the spin operator σ(0) on free fermion states are known (see Refs. 43, 73, and 74) and only connects states in different sectors v = NS, R of the Hilbert space, hence v =v (v = NS, R,v = R, NS). In the large but finite volume R we have
Following some manipulations, detailed in Ref. [21] , Eq. (S8) can be cast into the form
where y = xmt with t = (gσ/m 2 ) 1/3 , Ψ n (y) is the (real space) wave function of the nth meson excitation, n mt 2 = (M n − 2m + gσR/2), and we have kept only the leading small momentum terms in an expansion of the free fermion dispersion. We call Eq. (S10) the BetheSalpeter equation.
Taking t to be small (i.e. for small longitudinal field g) , Eq. (S10) can be solved perturbatively. Solutions take the form
where F n (y) is a solution of the homogenous equation
with µ = 1/4, ν = 1/8. These solutions can, in turn, be written in terms of solutions A(y) of Airy's equation,
reading
A (y) + . . . ,
We give explicit expressions for the prefactors F (n) A for n = 2, 4, 6 in Ref. [21] .
The solution (S11) will satisfy Eq. (S10) provided the following boundary conditions are fulfilled
(S14)
The boundary conditions (S14) allow us to fix the particular form of F n (y)
Here Ai(y), Bi(y) are the two linearly independent solutions to Airy's equation (S13). The function α n ( n ) can also be written as a power series in t:
with α i,n ( n ) being fixed by the boundary conditions (S14), see [21] .
To complete the solution of Eq. (S10), we restrict our attention to normalizable Ψ n (y).
Using that lim y→∞ Bi(y) = ∞, this forces us to find n such that α n ( n ) = 0. Combining this condition with the above, we arrive at
where Ai(z n ) = 0, and
To recover our Bethe-Salpeter equation for the meson wave function, we set µ = 1/4 and ν = 1/8. The meson energy, M n , can then be expressed as a simple power series in t M n −E 0 = 2m 1+a 2,n t 2 +a 4,n t 4 +a 6,n t 6 +O(t 8 ) . (S16)
Here the ground state energy is E 0 = −m 2 Rt 3 /2, and we have the following dimensionless parameters
The meson energies (S16) agree with previous calculations by other authors [36, 43] .
S4.ii. The 2D coupled chain problem (5) An analogous calculation to the 1D case can be performed in 2D (5) to obtain the meson wave function. The only significant difference in this case is that one has to carefully keep track of the different Hilbert space sectors on each chain. The meson states in 2D takes the form given in Eq. (S7), where
is a vacuum state of the system, formed from the tensor product of vacuum states on each chain, ν i ∈ {R, NS}, and the wave function carries vacuum indices
The restricted Schrödinger equation analogous to Eq. (S8) reads
Here we defineν j = R, NS when ν j = NS, R andσ = ν j |σ(0)|ν j , as in previous sections. In Eq. (S19) we have kept careful track of the vacuum states on each of the chains. We now make an assumption about the wave function, which is justified a posteriori by the energy of the bound states containing a term that gives the correct ground state energy. We assume
This assumption allows us to simplify notations Ψ {ν} n,j (p νj ) ≡ Ψ n,j (p νj ) and Eq. (S21) becomes
Following a sequence of steps similar to the 1D problem, Eq. (S21) can be recast in the form
where s = (4σ 2 u/m 2 ) 1/3 , y = msx and ms
Here, as with the 1D problem, we have kept only the leading terms in a power series (in momentum) expansion of the free fermion dispersion. Eq. (S22) is the Bethe-Salpeter equation for the 2D problem.
Fourier transforming the wave function in the interchain directionΨ
we arrive at an equation of the form
where
Here we see we have arrived at a slight modification of Eq. (S10), obtained in the 1D problem. This equation can then be solved in a similar manner to the previous section. The solution has energy [cf. Eqs. (S15)]
S5: Computing the self-energy of meson excitations
In the previous section of the supplemental, we derived and solved the Bethe-Salpeter equation for the meson wave functions in the 1D and 2D problems. These states, Eqs. (S7), are not exact eigenstates of (3) (although they well-approximate exact eigenstates) and so these two-fermion mesons are in principle susceptible to mixing with 2n-fermion states (where here n = 0, 4, 6 · · · ).
Here we compute the second order energy correction that comes from this mixing as a parameterization of its strength and hence the likelihood the meson will survive as a distinct state above kinematic thresholds where it can nominally decay. A detailed exposition will be given in Ref. [21] . Here we only give the essential overview of the problem.
We begin by separating the Hamiltonian into a part treated exactly (whose eigenstates are the meson states) H 0 and a part that we can treat perturbatively. This separation reads H pert :
where P n is the projector onto the n-particle part of the Hilbert space, and a † pν creates a fermion of momentum p ν in sector ν = NS, R. Written in this form, H 0 (S26) contains the full theory restricted to the two-particle subspace (i.e., P 2 HP 2 ), as well as the noninteracting part of all other sectors, Eq. (S27). In the previous section of the supplemental, we solved the two-particle problem, obtaining the meson states. The part that we will treat perturbatively, H pert , contains all terms that couple mesons to states with other numbers of particles, as well as the interactions between states with higher particle numbers.
We can further rewrite the two particle part of the problem by defining operators b † ak that create the ath meson with momentum k. Then H 0 reads:
Here E a (k) is the dispersion relation for the meson created by b † ak . In terms of the Fermi operators, we write
where we have divided b † ak explicitly into its Ramond and Neveu-Schwarz parts.
The second order energy correction to the mesons that comes from mixing with 0 and 4 domain wall states is then given by (to O(g 2 ))
and
This correction is expected to take the form
i.e. it will have a term scaling with the volume R. This is to be expected as the unperturbed ground state energy of the system δE 2gs will pick up a volume term from being allowed to mix with the 2n-domain wall states. It is also the case that the correction proportional to R for the ground state must be exactly the same as that of the meson states (the energy difference between a meson excitation and the ground state cannot scale linearly with R). It is, however, difficult to exhibit this explicitly because it requires summing over the second order correction coming from states involving arbitrary domain wall number. (Happily in the corresponding computation for the spin flips in the paramagnetic phase, we can analytically exhibit this R-dependence and demonstrate that it does indeed cancel.) Here we thus compute (numerically) δE 2i as a function of R, fit the resulting dependence, and extract the constant β i term. It is this that is plotted in Fig. 2 .
S6: Computation of self-energy of spin flips in paramagnetic phase
We can perform a similar computation of the second order energy correction of a spin flip excitation of the quantum Ising model in its disordered paramagnetic phase (i.e. the energy correction of a single Ramond fermion). The point here is to compare the overall magnitudes of the energy corrections in the ordered and disordered cases. Here the leading contribution is a process by which the spin flip scatters into two spin flips or into a state with no spin flips:
We are able here to extract α sf exactly here as follows,
while we obtain β sf numerically. We can similarly compute the correction to the ground state energy in the paramagnetic phase coming from mixing with the single flip sectors:
We see that in calculating the difference δE 2sf −E 2gs , the volume terms proportional to R exactly cancel. It would be interesting to see if this cancellation can be exhibited explicitly for contributions involving a larger number of spin flips. In Fig. 2 , β sf is plotted as a red square.
S7: Some details of the ChainAMPS simulations
ChainAMPS [26] constructs a 2D quantum system by coupling together an array of chain models with truncated spectra. Each chain acts as a 'super'-site on a 1D lattice, and this specialized 1D model can be treated using standard matrix product state techniques, including time evolution algorithms [53] . For our simulations we consider a system of infinitely many chains, initially in a J ⊥ = 0 (uncoupled) ground state, corresponding to a product state of chain ground states. Specifically for the ordered chains case (m = 1) we took a product state of the symmetric superposition of the Ramond and NeveuSchwarz vacuum states for each chain (strictly these are degenerate only in the R → ∞ limit, though the energy difference is exponentially small in R). The spectrum of each chain (of length R = 8) was truncated to include the lowest 167 states. Using the notation NS(R)X to label Neveu-Schwarz(Ramond) states of X fermions these are : 2 vacua (NS0 and R0), 66 R2 states, 64 NS2 states, 21 R4 states and 14 NS4 states. This system was evolved under the Hamiltonian Eq. (5) with J ⊥ = −0.15 for t > 0, using infinite time evolving block decimation (iTEBD) [77] with a 2nd order Trotter decomposition and time step size of 0.02 and a bond dimension χ = 100 so that the truncation error at each step was of order 10 −10 at the longest times.
For comparison, in Fig. 3 , we also show a quench in the disordered phase (m = −1 ), with chains of length R = 8 and an initial state that is a product state of NeveuSchwarz chain vacuum states. In this case the lowest 163 states were kept: 1 NS0, 17 R1, 64 NS2, 67 R3 and 14 NS4. The post quench interchain coupling was again J ⊥ = −0.15 and a 2nd order Trotter decomposition with time step size of 0.01 was used in the time evolution, with a larger bond dimension χ = 200 so that the truncation error at each step was still of order 10 −10 at the longest times.
S8: Nonthermalizing initial states in 1D quenches
In this final section of the supplemental, we consider how nonthermal states affect the non-equilibrium dynam- ics of the 1D system, Eq. (3). We do so through an illustrative example; a detailed discussion and study can be found in Ref. [21] . The hallmark of thermalization in a nonequilibrium context is the agreement of the diagonal ensemble (DE) with the microcanonical ensemble (MCE) constructed at the appropriate energy density [4, 5] .
In Fig. S3 we show a comparison between the DE and MCE predictions following a quantum quench, where we start in eigenstates of (3) with g = 0.1 (constructed with truncated spectrum methods) and time-evolve according to (3) with g = 0.2. We see that this comparison looks very similar to the EEV spectrum shown in Fig. 1 of the main text! Many states project strongly onto the nonthermal states present within the spectrum, leading to a band of states with nonthermal EVs in the long time limit. We also see, however, that almost all starting states thermalize, with the MCE and DE predictions for EVs coinciding.
Differences between nonthermalizing and thermalizing states can also be observed in the real time dynamics of observables (i.e., not just in the long time limit). In Fig. S4 we compare the real-time dynamics of the local magnetization following the quench g = 0.1 → 0.2 when starting from two initial states of (almost) the same energy density, E/R ∼ 0.208. The first initial state (the n = 100 eigenstate of (3) with g = 0.1) is nonthermalizing: the DE result does not agree with the MCE prediction. On the other hand, the second state (n = 352) is thermalizing with the long-time limit of the EV described well by the MCE.
We see that there are significant differences between the real time dynamics of the thermalizing and nonthermalizing initial states. In the first case, the thermalizing state rapidly decays to and fluctuates about its long-time, thermal, value. In contrast, the nonthermalizing state exhibits slowly decaying large amplitude oscillations about its nonthermal DE result. 
