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STAT1 è un fattore trascrizionale implicato nella regolazione di vari processi cellulari, 
tra cui la risposta immunitaria e l’apoptosi. Alcuni autori riportano che l’iper-
attivazione della via di segnale di STAT1 è coinvolta nello sviluppo della 
neuroinflammazione, un processo strettamente correlato allo stress ossidativo. 
Nonostante il ruolo dello stress ossidativo nella patogenesi della neurodegenerazione 
sia già chiaramente descritto, il suo effetto sulla regolazione del signaling di STAT1 è 
ancora poco conosciuto.   
In questo lavoro è dimostrato che lo stress ossidativo induce rapidamente l’attivazione 
di STAT1 in cellule BV2 di microglia murina in seguito a trattamento con H2O2 o 
ipossia. Il meccanismo molecolare della sua attivazione coinvolge la S-glutationilazione 
dei residui Cys324 e Cys492 di STAT1. Questi risultati rivelano che STAT1 è una 
proteina redox-sensibile e che la sua attivazione in presenza di stress ossidativo 
coinvolge sia la fosforilazione in tirosina 701 che la S-glutationilazione dei residui di 
cisteina 324 e 492.  
Diversi studi riportano che l’attivazione della microglia M1 è il tratto distintivo della 
neuroinfiammazione e che questa contribuisce alla neuroinfiammazione e alla perdita 
della funzione neurologica. In questo lavoro sono analizzati i meccanismi che portano 
all’attivazione della microglia M1 nelle cellule BV2 in presenza di stress ossidativo, 
correlandola all’attivazione del fattore STAT1. Silenziando l’espressione della proteina 
STAT1, la transizione verso il fenotipo M1 della microglia indotto dall’ipossia è inibito, 
suggerendo la forte correlazione tra STAT1 e l’attivazione della microglia indotta 
dall’ipossia. Inoltre è qui dimostrata la capacità della microglia attivata da ipossia di 
indurre l’apoptosi neuronale utilizzando un modello di cross-talk in vitro tra le linee 
cellulari BV2 e SH-SY5Y. 
Infine, è stata verificata l’abilità della miricetina, un flavonoide con nota attività 
specifica anti-STAT1, di inibire l’attivazione della microglia indotta da ipossia, 






STAT1 is a transcription factor implicated in the regulation of various cell processes 
such as immune response and apoptosis. Some authors report that hyper-activation of 
STAT1 signaling is involved in the development of neuroinflammation, a process 
closely related to oxidative stress. Although the role of oxidative-stress in 
neuroinflammation and in the pathogenesis of neurodegenerative disorders is clearly 
described, its influence in the regulation of STAT1 pathway is poorly understood.  
Herein, it is demonstrated that oxidative stress induces rapid activation of STAT1 
signaling in murine microglia BV2 cells using H2O2 and hypoxia treatment. The 
molecular mechanism of its activation is related to S-glutathionylation on Cys324 and 
Cys492 residues of STAT1. These results reveal that STAT1 is a redox-sensitive 
protein and that its activation involves both tyrosine phosphorylation and S-
glutathionylation under oxidative stress condition. 
Several studies report that microglia M1 activation is the hallmark of 
neuroinflammation and contributes to neurodegeneration and loss of neurological 
function. Here, the mechanisms that drive M1 microglia activation in BV2 cells under 
hypoxic stimulus have been analysed and correlate it to STAT1 activation. Silencing of 
STAT1 protein expression, hypoxia-induced M1 microglia phenotype is counteracted 
suggesting the strong link between STAT1 and microglia activation triggered by 
hypoxia. 
Moreover, the ability of hypoxia-activated microglia to induce neuronal apoptosis is 
shown using in vitro cross-talk model between BV2 and SH-SY5Y cell lines. Finally, it 
is revealed that a specific anti-STAT1 flavonoid myricetin is able to counteract 
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1.1. Signal Transducer and Activator of Transcription  1  
Signal Transducer and Activator of Transcription 1 (STAT1) is a member of a family 
of seven transcriptional factors (STAT1, 2, 3, 4, 5a, 5b and 6) that mediate the 
regulation of transcription of genes involved in several biological events such as 
embryonal development, organogenesis, innate and adaptive immunity, cells growth 
and differentiation, and programmed cell death [1], [2]. In resting cells, STATs proteins 
are latent in cytoplasm and they translocate to the nucleus after specific stimuli. The 
classical activation pathway involves the binding of cytokines or growth factors to a 
specific receptor on cell surface. The STATs activation mechanism requires the 
phosphorylation on conserved tyrosine and serine residues by Janus tyrosine kinases 
(JAKs) and Mitogen-Activated Protein Kinases (MAPKs), respectively. This event 
allows the dimerization of phosphorylated STATs and their translocation into the 
nucleus where they modulate the expression of target genes [3], [4].  
Specifically, STAT1 is the key effector of type I and II interferons (IFNs) but it is 
activated also by other cytokines (e.g. interleukins IL-2, IL-6) and growth factors (e.g. 
Factor Epidermal growth factor, EGF, or Platelet Derived Growth Factor, PDGF) 
[5]. This signaling pathway controls the whole inflammatory process regulating the 
expression of several proteins such as the Inducible Nitric Oxide Synthase (iNOS), the 
Cyclooxygenase 2 (COX2), the Vascular Cellular Adhesion Molecule (VCAM) and the 
Intercellular Adhesion Molecule (ICAM) [6]. Moreover, STAT1 induces the 
transcription of several genes involved in the regulation of cell proliferation. In 
particular, its activation determines a pro-apoptotic effect inducing caspases 
expression and NF-kB inhibition [7]. STAT1 promotes the apoptotic process in 
response to the inflammatory stimulus (e.g. cytokines) but also to other stimuli like 
ischemia, heat and DNA damage. During the last decade, it has been described the key 
role of STAT1 in non-apoptotic cell death through the necrotic or autophagic 
processes [8]. In both these mechanisms, the STAT1 signaling activation is due to a 
deregulation of Reactive Oxygen Species (ROS) [9]–[11]. STAT1 activation is strictly 




of this pathway can lead to massive cells or tissue damage. A persistent or excessive 
STAT1 activation has been observed in many diseases correlated to acute or chronic 
inflammation such as ischemic/reperfusion damage, asthma, coeliac disease, 
atherosclerosis, psoriasis and rheumatoid arthritis [9], [12], [13]. Furthermore, the 
subjects carrying a mutation on STAT1 protein expression are more susceptible to 
bacterial and viral infections [14], [15].        
1.1.1. STAT1 Structure 
STAT1 is a protein composed of 750 amino acids that weights about 91KDa 
(STAT1a). The 3D-structure of STAT1 protein has been determined thanks to two 
crystals deposited on the Protein Data Bank (PDB): the unphosphorylated form 1YVL 
and the Tyr701-phosphorylated one 1BF5 (Fig.1) [16].    
 
Figure 1. 3D structure of STAT1 dimer binding the DNA double helix (PDB: 1BF5). 
Likewise the other STAT family members, STAT1 protein is constituted by six 
functional domains (Fig.2) [17]: 
- N-terminal domain (NTD), aa 1-134, involved in the active dimer formation, 
in the interaction with transcription co-activators, in the regulation of nuclear 




- Coiled-Coil Domain (CCD), aa 135-317, linked to the NTD through a flexible 
polypeptide chain. It is a four-a-helical domain which constitutes a hydrophilic 
surface that allows the interaction with regulatory proteins. The CCD 
participates also in other events such as the binding with the receptor, the Tyr-
phosphorylation and the nuclear export. 
- The DNA Binding Domain (DBD), aa 318-488, is constituted by a b-barrel 
folded in an immunoglobulin-like structure. The DBD binds a specific DNA 
sequence, called Gamma-interferon Activated Site (GAS).  
- The Linker Domain (LD), aa 489-576, that links the DBD and the following 
SH2 domain and it is involved in the regulation of transcription. Some 
evidence show that the LD is necessary for nucleocytoplasmic cycling because 
the alkylation of a single cysteine residue impair the nuclear translocation of 
STAT1 [18]. 
- The tyrosine-binding Src Homology 2 Domain (SH2D), aa 577-683, is the 
most conserved among STAT family due to its key role in receptor 
recruitment, phosphorylation and dimerization. The SH2D consists in an 
antiparallel b-sheet with two a-helixes alongside forming a pocket containing 
the Arg602 residue, highly conserved, that mediate the interaction with the 
phosphate group. These structural features make the SH2D able to recognize 
the phosphor-tyrosine residues on specific protein regions determining the 
association with the activated JAKs and the subsequent dimerization of STAT. 
The variations in SH2 domains determine the selective receptor binding on 
each STAT. It has been reported that mutations within this domain affect the 
DNA binding ability and the consequent gene transcription efficiency after 
IFN-g stimulation [19].  
- The C-terminal Transcriptional Activation Domain (TAD), aa 684-750, 
regulates the transcriptional specific response and it is the less conserved 
domain. The key event for STAT1 activation, dimerization, import in the 
nucleus and DNA binding is the Tyr701 phosphorylation located within a 
region called “Tyrosine Activation Motif” present on a flexible loop between 
the SH2D and the TAD. Also the Ser727 residue is a phosphorylation site 
important for the regulation of STAT1 transcriptional activity and for the 




phosphorylation of Ser727 is crucial to obtain the maximum transcriptional 
efficiency since the activity is reduced by 20% when STAT1 protein is mutated 
at Ser727 [20]. The kinases responsible for this event belong from the MAPK 
family such as the Extracellular signal Regulated Kinases (ERK), the c-jun N-
terminal kinase (JNK) and the p38 [21].   
 
Figure 2. Schematic structure of functional domains and protein phosphorylation 
sites of STAT1 protein. Scheme of functional domains of STAT1: N-terminal domain 
(NTD), Coiled-Coil domain (CCD), “DNA Binding” domain (DBD), linker domain 
(LD), SH2 domain (SH2D) and transcriptional activation domain (TAD). The 
phosphorylation sites are highlighted in red: Tyr701 and Ser727. 
Several splice-variants of STATs proteins have been identified so far. This b isoforms, 
lacking of C-terminal portion, are still involved in the gene transcriptional process 
interacting with other transcriptional factors. In particular, they act as dominant-
negative binding the same target gene promotors on DNA and blocking STATs-
mediated gene transcription [22]. The alternative splicing of STAT1 mRNA 
determines the expression of the STAT1b isoform which is lacking of the TAD 
domain, essential for the transcriptional activity of STAT1, and  transcriptionally 
inactive [23]. STAT1b, truncated at the C-terminal, conserves the phosphorylation site 
on Tyr701 residue and it can compete with the full-length isoform, STAT1a, for the 
binding to the DNA [24], [25]. Recently, the biological activity of STAT1b has been 
re-evaluated since new data suggest that this truncated isoform can promote cellular 
death through a different mechanism from those induced by STAT1 [26].	 
1.1.2. STAT1 signaling pathway 
The classical pathway of signal transduction mediated by STATs factors is activated 
through phosphorylation events triggered by the formation of the receptor complex 
between a cytokine or a growth factor exposed on the cellular membrane (Fig.3). In 




IFN, IL-6, IL-11 and AT-1, or growth factors, like EGF, PDGF, CSF-1 and HGF, to 
the specific receptor on cell surface [27], [28]. Following the interaction between 
cytokine and receptor, specific JAKs kinases (JAK1, JAK2 and Tyk2), associated to 
intracellular domains of the receptor, are activated through auto- and trans-
phosphorylation. This event leads to the phosphorylation of other tyrosine residues 
present on the receptor itself and, consequently, to the recruitment of the STAT 
factors. The cytoplasmic latent monomeric STAT1 protein thus associated with the 
receptor is phosphorylated at tyrosine 701 by JAKs kinases [29], [30]. The 
phosphorylated STAT1 monomers constitutes homo- or hetero-dimers (with other 
STATs proteins e.g. STAT2) through the reciprocal interaction between the SH2 
domains. Then, the STAT1 dimers can migrate and accumulate into the nucleus where 
they regulate the gene transcription. The maximum transcriptional activity of STAT1 
is obtained with the phosphorylation of the Ser727 residue, presented in a conserved 
sequence within the STATs family in the C-terminal domain [20].    
 
Figure 3. JAK/STAT1 pathway. STAT1 is activated by the binding of cytokines growth 
factors to the specific receptor on cell surface. JAKs kinases, associated to the receptor, 
are activated through phosphorylation leading to the phosphorylation of the receptor 
itself. The cytoplasmic STAT1 protein associates with the receptor and it is 
phosphorylated. STAT1 dimers can migrate and accumulate into the nucleus where they 
regulate the gene transcription binding a specific GAS sequence on DNA. 
 
The transcriptional response of STAT1 to cytokine signal is transient: the STAT1 




export occurs within hours [31]. Generally, the molecular trafficking between the 
cytoplasmic and nuclear compartments occurs through membrane structures called 
Nuclear Pore Complexes (NPC), barrel-shaped complexes constituted by 
nucleoporins (Nups). The small molecules (<40-60 kDa) can get across the NPC 
trough passive diffusion, the larger molecules (>60 kDa), instead, like the STATs 
proteins, requires facilitated transport mediated by transport proteins that recognized 
specific signal sequences [32]–[34]. STAT1, like all STATs proteins, includes a Nuclear 
Localization Signal (NLS) sequence, rich in basic amino acids (e.g. lysine and arginine), 
identified by specific nuclear receptors, called a5- and b-importins. These receptors 
recognized a specific NLS sequence within the DBD and exposed only by the STAT1 
active, dimeric and Tyr701-phosphorylated conformation. Also the Leu407 residue 
and the NTD are important for the correct NLS conformation [35], [36]. The 
importin-STAT1 complex interacts with the NPCs on the cytoplasmic side of the 
nuclear membrane and it moves into the nucleus where the complex dissociates 
enabling the binding between STAT1 and the target sequence of the DNA [37]. It has 
been reported that also the unphosphorylated dimer of STAT1 can move into the 
nucleus but through which mechanism is still unclear. It seems that, unlike dimeric 
phosphorylated STAT1 that needs the facilitated transport, the unphosphorylated 
dimer does not require the intervention of other cytoplasmic proteins to interact with 
NPC [35]. The metabolic energy requested for the active nuclear trafficking comes 
from a protein member of G proteins family, called Ran [38]. Regarding the nuclear 
export process, instead, the STATs proteins present hydrophobic regions, rich in 
leucine residues, called Nuclear Export Signal (NES), recognized by specific 
transporter proteins, called exportins [39]. The Chromosome Region Maintenance 1 
(Crm1) is one of the main exportins involved in STAT1 nuclear export. In the nucleus, 
Crm1 identifies the specific NES sequence, within the DBD, and recruits a Ran-GTP 
forming a ternary complex. The NES sequence is hidden as long as STAT1 is 
associated to the DNA and becomes reachable only once STAT1 is dephosphorylated 





Figure 4. Nuclear import-export regulation of STAT1. Regolazione dell’import-
export nucleare di STAT1. A) NLS sequence within STAT1 structure. B) Mechanism of 
nuclear import-export of STAT1. doi.org/10.1038/nri1885. 
 
The intensity and the duration of JAK/STAT signaling is regulated also by the 
intervention of regulatory proteins that inhibits the transduction pathway through 
different mechanisms mainly promoting the dephosphorylation of the JAKs and the 
STATs and their export from the nucleus. The protein families involved in the negative 
regulation of the pathway are the Protein Tyrosine Phosphatases (PTP), the 
Suppressors Of Cytokine Signaling (SOCS) and the Protein Inhibitors of Activated 





Figure 5. Negative regulation of JAK/STAT pathway. PTP phosphatases are 
involved in dephosphorylation of both JAKs and STATs. SOCS proteins, induced by 
cytokines, switch off the JAKs acting as a negative-feedback loop. PIAS proteins interact 
with STATs in the nucleus after cytokine stimulation and inhibit their transcriptional 
activity. doi:10.1038/nri1226 
 
The PTP are a phosphatases family involved in the dephosphorylation of JAKs and 
STATs proteins. In particular, within the PTP family, the SH2-phosphatases (SHP) 
are characterized by a SH2 domain that recognizes the phosphor-tyrosine residues. 
Among them, the cytoplasmic SHP1, mainly expressed in the hematopoietic tissue, is 
responsible for JAK1 and JAK2 inactivation, and SHP2, ubiquitous and present both 
in cytoplasm and in nucleus, dephosphorylates JAK1. SHP2 directly inactivate STAT1 
dephosphorylating both p-Tyr701 and p-Ser727 residues [42]. Other PTP involved in 
the inhibition of STAT1 signaling are PTP1B, a specific inhibitor of JAK2 and TYK2 
and T-Cell PTP (TCPTP) that act on JAK1. The nuclear isoform of TCPTP, called 
TC45, dephosphorylates p-Tyr701-STAT1 impairing its transcriptional activity and 
inducing its export from the nucleus [43].  
The SOCS family includes eight intracellular proteins that have a key role in protein 
degradation process through the ubiquitin/proteasome pathway. SOCS proteins, such 
as SOCS1 and SOCS3, are characterized by the presence of a central SH2 domain and 
by a conserved region, called SOCS BOX, that directly binds the ubiquitin E3 ligase 




by the same cytokines that trigger the JAK/STAT pathway causing the inhibition of 
STATs signaling through a negative feed-back mechanism [45]. Among the SOCS 
family, SOCS3 inhibits the activated complex of the cytokine receptor while SOCS1 
interacts directly with the phosphorylated JAKs [44]. Another member of the same 
protein family, the Cytokine-Induced SH2 domain protein (CIS), competes with STAT 
for the binding to the cytokine receptor, counteracting the signaling activation [46].  
The nuclear regulators family, called also PIAS, consists in four proteins (PIAS1, 
PIAS3, PIASX and PIASY) that interact with STATs activated dimers preventing their 
association with DNA and the gene transcription [47]. The specific PIAS-STAT 
interaction is cytokine-dependent and within the PIAS family the different proteins act 
through different mechanisms. Only PIAS1 and PIASY are involved in the regulation 
of STAT1 pathway. PIAS1 directly associates with the promotors of STAT1 target 
genes blocking the transcriptional process mediated by this factor [48]. PIASY, instead, 
does not influence the ability of STAT1 of binding DNA and is considered a co-
repressor of STAT1 activity by recruiting of Histone Deacetylase (HDAC) and other 
co-repressor proteins [49]. PIAS proteins have been shown to act also though a SUMO 
E3 ligase-like mechanism; in fact, they promote the conjugation of transcriptional 
factors with the Small Ubiquitin-like Modifier (SUMO); SUMO is a small protein, that, 
despite being similar to ubiquitin, is not a degradation tag but is involved in a regulatory 
post-translational modification. It has been shown that STAT1 is SUMOylated on 
Lys703 after IFNg stimulation and that it is enhanced by PIAS1 but whether this 
modification effectively has a role in the regulation of STAT1 activity is still unclear 
[50].  
Besides the classical pathway of STAT1 activation, whereby it dimerizes after Tyr-
phosphorylation, it has been reported that also a cytoplasmic non-phosphorylated 
dimer of STAT1 can enter in the nucleus, bind the DNA and promote the 
transcription of genes related to cellular resistance to genotoxic stress [51], [52]. In this 
regard, two different theoretical models were proposed: the dimer phosphorylated at 
Tyr701, oriented parallel, and a non-phosphorylated one with antiparallel orientation. 
The parallel conformation model is characterized by the interaction between the SH2 
domain of a monomer and the phosphor-tyrosine of the other one; in the antiparallel 




oriented and the dimer formation is due to NTD-NTD and CCD-DBD interactions 
(Fig.6) [53]. 
 
Figure 6. Conformational models of STAT1 dimers. doi/10.1101/gad.1485406. 
 
1.1.3. Regulatory post-translational modifications of STAT1  
Aside from the phosphorylation and SUMOylation, STATs activity can be regulated 
by other post-translational modifications, such as ubiquitylation, acetylation, 
methylation and ISGylation. It has been reported that STAT1 can undergoes 
ubiquitylation and degradation through ubiquitin-proteasome pathway [54]. Also 
acetylation has a role in negative regulation of STAT1 activity. Histone 
acetyltransferase CBP induces the acetylation of Lys410 and Lys413 residues of 
STAT1 leading to the dissociation of the DBD from the promoter sequences and the 
protein dephosphorylation by protein phosphatase PTPN2 [55]. The methylation and 
ISGylation, instead, have a positive regulatory role in STAT1 signaling pathway. The 
STAT1 methylation on Arg31 is mediated by Protein Methyl-Transferase 1 (PRMT1), 
an enzyme associated also with the IFNa/b receptor. This event seems to be 
constitutive, independently of tyrosine/serine phosphorylation, and it increases the 
STAT1 ability to bind DNA inhibiting the interaction with PIAS1 [56]–[58]. 
Interferon-Stimulated Genes (ISG) proteins have been reported to regulate 
JAK/STAT1 pathway by conjugating both JAK1 and STAT1 and acting within a 





1.2. Oxidative stress and S-Glutathionylation 
 
1.2.1. Cellular redox state and ROS homeostasis 
 
Aerobic organisms are characterized by a fine balance between the production of 
oxidant molecules, such as the Reactive Oxygen Species (ROS) and the Reactive 
Nitrogen Species (RNS), and the antioxidant cellular systems. The ROS and RNS 
include radical and non-radical species produced through the partial reduction of 
oxygen or nitrogen during mitochondrial oxidative metabolism or in cellular response 
to exogenous cytokines, xenobiotics, and pathogens invasion [60]. Under physiological 
condition, low and controlled amounts of ROS or RNS have a role as second 
messengers in  intracellular signaling pathways. It has been demonstrated that ROS 
directly interact with signaling molecules involved in several cellular processes, such 
as, proliferation and survival (e.g. MAPK, PI3K, PTP), ROS homeostasis and 
antioxidant genes regulation (thioredoxin, peroxiredoxin, Ref-1, and Nrf-2) and 
apoptosis (e.g. Bax, Bid, Myc) [61]. However, when the amount of ROS/RNS within 
the cells overwhelm the antioxidant defense system, whether through an excess of 
oxidant species levels or a deficiency in antioxidant capacity, oxidative stress occurs 
[62]. Oxidative stress results in direct or indirect damage to macromolecules (e.g. 
nucleic acids, proteins, lipids) and it has been implicated in different diseases such as 
atherosclerosis, ischemia-reperfusion damage, cancer, neurodegeneration, diabetes, 
asthma and aging [63]–[67]. 
Under physiological condition, several enzymatic and non-enzymatic antioxidant 
mechanisms protect the cells from oxidative damage maintaining the intracellular 
environment in a reduced state. The enzymatic defense against oxidative stress 
involves proteins, like the superoxide dismutase (SOD), the catalase, the glutathione 
peroxidase (GPxs), the glutathione transferase (GST) and the glutathione reductase 
(GR). The antioxidant non-enzymatic systems include molecules that act as ROS 
scavengers like a-tocopherol (vitamin E), b-carotene (precursor of vitamin A) and the 
ascorbic acid (vitamin C) [68]. The most important ROS scavenger is the thiols pool, 
consisting of low molecular weight compounds like glutathione (GSH) and of proteins 




interrelated redox couples, such as the reduced/oxidized nicotinamide adenine 
dinucleotide phosphate NADPH/NADP+, the reduced/oxidized glutathione 
GSH/GSSG, the reduced/oxidized thioredoxin Trx/TrxSS, and cysteine/cystine, 
contribute to the maintenance of  intracellular redox homeostasis [69]–[71]. 
 
1.2.2. The glutathione and the redox couple GSH/GSSG 
 
The glutathione, (GSH) is a ubiquitous hydrophilic tripeptide constituted by three 
amino acids: g-glutamic acid, cysteine and glycine. The GSH biosynthesis occurs in 
cytoplasm through a two steps mechanism. The first and rate-limiting step is the 
formation of g-glutamine-cysteine starting from L-glutamate and cysteine, catalyzed by 
the glutamate-cysteine ligase (GCL). The second step is a reaction of condensation 
between the C-terminal of g-glutamine-cysteine and glycine, catalyzed by the 
glutathione synthetase [72]. Following its biosynthesis, GSH is present within all 
mammalian cells with a concentration ranging from 1 to 10mM, depending on the 
cellular compartment considered [73], [74]. It is mainly located in cytosol (90%) 
whereas only a little amount is present in other cellular compartments such as 
mitochondria endoplasmic reticulum and nucleus [75]. Intracellular glutathione can 
exist as a monomer in its reduced form (GSH) or as a disulfide dimer (GSSG) after its 
oxidation which usually accounts for less than 1% of  the total intracellular glutathione 
content. In physiological conditions, the GSH/GSSG is the main redox couple in 
living cells and the proper ratio between the levels of GSH and GSSG, is essential in 







Figure 7. Glutathione and glutathione disulfide dimer structures.  
 
As antioxidant agent, GSH can act both as direct scavenger of free radicals and as 




Figure 8. Scheme of antioxidant glutathione-dependent enzymes reactions. The 
major glutathione-dependent enzymes of the antioxidant system in cells are GPxs, GSSG 
Reductase and GST. GPx is a peroxidase that reduces peroxides using GSH as cofactor. 
GR or GSSG reductase catalyzes the reduction of GSSG to GSH. GR requires NADPH 
to reduce one molar equivalent of GSSG to two molar equivalents of GSH. GST 
catalyzes the conjugation of GSH to xenobiotic substrates. 
 
 
The intracellular redox state is provided by a high GSH/GSSG ratio, since about 98% 
of the cytoplasmic glutathione is in the reduced form. When oxidative stress occurs, 
the equilibrium of this ratio shifts toward the oxidized form determining the partial or 
complete reversible oxidation of free thiols groups exposed by proteins. When the 
GSH/GSSG ratio is slightly unbalanced, the redox homeostasis is preserved by 
regulating the GR enzyme activity which reduces the GSSG to GSH, or improving the 




stress, these mechanisms are not enough to preserve the proper redox balance and the 
irreversible macromolecules oxidation may occur resulting in cellular death [79].  
 
1.2.3. Protein cysteinyl thiols and S-Glutathionylation 
 
As previously described, oxidative stress determines reversible and irreversible 
oxidation of specific thiol groups on proteins impacting their structure and function 
[80]. The main factors required to make a cysteine susceptible to redox reactions are 
the accessibility in the 3D structure of the protein and the reactivity of thiol groups 
that is influenced by neighboring amino acids. Most of the thiol groups of cysteine 
residues within proteins in the cytoplasm are characterized by a pKa value > 8; 
therefore, they are protonated at physiological pH and, in the reducing intracellular 
environment, they are not sensitive to oxidation. However, some redox-sensitive 
cysteine residues are located in a basic environment (neighboring amino acids like 
histidine, arginine or lysine) or form hydrogen bounds with the nearby hydroxyl groups 
(serine or tyrosine residues). This environment lowers the pKa value and allows the 
formation of the thiolate anion, deprotonated and susceptible to oxidative 




Figure 9. Redox-sensitive cysteines position within the 3D structure of a protein. 
Redox-sensitive cysteine residues are located in a basic environment or form hydrogen 
bounds with the nearby hydroxyl groups. This environment lowers the pKa of thiol 
group to a less than 8 value allowing its deprotonation and the formation of the thiolate 






Under oxidative stress, redox-sensitive thiol groups of proteins (P-SH) can be 
oxidized to form:  
- sulfenic acid (P-SOH), through a reaction with H2O2 or other peroxides. This 
is an unstable compound that promotes further oxidation steps. 
- sulfinic (P-SO2H) or sulfonic (P-SO3H) acids. These modifications are 
irreversible and leads to the protein misfolding or to the formation of 
aggregates. 
- intramolecular (P-SS-P) or intermolecular (P-SS-X) disulfide. Specifically, 
when this latter reaction occurs with glutathione, the derived post-translational 
modification is known as S-glutathionylation (GSS-P) [81].  
 
All these modifications can potentially affect folding and protein activity, depending 
on the importance of the cysteine residue in carrying out protein function [83]. 
 
S-glutathionylation, the formation of a mixed disulfide between glutathione and redox 
sensitive protein sulfhydryl groups, is a reversible post-translational modification that 
may protect proteins from irreversible damage or modulate protein functions [84], [85]. 
The reversibility of  this post translational modification is guaranteed by the intervention 
of Trx and Grx enzymatic systems [86]. Besides the redox regulation function, the S-
glutathionylation can occur in some proteins also in basal conditions suggesting that this 




Figure 9. Scheme of S-glutathionylation mechanism. The reaction of S-
glutathionylation consist in the formation of a mixed disulfide between glutathione and 
redox sensitive sulfhydryl groups of proteins. It is a reversible post-translational 
modification that protect proteins from irreversible oxidation or modulate protein 
functions. The reversibility of  this post translational modification is guaranteed by the 





Despite the fact that the molecular mechanism of the S-glutathionylation reaction has 
not been clarified, several possibilities have been proposed as response to GSH/GSSG 
ratio changes (Table 1) [88].  
 
P-SH + GSSG → P-S-SG + GSH Thiol/disulphide exchange reactions between 
protein sulphydryl group and GSSG.  
P-S. + GS- + O2 → P-S-SG + 
O2.- 
Reaction between the thyil radical, obtained 
from the partial oxidation of the protein thiol 
group and the GS-. 
P-S- + GS. + O2 → P-S-SG + 
O2.- 
Reaction between the thyil radical and the 
thiolate group of the protein. 
P-SOH + GSH → P-S-SG + 
H2O 
Reaction between the sulphydryl group of the 
protein, oxidized to sulfenic acid, and GSH. 
P-SNO + GSH → P-S-SG + 
HNO 
Reaction between the S-nitrosated sulphydryl 
group of the protein and GSH. 
P-SH + GSNO → P-S-SG + 
HNO 
Reaction between the S-nitrosated sulphydryl 
group of GSH and the thiol group of the protein.  
P-SH + GSOH → P-S-SG + 
H2O 
Reaction between the GSH, oxidized to sulfenic 
acid, and the thiol group of the protein.  
  
Table 1. Proposed mechanism for S-glutathionylation. 
In the last ten years, numerous research groups became interested in the S-
glutathionylation because it represents a new post-translational modification 
mechanism and it has been found to be important in several disease etiology [87], [89], 
[90]. Most of S-glutathionylated proteins are enzymes involved in energetic 
metabolism, are part of the cytoskeleton or are involved in transcription and 






Neuroinflammation is a pathophysiological condition closely related to the onset and 
the progression of most neurodegenerative diseases such as Alzheimer’s disease, 
Parkinson’s disease, amyotrophic lateral sclerosis and Huntington’s disease [94], [95]. 
Today, in the degenerating Central Nervous System (CNS), the role of inflammation 
is seen as double-edged sword by scientists since it might either accentuate or inhibit 
the neurodegenerative process [96]. Inflammation is a defensive reaction played by 
multicellular organisms against various insults aimed at removing the noxious agents 
and protecting tissues from their damaging effects. In neurodegenerative diseases, 
inflammation may be triggered by pathogenic insults, abnormal protein aggregates, 
signal molecules released by damaged glia or neurons, or by the imbalance of pro-
inflammatory and anti-inflammatory factors [97]–[101]. In general, the different 
outcomes of inflammation could be: the insulting agent is inhibited and the injury 
repaired, the host organism is overpowered because of the excessive damage on tissue, 
or neither of the two prevails promoting the establishment of a chronic inflammatory 
condition. This latter outcome is considered closely related to neurodegenerative 
diseases [102]. At first, the inflammatory reactions engages the innate components of 
CNS immune system; then, in a second phase, also the acquired immune response is 
involved [96]. In fact, microglia and astrocytes, the major effectors of CNS innate 
immune system, are strongly activated in most neurodegenerative diseases [103]–[105]. 
Despite being pathological mediators, the resting and activated astrocytes and 
microglia have an important physiological role in development, plasticity and repair of 
CNS, as well as in maintaining homeostasis [106]–[109]. However, these glial species 
are both source and target of proinflammatory mediators and reactive oxidants at the 
injured site; for this reason, they might have potentially detrimental effects on neuronal 
cells, following an aberrant or prolonged activation [110]. 
1.3.1. Microglia activation 
Microglia are the resident mononuclear phagocyte cells in the CNS where they are 
involved in important processes such as innate immune response, antigen 
presentation, phagocytosis, CNS tissue development maintenance of neural 




mediating the inflammatory process, microglial cells activation is considered the 
hallmark of neuroinflammation. Pro-inflammatory factors (e.g. lipopolysaccharide), 
environmental toxins (rotenone, paraquat, particular matter), may endogenous disease 
proteins (e.g. b-amyloid peptide, a-synuclein) may lead to microglia activation [112]–
[116]. Moreover, microglia is activated also in response to neuronal damage. In fact, 
injured or dying neurons can activate microglia that, in turn, produce neurotoxic 
factors (e.g. pro-inflammatory cytokines and reactive oxidative species), giving rise to 
a self-propelling vicious cycle of neuronal death. This process is called reactive 
microgliosis and could participate in the progression of several neurodegenerative 
disease [101].   
Like other tissue-specific resident macrophages, microglia constitute about the 10% of 
cell population in brain tissue. Under basal condition, microglia assume a “resting” 
quiescent phenotype, characterized by a ramified morphology, that constantly scan the 
brain parenchyma thanks to the high mobile and dynamic processes and protrusions 
[117]. This surveilling state is promoted, in part, by neuron-derived factors (e.g. 
CX3CL1, CD22, CD47, CD200) recognized by receptors expressed on the plasma 
membrane of microglial cells. Moreover, microglia membrane presents also a variety 
of toll-like receptors (TLRs) that allow the recognition of a large number of exogenous 
agents. The random monitoring by processes can eventually and rapidly evolve in a 
targeted movement towards an injured site, switching to an activate functional 
phenotype [118]. Upon exposure to pro-inflammatory cytokines, IFNg, Tumor 
Necrosis Factor a (TNFa), bacterial-derived products (LPS), or cellular debris, 
microglia assume the classical pro-inflammatory activated phenotype (M1), 
characterized by hypertrophic bodies and amoeboid shape with fewer, shorter and 
thicker processes than those of resting microglia [119], [120]. A similar response can 
be triggered by trauma, chemical exposure or ischemic/reperfusion injury [114], [121]–
[123]. After activation, M1 microglia produce pro-inflammatory factors (like TNFa, 
Interleukin (IL)-12, IL-1b, IL-6, chemokines), present antigens through MHCII 
factors and express redox factors such as NADPH oxidase (NOX) and inducible 
Nitric Oxide Synthase (iNOS) [117], [124]–[126]. The activation of NOX and iNOS 
lead to the release of ROS and RNS that rapidly reinforce the inflammatory response. 




including Nrf2, NF-kB and STAT1 which plays a key role in the regulation of 
inflammatory response as well as cellular death [127], [128]. It has been described that 
STAT1 is activated in several neurodegenerative diseases associated with 
neuroinflammation. For example, STAT1 activation induces b-secretase 1 (BACE1) 
expression and amyloid beta production in astrocytes and neurons, activates 
transcription of pro-inflammatory genes, such as COX-2 and iNOS, in microglia cells 
in Alzheimer’s disease context [129]–[131]. 
During the ‘90s, the idea of macrophage alternative activation was developed, mainly 
based on the capacity of IL-4 in inducing a cytoprotective phenotype called alternative 
or M2 phenotype [132]. Anyway, it has been reported that human microglia has a 
reduced capability to establish this M2 phenotype compared to the blood derived 
macrophages [133]. Thus, the pro-inflammatory M1 polarization of microglia can be 
followed by an extended repair phase where M2 microglia is activated. M2 phenotype 
cells present thin bodies, thick branched processes [125], [134]. Similar to 
macrophages, the M2 transition is triggered by anti-inflammatory cytokines like IL-4, 
IL-13 and IL-10, glucocorticoids, immunoglobulin complexes/TLR) and 
Transforming Growth Factor b (TGFb). Upon activation, M2 microglia present low 
levels of pro-inflammatory factors but release IL-4, IL-5, IL-10 and IL-13 and express 
several healing genes (e.g. nerve and insulin growth factors, scavenger receptors, 
CD36, CD163, PPAR-g, arginase-1, FIZZ1) [135]. The signaling cascades involved in 
M2 microglia are still not completely clear but IL-4-dependent signaling through 
STAT3 and STAT6 pathways seems to be important [136], [137]. Consequently, M2 
phenotype activation of microglia has a key role in switching-off the inflammatory 
process, restoration of the damaged extracellular matrix and scavenger cellular debris 
[138]. The M2 polarized state can be subdivided into M2a, M2b and M2c subtypes 





Figure 10. Scheme of microglia activated phenotypes. In physiological conditions 
“resting” microglia regulate CNS homeostasis. In neuroinflammation microglia acquire 
classical M1 or alternative M2 phenotype depending on the detected stimulus. doi: 
10.3389/fnagi.2017.00148. 
However, this classification of microglia into “resting” or M1 and M2 polarized 
phenotypes is considered an oversimplification. In fact, microglia cells are 
characterized by high plasticity and diversity and these states described above represent 
more an array of activation models rather than actual separate subtypes [139]. 
Therefore, microglia are crucial to maintain the CNS homeostasis but an uncontrolled 
activation can lead to neuron damage. In particular, chronic activated microglia, 
sustained also by activated astrocytes, release a variety of pro-inflammatory and 
cytotoxic factors, such as ROS, leading to a self-sustaining inflammatory cycle with 
neurotoxic outcomes [98], [140], [141].  
The microglia activation towards M1 phenotype is strictly correlated to the redox 
environment. ROS/RNS levels are normally low in “resting” microglia but they 
increase extremely during M1 transition due to the activation of NOX and iNOS 
enzymes [132]. These reactive species act also on surrounding cells but the main target 
are microglial cells themselves, because of the proximity of the production site and 
high reactivity. Therefore, ROS/RNS represent the driving force in pathological 
microglia over-activation.  
ROS/RNS were generally considered as cytotoxic species, but recently their ability of 
to induce post-translational modifications on redox-sensitive proteins in physio-




the role of protein S-gluathionylation in monocyte and macrophage dysfunction as a 
link between oxidative stress and metabolic disorders or chronic inflammatory 
diseases [142]. Nitrosylation mediates the inhibition of the insulin-degrading enzyme 
occurs in presence of oxidative stress in murine microglia BV2 cells, causing the 
impairment of Ab peptide degradation and contributing to Alzheimer’s disease 
progression [143]. In the same way, a-synuclein, the main constituent of Lewi bodies 
Parkinson’s disease,  is nitrated because of the oxidative stress triggering the 









All chemicals used throughout the present study were of the highest analytical grade, 
purchased from Sigma, unless otherwise specified. Dulbecco’s modified Eagle’s 
medium (DMEM), Roswell Park Memorial Institute Medium (RPMI) and fetal bovine 
serum (FBS) were obtained from Thermo Fisher Scientific.  
 
2.2. Cell cultures 
Murine microglial BV2 cells were cultured in RPMI supplemented with 10% FBS, 
100UI/mL penicillin, 100µg/mL streptomycin and 40µg/mL gentamycin in a 5% CO2 
atmosphere at 37°C. Human neuroblast-like SH-SY5Y cells were cultured in DMEM 
supplemented with 15% FBS, 1% Non-Essentials Amino Acids, 100UI/mL penicillin, 
100µg/mL streptomycin and 40µg/mL gentamycin in a 5% CO2 atmosphere at 37°C. 
Hypoxic culture conditions were achieved with a multi-gas incubator containing a gas 
mixture composed of 94% N2, 5% CO2, and 1% O2 (RUSKINN C300, RUSKINN 
Technology Ltd) culturing cells in serum free medium for the indicated time.  
2.3. Cells transfection 
STAT1-null BV2 cell line was generated by lentiviral transduction. 293FT cells were 
co-transfected with STAT1 p84/91shRNA plasmid (Santa Cruz) together with 
ViraPower Packaging Mix (pLP1, pLP2 and pLP/VSV-G) (Invitrogen, Thermo Fisher 
Scientific, Eugene, OR, USA). Viral supernatants were collected 72 h later and 
transducing units/ mL were determined by limiting dilution titration in HCT116 cells. 
MOI of ~5 was used for BV2 cells transfection. After 5 days of selection with 
puromycin, STAT1-silenced cells were immediately used for in vitro experiments. 8 
µg/mL Polybrene (Sigma-Aldrich) was used to increase transduction efficiency.  
4 × 105 BV2 cells were plated in 60-mm plates in DMEM with no antibiotics for 
transient transfection. After 18 h, the medium was replaced with serum-reduced 




wild-type STAT1-pcDNA 3.0 or with C324S STAT1, C492S STAT1 or C324/492S 
STAT1-pcDNA 3.0 expression vectors and 10µL lipofectamine 2000 according to the 
manufacturer's instructions (Thermo Fisher Scientific). After 18 h, the cells were 
treated with 1mM diamide for 30 min and 1mM H2O2 for 5 min. The cells were 
harvested and used for analysis of STAT1 phosphorylation by Western blot and for 
analysis of STAT1 S-glutathionylation by immunoprecipitation.  
2.4. Western Blot analysis 
Cells were homogenized at 4°C in 20mM HEPES, pH 7.4, containing 420mM NaCl, 
1mM EDTA, 1mM EGTA, 1% Nonidet-P40 (NP-40), 20% glycerol, protease cocktail 
inhibitors (GE Healthcare) and phosphatase cocktail inhibitors. Protein concentration 
was measured by Bradford reagent (GE Healthcare), using bovine serum albumin as 
standard. Protein extracts (50µg total proteins/lane) were resolved by SDS–PAGE 
electrophoresis and transferred to PVDF membrane (Immobilon P, Millipore). 
Immunoblotting assays were carried out by standard procedures using anti-phospho 
Tyr701-STAT1, anti-STAT1, anti-aTubulin, anti-bActin (Santa Cruz Biotechnology), 
anti-iNOS (Abcam), anti-COX2 (BD biosciences), anti-PARP-1 (Zymed or Santa Cruz 
Biotechnology). After washing, membranes were developed using anti-rabbit or anti- 
mouse IgG peroxidase-conjugated antibody (Cell Signaling Technology) and 
chemiluminescent detection system (Immun-Star WesternC Kit, Bio-Rad). Blotted 
proteins were detected and quantified using the ChemiDoc XRS Imaging System (Bio-
Rad).  
2.5. Electrophoretic Mobility Shift Assay (EMSA)  
After 4 h starvation, 3 × 106 BV2 cells were treated with 1mM diamide for 30 min or 
1mM H2O2 for 5 min. LPS treatment (100ng/mL, 4h) was used as positive control for 
STAT1 activation. Nuclear extracts from BV2 cells were prepared in the presence of 
10µg/mL leupeptin, 5µg/mL antipain, 5µg/mL pepstatin, and 1mM 
phenylmethylsulfonyl fluoride (PMSF). 8µg of nuclear extracts were incubated with 2–
5 × 104 cpm of 32P-labeled double-stranded oligonucleotides of the consensus 




SIE/m67) from the c-fos promoter (5′-gtcgaCATTTCCCGTAAATCg-3′), in a 15µL 
reaction mixture containing 20mM Hepes pH 7.9, 50mM KCl, 0.5mM DTT, 0.1mM 
EDTA, 2µg of poly (dI-dC), 1µg of salmon sperm DNA, and 10% glycerol. Products 
were separated on a non-denaturing 5% polyacrylamide gel. The gels were dried and 
autoradiographed and the intensity of hybridization was quantified using the public 
domain NIH Image 1.61 program (developed at the U.S. National Institutes of Health 
and available on http://rsb.info.nih.gov/nih-image/).  
2.6. Immunoprecipitation and identification of 
glutathionylated proteins 
 
BV2 cells were lysed in RIPA buffer (20mM Tris-HCl pH 8.0, 150mM NaCl, 1% 
Nonidet P-40, 1mM EDTA, 10% glycerol, 100mM NaF, 1mM Na3VO4) 
supplemented with protease cocktail inhibitor for 30 min on ice. The same amount of 
proteins from the clarified cell lysates were incubated with anti-STAT1 antibody 
overnight at 4°C with rotation. The immune complexes were collected by addition of 
Protein A sepharose (GE Heathcare), properly washed, eluted in a non-reducing 
sample buffer (62.5mM Tris HCl pH 6.8, 10% glycerol, 5% SDS, 0.05% bromophenol 
blue) and separated through a 5% SDS–polyacrylamide gel. After electrophoresis, 
proteins were blotted onto a PVDF membrane and non-specific binding was 
prevented by blocking in 5% BSA diluted in tris-buffered saline with Tween 20 
(TBST). Then, membranes were probed with primary monoclonal antibody against 
GSH (ViroGen) and, after washing, blots were incubated with anti-rabbit IgG 
peroxidase-conjugated antibody (Cell Signaling Technology). Protein-antibody 
reactions were detected with chemiluminescent detection system (Immun-Star™ 
WesternC™ Kit, Bio-Rad) using the ChemiDoc XRS Imaging System (Bio Rad). After 
stripping, membranes were re-hybridized with rabbit anti-STAT1 antibody (Santa Cruz 
Biotechnology). 
 
2.7. Modified Biotin switch assay 
 
The modified biotin switch assay was performed as described by Butturini et al. [145]. 




or diamide followed by desalting with Amicon® Ultra (Millipore). The remaining 
free thiols are blocked by alkylation with 50mM N-ethylmaleimide (NEM) for 20 min 
on ice, while the glutathionylated thiols were selectively reduced with 60mM DTT 
for 20 min on ice. After a second desalting step, the cell lysates were treated again 
with the indicated concentrations of H2O2 or diamide that oxidize the free thiols and, 
thereafter, proteins were incubated with 1mM biotinylated glutathione ethyl ester 
(BioGEE, Thermo Scientific Pierce). Following one last desalting step, biotinylated 
proteins were identified with streptavidin-agarose and eluted from the beads with a 
reducing sample buffer (62.5mM Tris-HCl pH 6.8, 10% glycerol, 5% SDS, 0.05% 
bromophenol blue, b-mercaptoethanol) and separated through a 7.5% SDS–
polyacrylamide gel. After electrophoresis, proteins were blotted onto a PVDF 
membrane and probed with monoclonal antibody against STAT1.  
 
2.8. Apoptosis hallmarks identification by flow cytometry 
 
BV2 cells were treated for 16 or 24 hours with 1mM H2O2 and the apoptotic hallmarks 
were analyzed by flow cytometry. Cells were washed with phosphate buffered saline 
(PBS, Thermo Fisher Scientific) and double-stained with Annexin-V-FITC (AnxV) 
(Miltenyi Biotec) for 15 min and propidium iodide (PI) (Thermo Fisher Scientific) 
immediately before acquisition on a Fluorescence-activated cell sorting (FACS) Calibur 
cytometer (Becton Dickinson). PI has an elevated affinity for double-strand nucleic 
acids but it is not able to enter through unimpaired plasma membrane and it is 
considered a late apoptosis marker. Annexin-V, instead, is an early apoptosis marker. 
It binds the phosphatidylserine when it flips from the inner to the outer leaflet of the 
plasma membrane. Fluorescence signals were detected on Fl-1 for Annexin-V and on 
Fl-3 for PI. 
2.9. Immunofluorescence and confocal analysis  
BV2 microglial cells were seeded onto glass slides and, after treatments, fixed with 4% 
paraformaldehyde (PFA) for 10 min. SH-SY5Y neuroblast-like cells were plated onto 
glass slides previously coated with 50µg/mL poly-Lysine and, after treatments, fixed 




PBS for 5 min and blocked with 5% bovine serum albumin (BSA) for 1 h. The 
permeabilization step were not performed if Annexin-V antibody is used. Then, 
samples were incubated with primary antibodies overnight at 4°C. The following 
primary antibodies were used: anti-rat CD68 (1:250, Abcam), anti-rabbit iNOS (1:100, 
Abcam), anti-mouse pTyr701-STAT1 (Santa Cruz Biotecnologies), anti-Annexin V 
biotin-X conjugate. After incubation, cells were washed three times for 3 min with 
PBS, incubated with respectively secondary antibody (Alexa Fluor® 488 anti-rabbit, 
and Alexa Fluor® 594 anti-rat, Alexa Fluor® 568, Alexa Fluor® 633 Streptavidin 
conjugate, Thermo Fisher Scientific) for 1 h at room temperature, and counterstained 
with 4ʹ,6-diamidino-2-phenylindole (DAPI, 1:1000, Thermo Fisher Scientific) for 15 
min at room temperature. Cell images were captured using a confocal laser-scanning 
fluorescence microscope Leica SP5 (Leica Microsystem) at 40X magnification and 
processed using Adobe Photoshop and ImageJ software (Rasband, W.S., ImageJ, U. 
S. National Institute of Health, Bethesda, Maryland, USA, http://rsb.info.nih.gov/ij/, 
1997–2008).  
2.10. Measurement of intracellular reactive oxygen species  
ROS production in BV2 cells were quantified with cell-permeant probe 5-(and-6)-
chloromethyl-2′7′-dichlorodihydrofluorescein diacetate acetyl ester (CM-H2DCFDA; 
Molecular Probes). BV2 microglial cells were seeded in 96-well plate and grown until 
reaching 90% confluence. Cells were serum starved for 2 hours before addition of 
10µM of CM-H2DCFDA to each well and incubated for 1 hour prior to stimulation 
with hypoxia for the indicated time. The fluorescent intensity was measured with a 
multi- mode plate reader (Ex485 nm and Em535 nm) (GENios Pro, Tecan). 
Fluorescence intensity was compared to control wells for statistical analysis.  
2.11. Measurement of nitrite and nitrate  
BV2 cells were seeded at the density of 2,5 x 104 cells/well in 96-well plate and let to 
adhere overnight. Thereafter, cells were exposed to 1% O2 for 18 and 24 hours using 
the hypoxic chamber. After treatment, culture medium were saved for the 
measurement of nitrite/nitrate (NO2-/NO3-). The NO2-/NO3- quantification was 




Arbor, MI). The nitrite concentration in the cells medium was measured according to 
the Griess reaction and the calculated concentration was considered as indicator of 
NO production. 
2.12. Cross-talk in vitro cellular model   
Cross-talk in vitro cellular model was performed using SH-SY5Y cells treated with 
medium conditioned by BV2 cells.  
1.5 x 106 BV2 cells were seeded in 10-cm plates in RPMI complete medium and let to 
adhere overnight. After 2 hours of starvation in serum deprived medium, BV2 cells 
were exposed to 1% O2 for 24 hours in the hypoxic chamber in presence or absence 
of 50µM Myr pretreatment for 30 min. BV2 cells cultured in normoxia were used as 
negative control. SH-SY5Y cells were seeded at a density of 2.5 x 105 cells/plate in 60-
mm plates in complete DMEM and grown for 48 hours. The conditioned media 
obtained from BV2 plates, Normoxia BV2 conditioned medium (N-BV2-CM), 
Hypoxia BV2 conditioned medium (H-BV2-CM) and  Myr + Hypoxia BV2 
conditioned medium (Myr+H-BV2-CM) ) were collected, centrifuged and immediately 
used to treat SH-SY5Y cells for the indicated time in hypoxia chamber. BV2 cells 
pellets, relating to each BV2-CM, were collected and, after lysis, the derived protein 
extracts were analyzed by Western Blot in order to check the iNOS expression level. 
SH-SY5Y cells viability was assessed by manual counting viable and death cells, 
discriminated after Trypan blue staining, using the Neubauer chamber. Cells viability 
(%) was expressed as percentage of the number of viable cells versus the total amount 
of cells in each sample.   
 
Figure 11. Cross-talk in vitro cellular model. 1) BV2 and SH-SY5Y cells were seeded 




normoxia or hypoxia for 24 hours in serum-deprived medium. 3) Media conditioned by 
BV2 cells were collected, centrifuged and immediately used to treat SH-SY5Y cells for 
the indicated time in hypoxia chamber. 
3.13.  Statistical analysis  
Data are reported as means ± SEM of independent experiments; statistical analyses 








3.1. Oxidative stress induces the S-glutathionylation of STAT1 
and activates its signaling cascade in BV2 cells 
 
3.1.1. Oxidative stress induces phosphorylation of STAT1 in BV2 cells  
 
The redox regulation of the transcriptional factor STAT1 was examined in murine 
microglia BV2 cell line after treatment with two physiological oxidative agents: H2O2 
and GSSG which is involved in regulation of intracellular redox potential. The cells 
were also treated with the chemical thiol oxidant agent diamide,  as positive control 
for protein S-glutathionylation, and with LPS as positive control for STAT1 Tyr-
phosphorylation.  
Firstly, BV2 cells were treated with 1mM H2O2 for different times and the Tyr701 
phosphorylation of STAT1 in whole protein extracts was analyzed by Western Blot 
using a specific antibody. As shown in figure 12A, 1mM H2O2 treatment rapidly leads 
to the tyrosine phosphorylation of STAT1 with the maximum activation at 5 min. The 
membrane was also incubated with anti-STAT1 antibody in order to check the loading 
of samples. Tyr701 phosphorylation of STAT1 induced by 4 hours treatment with 100 
ng/mL LPS is reported as positive control.  
To evaluate the ability of other oxidants to phosphorylate STAT1, the cells were 
treated with 1mM GSSG or 1mM diamide for 30 min. As shown in figure 11B, the 
diamide treatment induces Tyr701 phosphorylation of STAT1. Conversely, GSSG 
treatment does not induce protein phosphorylation. The membrane was also incubated 
with anti-STAT1 antibody in order to check the loading of samples (Fig.12B).  
In order to verify STAT1 functional activation, its DNA binding activity was examined 
by EMSA. As shown in Fig.12C, the treatment of BV2 cells with these oxidants were 








3.1.2. Oxidative stress induces S-glutathionylation of STAT1 in BV2 
cells  
 
S-glutathionylation of cysteine residues is a reversible post-translational modification 
involved in protein redox regulation [146], [147]. In order to analyse the molecular 
mechanism of STAT1 phosphorylation under oxidant treatment, STAT1 was 
immunoprecipitated from protein extracts of oxidant-treated BV2 cells using anti-
STAT1 antibody, and S-glutathionylation was analysed by Western Blot under non 
reducing condition with anti-GSH antibody.  
Figure 13A shows that both H2O2 and diamide treatments induce STAT1 S-
glutathionylation whereas GSSG does not induce protein modifications. Additionally, 



























Figure 12. Oxidative stress induces the 
activation of STAT1 in BV2 cell line. A) 
Western Blot analysis shows that 1mM H2O2 
increase STAT1 Tyr701 phosphorylation after 
5 min in BV2 cells. Treatment with 100ng/mL 
LPS for 4h is used as positive control of 
STAT1 signaling activation. The total amount 
of STAT1 is not affected during the 
experiments. B) Western Blot analysis shows 
that 1mM H2O2 after 5 min or 1mM diamide 
after 30 min increase Tyr701 phosphorylation 
of STAT1 in BV2 cell line. The treatment with 
1mM GSSG is unable to induce STAT1 
Tyr701phosphorylation. The blot exhibits 
equivalent levels of STAT1 in all lanes. C) 
EMSA analysis shows the increased ability of 
STAT1 to bind DNA after cells treatment with 
1mM H2O2 for 5 min or 1mM diamide for 30 
min. Treatment with 100ng/mL LPS for 4 
hours was used as positive control. The figure 
represents the result of four separate 




totally extinguished. This last step of reduction proved the reversibility of the 
modification (Fig. 13A). 
Moreover, the modified biotin switch assay on STAT1 was performed. BV2 cells were 
treated with biotinylated glutathione and the modified proteins isolated by affinity with 
streptavidin-conjugated media. As expected, STAT1 was modified with biotinylated 
glutathione in BV2 cells treated with 1mM H2O2 or 1mM diamide, proving the 
presence of reactive thiol groups involved in S-glutathionylation in response to 
oxidative stimuli (Fig. 13B). 
These results show that treatment of BV2 cells with either H2O2 or diamide is 






3.1.3. Cys324 and Cys492 are targets of S-glutathionylation of STAT1 
in BV2 cells 
 
Recently, it has been demonstrated that Cys324 and Cys492 residues are S- 
glutathionylated in recombinant purified form of  STAT1 under oxidative stress [148].  
In order to confirm the involvement of these cysteine residues in redox regulation of 





















Figure 13. Oxidative stress induces S-glutathionylation of STAT1 in BV2 cell line. 
A) Western Blot analysis of immunoprecipitated STAT1 (IP: STAT1) shows that treatment 
with 1mM H2O2 for 5 min or 1mM diamide for 30 min increase the amount of S- 
glutathionylated STAT1. Treatment with 1mM GSSG for 30 min does not induce any 
modification of STAT1. This post- translational modification is completely reversed by 
20mM DTT treatment. B) STAT1 post-translational modifications in BV2 cells are 
analyzed by Biotin Switch assay followed by streptavidin immunoprecipitation (IP: Strep) 
and by Western Blot analysis with anti-STAT1 antibody. S-glutathionylated STAT1 is 
detected in cells after treatment with 1mM H2O2 (5 min) or 1mM diamide (30 min). The 




STAT1, C324S and C492S single mutants or C324/492S double mutant and treated 
with 1mM H2O2 for 5min. The protein extracts were analyzed by Western Blot under 
non reducing condition using anti-phosphoTyr701-STAT1 antibody. As shown in Fig 
14A, STAT1 was phosphorylated in STAT1-null BV2 cells transfected with WT or 
single mutants (Fig.14A, lane 2 and lanes 3, 4 respectively) whereas it is not modified 
in cells expressing C324/492S STAT1 double mutant (Fig.14A, lane 5). EMSA analysis 
of protein nuclear extracts from the same transfected cells, demonstrated that H2O2 
treatment increased DNA binding activity of WT STAT1 (Fig.14B, lane 2) whereas 
was not able to induce DNA binding activity in single or double STAT1 mutants 
(Fig.14B, lanes 3, 4 and 5).  
These data indicate that S-glutathionylation of Cys324 and Cys492 residues of STAT1 
did not impair either phosphorylation or DNA binding under oxidative stress, 
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Figure 14. H2O2 treatment and 
phosphorylation of WT STAT1 and 
mutants STAT1 in STAT1- null BV2 
cells. Protein extracts were prepared from 
STAT1-null BV2 cells transfected with WT, 
C324S, C492S or C324/492S STAT1 after 
treatment with 1mM H2O2 for 5 min. A) 
Western blot analysis of whole protein 
extracts exhibits that H2O2 treatment 
induces Tyr701 phosphorylation of WT 
STAT1 (lane 2) and of the STAT1 single 
mutants as well (lanes 3 and 4), whereas it 
was not able to induce Tyr701 
phosphorylation of STAT1 double mutant 
(lane 5). The blot shows equivalent STAT1 
levels in all samples. B) EMSA analysis of 
nuclear protein extracts from transfected 
BV2 cells shows that treatment with H2O2 
increased DNA-binding activity of STAT1 
in WT STAT1 transfected cells (lane 2) 
whereas was not able to induce DNA 
binding activity in single or double STAT1 
mutants transfected ones (lanes 3, 4 and 5). 
The images are representative of four 




3.1.4. Oxidative stress induces apoptosis in BV2 cells 
 
The effect of oxidative stress on BV2 cells was evaluated monitoring cells viability with 
Trypan Blue assay and the CountessÒ automated cells counter. Cells viability decrease 
to 30.0±2.6% in a time dependent manner as consequence of the treatment with 1mM 
H2O2 for 24 hours. With the purpose to assess the role of STAT1 signaling in microglia 
cells death under oxidative stress, the same treatment was performed on STAT1-null 
BV2 cells. The viability of STAT1-null cell line was less but significantly affected by 
1mM H2O2 compared to that of BV2 cells (Fig.15), stating that the transcriptional 









In order to investigate the molecular mechanism of cell death, BV2 cells treated with 
1mM H2O2 were analysed with Annexin V-FITCH/PI double staining followed by 
flow cytometry assay. More than 40% of treated cells show Annexin V-positive/PI-
negative staining at 16 hours revealing the onset of the apoptosis process (Fig.16A). 
Confocal microscopy analysis using Annexin-V staining revealed the 
phosphatidylserine shift from the inner to the outer side of the cytoplasmic membrane 
confirming the apoptotic death (Fig.16B). Moreover, the cell nuclei stained with DAPI 
showed the morphological changes related to the apoptotic process. Finally, in order 
to confirm the cell death mechanism proposed, the presence of PARP cleavage  was 





















Figure 15. BV2 cells and STAT1-null BV2 cells viability after H2O2 treatment. 
Cells were treated with 1mM H2O2 for 8, 16, 24 and 48 hours and viability was 
evaluated  by Trypan Blue exclusion test. The graph shows that H2O2 treatment 
decrease BV2 and STAT1-null BV2 cells viability in a time dependent manner. 
STAT1-null BV2 cells viability is significantly less affected by the treatment compared 
to BV2 cell. *P<0.05. The results presented are the means ± SEM of at least six in- 
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Figure 16. Analysis of apoptotic hallmarks in BV2 cell line after H2O2 treatment. A) Analysis 
by Flow Cytometry shows the time-dependent progression of apoptosis. Cells were stained with 
AnxV and PI to distinguish unaffected cells (AnxVneg PIneg), early apoptosis (AnxVpos PIneg) and late 
apoptosis (AnxVpos PIpos) by flow cytometer. B) BV2 cells, treated with 1mM H2O2 for 16 hours, 
were stained with Annexin-V (magenta) and DAPI (cyan). Panel I: the top line shows untreated BV2 
cells and the bottom line shows BV2 cells treated with H2O2 using lens 63X . Scale bars: 10 µm. Panel 
II: Images representing untreated and 1mM H2O2 treated for 16 hours BV2 cells using lens 40X. 
Scale bars: 50µm. C)	Western Blot analysis shows PARP cleavage induced by H2O2 in a time 
dependent manner. b-actin was used as loading control. The images are representative of four 





3.2. M1 microglia activation under hypoxia: the key role of 
STAT1 
Cerebral hypoxia has been found to be strictly correlated to the onset of 
neuroinflammatory process in pathologies like Alzheimer’s, Parkinson's and 
Huntington's diseases, amyotrophic lateral sclerosis and cerebrovascular diseases [149]. 
Indeed, microglia cells under hypoxia condition shift towards M1 polarization 
phenotype triggering and exacerbating the inflammatory process [150].  
3.2.1. Hypoxia induces phosphorylation of STAT1 in BV2 cells  
To determine if hypoxia stimulus affects STAT1 signaling, BV2 cells were exposed to 
1% O2 for 0.5 1, 2, 4 and 18 hours in hypoxic chamber. The protein extracts were 
tested by Western Blot using specific antibody directed toward Tyr701-phosphorylated 
STAT1. As shown in figure 17, the levels of Tyr701-phosphorylated STAT1 were 
transiently increased by hypoxia, peaking after 2 hours of treatment. Exposure to 









As expected, the analysis by confocal microscopy reveal that pTyr701-STAT1 traffics 









Figure 17. Hypoxia triggers STAT1 activation in BV2 cells.  Western Blot 
analysis shows that STAT1 Tyr701 phosphorylation transiently increases, peaking 
after 2 hours, in BV2 cells exposed to hypoxia. Increased phosphorylation was 
detected within 30 min of hypoxia treatment and was sustained up to 4 hours after 
stimulation. The total amount of STAT1 is not affected during the experiments.  The 






























Figure 18. Hypoxia triggers STAT1 activation in BV2 cells. BV2 cells cultured under 1%O2 
for the indicated time have been immuno-stained with phosphoTyr701 STAT1 (red) and analyzed 
by confocal microscopy (Lens 40X). Nuclei were stained with DAPI (blue). Scale bars: 50 µm. The 






3.2.2. Hypoxia induces S-glutathionylation of STAT1 in BV2 cells 
 
In order to study the effect of hypoxia on intracellular redox state, BV2 cells were 
treated with CM-H2DCFDA, a specific cell-permeant ROS probe, and cultured under 
hypoxia for the indicated times. The fluorescence intensity of cells increased in a time-
dependent manner peaking after 4 hours of treatment. These data suggested that 









The oxidative stress induces modifications on sensitive thiol groups of cysteine 
residues and modulates proteins folding and interactions changing their biological 
function. To investigate the molecular mechanism of hypoxia-induced STAT1 
pathway activation, protein extracts from BV2 cells cultured under hypoxia for the 
indicated times, were immunoprecipitated using anti-STAT1 antibody. Western Blot 
analysis under non reducing condition revealed that hypoxia treatment time-
dependently induced the STAT1 S-glutathionylation with a maximum signal at 4 hours 
(Fig.20). These data confirm that STAT1 is a redox sensitive protein. 
 

































Figure 19. Hypoxia affects the intracellular redox state. BV2 cells treated with CM-
H2DCFDA were cultured for the indicated time under 1% O2. The fluorescent intensity 
measured indicates the intracellular ROS production (Ex485 nm and Em535 nm). BV2 
cells cultured under normoxic condition were used as control (N). The results presented 
are the means ± SEM of at least six in- dependent experiments. *P < 0.01 in comparison 











3.2.3. Hypoxia triggers the transition to M1 phenotype in BV2 cells  
The role of hypoxic environment, characterized by the presence of oxidative stress, in 
inducing the transition of microglia from the “resting” state to the pro-inflammatory 
M1 phenotype was investigated. BV2 cells were exposed to 1% O2 for 0.5, 2, 18 and 
24 hours using the hypoxic chamber. In accordance with earlier studies, hypoxia (1% 
O2) treatment induced morphological changes in BV2 cells towards the typical M1 
phenotype already after 1 hour under 1% O2 (Fig. 21).  
 
 













Figure 20. Hypoxia induces S-glutathionylation of STAT1. BV2 cells were 
treated with hypoxia for the indicated time and STAT1 protein was 
immunoprecipitated from whole protein extracts using anti-STAT1 antibody. 
Immunoprecipitated STAT1 (IP: STAT1) was detected by Western Blot under non-
reducing condition with anti-SSG and, after membrane stripping, with anti-STAT1 
antibody. The same protein extract amount was immunoprecipitated with rabbit IgG 
and analyzed in Western Blot (Ctr-). Samples from cells lysates have been saved 
before pull-down as control (input). The images are representative of four 







Moreover, iNOS and COX2 expression, was evaluated as markers of the M1 
polarization. Western Blot analysis showed high levels of iNOS and COX2 starting 
from 18 hours under 1% O2 (Fig. 22A). As expected, the levels of nitrite and nitrate 
(NO2-/NO3-), the stable end products of NO, increased in medium of BV2 cells after 






To confirm the phenotype transition from resting cells to pro-inflammatory microglia, 
the expression of CD68 and iNOS, M1 markers, were investigated by 
immunofluorescence in BV2 cell line after 18 and 24 hours hypoxia treatments. As 
shown in Figure 23, BV2 “resting” cells presents very low number of CD68+ cells and 
low level of iNOS expression. Following hypoxia exposure, the number of CD68+ 
cells increases time-dependently, with widespread expression of iNOS in CD68+ cells.  
A B
Figure 21. Hypoxia induces M1 phenotype activation in microglia. Analysis by 
phase-contrast microscopy of BV2 cells exposed to 1% O2 for 0.5,1, 2, 4,18 and 24 
hours using the hypoxic chamber. Microglial cells phenotype changes from the 
ramified to the amoeboid shape, typical of M1 state activation (arrows) (10X). The 
pictures are representative for three separate experiments. 
 
Figure 22. Hypoxia induces M1 phenotype activation in microglia A) Western blot 
analysis of whole cell extracts shows high levels of iNOS and COX2 starting from 18 
hours under 1% O2. a-Tubulin was used as loading control. B) The culture media of BV2 
cells after exposition to 1% O2 for 18 and 24 hours were saved for the measurement of 
NO2-/NO3- by Griess reaction. The graph shows that hypoxia time-dependently increases 
NO2-/NO3- concentration in the culture medium of cells. Data are reported as means ± 
SE of four independent experiments (n= 4); statistical analyses were performed using 










Additionally, to verify the effect of oxidative stress on iNOS expression, BV2 cells 
were pretreated for 30 min with 5mM or 20mM N-acetylcysteine (NAC), an 
antioxidant agent, and thereafter, cells were exposed to hypoxia for 18 hours. Western 
Blot analysis of iNOS expression revealed that NAC prevent iNOS expression in a 
dose-dependent manner (Fig.24). Then, BV2 cells were pretreated with 0.5mM and 
1mM glutathione mono-ethyl-ester (GEE) for 18 hours and were exposed to hypoxia 









Figure 23. Hypoxia induces M1 phenotype markers expression in microglia. BV2 
cells were exposed to 1% O2 for 18h and 24h, were analyzed by confocal microscopy 
with CD68 (red) and iNOS (green) antibodies using lens 40x. Cell nuclei were 





dose-dependent manner after GEE pretreatment. (Fig.24). These data confirm the key 







3.2.4. Hypoxia leads to M1 phenotype activation through the activation 
of STAT1 signaling in BV2 cells 
M1 microglia phenotype involves multiple signaling cascades, among them the NF-kB 
family of transcription factors is one of the best characterized [151]. Despite the fact 
that hyper-activation of STAT1 in glia cells and its contribution to neuroinflammation 
and neuronal damage are well known, its involvement in the regulation of M1 
transition is not completely clarified. In order to understand the role of STAT1 in M1 
microglia activation, iNOS expression, the main hallmark of M1 polarization was 
analyzed in STAT1-null BV2 cells exposed to 1% O2 for 2, 18 and 24 hours using the 
hypoxic chamber; BV2 cells cultured under the same conditions were used as 
comparison. STAT1-null BV2 cells and BV2 cells kept in normoxia were considered 
as control. STAT1-null BV2 cells under hypoxia showed lower iNOS expression than 














Figure 24. Oxidative stress induces iNOS expression in BV2 microglia. BV2 cells 
were pretreated with NAC for 30 min or with GEE for 18 hours and then were exposed 
to hypoxia for 18 hours. iNOS expression in whole protein extracts was analyzed by 
Western Blot. α-tubulin antibody was used as loading control. BV2 cells cultured under 













The cells response to hypoxia was also examined by immunofluorescence. iNOS and 
CD68 expression was analyzed after 18 and 24 hours under hypoxia. CD68 and iNOS 
expression levels in STAT1-null cells are less affected by hypoxia treatments (Fig.26) 












Figure 25. Hypoxia leads to M1 phenotype activation in BV2 cells through the 
activation of STAT1. BV2 and STAT1-null BV2 cells were cultured under 1% O2 for 
the indicated time. The whole protein extracts were analyzed by Western Blot using 
anti-phosphoTyr701-STAT1 antibody and after membrane stripping, with anti-iNOS 
antibody. The same blot was incubated with anti-STAT1 antibody. Anti-α-Tubulin 
antibody was used to verify the amount of loaded proteins. BV2 and STAT1-null BV2 
cells cultured under normoxic condition were used as control (N). Images represents 










Altogether these data demonstrate the key role of STAT1 in the transition from 
“resting” phenotype to M1 proinflammatory polarization in microglia cells under 
hypoxia.   
3.2.5. Hypoxia-activated BV2 cells induce SH-SY5Y cells apoptosis 
M1 activated microglial cells release cytokines and growth factors regulating, not only 
neuronal plasticity and synapse formation, but also neuronal apoptosis [139]. In order 
to verify the ability of hypoxia-activated BV2 cells to induce neuronal death, the cross-














Figure 26. STAT1-null BV2 cells do not express M1 phenotype markers after 
hypoxia exposure. STAT1-null BV2 cells were cultured under 1% O2 for 18 and 
24hours. The expression of  CD68 (red) and iNOS (green) were analyzed by confocal 
microscopy (40X lens). Cell nuclei were counterstained with DAPI (blue). Scale bars: 




described in Material and Method Section The viability of both BV2 and SH-SY5Y 
cell lines separately cultured under 1% O2 was evaluated in order to exclude the 
contribution of hypoxia in inducing cellular death (Fig. 27A and 27B, respectively).    
The viability of SH-SY5Y cells cultured under hypoxia for 6, 18, 24 and 48 hours in 
presence of  H-BV2-CM and N-BV2-CM were compared. As shown in figure 27C, H-
BV2-CM time-dependently induces a decrease in SH-SY5Y cells viability (*p<0.005 
**p<0.0005). Specifically, after 24 hours SH-SY5Y viability decreases from 






In order to deepen the mechanism of neuronal death induced by hypoxia-activated 
microglia, some hallmarks of the apoptotic process have been investigated. The 






























































Figure 27. Hypoxia-activated BV2 cells induce SH-SY5Y cells death. A) Viability 
(%) of BV2 cells cultured under hypoxia for 24hours. Hypoxia does not induce 
microglia cells death. B) Viability (%) of SH-SY5Y cells cultured in non-conditioned 
medium under hypoxia for 6, 18, 24 and 48h. Hypoxia does not induce SH-SY5Y cells 
death. C) Cross-talk between BV2 and SH-SY5Y. Viability (%) of SH-SY5Y cells 
cultured under hypoxia for 6, 18, 24 and 48h in N-BV2-CM (  ) and H-BV2-CM (  
). H-BV2-CM induced a significant decrease in SH-SY5Y cells viability compared to N-
BV2-CM. Values represent the mean ± SEM of six separate experiments. *p<0.005; 




treated with H-BV2-CM was verified by confocal microscopy using Annexin-V 





Finally, PARP cleavage in protein extracts of SH-SY5Y cells after 48 hours of 
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Figure 29. H-BV2-CM induces PARP cleavage in SH-SY5Y cells. SH-SY5Y cells were 
cultured under hypoxia for 18 and 48 hours in presence of  H-BV2-CM and PARP cleavage was 
analyzed by Western Blot. SH-SY5Y cultured in non-conditioned medium were used as negative 
control. a-tubulin was used as loading control. Images represents the results of three independent 
experiments. 
 
Figure 28. H-BV2-CM induces the exposure of  phosphatidylserine residue on 
the cell surface of SH-SY5Y cells. SH-SY5Y cells were cultured under hypoxia for 
18 hours in presence of N-BV2-CM and of H-BV2-CM. The cells  were stained with 
Annexin-V (magenta) and DAPI (cyan) and analyzed by confocal microscopy (40X 





3.3.  Myricetin counteracts M1 activation of BV2 cells induced 
by hypoxia 
 
Myricetin (Myr) is a polyphenolic compound belonging to the flavonoid class and it is 
commonly derived from vegetables and fruits. It is known that Myr, due to its 
antioxidant activity, is able to act as ROS scavenger and has protective effects against 
carcinogenesis, inflammation and diabetes [152]. Moreover, Scarabelli et al. 
demonstrated that Myr is an efficient and highly specific inhibitor of STAT1 signaling 
pathway through the direct interaction with STAT1 protein [153]. On that basis, it has 




3.3.1.  Myricetin counteracts M1 phenotype activation induced by 
hypoxia in BV2 cells 
In order to evaluate the ability of Myr to inhibiting the expression of the typical 
inflammatory markers of microglia activation, murine microglia BV2 cells were 
pretreated with 25, 50 and 75µM Myr for 30 min and, afterwards, the cells were 
exposed to 1% O2 for 18 hours using the hypoxic chamber. The iNOS and COX2 
expression in protein extracts from BV2 cells were evaluated by western blot using 
antibodies specific for the indicated markers. The blot analysis shows that Myr is able 
to inhibit the hypoxia-induced expression of both markers in a dose-dependent 











   
 
Furthermore, the expression of CD68 and iNOS were investigated by confocal 
microscopy in BV2 cells pretreated for 30 min with 50µM Myr and exposed to hypoxia 
for 24 hours. BV2 resting cells cultured in normoxia were used as control. As shown 
in figure 31, BV2 cells pretreated with Myr before the 1% O2 treatment express much 
lower levels of  CD68s and of iNOS compared to BV2 cells without Myr pretreatment. 
These data confirm that myricetin is capable to prevent hypoxia-induced microglia 
activation through the inhibition of STAT1 signaling pathway. 
N Hypoxia 18h




Figure 30. Myr counteracts the hypoxia-induced iNOS and COX2 expression in 
BV2 cells. BV2 cells were pretreated with 25, 50 and 75µM Myr for 30 min and the 
cultured under 1 % O2 for 24 hours. The whole protein extracts were analyzed by 
Western Blot using anti-iNOS and anti-COX2 antibodies. Anti-b-actin antibody was 
used on the same blot as protein loading control. BV2 cells cultured under normoxic 
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Figure 31. Myr counteracts the hypoxia-induced iNOS and CD68 expression in 
BV2 cells. BV2 cells, pretreated with 50 µM Myr for 30 min or not, were exposed to 
1% O2 for 24 hours. The cells were immunostained with CD68 (red) and iNOS (green) 
and analyzed by confocal microscopy (Lens 40X). Nuclei were stained with DAPI (blue). 
Scale bars: 50 µm. BV2 cells cultured in normoxia were used as negative control. Images 




3.3.2.  Myricetin counteracts STAT1 phosphorylation induced by 
hypoxia in BV2 cells 
 
In order to determine if Myr inhibits the hypoxia induced STAT1 phosphorylation, 
BV2 cells were pretreated with 50µM Myr for 30 min and, thereafter, cells were 
exposed to 1% O2 for different times. The derived protein extracts were analyzed by 
Western Blot using specific antibody to identify Tyr701 phosphorylated STAT1. As 
shown in figure 32, the pretreatment with 50µM Myr inhibits STAT1 Tyr-









The analysis by confocal microscopy confirmed that Myr treatment inhibits tyrosine 
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Figure 32. Myr counteracts hypoxia-induced STAT1 Tyr-phosphorylation in 
BV2 cells. BV2 cells were pretreated or not with 50µM Myr for 30 min and, 
thereafter, exposed to hypoxia for 1,2 or 4 hours. The whole protein extracts were 
analyzed by Western Blot using anti-phosphoTyr701-STAT1 antibody. The protein 
extract from BV2 cells cultured under normoxia was used as negative control (N). 
Treatment with 100ng/mL LPS was used as positive control. Images are 
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3.3.3. Myricetin prevents SH-SY5Y cells death induced by hypoxia-
activated BV2 cells 
 
The effect of Myr in preventing neuronal death induced by M1 activated microglia was 
evaluated in the cross-talk in vitro cellular model. BV2 cells, pretreated or not with 
50µM Myr for 30 min, were activated under hypoxia for 24 hours. The conditioned 
medium of these cells (Myr+H-BV2-CM; H-BV2-CM) were used to culture SH-SY5Y 
cells under hypoxia for 24 hours. SH-SY5Y treated with N-BV2-CM was used as 
control. As shown in figure 34, the viability of SH-SY5Y cells treated with H-BV2-CM 
was 54.33±1.45% whereas that of cells treated with Myr+H-BV2-CM was 
66.67±0.88%. The statistical analysis reveals that Myr+H-BV2-CM significantly 
prevents the SH-SY5Y cells death compared to H-BV2-CM. (*p<0.005). Myr 

































Figure 34. Myr prevents SH-SY5Y cells death induced by hypoxia-activated 
BV2 cells. The viability (%) of SH-SY5Y cells cultured under hypoxia for 24 hour 
in N-BV2-CM (  ), H-BV2-CM (  ) and Myr+H-BV2-CM (  ) are shown. 
Treatment with Myr+H-BV2-CM partially prevents SH-SY5Y cells death compared 
to H-BV2-CM treatment. Values represent the mean ± SEM of three separate 





Figure 33. Myr counteracts hypoxia-induced STAT1 Tyr-phosphorylation in 
BV2 cells. BV2 cells, pretreated with 50µM Myr or not, were cultured under 1%O2 
for the indicated time. The cells were immunostained with phosphoTyr701-STAT1 
antibody (red) and analyzed by confocal microscopy (Lens 40X). Nuclei were stained 





Altogether, the present data indicate the ability of Myr to inhibit hypoxia-induced 







The ubiquitous transcriptional factor STAT1 activates the expression of important 
genes involved in inflammatory and in apoptotic processes, transducing the signal of 
several pro-inflammatory cytokines and growth factors from the outer of the cell to 
the nucleus. It is known that the signaling cascade of STAT1 is hyper-activated in 
pathologies related to acute (e.g. cardiac or cerebral ischemia/reperfusion damage or 
angina pectoris) or chronic inflammation (e.g. asthma, rheumatoid arthritis, Chron’s 
or Alzheimer’s diseases). During the past 10 years, it has been demonstrated that the 
inflammatory process is strictly correlated to oxidative stress that triggers and 
exacerbates the inflammatory response through the modulation of several intracellular 
signaling pathways. In this context, it has been reported that H2O2, induces tyrosine 
phosphorylation of STAT1 and activates STAT1 signaling in different glia cells 
contributing to  the development and progression of neurodegenerative diseases XX). 
Some authors correlate this ability of H2O2 to an increase in tyrosine kinase activity. 
Recently, the research group in which I performed my phD thesis,  proved that H2O2 
treatment induces reversible S-glutathionylation of  recombinant purified form of 
STAT1 pointing out at molecular level how oxidative stress hyper-activates STAT1. 
Moreover, by mass spectrometry strategies they identify two cysteine residue, 
Cys324and Cys492, as  the main targets of S-glutathionylation [148]. The computer 
modelling analysis of crystal structure of STAT1 (PDB: 1BF5) reveals that the Cys324 
is located in the DBD domain while the Cys492 is between the DBD and the LD 
domains within STAT1 sequence and both the residues are particularly exposed to the 










To shed light on redox regulation of STAT1 in cells, we analysed the effect of 
physiological oxidant stimuli on STAT1 activation using microglia BV2 cell line. 
Herein we demonstrate that H2O2 as well as hypoxia treatments rapidly induces S-
gluthationylation of  STAT1. Modified STAT1 was rapidly phosphorylated, and was 
able to bind a specific DNA consensus sequence for STAT1. The reversibility of the 
modification was confirmed by treating the BV2 cells with the DTT, a disulfide 
reducing agent. These data indicate that S-thiolation of STAT1 does not impair either 
phosphorylation or translocation into the nucleus, suggesting a putative regulatory role 
for this modification. The involvement of Cys324and Cys492 in the redox regulation 
of STAT1 in cells was evaluated transfecting STAT1-null BV2 cells with site-specific 
mutants. These proteins were generated substituting one or two cysteines  residues 
with serine that should retain the approximate size, geometry, and polarity of the 
cysteine residues but would be unable to form disulphide bonds. Only the C324/492S 
double mutant,  is resistant to glutathionylation, phosphorylation and is not able to 
bind DNA consensus sequence of STAT1 in transfected in STAT1-null BV2 cells 
under oxidative stress. These data confirm the regulatory function of this modification 
Figure 35. Identification of the cysteine residues involved in STAT1 S-
glutathionylation. A) Cys324 and Cys492 within the structure scheme of STAT1 
functional domains. B) Cys324 and Cys492 within the crystal structure 1BF5 of 






and the critical role of the identified residues in the redox regulation of STAT1. It is 
important to note that C324S mutant was less phosphorylated respect to WT STAT1 
under oxidative stress suggesting the key role of this residue in the activation of STAT1 
transcription pathway.  
Recently, S-glutathionylation has been reported to act as a signaling mechanism in 
physiological and pathological conditions. Indeed, despite being a protective 
mechanism against thiol irreversible oxidation, this post-translational modification can 
also regulate protein function under alteration of redox homeostasis. Nowadays, it is 
known that cerebral hypoxia is closely associated with the onset and progression of 
chronic neuroinflammation in pathological conditions such as Alzheimer’s, 
Parkinson's and Huntington's diseases, amyotrophic lateral sclerosis and 
cerebrovascular diseases [154]–[157]. Moreover, it has been reported that the oxidative 
stress derived from hypoxic condition leads to M1 activation in primary rat microglia 
as well as in in vivo model of brain ischemia [158]. Consistently with earlier 
publications, the typical morphology of M1 microglia phenotype has been observed in 
BV2 cells after 1 hour of exposure to 1% O2. The murine microglia cells showed  
increased expression of pro-inflammatory factors iNOS and COX2 and of the M1 
marker CD68 starting from 18 hours of exposure to hypoxia. In addition, it has been 
observed that pre-treating BV2 cells with NAC, which acts as ROS scavenger and 
preserve the GSH levels, or with GEE, that re-establish the GSH content within the 
cells, counteract M1 polarization induced by hypoxia. Although several reports 
examined M1 microglia activation triggered by hypoxia, the molecular mechanism has 
not been clarified yet. It has been demonstrated that several signaling molecules and 
transcription factors, including HIF-1α, NF-κB and STAT1, are modulated in activated 
microglia during brain ischemia [159]–[161]. In microglia cells, NF-κB is involved in 
the up-regulation of pro-inflammatory molecules release (e.g. TNF-α and IL-1β) and 
in neuronal damage induced by brain ischemia [162], [163]. Furthermore, the activation 
of STAT1 pathway is involved in classical M1 polarization after IFN-γ or LPS 
exposure and it has been reported that it plays a crucial role in the onset of ischemic 
brain injury in mice [118], [164]. To date, the role of STAT1 in microglia cells activation 




molecular mechanism of STAT1 signaling activation in BV2 cells under hypoxia 
pointing out the key role of S-glutathionylation of STAT1 in M1 microglia polarization.  
Since STAT1 regulates both inflammatory response as well as apoptotic death, our 
findings on the redox regulation of STAT1 in activated microglia constitute the bases 
for further study on STAT1 as mediator of neuronal death during neuroinflammation.  
In this context, it could be interesting to investigate if phytochemical compounds with 
anti-STAT1 activity have the ability to counteract microglia activation in order to 
develop an adjuvant therapy. It is known that myricetin exhibit a strong and specific 
anti-STAT1 activity, besides the antioxidant effect typical of polyphenolic compounds. 
This effect is strictly related to their molecular structure that allows the direct 
interaction with critical sites near the SH2 domain of STAT1 protein with high affinity 
preventing the phosphorylation of the transcription factor [153]. 
To deep inside this aspect,  we set up a  cross-talk model between microglia and 
neurons in hypoxic environment. We demonstrate that conditioned media from BV2 
cells activated under hypoxia for 24 hours induce a significant increase in SH-SY5Y 
cells death after 24h of treatment. The analysis of apoptosis hallmarks such as 
Annexin-V exposure on cell membrane and PARP cleavage in SH-SY5Y cells confirm 
this as the mechanism of neuronal death induced by hypoxia-activated microglia. 
Thereafter, the ability of myricetin to counteract the M1 microglia activation induced 
by hypoxia has been tested. As expected myricetin pretreatment was able to counteract 
STAT1 tyrosine phosphorylation and prevent M1 microglia polarization in BV2 cells 
cultured under hypoxia. Intriguingly, myricetin significantly protects SH-SY5Y cells 
from apoptosis induced by activated microglia in the cross-talk cellular model.  These 
results could be also a starting point for further tests on other phytochemical-derived 
molecules that selectively inhibit STAT1 signaling to treat neuroinflammatory diseases 
in which this transcriptional factor plays a key role.  
 
In conclusion, the present study demonstrates that the transcriptional factor STAT1 is 
a redox sensitive protein and that S-glutathionylation may be the mechanism through 
which it is activated under oxidative stress. Finally, the data prove that the natural 
flavonoid myricetin is able to counteract pro-inflammatory microglia activation thanks 
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During my second year as PhD student enrolled in the Molecular Medicine Program, 
I’ve spent 9 months (January-October, 2018) working in Professor D.A. Butterfield’s 
laboratory at the University of Kentucky as visiting research scholar. Over this period, 
I’ve had worked on the project “Oxidative stress underlies Chemotherapy Induced 




Chemotherapy induced cognitive impairment (CICI) is now widely known as a 
complication of chemotherapy that affects a large number of cancer survivors. Almost 
half of the chemotherapeutic agents approved by US Food and Drug Administration 
(FDA) have been reported to cause oxidative stress inducing directly or indirectly 
increased levels of reactive oxygen species (ROS) and it is known that oxidative stress 
in one of the main etio-pathological factors that can directly lead to cognitive 
impairment in CICI. In the past years, Butterfield’s research group showed how the 
administration of the commonly used anti-cancer drug doxorubicin, due to its ability 
to generate ROS by redox cyclcing of its quinone component in its structure, results 
in oxidation of plasma proteins, such as apolipoprotein A1 (ApoA1) leading to tumor 
necrosis factor-alpha (TNFa)-mediated oxidative stress in mice plasma and brain. In 
the past twenty years, a new generation of cancer drugs, called target therapy, was 
developed. The activity of this class of anticancer drugs activity is highly selective 
against cancer cells. It known that, as many of classic chemotherapeutic agents, the 
target drugs likewise generate ROS. Venetoclax, or ABT199, is a target drug of the 
family of Bcl-2 inhibitors and approved by FDA for the treatment of Chronic 
Lymphocytic Leukemia (CLL). In this study, the ability of Venetoclax to induce 
oxidative stress after acute (100mg/Kg) and chronic (100mg/Kg/d for 7 days) 
treatment in mice plasma brain was investigated. Using novel object recognition 
(NOR), the presence of cognitive deficits was verified after ABT199 acute and chronic 
treatment. From these results, Venetoclax, although associated with ROS production 




stress markers in mice plasma and brain after 1 day or 7 days of treatment. The Novel 
Object Recognition (NOR) test does not show a significant cognitive impairment in 




Chemotherapy induced cognitive impairment (CICI), called also “chemobrain” or 
“chemofog” by patients, is a well-known condition investigated since the ‘90s, that 
affects up to 70% of cancer survivors, depending on the study. CICI symptoms are 
due to serious neurological executive and cognitive deficits, particularly regarding 
attention, concentration, memory and multitasking functions [165], [166]. Moreover, 
the symptoms can be long term and last for 5-10 years post-chemotherapy. The 
cognitive impairment is also associated with brain structural changes such as a 
decreased volume in hippocampus, determined by MRI, and altered white and grey 
matters [167], [168]. At present, the underlying mechanisms that lead to the onset of 
CICI remain poorly understood. The candidate mechanisms proposed include 
oxidative stress, immunoinflammatory cytokine dysregulation, blood-brain barrier 
(BBB) integrity loss, genetic deficits, DNA damage and telomere length, and reduced 
hormone levels [169]. It is interesting that CICI is often linked to chemotherapeutic 
drugs that induce ROS production and oxidative stress but that do not cross the BBB. 
Among them, for example, doxorubicin, methotrexate, carmustine and cyclosphamide 
[170]. In particular, ROS are mediators for mitochondrial dysfunction which can cause 
injuries in tissues where the mitochondrial activity is higher, like heart and brain [171]–
[173]. In the past years, Butterfield’s research group investigated about the mechanism 
through which doxorubicin, a chemotherapeutic drug largely used in treatment of 
several types of cancer, induced CICI and about the key role of the proinflammatory 
cytokine TNFa in this process. Doxorubicin is known to induce oxidative stress in 
brain tissue, even if it cannot cross the BBB [174]. Because of its quinone structure, 
doxorubicin, after i.p. injection, undergoes redox cycling producing high levels of free 
radicals in plasma. The oxidative stress generated leads to the oxidative modification 
of plasma proteins. In particular, the oxidation of apolipoprotein A1 (ApoA1), which 




of this cytokine [175]. TNFa crosses the BBB inducing oxidative stress in brain 
parenchyma [176], [177]. Furthermore, TNFa also mediates the respiration 
impairment in brain mitochondria. Indeed, it has been demonstrated that TNFa, 
through the activation of NF-kB and of the downstream molecule, inducible nitric 
oxide synthase, iNOS, causes nitrosative stress and the subsequent Mn-Superoxide 
Dismutase (MnSOD) nitration, leading to the dysfunction of brain mitochondria 
activity [178]. The consequences of all these events are apoptotic neuronal death and 
brain tissue damage that Butterfield hypothesizes leads to the CICI condition. In the 
last two decades, research focused on a new generation of cancer treatments, called  
molecular targeted therapy. The targeted drugs, highly selective against cancers cells, 
are designed to target molecules involved in carcinogenesis and tumor growth. 
Targeted drugs reportedly induce ROS generation and oxidative stress [179]. However, 
if these drugs can cause CICI is still unknown. Among the targeted drug families, the 
Bcl-2 inhibitors act by increasing propensity of cancer cells for apoptosis [180]. 
Venetoclax, or ABT199, is a targeted drug belonging to the family of Bcl-2 inhibitors 
and approved by FDA for the treatment of Chronic Lymphocytic Leukemia (CLL) 
[181], [182]. Bcl-2 inhibitors, in addition to inhibiting their biochemical target, are 
associated with intracellular ROS generation that participates in their anticancer effects 
and they might be linked to the onset of CICI. I report here my investigation of 
whether ABT199 generates oxidative stress in plasma and in brain of mice and if such 
oxidative stress  could potentially lead to the CICI condition.  
 
Materials and methods 
 
Reagents 
All chemicals used throughout the present study were of the highest analytical grade, 
purchased from Sigma, unless otherwise specified.  
 
Animal treatment 
Wild type C57BL/6 mice, 12-13 weeks old, approximately 25-35g in size, were used. 
Two groups of mice, 10 males and 10 females, were used for ABT199 acute treatment 
(100mg/Kg); in each gender group 5 mice received vehicle (60% Phosal 50PG, 30% 




used for ABT199 chronic treatment (100mg/Kg/d for 7 days). The drug or vehicle 
was administered through oral gavage using a 22 gauge stainless steel feed tube with 
rounded tip.  
 
Behavioral test: Novel Object Recognition (NOR) test 
The NOR test was performed starting 24h after ABT199 treatment. This behavioral 
test is used to evaluate cognition and recognition memory in rodent models of CNS 
disorders and it is based on the spontaneous tendency of rodents to explore a novel 
object rather than a familiar one [183]. The procedure provides three phases, to be 
performed in three consecutive days. Day 1: Habituation phase. During the first phase 
the mice were habituated to the testing room, for 1h, and to the empty arena (30cm x 
30cm x 31.5cm) with no objects for 10 min for each single mouse. Day 2: 
Familiarization phase. During the second phase, after 30 min of habituation in the 
testing room, a single mouse was placed in the arena in presence of two identical 
objects for 10 min. Day 3: Testing phase. After 24h from the second phase, the mice 
were bring in the testing room 30 min before to start the test. In testing phase, each 
mouse explored the arena, where one of the objects was replaced with a novel one, for 
10 min. During phases 2 and 3 mice were recorded and the time spent exploring each 
object was calculated. Data are reported as Discrimination Index (DI), which allows 
to highlight the discrimination between the novel and the familiar objects. A positive 
score indicates more time spent with the novel object, a negative score indicates a 
preference for the familiar object. The DI is calculated as DI=(TN-TF)/(TN+TF); 
TN=time spent exploring the novel object, TF= time spent exploring the familiar 
object. All mice where sacrificed after the end of the NOR test and the tissue collected 
for the oxidative stress studies. 
 
Plasma samples preparation 
Mice were sacrificed 72h after treatment, following the NOR behavioral test. Whole 
blood was collected via cardiac puncture of the left ventricle with a 1cc syringe. Blood 
was transferred in EDTA-coated vials (BD) and centrifuged at 3000g for 10 min at 
4°C. Plasma was collected and diluted 10-fold with PBS in presence of  protease and 
phosphatase inhibitors (PMSF 0.2mM, Leupeptin 4µg/ml, Pepstatin 4µg/ml, 




assayed by the Pierce BCA method (PierceTM BCA Protein Assay Kit. Thermo Fisher 
Scientific). 
 
Brain tissue homogenization 
Mice were sacrificed 72h after treatment, following the NOR behavioral test. Brains 
were isolated and homogenate in RIPA buffer (Tris-HCl 50mM, NaCl 150mM, NP40 
1%, Sodium Deoxycholate 0.5%, SDS 0.1%, pH 8.0) in presence of protease and 
phosphatase inhibitors (PMSF 0.2mM, Leupeptin 4µg/ml, Pepstatin 4µg/ml, 
Aprotinin 5µg/ml, Phosphatase inhibitors cocktail) using a glass Potter. The 
homogenate was sonicated and centrifuged 14000g for 30 min at 4°C. The protein 
concentration was assayed by the Pierce BCA method. 
 
Slot blot assays 
The slot blot method was used to determine levels of protein carbonyls (PC), 3-
nitrotyrosine (3-NT) and protein-bound to 4-hydroxynonenal (HNE) in mice plasma 
and brain. To determine protein carbonyl content, samples were derivatized with 2,4-
dinitrophenylhydrazine (DNPH) using OxyBlot Protein Oxidation detection Kit 
(Millipore). For 3-NT and HNE samples were solubilized in Laemmli buffer (Tris-HCl 
0.125M, 4% SDS, 20% glycerol, pH 6.8). Proteins from each samples were loaded on 
a nitrocellulose membrane (Bio-Rad) in a slot blot apparatus (Bio-Rad) under vacuum 
(250ng for PC from both plasma and brain; 250ng for 3-NT and HNE from brain; 
500ng for 3-NT and HNE from plasma). Membranes were blocked in 3% bovine 
serum albumin (BSA) diluted in Tris-buffered saline with Tween 20 (TBS-T). Blocked 
membranes were incubated with primary antibody rabbit anti-dinitrophenylhydrazone, 
rabbit anti-3-nitrotyrosine or rabbit anti-4-hydroxynonenal (Alpha Diagnostic Intl. 
Inc.). After washing, membrane were then incubated with goat anti-rabbit alkaline 
phosphatase conjugated secondary antibody. Membranes were developed using 5-
bromo-4-chloro-3-indolylphosphate dipotassium (BCIP) and nitro blue tetrazolium 
chloride (NBT) (Thermo Fisher Scientific) in alkaline phosphatase activity buffer 
(100mM Tris-HCl, 100mM NaCl, 10mM MgCl2, pH 9.5). Dried membrane were 







Data are reported as means ± SD; statistical analyses were performed using Student’s 




Oxidative stress markers in mice plasma and brain after ABT199 acute 
treatment 
 
Among the other effects, oxidative stress in plasma and tissues is expressed by protein 
oxidation and lipid peroxidation. Protein carbonyls and 3-Nitrotyrosine (3-NT) are 
used as markers of protein oxidation, while protein-bound 4-hydroxy-2-nonenal 
(HNE) is a marker for lipid peroxidation [184], [185]. Protein carbonyls are the 
consequence of several processes due to free radicals reactions with proteins, some of 
which are: cleavage of the peptide backbone to produce carbon radicals that react with 
oxygen; oxidation of specific protein side chains; and covalent modification, via 
Michael addition, by reactive products of lipid peroxidation [186], [187]. 3-
Nitrotyrosine is the result of the reaction of tyrosine residues with peroxynitrite 
(ONOO-) [188]. Lastly, HNE is produced from a lipid acyl chain (e.g. arachidonic 
acid) hydroperoxide. The hydroperoxide is formed following free radical attack on 
allylic H atoms of the acyl chains. HNE, one of the reactive alkenals produced, forms 
covalent adducts with proteins, particularly on Cys, His and Lys residues, via Michael 
addiction changing their structure and impairing their function [189]. The levels of 
those oxidative stress markers were investigated in plasma and brain of mice after 72h 
from acute treatment with ABT199 (100mg/Kg). As shown in Fig.1A, in both genders, 
the levels of all three markers do not significantly change in group treated with acute 
ABT199 compared to the vehicle treated group. The absence of alteration in oxidative 







Figure 1. Oxidative stress markers levels in plasma (A) and in brain isolated from mice 
72h after ABT199 acute treatment (100mg/Kg). The results show no significant 
differences between the levels of markers  in the  vehicle group and of the ABT199-
treated groups. The mean value of Adj. Volume (Int) of subjects in vehicle group was 
taken as control 100%. P<0.05; n=3-5. 
 
Oxidative stress markers in mice plasma and brain after ABT199 chronic 
treatment 
 
The same oxidative stress markers (protein carbonyls, 3-NT and protein-bound HNE) 
were analyzed in plasma and brain of mice after 72h from the end of chronic treatment 
with ABT199 (100mg/Kg/d for 7 days). However, even after a prolonged treatment 
with this drug, the oxidative stress markers levels remain unaffected comparing the 
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Figure 2. Oxidative stress markers levels in plasma (A) and in brain isolated from mice 
72h after ABT199 chronic treatment (100mg/Kg/d for 7 days). The results show no 
significant differences between the levels of markers  of the vehicle group and of 
ABT199-treated group. The mean value of Adj. Volume (Int) of subjects in vehicle group 
was taken as control 100%. P<0.05; n=3-5. 
 
Behavioral test: Novel Object Recognition  
 
The Novel Object Recognition (NOR) is one of the most used behavioral test to 
evaluate cognitive impairment in mouse model of CNS disorders. Particularly, it can 
be helpful because of the involvement in this simple recognition process of brain areas, 
such as the hippocampus and the frontal cortex, associated with memory and cognitive 
function. The mouse is allowed to explore an open field containing two identical object 
during the familiarization session. On the second session, one of the familiar objects 
is replaced with a novel one. This test is based simply on the natural, innate preference 
of a rodent to explore a novel object rather than a familiar one [183], [190]. The mice 
groups treated with both acute (100mg/Kg) (Fig.3A) and chronic (100mg/Kg/d for 7 
days) (Fig.3B) ABT199, do not show any statistically significant impairment in memory 





Figure 3. Novel Object Recognition (NOR) behavioral test on mice treated orally with 
vehicle or ABT199. Data are reported as Discrimination Index (DI), which allows to 
highlight the discrimination between the novel and the familiar objects. DI=(TN-
TF)/(TN+TF); TN=time spent exploring the novel object, TF= time spent exploring 
the familiar object A) NOR test on male mice group treated with vehicle compared to 










































mice groups treated with vehicle compared to chronic ABT199 (100mg/Kg/d for 7 days) 




In order to confirm that the Venetoclax does not induce oxidative stress in mice 
plasma and brain, it could be useful to investigate the oxidative stress markers levels 
after: 
- an acute treatment with ABT199 dose higher than 100mg/Kg 
- a longer chronic treatment with ABT199, for example 100mg/Kg/d for 21-
28 days, which is the usual duration of treatment in lymphoid malignancies 
mice models [191], [192]. 
 
It might be interesting also to analyze the oxidative stress markers levels after the 
treatment with different targeted drugs to determine if other members of this new 
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