Participants performed the behavioral task in their Epilepsy Monitoring Unit room while seated in a chair that was placed 122 in front of the behavioral system, using methods previously described (35). The behavioral system consisted of a computer Within-participant (across-trial) variability. Let us define the session-average betting decision for each player's card, that is,
[2] 139 with Ic = {κ ∈ Z>0 | pcκ = c} for c ∈ {2, 4, 6, 8, 10}. Then, we can compute the residual ρ k for each trial as follows
Finally, we computed, in a series of overlapping windows W Modeling behavior to explain the behavioral variability. Any cognitive process (including our decision-making process) can be 147 viewed as an input-output system, where the inputs u k are stimuli that participants' receive, and the outputs y k are the 148 decisions that participants' make. In this context, it is common to distinguish between two main types of models for such 149 a system: static model and dynamical model. A model is static (or without memory) if the value of the output signal at a 150 particular time depends only on the value of the input signal at the same time. Otherwise, it is dynamical (or with memory).
151 Building a dynamical model. A stochastic dynamical model is a mathematical description of this system as follows
where x k is an unobservable state vector and u [k 0 ,k) denotes the input vector from k0 up to k (excluded). The transition 152 map φ θ and the measurement map η θ are conditional distributions of x k given (k, k0, x 0 , u [k 0 ,k) ), and of y k given (x k , u k ), 153 respectively. The initial state vector x 0 is distributed according to p θ (x 0 ). The model parameters are denoted by θ. In addition 154 to the dynamical model, we can define its static counterpart as the model where the state is identically equal to 0, that is,
In some cases, some elements of the input vector u k in the state equation depend on the output y k . For example, one of the Estimating model using maximum likelihood.
162

Maximum-likelihood problem
For each participant, we estimated the model by maximizing the likelihood of observing the 163 betting decisions y [1,K] given the stimuli u [1,K] , that is, L(θ) = p θ (y [1,K] | u [1,K] ). It is often more convenient to work with the 164 logarithm, which is called the log-likelihood function, and denoted :
165
(θ) = log p θ (y [1,K] | u [1,K] ).
[7]
166
Now consider the problem of estimating the value of the parameter θ, based on observing one sample y [1,K] from the 167 distribution conditioned on u [1,K] . A widely used method, called maximum likelihood (ML) estimation, is to estimate θ as 168θ ml = argmax θ p θ (y [1,K] | u [1,K] 
i.e., to choose as our estimate a value of the parameter that maximizes the likelihood (or log-likelihood) function for the 170 observed value of y [1,K] .
171
The problem of finding a maximum likelihood estimate of the parameter vector θ can be expressed as
where θ ∈ Θ gives the prior information or other contraints on the parameter vector θ. 174 If we assume that the data can be explained by a stochastic dynamical model, we need to estimate the model parameters θ 175 and the distributions p θ (x k | u [1,K] , y [1,K] ) for k = 1, . . . , K. The problem of finding a maximum likelihood estimate can be 176 rewritten as follows 177 maximize (θ) = log X p θ (x [1,K] , y [1,K] | u [1,K] ) dx subject to θ ∈ Θ.
[10]
178
Expectation-maximization algorithm
A widely used method to solve this problem is the Expectation-Maximization (EM) 179 algorithm (37-40). The EM algorithm separates the original maximum likelihood problem Eq. (10) into two linked problems, 180 each of which is hopefully easier to solve than the original problem. Abstractly speaking, this separation is accomplished by 181 exploiting the structure inherent in the probabilistic model.
182
E-step
The idea of the E-step is to take the expectation with respect to the unknown underlying states, using the current estimate of the parameters θ * and conditioned upon the observation, that is, [1,K] , y [1,K] | u [1,K] ) p θ * (x [1,K] , y [1,K] | u [1,K] ) | U [1,K] = u [1,K] , Y [1,K] = y [1,K] , θ * ,
= X log p θ (x [1,K] , y [1,K] | u [1,K] ) p θ * (x [1,K] , y [1,K] | u [1,K] ) p θ * (x [1,K] | u [1,K] , y [1,K] ) dx.
[12]
M-step The idea of the M-step is to provide a new estimate θ * * of the parameters, that is,
Evaluating the fit of the model. We evaluated the fit of the stochastic dynamical model using two families of measures: the absolute 183 goodness-of-fit and the relative goodness-of-fit, that is, the improvement in goodness-of-fit from a stochastic static model.
184
Absolute goodness-of-fit
We used two measures to quantify the fit of the model.
185
• The (total) deviance for the model is defined as
187 whereθ ml denotes the fitted values of the parameters in the model andθs denotes the fitted parameters for the saturated 188 model.
189
• The prediction error for the model is defined as the fraction of trials in which the estimated decision matched the actual 190 decision, that is,
where g(·) is the prediction function defined as follows
Relative goodness-of-fit
We also quantified the improvement in fit from a static model to a dynamical model. We measured 195 this improvement by the difference between absolute goodness-of-fit measures for the dynamical model and the static model.
196
To do so, we fixed the state to 0 (to get the static reduction of the dynamical model) and we performed the same maximum 197 likelihood estimation procedure to estimate the model parameter. Then, we computed the deviance D 0 and the prediction 198 error E 0 for the static model.
199
The statistical significance of the improvement was assessed by a permutation test in which we shuffled the order of trials 200 (one-tailed permutation test with N = 100 at level α = 0.05).
201
Neural data pre-processing. In this section, we describe the main steps of our neural data pre-processing. We processed the 202 SEEG data in the monopolar (referential) montage in which each signal was referred to a common reference located at Pz 203 (location on the skull). We discarded signals not related to the grey matter activity (e.g., white matter signals, electrocardiogram 204 signals, reference signals, etc.).
205
Notching filtering. We filtered the SEEG data with a sequence of digital notching filters with the notches located at the fundamental 206 frequency of 60 Hz (alternating current power supply frequency) and its higher harmonics, and with the bandwidth at the 207 −1 dB point set to 3 Hz. We performed zero-phase digital filtering by processing the data in both the forward and reverse 208 directions (41).
209
Power spectral density estimation. The oscillatory power is commonly used due to its association with synchronized activities of 210 the underlying neuronal population encoding behavior (42, and references therein).
211
We estimated the power spectral density of the filtered SEEG data with continuous wavelet transform. We used a logarithmic 212 scale vector ranging 2-150 Hz and a complex Morlet wavelet with ω0 = 6. We used the cwtft algorithm from the Wavelet 213 Toolbox of MATLAB®. We squared the magnitude of the continuous wavelet transform to generate a continuous measure of 214 instantaneous power spectral density.
215
Then, we binned the instantaneous power spectral density into 100-ms time windows spaced every 50 ms (50 % overlap) and 216 averaged the instantaneous power spectral density over each time window. Each 100-ms time window is marked with the time 217 that corresponds to the center of the temporal window.
218
Finally, we normalized the averaged power spectral density in order to put equal weight on all frequencies and therefore 219 correct for the 1/f falloff in power. We first took the natural logarithm of the power in each frequency and then performed a 220 standard normalization (z-score) based on the power in each frequency over the entire recording session. In order to limit 221 the effect of outliers, we only used power from the 1 th to 95 th percentile when calculating the mean and variance for the 222 normalization procedure.
223
Artifact rejection. Faulty recording contacts, or contacts with interictal activity, were identified by visual inspection and disregarded.
224
Time points with broadband effects (low or high power) or abnormal burst of power were disregarded. windows. It relies on the idea of clusters that are defined as a set of adjacent time-frequency windows whose activity is different 229 between trials where the variable differs in value. 230 We analyzed the neural data from all brain regions that have recordings from at least three participants. In addition, we 231 also considered the neural data from amygdala (that has only recordings from two participants) because of the vast literature 232 involving this region in emotion processing during decision-making. We time-locked the neural data to four different epochs of 233 our gambling task spanning the three main phases of decision-making: evaluation, action, and outcome processing. In addition, 234 we considered only clusters spanning at least 250 ms in time and one octave in frequency. Finally, we corrected for the multiple using a hierarchical mean as follows
[17]
252
This hierarchical mean across all electrode contacts allow to take into account the fact that different electrode contacts 253 might show modulations in the same direction but with different regression coefficients.
254
Cluster statistic We defined a cluster as that a set of adjacent time-frequency windows (4-pixel connected component) that windows pooled together (two-tailed permutation test with N = 10 000 at level α = 0.05).
259
For each cluster C ± rj,l , we defined a cluster statistic as the sum of the squared difference between the sample statistics 260 (t tf )rj and the critical value t ± c,rj , that is,
Permutation test The statistical significance of each sample statistic and each cluster statistic was assessed by a permutation 263 test in which we shuffled the design variable across trials (two-tailed permutation test with N = 10 000 at level α = 0.05).
264
In order to ensure the null distribution had the same anatomical sampling and weighting between sessions as the real 265 data, all permuting of labels was done on a within-session basis. This effectively weights each recording session based 266 on the total number of trials completed in that session. This allowed greater precision in the construction of the null 267 distribution in the face of a comparatively small number of participants.
268
Cluster geometry filter We excluded all clusters in the observed data that didn't meet a minimal size: 250 ms in duration 269 and one octave in frequency.
270
Multiple comparison We corrected the significance threshold for the cluster statistic using a false discovery rate with 271 q = 0.015 in order to solve the problem of multiple comparisons (one comparison for each brain region for each epoch for 272 each design variable).
273
Neural decoding. In this section, we present the steps of our neural data decoding.
274
Each cluster C ± rj,l was computed by pooling data from several electrode contacts from several participants, that is, s∈Sr Esr.
275
Then for each cluster, we can computed the average log-normalized power contained in the time-frequency region defined by 276 this cluster for each electrode contact contributing to this cluster (i ∈ s∈Sr Esr) as follows
Let us define Vs the set of average log-normalize power signals measured by all electrode contacts from participant s in all 279 significant positive and negative clusters across brain regions and task epochs. 280 We used a linear regression to fit the trial-by-trial fluctuation of internal bias with the trial-by-trial neural activity, that is,
282 wherex k is the expected value of internal state at trial k, (v k )n is the average log-normalized power at trial k for one electrode 283 contact in the time-frequency region defined by one cluster C rj,l , and k is some independent normal random noise with zero 284 mean. To avoid overfitting due to the small number of trials, electrode contacts that significantly contribute to the linear 285 regression of the dynamic bias were selected using Matlab function stepwiseglm on all trials, before applying linear regression 286 (criterion: deviance; forward: P value of F statistic smaller than 0.05; backward: P value of F statistic larger than 0.1).
287
To evaluate the goodness of fit (i.e., quality of decoding), we computed the coefficient of determination R 2 cv , which measures {−20, −5, 0, 5, 20}.
299
In the following, we provide basic probabilities about to the behavioral task. Otherwise mentioned, these probabilities are 300 related to a given trial k. We omit the subscript when it is clear from the context that we are referring to a particular trial.
301
Suppose that SR is the sample space of all rewards for a single drawing of a pair of cards and a betting decision, R is the 302 random variable defined on SR assigning ±5 to a lose or a win on a low bet, ±20 to a lose or a win on a high bet, and 0 to a 303 draw. Table S2 shows the sample space of 50 outcomes.
304
Since the drawing is fair, the probability mass function is [27]
The expected value and the variance of the outcome variable R are plotted in Fig. 1B .
307
Orthogonal regressions. This section describes the orthogonal regression that was used to identify trends in Fig. 2B and 308 Fig. 4C . The first paragraph recalls the classic orthogonal regression to fit a single line to a set of data points. The second 309 paragraph extends this classic idea to an orthogonal regressions to fit several lines to a set of data points.
310
Single-line orthogonal regression
Let us consider a set of np points xi ∈ R 2 and the line defined by the parametric equation 
313
In the orthogonal regression problem, the goal is minimize the orthogonal (perpendicular) distance from the data points to 314 the fitted line. It can be written as the following optimization problem
where (x0, θ) ∈ R 2 × S are the optimization variables and where dist is the orthogonal distance given by
[29]
318
Multi-line orthogonal regression
We can extend the orthogonal regression to the case where we want to fit several lines to the 319 data points. In this case, each point is projected on its closest line. The optimization problem is written as follows
where (x 1 0 , . . . , x L 0 , θ 1 , . . . , θ L ) ∈ R 2L × S L are the optimization variables.
322
In Fig. 2B , we constrained two lines (L = 2) to pass through the origin, i.e., x l 0 = (0, 0) T . 
