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1．まえがき
近年，家庭用の実用ロボットが登場してきた．例えば，Roomba1）という掃除ロボットは自律的に部屋の
中を動き床の掃除を行う．そのロボットは，製品では初の本格的なロボットとして注目されている13)．そ
のようなロボットが活躍する場所は家庭内である．家庭内の環境は，部屋の配置，部屋にある物体の位置，
人間の動作によって生じる環境の変化など，動的かつ複雑な環境である．このように，実世界において遭遇
する現実的な問題の多くは，多くの不確実性を含んでいる．そのような不確実性は人間が考慮できる範祷
を超越している場合が殆どである．そのため，現実的な問題に対して，人間が設計した行動群に従うエー
ジェントを予めプログラム化することには限界がある．そのような，困難な問題に対して，近年，強化学習
(ReinfbrcementLearning)3)による対応が注目されている．
強化学習とは，予め設定された目標を達成するために自律エージェント自身が行った試行錯誤による行動
に対して環境から報酬が与えられ，報酬をもたらす行動を優先するように環境への適応を目指す学習制御
の枠組みである．また，最近では，複雑かつ動的な環境を多くの自律的なエージェントが協調動作をするこ
とで解決しようとするマルチエージェント環境下での研究が進められている．しかし，マルチエージェント
環境での多くは人間が設計した行動群によって制御されており，対象やタスク，個体間の相互作用が複雑に
なるにつれ設計が困難になる．そのため，エージェント自身の学習や適応能力が求められている．このよう
な背景からマルチエージェント環境下での強化学習法が注目されている5)10)．
マルチエージェント強化学習において，エージェントは他のエージェントも環境の一部として観測する．
そのため，エージェント数の増加に伴い知覚する状態数が指数的に増加し，知覚する状態を保存しておく記
`滝領域の大きさ，また，その状態数の増加に伴う学習速度の遅さ等が問題になる．そこで，その問題点を改
善する手法として，知覚情報を粗視化した学習器と完全知覚の学習器の二つを並行に学習させ，学習初期
では粗視化した学習器で行動選択を行い，学習途中に切り替えることで，学習後期の学習性能を劣化させ
ることなく，学習速度を高速化する手法8)などが提案されている．
しかしながら，上述した手法では，知覚`情報を粗視化した学習器と完全知覚の学習器を用いるため，多く
の記`億領域を必要とする．我々の目的は，記`億領域を小さくしつつ，学習後期での学習性能を劣化させない
ことである．本論文では知覚情報の分割を有する強化学習エージェントを提案するとともに，クリーンナッ
プ問題を対象とし提案法の有効性を検討する．
2．クリーンナップ問題
クリーンナップ問題におけるエージェントは，初期状態から目標状態へ到達するために，ゴミを拾い，そ
のゴミをゴミ箱に捨てるといった，時系列的時間差を有する複数のタスクを解決しなければならない．その
ため，クリーンナップ問題は，これまで多くのマルチエージェント強化学習の研究で対象とされてきた単タ
スクの追跡問題7)8)9)'0)'1）に比べ，目標状態への到達が比較的困難な問題である．
本論文では以下に基づくクリーンナップ問題を対象とする．図1(a)に示すような、×、格子状の環境を
設定し，ここに，ｍ体のエージェントと１６個のゴミ，ｊ個のゴミ箱を配置する．各エージェントは同時に移
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動し，上下左右斜めに－コマ進む行動を－つ選択する．格子の外枠を全て壁とし，エージェントは壁を越え
ることができないゴミ，もしくは，ゴミ箱と同座標に行く事でゴミを拾う，もしくは，ゴミを捨てること
ができる．なお，エージェントが持つことのできるゴミの数は一つである．また，エージェント同士は同一
マスに存在することができる．本論文でのクリーンナップ問題の設定において，エージェントが協調するた
めには，以下の二つを最適化しなければならない．
・報酬獲得ステップ数均等化
・ゴミ捨て個数均等化尺度
強化学習を現実問題に適用することを考えると，すべての環境を認識することは困難である．そのため，
本研究では部分観測環境下のもとで実験を行い，エージェントの視界はＵ×Ｕとし，自らの周囲Ｕ２マスが
見える．また，エージェントは視界内で観測できる「他のエージェント」，「ゴミ」，「ゴミ箱｣，「壁」の位置，
及び「ゴミを所有している，所有していない」の判別を可能とする．目標状態は図1(b)に示すようにすべ
てのゴミをゴミ箱に捨てた状態である．
3．強化学習
強化学習は，最適な行動を人間がエージェントに教えるのではなく，自律エージェント自身が行った試
行錯誤による行動に対して，環境から報酬が与えられ，報酬をもたらす行動を優先するように環境への適
応を目指す学習制御の枠組みである．しかし，行動を実行した直後の報酬を見るだけでは，エージェント
はその行動が正しいかどうか判断できないという困難を伴う．強化学習が注目を集めている理由は以下の２
つである12)．
不確実性のある環境
多くの実世界の制御問題では，予め不確実性を考慮し制御することは困難である．しかし，強化学習は
エージェント自身が環境との試行錯誤を通して学習するので，不確実性を含む環境でも有効に制御するこ
とが可能となる．
離散的な状態遷移も含んだ段取り的な制御
設計者が目標状態で報酬を与えるという形で，タスクをエージェントに指示しておくことで，ゴールへ
の到達方法はエージェントの試行錯誤によって自律的に獲得される．すなわち，設計者がエージェントに
｢何をすべきか」を報酬という形で指示おくことで，エージェント自身が「どのように実現するか」を学習
によって獲得する枠組みである．
強化学習における研究は，主に「環境のクラス」と「接近の指向,性」の二つの観点から分類される'6)．「環
境のクラス」では，状態遷移がマルコフ的であるか否かで特徴付けられ，現在の状態から未来の状態が予
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側可能なマルコフ決定過程(MarkovDecisionProcesses,MDP)とＭＤＰとしてのモデル化が困難である非
ＭＤＰ環境が知られている．一方,「接近の指向性」は，最適`性を重視する環境同定型と，学習途中において
もなるべく報酬を得続けるという効率性を重視する経験強化型が知られている．環境同定型の代表例とし
てQLearning4)，経験強化型の代表例としてProfitSharing2)が挙げられる．本論文では，ProfitSharing
強化学習を用いる．
3.1ProfitSharing強化学習
ProfitSharingは，遺伝的アルゴリズム(geneticalgrithm,ＧＡ)を併用するクラシファイアシステム
(classifiersystem)での信用割り当て(creditassignment)の方法として1980年代後半に提唱された9)．現
在，ProfitSharingはＧＡだけではなく強化学習の枠組みにおいても利用可能であり，さらに，現在の状態
から未来の状態のモデル化が困難である非ＭＤＰ環境（マルチエージェント環境）においても有用であると
期待されている6)．また，ProfitSharingは他の強化学習手法に比べ，学習の立ち上がりが素早く，不完全
知覚状態に対しても有効であることが示されている18)19)．これらの理由から，本論文ではProfitShaJing
を学習手法として用いる．
３．２ProfitSharingの合理性定理
ProfitSharingは，報酬に至るまでに使用された状態８と実際に行った行動αのルール系列を記憶してお
き，報酬を得たときにそれまでのルール系列の評価値u）(Ｍ)をエピソード単位で強化する手法である．エ
ピソードとは，初期状態あるいは報酬を得た直後から次の報酬までのルールの選択系列のことである．
次式を用いて状態と行動の組に対する評価値⑩(８ｔ,ａｔ)を更新する．ここで，ｕ）(st,α#)はエピソード系列
上のｔ番目の評価値，ｒは報酬値，ノは強化関数である．
ｕｊ(st,ａｔ)←ｕｊ(sMJt)＋ノ(r,ｔ）
あるエピソードで，同一の感覚入力（状態）に対して異なるルールが選択されているとき，その間のルー
ルを迂回系列という．常に迂回系列上にあるルールを無効ルールと呼び，それ以外を有効ルールと呼ぶ．無
効ルールと有効ルールが競合するならば，無効ルールを強化すべきでないと考えられる．また，宮崎らに
よって，政策の局所的合理性を保証する必要条件である合理性定理が証明されている'7)．ここで，政策と
は，ある状態において実行可能な行動の中で何が適切であるかを示すものである．
川`)==川`-1M='仰Ⅳ-Ⅲ
１Ｖはエピソードの最大長，Ｓは報酬害Ｉ引率である．なお，報酬割引率はＳ三Ｌ＋１とする（Ｌは同一感覚
入力下に存在する有効ルールの最大個数である）．ProfitSharingの合理性定理は，最適性を保証していな
いが，ＭＤＰの過程を必要としないためマルチエージェント環境のような非ＭＤＰ環境に対しても適用でき
る点に特徴がある．
3.3ルーレット選択法
ProfitSharingの学習過程における行動選択法としては，ルーレット選択法が良い性能を示すことが知ら
れている．ルーレット選択法は，ある状態ｓにおいて，各行動の評価値Ⅷ）(Ｍｆ)を全ての行動の評価値の
合計Ｅｕ】(Ｍｔ)で除算し，確率Ｐ(ａｔ'８)を求め，その確率により行動を決定する方法である．また，ルー
レット選択法は確率的に政策を自然に実現する枠組みであり，非ＭＤＰ環境における行動選択法として有効
である6)9)．以上の理由から本論文では，行動選択法としてルーレット選択法を使用する．
Ｐ(qtls)＝"(Ｍ$)/Zuj(Ｍ`） 
3.4マルチエージェント環境における強化学習適用の際の諸問題
強化学習はマルチエージェント環境に対応できる手法として注目されている．しかしながら，マルチエー
ジェント環境における強化学習適用の際にはシングルエージェント環境に無い様々な問題が生じる．以下に
その代表例を示し簡潔に述べる．
・同時学習
同時学習とは，複数のエージェントによる相互の政策の変更，学習途中で定常な政策を持たないこと
で，自己の行動による状態遷移先を変動させることにより生じる問題である5)15)．
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・報酬配分問題
マルチエージェント環境ではエージェント問の連帯行動に対する報酬は定義できるが，各エージェントの個別の行動に対する報酬を定義することは困難である．目標達成のために多大な貢献をしたエージェントとあまり貢献しなかった（できなかった）エージェントに同値の報酬を与えることは多くの場合適切ではないと考えられている．例えば，ランドマークプロジェクトであるRoboCupサッカーのような環境において，相手ゴールまでのパスを考える．
Agentl→Agent2→…→AgentG今ＧＯＡＬ
ここで，直接報酬（ゴールを決めた）に寄与したAgentGのみに報酬を与えると，AgentG以外は全く学習しないことは明らかである．また，すべてのエージェントに報酬を与えた場合，ＧＯＡＬまでに関係ない行動までも強化してしまう恐れがある．そのため，報酬配分問題について様々な研究が進められている11)14)20）
・状態爆発
マルチエージェント環境では，エージェントは他のエージェントも環境の一部として観測する．その
ため，エージェント数の増加に伴い知覚する状態数が指数的に増加し，知覚する状態を保存しておく
記`億領域の大きさ，また，その状態数の増加に伴う学習速度の遅さ等が問題になる．さらに，現実問
題のような複雑な環境に対し強化学習を適用することを考えると，エージェントが知覚する状態数は
膨大になると考えられる．そのため強化学習をそのような問題に適用することすら困難になる．これ
らの事から我々は，状態爆発の問題点に着目し，状態爆発を改善する手法を提案する．
4．提案する強化学習エージェントの構成
まず，一般的な強化学習エージェント（従来の強化学習エージェント）の構成図を図２（a）に示す．強
化学習におけるエージェントは，状態認識器，学習器，行動選択器の三つのモジュールを用いることで，環
境との相互作用を通して学習する．強化学習は，環境から観測可能な状態を認識し，その状態における各行
動評価値に基づき行動を選択する．行動した結果，環境が目標状態であれば報酬を与え，各行動評価値を更
新する．エージェントは報酬を得た後，再び状態認識，行動といったサイクルを繰り返し，同じ状態に至っ
たとき，その更新された各行動評価値を行動選択に利用する．強化学習エージェントはそのサイクルを繰り
返すことで環境に適応していく．
（a)強化学習エージェントの構成図 （b)提案手法の強化学習エージェントの構成図
図２各強化学習エージェントの構成図
図2(b)は我々が提案する知覚情報の分割を有する強化学習エージェントの構成である．エージェントは
従来の強化学習と同様に環境から状態を認識する．知覚する状態数を削減するために知覚した状態を分割
する．そして，分割したそれぞれの状態を別々の学習器を用いて学習を行う．行動選択は，各学習器からの
各行動の評価値を加算し，その重みに基づき行動選択を行う．行動した結果，環境が目標状態になれば各学
習器に報酬を与え評価値を更新する．
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4.1状態認識
４．節で述べたように，強化学習は各状態に対する可能な行動の評価値をもとに行動を選択し，その評価
値を更新することで学習を行う．すなわち，強化学習において状態認識は重要な１つの役割を担っている．
以下では，従来法の状態認識と提案法の状態認識について述べる．
従来法の状態認識
図３は従来の強化学習エージェントの状態認識である．エージェントは，格子に振り分けられた格子番
号によって物体の位置を認識する．
本論文におけるクリーンナップ問題の設定(２節参照)では，エージェントは視界内で観測できる「他の
エージェント」，「ゴミ」，「ゴミ箱」，「壁」の位置を格子状に振り分けられた番号によって認識し，「ゴミを所
有している，所有していない」の判別を可能とする．すなわち，エージェントはそれらの番号の組み合わせ
によって状態を認識する．エージェントは認識した状態を入力とし，この状態に対する各行動（上下左右斜
め）の評価値を出力し行動選択に用いる．
提案法の状態認識
図４は提案法の状態認識である．状態１は，グリッド上の列を認識し，状態２は，グリッド上の行を認
識する．また，図4(a)はAlphaの範囲が１マスであり，エージェントの周辺を細かく認識することができ
る（以後Divisionlと記す)．図４(b)はAlphaの範囲が図4(a)の３倍（3マス）であり，Divisionlに比
べ，Alphaの範囲は粗く認識するが，Alpha以外の範囲を細かく認識することができる(以後Division3と
記す)．このように提案法は，Alphaの範囲を変更することで様々な状態認識を行うことができる．また，
従来法の状態認識と同様にエージェントは，格子に振り分けられた格子番号によって物体の位置を認識し，
その番号の組み合わせによって状態を認識する．エージェントは認識した状態を入力とし，この状態に対す
る各行動の評価値を出力し行動選択に用いる．
知覚情報の分割を行わない状態認識(従来法）
E'二'二
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を有する状態認識
状態１状態Ｚ
(a)知覚情報の分割を行う状態認識(Divisionl）
図４知覚情報の分害
5．実験
本節では，提案法の有効性を検討するために，２．節に示した基本設定に基づいたクリーンナップ問題を
対象とし，様々な問題設定のもとで実験を行い考察する．
繭
： 1Ｉ １１ ｉ‐ 
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５１実験設定
実験設定は次のようにする．エージェントの視覚サイズを７×７(エージェントの周辺72マスを知覚する）とし，ProfitSharing強化学習のパラメータ設定は，報酬値を１．０，初期ルールの評価値を0.1,公比0.9の等比減少関数とする．また，報酬はすべてのゴミがゴミ箱に捨てられた際に発生するが，各エージェントに対する報酬は，各エージェントが最後にゴミを捨てた時点から与えるものとする．
クリーンナップ問題の設定は，エージェント数を二体，ゴミ箱を－つとする．知覚する状態数による学習性能を考察するためにゴミの数を－つから五つまでの環境で実験を行う．なお，エージェントが知覚する状態数は，ゴミの数が－つの環境が最も少なく，ゴミの数が五つの環境が最も多いすなわち，状態数の観点から言えばゴミの数が－つの環境の場合，知覚する状態数が少なく学習を行いやすい．各エピソード・毎にエージェント，ゴミ箱，ゴミをそれぞれランダムに配置する．これを初期状態とする．ここで，エピソード
とは初期状態から目標状態へ到達するまでの期間を指す．
5.2実験結果と考察
各実験環境(ゴミの数が－つから五つまでの環境)に対する学習の試行回数を５試行とし，１試行の学習回数を１００万エピソードとする．
まず，各実験環境において，従来法(NotDivision)と提案法(Divisionl及びDivision3)におけるエージェントが知覚した状態の数（状態数）を表１に，従来法の知覚した状態数を基準とした，提案法との知
覚した状態数の割合を表２に示す．
表１各実験環境における知覚した状態数
篁舜Ｉ
表２各実験環境における知覚した状態数の割合
唱評
表１の結果から，ゴミの数が増加するに従いエージェントの知覚する状態数が増加することが分かる．ま
た，表２の結果から，すべての環境において，Division１，Division３ともに従来法に比べ，状態数が約半分
まで減少していることが観測できる．この事から，提案法は記憶領域の面において有効である．
次に，各実験環境に対する学習性能を図５から図９に示す．なお，各図ともに，縦軸は目標達成に到達す
るまでの行動数（ステップ数)，横軸はエピソード数である．また，表３に学習後期における500エピソー
ド分の平均ステップ数を示す．
Environment ＮｏｔDivision Divisionl Division３ 
ゴミの数一つ 270148.2 140894.8 163991.8 
ゴミの数こつ 712983.6 384112.8 472906.6 
ゴミの数三つ 1398637.4 761106.8 965235.6 
ゴミの数四つ 2495271.0 1320420.8 1665400.6 
ゴミの数五つ 3828403.6 2058096.6 2544919.2 
Environment ＮｏｔDivision Divisionl Division３ 
ゴミの数一つ 1.000 0.522 0.607 
ゴミの数こつ 1.000 0.539 0.664 
ゴミの数三つ 1.000 0.544 0.690 
ゴミの数 兀’ －つ 1000 0.529 0.667 
ゴミの数五つ 1.000 0.538 0.665 
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これらの結果から，Divisionlは従来法に比べ学習初期の段階から立ち上がりが早く，さらに，表３の結
果から学習後期においてもゴミの数が二つの環境を除き，良好な性能を示している．この事からDivisionlは有効であると考えられる．しかしながら，Division3は従来法及びDivisionlに比べ，状態数が増加する(ゴミの数が増加する)に従い，学習性能の劣化が顕著に現れている．これは，４．１節の図４に示すように，DivisionlはAlphaの値が１マスであり，エージェントの周辺を細かく知覚できるのに対し，Division３はAlphaの値が３マスであり，エージェントの周辺を粗く知覚したため学習性能に悪影響を与えたと考
えられる．
また，図５の結果から，従来法はゴミの数一つの環境において，ステップ数にばらつきが多いことが分かる．この理由を考察するために，従来法と提案法における，ゴミを捨てた回数が多いAgent(Ｍ、)と，ゴ
ミを捨てた回数が少ないAgent(nA)別の，各環境でのゴミ捨て均等化尺度を表４から表６に示す．この結果から，ゴミの数が－つの環境において，従来法のMTA，ⅢＡのゴミを捨てた割合の差が提案法に比べ
Environment NotDivision Divisionl Division３ 
ゴミの数一つ 89.03960 79.9080 99.4916 
ゴミの数こつ 1１１．２０２４０ 133.05640 147.0972 
ゴミの数三つ 156.65360 152.08440 170.5556 
ゴミの数 －つ 189.49960 175.03000 222.7168 
ゴミの数五つ 228.20160 2２５．１６０００ 283.3848 
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少ないことが分かる．すなわち，従来法は，提案法に比べ両エージェントが均等に目標状態に貢献した（報酬を得た）こととなる．しかし，ゴミの数が－つの環境では，他の環境に比べ，各エージェントが報酬を得る機会が少ない.さらに，従来法は状態数が多いため，多くの学習回数を必要とする．そのため，ステップ数にばらつきが生じたと考えられる．
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ＭＴＡの。､
捨てた回数
ＬＴＡのゴ
捨てた回数
ゴミを捨て7言
回数の差
巨護:霞薑
受６DiviSiの
ＭＴＡのゴミ
捨てた回数
ミ
捨てた回数
ミロてＬ
回数の差
ＭＴＡのミ
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6．むすび
実世界において遭遇する現実的な問題の多くは，複雑かつ動的な変化を伴うような非常に複雑な環境で
ある．強化学習はそのような問題に対して対応できる手法として注目されている．しかし，そのような問題
に対して強化学習を適用する際，エージェントの知覚情報が膨大になり，非常に多くの学習回数，もしく
は，学習が進行しないという問題点がある．そこで本論文では，その問題点を改善するために，知覚情報の
分割を有する強化学習エージェントを提案し，クリーンナップ問題を対象とし提案法の有効性を検討した．
従来法との比較実験の結果，提案法は記`億領域の面では従来法の約半分であった．さらに，エージェン
トの周辺を詳細に知覚したDivisionlは学習性能においても従来法に比べ，高速に学習を行うことができ，学習後期においても良好な結果を示した．これらの事から，Divisionlは有効であると考えられる．また，
エージェントの周辺を粗く知覚したDivision3は，学習性能の劣化を招く結果であった．この事から，エー
ジェントの周辺を粗く知覚した場合，学習性能に悪影響をもたらすことを明らかにした．
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Reinfbrcementlearning(RL)isknowntobeapromisingtechniquefbrcreatingagentsthatcanbe appliedtolnulti-agentenvironmentinrealworldproblems・Whenmulti-agentRLalgorithmsareappliedtosuchcomplexproblems,theamountofperceptioninfbrmatiｏｎinthealgorithmsincreasesenormouslyi andthelargelearningtimesarerequiredlnthispaper,wepresentatechniquethatdividestheperception infbrmationinordertoreducethelearningtimes・Weevaluatetheprofitsharingbasedreinfbrcementleamingalgorithmwiththetechniquefbrtheclean-upprobleminthemulti-agentenvironment・Theresultsshowthatourproposedmethodｉｓｅｆｆｂｃｔｉｖｅａｎｄｃａｎａｄａｐｔｉｎｔｈｅｍｕｌti-agentenvironmentin fasterleamingtinlethantraditionalmethod 
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