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Abstract 
Liquid-applied coatings are ubiquitous. Buildings, bridges, soda cans, compact discs, and 
newspapers make up a small fraction of everyday objects whose surfaces are enhanced by 
coatings. Typical processing steps for a liquid-applied coating include coating formulation, 
application, post-deposition flow, and solidification. This thesis focuses on the balance 
between the last two steps of this process and how this balance influences coating behavior 
and the ultimate quality of the final film. Specifically, post-deposition coating flows driven 
by gravity or capillarity are investigated in liquid systems that undergo evaporation-
induced drying. In Chapter 2, coating defects caused by excessive gravity-driven flow 
(‘sag’) are studied. A novel particle tracking method is first developed to monitor sag in a 
model aqueous polymer system. A computational model is developed concurrently to 
validate the measurements made using particle tracking. This model is then used to 
generate a novel framework for predicting sag in liquid-applied coatings. Chapters 3–5 
focus on capillary-driven flows in open microchannels. First, in Chapter 3, capillary flow 
dynamics of non-evaporating liquids are studied and compared against existing theoretical 
models. In Chapter 4, this work is extended to open microchannels fabricated using several 
three-dimensional (3D) printing technologies. 3D printed microchannels are found to 
confer unique flow dynamics to the capillary flow, including a distinct start–stop motion 
caused by surface roughness introduced by the 3D printing process. Finally, in Chapter 5, 
the influence of drying on capillary flow dynamics is investigated, again using a model 
aqueous polymer coating system. Drying is found to permanently pin the advancing contact 
line partway down the channel; three mechanisms of pinning are identified and 
characterized. Post-pinning flows induced by the coffee ring effect are found to lead to 
highly non-uniform dry film morphologies. The influence of surfactant, drying rate, and 
channel width are investigated.  Throughout all of this work, the goal is to better understand 
the balance between flow and drying to facilitate prediction and control of coating behavior 
during relevant coating processes. As part of this goal, case studies are conducted 
throughout this thesis, investigating flow and drying behavior in real systems used in 
commercial coating processes, including latex paints and functional inks used in the 
manufacture of printed electronic devices.  
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Chapter 1 
 
Introduction 
 
 
1.1      Overview 
Coating processes drive multi-billion dollar, international markets. From the fine-
tuned paint formulations on our kitchen walls to the images in our magazines created using 
high-speed printing processes, we interact with products of the coatings industry on a daily 
basis. Coatings are ubiquitous. 
 Coatings enhance the functionality of surfaces. At a superficial level, many coatings 
are used to enhance the appearance of an object (e.g., furniture stain or architectural paint). 
Functionally, however, coatings can provide much more than enhanced aesthetics. 
Coatings can serve as a protective barrier between an object and its environment. For 
example, painting a bridge not only makes it visually appealing, but can help prevent rust.1,2 
Similarly, epoxy resins are used to coat the inside of soda cans to prevent beverage-induced 
corrosion.3 Coatings are also invaluable to the printing and publishing industries: inks must 
be precisely deposited to form words and images on a page.4 The paper itself is also coated 
to provide strength and a desirable appearance.5 Coatings can also functionalize a surface, 
making it catalytic,6,7 electrically functional,8,9 or changing its wetting behavior.10   
 Though the coatings industry is centuries old, it is continually growing and adapting 
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to evolving market trends. For example, as consumer markets shift away from printed (ink-
coated), paper-based media, other coatings markets related to digital display technologies 
grow. The displays themselves require high-technology coatings to control brightness, 
glare, and other properties.11 Roll-to-roll (R2R) printing of electronic devices such as solar 
cells12–14 and integrated circuits9,15 is also an emerging technology which offers the benefit 
of large area, low cost, and low temperature electronics manufacturing.16,17 R2R operations 
such as this require advanced and precise coating processes, such as inkjet printing and slot 
die coating. Even the science of paint is under active development, with research underway 
to improve hiding power with new pigments,18 to minimize flow after deposition (sag) by 
controlling rheology via pH,19 and to improve performance while minimizing the amount 
of volatile organic compounds (VOCs) in the system to mitigate environmental impacts.20  
 The ubiquity of coatings is made possible by the variety of processing methods by 
which they can be applied onto a substrate. Atomically-thin coating layers can be deposited 
under vacuum by volatizing a solid (e.g., chemical vapor deposition), discrete picoliter-
sized droplets can be printed (e.g., inkjet printing), or liquid can be metered as a curtain 
onto plastic sheets moving at meters per second (e.g., curtain coating).21 These examples 
only constitute a small fraction of all potential coating methods, yet illustrate the vast 
diversity of the available techniques.  
Despite the variety of techniques discussed above, coating processes utilizing 
liquids are unequivocally dominant, both with respect to usage volume and market share. 
In liquid-applied coatings, details of the flow that accompanies its application onto a 
substrate is of paramount importance. Equally as important is the flow that occurs after 
deposition up until the point when the coating is solidified, either by evaporation or 
radiation curing. The delicate relationship between this flow and solidification is often 
critical in determining the ultimate quality and functionality of the final coating. 
The focus of the work presented in this thesis is liquid-applied coatings that solidify 
via evaporation (i.e., dry). In the next section, a generalized look is taken into the process 
by which a liquid-applied coating is transformed from a formulation to a solidified thin 
film. This overview will help frame flow and drying in the context of the entire coating 
process and will set up the work to be covered in the rest of this thesis. 
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1.2      Liquid-Applied Coatings: From  
Formulation to Solid Film 
This section provides an overview of the processing steps required to fabricate a 
thin film coating from a liquid formulation. These steps are illustrated schematically in 
Figure 1.1.  
1.2.1 Formulation 
 Coatings comprise complex, multi-component systems that are formulated with a 
delicate balance of materials designed to accommodate specific processing constraints. A 
coating’s formulation is also strongly influenced by its intended application. For example, 
a coating’s formulation may be motivated by a need to have a bright color (e.g., interior 
paints), strong hiding power (e.g., primer), or low water permeability (e.g., polyurethane 
wood finish). 
In general, a coating is composed of four components: binder, pigment, solvent, 
and additives. The solvent provides fluidity to the system, either dissolving or dispersing 
the other three components. As a fluid, the coating is easy to transport and coat and readily 
levels. After application, solvent is removed, transforming the coating from its liquid state 
into a solid thin film. The binder provides the ‘backbone’ or structure for the final film and 
holds together all of the coating components after the solvent is removed. The binder is 
often made of polymer (though this polymer can take on a wide range of forms). The 
pigment provides color to the system, hiding the substrate underneath the coating and/or 
improving the aesthetics of the coated object. Common pigments include titanium dioxide 
and clay. Additives is a catch-all term for a variety of compounds designed to tailor the 
properties of the coating, such as the viscosity or wetting behavior.4,5,21 Examples of 
additives include surfactants,4 biocides,22 and stabilizers.23 
Polymers are prominent components of many coating systems and, in this work, 
most of the coatings studied are dominated by polymers. As such, the following three 
sections introduce the three main types of polymers coatings: polymer solutions, polymer 
dispersions, and liquid resin systems. These three types of polymer coating systems are 
illustrated in Figure 1.2.
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Figure 1.1. Processing steps required to fabricate a liquid-applied coating, from formulation to solidified thin film. The example shown in each 
vignette is indicated with an asterisk. g is acceleration due to gravity. Not to scale. 
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Figure 1.2. Types of polymer coating formulations: (a) polymer solution coating, (b) latex 
coating (note that latex coatings often contain polymer molecules), and (c) liquid resin system. 
Not to scale.  
 
i. Polymer Solution Coatings 
Polymer solutions (Figure 1.2a) consist of polymer molecules dissolved in a 
solvent; solutions are, by definition, thermodynamically stable.24 The properties of 
polymer solutions can vary widely and are highly dependent on the properties of both the 
polymer(s) and the solvent(s). Even altering just the size (molecular weight) of the polymer 
can lead to drastic differences in coating viscosity, wettability, and processability.21,25 The 
diversity exhibited by polymer solutions can be a processing challenge, but is also part of 
the appeal of polymer solution coatings. 
 Individual polymer molecules in solution typically span dimensions on the order of 
1–100 nm. This average size is most commonly represented by the polymer’s radius of 
gyration, rg. In an ideal solvent, rg ~ M
0.5, where M is the molecular weight of the polymer. 
However, this relationship is dependent on the interaction between the polymer and the 
solvent and can vary.25 At low concentrations, the polymer chains exist as isolated coils in 
solution. As polymer concentration increases, the individual chains begin to overlap and 
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(at high values of M) can also entangle. Due to this behavior at high concentrations, 
polymer solution coatings are practically limited to relatively low initial concentrations, 
approximately 0.1–0.2 w/w.21 Beyond this concentration range, the viscosity rises 
exponentially and processing becomes exceedingly difficult. This restriction sets up one of 
the main disadvantages of polymer solution coatings: a significant amount of solvent must 
be removed from the system before a solid thin film can form. This leads to increased 
processing times, expensive drying steps, and large amounts of shrinkage during 
processing.21 
 Solvents for polymer solution coatings are typically single or multi-component 
systems of organic liquids. Organic solvents are required in many polymer solution 
coatings due to the simple fact that many polymers do not dissolve well in water.21,25 This 
requirement puts severe restraints on how these types of systems can be used and sold. 
Special precautions must be taken to capture or recycle harmful solvents and, at the 
consumer level, limits exist on the amount of VOCs a coating can contain. For example, 
current limits require that many architectural coatings contain no more than 300–400 grams 
of VOC per liter of product.26 
 In Chapters 2 and 5, polymer solution coatings are used as model systems to study 
flow and drying in gravity- and capillary-driven coating processes.  
ii. Polymer Dispersion Coatings: Latex 
Polymer dispersion coatings consist of insoluble polymer clusters dispersed in 
solvent, with sizes on the order of 10–1000 nm.21 Unlike polymer solutions, these polymer 
clusters are not thermodynamically stable. However, kinetic stability can be induced by 
employing various stabilization tactics, such as those based on steric or electrostatic 
mechanisms.24 Such kinetic stability can be readily induced in water; a stabilized, aqueous 
dispersion of these polymer clusters is defined as a latex21 (Figure 1.2b) 
 Latex dispersions are critically important to the coatings industry. As kinetically 
stabilized particles, they avoid interaction with one another in the dispersion and do not 
overlap at high concentrations, as is the tendency for polymers in solution. This permits 
latex dispersions to be prepared with high solids loadings (>0.5 w/w) without the viscosity 
of the system becoming unmanageably high. This high solids loading is associated with a 
variety of benefits, most notably reduced drying times, solvent content, and shrinkage. 
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Additionally, because the primary solvent in latex is water, VOC content can be 
significantly reduced. 
 A host of additives are added to latex to form commercial coating products such as 
paints. In Chapter 2, several commercial latex paints are investigated with respect to their 
resistance to gravity-driven flow. 
iii. Liquid Resin Systems 
 Polymer-based liquid resin systems (Figure 1.2c) are primarily composed of 
oligomers and/or monomers. Because the melting point of these molecules is below room 
temperature, they can be processed as liquids and readily flow like other polymer coatings. 
However, despite their liquid state, liquid resins do not require solvent and can consist of 
up to 100% ‘solids.’ 
 Instead of solidifying by evaporation, liquid resin systems solidify via curing of the 
monomers and/or oligomers. Curing is driven by radiation in the form of heat or light 
(typically ultraviolet (UV)). This radiation activates initiator (an additive) in the system 
which works to crosslink the monomers and oligomers together. As crosslinking proceeds, 
the liquid resin transforms into a solid coating. Due to the high concentration of polymer 
precursor in liquid resin systems, shrinkage and VOC content are both very low. Small 
amounts of solvent are sometimes added, however, to aid in processing (e.g., as thinners to 
lower viscosity).21    
1.2.2 Application 
 After formulation and preparation, a coating needs to be applied onto a substrate or 
other object that is destined to be coated. Dozens of techniques exist for achieving this 
goal. This section provides an overview of coating operations relevant to liquid-applied 
coatings with an emphasis on the techniques used or discussed later in this thesis. Several 
of these processes are illustrated in Figure 1.3. 
 Among thin film coating techniques, dip coating, doctor blade coating, and various 
pre-metered methods make up the three main types. In dip coating (Figure 1.3a), an object 
is submerged in and then withdrawn from a coating bath. During withdrawal, a thin layer 
of liquid is entrained onto the object surface by viscous drag, and the resulting equilibrium 
between this drag, surface tension, and gravity ultimately determines the coating 
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thickness.27,28 Pre-metered coating methods typically involve feeding liquid at a specified 
volumetric flow rate to a precisely engineered die which deposits liquid as a thin film onto 
the substrate. Some examples include slot die coating (Figure 1.3b), curtain coating, and 
slide coating.4,21 
 
 
Figure 1.3. Overview of coating application processes, including (a) dip coating, (b) slot die 
coating, (c) doctor blade coating, (d) gravure printing, and (e) inkjet printing. Liquid is indicated 
in gray in each panel and arrows indicate motion in a specific direction. Not to scale. 
 
 In doctor blade coating (Figure 1.3c), a rigid blade is held at a fixed distance above 
the substrate surface. Either the blade or the substrate can be fixed in space, while the other 
moves. As liquid passes under the blade, it is coated to a specific thickness, which depends 
primarily on the gap between the substrate and blade but also weakly on the speed of the 
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blade relative to the substrate and other parameters.29–31 During this coating operation, a 
combination of shear (Couette) and pressure driven (Poiseuille) flow governs the behavior 
of the coating in the gap.21  In Chapter 2, adjustable-gap doctor blade coating is used to 
coat thin films of polymer solutions and latex paints onto silicon substrates. 
 As discussed above, many printing processes can also be classified as coating 
operations. An important example is gravure printing (Figure 1.3d), where circular rollers 
imprinted with patterns transfer ink from a reservoir to a substrate at high velocity.5 
Capillarity allows the ink to be picked up by wells engraved in the roller and also helps 
transfer the ink to the substrate. A doctor blade also plays an important role in gravure 
printing, scraping off excess ink from the roller before it contacts the substrate.4,21  
In inkjet printing (Figure 1.3e), printheads dispense precise amounts of liquid at 
predetermined locations over a substrate. If droplets are to be printed continuously, a thin 
stream of liquid is jetted out of the printhead. During jetting, the stream breaks up into 
discrete droplets due to surface tension forces (this effect is known as a Rayleigh 
instability). By purposefully perturbing the stream sinusoidally, the inkjet printer 
encourages the droplets to break up into uniform sizes. Similarly, droplets can also be 
printed one at a time with ‘drop on demand’ systems. Here, small volumes of liquid are 
jetted out individually instead of as a continuous stream.21,32,33 After jetting, surface tension 
effects encourage the liquid to minimize its surface area and form small, spherical droplets. 
Regardless of the initial shape of the jetted liquid, surface tension ensures the droplets 
impact the substrate with a near-spherical shape. In Chapters 3–5, important connections 
are made between inkjet printing, capillary flow, and printed electronics. 
1.2.3 Flow (Post-Deposition) 
The fluidity of liquid-applied coatings facilitates the application process; without 
flow, none of the processes described in the previous section would be possible. After 
application, flow continues to occur. In some instances, this post-deposition flow is 
desirable. In other situations, it can be detrimental to the appearance and/or functionality 
of the coating. Still in other cases, certain types of flow can be desirable while others should 
be avoided. Various post-deposition flows characteristic of liquid-applied coatings are 
illustrated in Figure 1.4. 
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Figure 1.4. Post-deposition coating flows. (a) Spreading of a droplet on a flat surface due to 
surface tension (capillary) forces. (b) Spontaneous capillary-driven flow in microchannel. (c) 
Gravity-driven flow on substrate immediately after dip coating. g is acceleration due to gravity 
(d) Gravity-driven flow on moving web after slot-die coating. In panels a and c, the progression 
of time is indicated by ti where t1 represents the initial time point immediately after application 
and t2 and t3 indicate increasingly longer times. 
 
Leveling and spreading (Figure 1.4a) constitute perhaps the most critical post-
deposition coating flow behavior. Regardless of the application process, all coating 
techniques are susceptible to thickness variations. Capillary pressure gradients induced by 
the resulting surface curvature act to level out these variations and encourage the formation 
of a uniform film.34,35 In the case where the liquid is not coated to the edges of the substrate 
(e.g., inkjet printing or gravure printing) the same effects can act to push or spread the 
liquid over the substrate.36 While surface tension and capillary effects tend to level the 
coating, they can also work against coating uniformity. For example, capillary forces tend 
to pull liquid off a substrate during the withdrawal step of dip coating.21 Surface tension 
effects can also cause pinning at the sharp edges of a substrate, inducing local 
curvature.37,38 Gravity can act to flatten the film,39 but can never completely eliminate these 
edge effects. 
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Capillary-driven flows are also influential when inks are printed onto porous 
substrates. In this case, favorable interactions between the liquid and surface lead to 
spontaneous wicking into the porous substrate network.40 This type of behavior is 
important in gravure printing, where inks are printed onto long rolls of paper.5 This 
spontaneous wicking can also be used to coat other porous objects, such as open cell 
foams,41 which are important in a variety of applications such as catalysis.42  
Capillary flow is also important in the coating of microchannels (Figure 1.4b). After 
liquid is brought into contact with a microchannel (e.g., using inkjet printing), capillary 
action draws the liquid down the channel, coating its surface. Capillary-driven flow is used 
in this way to functionalize microchannel surfaces with catalytic and conductive materials 
for applications in microreactors and printed electronics.6–9,15 In Chapters 3–5, spontaneous 
capillary flow is studied in a wide variety of microchannel architectures.  
Post-deposition coating flows can also be driven by gravity. Gravity-driven flow is 
primarily a concern for coatings inclined at nonzero angles relative to the horizontal. In dip 
coating, gravity pulls the entrained liquid toward the bottom of the coated object (Figure 
1.4c). This draining results in a depletion of material near the top of the coating and an 
accumulation of material near the bottom. If excessive amounts of gravity-driven flow 
occur, the coating can even drip off of the object. 
Many other coating processes are also susceptible to gravity-driven flow. For 
example, many R2R processes feature web paths with nonzero angles.43 Thus, gravity-
driven flow is a concern for any coating operation utilized in R2R applications, including 
slot coating, curtain coating, and gravure and inkjet printing (Figure 1.4d). A classic 
example of post-deposition flow induced by gravity comes from paint brushed onto a wall. 
After application, the coating (still a liquid) will tend to flow toward the bottom of the wall; 
this type of flow is known as sag.44,45 Sag measurement and mitigation is the subject of 
Chapter 2.  
While gravity and capillarity are the primary forces driving post-deposition flow, 
viscous forces oppose this motion. Viscous forces resist capillary-driven flows such as 
spreading, leveling, and spontaneous wicking, as well as gravity-driven flow. Accordingly, 
one major challenge in controlling post-deposition flow is that one viscosity range is not 
uniformly beneficial to the coating. Low viscosities facilitate spreading and leveling and 
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allow capillary-driven flow in microchannels to cover long distances. However, low 
viscosities are also detrimental to coatings applied to inclined substrates due to the resulting 
excessive flow. 
Dimensionless ratios provide a useful comparison to assess the relative strength of 
various forces acting in a system. For the relationships between capillarity, gravity, and 
viscosity, the capillary (Ca) and Galileo (Ga) numbers are often used:a  
 𝐶𝑎 =
𝜂𝑢
𝛾
 (1.1) 
 𝐺𝑎 =
𝜌2𝑔𝐿𝑐ℎ𝑎𝑟
3
𝜂2
 (1.2) 
where η, γ, and ρ are the liquid viscosity, surface tension, and density, respectively, u and 
Lchar are the characteristic velocity and lengthscale of the system, respectively, and g is 
acceleration due to gravity. Small capillary numbers (low viscosity) encourage capillary-
induced spreading while small Galileo numbers (large viscosity) prevent excessive sag. 
This dichotomy thus sets up the importance of rheology control in coating operations. The 
importance of rheology control will continue to be emphasized in the next section on 
solidification, where the coating undergoes rheological changes induced by drying or 
curing. Rheology control is also a theme emphasized in general throughout this thesis. 
Inertia can also play an important role in coating flow, especially in processes 
carried out at high velocity or when rapid changes in velocity occur. The importance of 
inertia in a coating process can be characterized by its Reynolds number, Re: 
 𝑅𝑒 =  
𝜌𝑢𝐿𝑐ℎ𝑎𝑟
𝜂
 (1.3) 
where systems characterized by 𝑅𝑒 ≪ 1 are dominated by viscous forces and inertial forces 
are negligible (flows characterized by small Reynolds numbers are also known as creeping 
or Stokes flows).46 
During coating application (i.e., during the processes described in the previous 
section), the relative influence of inertia is often highest. In high-speed blade coating, 
                                                 
a A third dimensionless number, the Eötvös or Bond number (Bo) represents the relative strength of capillary 
to gravitational forces. 𝐵𝑜 =  𝜌𝑔𝐿𝑐ℎ𝑎𝑟
2 /𝛾. Variable definitions are as defined in eqs. 1.1 and 1.2. 
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inertia can exert an extra ‘impulse’ force on the blade.47 In curtain coating, the inertia of 
the falling curtain must be high relative to the influence of surface tension to maintain 
curtain stability.48,49 Inertia can also influence liquid transfer in gravure printing50 and 
enables slot die coating to produce thinner films at high velocities.51 The relative 
importance of inertia in inkjet printing is also highest during printing, as the drop is released 
at high-speed from the printhead and impacted onto the substrate. 
During post-deposition flow, inertia seldom has a significant effect due to the 
characteristically low velocities. Only at very early times does inertia typically play a role. 
For example, after substrate withdrawal in dip coating, inertia influences the gravity-
induced drainage.27 Inertia is also important at the onset of capillary-driven flow,52,53 such 
as that which might occur after an ink is jetted into a microchannel. However, these inertial 
effects are only significant at early times, on the order of milliseconds or less. Compared 
to typical process timescales on the order of 1–1000 s, inertial effects are negligible save 
in instances where dynamics at early times are specifically of interest. 
 Throughout Chapters 2–5, the relative importance of inertia on gravity- and 
capillary-induced coating flows is analyzed by employing the Reynolds number. In 
Chapter 2, inertia is shown to be negligible over the observation times used to study 
evaporating thin film flows driven by gravity. In Chapters 3–5, capillary flow dynamics 
are studied at both early and long times, permitting an investigation of the transition from 
inertia-dominated flow at early times52,53 to long-time behavior dominated by viscous and 
capillary forces.40,54–56 
1.2.4 Solidification 
 Ultimately, a coating process seeks not only to spread liquid over a surface, but to 
keep it there. The post-deposition coating flow described in the previous section is 
ultimately arrested by solidification; often, flow and solidification occur simultaneously 
during a coating operation. It is the balance between these two processes that decides the 
fate of a coating: solidification that occurs too quickly or too slowly can have detrimental 
consequences. Accordingly, the solidification process has a dramatic influence on final 
coating quality and appearance. 
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Solidification can occur by one of two means: drying or radiation curing, illustrated 
in Figure 1.5. In drying (Figure 1.5, panels a and b), solvent is removed (evaporated) from 
the system, the solids content rises, and the coating solidifies. Typically, this process is 
expedited by putting the coating through an oven, where the temperature is elevated and 
the evaporation rate increases. Forcing dry gas over the coating surface can also decrease 
drying times. During this solidification process, the viscosity of the coating also rises, often 
steeply.4,21 Even before all of the solvent is removed, this viscosity increase can be enough 
to completely arrest flow. The fundamentals of drying in thin films, droplets, and open 
microchannels is discussed more in §2.4.5 and §5.4. The delicate balance between post-
deposition flow and drying is the subject of Chapters 2 and 5.  
In liquid resin systems, radiation in the form of UV light or heat is applied to 
activation initiators in the coating, which polymerize and crosslink the monomers and 
oligomers in the system (Figure 1.5c). This has an effect similar to solvent removal and 
rigidifies the coating. As with drying, this process is linked to a steep increase in 
viscosity.21 
 
Figure 1.5. Solidification of liquid-applied coatings, from the initially-deposited coating (left 
column), to a partially solidified coating (middle column), to the final, solidified thin film (right 
column). (a) Drying of a polymer solution, (b) drying of a latex dispersion, and (c) radiation-
induced curing of a liquid resin system. Not to scale. 
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Controlling coating rheology during drying or curing is as important as controlling 
the rheology of the initial formulation. As discussed in the previous section, it is viscosity 
which opposes both capillary- and gravity-driven flow. If a coating is solidified too quickly, 
it may not have time to level sufficiently. Oppositely, if a coating is not solidified fast 
enough, an excessive amount of gravity-driven flow may occur. 
The advantages (disadvantages) of proper (improper) rheology control throughout 
a coating process unify all of the processing steps used to fabricate a coating. The rheology 
is defined by the formulation, influences how a coating behaves during a specific 
application procedure, governs it flow after deposition, and determines how its viscosity 
changes during solidification. 
1.3      Thesis Overview: Motivation and 
Scope 
 At each stage of the coating process, understanding and controlling the properties 
and behavior of the coating is key to optimizing its ultimate appearance, utility, and 
longevity. This thesis focuses on the last two stages of the coating process: post-deposition 
flow and solidification. Specifically, this work seeks to investigate, understand, and 
ultimately control post-deposition flows driven by gravity and capillarity undergoing 
simultaneous solidification induced by drying.  
Coating flows occur on a wide variety of substrate architectures, ranging from flat, 
uniform substrates to complex three-dimensional (3D) objects. To focus this investigation, 
a single substrate architecture is chosen for each type of flow. For gravity-driven flow, thin 
film coatings moving down smooth substrates will be investigated. For capillary-driven 
flow, spontaneous capillary filling into open microchannels will be explored.  
The name formally given to coating defects caused by excessive gravity-driven 
flow is sag. While sag is a familiar and well understood coating defect, techniques 
commonly employed to both measure and predict associated coating flows are still 
rudimentary and qualitative in nature. Additionally, the complex rheological changes that 
coatings undergo during sag (via drying) coupled with the multitude of adjustable 
processing parameters make it difficult to predict exactly how much sag will occur during 
a given coating operation. Accordingly, many approaches to sag mitigation employ ‘guess-
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and-check’ or Edisonian tactics: a coating is formulated, evaluated based on its resistance 
to sag, and reformulated if too much sag occurs.  
In this work, these limitations are addressed by developing novel methods for 
measuring and predicting sag. First, a measurement technique based on particle tracking is 
developed and verified experimentally. Then, a theoretical model to describe the 
simultaneous flow and drying associated with a sagging coating is formulated and validated 
with the experimental data. This model is then used to develop a new theoretical framework 
for predicting sag in drying coatings. 
Capillary flow dynamics have been under active investigation for over a century, 
yet the influence of drying on these dynamics has yet to be explored. The need to 
understand the effect of drying on capillarity is motivated by the multitude of coating 
processes that take advantage of this spontaneous phenomenon. An emerging field of 
printed electronics relying on the spontaneous capillary-driven flow of functional inks has 
provided particular motivation for this research (e.g., see refs. 9 and 15). In this work, the 
influence of drying on capillary flow dynamics is explored from all aspects of the coating 
process: from coating formulation, through simultaneous flow and drying, to the final 
properties of the solidified film.  
In addition to the effect of drying on capillary flow dynamics, capillary imbibition 
in 3D printed microchannels is investigated. 3D printing is a promising alternative for 
manufacturing customized, micro-scale devices, including microfluidics. However, 3D 
printed channels are rough and irregularly shaped and little is known about how liquids 
interact with their surfaces. Accordingly, this work seeks to understand how 3D printed 
surfaces influence capillary flow dynamics and how 3D printing can be gainfully employed 
in the manufacture of devices requiring microchannels. 
This thesis is organized into six chapters intended to investigate the topics 
mentioned above. Chapter 1 has provided an overview of the coatings market and a brief 
outlook on its future. The steps involved in processing a liquid-applied coating were also 
explored, with an emphasis on the importance of rheology and how simultaneous flow and 
drying after deposition influence the properties of the final coating. In Chapter 2, thin film 
flow driven by gravity is studied experimentally and theoretically to develop improved 
methods for both measuring and predicting coating defects caused by sag. In Chapter 3, 
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capillary flow dynamics in the absence of drying are studied in rectangular, open channels. 
In Chapter 4, these same dynamics are studied in irregular and rough open microchannels 
fabricated using various 3D printing technologies. In Chapter 5, the influence of drying on 
capillary-driven flow in open, rectangular microchannels is investigated. Case studies with 
two different conductive inks used to manufacture printed electronic devices are included. 
Finally, in Chapter 6, future directions envisioned for this research work are presented. 
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Chapter 2 
  
Sag in Drying Coatingsb,c,d 
 
 
Figure 2.1. Non-uniform sag of a paint film applied to a wall. Scale bar: approximately 1 cm. 
                                                 
b Adapted from Progress in Organic Coatings, vol. 86, R. K. Lade Jr., J.-O. Song, A. D. Musliner, B. A. 
Williams, S. Kumar, C. W. Macosko, and L. F. Francis, “Sag in Drying Coatings: Prediction and Real Time 
Measurement with Particle Tracking,” pp. 49–58, copyright 2015, with permission from Elsevier.  
c Adapted from Journal of Coatings Technology and Research, vol. 12, R. K. Lade Jr., A. D. Musliner, C. 
W. Macosko, and L. F. Francis, “Evaluating Sag Resistance with a Multinotched Applicator: Correlation 
with Surface Flow Measurements and Practical Recommendations,” pp. 809–817, copyright 2015, with 
permission from Springer. 
d This work was done in collaboration with Austin D. Musliner, Bryce A. Williams, and Satish Kumar. 
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2.1      Overview 
Sag is a coating defect characterized by excessive, gravity-driven flow after 
deposition. In this chapter, a novel method for visualizing and measuring sag in thin film 
coatings is investigated. By tracking the motion of micron-sized Lycopodium particles on 
a coating surface, surface velocities can be monitored throughout the entire drying process 
not only in real time, but on local lengthscales. This particle tracking method is also shown 
to be minimally invasive, setting it apart from existing methods of sag measurement. 
Results measuring real time sag distances and surface velocities in aqueous poly(vinyl 
alcohol) solutions are compared against a theoretical model; agreement between this model 
and experimental data are used to validate the particle tracking method. This model is then 
extended to develop a novel framework for sag prediction: the sag regime map. Lastly, the 
particle tracking method is used to quantitatively assess the Anti-Sag Meter, a popular tool 
used to evaluate a coating’s resistance to sag. 
2.2      Introduction 
 Coating appearance is critically dependent on a variety of factors, including coating 
rheology and process parameters such as temperature and relative humidity. These factors 
play complex and highly interdependent roles during the processing of a coating and failure 
to appropriately control them can have dramatic consequences on ultimate coating 
appearance.57 Defects such as orange peel, cratering, and sag (Figure 2.1) all illustrate the 
possible consequences of poor coating control. 
 Sag is the post-deposition flow of a coating due to gravity, and excessive amounts 
of sag can lead to coating defects.44,58–60 Coatings applied onto substrates inclined at any 
nonzero angle from the horizontal will experience a gravity-induced shear stress. The 
coating will react by flowing down the substrate with a velocity profile specific to its 
rheology44 (e.g., parabolic for a Newtonian liquid). This flow will continue until it reaches 
a natural obstacle—such as the edge of a substrate, where it can become pinned37,38—or 
until the viscosity of the coating rises sufficiently to arrest the flow.  
 Viscosity can increase for a number of reasons. During evaporation-induced drying, 
viscosity rises as solvent evaporates from the coating.61 In curing systems, viscosity 
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increases as monomers and oligomers in the coating resin crosslink due to activation via 
UV light or heat.21 Other systems thicken naturally over time due to the time-dependent 
formation of an internal structure; liquids that undergo a viscosity increase in this manner 
are known as thixotropic.62,63 Regardless of the mechanism, this viscosity rise is the 
primary means by which sag is arrested in a coating. The total distance that a coating flows 
after deposition is defined as the sag distance or sag length.45,64     
 Sag can be described as uniform or non-uniform;45 an example of non-uniform sag 
is shown in Figure 2.1. Uniform sag, also referred to as draining or ‘smooth’ sag,45 occurs 
when the coating flows evenly over the width of the substrate. Uniform sag is expected in 
situations where edge effects are negligible, coating thickness is uniform, and the substrate 
if flat. Non-uniform sag, also known as curtaining, dripping or running,45,58 can occur if 
any of the criteria for uniform sag are not met. Non-uniform sag can lead to drips or 
fingering instabilities and becomes increasingly more likely as coating thickness 
increases.45,65 Even uniform sag, however, can have adverse effects on coating appearance. 
Sag distances as small as 1 mm44,64 have been shown to accentuate defects and/or 
roughness in the substrate66,67 or base coat.64,68 Sag can also reveal and magnify otherwise 
invisible microscopic contaminants, such as dust, that fall onto the coating during 
processing.44 Even in the absence of substrate defects or contaminants, excessive sag can 
lead to the unsightly accumulation of material at substrate edges due to surface tension 
effects.69 These accumulations will be much thicker than the rest of the coating, will dry 
slower, and can lead to other coating defects such as wrinkling or incomplete drying/curing. 
 Sag is a practical concern in all coating operations operated at non-zero angles, 
including dip coating,21,28,70 spray coating,71 and roll-to-roll (R2R) or web-based 
processes.43 Coating processes with a baking step are also susceptible to sag, as initial 
temperature rise can significantly reduce viscosity and increase flow.69 The ubiquity of 
these processes and their susceptibility to sag illustrate why measuring and controlling sag 
resistance is a critical step in many processing operations.  
 Acknowledging the importance of sag, several researchers have developed various 
means to measure it. Wu44 was one of the first to extensively analyze sag and, using an 
‘indicator’ method, measured uniform sag by recording the distance travelled by a colored 
indicator band. Croll et al.45 later adopted this technique while also extending its 
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application to the measurement of non-uniform sag. In both studies, only final sag distances 
(measured after flow stopped) were reported. Overdiep72 used a sensitive force transducer 
to monitor sag based on mass flow using a ‘sagging balance’ (Figure 2.2a). Others73,74 have 
attempted to predict sag behavior based on rheological measurements. Optical techniques 
have also been devised to assess sag: Frisch et al.64 correlated distinctness of image (DOI) 
measurements with specific sag distances (Figure 2.2b) while Bosma et al.75 used their 
‘falling wave’ technique to track moving surface ripples (Figure 2.2c), again correlating 
the measurements with specific sag distances.   
 
 
Figure 2.2. Various methods of sag measurement reported in the literature. (a) The ‘sagging 
balance’, used to measure mass flow rate over time. Reprinted from Progress in Organic 
Coatings, vol. 14, ‘The Effect of a Reduced Solvent Content of Solvent-Borne Solution Paints 
on Film Formation’, pp. 1–21, copyright 1986, with permission from Elsevier. (b) Correlation 
between sag distance and distinctness of image (DOI). Reproduced with permission from  
ref. 64, copyright 1991, John Wiley and Sons. (c) ‘Falling wave method’, monitoring motion 
and decay of surface ripples over time. Reprinted from Progress in Organic Coatings, vol. 55, 
‘The Role of Sag Control Agents in Optimizing the Sag/Leveling Balance and a Powerful New 
Tool to Study This’, pp. 97–104, copyright 2006, with permission from Elsevier. (d) Typical test 
result from Anti-Sag Meter test, showing parallel strips of coated paint of varying thickness. 
Strips closer to the top of the substrate are thinner and sag less. Reproduced, with permission, 
from ref. 58, copyright ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA 
19428. 
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 More qualitative optical techniques, with an emphasis on simplicity, have also been 
developed with the goal of standardizing the evaluation of sag resistance. These techniques 
typically fall into one of two categories, either evaluating sag in (1) a single 
(approximately) uniform thickness film76,77 or (2) a series of coated lines of varying 
thicknesses.78,79 Of the tools designed for carrying out these tests, the most widely utilized 
and generally accepted is the Anti-Sag Meter79,80 (ASM). This multinotched applicator is 
used to coat a series of increasingly thick parallel strips of coating onto a substrate and 
information on sag resistance is extracted based on the flow of these strips81 (Figure 2.2d). 
This technique has been adopted as the American Society for Testing and Materials 
(ASTM) standard test for sag resistance (ASTM test D4400).81 
Despite the popularity of the ASM, few studies have illustrated the relationship 
between sag resistance as evaluated using the ASM and the actual sag resistance of a 
coating in its end-use application. Miller et al.82 measured sag resistance in several high-
solids polyester coatings using both the ASM and a qualitative air-spraying method, the 
latter of which was designed to simulate the actual, end-use coating conditions. The authors 
note that the two sag assessment methods did not agree well and attributed the 
disagreement to the inability of the ASM to simulate the actual coating situation. In 
separate reports published by ASTM83 and Leneta Company,79 the ASM method is 
compared with a qualitative ‘brushout test.’ In a typical brushout test, a wet film is applied 
to a vertical substrate and a portion of that coating is then manually wiped away, creating 
coating-free portions on the substrate. Sag resistance is then subjectively rated based on 
how the coating flows back into this coating-free region over time.78 While both studies 
conclude that the ASM is more precise and sensitive than the brushout method, more 
research is needed to compare the ASM test with more quantitative sag measurement 
methods that involve more realistic coating situations. 
 While all of the techniques described above possess individual merits, there 
remains a need for a quantitative sag measurement method that is simple, versatile, non-
invasive, real-time, and makes measurements based on local (rather than bulk or average) 
coating behavior. Song84 recently employed Lycopodium spores to monitor sag in drying 
coatings. By tracking the motion of these spores on the coating surface during drying, the 
method was used to successfully measure sag distances. While this technique is capable of 
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fulfilling all of the above-mentioned criteria, it has yet to be fully explored and validated. 
 In this chapter, sag is analyzed from an experimental and theoretical viewpoint with 
the goal of developing rigorous and quantitative techniques for evaluating and predicting 
sag in drying coatings. First, the quantitative spore tracking technique proposed by Song84 
is used to measure sag in aqueous solutions of poly(vinyl alcohol) (PVA). A model is 
developed in parallel with these measurements to simulate gravity-driven flow under 
equivalent flow and drying conditions. This model is used to validate sag distances and 
surface velocities measured using the spores. While this technique is developed for cases 
of uniform sag, discussions on how this technique can apply in general to cases of non-
uniform sag are also presented. The non-invasive and versatile nature of this technique, 
capable of measuring sag on a multitude of different substrate geometries, is also discussed.  
 Second, a novel framework for predicting sag in drying coatings is proposed. Using 
the above-mentioned model, a sag regime map is created, visually illustrating how much a 
coating will sag (via the sag distance) based on the properties of the coating liquid (e.g., 
density, viscosity, etc.) as well as the processing conditions (e.g., drying rate, inclination 
angle, etc.). By mapping out the process phase space, this map is developed as an intuitive, 
fundamentals-based approach to predicting and controlling sag. Examples are also 
presented to illustrate how the sag regime map can be used to intelligently design coatings 
or coating operations based on user-defined process constraints.  
 Lastly, the validated spore tracking technique is applied in a case study to evaluate 
the strengths and limitations of the popularized ASM test. The comparison serves as the 
first instance, to the author’s knowledge, of such a direct comparison between the ASM 
test and a quantitative sag measurement technique. It is shown that while the ASM test is 
capable of qualitatively evaluating sag resistance, its sensitivity is limited and coatings with 
similar (but different) sag behavior may be rated as equivalent. Specifically, coatings 
sagging as continuous thin films do not necessarily behave the same as coatings sagging 
as discrete coated strips. It is shown that by running the ASM test at smaller inclination 
angles (90° angles are specified in the ASTM procedure), the resolution of the test can be 
improved to distinguish between similar coatings. Ultimately, this case study provides a 
more robust framework for interpreting the ASM test while also illustrating the practical 
utility of the spore tracking technique.  
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2.3      Experimental 
2.3.1 Solution and Paint Preparation 
 Solutions of aqueous PVA (99+% hydrolyzed, Mw = 130 kg/mol, Sigma-Aldrich 
Co., St. Louis, MO) ranging in concentration from 0.050–0.121 w/w were prepared by 
sealing the ingredients in a gastight jar and then gently stirring them for 3–5 min. The jar 
was then placed into a 97°C oven and allowed to heat overnight (14–17 h). After heating, 
the solutions were stirred until cool, approximately 1 h. Prolonged, elevated temperature 
(>70°C) is necessary to quicken PVA dissolution. All PVA solutions were used on the 
same day they were prepared to avoid any effects of crosslinking or gelling, which can 
become significant even at low concentrations in solutions that are several days old.85  
 Four commercial, water-based, latex paints were studied: three manufactured by 
Behr (Marquee Interior [A], Premium Plus: Paint & Primer in One [B], and Premium Plus: 
Interior Ceiling [C]; Behr Process Corp., Santa Ana, CA) and one manufactured by Glidden 
(Interior Premium [D]; Glidden Co., Strongsville, OH). Paints will henceforth be referred 
to by their single-letter abbreviations, as denoted by A–D in brackets above. All paints 
were white with a flat sheen. Prior to testing, each paint was mixed thoroughly for 10 min. 
in a paint shaker (Model 5400, RADIA (formerly Red Devil Equipment Co.), Plymouth, 
MN).     
2.3.2 Lycopodium Spores 
 Lycopodium powder (Duke Scientific, Palo Alto, CA) is a fine, yellow powder 
composed of many individual Lycopodium spores. Lycopodium is one genus of clubmoss86 
whose spores are roughly spherical and monodisperse (diameter ≈ 25 µm); scanning 
electron microscopy (SEM) images are shown in Figure 2.3. At 25 µm, these spores are 
large enough to be readily visualized in an optical microscope yet small enough to not 
disturb the surface of the coatings onto which they are placed. Lycopodium spores are also 
covered with a hydrophobic, waxy coating87 which, combined with their unique surface 
structure, allows them to remain at the surface of the coating instead of sinking toward the 
substrate. 
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Figure 2.3. SEM micrographs of Lycopodium spores (a) illustrating their characteristic size and 
dispersity and (b) their surface structure. Scale bars: 20 μm. 
 
2.3.3 Particle Tracking to Measure Surface Velocity 
 Thin film samples of PVA solutions and paint were prepared using an adjustable 
gap blade coater (Teflon Microm II, Paul N. Gardner Co., Pompano Beach, FL). Samples 
were coated onto silicon substrates (34 x 34 mm2; 533 ± 9 µm thick). All substrates were 
treated with plasma under vacuum (0.5–1 Torr) for 30 s at 18 W in a plasma cleaner (PDC-
32G, Harrick Plasma, Ithaca, NY) prior to coating to encourage uniform wetting. 
 Immediately after coating, Lycopodium spores were sprinkled onto the coating 
surface in low concentrations to mitigate clumping. Coated substrates were then placed 
onto an inclined drying stage positioned under an optical microscope (Figure 2.4). The 
drying stage consists of two aluminum plates; the angle between them can be adjusted 
using a screw. Inclination angles of 7.5, 10, 45, and 90° were tested. A 100 x 100 mm2 
flexible Kapton® heater (KH-404/(10)-P, OMEGA Engineering, Inc., Stamford, CT), 
regulated using a feedback controller, was attached to the bottom of the top plate, enabling 
temperature control within ± 0.1°C. Runs were conducted at temperatures of 25 or 45°C 
and at room relative humidity (RH; RH = 10–60%, with specific values indicted where 
necessary). Care was taken to level the bottom plate before each experiment.  
An optical microscope (KH-7700 with 50–400x MX(G)-5040Z zoom lens with 
mid-range adapter, Hirox USA, Hackensack, NJ) was used to track spore motion during 
drying. At small angles (7.5° and 10°), the microscope was positioned perpendicular to the 
horizontal and a correction factor was employed during data analysis to account for the 
angle of the substrate. At larger angles (45° and 90°), the microscope was positioned 
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perpendicular to the coating so that no correction factor was required. Single spores or 
small groups of two or three spores were tracked during drying. Only spores which were 
relatively isolated (≥ 1 mm from nearest neighbor) and far from the edge (≥ 10 mm) were 
tracked to avoid particle-particle interactions and edge effects, respectively. 
 
 During spore tracking, the motion of a single spore (or small cluster) was typically 
monitored over the course of one run. Sequences of 10 images were recorded every 20–60 
s at 1–3 frames per second (fps). Longer intervals (2–3 fps) were utilized at long times 
when particle velocity dropped below 1 µm/s. ImageJ software (v1.41o, NIH) with a 
particle tracker and detector plug-in88 was used to track the position of the spores over time. 
Average velocities were then extracted from each 10-image sequence using linear 
regression. Each regression had a large R2 value (> 0.99) indicating that spore velocity did 
not change significantly over the 10 s measurement period. Surface velocities were 
integrated over time using regression to the simplest acceptable polynomial fit to estimate 
total sag distance.  
2.3.4 Thickness and Evaporation Rate Measurements 
 Initial wet film thicknesses were measured optically and using stylus profilometry. 
 
Figure 2.4. Inclined drying stage for spore tracking. lsag: sag distance; s: Lycopodium spore; φ: 
inclination angle. 
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Both techniques were used to estimate initial wet film thicknesses of the PVA solutions 
while only the latter was used for the paints. Evaporation rates were measured using the 
optical technique (described below).  
 Using profilometry, initial wet film thickness was estimated by coating a silicon 
substrate as described in §2.3.3 and letting in dry completely over several days. The dry 
film was then scored using a new razor blade such that the film was completely penetrated 
but the substrate was not scratched. A stylus profilometer (P-16, KLA-Tencor, Milpitas, 
CA) was then used to measure the depth of each score several times. Care was taken to 
ensure that the stylus tip always touched the substrate surface. The dry film thickness, hdry, 
was then used to estimate initial wet film thickness, ho, using eq. 2.1: 
 
 ℎ𝑜 ≈
𝜌𝑑𝑟𝑦
𝜌
ℎ𝑑𝑟𝑦
𝑤𝑜
 (2.1) 
where wo is the initial polymer weight fraction and ρ and ρdry are the initial wet solution 
and dry film densities, respectively. The initial solution density was estimated by recording 
the mass of a 1-mL syringe filled with the PVA solution. The exact volume of the “1 mL” 
syringe was measured by recording the mass of the syringe when filled with water at a 
known (room) temperature. Dry film density was taken to be 1.269 g/cm3, as reported by 
the manufacturer.89   
Optically, initial film thicknesses and evaporation rates were estimated by 
recording the position of the coating surface over time (Figure 2.5). A digital optical 
microscope (KH-7700 with MX(G)-10C zoom lens and 140–1400x OL-140(II) optical 
lens, Hirox USA, Hackensack, NJ) controlled by a stepper motor (resolution: ± 0.1 µm) 
was first positioned above the uncoated substrate. A position of ‘0’ was then assigned to 
the height of the lens corresponding to an in-focus substrate surface. The substrate was then 
coated as described in §2.3.3 and repositioned under the microscope on top of the heated 
stage (set to 25 or 45°C) as described in §2.3.3 at an angle of 0°. The focal plane was then 
readjusted to coincide with the surface of the coating; this height was taken as the thickness 
of the coating and was recorded over time as the coating dried. 
In the viscous, white paints, the surface is easily tracked using trapped air bubbles 
or small fibers (or other small contaminants) present at the surface. For the lower viscosity, 
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transparent PVA solutions, it is much more difficult to apply these techniques. As such, 
Lycopodium spores were placed onto the coating surface to more easily track it. Because 
the depth of field of the microscope (~10 µm) is smaller than the size of the spores, 
calibration experiments were conducted to estimate the distance between the top of the 
spores (where optimal focus was achieved) and the true surface of the coating. This was 
done by locating a spore and a nearby small contaminant on the coating surface and rapidly 
alternating focus between the two objects. By assuming that the small contaminants sit 
exactly at the liquid-air interface, it was determined that the distance between the coating 
surface and the spore surface was approximately 21 µm. 
 
 
 Linear regression of the recorded thicknesses over time was then used to estimate 
both the evaporation rate and the initial film thickness at time zero. When spores were 
utilized as visualization aids to track the coating surface, the calibration distance of 21 µm 
was subtracted from the measured initial thickness to estimate the true initial thickness.
 Evaporation rates were also estimated using mass loss measurements. Substrates 
were again coated and positioned on top of the heated stage (angle: 0°; temperature: 25, 
35, or 45°C) as described in §2.3.3. Mass loss measurements were then made over time. 
Using linear regression, the change in mass over time (ṁ) was used to estimate the 
evaporation rate (Ė) using eq. 2.2:   
 
Figure 2.5. Schematic of set up for optical method used to measure initial film thickness and 
evaporation rate; a: stepper motor, b: optical microscope, c: Lycopodium spore. h(t) is the 
thickness of the film at time t. 
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 Ė ≈
ṁ
𝜌𝐴
 (2.2) 
   
where A is the area of the coated substrate. Evaporation rates estimated using eq. 2.2 were 
found to be in good agreement with evaporation rates measured optically. 
 It is important to note that evaporation rates estimated using the above-described 
methods do not capture early-time dynamic evaporation rates that may occur as the 
substrate equilibrates to the temperature of the stage. At stage temperatures of 25°C 
(changes of 1–2°C from room temperature), these dynamic effects are not expected to be 
significant. For this reason, all initial thicknesses estimated optically were made with data 
recorded at 25°C. Evaporation rates estimated at 35 or 45°C represent estimates of 
equilibrium rates, after the coating has reached the temperature of the stage.  
 
2.3.5 Rheological Characterization 
 Rheology measurements were taken with an AR-G2 stress-controlled rheometer 
(TA Instruments, New Castle, DE) and a 40 mm 2° stainless steel cone and plate geometry 
covered with a plastic guard to minimize evaporation. A Peltier plate was used to control 
temperature during testing. Viscosities were measured over temperatures ranging from 17–
40°C. Viscosity measurements were also made using a concentric cylinders (C30, DIN 
standard) geometry, which is inherently less susceptible to evaporation. Agreement 
between the two geometries suggests that evaporation did not significantly impact the 
results. 
 The maximum shear stress, τmax, expected in the coatings can be estimated using 
the initial coating thickness, ho: 
  𝜏𝑚𝑎𝑥 = 𝜌𝑔𝑠𝑖𝑛(𝜑)ℎ𝑜 (2.3) 
where g is the acceleration due to gravity. For initial coating thicknesses of approximately 
200 μm, τmax is not expected to exceed ~2 Pa. Accordingly, viscosity measurements were 
made over shear stresses ranging from 0.5–60 Pa for each PVA solution and 0.1–100 Pa 
for the paints. Viscosity was also recorded at a constant shear rate in each paint to assess 
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its thixotropy. This was done by first shearing each paint for 60 s at 500 s–1, after which it 
was confirmed that each paint had reached a constant viscosity. After this period of high 
shear, each paint was subjected to a constant stress of 1.5 Pa for 300 s. After approximately 
100 s, each paint exhibited a constant increase in viscosity.  
 Negligible wall slip for all rheological measurements was verified using sandpaper-
coated parallel plates.90 
2.3.6 Anti-Sag Meter Testing 
 Anti-Sag Indices were measured using a Leneta Anti-Sag Meter (ASM-4: Medium 
Range, Leneta Co., Inc., Mahwah, NJ). This multinotched applicator80 contains 11 notches 
with gaps spanning 100–600 µm in increments of 50 µm, with each notch 6.4 mm wide 
and separated by 1.6 mm spacings. A generalized schematic of a multinotched applicator 
is shown in Figure 2.6. To conduct each test, the Anti-Sag Meter (ASM) was placed at the 
edge of a glass substrate (14 x 28 cm2) which had been previously cleaned with distilled 
water and acetone. Paint (10 mL) was then deposited just behind the ASM onto the 
substrate. The ASM was then drawn across the glass substrate at 150 mm/s using an 
automatic drawdown machine (Paul N. Gardner, Co., Pompano Beach, FL). This applied 
a series of 11 evenly spaced, coated lines. After coating, substrates were immediately 
positioned at angles of 10°, 45°, or 90° from the horizontal, such that the long edge of the 
coated lines were parallel with the floor. The coated samples were then allowed to dry at 
room conditions (23 ± 1°C, 51 ± 5% RH).  
After drying, samples were visually inspected and rated for an Anti-Sag Index 
(ASI). Per guidelines specified by ASTM81 and Leneta Co.,80 the ASI was designated as 
the largest notch clearance (measured in units of mils) producing the coated line which did 
not flow (sag) into the line below it. Fractional ASIs, which are recommended for increased 
precision, were not used as no fractional merging of lines was observed. ASIs were 
assigned based on results in the middle of the substrate, at least 50 mm from each edge. 
Sample results from the ASM test are shown in Figures 2.6b and 2.6c. 
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Figure 2.6. (a) Schematic of multinotched applicator (i.e., the Anti-Sag Meter (ASM)), with 
coating gaps ranging from 4–24 mil (102–610 μm). Sample results from ASM test with ASI of 
(b) 8 mil and (c) 18 mil. Scale bars: 10 mm.   
  
2.4      Theory of Thin Film Coating, 
Flow, and Drying 
2.4.1 Adjustable Gap Blade Coating 
 Adjustable gap blade coating is used to apply a thin, uniform coating onto a 
substrate (Figure 2.7). Several configurations are possible, including those with stationary 
blades and moving substrates and those where the substrate is stationary and the blade is 
moved across it. The latter situation applies to this work, but the analysis below can apply 
in general to both scenarios.  
Flow under the blade occurs via a combination of drag (Couette) flow and pressure-
driven (Poiseuille) flow. The individual flow contributions from drag, Qd, and pressure, 
Qp, can be expressed as:  
 
 𝑄𝑑 =
U
2
ℎ𝑔𝑎𝑝 (2.4) 
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 𝑄𝑝 =
ℎ𝑔𝑎𝑝
3 ∆𝑃
12𝜂𝐿
 (2.5) 
where η is the viscosity of the coating, hgap is the (constant) gap between the bottom of the 
(rigid) blade, L is the land length of the blade, U is the speed of the blade relative to the 
substrate, and ΔP is the pressure difference across the blade. In eqs. 2.4 and 2.5, flow rate 
is normalized by blade width, which is assumed large enough to have a negligible impact 
on the flow. 
 
Figure 2.7. Schematic of blade coating procedure. B: adjustable-gap blade. Not to scale. 
  
The total flowrate at the exit of the blade coater, Qout, can be expressed as:  
 𝑄𝑜𝑢𝑡 = 𝑈ℎ (2.6) 
assuming a uniform exit velocity, where h is the coated, wet film thickness applied to the 
substrate. The sum of eqs. 2.4 and 2.5 can be set equal to eq. 2.6 by volume conservation. 
Rearranging and solving for h gives:  
 
ℎ =
ℎ𝑔𝑎𝑝
2
(1 +
ℎ𝑔𝑎𝑝
2 ∆𝑃
6𝜂𝐿𝑈
) (2.7) 
Eq. 2.7 is valid for Newtonian liquids that undergo negligible viscosity changes during 
coating. In many coating operations, the second term in the parenthesis is negligible and 
the coated wet film thickness can be approximated as equal to half of the blade gap.29 
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 Non-Newtonian coating rheologies have been shown to alter the result derived in 
eq. 2.7. Whereas shear thinning liquids are expected to coat thicker than equivalent 
Newtonian solutions, viscoelastic liquids may coat thicker or thinner than an equivalent 
Newtonian solution, depending upon the specific influence of elasticity on the overall 
rheological behavior.30  
2.4.2 Wetting and Leveling in Thin Films 
To maintain a thin film after coating, the liquid must wet the substrate. The criterion 
for wetting is defined by Young’s equation: 
 
𝛾𝑆𝑉 = 𝛾𝑆𝐿 + 𝛾𝑐𝑜𝑠𝜃𝑒 (2.8) 
where γSV and γSL are the surface energies at the solid-vapor and solid-liquid interfaces, 
respectively, γ is the liquid (liquid-vapor) surface tension, and θe is the equilibrium contact 
angle.91 Wetting requires that θe < 90° and if the contact angle is too large, the liquid will 
resist spreading on the substrate. A non-wetting thin film applied onto a substrate will tend 
to pull away from the edges and form droplets.4 Plasma treatment operations are frequently 
carried out before coating to remove surface contaminants such as dirt and grease, lowering 
the solid-liquid interfacial energy and facilitating wetting. 
Once the coating has been spread onto the substrate, it will rapidly level to form 
smooth films (Figure 2.8). The local shear stress at any x-z coordinate driving this leveling 
(τxz) can be expressed as:35 
 
𝜏𝑥𝑧 = 𝜏𝑥𝑧|𝑧=ℎ + (𝛾
𝜕ℎ
𝜕𝑥3
+
𝜕𝑧
𝜕𝑥
𝜕2ℎ
𝜕𝑥2
) (ℎ − 𝑧) (2.9) 
As eq. 2.9 reveals, several factors influence the stress on the film: (1) local undulation 
height (h–z), (2) local film curvature (∂h/∂x and its derivatives), and (3) shear stresses at 
the free surface (𝜏𝑥𝑧|𝑧=ℎ), including air drag and stresses induced by surface tension 
gradients. Capillary pressure gradients induced by the local curvature of the film often 
dominate the leveling process. 
Neglecting air drag, drying effects, and assuming a Newtonian solution with 
constant surface tension and viscosity, Orchard34 derived a leveling equation describing 
the change in amplitude of a sinusoidal disturbance of wavelength λ in a film with average 
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thickness h (see Figure 2.8). Orchard’s equation describes the change in amplitude of the 
disturbance from an initial value, ao, to some value at time t, at: 
 𝑙𝑛 (
𝑎0
𝑎𝑡
) =
16𝜋4ℎ3 γ𝑡
3𝜆4𝜂
 (2.10) 
  
 
 
Figure 2.8. Schematic of leveling in thin film with sinusoidal surface disturbance. 
 
Overdiep35 later modified eq. 2.10 to account for viscosity changes (such as those 
expected during drying): 
 
𝑙𝑛 (
𝑎0
𝑎𝑡
) =
16𝜋4ℎ3 γ
3𝜆4
∫
𝑑𝑡
𝜂(𝑡)
𝑡
0
 (2.11) 
As eq. 2.11 illustrates, drying, which tends to increase the viscosity of a solution, will 
reduce the rate of leveling. Overdiep35 also showed that the presence of surface tension 
gradients—caused by concentration gradients of certain components in the solution, such 
as surfactants, or temperature gradients—can influence the rate of leveling. Flow due to 
surface tension gradients is known as the Marangoni effect58,92,93 and can be expressed 
generally as ∂γ/∂x in eq. 2.9 (replacing the 𝜏𝑥𝑧|𝑧=ℎ term). Marangoni stresses drive surface 
flow from regions of low to high surface tension, resulting in a bulk flow of liquid.58 
Depending on the situation, the Marangoni effect can both enhance and retard leveling.35    
 For shear thinning or pseudoplastic rheologies, the liquid viscosity can be described 
by the general equation: 
 
𝜂 = 𝐾𝛾̇𝑛𝑟−1 (2.12) 
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where K and nr are rheology-dependent constants and γ̇ is shear rate. For liquids which 
obey eq. 2.12, eq. 2.11 can be rewritten as:58,94  
𝑎𝑡
(𝑛𝑟−1)/𝑛𝑟 = 𝑎0
(𝑛𝑟−1)/𝑛𝑟 −
𝑛𝑟 − 1
2𝑛𝑟 + 1
𝛾1/𝑛𝑟 (
2𝜋
𝜆
)
(3+𝑛𝑟)/𝑛𝑟
ℎ(2𝑛𝑟+1)/𝑛𝑟 ∫
𝑑𝑡
𝜂(𝑡)
𝑡
0
 (2.13) 
 In many coatings applied to smooth substrates, leveling will occur over timescales 
much smaller than those associated with drying or flow. For example, a disturbance with λ 
= 0.5 mm in a 200 μm thick coating with a viscosity of 0.5 Pa·s will attenuate from 10 μm 
to less than 1 nm is under a millisecond. Also note that for disturbances with λ < 1 cm 
(satisfied by all films studied in this work), gravity will not have a significant influence on 
leveling.58 
 An important additional point is that, even after leveling, film thickness will only 
be uniform in the center of the substrate, far from any edges. This is due to the fact that 
thin films will pin to the edge of a substrate due to contact angle and surface tension 
effects.37,38 This results in a small curved region near each substrate edge on the order of 
one capillary length, lcap: 
 
𝑙𝑐𝑎𝑝 = (
𝛾
𝑔(𝜌 − 𝜌𝑣)
) (2.14) 
where ρv is the density of the surrounding medium (e.g., air).39 For water in air, lcap ≈ 3 
mm.  
Beyond a distance lcap from any substrate edge, film thickness will be 
approximately uniform. For most practical applications, this permits film thicknesses 
measured in the center of a substrate to be reasonably estimated as the thickness of the 
entire film. However, it is important to consider this edge pinning in substrates where one 
or more dimensions are smaller than lcap. In these cases, the thickness of the coating may 
not be uniform along one or both axes and may be entirely dictated by edge-induced 
curvature effects.       
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2.4.3 Gravity-Driven Flow 
 A thin liquid film inclined at an angle φ above the horizontal experiences a shear 
stress, τ, due to gravity: 95 
 τ = 𝜌𝑔(ℎ − 𝑧)𝑠𝑖𝑛𝜑 (2.15) 
At the substrate, z = 0 and shear stress is maximized (eq. 2.3). This stress, coupled with the 
specific rheology of the coating, dictates the velocity profile throughout the film44,66,95 and 
is responsible for sag. 
 
  
For steady,e one-dimensional, laminar flow down an inclined plane, the velocity 
profile induced by the stress in eq. 2.15 has been derived for a variety of rheological 
behaviors.44 For a Newtonian liquid, the velocity profile, v(z), is given by: 
 
 
𝑣 =
1
2
𝜌𝑔𝑧2𝑠𝑖𝑛𝜑
𝜂
 (2.16) 
assuming no slip at the substrate surface (z = 0) and zero shear stress (full slip) at the liquid-
air interface (z = h).44,95 The surface velocity, vs, or sag velocity, is easily calculated from 
                                                 
e A steady state thin film flow is expected to be reached within milliseconds for systems studied in this 
work.110 
 
 
Figure 2.9. Schematic of thin film flow of a Newtonian liquid down an inclined plane, showing 
velocity, v(z), and shear stress, τ(z), profiles. 
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eq. 2.16 by replacing z with h, the film thickness. A schematic of thin film flow of a 
Newtonian liquid down an inclined plane is shown in Figure 2.9 
The total distance that the coating surface flows after deposition (deposition occurs 
at t = 0) is defined as the sag length or sag distance, lsag:
45,64 
 
𝑙𝑠𝑎𝑔 = ∫ 𝑣𝑠𝑑𝑡
∞
0
 (2.17) 
For a constant viscosity, constant thickness system flowing on an infinite substrate, lsag is 
infinite. However, in a system that dries, film thickness, density, and, most importantly, 
viscosity evolve over time. Film thickness will decrease as solvent is removed from the 
system while viscosity increases (density may also change). The viscosity increase 
associated with drying is typically the dominant mechanism by which flow is arrested and 
sag stops. The total sag distance after coating application (at t = 0) is defined as: 
 
𝑙𝑠𝑎𝑔 =
1
2
𝑔𝑠𝑖𝑛𝜑 ∫
𝜌(𝑡)ℎ2(𝑡)
𝜂(𝑡)
𝑑𝑡
∞
0
 (2.18) 
for a Newtonian solution. Eq. 2.18 applies when viscosity evolves with time, but remains 
uniform throughout the film. That is, it assumes that there are no concentration gradients 
(see §2.4.5). 
 In a shear thinning fluid obeying eq. 2.12, vs becomes:  
 𝑣𝑠 = (
𝜌𝑔𝑠𝑖𝑛𝜑
𝐾
)
1/𝑛𝑟
(
𝑛𝑟
𝑛𝑟 + 1
) ℎ(𝑛𝑟+1)/𝑛𝑟 (2.19) 
where all material properties, including nr, as well as film thickness can vary in time.
44 In 
Bingham fluids—Newtonian fluids with a yield stress, τyield—sagging occurs only in a 
region extending a distance τyield/ρgsin(φ) above the substrate. At heights beyond this 
critical value, the entire film moves at a uniform velocity as a single sheet. This 
phenomenon has been labeled as ‘slumping’.44 The surface velocity at z values at and above 
this critical height is:  
 
𝑣𝑠 =
1
2
𝜌𝑔𝑠𝑖𝑛𝜑
𝜂
(ℎ −
𝜏𝑦𝑖𝑒𝑙𝑑
𝜌𝑔𝑠𝑖𝑛𝜑
)
2
 (2.20) 
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Note that the above derivations assume that the region of interest is far from any substrate 
edge or, alternatively, that the substrate is infinite.   
2.4.4 Gravity-Driven Flow on Finite Substrates 
On finite substrates, the coating pins to all edges. Film thickness can be 
approximated as uniform if the region of interest is far from any of these edges (at least 
one capillary length, see eq. 2.14). For gravity-driven flow on rectangular substrates, 
neglecting edge effects further requires that h be much smaller than the substrate width, 
4ℎ2/𝑊𝑠𝑢𝑏
2 ≪ 1).96 Here, Wsub is defined as the substrate width along the y-axis (see Figures 
2.4 and 2.9).    
Additional thinning, also known as draining or wedging, occurs along the x-axis of 
the substrate. This thinning is a simple application of mass conservation, and results in a 
thinner film toward the top of the substrate and a thicker film toward the bottom, such as 
is shown in Figures 1.4c and 2.10.45,58,96 
 
The thickness, h(t), of a thin film of Newtonian liquid in steady, gravity-driven flow 
down an inclined plane at time t can be expressed as: 
 ℎ(δ, 𝑡) = √𝛿 / (
𝑡𝜌𝑔𝑠𝑖𝑛𝜑
𝜂
+
𝛿
ℎ0
2) (2.21) 
 
Figure 2.10. Schematic of gravity-induced drainage of a liquid on a finite substrate. 
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where δ is the distance from the top edge of the substrate and ho is the initial coating 
thickness.27,45 Eq. 2.21 assumes that the properties of the film (except thickness) are 
constant, and hence does not account for drying. 
 Figure 2.11 shows the effect of viscosity on thinning due to draining over time for 
a thin film with an initial thickness of 200 μm. A constant distance of δ = 17.5 mm and 
angle of 7.5° have been chosen (these values coincide with those used in §2.5). As Figure 
2.11 reveals, thickness can drop significantly due to draining even in the absence of 
evaporation, with the effect being more pronounced at lower viscosities. 
 
 
Figure 2.11. Film thickness versus time due to draining for a thin film at indicated (constant) 
viscosity. ho = 200 μm, δ = 17.5 mm and φ = 7.5°. 
 
2.4.5 Drying Theory 
Immediately after a liquid coating is applied to a substrate, drying begins. For a 
single molecule of solvent to evaporate, it must first navigate its way to the liquid-air 
interface, typically by diffusion. At the surface of the coating, an equilibrium exists 
between the solvent in the air and in the coating. This equilibrium defines the vapor 
pressure of the solvent immediately above the coating, psat. This equilibrium (or saturation) 
vapor pressure is influenced by a number of factors, most notably by the presence of solute 
(such as polymer) and temperature. Far from the coating surface, the partial pressure of the 
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solvent vapor, p∞, influences the rate of evaporation.
4,21,61 For organic solvents such as 
acetone or toluene, p∞ ≈ 0 when drying is carried out under room conditions. When the 
solvent is water, however, p∞ is a strong function of the relative humidity (RH), defined as: 
 
𝑅𝐻(%) =
𝑝
𝑝𝑠𝑎𝑡
∙ 100% (2.22) 
where p is the partial pressure of water in the air. For an aqueous system, p∞ = p in eq. 2.22. 
 The difference between psat and p∞ provides the driving force for evaporation and 
the flux of solvent away from the coating surface is directly proportional to this difference. 
In drying operations that occur in stagnant air, diffusion of solvent vapor away from the 
coating surface is typically the rate limiting step of the drying process. By forcing solvent-
free gas over the coating, p∞ can be driven to zero and the drying rate can be significantly 
enhanced.21  
 If the rate of evaporation outpaces the rate at which new solvent can diffuse to the 
surface, concentration gradients can develop within the film. Drying uniformity can be 
assessed by calculating the Péclet number, Pe:  
 𝑃𝑒 =
ℎĖ
𝐷
 (2.23) 
where Ė is the evaporation rate (with units of length per time) and D is the diffusion 
coefficient of solvent in the coating.97,98 When Pe ≪ 1, diffusion is sufficiently fast to drive 
solvent to the coating surface and solute concentration remains uniform throughout the 
coating. When Pe ≫ 1, evaporation outpaces diffusion of solvent to the surface and the 
concentration of solute will rise faster at the surface than in the rest of the film, i.e., a 
concentration gradient will form.97,98 This phenomenon can also lead to the formation of a 
physical skin at the surface in some systems.61,97,99   
 Pe can be estimated by measuring the coating thickness and evaporation rate 
experimentally, as described in §2.3.4. The diffusion coefficient can be estimated in a 
variety of ways. One simple approach is to use the Mackie-Meares model:100,101 
   
𝐷
𝐷𝑤
= (
1 − 𝜑𝑠
1 + 𝜑𝑠
)
2
 (2.24) 
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where Dw is the diffusion coefficient of water and φs is the volume fraction of solids or 
solute. This model has been shown to describe the diffusion of water in aqueous PVA 
systems well.102 Dw is well-characterized and takes on values of 2.3×10–5 and 3.2×10–5 
cm2/s at 25 and 45°C, respectively.103–105 φs can be estimated from the solids weight 
fraction, w, of a coating by considering the densities of the solids component, ρs, and whole 
solution, ρ: 
   
𝜑𝑠 ≈ 𝑤
𝜌
𝜌𝑠
 (2.25) 
 For drying scenarios characterized by low values of Pe, drying proceeds at an 
approximately constant rate during which time solvent loss from the system varies linearly 
with time.97,98 Towards the end of drying when the solute concentration reaches some 
critical value (typically around φs ≈ 0.6–0.7 ), the rate of diffusion of solvent to the coating 
surface drops precipitously and the rate of solvent loss decelerates.106    
 Drying can also be enhanced by increasing the temperature of the coating, which 
raises psat without influencing p∞. A coating placed on a hot plate or in an oven will initially 
move through a transition state where its temperature changes from its initial value (e.g., 
room temperature) to the heating temperature. Newtonian heat transfer is one model that 
can be used to describe the temperature transition that the coating undergoes during 
heating. For this model to apply, the Biot number, Bi, must be much less than unity.21 The 
Biot number is defined as:    
   
𝐵𝑖 =
ℎ𝑐𝐿𝑐ℎ𝑎𝑟
𝑘𝑡
 (2.26) 
where hc is the heat transfer coefficient, Lchar is a characteristic lengthscale, and kt is thermal 
conductivity. In thin film coatings, Lchar ≈ h. Due to the thinness of most coatings, many 
satisfy Bi ≪ 1 and their heating can be described using a Newtonian model. Under this 
model, the temperature, T, of the coating can be described by the following differential 
equation: 
   
𝑑𝑇
𝑑𝑡
= 𝜅(𝑇∞ − 𝑇) (2.27) 
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where T∞ is the temperature of the surrounding environment and 𝜅 ≡ hc/ρCph (Cp is the 
specific heat capacity of the system).  
2.5      Results and Discussion 
2.5.1 Initial Thickness, Evaporation Rate, and Péclet 
Number  
i.  Poly(vinyl Alcohol) (PVA) Solution Coatings 
Initial thicknesses measured using both the optical and profilometry methods are 
presented in Table 2.1 for the PVA solution coatings. These values agree well with each 
other and initial thicknesses estimated using eq. 2.7 (assuming ho ≈ hgap/2). Figure 2.12a 
shows thickness data obtained using the optical method.  
 
Table 2.1. Initial thickness data for PVA solution coatings 
Condition 
No. 
Estimated from gapa 
(μm) 
Optical methodb 
(μm) 
Profilometryc 
(μm) 
Average (μm) 
1 178 200 ± 6 207 ± 11 203 ± 12 
2 127 117 ± 7 136 ±   3 127 ±   8 
3 178 200 ± 6 207 ± 11 203 ± 12 
4 178 200 ± 6 207 ± 11 203 ± 12 
a Estimated assuming ho ≈ hgap/2, where hgap = 356 μm (condition no. 1, 3, 4) or 254 μm (condition no. 2); 
hgap estimated as blade coater gap minus substrate thickness (533 μm) 
b Error represents standard deviation of y-intercept of linearly regressed data 
c Error represents 95% confidence interval (at least 20 measurements) 
 
  
 
Drying conditions and corresponding evaporation rates for each condition tested 
are reported in Table 2.2 along with corresponding estimated Péclet numbers. Reported 
temperatures correspond to the (user-specified) temperature of the stage. The largest 
influence on evaporation rate was temperature, where an increase from 25 to 45°C results 
Table 2.2. PVA solution coating testing conditions and evaporation rates 
Condition 
No. 
Ta (°C) RH (%) 
Ė (μm/s) 
Ped 
Optical b Mass loss b,c 
1 25.0 ± 0.1 20 ± 4 0.15 ± 0.02 - 0.017 
2 25.0 ± 0.1 20 ± 4 0.15 ± 0.01 - 0.010 
3 25.0 ± 0.1 13 ± 2 0.15 ± 0.03 0.14 ± 0.01 0.017 
4 45.0 ± 0.1 13 ± 2 0.55 ± 0.01 - 0.044 
a Temperature of the stage 
b Error based on standard deviation of slope of linear regressed data 
c Estimated using eq. 2.2 
d Initial Péclet number, estimated using eqs. 2.23–2.25 and data in Tables 2.1 and 2.2 
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in a more than 300% increase in the evaporation rate. Height loss data from which the 
evaporation rates were extracted are shown in Figure 2.12b. The evaporation rate at 
condition number 3 was also estimated using mass loss measurements and eq. 2.2, again 
showing good agreement between two independent techniques. 
The linear decreases in film thickness observed at all temperatures in Figure 2.12b 
suggests that drying is always limited by external mass transport and not by diffusion of 
water to the coating surface.21,98 The concentration of PVA within the film is thus expected 
to remain uniform during drying with no concentration gradients. This is also supported by 
 
Figure 2.12. (a) Film thickness versus time measured by tracking spore position during drying 
(optical method). Lines show linear regression for each data set and y-intercepts are displayed 
along left side of graph. Data corresponds to initial thicknesses for condition nos. 1, 3, and 4 (top 
two lines) and 2 (bottom three lines). Displayed thicknesses have been corrected by 21 μm to 
account for the height of the spore (see §2.3.4). (b) Film thickness change over time as a function 
of indicated condition number (see Table 2.1). Dashed line shows evaporation rate predicted 
based on mass loss measurements for condition no. 3 only. (c) Mass change over time as a 
function of drying temperature; RH = 52 (± 3)%. Lines show linear regression to data at each 
temperature. Slopes are -0.07, -0.14, and -0.21 μm/s at 25.0, 32.5, and 40.0°C, respectively. 
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the estimated Péclet numbers reported in Table 2.2, which are all much less than unity. 
Simulations conducted by Buss et al.98 with 0.1 v/v aqueous PVA solutions also predict 
uniform drying under similar conditions over timescales of approximately 300 s (condition 
no. 4) or 800 s (condition nos. 1–3) provided Pe ≪ 1. Note that these timescales for drying 
(300 s at 45°C and 600 s at 25°C) coincide with timescales used in the particle tracking 
experiments. As such, the conclusions made here about concentration uniformity can also 
be extended to the results in §2.5.3. 
Additional mass loss measurements were carried out at temperatures ranging from 
25–40°C to determine the qualitative relationship between evaporation rate and 
temperature. These data are shown in Figure 2.12c with the slopes of the best-fit lines 
presented in the figure caption, indicating a linear relationship between evaporation rate 
and temperature. It is assumed that this linear relationship holds regardless of drying rate 
and thus assume it applies to all drying conditions tested in this study. This linear 
dependence of evaporation rate on temperature, combined with the data in Table 2.2, will 
be used in §2.5.4 to estimate evaporation rate for condition no. 4 as the film heats from 
room conditions to 45°C. 
ii. Latex Paint Coatings 
 Three to five different drying conditions were tested for each latex paint. 
Corresponding measured initial thicknesses and evaporation rates, along with predicted 
initial thicknesses and Péclet numbers, are presented in Table 2.3. 
 As Table 2.3 reveals, evaporation rate is relatively insensitive to paint type and 
coating thickness, with an average value of 9.3 (± 0.9) μm/s. As with the PVA solution 
coatings, each latex paint coating exhibits Pe ≪ 1 and we thus assume that concentration 
remains uniform during drying. The drying conditions listed in Table 2.3 (corresponding 
to specific film thicknesses for each paint) correspond to the data presented in §2.5.6. 
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Table 2.3. Initial thicknesses, evaporation rates, Péclet numbers and other physical parameters of latex paints dried at 23°C and 
51% RH 
Paint 
ID 
ρ (g/cm3) ϕs,oa Condition No. ho (μm) [predicted]b ho (μm) [measured]c Ė (µm∙102/s)c Ped 
A 1.34 ± 0.01 0.48 ± 0.04 
1-A 102 110 ± 11 9.5 ± 0.4 0.038 
2-A 127 143 ±   6 11 ± 1 0.058 
3-A 152  162 ± 23 11  ± 1 0.066 
4-A 203 222 ± 17 9 ± 1 0.074 
5-A 229 234 ±   9 11  ± 1 0.095 
B 1.39 ± 0.01 0.43 ± 0.04 
1-B 102 127 ± 14 10.6  ± 0.9 0.039 
2-B 127 133 ± 39 10 ± 2 0.038 
3-B 152 183 ± 12 10.3 ± 0.4 0.054 
4-B 191 214 ±   1 9.1 ± 0.7 0.056 
5-B 216 255 ± 17 11  ± 0.8 0.080 
C 1.40 ± 0.01 0.38 ± 0.04 
1-C 279 269 ± 35 8.6  ± 0.6 0.052 
2-C 305 321 ± 16 8 ± 2 0.058 
3-C 330 329 ± 12 9.2 ± 0.5 0.068 
D 1.39 ± 0.03 0.44 ± 0.05 
1-D 102 111 ±   3 9 ± 1 0.030 
2-D 127 138 ± 12 8.8 ± 0.8 0.037 
3-D 152 168 ± 23 9.3 ± 0.4 0.047 
4-D 254 286 ±   5 9.0 ± 0.8 0.077 
5-D 279 309 ±   6 8.7 ± 0.3 0.081 
a ϕs,o is the solids volume fraction at time t = 0, estimated using eq. 2.25; wo estimated using mass loss measurements 
b Estimated assuming ho ≈ hgap/2 
c Measured using optical method; error based on standard deviation from linear regression 
d Estimated using eqs. 2.23 and 2.24 
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2.5.2 Rheology of PVA Solutions and Latex Paints 
i. Poly(vinyl Alcohol) (PVA) Solution Coatings 
 Aqueous solutions of PVA exhibit Newtonian behavior up to a concentration of at 
least 0.12 w/w. Figure 2.13a shows PVA solution viscosity at 23°C at concentrations 
ranging from 0.03–0.121 w/w and over shear rates of 0.1–10 Pa. Viscosity was also 
measured at other temperatures ranging from 17–40°C (Figure 2.13b). This data was fit to 
an empirical model, suggested by Patton,59 capable of capturing both the temperature, T, 
and polymer weight fraction, w, dependence of viscosity:  
 
   𝑙𝑜𝑔(𝜂𝑟) =
𝑤
𝑘𝑎(𝑇) + 𝑤 · 𝑘𝑏(𝑇)
 (2.28a) 
   𝑘𝑎(𝑇) = 1.28 · 10
−5𝑇(𝐾) + 1.59 · 10−2, (2.28b) 
   𝑘𝑏(𝑇) = 3.83 · 10
−4𝑇(𝐾) − 2.47 · 10−2 (2.28c) 
 
where ηr is the relative viscosity and ka and kb are temperature-dependent fitting 
parameters, where temperature is in Kelvin. The fit based on eq. 2.28 is compared with the 
experimental data in Figure 2.13b, revealing that the model captures the data well. The 
weight fraction range over which this data has been fit corresponds to the range expected 
to be experimentally relevant (above w ≈ 0.15 w/w, surface velocities are too small to 
measure). 
ii. Latex Paint Coatings 
The viscosity of each latex paint is reported over a shear stress range of 0.1–100 Pa 
in Figure 2.14a, illustrating shear thinning behavior. The viscosity of each paint over time 
after a period of high shear (see §2.3.5 for experiment description) is presented in Figure 
2.14b. Each paint exhibits thixotropic behavior and, after approximately 100 s, a steady 
rate of viscosity increase when subjected to a constant stress of 1.5 Pa. These rates of 
increase are 0.037, 0.025, 150, and 0.24 Pa·s/s for paints A, B, C, and D, respectively.   
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Figure 2.13. Viscosity of PVA solutions as a function of (a) shear stress at 23°C (polymer weight 
fraction indicated next to data) and (b) polymer weight fraction and temperature, where solid 
lines show fit to eq. 2.28. 
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Figure 2.14. Shear viscosity of latex paints as a function of (a) applied shear stress and (b) time 
(under constant applied shear stress of 1.5 Pa). 
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2.5.3 Sag in PVA Coatings Part I: Measurement 
 Sag was monitored in real-time for each of the four drying conditions listed in 
Tables 2.1 and 2.2. Figure 2.15 shows surface velocities measured at each condition as a 
function of time. At least three individual runs were conducted at each condition and each 
data point represents an average of all velocities recorded within ± 15 s (condition nos. 1–
3) or ± 8 s (condition no. 4) of a specific time point. In this manner, the data in Figure 2.15 
represents a moving average of measured surface velocities. Data at condition no. 4 was 
averaged over a smaller timeframe because velocities decreased much faster during these 
high temperature runs. 
As predicted by eq. 2.16, Figure 2.15a shows that films with larger initial 
thicknesses exhibit larger surface velocities. This persists at early and intermediate drying 
times up until the later stages of drying (~250 s in Figure 2.15a), where viscosity becomes 
very large and vs → 0. Figure 2.15b shows that surface velocities in films dried at higher 
temperatures (45 versus 25°C) decline much faster. This is in agreement with the 
description of drying presented in §2.4.5 and is a direct result of the higher evaporation 
rate at elevated temperatures. This also agrees with the evaporation rate measured for 
condition no. 4 presented in Table 2.2, which is nearly four times larger than the 
evaporation rates measured for the other three conditions. Lines superimposed over the 
data show model predictions of the surface velocity, predicted using a model described in 
§2.5.4. 
 Figure 2.16 provides a more in-depth look at run-to-run variability in measured 
surface velocities as a function of drying time. Specifically, data points collected during 
several individual trials conducted at condition no. 1 are shown. In Figure 2.16a, the solid 
and dashed lines represent the average and ± 1 standard deviation, respectively. This run-
to-run variability can be explained by a number of factors. From eq. 2.16, the strong 
dependence of surface velocity on film thickness (vs ∝ h2) suggests that even small 
differences in the initial coated thickness can result in significant changes in observed 
surface velocity. Figure 2.16b shows the same data as Figure 2.16a but with the surface 
velocities in trials 1 and 4 scaled by factors of 0.8 and 1.4, respectively. All other 
parameters being equal, this is equivalent to scaling the initial thicknesses by 0.89 
(203→180 μm) and 1.18 (203→240 μm), respectively. While these thicknesses are outside 
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the range of uncertainty reported in Table 2.1, this example illustrates the strong influence 
that even small variations in initial thickness can have on surface velocity.  
 
 
 
Figure 2.15. Surface velocity as a function of (a) initial coating thickness and (b) drying 
temperature at indicated condition number. Condition numbers correspond to the drying 
conditions listed in Tables 2.1 and 2.2.  
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Figure 2.16. Run-to-run variability exhibited during individual trials during spore tracking at 
drying condition no. 1 (see Tables 2.1 and 2.2). (a) Surface velocity data from four independent 
trials, where solid line indicates average surface velocity over time and dashed lines indicate ± 
1 standard deviation from this average. (b–d) Surface velocity data from panel a showing (b) 
surface velocities for trials 1 and 4 scaled by 0.8 and 1.4, respectively, (c) times in trials 1 and 4 
shifted backward and forward by 15 and 20 s, respectively, and (d) surface velocities in trials 1 
and 4 scaled by 0.97 and 1.03, respectively, and times shifted backward and forward by 10 s, 
respectively.  
 
Figure 2.16c shows that all of the data also collapse onto a single curve if some data 
are shifted in time instead of space. This can be accomplished by shifting the data in trials 
1 and 4 backward or forward in time by 15 and 20 s, respectively. The rationale for this 
shift is the small amount of uncertainty in the exact time associated with a particular 
velocity measurement. This uncertainty exists for two reasons: due to the short (5–10 s) 
period required to place the coated substrate onto the inclined drying stage and due to the 
fact that velocity at each time point is actually an average of spore position data recorded 
over a period of 10 s. Again, however, the 15–20 s time shifts required to make the data 
consistent are larger than the actual uncertainty in time anticipated based on the 
experimental procedure. However, Figure 2.16d shows that by shifting the data in trials 1 
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and 4 backward or forward by a more reasonable 10 s, and also scaling the velocities by 
only 0.97 or 1.03 (the maximum shifts expected based on a 12 μm uncertainty in initial 
film thickness), the data can also be made self-consistent. This example illustrates that 
small uncertainties in time and initial coating thickness can entirely account for the 
observed run-to-run variability in measured surface velocities.  
Other anomalies in the spore tracking data, not apparent in Figures 2.15 or 2.16, 
also merit discussion. First, spores in the same field of view (0.45–1.65 mm2) were not 
always observed to move at the same velocity. The average standard deviation among 
velocities recorded from spores in the same field of view at any given time point was 
approximately 11% of the average velocity. The cause of such variability can possibly be 
attributed to one or both of two causes. First, small contaminants (not necessarily visible 
at all magnifications used for spore tracking) may have interacted with some spores in such 
a way as to alter their observed velocity. In certain trials, larger, visible contaminants 
located closely to spores were observed to alter their motion and velocity data from these 
spores was excluded. However, it stands to reason that smaller contaminants, invisible 
during particle tracking, may have also been present and impacted the velocity of some 
spores. Direct evidence for the presence of these smaller, hard to detect contaminants was 
found when developing the optical tracking method described in §2.3.4, where these small 
contaminants were actually exploited to track the free surface. Second, spore orientation 
may have a subtle impact on local velocity. From Figure 2.3, it is apparent that the spores 
are not completely spherical and specific orientations with respect to the coating surface 
may cause small shifts of the observed surface velocity away from the average. This theory 
is difficult to assess, however, as at the low magnifications used for particle tracking, all 
spores appear as only small dark circles. 
 A second important point is that some spores exhibited off-axis velocities, i.e., 
some spores did not exhibit completely uniaxial motion. From Figure 2.4, the x-axis 
velocity, vx, is the primary velocity (that reported in Figures 2.15 and 2.16; vx = vs) and the 
the y-axis velocity, vy, is the off-axis velocity. For spores possessing a significant vy, this 
off-axis motion typically persisted throughout an entire run, always decreasing during 
drying. The value of vy ranged from less than 1% of vx to the same order of magnitude as 
vx. This off-axis velocity can be attributed to several factors. For example, an imperfectly 
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leveled stage with a tilt of only 0.3° could lead to a vy of over 1 μm/s. A small amount of 
coating liquid or dirt trapped under the substrate could also lead to this effect. This 
explanation is consistent with the fact that spores in the same field of view often exhibited 
nearly identical off-axis velocities.  
Edge effects may have also contributed to the observed off-axis velocities. As the 
coatings were not bounded by walls, they assumed a naturally curved shape at the edges of 
the substrate. While it is expected that film thickness was approximately uniform where 
spore motion was monitored (approximately 17 mm from any edge, much larger than the 
capillary length (see eq. 2.14), convection caused by a higher evaporation rate at the edges 
of the coating (an artifact of the well-known coffee-ring effect107–109) may have caused the 
spores to stray from their uniaxial motion. Convection induced by this effect can pervade 
over distances much larger than the capillary length108 and certainly over distances larger 
than the 17 mm used here. However, regardless of the source of this off-axis velocity, it 
appears to have had no impact on the average value of vy at any given time. This 
presumption is based on the fact that velocities measured from spores with both large and 
small off-axis velocities were not distinguishable in coatings processed under the same 
conditions.  
2.5.4 Sag in PVA Coatings Part II: Prediction 
 Surface velocities corresponding to the four drying conditions listed in Tables 2.1 
and 2.2 were also predicted using a model. Equation 2.16 was used as a basis for this model. 
Though strictly developed for non-evaporating, steady flows, eq. 2.16 was used under a 
quasi-steady-state assumption96 to extend its use to steady, evaporating flows. This 
approximation holds when the rate of evaporation is small compared to the flow velocity, 
which is true in all of our coatings until the very end of drying where vs → 0. Eq. 2.16 also 
neglects edge effects and inertia. Edge effects can be neglected as the film is much wider 
than it is thick (4ℎ2/𝑊𝑠
2~10−4). Inertial effects can also be safely neglected46 as the 
Reynolds number (Re) is on the order of 10–5. From previous work,110 a steady state 
velocity profile is expected to form within milliseconds of the coating becoming inclined. 
 The modeling scheme, including relevant equations, is outlined in Table 2.4. A 
finite-difference scheme is employed where time is discretized in step sizes equal to 1 s. 
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Table 2.4. Finite difference scheme for calculating surface velocity during drying 
Step Parameter Associated equation Eq. No. Assumptions 
1 Temperature, T 𝑇𝑡  = Tt-1 + (Tt-1–To) (–
2ℎ𝑐
ρℎ𝑡−1Cp + 𝜌𝑠𝑢𝑏ℎ𝑠𝐶𝑝,𝑠
) 2.29 
Bi ≪ 1, uniform film temperature, 
substrate heats much faster than 
coating 
2 
Film thickness, h 
(Evaporation) 
ℎ𝑡
′  = ht-1– Ė Δt 2.30 
Evaporation is uniform along surface 
and varies linearly with T 
3 
Polymer weight fraction, 
w 
𝑤𝑡  = 
ht-1wt-1
ℎ𝑡
 2.31 
Uniform polymer concentration, 
constant solution density 
4 Viscosity, η 
𝑙𝑜𝑔(𝜂𝑟) =
𝑤𝑡
𝑘𝑎(𝑇𝑡) + 𝑤𝑡 · 𝑘𝑏(𝑇𝑡)
 
 
𝑘𝑎(𝑇𝑡) = 1.28 · 10
−5𝑇𝑡(𝐾) + 1.59 · 10
−2 
𝑘𝑏(𝑇𝑡) = 3.83 · 10
−4𝑇𝑡(𝐾) − 2.47 · 10
−2 
2.28 Uniform viscosity 
5 
Film thickness, h 
(Correct for draining) 
ℎ𝑡 = ℎ𝑡
′ − ∆ℎ𝑑𝑟𝑎𝑖𝑛𝑖𝑛𝑔 
 
where 
∆ℎ𝑑𝑟𝑎𝑖𝑛𝑖𝑛𝑔 =
1
2
(ℎ(𝛿, 𝑡 + 1) − ℎ(𝛿, 𝑡 − 1)) 
 
and ℎ(𝛿, 𝑡) is defined by eq. 2.21 
2.32 
Height change due to draining can be 
approximated by slope of curve 
predicted by eq. 2.21 at current 
viscosity and time 
6 Surface velocity, vs,t 𝑣𝑠,𝑡 =
1
2
𝜌𝑔ℎ𝑡
2𝑠𝑖𝑛𝜃
𝜂𝑡
 2.33 
Quasi steady-state 
Re ≪ 1 
To: stage temperature; hc: heat transfer coefficient; Cp: solution heat capacity (assumed equal to that of water); Cp,s, ρsub, hs: heat capacity, density, and thickness 
of substrate, respectively; t: current time step; Δt: time step interval (1 s). Subscripts of 0, t, t-1, and t+1 indicate property values at times 0, t, t-1, and t+1, 
respectively. h' is an intermediate thickness variable, accounting for thickness change due to evaporation but not draining. 
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First, film temperature is estimated according to eq. 2.29, assuming that the substrate and 
coating are at the same temperature and the air immediately above the coating is at the 
same temperature as the stage. This assumption follows from the fact that conductive 
resistance in the substrate and coating is much less than convective resistance in the 
air.111,112 The heat transfer coefficient was estimated by fitting temperature versus time data 
during heating, as measured with a thermocouple. The best-fit heat transfer coefficient for 
the system discussed here was 28 W/m2K, which represents an average for the entire 
coating/substrate system. Effects associated with evaporative cooling are neglected. 
 Once the coating temperature at time t is calculated, an intermediate film thickness 
is calculated based on the (temperature-dependent) evaporation rate (eq. 2.30). Polymer 
weight fraction and viscosity are then calculated using eqs. 2.31 and 2.28, respectively. At 
the polymer concentrations relevant in these experiments (0.07–0.15 w/w) density was 
measured and varied by less than 5% from 1 g/cm3. Accordingly, it was assumed that ρ = 
1 g/cm3 at all times. 
 Film thickness is then corrected for draining, based on eq. 2.32. As discussed in 
§2.4.4, this correction is necessary because the substrates used here are finite. In all 
experiments, spore velocities were recorded in the center of the substrate. Accordingly, δ 
in eq. 2.32 was set to 17 mm (half the length of the substrate) for all simulations. Small 
changes in δ did not significantly influence the predictions of the model. Because viscosity 
varies with time, thickness changes due to draining are estimated based on the local slope 
of eq. 2.21 and viscosity at time t. 
After film thickness is corrected for draining, all calculated parameters at time t are 
input into eq. 2.33 to estimate surface velocity. These parameters are then saved and used 
in the next time step. Similar assumptions as were discussed for eq. 2.16 also apply to eq. 
2.33. For reasons already discussed, these assumptions are expected hold in the system 
discussed herein.  
The model was written and executed in MATLAB (v.7.6.0.324 (R2008a), The 
MathWorks, Inc., Natick, MA); all code can be found in Appendix A. Figure 2.15 
compares the surface velocities measured by spore tracking with those predicted using the 
modeling scheme outlined in Table 2.4. Using eq. 2.17, sag distances were calculated at 
each condition using both the experimentally measured and model-generated surface 
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velocities; these distances are compared in Table 2.5. 
 
Table 2.5. Comparison of experimental and model-predicted sag distances 
Condition no. 
lsag (mm) 
R2 
Experimenta Model 
1 4.1 ± 1.0 4.8 0.94 
2 2.0 ± 0.7 1.7 0.91 
3 4.7 ± 1.3 5.0 0.93 
4 2.5 ± 1.2 3.3 0.55 
a Error based on uncertainty in measured surface velocity from at least 3 runs.  
 
 To further assess the quality of the model predictions, R2 values were estimated 
using the following equation: 
   𝑅2 = 1 −
∑ (𝑣𝑠,𝑖 − 𝑣𝑚𝑜𝑑𝑒𝑙,𝑖)
2
𝑖
∑ (?̅?𝑠 − 𝑣𝑚𝑜𝑑𝑒𝑙,𝑖)2𝑖
 (2.34) 
where vs,i and vmodel,i are the experimental and model-generated velocities corresponding to 
time ti, respectively, and ?̅?𝑠 is the mean experimental velocity. 
 As Figure 2.15 reveals, the model successfully predicts the shape of the velocity 
curves as well as reasonably estimating the exact velocity magnitudes at all times. In all 
cases, the model prediction falls within one standard deviation of the experimental data 
during a majority of the flow. Comparing the sag distances in Table 2.5 reveals agreement 
within 5–15% for all measurements made at 25°C. The disagreement between model and 
experiment is larger at 45°C, as explained below. The good agreement between model and 
experiment at 25°C (and poor agreement at 45°C) is also reflected in the calculated R2 
values. 
 Disagreement between model and experiment can be attributed to the imprecise 
nature of the model itself, which was derived as only a first approximation of the true 
physical scenario. The largest source of error can be attributed to the imprecise nature of 
the model used for draining. While this model is capable of capturing the essence of 
draining—a small height change over time proportional to viscosity and time—it cannot 
quantitatively capture the exact thickness changes. As discussed in §2.5.3, even small 
deviations in the predicted thickness can have dramatic consequences on the predicted 
velocity due to the h2 dependence in eq. 2.16. 
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 At condition no. 4, the model correctly predicts a rapid increase in surface velocity 
at early times. This increase corresponds to the temperature-induced viscosity decrease at 
early times. Upon comparing model and experiment in Figure 2.15b (condition no. 4), 
however, it appears that the model overpredicts this drop in viscosity. This over-prediction 
is primarily responsible for the discrepancy seen in Table 2.5. As sag distance is calculated 
by integrating velocity over time, its value is extremely sensitive to velocity and small 
discrepancies between two sets of velocities can result in relatively large discrepancies in 
the calculated sag distances.    
2.5.5 Sag Regime Map: Development and 
Applications 
 Regime maps visually illustrate a process phase space, mapping out expected 
behavior based on relevant process variables and/or system properties.98,113,114 Using the 
model developed in the previous section, a regime map was developed for sagging; this 
map is presented in Figure 2.17. This map predicts sag distances for coatings processed via 
drying given a variety of adjustable process parameters and coating properties. The primary 
variable of interest is the sag number, Sa, a dimensionless ratio two timescales: 
   Sa = 
𝑡𝑒𝑣𝑎𝑝
𝑡𝑠𝑎𝑔
=
𝜌𝑔𝑠𝑖𝑛𝜃ℎ𝑜
3(1 −
𝑤𝑜
𝑤𝑐
)
𝑙𝑠𝑎𝑔∗ Ė 𝜂𝑜
 (2.35) 
The characteristic evaporation timescale, tevap, is defined as the time required for a solution 
of initial thickness ho and initial solids concentration wo to evaporate to a concentration of 
wc: 
 𝑡𝑒𝑣𝑎𝑝 =
ℎ𝑜(1 −
𝑤𝑜
𝑤𝑐
)
Ė
 
(2.36) 
where wc is an empirical, critical weight fraction at which viscosity rapidly rises and vs → 
0. The characteristic sag timescale, tsag, is the hypothetical time required for the initial 
coating (with initial viscosity ηo) to travel a distance equal to a critical sag distance, 𝑙𝑠𝑎𝑔
∗ : 
 
58 
 
 𝑡𝑠𝑎𝑔 =
𝑙𝑠𝑎𝑔
∗
𝑣𝑠,0
=
𝑙𝑠𝑎𝑔
∗ 𝜂𝑜
𝜌𝑔𝑠𝑖𝑛𝜃ℎ𝑜2
 , (2.37) 
where vs,o is the initial surface velocity at t = 0. In this work, 𝑙𝑠𝑎𝑔
∗  was set equal to 1 mm, 
which has been noted as approximately the sag distance required for the effects of sag to 
become visible.44,64 
 The sag regime map presented in Figure 2.17 demarcates regions of negligible (lsag 
< 1 mm), moderate (1 mm ≤ lsag < 5 mm), and extreme (lsag ≥ 5 mm) sag. Larger values of 
Sa indicate an increased tendency to sag, where the characteristic timescale associated with 
evaporation is much slower than flow. At lower initial concentrations (small values of 
wo/wc; left hand side of map), evaporation must be about 10 times faster than the 
characteristic flow timescale for sag to be negligible. At larger initial concentrations (larger 
values of wo/wc; right hand side of map), negligible sag is achievable with lower relative 
evaporation rates.  
 
 
Figure 2.17. Sag regime map with boundaries at lsag = 1 mm (lower lines; blue) and lsag = 5 mm 
(upper lines; red) for gravity-driven flow on infinite (δ = ∞) and finite (δ = 10–50 mm) substrates. 
δ is the position from the top edge of the substrate (see eq. 2.21). 
 
 The solid lines in Figure 2.17 apply to sag on infinite substrates (δ = ∞ in eq. 2.21). 
The various dashed and dotted lines refer to sag on finite substrates at various distances 
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from the top of the substrate (δ = 10–50 mm). While sag resistance is apparently very large 
close to the top of the substrate (small δ), it decreases further downstream and is smallest 
toward the bottom where the effects of thinning are least pronounced. Even for very thick 
coatings, sag may be unnoticeable near the top of the substrate and simultaneously 
catastrophic at the bottom, leading to an unacceptable accumulation of coating. As one 
often wishes to avoid sag over the entire coating, the most appropriate line to use in Figure 
2.17 is that corresponding to the total substrate length. This line provides the most rigorous 
criterion for sag resistance. 
 The predictions of the sag regime map in Figure 2.17 are compared against 
experimentally measured sag distances for several different aqueous PVA systems. Here, 
δ = 17 mm, corresponding to the values used in the experiments described herein. Each 
plotted point is shaded according to its corresponding sag distance. For a perfect model, all 
white, gray, and black points would fall into the lower, middle, and upper regions of the 
sag regime map, respectively. For the data points from ref. 84, all of the variables necessary 
to calculate Sa are unavailable, but conservative estimates were made to approximate the 
values required. 
 
 
Figure 2.18. Sag regime map with experimental data points for PVA solution coatings. Lower 
(blue) line indicates lsag = 1 mm boundary and upper (red) line indicates lsag = 5 mm boundary 
when δ = 17 mm. Point colors indicate experimentally measured sag distance; white: lsag < 1 
mm, gray: 1 mm ≤ lsag < 5 mm, black: lsag ≥ 5 mm. Data from Song (2012) corresponds to that 
found in ref. 84.  
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As Figure 2.18 reveals, agreement between the map and experiment is very good, 
with all but one point falling into the expected sag regime. While the sag regime map 
presented in Figures 2.17 and 2.18 is based on aqueous PVA solutions, it can be readily 
adapted to other systems for which viscosity as a function of concentration (and 
temperature, for non-isothermal processes) is known. For non-Newtonian systems, more 
complex fitting functions are required, including accommodating a shear rate-dependent 
viscosity and the potential concentration dependence of other relevant variables (e.g., K 
and nr in eq. 2.12).     
Figure 2.19 illustrates how a sag regime map can be used in practice as a tool to 
intelligently design coating processes to control sag or to identify viable operating windows 
given specific process constraints. Figures 2.19a and 2.19b emphasize an often-important 
parameter: dry film thickness, hdry. While hdry does not explicitly appear in the sag number, 
it is inherently linked to it via ho, ρ, and wo. Figure 2.19a shows how Sa varies with wo/wc 
at different evaporation rates when dry film thickness is constrained. While running a 
process at a lower evaporation rate may reduce cost by eliminating a heating step, Figure 
2.19a reveals that operating at the lowest evaporation rate requires that wo/wc ≈ 0.7 in order 
to avoid sag. The problem with this large initial concentration is the associated high 
viscosity of the corresponding solution, which presents problems with respect to coating 
application and processing. While operating at the largest evaporation rate permits an 
easier-to-process lower viscosity, it may also require higher heating costs. 
Figure 2.19b illustrates the practical limits on achievable dry film thickness. To 
achieve very thick dry films, initial thickness and/or concentration must be large. However, 
large initial thicknesses are unwieldy and likely to sag whereas highly concentrated 
solutions are, again, difficult to process. To achieve a final dry film thickness of 25 μm 
(given the parameters specified in the Figure 2.19 caption), the initial concentration ratio 
must be ~0.9. Any lower concentration will require an initial thickness which will always 
result in at least moderate sag. 
Figure 2.19c shows a third scenario where initial wet film thickness is now the 
adjustable process variable. This situation is relevant for slot die coating processes, where 
the wet film thickness can be essentially controlled independently by various process 
parameters, such as web speed.115 This map could be used to determine a minimum 
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permissible web speed, which is inherently linked to the sag regime map via ho. A similar 
map could be obtained if web speed were fixed but the departure angle had yet to be 
determined, with larger angles shrinking the permissible coating window. 
 
 
Figure 2.19. Sag regime maps illustrating how Sa varies with wo/wc as a function of (a) 
evaporation rate, Ė (hdry = 5 μm), (b) final dry film thickness, hdry (Ė = 0.1 μm/s), and (c) initial 
wet film thickness, ho (Ė = 0.1 μm/s). In each panel, lower (blue) line indicates lsag = 1 mm 
boundary and upper (red) line indicates lsag = 5 mm boundary when δ = ∞, φ = 30°, T = 25°C, 
and ρdry is assumed equal to ρ.   
 
 
The above examples illustrate just a fraction of the potential utility of the sag regime 
map and how it can be used in practice to optimize process or coating design. This regime 
map is intended to provide its users with an intuitive, practical connection between 
expected sag behavior and coating properties and/or drying conditions. Such a 
fundamentals-based yet practical approach to sag control has yet to be widely implemented. 
While this map has been specifically developed for coatings that exhibit Newtonian 
behavior and are solidified via drying, it is an important first step toward developing maps 
62 
 
applicable to more complex coating systems, such as those exhibiting viscoelasticity or 
thixotropy, or for coatings solidified by alternative means, such as UV or thermal curing. 
2.5.6 A Quantitative Analysis of the Anti-Sag Index  
 As a case-study to illustrate the utility of the spore tracking method of sag 
measurement, the sag behavior of four commercial latex paints was studied. Sag in these 
paints was evaluated using the spore tracking technique and also using the Anti-Sag Meter 
(ASM). Whereas the spore tracking technique assesses sag resistance by measuring a sag 
distance, the ASM test assesses sag resistance by reporting an Anti-Sag Index (ASI). As 
described in §2.3.6, the ASI is the gap height on the ASM corresponding to the thickest 
coated strip which does not sag into the strip below it. 
 The ASI was measured at three angles for each paint. These results are reported in 
Table 2.6, along with equivalent values in micrometers. Recall that the ASI represents a 
coating gap height in mils (1 mil = 0.001 in. = 25.4 μm). These data correspond to the 
different coatings described in Table 2.3.  
 
 
The ASI values in Table 2.6 unambiguously indicate that paint C is the most 
resistant to sag, capable of being coated at thicknesses 200–400 μm greater than the other 
paints before demonstrating noticeable sag. However, the relative sag resistance of the 
other three paints is difficult to discern based on the ASI alone. At 45° and 90°, paints A, 
B, and D exhibit identical ASI values. Only at an angle of 10° does any difference between 
the three paints emerge; based on these results, the relative sag resistance of the three 
paints, ranked highest to lowest, is C > D > A > B. 
 
Table 2.6. Anti-Sag Indices of latex paints 
Paint ID 
Anti-Sag Indexa (mil)  Anti-Sag Indexb (μm) 
10° 45° 90°  10° 45° 90° 
A 16 ± 2 10 8  406 254 203 
B 15 ± 4 10 ± 2 8  381 254 203 
C ≥ 24b ≥ 24b 22 ± 2  ≥ 607b ≥ 607b 559 
D 20 ± 3 10 8  508 254 203 
a  Average of at least 3 runs. If no error reported, all runs yielded same Anti-Sag Index  
b 1 mil = 0.001 in = 25.4 μm 
c No sag detected at largest gap on Anti-Sag Meter (24 mil or 607 μm) 
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To correlate each ASI in Table 2.6 with a more quantifiable measurement of sag 
(i.e., a sag distance), spore tracking was used. The ASI values in Table 2.6 were correlated 
with specific sag distances by preparing coatings using blade coating with gaps equal to 
the ASI and one notch (2 mil or 51 μm) above the ASI. For example, at 45° for paint A, 
the blade coater gap was set to 254 μm (10 mil) and 305 μm (12 mil) to create two coatings 
of different initial thicknesses. Sag distances were then measured in these two coatings by 
inclining the substrates to 45° and measuring sag as described in §2.3.3. These data are 
shown in Figure 2.20; measured sag distances range from 0–9 mm. For this comparison, it 
is assumed that thicknesses coated by the ASM at a certain gap are the same as thicknesses 
coated by the blade coater at the same gap. 
Figure 2.21 plots the sag distances reported in Figure 2.20 at each angle for all 
paints, both those corresponding to initial thicknesses equal to the ASI (Figure 2.21a) and 
those corresponding to initial thicknesses equal to one notch above the ASI (ASI + 2 mil; 
 
Figure 2.20. Sag distances determined by particle tracking using coatings prepared with gaps 
equal to the Anti-Sag Index (●) and one notch (2 mil) above the Anti-Sag Index (○) for paints 
(a) A, (b) B, (c) C, and (d) D. 
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Figure 2.21b). Horizontal lines indicate global averages for all of the data. In Figure 2.21a, 
a majority (8 of 12) of measured sag distances fall just below 1 mm while in Figure 2.21b, 
a majority (10 of 12) fall somewhere above 1 mm. Though approximate, the apparent 
correlation between ‘acceptable’ amounts of sag (coatings prepared with coating gaps at or 
below the ASI) and sag distances of less than 1 mm agrees favorably with the 1 mm cutoff 
value often cited as the approximate limit for sag defects.44,64 It is worth repeating, 
however, that this limit is approximate and is not observed consistently among the different 
paints nor among the same paint dried at different angles.   
 
 
Figure 2.21. Sag distances determined by particle tracking using coatings prepared with gaps 
(a) equal to the Anti-Sag Index and (b) one notch (2 mil) above the Anti-Sag Index, grouped by 
drying angle. Horizontal dotted lines indicate global averages of all data in each panel. 
 
 The difference in sag distance observed among paints with identical ASI values 
(especially at 90°) is due to the discrete ranking scale of the ASI. While particle tracking 
can be used to rank sag on a continuous spectrum via sag distance, the ASI ranks sag 
resistance in increments of 2 mil (51 μm) coating gaps. For example, during the 90° ASM 
tests, the 10 mil lines of paints A and B both merged with the 12 mil lines below. According 
to the ASM test, this means that both paints A and B have an ASI of 8 mil at 90°. However, 
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upon careful analysis, the 10 mil line of paint A barely merged with the 12 mil line, while 
the 10 mil line of paint B flowed very completely into the 12 mil line. This apparent 
difference is sag resistance cannot be accounted for in the ASM test, but is clear from the 
sag distance results in Figure 2.20.  
 A potential remedy to this issue is to conduct the ASM test at angles other than 
(lower than) the suggested 90°. As shown in Figure 2.21, the ASM test better predicts the 
cutoff between ‘acceptable’ and ‘unacceptable’ sag at lower angles. Table 2.6 also reveals 
that the ASM test has a higher resolution at lower angles, enabling it to rank sag resistance 
for paints which the test cannot distinguish between at 90°. The reason for the improved 
resolution of the test at lower angles follows from the difference in shear stress applied to 
each coated strip by gravity at each angle. Figure 2.22 plots the maximum shear stress 
(initial value at the substrate) as a function of coating gap for tests run at angles of 10°, 
45°, and 90°. This hypothetical example assumes that the initial coated thickness is equal 
to half of the blade gap. For a coating with a density of 1 g/cm3, the difference in maximum 
shear stress between adjacent coated lines in an ASM test is 0.25 Pa for tests run at 90°. 
Alternatively, by reducing the testing angle to 45° or 10°, this stress is reduced to 0.18 and 
0.04 Pa, respectively. By decreasing the shear stress difference between adjacent coated 
 
Figure 2.22. Maximum initial shear stress present in each coated line applied by the Anti-Sag 
Meter versus the coating gap as a function of drying angle. Maximum shear stress calculated 
using eq. 2.3, where it is assumed that ho = ½ hgap and ρ = 1 g/cm3. 
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lines during the ASM test, the difference in sag between two lines becomes less dramatic 
and finer differences in sag resistance are revealed. 
Based on the above analysis, a set of recommendations (summarized in Table 2.7) 
is proposed for those using multinotched applicators such as the ASM to evaluate sag 
resistance. First, if one wishes to identify an approximate initial film thickness range for 
obtaining a sag-free coating with a specific material, it is recommended to run the test at 
the angle of intended application. While the ASI is not associated with a consistent sag 
distance (especially at large angles), it is at least associated with sag distances on the order 
of 1 mm. Because the ASI at one angle cannot be used to easily predict its value at another 
angle, it is recommended to match the testing angle to the anticipated angle of application. 
Second, when checking for consistency in sag resistance between multiple batches of the 
same coating, the smallest permissible testing angle is recommended to maximize 
resolution.  
 
  
 
 Lastly, to rank the relative sag resistance of multiple coatings, the smallest 
permissible testing angle is again recommended. The specific testing angle should be set 
by the most sag resistant coating; larger angles are required to obtain results for very sag 
resistant coatings. Alternatively, multinotched applicators with larger gaps can be 
employed. If two coatings produce the same ASI, the test can be repeated with only those 
two coatings using a smaller testing angle to increase resolution. Formulators wishing to 
apply this sag resistance ranking (obtained at small angles) to coatings destined for 
application on vertical surfaces should find good agreement between behavior at small and 
large angles. 
Table 2.7. Recommendations for Assessing Sag Resistance with a Multinotched Applicator 
Goal Recommendation 
Identify approximate initial thickness range for 
sag-free coating 
Run test at angle of intended application 
Check for consistency in sag resistance between 
batches of the same coating 
Run test at smallest permissible angle 
Rank sag resistance of different coatings 
Run test at smallest permissible angle. 
Repeat with sample subsets as necessary 
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2.6      Summary and Conclusions 
A new technique for measuring sag in drying coatings was presented. Using 
micron-sized Lycopodium spores that sit on the coating surface during drying, real-time 
surface velocities were tracked and integrated over time to calculate sag distances. This 
technique is minimally invasive and permits local, real time measurements of sag. Sag in 
Newtonian solutions of aqueous poly(vinyl alcohol) (PVA) was measured and compared 
against a predictive model. While this model represents only a first approximation of the 
actual drying situation, agreement with experiment helps validate this new method of sag 
measurement. This method provides a unique opportunity to track sag in coatings where 
such real-time, local measurements are desired, such as monitoring sag distance as a 
function of time for a highly dynamic process such as UV curing, or measuring surface 
velocity as a function of position over a patterned or non-uniform substrate (such as is 
found on a three-dimensionally printed object70).  
A sag regime map was also developed. This map presents a novel framework for 
predicting the extent of sag based on readily-accessible process parameters such as initial 
coating thickness and substrate angle, as well as coating properties including density, 
viscosity, and solids weight fraction. This map can be used in practice not only as a 
practical guide to sag prediction, but for coating or process design. The map was shown to 
be in good agreement with experimental results from Newtonian solutions of PVA. 
Suggestions for future work include adopting a more rigorous mathematical model to 
describe the events governing the sagging process. Specifically, coupling the Navier-
Stokes equations (simplified by the Lubrication approximation116) with a convection-
diffusion equation would permit solute weight fraction to be calculated as a function of 
both time and coating depth and provide a more rigorous approximation of how thickness 
changes due to evaporation and finite substrate effects. Such a model could also more 
readily accommodate coatings processed via curing or those with non-Newtonian 
rheologies. Yield stress and thixotropic fluids are particularly of interest owing to their 
natural resistance to sag. The map presented here can serve as a preliminary framework for 
accommodating these more advanced coating behaviors in future maps. 
Finally, the above-described spore tracking method was applied to a case study with 
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a popular tool used to evaluate sag resistance: the Anti-Sag Meter (ASM). The ASM 
technique was evaluated with respect to its strengths and limitations by comparing sag 
results obtained from four commercial latex paints, permitting the ASM method to be 
directly compared with a more quantitative measure of sag resistance. While the Anti-Sag 
Index (ASI) was found to be roughly associated with sag distances on the order of 1 mm 
(an approximate boundary between ‘acceptable’ and ‘unacceptable’ amounts of sag), the 
ASM test was unable to distinguish between paints of similar sag resistance when run at 
90° inclination angles (the recommended testing angle). It was shown that the resolution 
of the ASM test can be increased by conducting the test at smaller angles. Ultimately, a set 
of recommendations was formulated based on these results, intended to guide users of the 
ASM and other multinotched applicators.  
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Chapter 3 
 
Spontaneous Capillary-Driven 
Flow in Open Microchannels 
 
 
Figure 3.1. Image sequence of spontaneous, capillary-driven flow of a (a) low viscosity (1 
mPa·s) and (b) high viscosity (160 mPa·s) liquid in horizontal, open microchannels (200 μm x 
46.8 μm (width x depth)). Comparison of panels a and b highlights the similar behavior yet 
distinctly different flow timescales associated with each liquid. Arrows indicate position of 
advancing contact line. Scale bars: 500 μm. 
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3.1      Overview 
 This chapter explores spontaneous capillary-driven flow in open microchannels 
from a fundamental as well as experimental point of view. Capillary flow dynamics in three 
liquid systems are studied over timescales spanning five orders of magnitude (10–3–10 s). 
The liquids themselves represent a diverse sampling of systems, including two aqueous 
and one polyurethane resin system, with viscosities spanning three orders of magnitude (1–
100 mPa·s). The capillary flow dynamics of these liquids are compared against predictions 
of the Bosanquet equation, which predicts the relationship between meniscus position and 
time. Significant departures from this prediction are observed in each liquid system, 
especially at early (t < 10–3–1 s) times. These differences are attributed to several 
nonidealities that are unaccounted for in the Bosanquet equation, including entrance 
effects, additional drag due to a non-ideal meniscus shape, and dynamic contact angle 
effects.      
3.2      Introduction 
 A diverse range of physical processes rely upon capillary-driven flows for 
successful operation. These processes range from those that occur openly in nature, such 
as the spontaneous wicking of water into soil,117 to those carried out at industrial scales, 
such as flow through packed bed reactors.118,119 Capillary flows are also important in a 
variety of other applications featuring porous media120,121 (e.g., capillary 
chromatography122), capillary micromolding,123,124 printed electronics manufacturing,8,9,15 
and micro- and nano-fluidics.125–132 
 Microchannels are fundamentally important to many of the applications mentioned 
above. These micron-scale capillary structures facilitate the spontaneous and often rapid 
transport of small volumes of liquid. Open microchannels (also known as microgrooves) 
comprise one subset of microchannels in which at least one side of the channel is free, i.e., 
open to the atmosphere.133 Typically, open microchannels feature rectangular,56,134–137 ‘U’-
shaped134,138 or ‘V’-shaped8,139–141 cross sections with an open top. However, open channels 
bounded only by walls with no top or bottom (‘suspended microfluidics’) are also 
utilized.142 Open microchannels can also be printed on paper, where the ‘channel’ is 
defined by a hydrophilic region bounded by hydrophobic regions printed on paper, 
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permitting directional, spontaneous capillary flow (e.g., paper-based microfluidics).130,143 
Various open microchannel geometries are illustrated in Figure 3.2. 
 
 
Figure 3.2. Various open microchannel geometries selected from the literature. (a) Open 
rectangular microchannel etched into silicon wafer and coated with thin layer of silver. Scale 
bar: 2 μm. Reprinted with permission from ref. 9. Copyright 2015 American Chemical Society. 
(b) Open curved channel etched into Pyrex. Scale bar: 10 μm.  Reprinted with permission from 
ref. 134. Copyright 2011 American Chemical Society. (c) Open ‘V’ groove milled into copper 
plate. Scale bar: 100 μm. Reprinted with permission from ref. 144. Copyright 1998 American 
Chemical Society (d) Open paper-based microfluidic device. Scale bar: 10 mm.  Reprinted with 
permission from ref. 130. Copyright 2010 American Chemical Society.  
    
Open microchannels are often easier to fabricate than their closed counterparts 
(especially when printed on paper130,145) and can be easier to work with due to the increased 
accessibility to the inside of the channel. Additionally, open channels still permit 
spontaneous capillary flow without requiring a pump to drive the liquid. Low cost 
diagnostic devices based on microfluidics benefit greatly from the advantages listed 
above.133,141 In capillary micromolding, the openness of the channel facilitates the removal 
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of cured structures from within the microchannels after solidification.123,124,135 The 
evaporation that naturally accompanies flow of volatile liquids in open microchannels can 
also be used to functionalize the channel surface, e.g., making it conductive8,9 or 
catalytically active.6,7 
The dynamics of capillary flows in porous media (e.g., refs. 120 and 121) as well 
as in open (e.g., refs. 56,134–136,138, and 144–148 and closed (e.g., refs. 53,56,137, and 
149–151) microchannels have been studied extensively. During spontaneous, capillary-
driven flow in microchannels, the imbibed liquid progresses through different flow 
regimes. Each flow regime is defined by the relationship between the position of the 
advancing meniscus, x, and time, t. In general, this relationship can be defined as: 
 
𝑥 ∝  𝑡𝑛  (3.1) 
Accordingly, a capillary flow regime is defined by the value of the exponent n associated 
with eq. 3.1. A simplified schematic of capillary-driven flow in an open microchannel is 
shown in Figures 3.3a and 3.3b. 
 
 
Figure 3.3. (a,b) Cartoon of spontaneous capillary-driven flow in an open rectangular 
microchannel. The channel is connected to a circular reservoir where the liquid is initially 
deposited. (c) Meniscus position, x, versus time, t, for spontaneous capillary-driven flow. Both 
axes are plotted as dimensionless values. Relevant scaling for position and time will be discussed 
in §3.4. Inset: Same data plotted on log-log scale indicating different flow regimes; regime I: 
Inertial regime (n = 1 in eq. 3.1), regime II: visco-inertial regime (0.5 < n < 1 in eq. 3.1), and 
regime III: viscous regime (n = 0.5 in eq. 3.1).   
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 At very early timesf (soon after the liquid enters the microchannel), the flow is 
dominated by inertia and n = 1.53 After this inertial regime, the imbibed liquid passes 
through a transition stage where n gradually decreases from 1 to 0.5. This stage is 
sometimes referred to as the visco-inertial regime.151 In the limit of very long times, n 
approaches 0.5 and the liquid enters the viscous regime.40,54,55 This long-time limit 
represents an equilibrium balance between viscous and capillary forces.56 These flow 
regimes are summarized in Figure 3.3c. In horizontal channels, this flow will persist 
indefinitely unless it is stopped by some external factor (e.g., the end of the channel). In 
inclined or vertical channels, the liquid will eventually stop flowing when the capillary 
force matches the force of gravity acting against the liquid.  
 Bosanquet52 derived an exact analytical solution for spontaneous, capillary-driven 
flow in horizontal microchannels (no gravity effects). Others56,134 have extended this work 
to describe flow in open horizontal microchannels. While the validity of Bosanquet’s 
equation (see eq. 3.12) in open microchannels has been demonstrated at long 
times,56,134,136,140 its true applicability to real systems at early times has been little explored, 
especially in open channels. Even in the limit of long times, the applicability of 
Bosanquet’s equation has been called into question for specific systems.135   
A variety of nonidealities have been noted to influence spontaneous capillary flow 
which can cause departures from the predictions of Bosanquet. These include contact angle 
hysteresis,150,152,153 entrance effects as the liquid first enters the microchannel,154,155 as well 
as nonidealities associated with the shape of the meniscus.135,156 Contact angle hysteresis 
results from a velocity-dependent dynamic contact angle. As a contact line advances 
forward, the local contact angle increases above its equilibrium value.152 This acts to lower 
the capillary force driving liquid down the channel. In contrast, a non-ideal meniscus shape 
acts to increase the viscous force opposing fluid motion. Entrance effects have a similar 
effect but only influence flow at very early times.154–156 Regardless of its specific influence, 
each nonideality mentioned above has the same net effect: reduced imbibition speeds. 
All three of the above-mentioned effects are expected to have a strong influence on 
capillary flow. Entrance effects and dynamic contact angle effects are predicted to be 
                                                 
f ‘Early’ here can refer to times anywhere from ~10–7–1 s, depending on the viscosity of the system and a 
host of other variables. Similarly, ‘long’ times can range from ~10–3–10 s.   
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particularly influential at early times when the flow is first entering the microchannel154,155 
and the velocity is at a maximum.150 It has also been shown that these effects can delay the 
transition from the inertial to the viscous regime.157 At long times, entrance effects become 
negligible154,156 and dynamic contact angle effects decrease.g However, effects associated 
with a non-ideal meniscus shape persist,156 which have been argued to affect the long-time 
equilibrium balance between viscous and capillary forces.135 
In this chapter, spontaneous capillary-driven flow in horizontal, open 
microchannels is explored. First, a theoretical framework is constructed, deriving the 
requirements for spontaneous capillary flow as well as presenting predictions for capillary 
flow dynamics based on ‘ideal’ flow conditions. Then, capillary flow dynamics in three 
different liquid systems are explored, with viscosities spanning three orders of magnitude 
(1–100 mPa·s). Imbibition dynamics are investigated at early, intermediate, and long 
times— behavior over four orders of magnitude (10–3 – 10 s) is studied. These results are 
compared to predictions based on the work of Bosanquet,52 who derived an exact analytical 
solution for capillary-driven flow in horizontal microchannels assuming ‘ideal’ conditions. 
Observed departures from the Bosanquet prediction are then framed in the context of the 
nonidealities discussed above.   
3.3      Experimental 
3.3.1 Microchannel Fabrication 
 Open microchannels were fabricated using a combination of photolithography and 
micromolding. A schematic of the microchannel design is shown in Figures 3.4a and 3.4b. 
Each microchannel consists of a 3 mm diameter reservoir connected to a 30 mm long 
channel. Channels with widths, W, ranging from 10–200 μm and a constant depth, H, of 
approximately 50 μm were fabricated.   
Microchannels were fabricated using a three step molding process adapted from the 
procedure described in ref. 9. In the first step, a silicon ‘master mold’ was fabricated. First, 
a silicon wafer was rinse sequentially with distilled water, acetone, and isopropanol, 
dehydrated at 200°C for 5 min, spin-coated with photoresist (NR-71 3000P, Futurrex, Inc., 
                                                 
g Dynamic contact angle effects are proportional to the velocity of the flow/advancing contact line. From 
eq. 3.1, velocity typically decreases with time since 0.5 ≤ n ≤ 1, with n = 1 only at very early times. 
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Franklin, NJ) at 1500 rpm for 45 s, and softbaked at 150°C for 60 s. A brightfield 
photomask was then placed above the coated wafer and exposed to UV light for 20 s in a 
UV exposing system (Karl Suss MABA6, Suss Microtech, Germany). The exposed wafer 
was then baked at 100°C for 60 s and subsequently immersed in developer solution for 35 
s. Deep reactive ion etching (Bosch process; SLR 770, Plasma-Therm, St. Petersburg, FL) 
at a rate of 4.2 μm/min was then used to dry-etch the exposed silicon to a depth of 
approximately 50 μm.  
 
 
 
Figure 3.4. (a,b) Schematic of microchannel design, showing (a) trimetric projection and (b) 
cross section. Units in mm. Not to scale. (c,d) SEM micrographs of final channel molded into 
polyurethane (PU) resin, showing (c) intersection of channel with reservoir (scale bar: 100 μm) 
and (d) channel cross section (scale bar: 25 μm). 
 
Residual photoresist was removed from the wafer in a three-step process. First, the 
wafer was gently agitated in two sequential baths of resist stripper (RR41, Futurrex, Inc. 
and MicropositTM Remover 1165, The Dow Chemical Company, Midland, MI) for 10 min 
per bath. Then, the wafer was rinsed with distilled water for 2 min, dried with compressed 
air, and submerged in a stirred bath of piranha etch (50:50 v/v (30 % H2O2): (96 % H2SO4); 
120°C) for 60 min. After the piranha bath, the wafer was rinsed with distilled water for 5 
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min and then dried with compressed air. Lastly, the remaining photoresist was removed 
using oxygen plasma treatment 10 minutes at a pressure of 0.5–4 torr and a power level of 
200 W (Technics Asher, Oxford Instruments, Yatton, UK). Most of the residual photoresist 
was removed in this final step. The final microchannel depth was 46.8 ± 0.3 μm.  
A polydimethylsiloxane (PDMS) stamp was then fabricated from the silicon master 
mold. First, the silicon wafer was sealed in a desiccator with 0.2 mL of tricholoro(1H, 1H, 
2H, 2H-perfluorooctyl) silane (Sigma-Aldrich Co., LLC, St. Louis, MO). Air in the 
chamber was evacuated using a vacuum pump and the chamber was then sealed, allowing 
the silane to vaporize. The chamber was left sealed for 24 h so that the silane could form a 
hydrophobic monolayer on the surface of the wafer.158 Second, PDMS resin and curing 
agent (Sylgard 184, Dow Corning Co., Midland, MI) were combined in a 10:1 volume ratio 
and mixed thoroughly. The PDMS mixture was then degassed under vacuum for 30 min. 
After degassing, the PDMS mixture was carefully poured onto the silane-treated wafer. 
The PDMS-coated wafer was then cured at 60°C for 12 h. After curing, the PDMS was 
carefully delaminated from the master mold. The delaminated PDMS stamp was then cured 
at 120°C for 2 h followed by an additional 2 h cure at 200°C to harden the stamp. 
In the third and final step of the molding process, imprints of the microchannels 
were created from the PDMS stamp. First, a 25 x 76 mm2 glass slide was plasma treated as 
described in §2.3.3. Then, approximately 0.5 mL of polyurethane (PU) resin (NOA73, 
Norland Products, Inc., Cranbury, NJ) was dispensed onto a small area of the PDMS stamp 
and the glass slide was carefully placed onto the resin. The resin was then cured for 60 s 
under longwave UV light (365 nm) at an intensity of 33 mW/cm2 (LED Cube 100, Honle 
UV America, Inc., Marlboro, MA). The imprinted PU resin (adhered to the glass slide) was 
then delaminated from the PDMS stamp. Each glass slide contains approximately three 
microchannels. SEM micrographs of a microchannel imprinted in the PU resin are shown 
in Figures 3.4c and 3.4d.   
3.3.2 Liquid Sample Characterization 
 Three different liquid systems were evaluated with respect to their capillary flow 
behavior in the open microchannels. These samples are listed in Table 3.1 along with their 
relevant physical properties and equilibrium contact angles on the microchannel surface. 
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Table 3.1. Physical properties and contact angles of test liquids at 23°C 
Sample 
Density  
(g/cm3) 
Viscosity 
(mPa·s) 
Surface tension 
(mN/m) 
Contact 
angle (°) 
Water 0.997b       0.935b 71.4 ± 0.5 19 ± 2 
Glycerol (aq.)a  1.167b   19 ± 1 67.7 ± 0.7 25 ± 2 
Polyurethane resin         1.20 ± 0.02 162 ± 3 39.7 ± 0.4 11 ± 2 
a Aqueous glycerol with concentration of 0.70 w/w 
b Value estimated from parameterization in ref. 159 
 
 The three systems were chosen to represent a wide range of viscosities: water 
(ultrafiltered and UV-treated; Millipore Synergy2008 filtration system, EMD Millipore, 
Darmstadt, Germany), aqueous glycerol (0.70 w/w), and PU resin (NOA73, Norland 
Products, Inc.). The density of the PU resin was estimated as described in §2.3.4. Densities 
of the water and aqueous glycerol were estimated based on parameterization in ref. 159, as 
was the viscosity of the water. The viscosity of the aqueous glycerol and PU resin systems 
were measured using a cone and plate geometry, as described in §2.3.5. All systems are 
Newtonian over a relevant range of shear rates (1–1000 s–1). Surface tension and contact 
angle were measured using pendant drop shape analysis and sessile drop measurements, 
respectively (DSA-30, Krüss GmbH, Hamburg, Germany). For contact angle 
measurements, flat testing surfaces were fabricated by pressing NOA73 PU resin between 
a flat piece of PDMS and a glass slide and curing the PU resin as described in §3.3.1. Flat 
PU resin surfaces were plasma treated as described in §2.3.3 for 120 s before testing.          
3.3.3 Capillary Flow Visualization 
To monitor capillary flow, microchannels were first plasma treated as described in 
§2.3.3 for 120 s. Then, the channels were positioned under a lens (Zoom 6000 system with 
3 mm FF zoom lens (Model No. 1-6232) and 2x standard adapter (Model No. 1-6030), 
Navitar, Rochester, NY) and illuminated with a fiber optic light. Droplets were carefully 
dispensed into the center of the reservoir using a syringe and needle connected to a precise 
and manually controlled droplet positioning system. The resulting capillary flow was 
recorded with a high-speed camera (Fastcam Ultima APX, Model 120 K, Photron, Tokyo, 
Japan) at 60–1000 fps. 
All visualization experiments with water and PU resin were performed at room 
conditions (23 ± 1 °C). The physical properties of water and the PU resin were found to be 
insensitive to the relative humidity (RH) of the room. The physical properties of aqueous 
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solutions of glycerol, however, are dependent on relative humidity. To minimize this 
dependence, experiments were conducted at 66.5 ± 1% RH. This value represents the 
equilibrium relative humidity above a 0.70 w/w aqueous solution of glycerol.160  
Relative humidity was controlled by enclosing the lens, needle and syringe, fiber 
optic light, and needle positioning system in a transparent box (volume ≈ 220 L) 
constructed of plastic pipe and plastic sheet. The humidity within this box was maintained 
at 66.5 ± 1% using a feedback controller (Model 5100, Electro-Tech Systems, Inc., 
Glenside, PA) connected to an ultrasonic humidifier (Model 5462, Electro-Tech Systems, 
Inc.). A 70 mm fan was used to disperse humidified air within the box. Temperature within 
the box during testing was 23 ± 2°C. Prior to testing, the controller, humidifier, and fan 
were powered on and allowed to run for at least 30 min. A standalone humidity and 
temperature sensor (HMI 36, Vaisala, Vantaa, Finland) was used to verify that after this 
amount of time, the conditions inside the chamber were approximately uniform. Figure 3.5 
shows a schematic of the experimental set up used for flow visualization. 
 
 
Figure 3.5. Schematic of humidity chamber, environment control system, visualization 
equipment, and liquid deposition system. For tests conducted without the humidity chamber, the 
controller, fan, humidifier, humidity sensor, and humidity chamber were removed. Not to scale.   
 
The position of the advancing meniscus (taken at the center of the microchannel) 
in each frame was extracted using ImageJ (v1.48v, NIH). A position of zero was assigned 
to where the microchannel intersects the reservoir and times of zero were set to coincide 
with the moment the liquid passed this point.    
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3.4      Theory of Spontaneous Capillary 
Flow in Open Microchannels 
3.4.1 Condition for Spontaneous Capillary Flow 
 Whether or not spontaneous capillary flow occurs in an open microchannel depends 
on channel geometry as well as the equilibrium contact angle,56,133,148 introduced in §2.4.2. 
A simplified schematic of spontaneous capillary-driven flow in an open rectangular 
channel is shown in Figure 3.6. The driving force compelling liquid down the channel is 
derived from the change in free energy, ∆G, associated with the creation of new liquid-
solid interface: 
  ∆𝐺 = ∆x (∑ 𝑝𝑖
𝑆𝑉→𝑆𝐿(𝛾𝑆𝐿 − 𝛾𝑆𝑉)
𝑖
+ ∑ 𝑝𝑖
𝐿𝑉𝛾
𝑖
) , (3.2) 
where ∆x is a small length of channel, pi is the perimeter length of interface i, SV→SL 
indicates a transition from solid-vapor to solid-liquid interface, and each γ parameter is 
defined in §2.4.2. Equation 3.2 assumes that the capillary front is a uniform slab moving 
down the channel and neglects any changes that occur in meniscus shape during flow.56,134 
 Using Young’s equation (eq. 2.8) to simplify eq. 3.2 and taking the limit as ∆x → 
0 yields an expression for the capillary force, fcap:  
 𝑓𝑐𝑎𝑝 = γ ∑ 𝑝𝑖𝑐𝑜𝑠𝜃𝑒,𝑖
𝑖
 , (3.3) 
where 
 lim
∆𝑥→0
∆𝐺
∆𝑥
= 𝑓𝑐𝑎𝑝, (3.4) 
and cos(θe,i) is the equilibrium contact angle associated with perimeter length i.56 For any 
rectangular microchannel: 
 ∑ 𝑝𝑖
𝑖
= 2W + 2H , (3.5) 
where W and H are the microchannel width and depth, respectively.  
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 For a microchannel with a chemically homogeneous and smooth surface, liquid will 
wet the walls and base of the channel with a single contact angle, θe. The top interface is 
defined by the liquid-air boundary (pi = W, θe = 180°).56,133,148 Using this information, eq. 
3.3 can be rewritten as:  
 𝑓𝑐𝑎𝑝 = γ((W + 2H)cos𝜃𝑒 − 𝑊)  (3.6) 
 Spontaneous capillary flow requires fcap > 0. Accordingly, eq. 3.6 can be used to 
derive a criterion for spontaneous capillary flow:  
 𝑐𝑜𝑠𝜃𝑒 >
𝑊
2𝐻 + 𝑊
=  
𝜀
2 + 𝜀
  (3.7) 
where ε is the aspect ratio of the channel (ε ≡ W/H) and γ has been eliminated from the 
inequality because it is always positive. Again, this general criterion approximates the 
meniscus as a uniform slab and neglects changes that occur in its shape.56 While these two 
approximations oversimplify the scenario, eq. 3.7 provides a useful guideline for 
estimating when spontaneous capillary flow will occur. 
From eq. 3.7, it is apparent that the condition for spontaneous capillary flow is more 
restrictive than the general condition for wettability described in §2.4.2 (θe < 90°). As the 
 
 
Figure 3.6. Idealized schematic of capillary flow in an open microchannel where the meniscus 
is approximated as a uniform, rectangular slab moving down the channel. Channel has depth H 
and width W.  
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aspect ratio of the channel increases (width increases for constant depth), the requirement 
for spontaneous capillary flow becomes more restrictive. For example, spontaneous 
capillary flow will occur in a channel with an aspect ratio of ε = 1 provided θe < 71° whereas 
a channel with ε = 5 requires θe < 44°.   
3.4.2 Capillary Flow Dynamics: Filling Velocity and 
Flow Regimes 
The general governing equation for spontaneous capillary flow is: 
 
𝑑
𝑑𝑡
(𝑥
𝑑𝑥
𝑑𝑡
) = 𝑏 − 𝑔𝑥𝑠𝑖𝑛𝜑 − 𝑎𝑥 (
𝑑𝑥
𝑑𝑡
) (3.8) 
where x is the position of the meniscus at time t, g is acceleration due to gravity, and φ is 
the angle of the channel with respect to the horizontal. The parameters a and b are 
coefficients indicative of the strengths of viscous and capillary forces in the system, 
respectively, with larger values corresponding to larger forces. The term of the left-hand 
side of eq. 3.8 defines the rate of change of momentum.56 
 Several approximations56,134,161 for a and b have been derived for open, rectangular 
microchannels. Again assuming the liquid front is a slab moving uniformly down the 
channel, Ouali et al.56 approximate a and b as: 
 a =
3η
ρH2
𝑓1
−1(ε) (3.9) 
 b =
γ
ρH
[cos𝜃𝑒 (1 +
2
𝜀
) − 1] (3.10) 
In eq. 3.9, f1 is a geometry-dependent function. In open rectangular microchannels, f1 can 
be approximated by:  
 𝑓1
−1(𝜀) ≈ 1 +  0.671004𝜀−1  +  4.169711𝜀−2 (3.11) 
 An exact analytical solution for eq. 3.8 for flow in a horizontal microchannel (φ = 
0°) was derived by Bosanquet:52 
 𝑥2(𝑡) =
2𝑏
𝑎
(𝑡 −
1
𝑎
{1 − exp (−at)}) (3.12) 
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which is valid when the channel is smooth, channel width and depth are constant, the 
properties of the liquid are invariant, and meniscus shape and contact angle are static. 
 The scaling between x and t—the value of the exponent n in eq. 3.1—defines a 
capillary flow regime. From eq. 3.12, n is predicted to monotonically transition from 1 to 
0.5 over time. The characteristic timescale for this transition is 1/a, which can be seen by 
nondimensionalizing eq. 3.12:     
 𝑥∗2(𝑡) = (𝑡∗ − {1 − exp (−𝑡∗)}) , (3.13) 
where t* ≡ at and x* ≡ (ax/(2b)1/2), following the nondimensionalization used in ref. 56. 
Figure 3.7 plots the exponent n as a function of the dimensionless time and Table 3.2 shows 
several critical transition times associated with different values of n. 
 
 
Figure 3.7. Dimensionless position and time for capillary flow, as predicted by the 
nondimensionalized Bosanquet equation (eq. 3.13), and associated value of the exponent 
n in eq. 3.1. 
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Table 3.2. Critical transition times and flow regimes during capillary flow  
Timea n % transition to viscous regime Regime 
0 1   0 Inertial 
0.1/a 0.98   5 Transition (near-inertial) 
1/a 0.87 30 Transition 
2/a 0.75 50 Transition 
10/a 0.55 90 Transition (near-viscous) 
100/a 0.505 99 Viscous 
1000/a 0.5005    99.9 Viscous 
a a defined by eq. 3.9. 
 
 At very short times (0 < t < 0.5/a), x increases linearly with t (x ~ t; n = 1 in eq. 
3.1); this regime is known as the inertial or Quéré regime.53 At intermediate times (0.5/a < 
t < 10/a), the flow passes through a transition regime where n gradually decreases from 1 
to 0.5. In the limit of very long times (t > 100/a), x increases proportionally to the square  
root of time (x ∝ t1/2). This regime is known as the viscous or Lucas-Washburn 
regime.40,54,56  
 In this long-time limit, eq. 3.12 simplifies to: 
 𝑥2(𝑡) ≈
2𝑏
𝑎
𝑡 = 𝑘𝑡 (3.14) 
where k ≡ 2b/a; k is known as the mobility parameter. Equation 3.14 is often referred to as 
the Lucas-Washburn equation40,54 and represents the long time limit of capillary flow 
where viscous and capillary forces are dominant and at equilibrium. From eq. 3.14, the 
velocity, v, at any time t (provided t ≫ 1/a) can thus be approximated as: 
 𝑣(𝑡) =
𝑘
2√𝑘𝑡
 (3.15) 
 Figure 3.8 compares meniscus position and velocity at early times as predicted by 
eqs. 3.12 and 3.14. The difference between these two equations is that the former accounts 
for inertial forces present at very early times (t ≈ 1/a) while the latter neglects them.52,56 As 
Table 3.2 and Figure 3.8 reveal, eq. 3.14 provides a good approximation for eq. 3.12 by t 
≈ 10/a. We define the time required to reach this long-time limit (n ≈ 0.5) as the ‘transition 
time’. Transition times on the order of 10–4–10–2 s are predicted for the systems listed in 
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Table 3.1. Thus, in most experimentally-relevant cases, eq. 3.14 alone is expected to 
provide a good approximation of the behavior in these systems.   
 
 
Figure 3.8. Comparison of Bosanquet (eq. 3.12) and Lucas-Washburn (eq. 3.14) predictions for 
capillary flow behavior at early, intermediate, and long times.  
 
 
3.4.3 Concus-Finn Filaments 
The derivations presented in §3.4.1 and §3.4.2 assume that the meniscus is a 
uniform slab moving down the channel. The true shape of the meniscus is more 
complicated and a variety of configurations are possible based on the contact angle and 
aspect ratio.133,162 A more realistic contact line morphology is illustrated in Figures 3.3a 
and 3.3b. 
The wedges extending ahead of the meniscus are known as Concus-Finn filaments, 
or ‘fingers’.133,145,148,163,164 These fingers form along the corners of the microchannel due 
to the small radius of curvature at the corner and the resulting low Laplace pressure. At the 
onset of capillary flow, one finger forms at each bottom corner of the channel. If the contact 
angle is greater than 45°, the fingers tend to remain stable with time. However, at contact 
angles less than 45°, these fingers are predicted to grow in time and can extend far ahead 
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of the main meniscus.133 Figure 3.1a shows fingers that appear to be stable with time 
whereas Figure 3.1b shows fingers that are growing over time. By the final frame in Figure 
3.1b, the fingers extend nearly 1 mm ahead of the main meniscus.  
The general criterion for spontaneous capillary flow in 90° corners requires θe < 
45°.56 Thus, a system may simultaneously satisfy the condition for corner flow yet fail to 
meet the condition stipulated in eq. 3.7 for spontaneous filling of the entire channel. In this 
case, the fingers alone can travel down the channel while the middle of the channel remains 
unwetted. This is expected in channels with aspect ratios greater than ε ≈ 5. 
 The effect of fingers on the accuracy of eqs. 3.7, 3.12, and 3.14 has been little 
explored. Several authors56,134 have noted that the formation of fingers appear to have little 
effect on the ability of these equations to aptly describe the behavior of the flow. In contrast, 
Sowers et al.135 report distinct disagreement between experiment and theory (as predicted 
using eq. 3.14) in channels with large aspect ratios (W ≫ H). They attribute this 
disagreement to the formation of large fingers in very wide channels, arguing that these 
large fingers increase the viscous resistance at the meniscus. The effect of these fingers as 
it pertains to the capillary flow behavior observed in this chapter is discussed in §3.5.   
3.4.4 Contact Angle Hysteresis 
An additional nonideality unaccounted for in §3.4.2 is contact angle hysteresis. For 
a static (zero velocity) droplet at equilibrium with a smooth surface, the measured contact 
angle (that defined by Young’s equation91) can be defined as θe, the equilibrium contact 
angle. By contrast, the meniscus of a droplet in motion advances at a nonzero velocity and 
the contact angle at the interface is not necessarily equal to θe. Figure 3.9 illustrates 
characteristic contact angles associated with a droplet at rest and a droplet moving down 
an inclined plane. In general, the contact angle at the front of the droplet (i.e., the leading 
or advancing edge) is defined as the advancing contact angle, θa; it is larger than θe. The 
contact angle at the back or receding end of the droplet is defined as the receding contact 
angle, θr; it is smaller than θe. Both θa and θr can depend on the velocity of the droplet as 
well as the properties of the liquid and surface. Due to their dependence on contact line 
motion, θa and θr are often referred to as dynamic contact angles. The difference between  
θa and θr is the contact angle hysteresis.152  
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During spontaneous capillary flow, a single meniscus or contact line advances 
down the channel. Accordingly, the relevant contact angle describing the motion is θa. 
Many have attributed observed differences between theory and experiment to dynamic 
contact angle effects, some modifying eq. 3.10 to account for the effect 
directly.56,150,153,157,165–169 
Contact angle hysteresis can be caused by surface roughness and/or chemical 
heterogeneities.152,170,171 These surface nonidealities provide resistance to the motion of the 
contact line. At an advancing contact line, this causes a local increase in the contact angle; 
at the receding contact line, a local decrease. Even nanoscale surface nonidealities can 
cause significant departures of the contact angle from its equilibrium value. Accordingly, 
even ‘smooth’ surfaces (low but nonzero roughness) can exhibit departures from eq. 
3.12.157 
Many empirical and theory-based expressions for the dynamic contact angle and its 
dependence on contact line velocity have been proposed. An overview of these expressions 
and their applicability to capillary flow can be found in ref. 150. Some are based on 
hydrodynamic models172–174 while others are based on principles from molecular 
kinetics.175 One expression157 for the advancing contact angle, based on molecular kinetics, 
suggests that: 
 cos (𝜃𝑎) = cos(𝜃𝑒) − 𝜁𝐶𝑎 (3.16) 
 
 
Figure 3.9. Schematic diagram of (a) stationary sessile droplet, showing equilibrium contact 
angles and (b) moving sessile droplet showing advancing and receding contact angles. 
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where ζ is the ‘wetting line friction’ and represents extra viscous effects associated with 
the interaction between the liquid and the channel surface. Ca is the capillary number, 
introduced in Chapter 1: 
 𝐶𝑎 =
η
𝛾
𝑣 =
η
𝛾
𝑑𝑥
𝑑𝑡
 (3.17) 
where v is the velocity of the advancing meniscus/contact line. Typical values for ζ are 
cited between 1 – 1000;169,176 larger values are associated with more surface nonidealities 
(e.g., increased surface roughness).157 
   The capillary coefficient can be modified to account for a dynamic contact angle 
by replacing cos(θe) with cos(θa) in eq. 3.10. The modified capillary coefficient, b’, 
becomes: 
 𝑏′ = 𝑏(𝜃𝑒) −
𝜁
𝜌𝐻
(1 +
2
𝜀
)
𝑑𝑥
𝑑𝑡
 (3.18) 
where b(θe) is b in eq. 3.10 when the contact angle, θ, equals its equilibrium value, θe. 
Defining c ≡ (𝜁η/ρH) (1+(2/ε)) and neglecting inertia, eq. 3.8 becomes: 
 0 = 𝑏(𝜃𝑒) − 𝑐
𝑑𝑥
𝑑𝑡
− 𝑎𝑥
𝑑𝑥
𝑑𝑡
 (3.19) 
for flow in a horizontal (φ = 0°) microchannel. Equation 3.19 has the general solution: 
 𝑥(𝑡) =
±√2𝑎𝑏𝑡 + 𝑎𝑘1 + 𝑐2 − 𝑐
𝑎
 (3.20) 
where k1 is a constant of integration. Given that a > 0 and x > 0 when t > 0, we keep only 
the positive root in eq. 3.20. Since x = 0 at t = 0, k1 = 0. Rearranging eq. 3.20 and defining 
β ≡ c/a and k ≡ 2b(θe)/a, we find that: 
 𝑥(𝑡) = −𝛽 + √𝑘𝑡 + 𝛽2 (3.21) 
From eq. 3.21, it is clear that as β → 0, Lucas-Washburn behavior is recovered and as β 
increases (i.e., the value of the wetting line friction increases), larger departures from 
Lucas-Washburn behavior can be expected.   
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3.5      Results and Discussion 
3.5.1 Capillary Flow Dynamics: Transition Times and 
the Mobility Parameter 
Capillary flow dynamics of each of the three liquid systems listed in Table 3.1 were 
assessed over timescales ranging from 0.5–15 s. Figures 3.10a–c show representative flow 
behavior for each system over the first 4–8 mm of flow in channels with widths ranging 
from 10–200 μm. Each flow curve exhibits the characteristic curvature indicative of 
spontaneous capillary-driven flow predicted by eq. 3.12, with the largest filling velocities 
at early times. The primary difference between the behaviors observed in Figure 3.10 are 
the timescales over which flow occurs, which scales with the liquid viscosity. 
The data in Figures 3.10a–c are plotted on a log-log scale in Figures 3.10d–f. The 
capillary flow regime at any given time can be extracted from these curves by measuring 
the slope, which is equal to n in eq. 3.1. Terminal values of n for each channel width are 
presented in Table 3.3 for each liquid. These data represent n values measured near the end 
of the observation time and are averages from multiple runs. The observation time is equal 
to 4–8 mm (field of view of the camera) divided by the average liquid velocity: 
approximately 0.1–0.4 s, 4–8 s, and 4–14 s for the water, glycerol, and PU resin systems, 
respectively.  
On average, terminal values of n are observed to decrease as width decreases for 
each liquid system, with a minimum observed value of approximately 0.5–0.55. Even when 
n reached 0.5–0.55 long before the end of the observation time, n was observed to remain 
in this range for the remainder of the observation period and never dropped below 0.5. This 
suggests that at long times, n approaches and stabilizes at 0.5 < n < 0.55. This agrees with 
the predictions of the Bosanquet equation (eq. 3.12) in the limit of long times and those of 
the Lucas-Washburn equation (eq. 3.14). 
 
 
89 
 
 
 
 
 
 
 
Figure 3.10. Capillary flow curves as a function of indicated channel width (H = 46.8 μm) for 
(a,d) water, (b,e) aqueous glycerol, and (c,f) polyurethane (PU) resin. All channels have constant 
depth of 46.8 μm. Terminal n values corresponding to the data in panels d–f are presented in 
Table 3.3.  
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Table 3.3. Terminal values of n (eq. 3.1) corresponding to data in Figure 3.10  
System Channel width (μm) Terminal n value 
Water 
 
10 0.53 ± 0.01 
25 0.57 ± 0.01 
50 0.62 ± 0.01 
75 0.65 ± 0.05 
100 0.67 ± 0.03 
200 0.79 ± 0.09 
Glycerol (aq.) 
10 0.55 ± 0.01 
25 0.57 ± 0.01 
50 0.62 ± 0.01 
75 0.66 ± 0.06 
100 0.67 ± 0.01 
200 0.67 ± 0.07 
Polyurethane resin 
10 0.55 ± 0.01 
25 0.55 ± 0.01 
50 0.60 ± 0.04 
75 0.58 ± 0.02 
100 0.58 ± 0.03 
200 0.62 ± 0.04 
 
 
 Equation 3.12 predicts that times on the order of t ≈ 10/a–100/a are required for 
capillary flow to transition to the viscous regime (n ≈ 0.5). Defining the transition time as 
the time required for n to drop below 0.55 (t ≈ 10/a), the water, glycerol, and PU resin 
systems are predicted to enter the viscous regime by 10–5–10–3 s, 10–6–10–4 s, and 10–7–   
10–5 s, respectively. Though observation times in Figure 3.10 are much longer than these 
predictions, the observed behavior falls short of this expectation.  
To estimate the actual time required for flow in each channel to reach the viscous 
regime, all flow curves (like those presented in Figures 3.10) were fit to eq. 3.21. As 
discussed in §3.4.4, eq. 3.21 is a modified capillary flow equation that accounts for a 
velocity-dependent dynamic contact angle by modifying the capillary coefficient (eq. 
3.10). While eq. 3.21 neglects inertial effects, the timescales over which flow was observed 
in each system are such that t ≫ 1/a and inertial effects can be safely neglected in the fit. 
A sample fit is shown in Figure 3.11, revealing that eq. 3.21 is able to capture the observed 
flow behavior better than eq. 3.12, especially at early times. The implications of this fit and 
the inability of the Bosanquet equation to describe the behavior at early times will be 
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discussed in the next section. Best-fit values for k and β for all data sets are presented in 
Appendix B.  
 
Figure 3.11. Sample fit of capillary flow data to Bosanquet equation (eq. 3.12) and to eq. 3.21. 
Two fits to the Bosanquet equation were performed, one where the data was fit using the 
mobility parameter, k, predicted from the observed long time behavior (‘measured k’), and one 
where k was varied to achieve the best fit to the experimental data (‘best fit k’). To fit the data 
to eq. 3.21, both k and β were varied. Experimental data correspond to flow of the aqueous 
glycerol system in a 50 μm x 46.8 μm (W x H) channel. 
 
The transition times required for n to reach 0.55 estimated by fitting the data to eq. 
3.21 are plotted for each system as a function of channel width in Figure 3.12. Transition 
times are plotted as multiples of a (defined by eq. 3.9). Times required to reach n = 0.505 
are estimated to be approximately 100x larger. Transition times on the order of 103/a–104/a 
are required for water to reach n = 0.55 while glycerol and the PU resin require times on 
the order of 105/a–106/a and 106/a–107/a, respectively. These results indicate that flow of 
the systems studied here approaches the viscous regime much more slowly than ‘ideal’ 
systems obeying eq. 3.12, which require times of 10/a to reach this near-viscous regime (n 
= 0.55). This topic will be revisited in the next section, including a discussion on possible 
reasons for the observed delay in the transition to the viscous regime. 
92 
 
 
   
Within the viscous regime (after n ≈ 0.5), the equilibrium behavior is represented 
by the value of the mobility parameter, k. Recall that k = 2b/a and can thus be predicted by 
eqs. 3.9 and 3.10. Experimentally, k can be extracted from each flow curve by plotting the 
square of meniscus position (x2) versus time (t) and taking the equilibrium slope at long 
times when n = 0.5 and x ∝ t1/2. One complication in using this approach is that, as 
discussed above, the flow does not always reach this long-time limit by the end of the 
observation time. Fortunately, eq. 3.12 can be used to estimate the difference between the 
measured k and its true equilibrium value based on the value of n at the end of the 
observation time (the ‘terminal’ value). For example, the slope of x2 versus t when n = 0.8 
is expected to result in an observable ‘k’ that is approximately 78% of its true equilibrium 
value. By n = 0.6, the observable ‘k’ value is predicted to reach 99% of its true equilibrium 
value. These expectations were confirmed experimentally using data for which flow 
reached 0.5 < n < 0.55 within the observation time. Correction factors for various values 
 
Figure 3.12. Transition times required to reach the viscous regime (n = 0.55) as a function of 
channel width (H = 46.8 μm) for indicated liquid system. Transition times are plotted as 
multiples of 1/a, where a is the viscous coefficient, defined by eq. 3.9. tΔ is the experimentally 
estimated transition time. The Bosanquet equation predicts a constant transition time of 10/a. 
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of n are listed in Table 3.4. Note that this approach neglects variables beyond those 
accounted for in eqs. 3.9 and 3.10 (e.g., a velocity-dependent contact angle) which may 
affect the apparent dependence of x on t. 
 
Table 3.4. Correction factors required to estimate actual mobility parameter, k, from observed 
value based on observed value of the exponent n (eq. 3.1) 
Observed n Correctiona 
0.50 k = kobs 
0.55 k ≈ kobs 
0.60        k ≈ 1.01kobs 
0.70        k ≈ 1.11kobs 
0.80        k ≈ 1.27kobs 
a k is the true equilibrium k value (k = 2b/a), defined by eqs. 3.9 and 3.10. kobs is the observed (apparent) k 
value 
 
Experimental values of k for each system as a function of channel width are plotted 
in Figure 3.13 along with predictions based on eqs. 3.9 and 3.10. These values compare 
favorably with the best-fit k values estimated by fitting the data to eq. 3.21 (see Appendix 
B). Here however, k values are observed that are consistently lower than predicted, 
especially at larger channel widths. An exception to this generalization is the behavior of 
the PU resin, which closely matches the model prediction at all widths except for the widest 
channel.  
Included in Figure 3.13 is a second set of model-generated curves. These curves are 
based on a prediction for k presented in ref. 134 which assumes a no slip boundary 
condition at the liquid-air interface—a rigidified interface assumption. This prediction 
constitutes the dashed lines in Figure 3.13. Applying a no slip boundary condition at the 
liquid-air interface alters the predicted viscous coefficient, a (eq. 3.9) but not the capillary 
coefficient (eq. 3.10):56,134  
 𝑎𝑁𝑆 =
12η
ρH2
𝑓2
−1(ε)  (3.22) 
 𝑓2
−1(𝜀) ≈ 1 + 0.362374𝜀−1  +  1.020980𝜀−2   (3.23) 
where aNS is the viscous coefficient calculated using a no slip boundary condition. Note 
that this is identical to the viscous coefficient for flow in a closed, rectangular 
microchannel. By contrast, a in eq. 3.9 assumes a full slip boundary condition at the liquid-
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air interface. The data in Figure 3.13 reveal that glycerol and water conform best to the 
predictions of k assuming a rigidified interface while the PU resin conforms best to the 
predictions assuming full slip at the interface. 
 
 
Figure 3.13. Experimentally measured mobility parameters, k, for each liquid system as a 
function of channel width (H = 46.8 μm). Model-generated predictions based on full slip (—; 
eq. 3.9) and no slip (- - -; eq. 3.22) boundary conditions at the liquid-air interface are also 
included. 
Boundary conditions assuming full or partial slip are often applied to liquid-gas 
interfaces, including capillary flow in open microchannels56,146,147,161 and bubbles rising in 
liquid.177–180 In rising bubbles, the interface is predicted to be mobile, resulting in lower 
tangential stresses than would be present in an equivalent solid sphere. However, the 
presence of surface active molecules, such as surfactants, can alter this behavior.179 
Specifically, it has been argued that surfactants can immobilize or rigidify the bubble 
surface via surface tension gradients, which oppose liquid motion at the interface and 
increase the local tangential stresses.181,182 This can shift behavior away from that expected 
using a full slip boundary condition toward that expected from solid spheres (no slip at the 
surface).179     
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Yang et al.134 extend this argument to flow in open microchannels. Working with 
water and aqueous glycerol solutions, their observed equilibrium k values agree best with 
those predicted using a no slip boundary condition. This behavior was observed both in 
rectangular and curved open microchannels. The authors argue that trace amounts of 
surfactant or other contaminant could lead to this no slip behavior at the liquid-air interface, 
similar to the effect described above in bubbles. As noted by others,183–185 aqueous systems 
(especially water) are easily contaminated by surfactant or other trace contaminants. The 
authors further argue that even in very clean systems, small surface tension gradients 
present naturally in water186 could also lead to the observed rigidification.   
The results in Figure 3.13 lend validity to the argument of Yang et al.134 as the 
observed behavior of both the aqueous systems agrees best with predictions based on a no 
slip boundary condition. In contrast, the behavior of the PU resin (a non-aqueous system 
comprised of 100% solids) agrees well with predictions based on a full slip boundary 
condition. Ouali et al.56 and Sowers et al.,135 who studied flow of non-aqueous silicone oils 
in open microchannels, also note better agreement with a full slip boundary condition.h  
Though the behavior of the PU resin system studied here agrees well with 
predictions based on a no slip boundary condition, this agreement only persists up to 
channel widths of 75 μm. In the two widest channels, the mobility parameter is consistently 
lower than predicted, with the disagreement increasing as channel width increases. Sowers 
et al.135 note similar disagreement at large aspect ratios (ε > 2) for flow of viscous PDMS 
oil (η ≈ 4 Pa·s) in open microchannels. However, this disagreement is attributed not to an 
incorrect liquid-air boundary condition, but rather to the formation of large fingers at large 
aspect ratios. Sowers et al.135 argue that these fingers increase the viscous drag at the 
meniscus, lowering the apparent value of k. 
Figure 3.14 compares finger lengths in 200 μm wide channels at distances of 3 mm 
from the channel entrance (x = 3 mm) for flow of the water, glycerol, and PU resin systems. 
As Figure 3.14 reveals, relatively large fingers form during flow of the PU resin, extending 
                                                 
h Though Ouali et al.56 remark that their data agree best with predictions based on a full slip boundary 
condition, formal comparisons are never made to predictions based on a no slip boundary condition. Their 
experimental results reveal that the observed meniscus position is consistently lower than predicted (see 
Figures 10d and 10e in ref. 56), suggesting that the observed k may be lower than predicted using a full slip 
boundary condition. 
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nearly 1 mm ahead of the main meniscus. This can be compared to lengths of 
approximately 100 μm in the glycerol and water systems at the same channel width. 
Additionally, finger length in the PU resin system was observed to increase as width 
increased: finger lengths of approximately 25 and 75 μm were observed in 75 and 100 μm 
wide channels, respectively. These observations are consistent with results presented in  
ref. 135. 
The impact of fingers on observed capillary flow dynamics, the transition time 
required to reach the viscous regime, and the mobility parameter will be discussed further 
in §3.5.2. 
 
 
Figure 3.14. Comparison of finger size in 200 μm x 46.8 μm (W x H) channels for flow of (a,b) 
water, (c,d) aqueous glycerol, and (e,f) polyurethane (PU) resin. Panels a, c, and e show behavior 
1 mm from the channel entrance (x = 1 mm) and panels b, d, and f show behavior at 3 mm from 
the channel entrance (x = 3 mm). Scale bar: 400 μm (same for all panels). 
 
3.5.2 Analysis of Nonidealities and Departures from 
the Bosanquet Equation 
The significant departure of the experimental data from the predictions of the 
Bosanquet equation (eq. 3.12), especially at early times, can be attributed to a number of 
factors. First, it is important to note that similar delays in the approach to the viscous 
(Lucas-Washburn) regime have been observed by others.56,134,137,143,157 Yang et al.134 and 
Ichikawa et al.137 report transition times required to reach the viscous regime on the order 
of 103/a and 104/a, respectively. In both cases, the liquids studied were low viscosity (1–3 
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mPa·s) systems: water, ethanol, or low concentration aqueous glycerol solutions. 
Departures from eq. 3.12 are commonly attributed to one or more of several factors, 
including: entrance effects, nonidealities at the meniscus, and/or a velocity-dependent 
dynamic contact angle, introduced in §3.4.4. These effects and their potential influence on 
flow in the open microchannels studied here are discussed below.  
Entrance effects refer to nonidealities associated with the movement of the liquid 
from the reservoir into the channel as well as any disturbances in the flow field induced by 
the reservoir. As the liquid enters the channel from the reservoir, it may not always do so 
uniformly. For initial droplet diameters of approximately 0.5–1 mm (the approximate size 
used in this work), 10 and 25 μm channels readily fill uniformly. At larger channel widths, 
achieving uniform filling requires great care and one half of the meniscus often enters the 
channel before the other half.  As the diameter of the initial droplet becomes much larger 
than the width of the channel, uniform filling becomes increasingly likely.  
Figure 3.15 presents three sets of image sequences showing identical glycerol 
solutions entering three different (identical) 100 μm wide channel during three separate 
filling events. In Figure 3.15a, the top half of the meniscus penetrates over 200 μm into the 
channel before the rest of the meniscus wets the channel inlet. In Figures 3.15b and 3.15c, 
the bottom half of the meniscus penetrates the channel approximately 50 and 150 μm, 
respectively, before the rest of the meniscus wets the channel inlet. Figure 3.15d shows the 
flow curves corresponding to each of these filling events and associated best-fit k values 
for each curve (from eq. 3.21) are presented in the figure caption. While the filling event 
shown in Figure 3.15a is the most ‘non-ideal’, all three curves exhibit nearly identical flow 
behaviors. Additionally, regardless of the nature of the filling, delays in the transition to 
the viscous regime equivalent to times of 3×106/a – 5×106/a are observed in all channels. 
Even in 10 and 25 μm wide channels, which were observed to fill nearly perfectly, 
significant delays in the transition to the viscous regime were observed (see Figure 3.12). 
While specific details of filling behavior can have small impacts on the equilibrium k value 
and the transition time, it appears that imperfect filling alone cannot account for the 
significant delays observed in Figure 3.12. 
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Figure 3.15. (a–c) Imperfect channel filling of aqueous glycerol in three different channels of 
identical dimensions: 50 μm x 46.8 μm (W x H). All scale bars: 250 μm.  (d) Capillary flow 
curves corresponding to the three filling events shown in panels a–c. k values of 16.4, 17.2, and 
16.7 mm2/s correspond to the flow in channels 1, 2, and 3, respectively.  
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A related entrance effect concerns changes in meniscus shape that occur due to the 
necessary transition from a spherical droplet exiting the deposition needle to an advancing 
contact line traveling down the channel. Changes in meniscus shape are also likely to 
accompany imperfect filling events, like those in Figure 3.15. The time required for a 
distorted meniscus to regain its equilibrium shape can be estimated by the Tomotika or 
capillary time, tcap:
133,187–191  
 𝑡𝑐𝑎𝑝 =
𝜂𝐻
𝛾
 (3.24) 
This characteristic relaxation time is on the order of 10–7 s, 10–5 s, and 10–4 s for the 
water, glycerol, and PU resin systems studied here. These times are, however, many orders 
of magnitude smaller than the observed transition times, suggesting that the distortion of 
the meniscus does not play a significant role in the observed departure from eq. 3.12. Others 
have drawn similar conclusions for flow in open microchannels.133 
A final entrance effect concerns nonidealities in the flow field at the channel inlet. 
While Bosanquet52 (and Lucas,54 Washburn,40 and Rideal55) base their derivations of 
capillary flow on the assumption of Poiseuille flow within the entire channel, this 
assumption does not apply at and around the channel inlet.154,156 Indeed, such an 
assumption necessitates a physically unrealistic infinite acceleration at the channel 
entrance. Several154,155 have approached this problem and modified eq. 3.12 to account for 
such effects. While these effects are shown to have a significant influence on the flow at 
very early times, they are predicted to become insignificant beyond distances on the order 
of one channel depth from the inlet.154,156 This distance (~50 μm) is surpassed within 1, 10, 
or 100 ms in the water, glycerol, and PU resin systems studied here, respectively, often 
before the first data point is even recorded. Additionally, observation times at least two 
orders of magnitude longer than these capillary times are used to assess the flow behavior 
(see Figure 3.10). Based on this analysis, entrance effects due to the disturbance of 
Poiseuille flow at the channel inlet are unlikely to contribute to the observed departure from 
the predictions of eq. 3.12 at long times (t ~ 104/a – 106/a).  
Nonidealities at the meniscus originate with distortions of meniscus shape, 
specifically departures from the idealized scenario illustrated in Figure 3.6. From eq. 3.24, 
100 
 
nonequilibrium distortions of the meniscus can be safely neglected. However, as discussed 
in §3.4.3, stable distortions in meniscus shape—Concus-Finn filaments or fingers—often 
arise and persist throughout flow due to the sharp corners present at the bottom of the 
channel. These distortions were observed at all channel widths in all systems, with the size 
of the fingers increasing as channel width increased. 
As discussed in §3.5.1, excessive finger length is likely to blame for the lower-than-
expected k values seen in Figure 3.13 for the PU resin system. Sowers et al.135 reason that 
the reduced film thickness associated with a realistic meniscus shape (like that shown in 
Figures 3.3a and 3.3b) leads to a steeper velocity gradient at the contact line, locally 
increasing shear stress and the viscous drag. Long fingers like those seen in Figures 3.14e 
and 3.14f are argued to further increase this viscous drag. 
Levine et al.156 address the effect of a non-ideal meniscus shape quantitatively for 
flow in cylindrical, closed capillary channels. Similar to flow near the channel inlet, they 
show that the flow field near the meniscus cannot be described by Poiseuille flow and, 
similar to the conclusions of Sowers et al.,135 show that this non-ideal flow field acts to 
increase the viscous drag opposing flow at the contact line. Levine et al.156 show that this 
extra drag can be treated as an additional length of filled channel contributing additional 
viscous resistance to the flow. That is, eq. 3.8 can be written as (neglecting inertial and 
gravity effects): 
 0 = 𝑏 − 𝑎(𝑥 + 𝑞(𝐻, 𝑊, 𝑐𝑜𝑠𝜃, … )) (
𝑑𝑥
𝑑𝑡
)  (3.25) 
where q (units of length) is a function expected to depend on channel geometry and the 
contact anglei (based on analogies with ref 156 for flow in closed, cylindrical channels), but 
may also depend on other variables. Assuming q is not a function of x or t, eq. 3.25 can be 
solved analytically: 
 𝑥(𝑡) = −𝑞 + √𝑘𝑡 + 𝑞2 (3.26) 
revealing the same functional form as eq. 3.21, which accounts for a velocity-dependent 
dynamic contact angle. While Levine et al.156 determine the magnitude of this extra drag 
                                                 
i Whether this dependence is with respect to the equilibrium contact angle or the advancing contact angle 
lends itself to further investigation. 
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effect for flow in cylindrical, closed microchannels, analogies can be drawn between their 
geometry and that studied here to estimate that q in an open microchannel is approximately 
equal to three times the channel depth. That is, the extra viscous effect associated with a 
non-ideal flow field at the meniscus is equivalent to the drag of approximately 150 μm of 
extra filled channel. Unlike the flow field effects discussed at the channel inlet, this effect 
is expected to be significant at all times.156    
To estimate the influence of this effect on flow in open microchannels, eq. 3.26 was 
used to predict flow behavior in 50 μm wide channels for each of the three liquid systems 
studied throughout this chapter. These results are presented in Figure 3.16 when q is equal 
to 0 (Lucas-Washburn prediction) as well as 3 and 10 times larger than the channel depth. 
As Figure 3.16 reveals, this effect has a significant influence on the predicted flow behavior 
for each liquid system, reducing the predicted velocity significantly, especially at early 
times. Further, systems with q = 3H and 10H exhibit significant delays in their approach 
toward the viscous regime. The characteristic transition times required for n to reach 0.55 
associated with each curve in Figure 3.16 are presented in Table 3.5.  
 
Table 3.5. Transition times required for n (eq. 3.1) to reach 0.55 for curves shown in Figure 3.16, 
predicted using eq. 3.26 
System q (multiples of H) Transition time 
Water 
0   10/a 
3                8.0×101/a 
10                4.0×102/a 
Glycerol (aq.) 
0 10/a 
3              2.8×104/a 
10              2.6×105/a 
Polyurethane resin 
0 10/a 
3              8.0×105/a 
10              8.7×106/a 
 
As expected, this extra-viscous effect is more pronounced in systems with higher 
viscosities. In the PU resin system, this effect alone can nearly completely account for all 
of the non-ideal behavior observed. While determining the exact value and functional 
dependence of q in eq. 3.26 is beyond the scope of this work, the results in Figure 3.16 and 
Table 3.5 strongly suggest that this extra-viscous effect does indeed play at least some role 
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in the observed discrepancy between the results presented here and those predicted by eq. 
3.12. While Levine et al.156 do not account for the formation of large fingers that extend 
far ahead of the main meniscus (such as those in Figure 3.14), it is suspected that these 
larger fingers would act to increase the effective value of q. Note that retaining the inertial 
term in eq. 3.25 does not alter these results; it indeed does modify the predicted behavior 
at very early times (t ~ 1/a), but these times are insignificant compared to the observation 
times. 
 
 
Figure 3.16. Capillary flow data in 50 μm wide channels for (a) water, (b) aqueous glycerol, and 
(c) polyurethane (PU) resin. These data are compared to predictions of eq. 3.26 for indicated 
values of q, expressed as multiples of channel depth, H (46.8 μm). 
 
The last nonideality unaccounted for in the Bosanquet equation that will be 
discussed here is that concerning the effects of a velocity-dependent, dynamic contact 
angle. This effect is cited most commonly in the literature as the primary cause of observed 
deviations from predictions based on eq. 3.12 or eq. 3.14.56,150,153 The origin and effect of 
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a velocity-dependent, dynamic contact angle are discussed in detail in §3.4.4. While the 
non-ideal flow field at the meniscus predicted by Levine et al.156 acts to increase the viscous 
force, a dynamic contact angle reduces the capillary force via a reduction in the capillary 
coefficient, b. 
 
 
 
Figure 3.17. (a) Advancing contact angles over time predicted for each system in 50 μm x 46.8 
μm (W x H) channels, estimated using eq. 3.16, and (b) corresponding capillary numbers. 
Wetting line frictions of 201.8, 291.2, and 82.2 were used for the water, glycerol, and 
polyurethane (PU) resin systems, respectively.  
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To gain insight into the predicted changes in the contact angle during flow, θa 
(estimated using eq. 3.16) is plotted as a function of time in Figure 3.17 for flow in 50 μm 
wide channels. These data correspond to the those presented in Figure 3.16. Values of the 
wetting line friction are based on best-fit values of β (see Appendix B) and are listed in the 
Figure 3.17 caption. Though the PU resin system flows at a velocity much lower than the 
other two systems, its capillary number (Figure 3.17b) is always at least one order of 
magnitude larger than that in the other two systems due to its high viscosity. This leads to 
the largest predicted changes in the contact angle occurring in the PU resin system. 
Oppositely, capillary numbers associated with water are always small owing to its low 
viscosity, resulting in very minimal anticipated changes in contact angle. 
As illustrated by Figure 3.11, the ability of eq. 3.21 to describe the capillary flow 
behavior observed here has already been demonstrated. Additionally, the values of the 
wetting line friction presented in Appendix B are well within the expected range. As such, 
it can be said that dynamic contact angle effects can, alone, account for the differences 
between the data presented in Figure 3.10 and predictions based on eq. 3.12.  
The functional form of x(t) predicted by accounting for the extra-viscous effect at 
the meniscus (eq. 3.26) is identical to that derived accounting for a velocity-dependent, 
dynamic contact angle (eq. 3.21). As such, distinguishing between these two effects is 
difficult due to the similar impact that both are expected to have on the flow behavior. 
Based on the above discussion, it seems likely that the origin of the observed departure 
from eq. 3.12 is due to some combination of these two effects. Accordingly, a hybrid 
equation is proposed to describe capillary flow behavior at times much larger than 1/a:  
 
𝑥(𝑡) = −𝛽′ + √𝑘𝑡 + (𝛽′)2 (3.27) 
where β’ is a hybrid variable accounting for both the wetting line friction and the extra-
viscous effects of the non-ideal flow field at the meniscus: 
 
𝛽′ =
𝜁𝜂
𝜌𝐻𝑎
(1 +
2
𝜀
) + 𝑞(𝜀, 𝑐𝑜𝑠𝜃, … ) (3.28) 
where a is defined by eq. 3.9 for systems following a full slip liquid-air interfacial boundary 
condition and by eq. 3.22 for systems following a no slip liquid-air interfacial boundary 
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condition. Though this equation does not account for inertial effects present at very early 
times (t ~ 1/a), it does account for the behavior observed at long times before the system 
fully transitions to the viscous regime. 
3.6 Summary and Conclusions 
 Open microchannels have great utility in a wide variety of applications, including 
open microfluidic devices and capillary coating applications. In this chapter, capillary flow 
dynamics in open rectangular microchannels were explored, specifically for non-
evaporating liquids. This included a detailed discussion of the requirements for 
spontaneous capillary flow as well as the changes that the liquid undergoes over time as it 
progresses down the channel. The influence of Concus-Finn filaments (‘fingers’) and a 
velocity-dependent, dynamic contact angle were also discussed. 
 The behaviors of three different model liquid systems inside of open microchannels 
were explored. These three model liquids included two aqueous systems (water and 
aqueous glycerol) and one non-aqueous polyurethane (PU) resin system. These flow 
dynamics were evaluated over five orders of magnitude (10–3–10 s) and compared against 
predictions based on ‘ideal’ capillary flow behavior, as predicted by the Bosanquet and 
Lucas-Washburn equations. 
 At long times, the equilibrium flow behavior of the PU resin system was found to 
conform well to the above-mentioned theoretical predictions, but the aqueous systems only 
conformed well to these models assuming a no-slip boundary condition at the liquid-air 
interface, justified by the presence of trace contaminants which tend to rigidify this 
interface. At early times, however, distinct disagreement between model and experiment 
was observed. Specifically, the model liquids studied in this chapter were observed to 
require much longer times than anticipated (103–107 times longer) to reach terminal 
behavior, where meniscus position advances proportional to the square root of time (the 
Lucas-Washburn or viscous regime). 
 The discrepancy between model and experiment observed at early times was 
attributed to various nonidealities unaccounted for in the theories of Bosanquet, Lucas, and 
Washburn, including entrance effects which disturb the flow field, nonidealities associated 
with a non-ideal meniscus shape (which locally increases the viscous drag at the advancing 
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contact line), and dynamic contact angle effects related to the velocity dependence of the 
contact angle. Insight was provided into the specific and relative impact that each of these 
nonidealities may have on the flow behavior of the model systems studied in this chapter. 
Various forms of a modified capillary flow equation were also proposed to better account 
for these nonidealities.      
Based on the analysis presented in this chapter, it can be concluded that the 
discrepancy between capillary flow behavior observed here and the theoretical predictions 
of Bosanquet can be readily attributed to predictable nonidealities described above. The 
true functional form of x(t), accounting for all of the nonidealities discussed above, lends 
itself to further investigation. However, insight gained from this study will prove important 
in Chapters 4 and 5, where capillary flow dynamics are investigated in even more non-
ideal scenarios. Specifically, rough and irregular microchannels fabricated via 3D printing 
will be studied in Chapter 4 and liquids undergoing capillary flow with simultaneous 
evaporation-induced drying will be studied in Chapter 5. As will be discussed further in 
these chapters, without understanding how a non-evaporating liquid behaves in an open 
microchannel, the effect of other factors, such as surface roughness or drying, cannot be 
definitively understood. 
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Chapter 4 
 
Capillary-Driven Flow in 3D 
Printed, Open Microchannelsj,k 
 
 
 
Figure 4.1. (a) Schematic diagram of 3D printing process (specifically, fused deposition 
modeling), illustrating extrusion of plastic (shown in gray). (b,c) SEM micrograph of open 
microchannel printed with FDM, showing (b) top view (scale bar: 1 mm) and (c) cross section 
(scale bar: 100 μm) of channel. 
                                                 
j  Adapted with permission from R. K. Lade Jr., E. J. Hippchen, C. W. Macosko, and L. F. Francis, “Dynamics 
of Capillary-Driven Flow in 3D Printed Open Microchannels,” Langmuir 2017, 33, 2949–2964. Copyright 
2017 American Chemical Society. 
k This work was done in collaboration with Erik J. Hippchen. 
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4.1      Overview 
Microchannels have applications in microfluidic devices, patterns for 
micromolding, and even flexible electronic devices. Three-dimensional (3D) printing 
presents a promising alternative manufacturing route for these microchannels due to the 
technology’s relative speed and the design freedom it affords its users. However, the 
roughness of 3D printed surfaces can significantly influence flow dynamics inside of a 
microchannel. In this chapter, open microchannels are fabricated using four different 3D 
printing techniques: fused deposition modeling (FDM), stereolithography (SLA), selective 
laser sintering, and multi jet modeling. Microchannels printed with each technology are 
evaluated with respect to their surface roughness, morphology, and how conducive they 
are to spontaneous capillary filling. Based on this initial assessment, microchannels printed 
with FDM and SLA are chosen as models to study spontaneous, capillary-driven flow 
dynamics in 3D printed microchannels. Flow dynamics are investigated over short (~10–3 
s), intermediate (~1 s), and long (~102 s) timescales. Surface roughness causes a start–stop 
motion down the channel due to contact line pinning while the cross-sectional shape 
imparted onto the channels during the printing process is shown to reduce the expected 
filling velocity. Significant departures from the Bosanquet equation (an equation predicting 
capillary flow behavior in ‘ideal’ microchannels) are also observed. Flow dynamics are 
assessed as a function of printing technology, print orientation, channel dimensions, and 
liquid properties. This study provides the first in-depth investigation of the effect of 3D 
printing on microchannel flow dynamics as well as a set of rules on how to account for 
these effects in practice. The extension of these effects to closed microchannels and 
microchannels fabricated with other 3D printing technologies is also discussed.  
4.2      Introduction 
Three-dimensional (3D) printing is a rapidly developing technology with incredible 
adaptability that has accelerated its adoption across an array of disciplines. Influences of 
3D printing can be found in aerospace192 and automotive193 manufacturing, biomedical 
engineering,194–196 and even modern art and architecture (e.g., see articles in ref. 197). 
Recent efforts have also been made to establish 3D printing in the field of micro-scale 
manufacturing.198,199 The design freedom that the technology offers—an ability to print 
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complex and 3D structures with a potentially wide array of materials—is particularly 
appealing. A review of the 3D printing technologies discussed in this chapter can be found 
in refs. 21 and 200–202.  
 Microchannels are one important feature present in many micro-manufactured 
devices. The utility of these micron-scale capillary structures, especially with respect to 
hosting spontaneous capillary flows, was explored in Chapter 3. 3D printing has proven to 
be an effective alternative for manufacturing devices that contain these microchannels 
(Figure 4.2). For example, selective laser melting (SLM) has been used to fabricate 
capillary columns out of metal, which were successfully integrated into a liquid 
chromatography device (Figure 4.2a).203 3D printed microfluidic devices have garnered 
particular interest as they can be manufactured quickly at a relatively low cost with 
minimum manual labor, presenting distinct advantages over prevailing methods of 
 
Figure 4.2. Examples of devices incorporating microchannels manufactured via 3D printing. (a) 
Spiral columns for capillary chromatography, printed with selective laser melting (SLM) (scale 
bar: 1 mm). Reproduced from ref. 203 with permission from The Royal Society of Chemistry. 
(b) Micro-scale mixer printed with stereolithography (SLA) (scale bar: approximately 1 mm). 
Reprinted from ref. 204, copyright 2014 National Academy of Sciences. (c) Device for 
electrochemical detection, printed with SLA (scale bar: approximately 10 mm). Reproduced 
from ref. 205 with permission from The Royal Society of Chemistry. (d) Device for nanoparticle 
synthesis printed with fused deposition modeling (FDM) (scale bar: 10 mm). Reproduced with 
permission from ref. 206. Copyright 2015 American Chemical Society.   
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microfluidic chip fabrication.201 For example, two devices printed with stereolithography 
(SLA) were used to achieve precise, micro-scale mixing204 (Figure 4.2b) and for 
electrochemical detection (Figure 4.2c).205 Another device,206 fabricated using fused 
deposition modeling (FDM), was successfully used for nanoparticle synthesis (Figure 
4.2d). Microchannels were integral components of all of these devices.  
As in traditional microchannel fabrication, 3D printed microchannels that are open 
are often easier to fabricate than their closed counterparts. This is primarily due to two 
factors. First, printing an open channel can eliminate the need for support material inside 
the channel. This increases printing speeds and can also lead to improved surface quality 
of the final part (after support removal, the surrounding area typically has a rougher 
surface). Second, removing material from inside of the channel is greatly facilitated when 
the channel has no top. For example, in a liquid-based printing technology such as SLA, 
printing closed channels results in uncured resin becoming trapped inside of the channel 
which must be physically flushed out.207 In an open channel, however, this uncured resin 
can be entirely removed by a quick bath in a compatible solvent. An additional limitation, 
unique to closed channels printed with laser-based processes such as SLA, is that uncured 
resin trapped inside the channel can become partially cured when the top of the channel is 
printed. This sets a lower limit on minimum printable channel depth, based on the amount 
of overcure that occurs when the top of the channel is printed.207 Open channels are not 
subject to this limitation. 
 As discussed in Chapter 3, capillary flows are very sensitive to the properties of the 
channel (e.g., aspect ratio and cross-sectional shape) as well as the interaction between the 
fluid and the channel surface (e.g., contact angle and dynamic contact angle effects). If the 
surface properties of the channel are not favorable, flow can be severely inhibited or even 
prevented. In Chapter 3, this sensitivity was illustrated by the limiting value of the 
equilibrium contact angle, where flow was demonstrated to occur only if the contact angle 
was low enough (see eq. 3.7). Additionally, it was shown that if the liquid 
fingers133,145,148,163,164 in the channel corners are too long, reductions in the flow velocity 
can occur.  
In 3D printed microchannels, non-ideal surface properties are a particular concern, 
as 3D printed parts are well known to possess rough and sometimes porous surfaces. In 
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extrusion-based processes, such as FDM, this roughness results from the layer-by-layer 
nature of the printing process;208 the individual printed strands of material can also be 
rough. The surfaces of some SLA parts also possess a characteristic roughness associated 
with the laser path used to cure the printing resin.209 Powder-based processes, such as 
selective laser sintering (SLS), SLM, and electron beam melting, also produce parts with a 
characteristic surface roughness.203,210,211 The size of a 3D printed microchannel is also not 
guaranteed to be of uniform along its entire length due to imperfections that occur during 
printing. This violates another assumption made throughout Chapter 3: that the cross-
sectional shape of any given channel is constant.  
 In Chapter 3, the dynamics of spontaneous capillary-driven flow in open 
rectangular channels with a smoothl surface and uniform cross-sectional area were 
explained in detail. The flow behavior was shown to follow a fundamental scaling law 
dependent on the relationship between meniscus position, x, and time, t: x ∝ tn (eq. 3.1)). 
Over time, the exponent n can take on values between 0.5 and 1; this value defines the 
capillary flow regime. The characteristic timescale associated with the transition between 
each flow regime is 1/a,56 where a is the viscous coefficient defined by eq. (3.9) or eq. 
3.22. The Bosanquet52 equation (eq. 3.12) predicts that flow will transition from the 
inertial53 (n = 1) to viscous40,54,55 (n = 0.5) regime by t = 10/a.m At long times when n = 
0.5, the equilibrium balance between viscous and capillary forces is represented by the 
mobility parameter, k, where x2 = kt.56,134 In Chapter 3, it was shown that experimentally 
observed mobility parameters were true to theoretical predictions over a wide range of 
channel sizes and liquid viscosities. However, it was also shown that the time required to 
transition to the viscous regime was much longer than expected, with required transition 
times on the order of 104/a – 107/a (compared to a predicted time of 10/a).  
  The specific impact of 3D printed channels on capillary flow dynamics remains 
largely unexplored, and previous work has only suggested that 3D printed topography may 
disturb laminar flow.212 However, surface topography is well known to alter the liquid-
solid contact angle of spreading droplets37,213,214 and can lead to contact angle hysteresis 
                                                 
l  ‘Smooth’ here means a surface with low but nonzero roughness (RMS roughness ≪ channel dimensions). 
m Recall that a time of t = 10/a technically corresponds to a transition to the near-viscous regime, n = 0.55.   
This is the same limit that is studied in §3.5. 
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and anisotropy.170,214–218 Surface roughness acts to locally increase an advancing contact 
angle above its equilibrium value (that defined by Young’s equation91,214 (eq. 2.8)), and 
can slow or even stop (‘pin’) flow.214,215,219 Pinning can be permanent or temporary and, in 
the latter case, the contact line eventually depins, subsequently ‘jumping’ forward220 and 
continuing to flow until it hits another pinning point. During capillary filling, local pinning-
depinning (or ‘stick-slip’) events have been observed along microchannels fabricated with 
rough walls.221,222 This same phenomenon has also been observed and/or predicted along 
microchannels patterned with protruding rectangular and triangular posts.221,223,224 Girardo 
et al.157 show that even nanoscopic roughness on microchannel walls can lead to friction 
effects unaccounted for in the Bosanquet equation, resulting in overall slower capillary 
filling.  
 In this chapter, the morphology and surface properties of open microchannels 
printed with four different 3D printing technologies are evaluated: FDM, SLA, SLS, and 
multi jet modeling (MJM). A set of general rules is compiled for printing open 
microchannels with each technology, describing the advantages, disadvantages, and 
limitations of each. FDM and SLA are ultimately shown to produce microchannels most 
conducive to capillary flow. Accordingly, FDM- and SLA-microchannels are assessed with 
respect to the flow dynamics of the liquids they imbibe. Both printing processes are shown 
to impart a unique surface topography to the microchannels and, accordingly, result in 
different flow dynamics during capillary filling. For the first time on 3D printed surfaces, 
the effect of surface roughness on contact line motion is analyzed, in addition to its 
influence on the relationship between x and t over time—behavior over five orders of 
magnitude (10–3–102 s) is investigated. Pinning induced by the surface roughness is shown 
to reduce the expected flow velocity due to a decrease in the capillary force. Cross-sectional 
geometry and print orientation are also shown to have a distinct influence on the flow. 
Based on these findings, a set of recommendations for practically dealing with the unique 
flow effects in 3D printed microchannels is introduced. Insight into how these 
recommendations can be extended to closed microchannels and microchannels fabricated 
with other 3D printing technologies is also presented. 
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4.3  Experimental 
4.3.1 Microchannel Design 
The microchannel computer aided design (CAD) model is shown in Figure 4.3a. 
Channels are 50 mm in length with rectangular cross sections. A circular reservoir is 
connected to the top of each channel with a diameter such that its volume is equal to or 
greater than the volume of the channel. Channel widths, W, ranging from 80–1000 µm and 
channel depths, H, ranging from 16–1000 µm were specified in the CAD models.  
 
 
Figure 4.3. (a) Microchannel schematic, units in mm. Cross section shows slice from z-y plane. 
(b) Top view of FDM-microchannels on build stage. Indicated orientation is with respect to 
rotation in the x-y plane. (c) Side view of SLA-microchannel on build stage. SLA parts are 
printed upside down with the channel facing away from the support. Not to scale. 
 
4.3.2 Microchannel Fabrication  
Fused deposition modeling (FDM) microchannels were printed on a Dimension 
1200es printer (Stratasys, Ltd., Eden Prairie, MN), which employs two extrusion heads to 
accommodate both a model and a support material. The model material was acrylonitrile-
butadiene-styrene (ABS; P-400, Stratasys, Ltd.) and the support material was an acrylic 
copolymer (P-400SR, Stratasys, Ltd.). Default temperature settings were used: 300°C for 
the model and support materials and 80°C for the build envelope. All parts were printed 
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with a layer height of 254 µm and solid interior fill. Print time for one microchannel is 
approximately 10 min. 
Each part was printed in one of three orientations, as illustrated in Figure 4.3b. By 
default, the printhead rasters back and forth at 45° or -45° in the x-y plane (alternating 
between layers) and by rotating the part on the build stage, different microchannel 
topographies are obtained. These topographies are discussed later in Figure 4.11. As-
printed FDM-microchannels are porous and thus were coated after printing. To prepare the 
channels for coating, each part was first washed with distilled water, air dried, and plasma 
treated as described in §2.3.3 for 60 s. A 25 mm wide foam brush (model no. 8500 0100, 
Home Depot, Atlanta, GA) was then used to apply a thin layer of polyurethane, 
photocurable resin (NOA73, Norland Products, Inc., Cranbury, NJ)) over the entire part. 
Brush strokes were applied parallel with the long edge of the printed part. Excess resin was 
removed by applying firm pressure to the brush on the final stroke of coating. This final 
step removed most of the coating from the surface, but left enough liquid trapped in the 
surface voids to make the microchannel watertight. The coating was then cured under long-
wave UV light (365 nm; UVGL-58, UVP, LLC, Upland, CA) for 45–60 min.   
Stereolithography (SLA) microchannels were printed using a Form 1+ printer 
(Formlabs, Somerville, MA) with a photocurable resin (methacrylic acid esters and 
photoinitiator, clear color, Formlabs) and a 50 µm layer height with default print settings. 
Parts were angled at 10° from the horizontal during printing (Figure 4.3c) to minimize 
bubble entrapment and reduce stress on the part during the peel process.n Print time for one 
microchannel is approximately 1.5 h and each additional microchannel adds approximately 
0.5 h to the total build time. 
After printing, parts were removed from the build stage and agitated in an 
isopropanol bath for 2 min. Parts were then soaked in two sequential isopropanol baths for 
8 min each with no agitation. This agitation and soak procedure helps to remove uncured 
monomer from the part surface. Parts were then cured under UV light (366 nm, ~1.2 
mW/cm2) for 1 h. The 1 h post-cure under UV light was found to reduce the tackiness of 
the part surface, making the parts easier to handle. 
                                                 
n After each layer is printed, the part must be ‘peeled’ off of the bottom plate (the site where the laser cures 
the resin) so that uncured liquid resin can flow under the part and a new layer can be printed. 
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Selective laser sintering (SLS) microchannels were printed offsiteo using an EOS 
P396 SLS machine and PA2200 Balance 1.0 Nylon 12 powder (EOS GmbH, Krailling, 
Germany) with an average layer height of 120 µm. Unsintered powder was removed from 
the channels using a combination of vibration and bead blasting. 
Multi jet modeling (MJM) microchannels were also printed offsitep on an Objet 500 
Connex 3 or Objet 260 Connex 3 PolyJet 3D printer (Stratasys, Ltd.) using a transparent 
acrylate resin (VeroClear-RGD810, Stratasys, Ltd.) and a 16 µm layer height. Parts were 
printed either with or without a waxy support material (SUP705, Stratasys, Ltd.) inside the 
channels, which was removed with water jets after printing.   
4.3.3 Glycerol Solution Characterization 
Aqueous glycerol solutions were used for all flow tests; these solutions are 
described in Table 4.1. Water concentration was used to adjust viscosity and a sodium 
dihexyl sulfosuccinate surfactant solution (MA-80, Cytec Industries, Inc., Woodland Park, 
NJ) was used to adjust surface tension (a change in the equilibrium contact angle was also 
coupled to this adjustment). Blue food dye (FD&C Blue #1, Target Corp., Minneapolis, 
MN) was added to each solution (40 µL per 20 mL of solution) to enhance flow 
visualization. Control tests with liquid containing no dye revealed that the dye did not 
significantly influence the liquid properties or flow. Solution viscosity was measured using 
an AR-G2 stress-controlled rheometer (40 mm, 2° steel cone and plate geometry; TA 
Instruments, New Castle, DE). All solutions are Newtonian over the relevant range of shear 
rates (0.1–100 s–1).  
Surface tension and contact angle were measured using pendant drop shape analysis 
and sessile drop measurements, respectively (DSA-30, Krüss GmbH, Hamburg, Germany). 
To minimize the influence of surface roughness on the measured contact angles, smooth 
test surfaces were fabricated. These surfaces were processed to be chemically equivalent 
to the surfaces of the 3D printed microchannels but with minimal surface roughness. For 
the FDM material, this was done by pelletizing the ABS printing filament and hot pressing 
the pellets into small, smooth coupons at the printing temperature (300°C). For the SLA 
                                                 
o SLS-microchannels were printed offsite by Xometry, Inc. (Gaithersburg, MD; www.xometry.com). 
p MJM-microchannels were printed offsite at Stratasys (Eden Prairie, MN) or at the Medical Devices 
Center at the University of Minnesota (Minneapolis, MN). 
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material, a smooth testing surface was fabricated by first curing approximately 2 mL of 
resin onto a glass slide. The post-printing procedure described above for the SLA-
microchannels (isopropanol bath and post-cure) was then performed on the resin-coated 
slide. All surfaces were plasma treated with air (0.5–1 torr) for 60 s before testing, as 
described in §2.3.3. As flow tests were only conducted in FDM- and SLA-microchannels, 
contact angles were only measured on these surfaces. Measured solution properties and 
contact angles on FDM and SLA surfaces are reported in Table 4.1. 
 
Table 4.1. Glycerol solution properties and contact angles on 3D printed surfaces 
Solution 
Glycerol 
conc.a (w/w) 
Viscosity 
(mPa∙s) 
Surface tension 
(mN/m) 
Contact angleb (°) 
FDM SLA 
Standard 0.86 ± 0.01 81 ± 3 64.7 ± 0.3 38 ± 3 41 ± 2 
Medium viscosity  0.70 ± 0.01 42 ± 1 64.5 ± 0.4 38 ± 3 41 ± 2 
Low viscosity 0.60 ± 0.01 9 ± 1 70    ± 1 38 ± 3 41 ± 2 
Low surface    
    tension  
0.86 ± 0.01 81 ± 3 30.1 ± 0.5 19 ± 3 15 ± 2 
a Mass fraction of glycerol in solution 
b Equilibrium contact angle of glycerol solution on indicated surface 
 
4.3.4 Analysis of Surface Topography and Chemical 
Homogeneity 
Microchannel surface topography was measured using a mechanical stylus 
profilometer (P-16, KLA-Tencor, Milpitas, CA). Measurements were taken over lengths 
of 1–5 mm and reported roughness values represent averages from measurements on at 
least three different samples printed with identical parameters. Small-scale surface features 
of FDM-, SLA-, and SLS-microchannel surfaces were also qualitatively assessed using 
electron microscopy (S-4700, Hitachi, Ltd., Tokyo, Japan). 
To distinguish the effects of surface roughness from chemical heterogeneities on 
capillary flow (both of which can induce contact line pinning), forced spreading 
experiments were conducted on the smooth, plasma treated test surfaces described in 
§4.3.3. Droplets of the ‘standard’ glycerol solution (see Table 4.1) were first deposited onto 
these surfaces. During the initial spreading process, the droplets were observed to spread 
evenly and unimpeded without pinning. The droplets were then enlarged by pipetting 
additional liquid into the center of the droplet. Again, the droplets were always observed 
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to spread evenly and unimpeded over large areas. Based on these results, chemical 
heterogeneities were concluded to not be a significant source of pinning in the 3D printed 
microchannels. 
4.3.5 Monitoring Capillary Flow  
A digital optical microscope (KH-7700, Hirox USA, Hackensack, NJ) with a 50–
400x lens (Hirox MX(G)-5040Z zoom lens with mid-range adapter) was used to monitor 
capillary filling. Microchannels were first plasma treated as described in §4.3.3 and 
positioned under the microscope. A drop of liquid (with volume equal to that of the 
reservoir) was then dispensed into the reservoir. Care was taken to dispense the droplet into 
the center of the reservoir so that, upon deposition, the droplet quickly and uniformly wet 
the reservoir. Flow was recorded at 1, 7.5, or 15 frames per second (fps) over intervals 
ranging from 3 to 200 s. The position of the advancing meniscus (taken at the center of the 
microchannel) in each frame was extracted using ImageJ (v1.48v, NIH). A position of zero 
was assigned to where the microchannel intersects the reservoir and times of zero were set 
to coincide with the moment the liquid passed this point. The data in Figures 4.13, 4.15, 
4.17 and 4.18, however, are an exception to this convention: the zero point was set relative 
to an arbitrary starting point, as described in the corresponding figure captions. 
Videos were also recorded at a higher frame rate to capture the high-speed liquid 
dynamics. Microchannels were plasma treated as described above, positioned under a lens 
(Zoom 6000 system with 3 mm FF zoom lens (Model No. 1-6232) and 2x standard adapter 
(Model No. 1-6030), Navitar, Rochester, NY), and illuminated with a fiber optic light. 
During flow, video was captured with a high-speed camera (Fastcam Ultima APX, Model 
120 K, Photron, Tokyo, Japan) at 125 or 250 fps. 
All visualization experiments were performed at room temperature (23 ± 1°C). 
Flow in the 3D printed microchannels for the liquids described in Table 4.1 was found to 
be insensitive to relative humidity over the timescales tested. That is, water loss (via 
evaporation) nor water absorption (due to the hygroscopy of glycerol) were observed to 
have a significant impact on the results. 
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4.4      Theory of Capillary-Driven Flow in 
Irregular, Rough Microchannels 
4.4.1 General Condition for Spontaneous Capillary 
Flow 
A general criterion for spontaneous capillary flow in microchannels of arbitrary 
cross-sectional shape can be derived starting from eq. 3.3.133 First, the perimeters pi in eq. 
3.3 must be expressed more generally as wetted, pw, or non-wetted, pf, perimeter lengths. 
The wetted perimeter length is defined as the cross-sectional perimeter of the channel in 
contact with liquid; that is, the perimeter associated with the solid-vapor to solid-liquid 
interface exchange during capillary flow. The non-wetted or free perimeter length is the 
cross-sectional perimeter associated with the liquid-vapor interface (see Figure 4.4). 
 
 
Figure 4.4. Open microchannels of various cross-sectional shapes: (a) rectangular cross section, 
where pf = W and pw = 2H + W, (b) circular cross section where pf = 2Rchannel and pw = πRchannel, 
(c) truncated triangular cross section where pw = 2Lwall + Bchannel, and (d) channel of arbitrary 
cross-sectional shape with pw and pf indicated. 
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Using the above definitions, eq. 3.3 can be written more generally as: 
 𝑓𝑐𝑎𝑝 = γ(𝑝𝑤𝑐𝑜𝑠𝜃𝑒 − 𝑝𝑓) (4.1) 
recalling that fcap is the capillary force and the contact angle associated with the air-liquid 
interface is 180° (cos(π) = –1). As in §3.4.1, spontaneous capillary flow requires fcap > 0. 
As such, eq. 4.1 can be used to derive a general criterion for spontaneous capillary flow in 
a microchannel of arbitrary cross section:   
 cos𝜃𝑒 >
𝑝𝑓
𝑝𝑤
  (4.2) 
where, as in eq. 3.7, γ has been eliminated from the inequality because it is always greater 
than zero. 
From eq. 4.2, it is apparent that the requirement for spontaneous capillary flow 
becomes stricter as the relative perimeter length of the free surface increases. For a non-
wetted:wetted perimeter length ratio of 1:3, contact angles of less than 70° are required for 
spontaneous flow; a ratio of 1:1.5 requires that the contact angle be less than 50°. Examples 
of channels with various non-wetted:wetted perimeter length ratios are illustrated in Figure 
4.4. While surface roughness can influences the apparent contact angle,170,213 it is unknown 
if and how surface roughness influence the general criterion presented in eq. 4.2. 
4.4.2 Capillary Flow in Irregular Microchannels 
The general governing equation for spontaneous, capillary-driven flow (eq. 3.8)—   
originally presented in §3.4.2—is not specific to channels with rectangular cross sections. 
Rather, it can describe capillary-driven flow in microchannels of arbitrary cross sections 
as long as that cross-sectional shape is constant. To account for arbitrary cross-sectional 
shapes, the viscous and capillary coefficients (eqs. 3.9 and 3.10) can be expressed more 
generally as:  
 𝑎𝑥 =
η
ρ
𝑓𝑎𝑟𝑏(H, W, … ) (4.3) 
 𝑏𝑥 =
γ
ρ𝐴𝑐
[𝑝𝑤cos𝜃𝑒 − 1] (4.4) 
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where ax and bx are geometry-independent expressions for the viscous and capillary 
coefficients, respectively, and farb is a geometry-dependent function, like f1 and f2 in eqs. 
3.9 and 3.23, respectively. Ac is the cross-sectional area of the channel. 
From eq. 4.4, the value of the capillary coefficient can be calculated provided the 
cross-sectional shape of the channel is well-characterized. This can be readily found using 
a variety of imaging and/or profilometry techniques. The value of the viscous parameter, 
ax, however, is more elusive and must be calculated or estimated by fitting experimental 
data. As mentioned in §3.4.2, farb has been estimated for open rectangular channels by 
several authors.56,134,161 This geometric function has also been estimated for open ‘U’-
shaped134 and ‘V’-shaped140 channels as well as for a variety of closed microchannel 
geometries.133,225 
By analogy with the analysis presented in §3.4.2 for flow in rectangular 
microchannels, the Bosanquet52 equation (eq. 3.12) is still expected to apply, with behavior 
at very long times (t ≫ 1/ax) conforming to the predictions of the Lucas-Washburn 
equation40,54,55 (eq. 3.14). Similarly, a natural progression through the inertial,53 visco-
inertial,151 and viscous40,54,55 flow regimes is expected, with a characteristic timescale56 of 
1/ax. Thus, the only anticipated difference between flow in rectangular versus 
nonrectangular channels is how the viscous and capillary coefficients depend on channel 
geometry and the characteristic timescale associated with the transitions between flow 
regimes. The exponent n in eq. 3.1 associated with each of these flow regimes is 
independent of channel geometry. 
In microchannels with a variable cross-sectional shape, the above generalizations 
do not apply. This is due to the fact that the channel cross section is no longer a constant, 
but instead a function of the position in the channel, x. This necessitates that the capillary 
and viscous coefficients also be expressed in terms of x. While the capillary coefficient 
only depends on the instantaneous cross-sectional geometry, the viscous coefficient 
depends on the viscous drag over the entire wetted area of the channel.56,133 Regardless of 
the specific changes in channel geometry that occur down the channel, any dependence of 
ax and bx on x introduced into eq. 3.8 is expected to introduce significant departures from 
predictions based on both the Bosanquet52 (eq. 3.12) and Lucas-Washburn40,54,55 (eq. 3.14) 
equations. 
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Simulations conducted on flow in closed, circular capillary channels with variable 
cross-sectional area show that increasing channel radius decreases the capillary pressure 
driving the liquid down the channel and causes a resultant decrease in flow velocity. 
Oppositely, constricting the channel increases the flow velocity.226,227 Similar results have 
been predicted and observed experimentally for flow in rectangular microchannels of 
varying widths, including open channels.133 In all instances, ‘jumps’ in the flow velocity 
(either up or down) have been predicted and/or observed when the size of the channel 
changes rapidly. Additionally, Erickson et al.227 show that any change in channel cross 
section always results in slower overall filling of the channel. 
While departures from the predictions of eqs. 3.12 and 3.14 are observed and/or 
predicted when channel size is not constant, Staples and Shaffer226 show than when the 
perturbations to channel size are small compared to the total travel distance of the liquid in 
the channel, the behavior at long times can be described relatively well by the Lucas-
Washburn40,54,55 equation (eq. 3.14). However, at short times (such as those important in 
the Bosanquet52 equation (eq. 3.12)), significant departures from the Bosanquet equation 
are expected. 
A final comment about the influence of channel geometry on capillary flow 
concerns the formation of Concus-Finn filaments (‘fingers’), introduced in §3.4.3. Sharp 
corners, such as those present in the open rectangular channels discussed in Chapter 3, tend 
to encourage finger formation. Oppositely, channels with corners that are more curved can 
limit or even prevent finger formation.133,134 This latter scenario results from the 
corresponding reduction in Laplace pressure at the channel corners. Thus, the cross-
sectional shape of the channel not only influences the capillary flow dynamics, but can also 
influence the morphology of the meniscus itself.  
4.4.3 Influence of Surface Roughness on Capillary 
Flow 
In §3.4.4, surface roughness was labeled as the underlying cause of contact angle 
hysteresis during spontaneous capillary flow.152 In this section, this discussion is extended 
to include the mechanism by which surface roughness alters the contact angle. 
An idealized rough surface, with a single topographical feature, is illustrated in 
Figure 4.5. When a contact line approaches a sharp edge, it does not immediately flow over 
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the edge but instead becomes pinned.37,38 At this pinning point, the local contact angle, θ, 
can take on a range of values defined by: 
 𝜃𝑒 ≤ 𝜃 ≤  𝜃𝑒 + 𝛼 (4.5) 
where π + α (180° + α ) is equal to the angle over which the contact line must flow (see 
Figure 4.5).38 This idea was first proposed by Gibbs37 for spreading over sharp corners. 
The angular range defined by eq. 4.5 is known as the canthotaxis sector38,214 (shown in gray 
in Figure 4.5). 
 
 
Figure 4.5. Schematic illustration of advancing contact line moving over an idealized rough 
topography with a single sharp feature. In the diagram, the contact line is advancing from left to 
right, from point i to point iv. At point iii, the contact angle must increase to reach equilibrium 
with the surface immediately after the apex of the topographical feature. The canthotaxis sector 
is indicated in gray at point iii.  
 
Pinning occurs because there is an energetic barrier associated with changing the 
shape of the contact line as it moves over topography.215,217 This pinning can be permanent 
or temporary, depending on the specific properties of the system and the conditions under 
which the contact line is pinned. To depin, the contact angle must locally increase to a 
value just above θe + α. In a pinned droplet, this can occur if additional liquid is pipetted 
into the droplet, forcing it to expand. The higher free energy associated with this larger 
contact angle provides the energy for depinning. During depinning, the contact line moves 
through a series of metastable configurations170,220 before either relaxing back to the 
equilibrium value (as in Figure 4.5(iv)) or pinning on another obstacle. While the example 
presented here details flow over an ideal rough feature, this same idea can be extended to 
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rough surfaces with small-scale (nm- to μm-scale) roughness. For surfaces with many 
small-scale rough features, the same phenomenon as that illustrated in Figure 4.5 occurs, 
but in many locations simultaneously over the contact line. 
Contact line motion during spontaneous capillary-driven flow in rough 
microchannels is similar to that illustrated in Figure 4.5. This behavior has been observed 
in channels with a range of roughness profiles, from nm-scale, random roughness,157 to 
repeating, μm-scale topographical patterns such as protruding rectangular221,223,224 and 
triangular221,228 posts. During capillary flow, the depinning force comes from liquid 
continuing to flow to the contact line after pinning. This acts to locally increase the contact 
angle and can result in depinning. However, significant obstacles can readily cause 
permanent pinning. Upon depinning, the contact line will ‘jump’ forward. This ‘jump’ 
corresponds to the rapid relaxation of the contact line back to its pre-pinning state.220 
Macroscopically, this pinning–depinning behavior gives the visual effect of a ‘stick–slip’ 
or start–stop motion down the channel.222 
Similar to the effect of a variable cross-sectional shape discussed in §4.4.2, surface 
roughness acts to reduce capillary filling velocity. This not only results from the delay 
caused by pinning, but by the increased frictional resistance (i.e., an increase in the 
effective value of the viscous coefficient, a (eqs. 3.9, 3.22, and 4.3) due the presence of 
obstacles/topography.224 Surface roughness has also been noted to cause significant 
departures from the predictions of the Bosanquet equation (eq. 3.12) with respect to the 
time required to transition from the inertial to the viscous regime.157,222 While it has been 
noted that, after depinning from an obstacle, capillary flow will tend toward the viscous 
regime,224 this progress is delayed when other obstacles are encountered. Despite the 
attention that flow in rough microchannels has received, little has been done to describe if 
and how surface roughness affects capillary flow regimes and, specifically, the transition 
from the inertial to viscous regime. 
Surface roughness can be accounted for by introducing a roughness dependence 
into the expression for the contact angle. Girardo et al.157 use eq. 3.16 to describe this 
dependence. As contact angle hysteresis often originates from surface roughness, eq. 3.16 
can be used to account for changes in contact angle due to both velocity and surface 
roughness.152 Using eq. 3.16 to solve for x(t) in rough channels again leads to eq. 3.21. 
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Girardo et al.157 found that eq. 3.21 was able to readily describe flow in both ‘smooth’ (low 
but nonzero roughness) channels as well as channels that had been intentionally roughened. 
The difference between flow in these two channels was that a higher value of the wetting 
line friction (see eq. 3.16) was found to be associated with the rougher channel surface.     
4.5      Results and Discussion 
4.5.1 Microchannel Geometry, Printability, and 
Surface Roughness 
i. Microchannel Geometry 
Representative cross sections of microchannels printed with FDM, SLA, SLS, and 
MJM are shown in Figure 4.6. Each printing process imparts a unique cross-sectional 
geometry to the channels. FDM-microchannels (Figure 4.6a) have rounded walls due to 
the circular extrusion nozzle used for printing, with printed strands approximately 400–500 
µm wide and 250 µm in height. This printed strand width corresponds to the 400 μm 
diameter extrusion nozzle used for printing. Figure 4.6a shows a cross-sectional image of 
an FDM-microchannel with a diagonal orientation; cross sections of channels printed with 
parallel and perpendicular orientations look similar. 
 Microchannels printed with SLA (Figure 4.6b) or MJM (without support; Figure 
4.6e)) exhibit a characteristic ‘U’ shape due to slight sagging of the printing liquids during 
fabrication. In contrast, microchannels printed with MJM (with support; Figure 4.6d) and 
SLS (Figure 4.6c) hold their rectangular shapes well. However, walls of channels 
fabricated using these two technologies are rough. In SLS, this is due to the roughness of 
the printing powder (diameter ≈ 30–60 µm) and in MJM (with support) the wall roughness 
arises upon removal of the support, which creates a rough interface where the model and 
support material droplets overlapped during printing. 
ii. Dimensional Accuracy and Minimum Printable Feature Size 
The dimensional accuracy of the FDM-microchannels is shown in Figure 4.7. As 
the cross section of an FDM-microchannel is not perfectly rectangular, widths represent 
approximate values calculated by averaging widths over the entire depth of the channel. 
As Figure 4.7a reveals, channels with a parallel orientation are most accurately reproduced 
125 
 
by the printer and, on average, only deviate 5% from the CAD-specified file dimensions. 
However, channel widths printed in this orientation are limited to 200 μm or greater. 
Channels with diagonal and perpendicular orientations are always wider than specified. 
Channel depths (Figure 4.7b) are fairly constant across all print orientations, with an overall 
average of 264 ± 17 μm (versus 250 μm specified in the CAD files). However, different 
print orientations are associated with different average depths: 245 ± 21 μm, 250 ± 22 μm, 
and 283 ± 15 μm for FDM-microchannels printed in diagonal, parallel, and perpendicular 
orientations, respectively. Thus, printing channels in a perpendicular orientation yields 
channels with depths approximately 30–40 μm larger than the other two orientations.   
 
 
Figure 4.6. SEM micrographs of cross sections of microchannels printed using (a) fused 
deposition modeling (FDM; diagonal orientation), (b) stereolithography (SLA), (c) selective 
laser sintering (SLS), (d) multi jet modeling (MJM; with support), and (e) MJM (without 
support). Scale bars: 100 μm. 
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Channels with a CAD-specified depth of 500 μm were also printed (only in a 
diagonal orientation). These channels again were always wider than specified in the CAD 
files with an average depth of 549 (± 37) μm (Figure 4.7c). The walls of these deeper 
channels are defined by two printed strands stacked on top of one another. 
  
 
Figure 4.7. (a) Width and (b) depth of FDM-microchannels printed in indicated 
orientation versus CAD-specified widths (CAD-specified depth: 250 μm). Dashed lines 
indicated 1:1 print ratios. (c) Dimensional accuracy of FDM-microchannels printed in 
diagonal orientation (CAD-specified depth: 500 μm). Dashed lines indicate 1:1 print 
ratio for width only. 
 
The smallest printable channel dimensions for any orientation were approximately 
200 μm x 230 μm (W x H). Channels with widths below this minimum fused together along 
some or all of the channel due to the warm printed strands touching and fusing during 
printing. The minimum printable channel depth corresponds to approximately one layer 
height, 254 μm. A discrete layer height dictates that channel depths be printed in whole 
number increments of that layer height. Attempting to print channels with depths equal to 
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fractional increments of this layer height will result in the printer rounding the depth to the 
nearest full layer height. For example, a channel with a specified depth of 400 μm may 
print with a depth of one layer (~250 μm) or two layers (~500 μm) but will not print as 1.6 
layers (250 μm × 1.6 = 400 μm).  
Figure 4.8 shows the dimensional accuracy of the SLA-microchannels, printed with 
a fixed CAD-specified depth of 250 μm. Given the nonrectangular cross-sectional 
geometry of the SLA-microchannels, channel widths here are defined as the width at which 
channel depth is equal to half of the total channel depth. Based on this definition of channel 
width, printed channel widths are consistently about 50 μm smaller than specified in the 
CAD files. Printed channel depth approaches 250 μm as width increases, but is always 
lower than specified.  
 
 
Figure 4.8. Dimensional accuracy of SLA-microchannels (CAD-specified depth: 250 μm). 
Dashed line indicates 1:1 print ratio for width only. 
While the SLA printer used in this study utilizes a much smaller layer height than 
the FDM printer (50 μm versus 254 μm), the lateral resolution in both printers is similar 
and the smallest printable SLA-microchannel was approximately 250 μm x 220 μm (W x 
H). These minimum printable dimensions are dependent on the laser spot size used to cure 
the resin. The Form 1+ has a beam diameter of approximately 260 μmq and a specified 
                                                 
q Based on a laser spot size of 155 μm at full width half max.229 
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minimum printable feature size of 300 μm (for microchannel-like features, 400 μm is 
suggested for the minimum depth and width229). Channels with widths smaller than the 250 
μm minimum cited above could be printed, but at the expense of significantly reducing the 
channel depth. This is due to overcure that occurs when channels with widths smaller than 
the beam diameter are printed. When W ≫ 250 μm, depths as small as 50 μm can be printed.  
The variability observed in SLS-microchannel width reflects the individual particle 
size and varies by about ± 1 particle diameter down the length of the channel (Figure 4.9). 
Channel width was always observed to be approximately 150 μm narrower than specified 
in the CAD files. Channel depth was specified as 240 μm (two layer heights) but was 
consistently about 15% deeper, regardless of channel width. Channels as shallow as one 
layer height (120–150 μm) could be printed, provided W was large enough. For 300 μm < 
W < 750 μm, vibration and bead blasting are insufficient to remove powder from inside the 
channels and tweezers are required to mechanically scrape out the powder. Below channel 
widths of 300 μm, the channel walls completely sinter together during the printing process. 
Similar to narrow channels printed with SLA, this effect is due to oversintering by the laser 
during printing.  
 
 
Figure 4.9. Dimensional accuracy of SLS-microchannels (CAD-specified depth: 240 μm). 
Dashed line indicates 1:1 print ratio for width only. 
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Figure 4.10a shows the dimensional accuracy of MJM-microchannels printed with 
support material. Printed channel width increases approximately linearly as the CAD-
specified width is increased, with print accuracy increasing at larger channel widths. The 
smallest printable channel width is approximately 300 μm. This minimum printable width 
appears to be set by the minimum space required by the support material inside of the 
channel. All parts in Figure 4.10a have CAD-specified depths of 250 μm and printed 
 
Figure 4.10. Dimensional accuracy of MJM-microchannels printed (a) with and (b) without 
support material. All CAD-specified depths equal to 250 μm. Dashed line indicates 1:1 print 
ratio for widths only. 
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channel depth fluctuates between 200–250 μm. Channels with depths as low as 
approximately 20 μm (~1 layer height) can be printed successfully, surpassing the 
limitations of FDM, SLA, and SLS.  
Figure 4.10b shows the dimensional accuracy of MJM-microchannels printed with 
no support. Here, channel widths are defined as the width at which channel depth is equal 
to half of the total channel depth. When W < 500 μm, channel width is consistently about 
150 μm larger than specified in the CAD model. For widths greater than 500 μm, the 
printed width accurately reflects the CAD-specified value. As with SLA-microchannels, 
channels with W < 300 μm print with final depths much lower than specified in the CAD 
model due to overcure and resin sag. Above this minimum width, channel depth is observed 
to be relatively stable and accurately reflects the CAD-specified depth of 250 μm. Similar 
dimensional constraints have been observed by others.230 
For all print technologies, the reported uncertainties in channel width and depth at 
any given channel size can provide insight into the cross-sectional uniformity of the 
microchannels. Of all the printing technologies utilized in this study, SLA was found to 
produce the channels with the most uniform cross section. In general, the cross sections of 
all 3D printed microchannels produced in this study were found to be highly variable, with 
width and depth both fluctuating by 10s of microns down the channel. The implications of 
such variability will be discussed in §4.5.3. 
Note that channel dimensions referred to in this chapter are actual, measured values 
of the printed parts, not dimensions specified in the CAD models, unless otherwise 
specified.  
iii. Surface Roughness and Microstructure 
Using the three print orientations illustrated in Figure 4.3b, three different surface 
topographies can be obtained in FDM-microchannels (Figure 4.11). These topographies 
are dictated by the orientation of the channel walls with respect to the print direction of the 
layer forming the base of the channel. The printed strands in this base layer may be oriented 
diagonal to (Figure 4.11a), parallel with (Figure 4.11b), or perpendicular to (Figure 4.11c) 
the channel walls. The surface topography (measured along the x-axis) associated with 
each of these print orientations is shown in Figures 4.11d–f, along with the corresponding 
RMS roughness (Rq) values. Coating the channels did not significantly alter the measured 
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values of Rq due to the thinness of the coating. The surface roughness of the channels is a 
superposition of both a large- and small-scale roughness. The large-scale roughness results 
from the orientation of the printed strands whereas the small-scale roughness is due to the 
roughness of the plastic itself. Thus, channels printed in a parallel orientation only possess 
small-scale roughness.   
 
Figure 4.11. (a–c) Schematic of FDM-microchannel orientations obtainable using print 
configurations shown in Figure 4.3b, where topography of base layer of channel is (a) diagonal 
to, (b) parallel with, or (c) perpendicular to the wall layer(s). Arrows indicate direction of 
spontaneous capillary flow. (d–f) Surface topography (measured along the x-axis) and 
corresponding RMS roughness (Rq) for (d) diagonal, (e) parallel (inset: same data, expanded 
scale), and (f) perpendicular print orientations. 
 
Figure 4.12 shows representative top views of microchannels printed with each 
technology as well as the corresponding surface topographies (measured along the x-axis) 
and associated Rq values. As in the FDM-microchannels, the surface topography of SLA-
microchannels (Figure 4.12g) is a superposition of roughness on two different lengthscales. 
The large-scale roughness (the parabolic peaks) originates from the Gaussian-like intensity 
distribution of the laser used to cure the resin,209 which results in a printed, cured line with 
a similar parabolic shape. The small-scale roughness (Figure 4.12g inset) is due to the 
roughness of the cured resin.  
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Figure 4.12. (a–e) SEM micrographs of top views of microchannels printed using (a) fused 
deposition modeling (FDM), (b) stereolithography (SLA), (c) selective laser sintering (SLS), (d) 
multi jet modeling (MJM; with support), and (e) MJM (no support). Scale bars: 1 mm. (f–j) 
Topography and RMS roughness (Rq) values from surface profilometry of microchannel 
surfaces, measured along x-axis, for microchannels printed using (f) FDM (inset: topography 
along y-axis), (g) SLA (inset: topography along y-axis), (h) SLS, and MJM (i) with and (j) 
without support (insets (i,j): same data, expanded scale). 
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On SLS-microchannels, the surface topography (Figure 4.12h) was observed to be 
isotropic and reflects the size of the powder used for printing. The individual powder 
particles also possess some small-scale topography, but this roughness was not 
characterized. Channels printed with MJM are relatively smooth compared to channels 
fabricated with other technologies. Roughness on MJM-microchannels printed with 
support is small and random (Figure 4.12i) whereas the roughness when printed without 
support is periodic, with 1–3 µm repeating features approximately every 500 µm (Figure 
4.12j). This repeating topography may be an artifact of the discrete droplets used for 
printing.  
SEM micrographs highlighting the small-scale surface topography on 
microchannels printed with each technology are presented in Figure 4.13. Figure 4.13a 
illustrates the roughness of the printing plastic used in FDM, Figure 4.13b shows the 
roughness of the cured resin in SLA, and Figures 4.13c and 4.13d highlight the inherent 
roughness of the powder particles used in SLS. MJM-microchannels printed with support 
material have a unique topographical feature that is not apparent in Figure 4.12i. An SEM 
micrograph of this topography is shown in Figures 4.13e and 4.13f. These topographical 
features may be caused by the roller that passes over each layer during printing. This roller 
helps flatten out the individual droplets used for printing and may leave the microstructure 
shown in Figures 4.13e and 4.13f as an artifact. 
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iv. Printability Summary 
Table 4.2 presents a set of generalized rules for 3D printing open microchannels 
with FDM, SLA, MJM, and SLS. These rules are based primarily on observations made in 
this work, but (as mentioned below) agree well with limitations noted by others working 
with other 3D printing machines. Similar comparisons have been compiled by 
others;196,198,199,201 the discussion presented here provides a unique perspective on the 
fabrication of open microchannels.  
 
Figure 4.13. SEM micrographs showing small-scale roughness on surface of (a) FDM- and (b) 
SLA-microchannel surfaces. (c,d) SEM micrographs of sintered Nylon 12 powder used to print 
the SLS-microchannels. Panel d shows an enlarged view of the area enclosed by the dashed box 
in panel c. (e,f) SEM micrographs of MJM-microchannel surface (printed with support). The 
arrow in panel e points to the feature highlighted in panel f. All scale bars: 50 μm. 
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Table 4.2. Design rules and recommendations for 3D printing open microchannels 
Technology 
Minimum printable channel width 
(W) 
Minimum printable channel depth 
(H) 
Special Considerations 
Fused deposition 
modeling (FDM) 
~ 200 μm  
May vary with print orientation. 
~ 1 layer height  
May vary with print orientation. 
W and H can vary with print orientation. 
Post-processing may be required to seal 
channel. 
Stereolithography 
(SLA) 
~300 µm 
Function of beam diameter. Smaller 
values possible at expense of 
reduced min. H. 
When W > 300 μm: ~ 50 μm 
When W < 300 μm: H ≈ 30 – 80% 
specified depth 
When W ≪ 300 μm: H → 0 
Walls are curved. 
Multi jet modeling 
(MJM; no support) 
Same as SLA Same as SLA Walls are curved. 
Multi jet modeling 
(MJM; with support)  
~200 μm ~20–60 μm 
Support material can cause wall 
roughness and surface hydrophobicity. 
Selective laser sintering 
(SLS) 
500 – 750 μm 
~ 1 layer height Recommended 
min. depth is twice this value. 
Channels are porous. Unsintered 
powder may stick inside channel after 
printing. 
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Printing parts with micron-scale features will challenge the dimensional limitations 
of many commercially available 3D printers. In FDM, the z-axis resolution corresponds to 
the minimum printable layer height and also dictates the minimum printable channel depth, 
as discussed above. Typical z-axis resolutions range from 100–400 µm (e.g., see sources 
in ref. 231). Channels should be designed with depths no less than this layer height. 
Minimum printable feature size along the x and y axes is usually lower than along the z-
axis. Resolution along the x-y axes can vary widely, typically from 90–500 µm; this value 
is highly dependent on the nature of the feature being printed. For open microchannels, 
average minimum channel widths of 200 µm were achieved in this study. However, this 
width is not consistent down the length of the channel and fluctuates up to 30% from the 
average. This 200 μm limit is consistent with channel widths reported by others232 working 
with extrusion-based 3D printing techniques. How closely two channels can be printed to 
one another will be limited by the width of an individual strand (i.e., minimum wall width). 
This value is set by the extrusion tip diameter (typically around 400 μm) and the degree of 
die swell upon exit.21 More sophisticated printing software can better anticipate the degree 
of filament spreading upon deposition and adjust the toolpath accordingly, permitting two 
adjacent strands to be printed closer together. As a general rule, channels of width 200 µm 
or larger, spaced at least 500 µm apart, should print well in most commercially available 
FDM printers. 
When channels are rotated into complex orientations and printed using FDM, the 
minimum printable dimensions may become dependent on the resolution along all axes. In 
this case, it is recommended to design minimum channel dimensions around the limitations 
of the axis with the lowest resolution. It is also important to realize that channels with the 
same CAD-specified width printed in different orientations may not have the same widths 
after printing. For example, channels with a CAD-specified width of 200 µm printed in 
diagonal, parallel, and perpendicular orientations in this study had actual widths of 295, 
207, and 353 µm, respectively. 
In SLA, laser spot size primarily determines the range of achievable channel widths 
and depths, as mentioned above. When the two walls of the channel are far apart (large W), 
channel depth is easy to control. However, as the walls are pushed closer together and 
width approaches the beam diameter (typically ~ 300 μm), the walls begin to overlap. This 
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causes both width and depth to shrink simultaneously. Reducing width below the beam 
diameter results in large decreases in channel depth, effectively preventing small aspect 
ratios (ε < 0.5–1) from being printed. While many SLA printers have a maximum z-axis 
resolution of tens of microns (e.g., see sources listed in ref. 233), this resolution only 
becomes relevant if channel width is much greater than the beam diameter. As a general 
rule, microchannels printed with SLA can be printed with nearly any aspect ratio when 
channel width is much greater than the beam diameter. When channel width is smaller than 
the beam diameter, channel depth will be lower than specified in the CAD model (~20–
80% lower). Attempting to print channels with widths much less than the beam diameter 
may result in complete print failure (i.e., H → 0). These limitations are not expected to 
change significantly with print orientation. 
Other laser-based 3D printing techniques, designed to address one or more of the 
limitations of SLA mentioned above, have also been developed. These include digital light  
projection (DLP) based SLA printers234 and multi-photon direct laser writing (DLW).235,236 
These technologies are discussed in §4.5.6, along with their specific utility in fabricating 
open microchannels. 
MJM-microchannels printed without support face similar dimensional constraints 
as SLA-microchannels due to the similarities between the printing processes, despite the 
very small layer heights achievable in MJM (down to 14 μm237). As discussed above, these 
dimensional limitations can be overcome by utilizing support material. MJM with support 
can better take advantage of the small layer height. Channels with depths as low as one 
layer height (~20 μm) were successfully printed in this study using MJM with support 
material. However, minimum depths of at least two or three layer heights are recommended 
to achieve better channel definition. Despite this low minimum depth, a lower limit on 
channel width of approximately 200–300 μm appears to also be associated with MJM-
microchannels printed with support. This may be due to the minimum width required to fit 
the support material inside the channel. A single droplet of support material with a diameter 
of 100 μm upon printing would spread to a diameter of approximately 200 μm when 
pressed down to the final layer height of 16 μm. This initial droplet diameter is not 
unrealistic, given that the nozzle diameter is 50 μm. A further limitation of MJM-
microchannels printed with support is that, after support removal, the channel walls are 
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rough and the surface is very hydrophobic. This prevents spontaneous capillary flow from 
occurring in the channels, negating any benefits of increased dimensional accuracy. This 
point will be discussed more in §4.5.2. 
Microchannels printed with SLS are limited to minimum widths of approximately 
500–750 μm due to oversintering by the printing laser at smaller widths. Channels can be 
printed with depths as low as one layer height (~100 μm), but at least two layer heights are 
recommended for better channel definition. Powder-based material in general has been 
noted to possess fundamental size limitations for 3D printing due to particle agglomeration 
issues associated with smaller particle sizes.238 Not only does SLS produce microchannels 
with the lowest resolution of all technologies discussed here, but the channels are also the 
least suited for capillary flow due to their naturally high porosity, as will be discussed in 
§4.5.2. 
4.5.2 Assessing Viability for Spontaneous Capillary 
Flow 
For a microchannel to be conducive to spontaneous capillary filling, two 
requirements must be met: the channel must be watertight and the contact angle must be 
low enough to permit spontaneous flow (𝑐𝑜𝑠𝜃𝑒 > 𝑝𝑓/𝑝𝑤 (eq. 4.2)). SLA- and FDM-
microchannels were found to satisfy both requirements. However, channels fabricated with 
the FDM printer used in this study required a thin coating before becoming watertight, as 
described in §4.3.2. (Note that, in general, FDM-microchannels are not necessarily porous, 
e.g., see ref. 239). In contrast, microchannels produced using SLS are very porous (even 
after coating). This high porosity makes them poorly suited for hosting flow down a 
microchannel.r MJM-microchannels printed with support are watertight but the base of the 
channel is highly hydrophobic (θe = 71° with water after plasma treatment), prohibiting 
spontaneous capillary filling. MJM-microchannels printed without support satisfy both 
requirements for flow, but the printing process does not yield channels with a well-defined 
cross section, as described in §4.5.1 (see also Figure 4.6e).  
Ultimately, FDM and SLA were chosen as model technologies for this study of 
capillary flow dynamics because of their popularity as well as the above-mentioned 
                                                 
r While parts fabricated using SLS are poorly suited for directional wicking down a microchannel, they are 
quite conducive to internal capillary flows due to their porous structure. 
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disadvantages of SLS and MJM (those discussed in this section as well as in §4.5.1). 
However, as will be discussed, the results of this study can be generalized to microchannels 
fabricated with other 3D printing technologies. 
4.5.3 Capillary Flow Dynamics Part I: Contact Line 
Motion 
A distinct contact line behavior was observed for each of the three FDM-
microchannel orientations tested and in the SLA-microchannels. These behaviors were 
captured at a high temporal resolution using high-speed video. 
i. Fused Deposition Modeling: Parallel Orientation 
Figure 4.14a shows a representative plot of meniscus position and velocity versus 
time for the simplest case of flow in a microchannel with a parallel orientation (i.e., only 
small-scale roughness present) and Figure 4.14b shows an image sequence of this flow. 
While the average position increases linearly with time (R2 > 0.99), the instantaneous 
velocity fluctuates widely around an average, vavg, of 0.42 mm/s. These fluctuations are 
 
Figure 4.14. (a) Relative meniscus position and velocity versus time for capillary filling in an 
FDM-microchannel with parallel orientation (data taken in center of microchannel). Average 
velocity, vavg, indicated with horizontal dashed line. (b) Image sequence of flow. Arrow indicates 
flow direction. Scale bar: 200 µm. Times and positions are relative to an arbitrary start point, not 
the start of flow into the microchannel. Position ‘0’ corresponds to a distance approximately 3 
mm from the channel entrance (x ≈ 3 mm).  [Channel: W = 324 µm, H = 242 µm; Liquid: 
‘Standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, θe = 38°)]. 
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due to the roughness of the channel surface, which induces local pinning and depinning 
events at the contact line, as discussed in §4.4.3. This pinning causes local, micro-scale 
deformations of the contact line and leads to inhomogeneous wetting. This is evidenced by 
the varying contact line shapes seen in Figure 4.14b.  
Figure 4.15 further illustrates how surface roughness influences the motion of the 
contact line. Figure 4.15a shows an image sequence of capillary flow in a wider FDM-
microchannel printed in a parallel orientation and Figure 4.15b maps out the corresponding 
shape of the contact line during this flow. Over the course of only 300 ms, the shape of the 
contact line fluctuates greatly and takes on many unique configurations. Local pinning of 
the contact line can be seen to occur from 0.808–0.968 s at an x-y coordinate of 
approximately 450 μm x 260 μm (indicated by an asterisk). Over this 160 ms interval, the 
local velocity of the contact line is nearly zero, whereas the rest of the contact line moves 
with an average velocity of 150 μm/s. Upon depinning between 0.968 and 1.048 s, the 
contact line locally advances with a velocity of 250 μm/s. The combined effect of pinning-
depinning events like this occurring simultaneously over the entire contact line many times 
per second is a very uneven, dynamic contact line profile.  
 
Figure 4.15. (a) Image sequence of capillary flow in FDM-microchannel with parallel 
orientation and (b) corresponding contact line profiles. Arrows show direction of increasing time. 
[Channel: W = 530 µm, H = 267 µm; Liquid: ‘Standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, 
θe = 38°)]. 
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ii. Fused Deposition Modeling: Perpendicular Orientation 
Figure 4.16 shows meniscus position and velocity versus time for capillary filling 
in an FDM-microchannel printed in a perpendicular orientation. Here the liquid must 
interact with both the small-scale roughness of the printed plastic and the large-scale 
roughness imposed onto the microchannel base by the curvature of the printed strands. In 
Figure 4.16a, the relationship between meniscus position and time is again linear overall 
(R2 > 0.99; vavg = 1.3 mm/s), but there is also a large increase (‘pulse’) in the velocity 
approximately every 0.4 s. Figure 4.16b matches the channel topography (top) with the 
velocity profile (bottom). Dashed lines have been drawn from the bottom of each trough 
(local minimums in topography) to guide the eye. Each pulse initiates just before the 
contact line reaches the center of each trough and ends approximately 200 µm downstream. 
This behavior was observed in all microchannels with a perpendicular orientation, 
regardless of liquid properties or microchannel size.  
Figure 4.16c shows an image sequence of the flow described in Figures 4.16a and 
4.16b. Following the first pulse (t = 0.3 s), the contact line is relatively uniform, except for 
two small fingers at each edge (i). These fingers are caused by the region of high curvature 
at the intersection of the wall and the base of the microchannel. As the contact line 
approaches a trough (indicated by a vertical dashed line), it maintains this shape (aside 
from small deviations due to local, random roughness). However, over this time the 
average flow velocity drops from 1900 (i-ii), to 850 (ii-iii), and finally to 440 µm/s (iii-iv). 
Once the contact line wets the region just before the trough, the liquid quickly flows 
forward (v-vi), with an average velocity of 2800 µm/s. This process repeats down the length 
of the channel and gives a visual effect of a pulsing flow.  
Each pulse is caused by the rapid wetting of the trough by the contact line. The 
trough region is conducive to rapid wetting both due to its high curvature (high Laplace 
pressure) as well as its increased depth with respect to the rest of the channel. Locally 
increasing channel depth increases the wetted perimeter while leaving the non-wetted 
perimeter constant, momentarily increasing the capillary driving force (see eq. 4.4).  
During an individual pulse, two flow scenarios can occur. These two scenarios are 
illustrated schematically in Figure 4.17. If one liquid finger reaches the trough first (Figure 
4.17a), it bifurcates. Part of that finger continues to flow as before while the rest moves 
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perpendicular to the main flow direction along the trough. For reasons mentioned above, 
the flow inside the trough is very fast and once it spreads to the other side of the channel, 
the rest of the meniscus (including the second finger) can quickly wet the trough and the 
area immediately downstream, causing the contact line to pulse forward. Alternatively, if 
 
Figure 4.16. (a) Relative meniscus position and velocity versus time for capillary filling in an 
FDM-microchannel with perpendicular orientation (data taken in center of channel). Average 
velocity, vavg, indicated with horizontal dashed line. (b) Velocity profile of capillary filling 
(bottom) aligned with approximate channel topography (top). (c) Image sequence of flow. Arrow 
indicates flow direction. Scale bar: 200 µm. Times and positions are relative to an arbitrary start 
point, not the start of flow into the microchannel. Position ‘0’ corresponds to a distance 
approximately 1 mm from the channel entrance (x ≈ 1 mm).  In (b) and (c), vertical dashed lines 
indicate location of a trough and the common trough is indicated with an asterisk [Channel: W = 
200 µm, H = 285 µm; Liquid: ‘Standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, θe = 38°)]. 
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both fingers reach the trough simultaneously (Figure 4.17b), they both bifurcate and meet 
in the middle of the channel, again causing the center of the contact line to quickly pulse 
forward.  
iii. Fused Deposition Modeling: Diagonal Orientation 
The contact line behaviors illustrated in Figures 4.14 and 4.16 represents the two 
extreme cases of flow in FDM-microchannels. Contact line motion in microchannels with 
 
 
Figure 4.17. Cartoon illustrating pulsing flow in an FDM-microchannel with perpendicular 
orientation. Troughs are indicated by bold, vertical lines with asterisks underneath. In (a), the 
two fingers are different lengths and the top finger reaches the trough first (i) where it bifurcates 
(ii) and flows down the channel and along the trough simultaneously (iii). When the two fingers 
meet at the bottom of the channel, the flow quickly pulses forward (iv). In (b), the two fingers 
reach the trough at the same time. Accordingly, both bifurcate (ii) and meet near the center of 
the channel (iii) causing the contact line to quickly pulse forward (iv). 
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a diagonal orientation closely resembles that observed in channels printed with a 
perpendicular orientation, due to the presence of large-scale topography. The main 
differences arise due to the large-scale topography being oriented at 45° with respect to the  
direction of flow in diagonally oriented channels instead of 90°.  
Figure 4.18a shows contact line evolution for flow in an FDM-microchannel with 
a diagonal orientation and Figure 4.18b shows the corresponding plot of meniscus position 
and velocity versus time. The meniscus has two small fingers extending forward, one at 
each edge (Figure 4.18a(i)). These fingers remain nearly unchanged until the bottom finger 
reaches the trough (iii), at which point there is a small pulse in the flow which lasts ~10 
ms. This pulse marks the initiation of the rapid and spontaneous flow along the trough. At 
this point, the bottom finger bifurcates, continuing to flow along the main channel but also 
along the trough (iv). This creates the appearance of a very uneven contact line, where the 
top finger nearly disappears (v). The top finger then reaches the trough and merges with 
the bottom finger, leading to a second pulsing event (vi) which lasts much longer (~100 
 
Figure 4.18.  (a) Image sequence (scale bar: 300 μm) and (b) corresponding relative meniscus 
position and velocity versus time for capillary filling in microchannel with diagonal orientation. 
Times and positions are relative to an arbitrary start point, not the start of flow into the 
microchannel. Position ‘0’ corresponds to a distance approximately 1 mm from the channel 
entrance (x = 1 mm). In (a), dashed lines indicate location of a trough and arrow indicates 
direction of flow. [Channel: W = 295 μm, H = 263 μm; Liquid: ‘Standard’ solution; 𝜂 = 81 mPa∙s, 
γ = 64.7 mN/m, θe = 38°)]. 
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ms). During pulsing, the contact line briefly becomes nearly uniform, before returning to 
its initial state with one small finger at each edge (vii).  
Compared to flow in microchannels with a perpendicular orientation, pulses in 
diagonally orientated channels are less intense and longer. This is because flow over the 
trough does not occur all at once but is instead separated in time and space. The acceleration 
following wetting of the trough is now split between two pulsing events: one for each edge. 
For example, the spikes at 1.1 and 1.3 s correspond to the pulsing of the bottom finger 
(Figure 4.18a(ii-iii)) and the top finger (v-vi), respectively. The spikes at 0.77 and 0.86 s 
also correspond to two subsequent pulsing events.   
iv. Stereolithography 
Figure 4.19a shows an image sequence of flow in an SLA-microchannel, where a 
characteristic pulsing motion is also observed. The contact line is initially relatively even 
 
Figure 4.19. (a) Image sequence of capillary filling in an SLA-microchannel. Arrow indicates 
flow direction and vertical dashed line indicates location of a trough. Scale bar: 200 µm. (b) 
Relative meniscus position and velocity vs time for flow in an SLA-microchannel. Average 
velocity, vavg, indicated with horizontal dashed line. Times and positions are relative to an 
arbitrary start point, not the start of flow into the microchannel. Position ‘0’ corresponds to a 
distance approximately 1 mm from the channel entrance (x ≈ 1 mm).  [Channel: W = 352 µm, H 
= 220 µm; Liquid: ‘Standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, θe = 41°)]. 
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over the width of the channel (i). Note that channel curvature can suppress finger 
formation.56,133,134 When the bottom of the contact line reaches the trough (ii; indicated by 
a vertical dashed line), it bifurcates, continuing to flow forward but also moving inward 
toward the other side of the channel along the trough, creating a liquid finger inside the 
trough (iii). This is analogous to the behavior observed in FDM-microchannels printed in 
perpendicular and diagonal orientations (notice the similarities between Figures 4.16c(v) 
and 4.19a(iii)). When this newly formed liquid finger reaches the other edge of the channel, 
the contact line quickly pulses forward over the already wetted trough (iv). The contact line 
then returns to its original shape further down the channel (v). 
Figure 4.19b plots meniscus position and velocity versus time for flow in an SLA-
microchannel. The relatively large jump in velocity around t = 0.3 s corresponds to the 
pulsing event shown in Figure 4.19a. Due to the suppression of liquid fingers in the SLA-
microchannel, the velocity change with each pulse is less dramatic than in FDM-
microchannels. The observed local variation in velocity can again be attributed to local 
pinning-depinning events caused by small-scale surface roughness.   
4.5.4 Capillary Flow Dynamics Part II: Filling velocity 
To monitor filling velocities, flow was recorded over intermediate timescales (1–
10 s) at 7.5 or 15 fps. Note the extended timescale of these experiments compared to those 
in the previous section. Also note that due to the reduced framerate of this data (compared 
to 125–500 fps utilized to record the data in the previous section), the rapid pinning–
depinning behavior of the contact line may not be as apparent in the data presented in this 
section, though it is still present. This reduced framerate makes analysis over intermediate 
timescales feasible.  
i. Fused deposition modeling 
Figure 4.20a shows representative flow behavior for capillary filling in diagonally 
oriented, FDM-microchannels of various widths over the first 2–6 mm of flow. Channels 
of diagonal orientation were chosen for this case study as their topography represents an 
intermediate configuration between parallel and perpendicular orientations. Again, a 
distinguishing feature of these flow curves is the presence of a pulsing motion caused by 
the large-scale channel topography. Again, however, this motion is less pronounced here 
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than in §4.5.3 due to the reduced framerate used to record the data. Wider channels exhibit 
slower filling velocities and longer times between pulsing events. Since the frequency of 
pulsing events is dictated by the large-scale channel topography, time between pulsing 
events is proportional to the width of a printed strand (~400 μm; i.e. the distance between 
troughs) divided by the average flow velocity.  
 
 
Figure 4.20. (a) FDM-microchannel flow curves for channels of indicated width. (b–d) Velocity 
at a distance of 1 mm from channel entrance (x = 1 mm) versus channel width as function of 
indicated (b) microchannel depth, (c) liquid viscosity, and (d) surface tension [contact angle]. 
All microchannels printed in diagonal orientation. In (a), (c), and (d), reported depth is average 
from all channels represented in plot. Liquid is ‘standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, 
θe = 38°) unless otherwise indicated. 
 
Figures 4.20b–d compare filling velocities in diagonal microchannels as a function 
of channel depth, liquid viscosity, and liquid surface tension/equilibrium contact angle, 
respectively. Reported velocities are averages obtained using regression and taking the 
slope at a distance of 1 mm down the channel (x = 1 mm). Similar results, with velocities 
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measured at a distance of 3 mm down the channel (x = 3 mm) are reported in Figure 4.21. 
For a fixed channel width, larger filling velocities are observed when channel depth is 
increased (Figures 4.20b and 4.21a) or when liquid viscosity (Figures 4.20c and 4.21b) or 
surface tension/equilibrium contact angle (Figures 4.20d and 4.21c) are decreased. Again, 
larger velocities are associated with faster pulsing motions and shorter pinning-depinning 
events. 
 
The observed increase in filling velocity upon decreasing viscosity follows from 
the associated decrease in viscous resistance. This result agrees with the prediction of eq. 
3.15 as well as results observed in microchannels fabricated via photolithography (see 
 
Figure 4.21. Velocity at a distance of 3 mm from channel entrance (x = 3 mm) versus width as 
function of indicated (a) microchannel depth, (b) liquid viscosity, and (c) surface tension [contact 
angle]. All microchannels printed in diagonal orientation. In (b) and (c), reported depth is average 
from all channels represented in plot. Liquid is ‘standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, 
θe = 38°) unless otherwise indicated. 
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Appendix C). Increasing channel depth is also predicted to increase filling velocity, as it 
decreases viscous resistance while increasing pw (and hence capillary force) in eq. 4.4. 
Both surface tension and equilibrium contact angle are affected by the introduction 
of a surfactant into the system. The contact angle and surface tension are both reduced by 
approximately half when surfactant is added (compare ‘standard’ and ‘low surface tension’ 
solutions in Table 4.1); given this change, eq. 3.15 predicts a decrease in filling velocity 
for microchannels with a rectangular cross section due to the associated reduction in the 
capillary coefficient (eq. 3.10 or 4.4). Filling velocities in microchannels fabricated via 
photolithography followed this expectation (see Appendix C). However, the opposite effect 
is observed in the FDM-microchannels, as shown in Figures 4.20d and 4.21c. This anomaly 
is attributed to the unique cross-sectional geometry of the FDM-microchannels and, more 
specifically, to the relative magnitudes of pw and pf. For example, consider the cross-
sectional image in Figure 4.6a. Because the liquid can wet nearly to the top of the walls, 
the free surface contribution to the total cross-sectional area (pf) is relatively large. This 
permits the low surface tension/low contact angle scenario in Figures 4.20d and 4.21c to 
be more energetically favorable, increasing the capillary force (via an increase in the 
capillary coefficient), and hence increasing the flow velocity. As Figures 4.20d and 4.21c 
illustrate, this trend holds for all channel widths tested. In rectangular channels, the 
contribution of the free surface, pf, to the total cross-sectional area is not large enough to 
permit such behavior. 
Figure 4.22a compares flow curves for FDM-microchannels printed in each of the 
three different orientations. The qualitative differences in contact line motion discussed 
previously are apparent in the shape of each curve and these differences hold regardless of 
channel size or liquid properties. Figures 4.22b and 4.22c report filling velocities versus 
width for channels printed in each orientation at x = 1 mm and x = 3 mm, respectively. The 
insets in each of these figures shows the same data plotted versus aspect ratio (ε = W/H) to 
help account for small differences in channel depth that arise when printing in different 
orientations. Despite print orientation strongly influencing contact line motion during 
capillary filling, it is not observed to have a significant influence on average filling 
velocity. These results suggest that while large-scale topography influences the macroscale  
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appearance of the flow and contact line motion, the small-scale roughness (present on all 
FDM-microchannel surfaces) predominantly governs the average filling velocity.  
Flow behavior observed in the FDM-microchannels was also compared to that 
predicted for flow in equivalent rectangular microchannels. An equivalent rectangular 
channel is defined as a channel with a uniform rectangular cross section with a width and 
depth equal to the average width and depth measured for a particular 3D printed channel. 
This idea is illustrated in Figure 4.23. Accordingly, predictions for flow in equivalent 
rectangular channels are based on viscous and capillary coefficients defined by eq. 3.9 and 
eq. 3.10 or 3.22. A no slip boundary condition is assumed when calculating a in accordance 
with the behavior observed with aqueous glycerol solutions in Chapter 3. 
 
Figure 4.22. (a) Flow curves for FDM-microchannels printed in indicated orientation. Diagonal, 
parallel, and perpendicular channels have average widths of 239, 207, and 200 µm and depths of 
243, 235, and 285 µm, respectively. (b) Velocity at a distance of 1 mm and (c) 3 mm from 
channel entrance (x = 1 mm (b) or 3 mm (c)) versus width for FDM-microchannels printed in 
indicated orientation. Insets: Same data plotted versus aspect ratio (W/H). In panels b and c, 
diagonal, parallel, and perpendicular channels have average depths of 245, 250, and 283 µm, 
respectively. Liquid is ‘standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, θe = 38°). 
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Figure 4.24a compares observed to predicted flow velocities at distances of 1 and 
3 mm down the channel and Figure 4.24b presents a similar comparison for times required 
to flow these distances. In Figure 4.24a, it can be seen that flow in the FDM-microchannels 
is always much slower than predicted for equivalent rectangular channels, with velocities 
ranging from 2–35% of this predicted value. Similarly in Figure 4.24b, it can be seen that 
much longer times are required to flow distances of 1 and 3 mm than are predicted, ranging 
from a minimum of 5 times longer up to 75 times longer. In general, better agreement is 
observed further down the channel (at x = 3 mm) and at smaller channel widths (lower 
aspect ratios). Overall, however, significant disagreement is observed regardless of the 
value of x or channel width. 
 
 
Figure 4.23. Schematic of 3D printed microchannel cross section, fabricated using (a) fused 
deposition modeling (FDM) and (b) stereolithography. Average channel widths (W) and depths 
(H) for these cross-sectional geometries are indicated in the respective figure panels. (c) Cross-
sectional geometry of an equivalent rectangular channel, with channel width and depth equal to 
the average values indicated in panels a and b for the non-rectangular cross sections. 
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Figure 4.24. Comparison of capillary flow behavior in microchannels fabricated with FDM and 
photolithography to that predicted for flow in ‘ideal’, open microchannels. (a) Capillary flow 
velocity at x = 1 or 3 mm as fraction of velocity predicted for flow in equivalent rectangular 
channel. (b) Time required for liquid to flow 1 or 3 mm down channel as multiple of time 
predicted for flow in equivalent rectangular channel. In figure legend, viscosities refer to flow 
of a specific viscosity aqueous glycerol solution in a 3D printed microchannel and ‘Ch. 3’ refers 
to the 0.70 w/w aqueous glycerol solution studied in Chapter 3 and its flow behavior in 
microchannels fabricated using photolithography. 
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As discussed in Chapter 3, perfect agreement between observed and predicted 
behavior is not expected, even in rectangular channels of uniform cross section. This is due 
to nonidealities in the capillary flow that are unaccounted for in the Bosanquet and Lucas-
Washburn equations (eqs. 3.12 and 3.14). To gain insight into how much these 
nonidealities may affect flow in 3D printed microchannels, Figure 4.24 also includes data 
for flow in microchannels fabricated via photolithography. This data corresponds to 
behavior observed with the 0.70 w/w aqueous glycerol solution studied in Chapter 3 (see 
Table 3.1). This liquid most closely matches that used in the 3D printed microchannels 
(0.86 w/w aqueous glycerol, see Table 4.1).  
From Figure 4.24a, even channels fabricated via photolithography exhibit 
significant disagreement between velocities predicted at x = 1 and 3 mm and those observed 
experimentally. Flow in channels fabricated via photolithography also require longer times 
to flow 1 and 3 mm than are predicted, though this discrepancy is less severe (maximum 
of 6x longer versus a maximum of 75x longer in 3D printed channels). However, this 
comparison strongly suggests that the nonidealities discussed in Chapter 3 (entrance 
effects, non-ideal meniscus behavior, and dynamic contact angle effects) cannot 
completely account for the observed discrepancies (in 3D printed channels) alone. Or, these 
results may indicate that these nonidealities are more severe in 3D printed channels than in 
equivalent smooth, rectangular channels. Analyzing data of flow in microchannels printed 
in different orientations or with the flow of different liquids (any of those listed in Table 
4.1) results in similar conclusions to those drawn from Figure 4.24.   
This additional observed discrepancy (beyond that already observed in smooth, 
rectangular channels fabricated via photolithography) is primarily attributed to two factors: 
the unique cross-sectional shape of the FDM-microchannels and surface roughness. First, 
by approximating the channel as rectangular with a width equal to the average, pf is greatly 
underestimated. While pw is also underestimated using this method, the effect is less 
dramatic. Approximating the cross section of the 3D printed channel as rectangular results 
in an overestimation of both the capillary force (via the capillary coefficient, b) and filling 
velocity. Additionally, even if the 3D printed channel cross sections were rectangular, they 
are not uniform. From Figures 4.6a and 4.12a, both channel width and depth vary down 
the channel.  
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As discussed in §4.4.2, this fluctuation of cross-sectional area is expected to reduce 
overall filling velocities due to the resulting disruption of the Poiseuille flow and the 
increased viscous drag. These changes are expected to enhance nonidealities associated 
with entrance effects as well as those associated with a non-ideal meniscus shape (see 
§3.5.2). Overall, these effects are expected to decrease the capillary coefficient while 
increasing the viscous coefficient. This illustrates the risk associated with imposing the 
cross-sectional geometry of the original CAD model onto the 3D printed channel. 
Surface roughness has an effect similar to that caused by a variable cross-sectional 
shape. Surface roughness reduces the average capillary force driving liquid down the 
channel by increasing the advancing contact angle beyond what it would be in an 
equivalent smooth channel.157 Further, even without advancing contact angle effects, 
surface roughness locally impedes contact line motion due to microscopic pinning-
depinning events. This adds to the increased frictional resistance already associated with 
the non-ideal meniscus shape. Roughness also increases the total surface area of the 
channel, further increasing the viscous drag. 
Based on the above reasoning, it is argued that the combined effect of surface 
roughness and the unique cross-sectional shapes of the FDM-microchannels can 
reasonably explain the reduced filling velocities that are observed. In §3.5.5, the effect of 
surface roughness and variable cross-sectional area will be revisited with respect to their 
effect on the transition from the inertial to the viscous capillary flow regime and the value 
of the mobility parameter, k, at long times.  
ii. Stereolithography 
Meniscus position versus time for capillary filling in SLA-microchannels is shown 
in Figure 4.25a for several channel widths. Filling velocities in SLA-microchannels exhibit 
the same dependence on viscosity, surface tension/contact angle (Figure 4.25b), and 
channel depth as is observed in FDM-microchannels. The ‘anomalous’ change in velocity 
observed in Figure 4.25b when surface tension/contact angle are both reduced can again 
be attributed to the geometry of the microchannels and the relatively large contribution of 
pf to the total cross-sectional area. Observed filling velocities are also lower than expected 
for equivalent rectangular channels for the same reasons as discussed above for FDM-
microchannels. 
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Figure 4.25. (a) Flow curves for SLA-microchannels of indicated widths. (b) Velocity at a 
distance of 1 mm from channel entrance (x = 1 mm) versus width in SLA-microchannels at 
indicated liquid surface tension [contact angle]. Reported depths are averages from all SLA-
microchannels [Liquid is ‘standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, θe = 41°), unless 
otherwise indicated]. 
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4.5.5 Capillary Flow Dynamics Part III: Behavior at 
Long Times 
Long time filling behavior in the 3D printed microchannels was investigated by 
conducting experiments over long timescales (~150 s). As in the previous section, these 
long timescales make recording at higher frame rates impractical. As such, data presented 
in this section were recorded at only 1 fps. Accordingly, fine details of contact line motion 
are mostly imperceptible. In this section, long time equilibrium values of the mobility 
parameter, k, as well as the time required for flow to transition from the inertial to the 
viscous regime are also investigated. 
i. Fused deposition modeling 
Representative plots of meniscus position over long times in microchannels (W ≈ 
220 µm) printed in each orientation are shown in Figure 26a and the same data are plotted 
on a log-log scale in Figure 4.26b. Recall that a capillary flow regime is defined by the 
value of the exponent n in the relationship x ∝ tn (eq. 3.1). The exponent n is reported for 
both early (na) and long (nb) times in Figure 4.26b. As previously mentioned, all three 
orientations are associated with approximately constant filling velocities at early times, 
with 0.8 < na < 1 when t < 10 s. When 10 s < t < 30 s, the flow passes through a transition 
state where n gradually decreases until stabilizing around nb ≈ 0.5. However, this limit is 
only approximate as n fluctuates between 0.5–0.6 at long times due to small variations in 
velocity caused by surface roughness (n can momentarily drop to 0 when the contact line 
pins). Values of nb reported in Figure 4.26b are averages taken over the final few seconds 
of flow and are estimates of the true long time limit of nb.  
Figure 4.26c shows flow behavior in microchannels with W ≈ 590 µm, where the 
transition state is observed to persist for an even longer amount of time. Again, 0.8 < na < 
1, but even after 150 s, nb only reaches the 0.6–0.7 range. This result agrees qualitatively 
with predictions based on rectangular channels, where the increase in width is associated 
with a decrease in the viscous coefficient, a, and hence an increase in the transition time. 
Figure 4.26d shows the effect of solution viscosity on long time flow behavior. The 
systems with the two larger viscosities exhibit 0.8 < na < 1, following the behavior observed 
in Figures 4.26b and 4.26c. The low viscosity system, however, exhibits a much lower  
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value of na of approximately 0.7. This result is reflected in the observed times required to 
transition to the viscous regime: approximately 10 s for the low viscosity system versus 
approximately 30 s for the two higher viscosity systems. This disagrees with predictions 
made using rectangular channel geometries, where a reduction in viscosity predicts a 
decrease in the viscous coefficient and an associated increase in the time required to 
transition to the viscous regime. This may be due to the lower viscosity liquids being less 
 
Figure 4.26. Long-time flow curves for FDM-microchannels. (a,b) Effect of print orientation 
on long time flow behavior in narrow channels; W = 239, 207, and 200 µm for diagonal, parallel, 
and perpendicular orientations, respectively; H = 243, 235, and 285 µm for diagonal, parallel, 
and perpendicular orientations, respectively. In (a), inset shows same data enlarged at early 
times. (c) Effect of print orientation on long time flow behavior in wide channels; W = 640, 530, 
and 609 µm for diagonal, parallel, and perpendicular orientations, respectively; H = 250, 267, 
and 278 µm for diagonal, parallel, and perpendicular orientations, respectively. (d) Effect of 
viscosity on long time flow behavior; W = 239 μm, H = 243 μm, diagonal orientation. Liquid is 
‘standard’ solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, and θe = 38°) unless otherwise indicated. 
Fractional mobility parameters (measured/predicted) are as follows: (a,b) 0.43, 0.28, 0.27 for 
diagonal, parallel, and perpendicular orientations, respectively, (c) 0.42, 0.29, 0.60 for diagonal, 
parallel, and perpendicular orientations, respectively, (d) 0.43, 0.30, 0.64 for the 81, 42, and 9 
mPa·s systems, respectively. 
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affected by the non-ideal 3D printed surface or cross-sectional area. This point lends itself 
to further discussion. 
 Mobility parameters associated with each curve in Figure 4.26 were estimated by 
taking the slope of a plot of x2 versus t at long times. These mobility parameters are reported 
in the Figure 4.26 caption as a fraction of the predicted mobility parameter estimated for 
an equivalent rectangular channel. For example, the experimentally measured k values for 
the three curves in Figure 4.26a are 7.9, 5.1, and 5.7 mm2/s for diagonal, parallel, and 
perpendicular orientations, respectively. In equivalent rectangular channels, the mobility 
parameters are estimated to be 18.4, 17.9, and 21.2 mm2/s. Hence the fractions reported in 
the Figure 4.26 caption are 0.43, 0.28, and 0.27.  
Upon comparing the observed to predicted mobility parameter ratios reported in the 
Figure 4.26 caption, large discrepancies are apparent. Specifically, observed mobility 
parameters range from less than 30% to no more than 65% of their predicted values. While 
this analysis is based on long time flow behavior of only a few sample runs, these results 
capture the behavior over a wide range of aspect ratios (ε ≈ 1–2.5), all print orientations, 
and a wide range of viscosities. Additionally, this observation agrees with the analysis 
presented in §4.5.4—all of the nonidealities associated with 3D printed channels act to 
reduce the capillary coefficient, b, and/or increase the viscous coefficient, a. As a result, 
decreased mobility parameters (defined by k = 2b/a or, more generally, as 2bx/ax) are 
expected. 
The results in Figure 4.26 are in distinct contrast to the results presented in Figure 
3.13, which show that observed mobility parameters in channels fabricated via 
photolithography agree very well with predicted values at all viscosities and aspect ratios. 
For this reason, it is argued that all of the observed discrepancy between the experimental 
and predicted values of the mobility parameter (based on equivalent rectangular channels) 
in Figure 4.26 can be attributed to the unique properties of the 3D printed channels. 
However, the exact impact of print orientation, viscosity, and/or aspect ratio on the 
mobility parameter ratio lends itself to further investigation as no apparent trend(s) in the 
effect of any of these variables can be drawn from the limited results in Figure 4.26. 
The time required for the flow to transition from the inertial to the viscous regime 
in equivalent rectangular channels can be estimated from eq. 3.9 or 3.22. Again, values of 
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a estimated using a no slip boundary condition are used here following the behavior 
observed in the glycerol solutions in Chapter 3. Recall that the Bosanquet equation (eq. 
3.12) predicts a transition from the inertial (n = 1) to the viscous (n ≈ 0.5) regime by t ≈ 
10/a. For the systems in Figure 4.26a, this corresponds to times on the order of 10–5 s. By 
contrast, transition times of t ≈ 2×106/a (approximately 30 s) are observed to be required 
before n reaches 0.55. While the flow shown in Figure 4.26b never reaches n = 0.55 during 
the observation time, transition times anywhere from 150–500 s would be equivalent to 
2×106/a–9×106/a. The estimated transition times for the data in Figure 4.26d are 3×104/a, 
4×105/a, and 2×106/a in order of the lowest to highest viscosity system. These results are 
consistent with the data recorded at intermediate times in Figure 4.20a. Since n never 
dropped below 0.55 in any of these trials, it can be said that at least times slightly larger 
than the observation times in this plot (~1–10 s) are required for the flow to transition to 
the viscous regime. This suggests that transition times are always at least ~104/a. 
Recall from §3.5.1 that similar delays in the transition from the inertial to viscous 
regime were observed in rectangular channels fabricated via photolithography. As with the 
data in Figure 4.26, transition times in smooth rectangular channels were observed to 
depend strongly on viscosity (faster relative transition times at lower viscosities) and 
weakly on aspect ratio (slight increases in transition times at larger aspect ratios). These 
results suggest that surface roughness and a nonuniform cross-sectional shape do not 
significantly influence the transition time required in equivalent rectangular channels (i.e., 
based on values of the viscous coefficient calculated for equivalent rectangular channels). 
However, from the analysis in the previous section, it is expected that the true value of a 
in the 3D printed channels (ax, eq. 4.4) is larger than it is in equivalent rectangular channels. 
Accordingly, the transition times cited above are likely minimum values. The true values 
are likely larger (as multiples of 1/a) due to the expected larger value of the true viscous 
coefficient. As this true value cannot easily be calculated, it is impossible to know if the 
observed transition times in 3D printed channels are significantly larger than in channels 
fabricated via photolithography. 
ii. Stereolithography 
Long-time flow behavior in SLA-microchannels is shown in Figure 4.27, 
illustrating the effect of channel width on the evolution of the exponent n. In all the SLA-
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microchannels studied, 0.7 < na < 0.9, suggesting that flow in these channels may transition 
to the viscous regime faster than in FDM-microchannels. This could be caused by a number 
of factors, including the differences in cross section and surface roughness profiles. 
However, at long times both SLA- and FDM-microchannels exhibit similar values of nb 
and wide SLA-microchannels again are associated with much longer transition times than 
narrower channels. 
 
 
Figure 4.27. Long time flow behavior in SLA-microchannels presented on (a) linear and (b) log-
log scale. Channel width indicated in plot and H = 225 μm for all channels. Liquid is ‘standard’ 
glycerol solution (𝜂 = 81 mPa∙s, γ = 64.7 mN/m, and θe = 41°). Mobility parameter ratios are 
0.64 and 0.56 for 251 and 552 μm wide channels, respectively. Transition times are 5×105/a and  
4×106/a–1×107/a for 251 and 552 μm wide channels, respectively 
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The experimentally measured mobility parameters are provided in the Figure 4.27 
caption, again as a multiple of the predicted mobility parameter in an equivalent rectangular 
channel. As flow in the wider channel does not reach the viscous regime by the end of the 
observation time, the ratio in the Figure 4.27 caption is only an approximation. Transition 
times required to reach the viscous regime are also reported in the Figure 4.27 caption. 
As in FDM-microchannels, observed transition times in SLA-microchannels are 
much longer than predicted assuming equivalent rectangular channels and observed 
mobility parameters are consistently lower than predicted. Arguments made above for 
FDM-microchannels explaining both of these phenomena can also be applied to the 
observations here for flow in SLA-microchannels. 
iii. Flow at very long times 
At times beyond those reported in Figures 4.26 and 4.27 (t > 150 s), flow persists 
but continues to decelerate, following the trend predicted by eq. 3.15. This was observed 
both in channels fabricated with FDM and SLA. Despite the strong contact line pinning, 
permanent pinning (stoppage) of the flow was never observed. With sufficient time, flow 
in both FDM- and SLA-microchannels was always observed to reach the end of the 50 mm 
channels used in this study. 
4.5.6 3D Printed Microchannel Flow Assessment 
and Recommendations 
Table 4.3 summarizes flow effects that can occur during capillary filling in 3D 
printed microchannels and how to approach them in practice. These guidelines are 
developed for open FDM- and SLA-microchannels, but can in general apply to other 3D 
printing technologies as well as closed channels, as discussed below.  
Contact line motion is nonuniform due to pinning-depinning events caused by 
surface roughness and a macroscale pulsing motion may also accompany any large-scale 
topography. It is important to consider if and how this behavior affects the microchannel’s 
intended application. For example, if two phase laminar flow with minimal mixing is 
sought, a 3D printed microchannel may not be appropriate as the surface topography can 
lead to undesired mixing.240 In other cases, the disturbance of laminar flow induced by 
surface roughness may be desirable, e.g., in micro-scale mixers.234,241 For diagnostic tests  
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Table 4.3. Capillary flow effects in 3D printed microchannels 
Effect Description/cause Recommendations 
Nonuniform 
contact line 
motion 
Roughness causes local pinning of the contact line, leading to 
nonuniformity. Large-scale topography can cause pulsing behavior. 
Adjust print orientation to avoid large-scale 
topography, if possible. Avoid applications 
requiring smooth, uniform flow. 
Altered filling 
velocity and 
mobility 
parametera  
Unique cross-sectional geometry imparted by a 3D printer can alter the 
values of the viscous and capillary coefficients, influencing flow velocity 
and the mobility parameter. Cross-sectional non-uniformity and surface 
roughness will act to lower filling velocities and mobility parameters.b  
Plan for velocities lower than expected based 
on channel dimensions in CAD model. Run 
tests to identify range of expected velocities. 
Carefully analyze geometry of printed channel. 
Delayed transition 
from inertial to 
viscous regime 
Surface roughness, entrance effects, and dynamic contact angle effects 
can affect the characteristic time required to transition from the inertial to 
the viscous regime. Evidence presented here suggests that 3D printed 
channels do not exhibit significantly longer transition times than do 
smooth, rectangular channels with similar dimensions. 
Times of approximately 106/ac are required for 
n = 0.5. In many applications, n will likely fall 
between 0.6 < n < 1. 
a The mobility parameter, k, is defined as twice the ratio of the capillary to the viscous coefficient (see §3.4.2) 
b Other factors, such as fingers formed along corners, may also play a role in this effect 
c a is defined by eq. 3.9 or 3.22, approximating the channel as rectangular 
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where liquid must simply be transported around a chip, details of the contact line motion 
may be irrelevant to the performance of the device. 
To attain smooth and/or uniform flow, FDM-microchannels printed in a parallel 
orientation are recommended. However, few will be able to always accommodate such a 
design constraint. In these cases, surface roughness effects can be alleviated by coating the 
channel to fill in troughs between printed strands. Solvent treatments242 may also help to 
smooth out parts; this method is, however, only compatible with some printing materials 
(e.g., ABS). Employing other 3D printing technologies with naturally smoother surfaces 
like MJM (see Figures 4.12i and 4.12j), SLA printers employing digital light projection,234 
or multi-photon direct laser writing235,236 (DLW) is also possible. As with FDM and SLA, 
these printing methods have their own disadvantages201 that must be considered alongside 
the advantage of a smoother channel surface. 
 Capillary filling velocities in 3D printed microchannels are expected to be different 
than velocities predicted based on the geometry of the original CAD model. This is due to 
a combination of imperfectly reproduced channel geometries and surface roughness. 
Whereas surface roughness is always expected to decrease velocity, the channel cross 
section printed by a specific 3D printer could, in theory, either decrease or increase the 
observed velocity beyond the expected value. For example, the ‘expected’ filling velocity 
for channels specified by the CAD model in Figures 4.3a and 4.3b (a perfectly rectangular 
channel) is defined by eqs. 3.9 (or 3.22), 3.10, and 3.15 (i.e., the value expected in an 
equivalent rectangular channel, see Figure 4.23). Both the FDM and SLA machines utilized 
in this study recreated rectangular microchannel geometries such that the observed filling 
velocity was always lower than this expected value. Similar arguments apply to values of 
the mobility parameter in 3D printed channels at long times. 
Decreasing viscosity, contact angle, or channel width will increase filling velocity 
(decreasing channel size below a minimum aspect ratio (W/H) can reduce velocity) as will 
increasing surface tension (for a constant contact angle) or channel depth. Equations 4.3, 
4.4, and 3.15 can be used to predict how filling velocity will scale with specific variables 
(e.g., viscosity) in 3D printed microchannels, but not to predict actual velocity magnitudes. 
Caution must be exercised in estimating values of pf and pw, as they can change with print 
technology or even print orientation for the same CAD model. In practice, it is 
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recommended to run several tests to identify the range of velocities expected by a specific 
liquid–channel pairing. Overall, this reduced capillary filling velocity effect is expected to 
be more severe in rougher microchannels. Again, similar arguments can be applied to 
predict how the mobility parameter will scale with different variables. 
The observed capillary flow regime—the relationship between meniscus position, 
x, and time, t (x ∝ tn (eq. 3.1))—in a 3D printed microchannel will depend on the liquid, 
the channel surface, and total channel length. The results presented in this chapter suggest 
that 3D printed microchannels exhibit larger values of n at early times than smooth, 
uniform channels but all channels require t ~ 104/a–106/a to transition from the inertial (n 
= 1) to the viscous (n ≈ 0.5) regime. Depending on the properties of the system, this could 
equate to times on the order of seconds to tens of minutes. Whether or not the liquid reaches 
the viscous regime therefore depends on total channel length. Higher viscosity liquids are 
associated with larger values of a and lower filling velocities, making them more likely to 
reach n ≈ 0.5 before reaching the end of a channel. In practice, however, microfluidic 
devices commonly employ low viscosity liquids and channels that are only several 
millimeters in length. In this case, the viscous regime may not be reached by the time most 
liquids reach the end of the channel. As a general rule, n will not reach 0.5 unless (a) the 
microchannel is long (> 20–50 mm) or (b) the liquid has a high (>100 mPa∙s) viscosity. 
Otherwise, it should be expected that 0.6 < n < 1.  
The effects discussed in Table 4.3 can be generalized to other 3D printing 
technologies when the surface roughness and cross-sectional geometry of the parts they 
produce are well characterized. For example, channels printed with powder based 
processes (e.g., SLS) have an isotropic roughness on the entire channel surface made up of 
protruding, spherical powder particles. Based on this roughness profile, an uneven contact 
line motion over both the base and walls of the channel is expected. Pinning-depinning 
events on two different lengthscales are also anticipated: small-scale pinning on the 
topography of the individual powder particles and larger scale movements as the contact 
line jumps from one powder particle to another. Even DLW, where surface roughness has 
been shown to be on the order of nanometers,235,243 has a periodic topography that is 
expected to lead to small-scale pulsing during flow. However, this effect would likely only 
be noticeable as channel dimensions approached those of the topography (< 100 nm). 
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The recommendations outlined in Table 4.3 are also expected to apply to closed 
microchannels fabricated via 3D printing. Altering the channel geometry (closed versus 
open) does not significantly impact the nature of the surface roughness and flow in both 
open and closed microchannels is governed by analogous sets of governing equations.56 In 
practice, this means that those employing closed, 3D printed microchannels are likely to 
encounter the effects listed in Table 4.3. While the exact nature of the contact line motion 
will differ from that observed in this work, the tactics to understand and accommodate 
roughness effects discussed herein should also be effective for 3D printed, closed 
microchannels. 
4.6  Summary and Conclusions 
 Microchannels were fabricated using four different 3D printing techniques: fused 
deposition modeling (FDM), stereolithography (SLA), selective laser sintering (SLS), and 
multi jet modeling (MJM). Microchannels can be fabricated using all four technologies, 
but each printing method is associated with distinct advantages and disadvantages. 
Microchannels fabricated via SLA and FDM were found to offer the best compromise 
between print resolution and surface properties (surface roughness, hydrophilicity, 
porosity). FDM-microchannels have rounded walls imposed by the curvature of the printed 
strands while SLA-microchannels are ‘U’ shaped. Both types of channels possess unique 
large- and small-scale surface topographies which can be attributed to the different printing 
processes.  
 Flow dynamics in FDM- and SLA-microchannels were evaluated over short  
(~10–3 s), intermediate (~1–10 s), and long (~102 s) timescales using high-speed 
visualization. Flow in both types of channels was found to exhibit a characteristic stick–
slip (start–stop) motion caused by local pinning of the contact line on the small-scale 
surface roughness (Rq ≈ 2 µm). Superimposed over this pinning is a macroscale pulsing 
motion of the contact line caused by the large-scale surface topography (Rq ≈ 20 µm); in 
FDM-microchannels, this large-scale topography is a function of print orientation. It was 
found that the small-scale roughness reduces the capillary force driving flow down the 
channel and, coupled with the unique cross-sectional geometry of the channels, acts to 
lower filling velocity at all times. A delay in the transition from the inertial to viscous 
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capillary flow regime was also observed in the 3D printed channels. Whereas in equivalent 
rectangular channels, flow is expected to reach the viscous regime by t ~ 1 ms, times of 
approximately 30 s or longer were required. While this behavior disagrees with predictions 
of the Bosanquet equation, it is consistent with behavior observed in Chapter 3 for capillary 
flow in smooth, rectangular channels fabricated using photolithography. 
 Lastly, a set of recommendations for dealing with the unique flow effects (listed in 
Table 4.3) caused by 3D printed microchannels was presented. This guide provides details 
on the origin of each effect as well as strategies for approaching each potential problem. 
These guidelines can also be extended to channels fabricated with other 3D printing 
technologies when the geometry and roughness of the parts they produce is known. 
Analogies can then be drawn between the characteristics of the FDM- and SLA-
microchannels presented here. Likewise, these guidelines can also be applied to 3D printed, 
closed microchannels.   
 The work presented in this chapter provides the first comprehensive investigation 
of flow dynamics in 3D printed microchannels. It should serve as a tool for those designing 
and employing 3D printed microchannels in practice. By better understanding flow 
dynamics, microchannel design can be optimized to complement or even augment its 
functionality.  
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Chapter 5 
 
Dynamics of Capillary-Driven 
Coating Flow with Drying  
 
 
Figure 5.1. Overview of flow and drying associated with capillary-driven coating flow in an 
open microchannel. First, (a) capillary-driven flow occurs down the channel, followed by 
permanent contact line pinning (direction of capillary flow indicated by horizontal white arrow; 
flow stops at 3.82 s). Then, (b) internal flows occur due to the coffee ring effect, where solute is 
transported to the pinned contact line. Finally, (c) a drying front propagates backward from the 
pinned contact line, forming the final dry coating. The motion of this drying front is indicated 
with a horizontal white arrow. Scale bars: (a) 350 μm, (b) 100 μm, and (c) 200 μm. 
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5.1      Overview 
 Volatile liquids in open microchannels are subject to evaporation. When these 
volatile liquids contain solids, evaporation-induced drying can lead to concentration and 
viscosity changes which can influence how the liquid behaves inside of the channel. In 
many applications, such as in microfluidic devices employed in diagnostic tests, this 
evaporation is undesirable. In other applications, such as when the microchannel is to be 
coated with a functional ink, this drying is not only desirable, but necessary. In this chapter, 
the influence of evaporation-induced drying on liquid behavior in open microchannels is 
explored over seven orders of magnitude. First, short timescales (10–3–10 s) when the liquid 
first fills the channel due to capillary action and subsequently pins due to drying are 
investigated. Then, behavior at intermediate times (10–100 s) is studied, where the coffee 
ring effect is observed to drive particles to the pinned contact line. Finally, the long time 
(102–103 s) behavior is analyzed, where a drying front propagates backward from the 
pinned contact line to form the final dry coating. The effects of channel width, drying rate, 
and surfactant at each stage of this process are investigated. After this fundamental 
investigation, these results are applied to case studies of two functional inks commonly 
used in printed electronics fabrication: a PEDOT (poly(3,4-ethylenedioxythiophene)) and 
a graphene ink. These case studies provide insight into how functional inks can be better 
designed to optimize flow distances, minimize the coffee ring effect, and maximize overall 
dry film uniformity.          
5.2      Introduction 
 The ubiquity of capillary-driven flow was emphasized in Chapter 3, along with its 
importance in a multitude of natural117 and commercial118–124 processes. Microchannels—
micron-scale conduits for capillary-driven flow—are an important component in many of 
these processes. One subset of microchannels includes those that are ‘open’, in which at 
least one side of the channel is open to the atmosphere. Spontaneous, capillary-driven flow 
in open microchannels was the subject of Chapters 3 and 4, both for flow in smooth, 
uniform channels and rough, irregular channels, respectively. Figure 3.2 reviews several 
open microchannel geometries. Among the numerous advantages and disadvantages of 
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open microchannels listed in §3.2, the utility of one feature remains ambiguous: 
evaporation. This is the topic of the current chapter. 
 As discussed in Chapter 3, evaporation naturally accompanies flow in open 
microchannels due to the free surface(s) open to the atmosphere. In many applications, 
evaporation during capillary flow is undesirable. For example, in microfluidic devices used 
to conduct diagnostic tests,129,130,244 nanoliter volumes of fluid are transported around a 
chip. Evaporation can lead to undesirable increases in solute concentration during this 
transportation, skewing results and interfering with the ultimate interpretation of the test.245 
Similarly, various patents246–248 have been filed for bodily fluid sampling devices (such as 
those used in blood glucose meters) which rely on microfluidic flow in sharp, open V-
groove channels (‘lancets’) and may also be adversely affected by evaporation.245 
 In other applications, the evaporation accompanying capillary flow is 
advantageous, as highlighted by the applications in Figure 5.2. For example, the natural 
cooling accompanying evaporation from open microchannels or other porous materials is 
often exploited in evaporative cooling devices249–254 (Figure 5.2a). Evaporation of 
functional inks in open microchannels can be used to coat the microchannel surface and 
create ‘capillary coatings’. This process has been used, for example, with catalytic inks to 
fabricate microchannel reactors (Figure 5.2b).6 Electrically functional inks containing 
graphene,255 conductive polymers,15 silver,9 and carbon nanotubes8 have also been flowed 
and dried inside open microchannels to create flexible electronic devices (Figures 3.2a and 
5.2c–e). Evaporation can also be used to precisely pattern colloidal particles inside of a 
microchannel256 (Figures 5.2f and 5.2g), a process known as evaporative lithography.  
 For pure liquids in open microchannels, evaporation is expected to lead to 
temperature gradients over the liquid surface. Specifically, the divergent evaporation 
rate107,108,257,258 at the advancing contact line is expected to lead to locally higher levels of 
evaporative cooling compared those elsewhere in the channel. While a similar effect has 
been noted to cause Marangoni flows near the meniscus of liquids confined to open 
capillary tubes,258 evaporation is generally neglected during studies of capillary flow 
dynamics. In Chapter 3, capillary flow dynamics of water (a volatile liquid) were found to 
conform well to predictions which neglect evaporation. While the behavior at early times 
was found to depart from model predictions, this disagreement was explained without 
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accounting for evaporation effects (e.g., see refs. 135,150, and 152–156). Similar 
agreement between experiment and model predictions (again, neglecting evaporation) has 
been observed by others working with volatile liquids, including aqueous systems134 and 
various alcohols.136,140,260 Neglecting evaporation effects therefore appears justifiable, 
though the true influence of evaporation on capillary flow dynamics (in pure volatile 
liquids) has not been conclusively demonstrated. 
In volatile liquids containing solids, evaporation has a definitive influence on the 
capillary flow behavior. Both Lone et al.256 and Mahajan et al.9 note that liquids loaded 
 
Figure 5.2. (a) Cross-sectional schematic of heat pipe with small capillary channels used for 
evaporative cooling. Reproduced with permission from ref. 251. Copyright 1959 American 
Society of Mechanical Engineers. (b) Microchannels coated with alumina for catalysis 
applications, from ref. 6 (scale bar: 500 μm). Reprinted from Catalysis Today, vol. 147, N. R. 
Peela, A. Mubayi, and D. Kunzru, “Washcoating of γ-Alumina on Stainless Steel Channels,” pp. 
17–23, copyright 2009, with permission from Elsevier.  (c–e) Optical and SEM micrographs of 
printed transistor, showing microchannel structure and how functional inks are used to coat the 
channels. Reprinted with permission from ref. 259. Copyright 2015 John Wiley and Sons. (f,g) 
Microchannel coated with small colloidal particles using evaporative lithography (scale bars: 10 
μm (f) and 5 μm (g). Reprinted with permission from ref. 256. Copyright 2017 American 
Chemical Society. 
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with solids eventually pin permanently (stop moving) at the advancing contact line when 
subjected to flow in a long enough channel. In both studies, this permanent pinning is 
attributed to the local solids concentration at the contact line surpassing some critical 
concentration, leading to local solidification and contact line pinning.  However, in neither 
of these studies is the influence of drying on capillary flow dynamics investigated nor the 
specific pinning mechanism(s) identified. 
In studies261,262 on moving droplets (the droplets were pushed in specialized set 
ups), evaporation has also been shown to cause a local increase in the solids concentration 
at the advancing contact line. Here, the divergent evaporative flux at the contact line107–
109,257 was found responsible for the solids accumulation whereas internal hydrodynamic 
flows caused by its forward motion were found to counteract this accumulation.263,264 
Below a certain velocity, particle accumulation exceeding a critical concentration was 
shown to lead to pinning of the contact line. This behavior was observed in both colloidal 
suspensions261 and polymer solutions.262 In general, contact line pinning in a variety of 
liquid systems has been attributed to capillary forces caused by particle confinement at the 
contact line, which resists spreading.265,266 
 Evaporation-induced drying continues to influence the liquid behavior after contact 
line pinning. Specifically, pinned contact lines—like those observed by Lone et al.256 and 
Mahajan et al.9—are often accompanied by the coffee-ring effect. The coffee-ring effect is 
a phenomenon whereby particles in a liquid system are driven to a pinned contact line by 
convective flows generated by an uneven evaporative flux over a surface, specifically the 
large evaporation rate near the contact line. This effect has been well-documented in drying 
sessile droplets107,108,267 as well as in small volumes of liquid confined between two parallel 
plates268–271 and bounded by a walled enclosure106 (walls have been noted, however, to 
diminish to overall coffee ring effect272–274). Lone et al.256 document similar behavior in 
open microchannels during drying of a colloidal suspension. Coffee ring-like effects have 
even been shown to occur when the contact line is not pinned.275  
Uncontrolled, the coffee-ring effect can lead to thick deposits of material at a 
pinned contact line.107–109 Chaotic, concentric ring-like deposition patterns can also arise 
due to repeated pinning–depinning (‘stick–slip’) of the contact line during drying.276,277 
However, drying that is properly controlled can be used to manipulate the final dry film 
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morphology. Controlled drying is accordingly of great utility in a variety of applications, 
including photonic crystal fabrication,276,278 nanoparticle279,280 and nanowire281 patterning, 
production of uniform, thin films,256,282,283 and high resolution inkjet printing.32,284,285 The 
coffee-ring effect specifically has been manipulated and/or circumvented using a variety 
of techniques, including controlled convection (restricted drying)279,280,286 and the use of 
cosolvents287,288 or surfactant.289,290 However, much of this work has focused on drying 
sessile droplets, while little attention has been given to controlling the coffee ring effect 
during drying in open microchannels. 
 In this chapter, the influence of evaporation-induced drying on liquid behavior in 
open microchannels is studied. In the first part of this chapter, a model system of aqueous 
polymer solution is investigated. First, the effect of drying on capillary flow dynamics is 
studied over five orders of magnitude (10–3–10 s), from the point when the liquid enters 
the channel until the advancing contact line permanently pins. The specific mechanism of 
contact line pinning is also investigated, both as a function of channel width and drying 
rate. These capillary flow dynamics are then compared to predictions based on the 
Bosanquet52 and Lucas-Washburn40,54,55 capillary flow theories (eqs. 3.12 and 3.14, 
respectively). The drying that occurs after permanent contact line pinning is then 
characterized, with a detailed analysis of the internal flows within the channel caused by 
the coffee ring effect and other factors. The resulting dry film morphology is also 
characterized, again as a function of drying rate and channel width. The effect of surfactant 
at all stages of the process, from capillary flow to dry film morphology, is also investigated. 
In the second part of this chapter, case studies are conducted with functional inks 
commonly used in the manufacture of printed electronics: a graphene and a PEDOTs ink. 
Insight from the investigation with the model aqueous polymer system is applied to these 
case studies to provide insight into how capillary flow in open microchannels can be 
optimized for applications in printed electronics. 
 
 
                                                 
s PEDOT (poly(3,4-ethylenedioxythiophene)) is a conductive polymer. 
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5.3      Experimental 
5.3.1 Microchannel Fabrication 
Open microchannels with widths ranging from 10–200 μm and a constant depth of 
46.8 μm were fabricated using the multistep photolithography and micromolding procedure 
described in §3.3.1. As in §3.3.1, final microchannels were embedded in a polyurethane 
(PU) resin bonded to a glass substrate. A schematic of the microchannel design and an 
SEM micrograph of a completed microchannel are shown in Figure 3.4. 
5.3.2 Solution Preparation and Characterization 
The physical properties and equilibrium contact angles (measured on a smooth PU 
resin surface) of all liquid systems used in this study are reported in Table 5.1. Aqueous 
solutions of poly(vinyl alcohol) (PVA; 99+% hydrolyzed, Mw = 130 kg/mol, Sigma-
Aldrich Co., St. Louis, MO) with concentrations ranging from 0.03–0.12 w/w were 
prepared as described in §2.3.1. Sodium dodecyl sulfate (SDS; Thermo Fisher Scientific, 
Inc., Waltham, MA) surfactant was used to adjust the surface tension of select PVA 
solutions. SDS was added at a concentration of 0.005 w/w. A decrease in the equilibrium 
contact angle is associated with the addition of surfactant.  
Aqueous isopropanol (IPA) solutions with concentrations of 0.33, 0.50, and 0.66 
v/v were prepared by mixing water (ultrafiltered and UV-treated; Millipore Synergy 
filtration system, EMD Millipore, Darmstadt, Germany) and IPA (Thermo Fisher 
Scientific, Inc.). Aqueous glycerol solutions (identical to those reported in Table 3.1 with 
a concentration of 0.70 w/w) were also prepared and characterized. 
A water-based conductive polymer solution of poly(3,4-ethylenedioxythiophene)-
poly(styrenesulfonate) (PEDOT:PSS, 0.01–0.013 w/w; Clevios PH 1000, Heraeus Holding 
GmbH, Hanau, Germany) was purchased commercially. A graphene ink was preparedt by 
adapting methods described previously255,291 and consists of 15 mg/mL graphene and 15 
mg/mL ethyl cellulose in a 17:3 v/v cyclohexanone:terpineol binary solvent system. The 
ethyl cellulose acts as a stabilizer to prevent graphene flocculation.  
 The density and viscosity of each system were measured as described in §2.3.4 and 
                                                 
t Graphene ink provided by Ethan Secor and Professor Mark Hersam of Northwestern University. 
174 
 
 Table 5.1. Physical properties and contact angles of liquid systems at 23°C 
System 
Concentration  
(w/w) 
Viscosity  
(mPa·s) 
Densitya 
(g/cm3) 
Surface tension 
(mN/m) 
Contact angleb  
(°) 
PVA (aq.) 
0.01 2.9c 
1.00 ± 0.1 
67.6 ± 0.1 21.8 ± 0.6 
0.03 19 ± 1 65.0 ± 0.3 24.3 ± 0.2 
0.06 235c 61.9 ± 0.4 33.8 ± 0.2 
0.08 910c             57.0 ± 1 41.6 ± 0.6 
0.12 8500c 57.9 ± 0.5 62.4 ± 0.1 
PVA (aq.) with  
0.005 w/w SDS 
0.03 19 ± 2 1.00 ± 0.1 35.8 ± 0.2 17.7 ± 0.2 
PVA (aq.) with PS 
tracer particles 
0.03 19 ± 1 1.00 ± 0.1 51.0 ± 0.5 21.0 ± 0.5 
PVA (aq.) with SDS 
and PS tracer particles 
0.03 19 ± 2 1.00 ± 0.1 35.3 ± 0.5 18.0 ± 0.6 
Water - 0.935d 0.997d 71.4 ± 0.1 
19.9 ± 0.4 (plasma)e 
74.4 ± 0.4 (no plasma)e 
Glycerol (aq.) 0.70 19 ± 1 1.167d 67.7 ± 0.7 25 ± 2 
IPA - 2.2f 0.79 ± 0.04 21.1 ± 0.1   6.4 ± 0.3g 
IPA (aq.) 
0.39 (0.33 v/v) 2.7f 0.87 ± 0.04 25.6 ± 0.1 42.8 ± 0.2g 
0.56 (0.50 v/v) 3.3f 0.93 ± 0.05 24.4 ± 0.1 35.5 ± 0.4g 
0.72 (0.67 v/v) 3.3f 0.98 ± 0.05 21.3 ± 0.1 11.0 ± 0.4g 
a Measured as described in §2.3.4, unless otherwise noted 
b Equilibrium contact angle on smooth NOA73 resin surface; all surfaces plasma treated before testing unless otherwise noted 
c Estimated from parameterization in eq. 2.28 
d Estimated from parameterization in ref. 159 
e ‘Plasma’ indicates that surface was plasma treated and ‘no plasma’ indicates that surface was not plasma treated prior to contact angle measurement 
f Estimated from data presented in ref. 292 
g Equilibrium contact angle on smooth NOA73 resin surface that was not plasma treated  
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§2.3.5, respectively, except where noted in Table 5.1. All systems except the PEDOT and 
graphene inks are Newtonian over a relevant range of shear rates (1–1000 s–1); the viscosity 
profiles for these two non-Newtonian systems are presented in §5.5.5. Surface tension and 
equilibrium contact angle were measured as described in §3.3.2. Contact angles were 
measured on surfaces that were plasma treated (as described in §2.3.3) and on surfaces that 
were not plasma treated. Testing conditions corresponding to each contact angle 
measurement are noted in Table 5.1.  
5.3.3 Monitoring Capillary Flow  
Capillary flow was monitored using high-speed video, as described in §3.3.3. The 
difference between the flow of the liquids described in Chapter 3 versus the flow of liquids 
that undergo evaporation-induced drying is that the latter set will not flow indefinitely but 
will instead stop partway down the channel. Accordingly, flow was recorded from the time 
the liquid entered the channel to the time it stopped, typically from 1–20 s. 
Care was taken to control the relative humidity and temperature. In instances where 
room conditions were not satisfactory, the humidity chamber described in §3.3.3 was 
utilized to control the drying conditions. Flow experiments were conducted at relative 
humidity levels ranging from 7–50%. To achieve higher levels, sponges saturated with 
distilled water were placed immediately adjacent to the channels and covered with a glass 
slide. Experiments were conducted no sooner than 2 min after sponge placement to give 
the water vapor from the sponges time to equilibrate with the air immediately surrounding 
the channels. The relative humidity inside of this local environment (enclosed by two 
saturated sponge ‘walls’ and a glass slide cover) was measured to be approximately 80%. 
The camera’s field of view was limited to approximately 8–10 mm; at lower zoom 
levels, it was too difficult to visualize the moving meniscus. However, several flow events 
were associated with total flow distances beyond this field of view. To address this 
limitation, flow behavior was recorded as a set of two videos: one recording the first 5–10 
mm of flow and the second recording the final 5–10 mm of flow. Data from these two runs 
could then be superposed by shifting the second curve laterally in time until the two curves 
coincided. As the two recordings were made during independent trials in two different 
channels, this method assumes that flow behavior of the same liquid in separate but 
equivalent channels is always the same. To help ensure that representative flow behavior 
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was collected, multiple runs were always conducted of both the first and final 5–10 mm of 
flow. Data corresponding to flow recorded in this way are indicated in their corresponding 
figure captions. 
5.3.4 Confocal Raman Microscopy 
Confocal Raman microscopy was used to measure the local PVA concentration in 
microchannels during drying. Raman spectra were collected using a confocal Raman 
microscope (alpha300 R with UHTS 300 ultrahigh throughput spectrometer, WITec 
(Wissenschaftliche Instrumente und Technologie) GmbH, Ulm, Germany) operating at an 
excitation wavelength of 532 nm and equipped with a motorized stage with automated 
positioning along all axes.  
 Raman spectra for water, PVA, and the PU resin substrate are shown in Figure 5.3a. 
PVA has a strong, relatively narrow characteristic peak at 2910 cm–1 while water has a 
broader peak centered around 3400 cm–1. As noted by others,293 the large peak observed 
from water is due to several smaller overlapping peaks. Water also gives smaller signals 
around 200 and 1150 cm–1, both formed by overlapping signals from multiple peaks. Like 
PVA, the PU resin used to mold the microchannels has a strong, narrow peak around 2900 
cm–1. Several smaller peaks at wavenumbers below 2000 cm–1 are also associated with the 
PU resin, most notably a sharp peak at 1760 cm–1, which is not present in either water or 
PVA. In the PU resin, the peak to peak height ratio for the peaks at 1760 and 2900 cm–1, 
rPU, is constant at a value of 0.33.
    
The relative height of the PVA peak at 2910 cm–1 compared to the height of the 
water peak at 3400 cm–1 was used to estimate the concentration of PVA in solution during 
drying.  To correlate a specific peak to peak ratio with a specific PVA concentration, 
calibration experiments were carried out with PVA solutions of known concentrations. 
These calibration experiments were done by first pipetting approximately 0.5 mL of PVA 
solution of known concentration onto a glass slide and gently positioning a glass cover slip 
onto the resulting droplet. Glass is not Raman active at wavenumbers of interest in this 
study (> 1500 cm–1).294   
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Figure 5.3. (a) Characteristic Raman spectra for water, poly(vinyl alcohol) (PVA), and 
polyurethane (PU) resin, as indicated. (b) Characteristic Raman spectra for various 
concentrations of aqueous PVA. Concentration (w/w) indicated on left side of panel adjacent to 
the corresponding spectrum. (c) Calibration curve correlating relative peak ratio of PVA (2910 
cm–1) to water (3400 cm–1) to the concentration of PVA (measured on glass). (d) Calibration 
curve correlating apparent and true signal ratios corresponding to water, PVA, and the PU resin 
for measurements made on PU resin. Hatched lines indicate region where noise at 1760 cm–1 
falsely indicates that 𝑟𝑃𝑉𝐴/𝑟𝑃𝑉𝐴
′  > 1. Within this region, it is assumed that 𝑟𝑃𝑉𝐴/𝑟𝑃𝑉𝐴
′  ≈ 1. In 
panels c and d, relevant parameters for the linear regression are included, including the slope, y-
intercept, R2 value, and number of points (np) used to perform the regression.  
 
Characteristic Raman spectra for PVA solutions with concentrations ranging from 
0.03–0.12 w/w are shown in Figure 5.3b. Integration times of at least 5 s, averaged over at 
least two accumulations, were used to obtain each spectra. The relative peak height ratios, 
rPVA, extracted from these data were fit to a master calibration curve with the functional 
form: 
 𝑟𝑃𝑉𝐴 ∝
𝑤
1 − 𝑤
 (5.1) 
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as suggested by Ludwig et al.295 Again, w is the weight fraction of PVA polymer in the 
solution. Calibration data are shown in Figure 5.3c along with the equation for the best-fit 
line to the data. Because glass does not affect the true Raman signal from PVA or water, 
rPVA represents the true peak to peak ratio of PVA to water.  
 The calibration experiment described above for measurements made on glass slides 
was repeated with glass slides coated with PU resin. Because the PU resin is Raman active 
at the same wavenumber as PVA, these calibration measurements only yield apparent peak 
ratios, 𝑟𝑃𝑉𝐴
′ . Due to substrate interference at 2900 cm–1, 𝑟𝑃𝑉𝐴
′  ≥  𝑟𝑃𝑉𝐴. As substrate 
interference becomes negligible, 𝑟𝑃𝑉𝐴
′  → 𝑟𝑃𝑉𝐴; when substrate interference dominates the 
Raman signal, 𝑟𝑃𝑉𝐴
′ ≫ 𝑟𝑃𝑉𝐴. Substrate interference from the PU resin thus causes the PVA 
solution to appear more concentrated than it actually is. Similarly, the PVA signal enhances 
the signal from the PU resin. This causes the apparent peak to peak height ratio for the 
peaks at 1760 and 2900 cm–1, 𝑟𝑃𝑈
′ , to be lower than expected, with 𝑟𝑃𝑈
′ = 𝑟𝑃𝑈 = 0.33 only 
when w → 0 and there is no PVA in the system.  
Because in situ drying measurements were to be made in microchannels fabricated 
out of the PU resin, it was necessary to connect the apparent signal ratio, 𝑟𝑃𝑉𝐴
′ , to the true 
signal ratio, 𝑟𝑃𝑉𝐴. By comparing the two sets of calibration data (those collected on glass 
substrates and those collected on PU-coated glass substrates), an additional calibration 
curve was generated which relates the ratio 𝑟𝑃𝑉𝐴/𝑟𝑃𝑉𝐴
′  to the ratio 𝑟𝑃𝑈/𝑟𝑃𝑈
′ . This second 
calibration curve is presented in Figure 5.3d.  
The two ratios plotted in Figure 5.3d were found to be linearly correlated with one 
another. Due to noise at 1760 cm–1 (present even in measurements made on glass), 
𝑟𝑃𝑉𝐴/𝑟𝑃𝑉𝐴
′  is assumed to equal 1 whenever 𝑟𝑃𝑈/𝑟𝑃𝑈
′  < 0.1. Oppositely, if 𝑟𝑃𝑈/𝑟𝑃𝑈
′  = 1, 
substrate interference has saturated the measurement and the relative contribution of the 
PVA to the signal is approximately zero.  
 The baseline cumulative relative error associated with estimating PVA 
concentration using the calibration curves in Figures 5.3c and 5.3d is approximately 10% 
due to the uncertainty in the fit to the data in Figure 5.3c. In addition to this baseline error, 
utilizing the second calibration curve introduces additional uncertainty in the calculated 
PVA concentration. This error is especially pronounced at small ratios of 𝑟𝑃𝑉𝐴/𝑟𝑃𝑉𝐴
′  when 
the level of substrate interference is very high. Accordingly, data with 𝑟𝑃𝑉𝐴/𝑟𝑃𝑉𝐴
′  < 0.16 
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are not reliable due to the high level of substrate interference and correspondingly large 
relative error (> 50%).  
The calibration data described above was used to measure real time concentration 
changes during drying in microchannels. First, 100 μm wide microchannels (fabricated as 
described in §5.3.1) were plasma treated for 120 s in air (as described in §2.3.3). Aqueous 
PVA solution (0.03 w/w) was then pipetted into the channel reservoir. Due to the high-
speed with which the PVA solution moves down the channel, Raman spectrographs could 
only be recorded after flow had stopped and the contact line had pinned. Raman 
spectrographs were then recorded at a fixed distance from the pinned contact line over time 
over the entire channel depth in 5 μm increments. Three spectra were recorded at each 
depth, spaced approximately 1 μm apart. Integration times of 1 s were used for all spectra 
recorded during drying. Shorter integration times were used than in the calibration 
measurements due to the highly dynamic nature of the drying process. Relative peak height 
ratios are independent of integration time but longer integration times result in spectra with 
less noise.    
5.3.5 Particle Image Velocimetry (PIV) 
Particle image velocimetry (PIV) was used to observe flow behavior after pinning 
(during which a majority of the drying occurs). To observe the flow, polystyrene (PS) 
microspheres (blue color, Phosphorex, Inc., Hopkinton, MA) with an average diameter of 
2 μm were dispersed into the liquid system. Stock PS microsphere solution (0.01 v/v 
spheres with trace surfactant and preservative) was added at a concentration of 0.06 v/v. 
The addition of the PS stock solution (final particle concentration ≈ 6×10–4 v/v) had a 
negligible impact on solution viscosity but was associated with a small reduction in surface 
tension and equilibrium contact angle. The changes induced by the PS microsphere solution 
are indicated in Table 5.1, where applicable.  
 To record the flow, the digital optical microscope described in §2.3.4 was utilized. 
After the advancing contact line pinned, videos were recorded at 1 or 2 fps over timescales 
of 30–600 s to visualize the internal flow behavior during drying. 
5.3.6 Characterizing Dry Film Morphology 
Dry film morphology was measured using mechanical stylus profilometry (as 
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described in §2.3.4) and SEM imaging (S-4700 cold field emission gun, Hitachi, Tokyo, 
Japan). Stylus profilometry was limited to channels with W  ≥ 75 μm due to the size of the 
profilometer’s stylus. No significant difference in dry film morphology was observed when 
liquids were dried with and without dispersed PS particles. 
5.3.7 Bulk Drying Measurements 
Bulk drying measurements were carried out by recording the mass of small sample 
volumes in 1 s intervals over periods of 10–60 min. Samples were dried in containers with 
cross-sectional areas of ~25 mm2. Drying was conducted at room temperature (23 ± 1°C) 
and various relative humidity levels. Specific drying conditions are indicated where 
relevant. 
5.4 Theory of Evaporation at a 
Contact Line 
The fundamentals of drying in thin films were introduced in §2.4.5. In this section, 
this theory is extended to describe evaporation dynamics near a contact line. Much of what 
is understood about this topic has been studied from the viewpoint on drying, sessile 
droplets. Accordingly, this section explores the drying dynamics of droplets: both those 
with pinned and moving contact lines as well as those confined to various geometries. At 
the end of this section, analogies will be drawn between drying in droplets and drying at 
moving contact lines in open microchannels during capillary flow.      
5.4.1 Sessile Droplets I: Evaporative Flux and the 
Coffee Ring Effect 
 The equilibrium diameter of a sessile droplet is determined by its initial size 
(volume) as well as its equilibrium contact angle, θe,36,296 introduced in §2.4.2. When 
placed onto a substrate, the droplet will tend to spread if the contact angle, θ, is greater than 
θe. This spreading is driven by surface tension36 and the spreading force, fspread, can be 
expressed as:265 
 𝑓𝑠𝑝𝑟𝑒𝑎𝑑 = 2𝜋𝑅(𝛾𝑆𝑉 − 𝛾𝑆𝐿 − 𝛾) = 2𝜋𝑅𝛾(𝑐𝑜𝑠𝜃𝑒 − 1) (5.2) 
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where R is the radius of the droplet and the other variables are defined as in eq. 2.8. If 
allowed to proceed unimpeded, this initial spreading will continue until θ = θe. However, 
this approach to equilibrium can be interrupted by a number of substrate imperfections, 
including surface roughness170 (discussed in §4.4.3), sharp corners37,38 (discussed in 
§2.4.2) and/or chemical inhomogeneities.171,214,297 Note that this spreading force is similar 
to the capillary force (eq. 3.6) driving spontaneous capillary filling (‘spreading’) down a 
microchannel. 
 The evaporative flux over a droplet surface depends on the local solvent 
concentration gradient.107,257 The time required for this concentration gradient to reach a 
steady state can be estimated by nondimensionalizing Fick’s second law. This yields an 
order-of-magnitude estimate of the time required to reach steady state, tSS:
108,257   
 𝑡𝑠𝑠 ~ 
𝑅2
𝐷
 (5.3) 
where D is the diffusion coefficient (here specifically, D represents the diffusion coefficient 
of solvent vapor diffusing in air). For aqueous systems evaporating at room conditions, D 
≈ 0.3 cm2/s.298 For droplets with a diameter on the order of 100 μm, tss < 1 ms. At 
observation times much longer than tss, evaporation can be approximated as quasi-steady 
state with an approximately constant solvent concentration gradient over the droplet.257 
 The solvent concentration gradient established above the droplet surface is not 
uniform; rather, it is steepest at the edge of the droplet near the contact line.257 A 
characteristic solvent concentration profile is shown in Figure 5.4a. To explain this 
phenomenon, consider two points: the first in the center of the droplet, at its apex, and the 
second near the contact line. The first point ‘sees’ liquid in every direction and evaporating 
solvent surrounds it from all sides. In contrast, the second point is only partially surrounded 
by liquid and much of what it ‘sees’ is unwetted surface with no solvent. Due to this droplet 
geometry, the solvent vapor concentration drops off very quickly near the contact line, 
leading to a large local evaporative flux. This uneven evaporative flux profile is 
qualitatively illustrated in Figure 5.4b. 
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Figure 5.4. (a) Vapor concentration gradient profile over a sessile droplet (not to scale). psat and 
p∞ are the solvent saturation vapor pressure and solvent vapor pressure far from the droplet 
surface, respectively. (b) Sketch of evaporative flux profile over droplet surface, illustrating 
divergent evaporative flux at the contact line (not to scale). (c) Evaporative flux over droplet 
surface as a function of radial position, r, at indicated contact angle, corresponding to eq. 5.4. 
 
 The evaporative flux profile over the drop surface, J, has been estimated by many 
in various forms.108,109,257,299–301 However, each retains the same qualitative characteristics: 
the evaporative flux diverges at the contact line and approaches the bulk value (the bulk 
evaporative flux value far from the contact line, Jo) near the center of the droplet. Hu and 
Larson257 suggest the functional form: 
 𝐽(𝑟) = 𝐽𝑜(1 − (𝑟/𝑅)
2)−𝑓𝜃 (5.4a) 
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 𝑓𝜃  =  0.5 −  θ/π (5.4b) 
where r is the radial position (r/R = 1 at the contact line) and fθ is a geometry-dependent 
function affected by the contact angle. Figure 5.4c plots this evaporative flux (scaled by 
Jo) for several contact angles over the droplet surface. At θ = 90°, the droplet forms a 
perfect spherical cap and the evaporative flux is uniform over the entire surface. 
 During evaporation, the behavior of the droplet is strongly dependent on the motion 
of the contact line. First, consider a scenario where the contact line is stationary or pinned 
during evaporation (moving contact lines will be discussed in the next section). As the 
droplet dries, it tries to recede, but pinning at the contact line resists this motion. Instead of 
the droplet receding, its radius remains constant while the height and contact angle are 
reduced.302,303 Surface roughness, sharp edges, and chemical inhomogeneities on the 
substrate surface can all cause contact line pinning during drying.36,303 Pinning is also 
increasingly likely in systems with low contact angles303–306 (i.e., high wettability and 
favorable liquid–substrate interactions). 
 In systems laden with particles,u pinning can also be caused by the presence of these 
particles at the contact line.107,108,303,307,308 This phenomenon is often referred to as ‘self-
pinning’ because the source of pinning originates from within the liquid instead of from 
the surface. One proposed mechanism for self-pinning is by particle confinement at the 
contact line.265,309–311 At the contact line, the thickness of the sessile droplet is very small 
and can approach thicknesses on the order of the size of a single solute particle (nm–μm 
scale). As particles become confined at the contact line, they exert a capillary force that 
resists contact line motion.265,266 This resistance can occur during the initial spreading of 
the droplet or as the droplet attempts to contract during drying. Weon and Je265 estimate 
this confinement-induced, self-pinning capillary force, fcap,pin, as:  
     
 𝑓𝑐𝑎𝑝,𝑝𝑖𝑛 = 𝑁 · (2𝜋𝑟𝑠𝑐𝑜𝑠𝜃) · (𝛾𝑐𝑜𝑠𝜃) = 2𝜋𝑟𝑠𝑁𝛾(𝑐𝑜𝑠𝜃)
2 (5.5) 
 
                                                 
u ‘Particles’ in this chapter will be used to refer generally to any solids present in the liquid, including 
solute dissolved in solution and colloidal particles dispersed in a suspension. 
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where the first term in parenthesis is the projected area of the particle with radius rs and N 
is the number of particles confined at the contact line. 
 Droplet drying is often accompanied by flow to the contact line. In particle-laden 
systems, this flow drives the particles to the contact line, away from the center of the 
droplet.107–109 The mechanism of this flow is again dependent on the motion of the contact 
line. When the contact line is pinned, outward convective flows are generated due to the 
uneven evaporative flux over the droplet surface.107–109,267 This phenomenon is often 
labeled as the ‘coffee ring effect’ as it is also responsible for the dark rings formed in dry 
droplets of coffee.  
 The coffee ring effect can result in the accumulation of particles at the contact 
line.107–109,267 When the contact line is pinned, particles accumulate at a fixed radial position 
during drying. Particles will continue to accumulate at the contact line until the local solids 
concentration, φs, reaches some threshold value (≈ 0.63 v/v). At solids concentrations 
beyond this critical value, the evaporative flux drops;106 at this point, the contact line is 
essentially ‘dry.’ This is analogous to the behavior observed in thin films toward the end 
of drying, discussed in §2.4.5. At this point, the liquid portion of the contact line recedes 
toward the center of the droplet. During this contraction, particles from the solution are 
deposited onto the substrate. However, due to the motion of the contact line, the particles 
no longer accumulate at a fixed radial position. It is also possible for the coffee ring effect 
to drive all or nearly all of the particles to the contact line,107 resulting in no solids 
deposition during contraction. 
  During contraction, a sharp interface forms between the dry and liquid portions of 
the droplet. This interfacev is often referred to as a drying front, a shock front,299,312,313 or a 
‘crust’,268 demarcating the nearly dry portion of the droplet from the liquid portion. The 
velocity of this front, vdry, is proportional to the local evaporative flux, J, and the local 
solids concentration in solution, φs:268,299 
 𝑣𝑑𝑟𝑦~𝐽
𝜑𝑠
𝜑𝑠,𝑚𝑎𝑥 − 𝜑𝑠
 (5.6) 
                                                 
v The ‘drying front’ discussed here for drying droplets is analogous to that found in drying thin films. See 
ref. 313. 
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where φs,max is the critical solids concentration, typically around 0.6–0.7 v/v. Thus, the 
drying front proceeds faster at higher evaporation rates and solute concentrations. This 
front will proceed inward until φs = φs,max everywhere. 
 The above behavior results in a dry film morphology resembling a thick ring with 
little or no particles inside of the ring,107,108 analogous to the dark ring stain formed by a 
dried droplet of coffee. This effect has been observed in a wide variety of liquid-particle 
systems, ranging from polymer solutions (e.g., see refs 285,314) to colloidal suspensions (e.g., 
see refs. 267,310, and 311). A qualitative sketch of the final dry film morphology resulting 
from this type of drying behavior, referred to as ‘drying regime I’, is shown in Figures 5.5a 
and 5.5b.  
 
 
 
Figure 5.5. Dry film morphologies resulting from (a,b) drying regime I (contact line pinning, 
constant radius, decreasing contact angle), (c,d) drying regime II (no contact line pinning, 
decreasing radius, constant contact angle), and (e,f) drying regime III (‘stick–slip’ behavior, 
mixed regime with qualities of drying regimes I and II). (a,c,e) Side view and (b,d,f) top view of 
dry film morphology. 
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5.4.2 Sessile Droplets II: Receding Contact Lines 
 The drying behavior described in the previous section, characterized by a pinned 
contact line, represents regime I of three different drying regimes observed in sessile 
droplets. In drying regime II, the contact line is no longer pinned but instead recedes 
(contracts) while the contact angle remains fixed. Note that this contraction occurs before 
the formation of a drying front, distinguishing regime II from the behavior described in the 
previous section for the end of regime I. Regime III is a mixed regime where both droplet 
radius and contact angle change simultaneously.276,277,300,302,303,315,316 While regime I 
dominates the drying behavior of many particle-laden systems due to self-pinning,303,308 all 
three behaviors can occur in evaporating droplets with and without solute. Further, contact 
line pinning is not a requirement for drying and on very smooth and clean surfaces, regime 
II can dominate the entire drying event.36,306 
 The evaporative flux over a sessile droplet with a receding contact line is similar to 
that described by eq. 5.4. However, particle migration to the contact line is now driven by 
capillary pressure gradients in the droplet. While this mechanism is different from that 
described in the previous section for a pinned contact line, it has been labeled as ‘coffee 
ring-like’ due to the similar migration of particles to the (moving) contact line.275 
In the limit where the contact line never pins and is always receding, the droplet 
will shrink until the concentration at the contact line reaches a critical ‘dry’ concentration. 
At this point, a solid layer begins to coat the surface and will continue to coat it as the 
contact line continues to recede. This again results in an inward-propagating drying front. 
In this extreme limit of no contact line pinning, a uniform film will be deposited.  This is 
analogous to the final stage of drying for a droplet following drying regime I, after the 
drying front has begun to move inward. A sketch of the final dry film morphology in the 
limit of no contact line pinning is shown in Figures 5.5c and 5.5d.   
 The above limit is uncommon; typically, the contact line will instead alternate 
between pinned and unpinned states, resulting in a stick–slip motion276,277 (drying regime 
III). When this behavior occurs in particle-laden systems, a series of concentric rings of 
dry solute (areas of ‘stick’) separated by regions of little to no solute (areas of ‘slip’) 
form.276,277,303,306,317 Additionally, the contact line will not necessarily pin and depin 
uniformly over the entire droplet perimeter. Uneven pinning-depinning behavior can 
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distort the dried rings away from the initially circular shape of the droplet. Figures 5.5e and 
5.5f show a sketch of a characteristic deposition pattern formed by this behavior.  
 Drying regime III—as opposed to regime I with permanent pinning—is commonly 
observed in systems with high contact angles (i.e., poor wettability and unfavorable liquid–
substrate interactions).303–306 This follows directly from eq. 5.5, where higher contact 
angles are associated with smaller confinement-induced, self-pinning forces.  
5.4.3 Sessile Droplets III: Advancing Contact Lines 
 Receding contact lines naturally accompany drying sessile droplets due to the 
associated reduction in volume. Contact lines can also be forced over surfaces, such as in 
flow coating318 or spin coating.28,319,320 When the liquids are volatile, the contact line is 
forced to advance while undergoing simultaneous evaporation. Of all drying scenarios 
discussed so far for sessile droplets, this scenario is the most relevant to drying during 
spontaneous capillary flow, where a single contact line advances down a microchannel. 
 As in pinned and receding droplets laden with particles, particles in volatile liquids 
are also driven to an advancing contact line. This motion occurs via advection; that is, 
particles are transported along with the bulk fluid flow within the droplet.261,262 Figure 5.6 
shows a cartoon of how this flow occurs. The motion of the contact line results in a ‘rolling’ 
flow, where liquid approaches from above, rolls at the contact line, and then is pulled away 
with the substrate at a lower velocity due to drag.263,264 While this motion brings solute to 
the contact line, it also brings solvent and tends to homogenize the droplet.261,262  
While hydrodynamic flow tends to homogenize the particle concentration within 
the droplet (especially in and around the moving meniscus), the uneven evaporative flux 
over the droplet surface acts to accumulate particles at the contact line. The corresponding 
particle concentration profile, φs(x) has been estimated as:262 
    𝜑𝑠(𝑥) = 𝜑𝑠,∞ (1 +
8𝐽𝑜
′
𝜃𝑣𝑥1/2
) (5.7) 
where φs,∞ is the particle concentration (v/v) far from the contact line and v is the velocity 
of the advancing contact line. 𝐽𝑜
′  is a lumped parameter representing the ‘evaporative flux’ 
with units of m3/2/s. Typical values for waterborne systems range from 10–9–10–8 
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Figure 5.6. (a) Schematic illustration of internal flow (‘rolling’ motion) in an advancing droplet. 
Droplet is advancing from right to left. (b) Droplet of honey flowing down an inclined surface, 
where a black marker has been placed onto the droplet and can be seen to roll over the contact 
line as the droplet advances forward. The progression of time is shown moving from the top 
image to the bottom image. Reprinted from ref. 264 with permission. Copyright 1974 Cambridge 
University Press.  
m3/2/s.261,262  Figure 5.7 shows how this concentration profile varies with v (Figure 5.7a) 
and θ (Figure 5.7b). As the velocity of the advancing contact line increases (influence of 
hydrodynamic flow increases), significant accumulation only occurs very close to the 
contact line. As this velocity decreases, this region of locally high solids content encroaches 
further into the droplet due to evaporation effects. Similarly, smaller contact angles are 
associated with relatively higher evaporative fluxes at the contact line, resulting in 
increased accumulation of particles. 
At high enough velocities, it has been shown that solute accumulation at the contact 
line has a negligible influence on the motion of the droplet.261,262 Below this velocity, 
however, hydrodynamic flow is insufficient to counteract particle accumulation. Several 
estimates of this critical velocity have been made. Rio et al.261 estimate the critical velocity, 
vcrit, as:   
    𝑣𝑐𝑟𝑖𝑡 =
10𝐽𝑜
′
𝜃𝑑𝑠
1/2
𝜑𝑠,𝑜
𝜑𝑠,𝑚𝑎𝑥 − 𝜑𝑠,𝑜
 (5.8) 
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where ds is the diameter of a single solute particle and φs,o and φs,max are bulk and maximum 
volume concentrations of solute, respectively. 
 After pinning, the contact line can either be forced to advance (‘pushed’) or remain 
pinned. In the latter case, drying will proceed following drying regime I or III, described 
in §5.4.1 and §5.4.2, respectively. If the droplet is instead pushed, the contact angle will 
increase until a threshold (larger) contact angle is reached such that depinning can 
 
Figure 5.7. Variation of solute concentration, φs, in the vicinity of the contact line as a function 
of indicated (a) contact angle, θ (v = 1 mm/s) and (b) contact line velocity, v (θ = 30°).  
Jo = 10–8 m3/2/s.  
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occur.261,262 This depinning is similar to the behavior observed during capillary-driven flow 
in rough microchannels, described in §4.4.3.  
 Continually pushing the droplet at a velocity below vcrit results in repeated pinning-
depinning or ‘stick–slip’ behavior, akin to drying regime III for receding droplets. 
However, in the case of an advancing contact line, the depinning force comes from fluid 
being forced to the contact line, which causes the contact angle to increase. (In drying 
regime III, depinning is caused by the surface tension of the receding droplet ‘pulling’ 
inward on the contact line.) The final dry film will have a wrinkled appearance, with 
regions of locally higher thicknesses where the film was in a ‘stick’ position. Around these 
regions, there will be signs of buckling and cracking due to the forcing of the contact line.261  
5.4.4 Sessile Droplets IV: Marangoni Effects  
Marangoni stresses were introduced in §2.4.2 with regard to their influence on 
leveling in thin films. Marangoni effects can also have a strong influence on drying at a 
contact line, especially with respect to the final dry film morphology. As discussed in 
§2.4.2, Marangoni effects occur due to surface tension gradients which induce shear 
stresses at the surface. This results in flow from areas of low surface tension to areas of 
high surface tension. These gradients can arise by a number of factors, including 
temperature gradients,184,321 surfactant concentration gradients,289 and concentration 
gradients in binary systems where the individual components have different surface 
tensions.93,287 
 Temperature gradients can arise at the droplet surface due to the larger evaporative 
flux at the contact line (eq. 5.4), which leads to locally higher evaporative cooling and a 
proportionally larger decrease in temperature at the contact line.184,290 This typically 
increases the surface tension at the edge of the droplet and induces Marangoni flow toward 
the contact line.183,184,322,323 When the contact line is pinned, this effect can augment the 
coffee ring effect by enhancing the flow of particles to the contact line.184 When the contact 
line is not pinned, particles are still driven to the contact line, but Marangoni stresses tend 
to push the particles upward and away from the contact line toward the apex of the droplet 
(this has been suggested to cause skin formation in drying droplets).275  
 The significance of Marangoni flow induced by temperature variations can be 
estimated by calculating the magnitude of the thermal Marangoni number, MaT: 
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     𝑀𝑎𝑇 = −
(𝑑𝛾/𝑑𝑇)𝛥𝑇𝑡𝑑𝑟𝑦ℎ𝑜,𝑑𝑟𝑜𝑝
𝜂𝑅2
 (5.9) 
where dγ/dT is the change in surface tension with temperature, T, ΔT is the local 
temperature difference, tdry is a characteristic timescale required for the droplet to dry 
(~102–103 s), and ho,drop is the initial height of the droplet. This specific form of the 
Marangoni number represents a ratio of the velocity induced by Marangoni flow to the 
average velocity of drying (R/tdry).
300 When MaT ≪ 1, Marangoni stressed induced by 
temperature gradients are negligible.  
 In systems with surfactant, outward flows induced by pinning drive surfactant to 
the contact line.289 This locally reduces the surface tension and results in solute being 
driven away from the contact line toward the higher surface tension region near the droplet 
apex. This effect can negate or  even reverse the effect of temperature gradients with respect 
to their enhancement of the coffee ring effect. Even surfactant concentrations as small as 
several hundred molecules per square micrometer can negate the Marangoni effect caused 
by evaporative cooling.184  
At larger surfactant concentrations, the resultant Marangoni effect can induce a 
significant flow of particles from the contact line back toward the center of the droplet. 
During drying, the inward Marangoni flow and outward convective flow caused by the 
coffee ring effect compete, and can induce eddies where particles are alternately driven 
toward and away from the contact line.289 Overall, surfactant-induced Marangoni flows 
typically enhance the uniformity of the dry droplet, effectively reducing the coffee ring 
effect. The relative importance of surfactant-induced Marangoni flow can be estimated by 
a dimensionless number similar to MaT in eq. 5.9 by replacing all instances of temperature, 
T, with surfactant concentration.  
Cosolvents are also often added to drying droplets to improve the uniformity of the 
final dried film.287 If the cosolvent has a lower volatility than the primary solvent, it will 
accumulate at the contact line faster than near the center of the droplet due to the 
nonuniform evaporative flux. If the cosolvent has a lower surface tension than the main 
solvent, this causes the surface tension at the contact line to decrease faster than in the rest 
of the droplet. The resulting Marangoni flow drives liquid back toward the droplet apex, 
counteracting the coffee ring effect. 
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5.4.5 Evaporation at Contact Lines in Confined 
Geometries  
Confining a droplet of liquid creates additional contact lines and also alters the 
drying dynamics. First, consider a droplet confined between two parallel plates (Figures 
5.8a and 5.8b). Here, the droplet behaves similarly to a pinned sessile droplet, but now 
contact lines form at both the upper and lower surfaces. Because the droplet is covered, J 
= 0 at its center and the evaporative flux is infinitely larger at the meniscus, with maximum 
evaporation rates at each contact line. Capillary forces then drive flow to the contact lines 
to compensate for the mass loss imbalance. In particle-laden systems, this flow results in 
an accumulation of particles at the contact lines. As in drying sessile droplets, once the 
solids concentration reaches some critical value, a drying front proceeds inward in all 
directions.268–271 
 Similar behavior is observed in a drying droplet confined above and below by a 
plate and on either side by a wall (Figures 5.8a and 5.8c). Now instead of the drying front 
proceeding inward radially in all directions, the drying front propagates inward from each 
 
Figure 5.8. Various confined architectures, illustrating the associated droplet morphologies. (a) 
Droplet confined between two plates (side view) where (b) there are no side walls (top view) or 
(c) the droplet is further confined by two side walls (top view). (d,e) Cross-sectional view of 
droplet confined by walls, where the enclosure is either (d) overfilled or (e) underfilled. 
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edge that is not confined by a wall. Again, a migration of particles toward the contact line 
is observed, along with a coffee ring-like ridge at the initial pinning point of the contact 
line.268–271 
 A droplet can also be bound only by walls with no top cover. Two morphologies 
are possible in this type of configuration: the liquid can overfill (Figure 5.8d) or underfill 
(Figure 5.8e) the walled enclosure. Assuming the liquid does not spill out over the walls, 
it will remained pinned to the walls of the enclosure due to contact line confinement by the 
sharp edge37,38,273 (this effect was discussed in §4.4.3). Similarly, the contact line will 
remain pinned even when the enclosure is underfilled, again due to contact line pinning 
(confinement) at the top corner of the wall (partial drying at the contact line can also help 
pin the liquid to the top of the wall).w 
When the enclosure is overfilled, the drying behavior is similar to that observed in 
a sessile droplet pinned on a flat surface, and particles will migrate to the contact line due 
to the uneven evaporative flux. This again results in an accumulation of material at the 
contact line. When the enclosure is underfilled (or becomes underfilled after some solvent 
evaporates), particles will also migrate (or continue to migrate) to the contact line.106 This 
effect is caused by the pinning of the liquid to the top of the walls. To sustain this pinning, 
lateral outward flows are generated from the center of the enclosure, where the height of 
the liquid continues to drop.273 This effect is enhanced by the locally higher evaporative 
flux at the contact line, which induces outward coffee ring flows.258  
 While the coffee ring effect occurs whether a droplet is resting on a flat surface or 
bounded by walls, walls have been noted to suppress the coffee ring effect when compared 
to sessile droplets dried under equivalent conditions.273,274,324 This is due to the increased 
uniformity of the evaporative flux across a liquid surface bounded by walls compared to 
the evaporative flux profile over a sessile droplet surface (eq. 5.4).272 
As the droplet bounded by walls continues to evaporate, drying will proceed inward 
from the walls via a drying front.106,273 This behavior will occur regardless of the initial 
configuration of the droplet (i.e., whether the droplet is initially as shown in Figure 5.8d or 
5.8e). However, in shallow or wide enclosures, the center of the droplet can contact the 
bottom of the enclosure before drying is complete,325 initiating a second drying front that 
                                                 
w Note that if the liquid level drops too much below the top of the wall, the liquid may depin. 
194 
 
propagates outward from the center. 
5.4.6 Drying Dynamics in Open Microchannels 
 By analogy with the discussions presented in the last five sections, arguments can 
now be made regarding how drying is expected to occur in open microchannels during 
capillary flow. During capillary flow in an open microchannel, three menisci—each with 
their own contact line—are relevant to the drying behavior: the primary meniscus at the 
advancing contact line and two secondary menisci formed by the pinning of the liquid to 
the top of the channel walls. These two secondary menisci curve down and meet in the 
center of the channel. All three menisci and their associated contact lines are illustrated 
schematically in Figure 5.9.  
 
Figure 5.9. Schematic illustration of the three contact lines of interest during capillary-driven 
flow in an open microchannel. The primary meniscus (the advancing contact line) is highlighted 
in red and the secondary menisci (the contact lines pinned to the top of the walls) are highlighted 
in yellow. (a) Top view, (b) cross-sectional view, and (c) trimetric projection of liquid in open 
microchannel. Cross section in panel b taken along dashed line in panel a.  
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Analogous to a drying sessile droplet, the advancing meniscus will exhibit a 
nonuniform evaporative flux with a diverging evaporation rate at the contact 
line.107,108,257,261,262 However, unlike in a sessile droplet, the evaporative flux will not be 
radially uniform across the contact line due to the presence of fingers at the channel corners. 
Recall that these fingers form due to the locally high Laplace pressure at the intersection 
of the channel walls and base.133,148,163,164 Examples of these fingers in systems of various 
viscosities can be seen in Figures 3.1 and 3.14. At large aspect ratios (ε ≫ 1), these fingers 
extend far ahead of the rest of the meniscus.135 For the same reason that the evaporation 
rate is largest at the contact line of a sessile droplet, the local evaporation rate within these 
fingers is expected to be even larger than in the rest of the meniscus, especially near the 
tips of the fingers. This expectation is based on the morphology of the fingers: thin and 
isolated from the rest of the liquid in the channel. The difference between the evaporation 
rate at the fingers versus in the rest of the advancing meniscus is expected to become more 
pronounced as the length of the fingers grow (e.g., as channel aspect ratio increases135). 
The evaporation rate will also be nonuniform across the channel (perpendicular to 
the flow direction) due to pinning of the liquid to the top of the channel walls. This 
contention is based on analogies with the behavior of droplets enclosed by walls106 and 
liquid in microtubes.258 This argument is also supported by measurements made on the 
evaporation of water (stagnant) from open microchannels, which showed that larger mass 
transfer coefficients were associated with smaller channel widths.245 While the evaporation 
rate at the walls is expected to be more significant than in the middle of the channel, the 
evaporation rate at the advancing contact line is expected to be still larger. This argument 
is based on observations made in §5.4.5 and literature cited therein and will be shown to 
be consistent with the results in §5.5.  
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5.5      Results and Discussion 
 This five part section explores the influence of evaporation-induced drying on the 
behavior of volatile, particle-laden liquids in open microchannels. First, the influence of 
drying on capillary flow dynamics is studied in a model system of aqueous poly(vinyl 
alcohol) (PVA) solution (see Table 5.1). Flow behavior is analyzed from the moment the 
liquid enters the channel until the primary, advancing contact line permanently pins and 
flow stops. Next, drying behavior after the contact line pins is investigated, followed by an 
analysis of the resulting dry film morphology. In each of these first three sections, the 
influence of channel width and drying rate (via relative humidity (RH)) is investigated. The 
above analysis is then repeated for when surfactant is present in the system. Finally, these 
results are applied to two case studies with functional inks popular in the manufacture of 
printed electronic devices. 
5.5.1 Capillary Flow Dynamics: The Impact of Drying 
i. Overview of Capillary Flow Behavior with Drying 
Representative flow curves for spontaneous capillary filling of aqueous PVA 
solution in microchannels with widths ranging from 10–200 μm are shown in Figure 5.10, 
illustrating behavior at high (7% RH), medium (45% RH), and low (80% RH) drying rates. 
The bulk evaporation rate associated with each humidity level is indicated in the respective 
figure panel. Sample image sequences of capillary filling in a 50 and 200 μm wide channels 
(at 7% RH) are shown in Figures 5.11a and 5.11b, respectively. 
Capillary flow of aqueous PVA solution was found to terminate with permanent 
contact line pinning, in distinct contrast to the flow behavior observed among the liquids 
studied in Chapter 3. Prior to this permanent pinning, capillary flow occurs following one 
of two behaviors: (1) smooth, uniform contact line motion or (2) a stick–slip motion where 
the contact line slows or even temporarily pins (stops). The first type of behavior dominates 
at early times whereas the latter dominates at long times, often right before permanent 
pinning. The stick–slip behavior characterizing flow at long times will be discussed in 
detail in §5.5.1(iii).  
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Figure 5.10. Characteristic flow curves for capillary filling of aqueous poly(vinyl alcohol) 
(PVA) in open microchannels of indicated width (H = 46.8 μm) at (a) 7% RH, (b) 45% RH, and 
(c) 80% RH. Bulk evaporative flux, Jo, indicated in corresponding figure panel.  
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Figure 5.11. Image sequence of capillary filling of aqueous poly(vinyl alcohol) (PVA) in (a) 50 
and (b) 200 μm wide open microchannel at 7% RH. White arrows indicate direction of 
spontaneous capillary flow and black arrows indicate position of advancing contact line. All 
channels 46.8 μm deep. Scale bars: 400 μm.  
 
The behavior illustrated in Figures 5.10 and 5.11 can be understood by drawing 
analogies with drying droplets undergoing forced spreading, as discussed in §5.4.3. During 
capillary filling, flow and evaporation compete with respect to the accumulation of solute 
(here, polymer) at the contact line. Hydrodynamic flows caused by contact line motion 
continually drive upstream liquid to the contact line,326 where the liquid subsequently 
‘rolls,’ and is then pulled away with the substrate due to drag.263,264 This motion brings 
both solute and solvent to the contact line and tends to homogenize the liquid in and around 
the meniscus. Oppositely, evaporation opposes this homogenization,261,262 especially close 
to the contact line where the evaporation rate is much larger,107,108,257 tending to accumulate 
solute.  
The above-described competition between hydrodynamic flow and evaporation 
appears to also control capillary flow behavior in open microchannels. At high contact line 
velocities, flow-induced homogenization can outpace evaporation-induced solids 
accumulation and flow can proceed largely uninterrupted. This is evidenced by the 
relatively smooth flow curves at early times in Figure 5.10. However, the physics of 
capillary flow dictate that velocity continually decrease as the liquid penetrates further into 
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the channel (even when there is no drying).40,52,54–56 Accordingly, solute will necessarily 
build up at the contact line at long times, resulting in the inevitable transition from 
uninhibited flow to stick–slip behavior caused by intermittent contact line pinning. This 
stick–slip behavior is especially pronounced at long times (t > 1 s) in the flow curves in 
Figure 5.10a, corresponding to a high drying rate (7% RH). Eventually, the capillary 
driving force cannot surmount the pinning force and the contact line becomes permanently 
pinned. 
The influence of contact line velocity on the overall motion of liquid to the contact 
line was confirmed using PIV measurements with 2 μm tracer particles. Image sequences 
showing flow behavior at early (~25 ms), intermediate (~250 ms), and long (~1200 ms) 
times in 100 μm wide channels are shown in Figure 5.12. Average contact line velocities 
and associated internal flow velocities within the liquid toward the contact line are provided 
 
Figure 5.12. PIV measurements for flow of aqueous poly(vinyl alcohol) (PVA) at (a) short (x ≈ 
0.5 mm), (b) intermediate (x ≈ 1.5 mm), and (c) long (x ≈ 3.5 mm) times/distances. Black arrows 
indicate location of a single tracer particle being tracked, which is too small to easily visualize 
in each figure panel. Corresponding velocities of the advancing contact line and particle being 
tracked are: (a) 13.7 and 23.7 mm/s, (b) 3.6 and 6.0 mm/s, and (c) 1.4 and 2.4 mm/s, respectively. 
RH = 10%. Channels are 100 μm x 46.8 μm (W x H). All scale bars: 100 μm. 
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in the Figure 5.12 caption. As these data reveal, the rate of fluid flow to the contact line 
(measured in the middle of the channel) is proportional to the contact line velocity itself 
and is consistently 30–70% larger. This result agrees with observations by others on the 
capillary flow of ethanol in closed, circular channels.326 
Figure 5.13 summarizes total flow distances and times associated with the flow 
curves in Figure 5.10. Total flow time (Figure 5.13a) increases approximately linearly as 
channel width increases up until a drying rate-dependent critical value, Wc.  This critical 
 
Figure 5.13. Average (a) total flow distance and (b) total flow time associated with capillary 
flow of aqueous poly(vinyl alcohol) (PVA) in microchannels with widths ranging from 10–200 
μm (H = 46.8 μm) as a function of indicated relative humidity. Corresponding evaporation rates 
are shown in Figure 5.10.  
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value increases as drying rate decreases. In Figure 5.13b, total flow distance does not 
change monotonically with channel width but instead exhibits a maximum around channel 
widths of 50–75 μm, with decreasing flow distances at both small (10 μm) and large (200 
μm) widths. Lower drying rates are always associated with longer flow distances and times 
at any given channel width. 
The total flow times reported in Figure 5.13a represent the times required for drying 
to pin the advancing contact line. As Figure 5.13a reveals, this time is a strong function of 
not only drying rate, but also channel width. The dependence on drying rate is intuitive: at 
any given channel width, higher drying rates are associated with faster evaporation, more 
rapid solids accumulation, and shorter flow times. Less intuitive is the observed 
dependence of total flow time on channel width, which itself depends on drying rate. 
As discussed in Chapter 3, capillary flow velocity strongly depends on channel 
width. Further, an ‘optimal’ channel width (for a given depth) at which a maximum flow 
velocity occurs is predicted. For the PVA system studied here, this maximum is expected 
to occur at a channel width of 45 μm. Figure 5.14 plots predicted flow velocities at 
distances of x = 1, 3, and 5 mm as a function of channel width, assuming no drying, 
revealing that flow velocities at all widths are always predicted to be lower than in 50 μm 
 
Figure 5.14. Predicted flow velocities at indicated distance from channel entrance (x = 0) and 
corresponding predicted mobility parameter. These predictions neglect drying and hence assume 
the liquid maintains a constant viscosity, surface tension, and contact angle during flow (as 
provided in Table 5.1 for the 0.03 w/w PVA solution). 
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wide channels. The peak at a 50 μm channel width also corresponds to the width at which 
the mobility parameter, k (k ≡ 2b/a; see §3.4.2) is maximized. 
From Figure 5.12, higher contact line velocities are expected to be associated with 
correspondingly faster internal flows toward the contact line and hence increased flow-
induced homogenization within the meniscus. This effect is partially responsible for the 
increased flow times observed at intermediate channel widths in Figure 5.13b. An 
additional effect contributing to the behavior observed in Figure 5.13a is drying at the 
channel edges, especially near the meniscus/contact line. As in liquid confined by 
walls,106,273,274 drying at the edges of the channel is more pronounced than drying in the 
center of the channel. As channel width decreases, edge drying makes a greater relative 
contribution to the total drying rate. Oppositely, as channel width increases, edge drying 
has a smaller relative influence on the drying of the advancing contact line and flow can 
persist for a longer time. This effect contributes to the reduced flow times observed at W < 
50 μm and to the increased flow times observed at W > 50 μm. 
An important caveat to this rule is that the benefits of an increased channel width 
(reduced edge drying) only apply up until a certain critical value, Wc. This behavior arises 
because the morphology of the contact line is not constant with channel width. As discussed 
in §3.4.3, the liquid ‘fingers’ or Concus-Finn filaments133,148,162–164 extending ahead of the 
main meniscus are larger in wider channels. The thinness and relative isolation of these 
fingers are expected to lead to locally faster drying compared to that in the rest of the 
contact line. Above Wc, drying in these larger fingers offsets any advantages of reduced 
edge drying and total flow time decreases. In Figure 5.13a, Wc = 75 and 100 μm at 7 and 
45% RH, respectively. At 80% RH, total flow time continues to increase up to a channel 
width of 200 μm, suggesting that Wc ≥ 200 μm. This upward shift in Wc at lower drying 
rates suggests that drying in the fingers is more sensitive to changes in the evaporation rate 
than is drying at the edges.  
 The observed dependence of total flow time on drying rate and channel width can 
be used to understand the total flow distances reported in Figure 5.13b. In general, total 
flow distance is dictated by how far the liquid can flow before the contact line dries and 
becomes permanently pinned. As channel width is decreased from 50 to 10 μm, both the 
average flow velocity and total flow time decrease. This leads to the smallest flow distances 
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occurring in the 10 μm wide channels. At channel widths greater than 50 μm, longer drying 
times compensate for lower average flow velocities causing flow distances in 50, 75, and 
100 μm channels to be approximately equal at any given drying rate. At a channel width 
of 200 μm, however, the greatly reduced flow velocity results in a reduction in total flow 
distance. 
Similar trends in total flow distance have been observed by Mahajan et al.,9 who 
monitored flow of volatile silver ink in open rectangular microchannels. However, a 
notable discrepancy between arguments made above and by those presented in ref. 9 is the 
conclusion on the influence of channel width on total flow time. From Figure 5.13a, it is 
clear that flow time is a strong function of channel width for the aqueous PVA system 
studied here. Oppositely, Mahajan and coworkers argue that the ‘onset of solidification’ is 
independent of channel width. As the authors do not report total flow times, it is difficult 
to conclude whether the drying behavior of their liquid is truly independent of channel 
width or not. 
ii. Capillary Flow Dynamics and Scaling Behavior 
To gain more insight into the specific influence of drying on the capillary flow 
dynamics, Figure 5.15a compares capillary filling across all three drying rates to that 
predicted for the hypothetical case of no drying (100% RH) for flow in 50 μm wide 
channels. The ‘no drying’ prediction is based on the initial properties of the PVA solution 
(see Table 5.1) coupled with eqs. 3.10, 3.12, 3.22, and 3.23. 
At early times (t < 0.1 s), flow at all three drying rates closely follows behavior 
predicted for the case of no drying. At intermediate times, drying begins to have an 
influence on the capillary flow and stick–slip behavior occurs, though the stick–slip events 
are difficult to visualize in Figure 5.15a due to their high speeds. At the fastest drying rate 
(7% RH), departures are observed as early as 300 ms after the liquid enters the channel. By 
5 s, even flow subjected to the lowest drying rate (80% RH) exhibits significant departures 
from predictions based on no drying. As flow continues, the discrepancy between the 
experimental behavior and the no drying prediction increases until the contact line 
permanently pins and flow abruptly stops.  
Figure 5.15b plots the data presented in Figure 5.15a on a log–log scale. Recall that 
the value of the exponent n in the relationship between meniscus position, x, and time, t,  
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dictates the capillary flow regime, where x ∝ tn (eq. 3.1). At all times experimentally 
relevant to the data in Figure 5.15, capillary flow is expected to fall within the viscous 
regime with n = 0.5, as depicted by the solid line in Figure 5.15b. In contrast, all data 
corresponding to flow subject to drying exhibit n values ranging from 0.8–1 at early times 
(t < 0.1 s). At intermediate times (0.1 < t < 5 s), n gradually transitions to 0.5. This delayed 
approach to Lucas-Washburn behavior is not predicted by the Bosanquet equation (eq. 
3.12), but is consistent with results reported in Chapter 3 as well as those reported by 
others.134,137 As discussed in Chapter 3, this delay can be linked to various nonidealities 
that are unaccounted for in Bosanquet’s theory and is not unexpected. 
Figure 5.15c plots the instantaneous slope as a function of time for each curve 
shown in Figure 5.15a, equivalent to the instantaneous values of n in eq. 3.1. At long times, 
under the influence of drying, n continues to decrease after reaching 0.5. This decrease 
 
Figure 5.15. (a,b) Comparison of capillary flow behavior at indicated RH levels to predictions 
based on no drying (100% RH; indicated by solid blue line in each panel) plotted on (a) linear 
and (b) log–log scale. (c) Instantaneous values of the exponent n and (d) flow velocity over time. 
Channels are 50 μm x 46.8 μm (W x H).   
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continues until ultimately n = 0 when the contact line becomes permanently pinned. This 
behavior at long times where n → 0 is not predicted by the Bosanquet equation, nor has it 
been observed, to the author’s knowledge, for any liquid flowing in a microchannel. A 
notable exception to this is for flow in channels with rough walls,221,222,224 where the 
roughness induces temporary pinning, momentarily driving velocity and n to 0. The unique 
behavior observed here can be attributed entirely to drying effects. The rate at which n 
drops to zero is directly proportional to the rate of drying.  
Note that the noise in the data in Figure 5.15c is due to the extreme sensitivity of n 
to changes in meniscus position. Under ideal flow conditions, one would expect a smooth 
and gradual decrease in n with time. However, in the presence of drying, random 
fluctuations in flow velocity can occur due to brief, but temporary, pinning of the contact 
line (stick–slip behavior). Small errors in meniscus position tracking could also contribute 
to the noise in Figure 5.15c. 
The velocities associated with the curves in Figure 5.15a are plotted in Figure 
5.15d. As in Figure 5.15a, the behavior at all three drying rates matches that predicted for 
the case of no drying at early times (t < 0.1 s), with the flow at the slowest drying rate 
agreeing with the no drying prediction for the longest amount of time. The critical velocity 
below which permanent pinning occurs follows predictions261,262 based on sessile droplets 
undergoing forced spreading. From eq. 5.8, critical velocities of approximately 100 μm/s 
are predicted for the model PVA system studied here, with larger values predicted at higher 
drying rates. In Figure 5.15d, critical velocities of 170, 60, and 37 μm/s are observed at 7, 
45, and 80% RH, respectively. While the actual magnitude of this critical velocity was 
observed to fluctuate from run to run, critical velocities on average are observed to be larger 
at higher drying rates.  
Figure 5.16 plots the data presented in Figure 5.15 with flow times scaled by the 
total flow time (the time required to pin the flow), tc, and meniscus position scaled by the 
total flow distance, xc. The collapse of these data onto a single curve suggests that the 
drying rate does not significantly affect the nature of the flow dynamics; rather, it only 
alters the times and lengthscales over which they occur. From Figure 5.16c, it can be seen 
that at early times when 0 < t/tc < 0.1, n falls quickly from 1 to 0.6. Again, this mirrors the 
behavior exhibited by the non-drying liquids studied in Chapter 3. At intermediate times  
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(0.1 < t/tc < 0.9), n gradually decreases, apparently following a scaling behavior 
independent of the drying rate: n = 0.55 – 0.29(t/tc). Finally, when t/tc > 0.9, n rapidly drops 
from ~0.2 to 0, implying a critical value of nc ≈ 0.1–0.3. 
Figure 5.16d plots dimensionless velocity versus t/tc, where dimensionless velocity 
is calculated by taking the instantaneous slope of the curve x/xc versus t/tc. Dimensionless 
velocity is thus the true velocity, v, divided by the overall average for each run, vavg = xc/tc. 
Flow that persists for longer times exhibits a lower average velocity due to the fact that 
capillary flow velocity constantly decreases, even if there is no drying. In Figure 5.16d, 
vavg = 1.9, 1.4, and 0.86 mm/s for runs dried at 7, 45, and 80% RH, respectively. Overall, 
there appears to be a correlation between vavg and the critical pinning velocity, vcrit, with 
larger values of vcrit associated with higher average velocities. While identifying the exact 
quantitative nature of this relationship is beyond the scope of this work, its qualitative 
characteristics are not unintuitive. Flows with smaller average velocities are expected to be 
 
Figure 5.16. Data from Figure 5.15 with meniscus position, x, and time, t, scaled by total flow 
distance, xc, and time, tc, respectively. (a,b) Dimensionless meniscus position versus time on a 
(a) linear and (b) log-log scale. (c) Instantaneous value of exponent n and (d) dimensionless 
velocity, v/vavg, versus time. vavg = xc/tc.  Channels are 50 μm x 46.8 μm (W x H).   
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associated with lower drying rates and evaporative fluxes and longer flow times. Hence, it 
is logical to expect that they are also associated with lower values of vcrit, per eq. 5.8.  
The scaling procedure applied in Figure 5.16 for flow in 50 μm wide channels also 
causes flow data at other channel widths to collapse onto a single curve. However, flow 
behavior across channels of different widths do not collapse onto a single curve when 
scaled by xc and tc. This is due to differences in how the exponent n evolves with time at 
each channel width as well as subtle differences in the drying dynamics at each width, as 
discussed above. The nondimensionalization presented in eq. 3.13 for capillary flow of 
nonvolatile liquids suggests that a universal scaling across all channel widths for the flow 
of drying liquids is possible. However, such an investigation is beyond the scope of the 
present work and lends itself to further investigation.  
iii. Pinning Dynamics and Stick–Slip Flow  
Stick–slip flow is characterized by partial pinning of the contact line, where motion 
is temporarily impeded but not permanently stopped. This behavior occurs at intermediate 
to long times, after unimpeded flow at early times but before permanent pinning. Stick–
slip motion is characterized by a significant but sub-critical solids accumulation at the 
contact line. This solids accumulation momentarily ‘solidifies’ the contact line (or a portion 
of it), pinning (‘sticking’) the flow. The pinning in stick–slip flow is, by definition, not 
permanent and the contact line will eventually depin (‘slip’) by the same mechanisms that 
act to homogenize the solids concentration at the contact line—namely, hydrodynamic 
flow.   Three different types of stick–slip behavior are observed, each varying by the nature 
of the contact line pinning. 
 The first type of stick–slip behavior (‘type I’) is characterized by local pinning 
events that affect small (~1–10 μm) lengths of the contact line. Such a pinning event is 
illustrated by the image sequence in Figure 5.17a and the corresponding contact line 
profiles in Figure 5.17b. During each type I pinning event, a small section of the contact 
line momentarily ‘sticks’ to the substrate. In Figure 5.17, this pinning occurs at an x-y 
coordinate of 30 x 40 μm at t = 5 ms. This sticking may be caused by small imperfections 
on the microchannel surface that resist contact line motion. At later times, after the 
viscosity of the liquid rises, the contact line may pin more readily on these small defects 
that presented minimal obstacles to the flow at early times. 
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Immediately after pinning, the contact angle locally increases as upstream liquid 
continues to flow to the contact line and around the pinned point. This increase in contact 
angle causes the contact line to locally ‘bulge’ and eventually depin. This bulging can be 
seen in Figure 5.17a(iii) and is labeled as the ‘pinning’ point. Depinning likely occurs due 
to a combination of hydrodynamic flow around the pinning point (which tends to 
homogenize the polymer concentration) and the associated local increase in the contact 
angle. Recall from §4.4.3 that a contact line with θ > θe represents an unstable scenario, 
and this locally high contact angle can provide energy for depinning. Upon depinning, the 
contact line rapidly jumps forward and (provided it does not immediately pin again) 
quickly resumes it pre-pinning shape. This behavior can be seen in Figure 5.17 to occur 
between t = 10 and 15 ms. Type I pinning events were observed to last on the order of 5–
10 ms. However, clusters of type I pinning can lead to pinning over larger lengthscales 
 
Figure 5.17. Type I pinning event, as illustrated by (a) an image sequence (scale bar: 100 μm) 
and (b) the corresponding contact line profiles. Location of pinning indicated by arrow with 
‘pinning’ label. In (a), white horizontal arrow indicates direction of spontaneous flow. Channel 
is 100 μm x 46.8 μm (W x H). 
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which is associated with longer depinning times. 
 Type II stick–slip motion is characterized by temporary pinning of the entire 
contact line. This can be caused by many type I pinning events over the length of the contact 
line or, more often, simultaneous pinning at the tips of both fingers. Recall from Figure 5.9 
that the local evaporation rate is anticipated to be larger in the fingers than elsewhere in the 
channel. This leads to the expectation that the fingers will pin sooner than the rest of the 
contact line. An example of Type II pinning is illustrated by the image sequence in Figure 
5.18a; the corresponding meniscus position and velocity over time are presented in Figure 
5.18b. When both fingers pin simultaneously (Figure 5.18a(ii)), they act to anchor the rest 
of the meniscus. After the fingers pin, the rest of the meniscus continues to flow forward 
(Figure 5.18a(ii–iv)) until the contact line is nearly flat across the channel (Figure 5.18a(v)). 
This corresponds to a dramatic reduction in the flow velocity between 1.6 and 1.9 s in 
Figure 5.18b.  
Via a combination of internal flow (enabling partial dissolution of the high 
concentration regions in the fingers) and local contact angle increases, the fingers 
eventually depin and the contact line quickly pulses forward (Figure 5.18a(vi–ix)). This 
 
Figure 5.18. Type II pinning event, as illustrated by (a) an image sequence (scale bar: 100 μm) 
and (b) the corresponding meniscus position and velocity versus time. In (a), black horizontal 
arrow indicates direction of spontaneous flow.  Channel is 100 μm x 46.8 μm (W x H). 
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corresponds to the spike in velocity at t = 1.9 s in Figure 5.18b. Typical timescales for type 
II pinning are on the order of 100–500 ms, with longer times associated with larger fingers 
(i.e., wider channels). If the fingers anchor too strongly to the walls, type II pinning 
permanently pins the contact line.  
Type III pinning is similar to type II, but instead of the fingers pinning at the same 
time, one finger pins first. This results in the anchoring of one half of the contact line. As 
the other half of the contact line (including the second finger) continues to flow down the 
channel, it will ‘pull’ on the anchored finger and cause it to depin. Again, dissolution due 
to hydrodynamic flow around the anchored finger and local increases in contact angle also 
contribute to depinning. After the anchored finger depins, flow may continue as usual or, 
more commonly, the other finger will pin. The increased likelihood of pinning by the 
second finger is due to the extension that it undergoes while pulling the originally anchored 
finger. This extension causes thinning, increasing the local drying rate and solids 
concentration. In turn, this increases the likelihood of pinning. The originally anchored 
finger must now depin the newly anchored finger. 
A contact line undergoing a type III pinning event is shown by the image sequence 
in Figure 5.19a. The corresponding x-coordinates of each finger and the center of the 
meniscus are shown in Figure 5.19b. At early times (t < 40 ms), the fingers can be seen to 
move together approximately 80 μm ahead of the center of the meniscus. At t ≈ 50 ms, the 
liquid undergoes a short type II pinning event where both fingers momentarily pin. Then, 
at t ≈ 90 ms (Figure 5.19a(ii)), the bottom finger depins while the top finger remains pinned. 
The bottom finger continues to extend down the channel for 40 ms, extending 
approximately 150 μm past the top finger (Figure 5.19a(iii)). The bottom finger then pins, 
followed by depinning of the top finger, which moves past the now-pinned bottom finger 
as it moves from x ≈ 200 to 450 μm (Figure 5.19a(v)). This process repeats again as the top 
finger pins, followed by depinning of the bottom finger (Figure 5.19a(vi)). 
As Figure 5.19 illustrates, the pinning of a single finger can act to destabilize the 
motion of the entire contact line and cause it to ‘crawl’ down the channel. This ‘crawling’ 
cycle often repeats until one finger becomes permanently pinned, stopping the flow 
permanently. Figure 5.19c shows a cartoon of the crawling motion associated with Figures 
5.19a and 5.19b and type III pinning in general. 
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Figure 5.19. (a) Image sequence (scale bar: 100 μm) and (b) corresponding x-coordinates of the 
top and bottom fingers and the center of the meniscus, corresponding to type III pinning event. 
In (a), black horizontal arrow indicates direction of spontaneous flow. Note that the ‘top’ and 
‘bottom’ fingers are referred to as such for notational simplicity, but technically the ‘top’ and 
‘bottom’ fingers refer to the left and right fingers, respectively. Channel is 100 μm x 46.8 μm  
(W x H). (c) Cartoon of type III pinning in an open microchannel (top view). Pinned fingers are 
indicated by asterisks. First, (i) the top finger pins. Due to this pinning, (ii) the bottom finger 
travels alone down the channel. However, due to this extension (iii) the bottom finger 
subsequently pins, followed by depinning of the top finger. (iv) The top finger then pins, followed 
by depinning of the bottom finger. In each image, a solid line indicates the initial contact line 
profile and dashed lines with an arrow indicate the resultant motion of that contact line. 
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Observed pinning behavior in a given microchannel was found to depend both on 
channel width and drying rate. Flow in narrower channels with smaller fingers was 
observed to pin via a combination of type I and II pinning more often than type III. This is 
due to the smaller difference in evaporation rate between that in the fingers and in the rest 
of the meniscus when the fingers are small. Oppositely, type III pinning was observed most 
often in wider channels with larger fingers, especially at higher drying rates. Increasing a 
finger’s length makes it more sensitive to drying, increasing the likelihood that the fingers 
will pin at different times. This sensitivity appears to increase as drying rate increases. For 
fingers above a certain length, any anchoring often leads to permanent pinning with no 
intermediate stick–slip behavior. This was most commonly observed in the 200 μm wide 
channels. 
Figure 5.20 plots characteristic flow behavior for capillary filling in 100 μm wide 
channels at three different dryings rates, both the dimensional (Figure 5.20a) and 
nondimensional (Figure 5.20b) data. Here, pinning is more apparent than in Figures 5.10 
and 5.15 due to the larger finger size in 100 μm versus 50 μm wide channels. Significant 
pinning events are apparent at times of approximately 1 and 2 s for the trial run at 7% RH. 
Various shorter pinning events also occur, starting as early as 0.4 s and continuing until the 
end of flow. However, even given this strong stick–slip behavior, the curves still collapse 
nicely onto one another in Figure 5.20b. Stick–slip behavior thus appears to not have a 
significant influence on the overall flow dynamics, just the dynamics over short timescales. 
The influence of stick–slip behavior on the flow dynamics over short timescales is 
readily visualized by plotting the instantaneous velocity versus time (Figures 5.20c and 
5.20d). Here, noise in the data caused by the stick–slip motion is readily apparent, and the 
velocity fluctuates significantly at intermediate times up until permanent pinning. For the 
highest drying rate, velocity can be seen dropping to 0 multiple times before permanent 
pinning, implying momentary stoppages in flow. As the drying rate decreases, the velocity 
begins to stabilize. However, even at the lowest drying rate the velocity still fluctuates 
around an average, presumably due to small amounts of stick–slip behavior.  
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iv. The Role of Contact Angle in Contact Line Pinning 
Local increases in contact angle have already been noted to assist in depinning due 
to the unstable condition that occurs when θ > θe. However, the value of θe itself also 
changes during drying: a less intuitive change accompanying the local PVA concentration 
increase at the contact line. Figure 5.21 plots θe versus PVA concentration, revealing that 
higher contact angles are associated with higher PVA concentrations. The associated 
increase in viscosity with concentration is also included in Figure 5.21.  
The dependence of θe on concentration clouds the true mechanism behind the 
pinning that occurs at the contact line. Per eq. 5.7, a reduced flow velocity aids in polymer  
 
Figure 5.20. (a) Characteristic flow curves for capillary filling at indicated relative humidity. 
Inset shows same data expanded at early times. (b) Same data as in panel a with meniscus 
position, x, and time, t, scaled by total flow distance, xc, and total flow time, tc. (c) Instantaneous 
velocity versus time at indicated relative humidity. Inset shows same data expanded at early 
times. (d) Same data as in panel c with meniscus position, x, and time, t, scaled by total flow 
distance, xc, and total flow time, tc. vavg = xc/tc. Channels are 100 μm x 46.8 μm (W x H). 
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Figure 5.21. Equilibrium contact angle and viscosity of aqueous poly(vinyl alcohol) (PVA) 
solution as function of PVA concentration (w/w). 
 
Figure 5.22. Solids concentration near the contact line at indicated contact angle. These data 
assume Jo’ = 10–8 m3/2/s in eq. 5.7. Calculations pertain to flow in a 50 μm wide channel with 
viscosity = 20 mPa·s and surface tension = 65 mN/m.  
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accumulation at the contact line. Further, very high contact angles can completely inhibit 
spontaneous capillary flow, driving v → 0 (see eq. 3.7). At the same time, as θ → 90°, the 
evaporative flux over the contact line becomes more uniform (see eq. 5.4). This works 
against the accumulation of polymer at the interface, per eq. 5.7. 
From eqs. 3.10 and 3.15, capillary flow velocity decreases as θ increases, where 
𝑣~(𝑐𝑜𝑠𝜃(1 + 2𝜀) − 1)1/2. When θ is small and increases, the disadvantage of a decreased 
flow velocity is far outweighed by the improved uniformity of the evaporative flux and φs 
near the contact line decreases. Oppositely, when θ is large (> ~50°) and increases, velocity 
begins to drop precipitously and φs near the contact line begins to increase. Figure 5.22 
plots φs(x) as predicted by eq. 5.7 for various values of the contact angle, showing the 
trends discussed above. Unlike in Figure 5.7 where velocity is assumed to be constant, 
velocity is allowed to vary with contact angle in Figure 5.22. These results suggest that an 
optimal contact angle exists where flow velocity and evaporative flux effects are ideally 
balanced. In Figure 5.22, this corresponds to θ ≈ 50°. However, the actual scenario is more   
complicated than suggested in Figure 5.22 due to the dependence of θ on the flow velocity 
itself as well as changes in viscosity with time and PVA concentration, which also affects 
velocity.   
 To isolate the effect of an increasing contact angle on contact line motion from 
those associated with viscosity changes, capillary flow experiments were carried out with 
binary mixtures of water and isopropanol (IPA). The contact angle of these mixtures, as 
well as those for pure water and IPA, are shown in Figure 5.23a. Similar to the effect of 
increasing the PVA concentration in Figure 5.21, increasing the concentration of water in 
the aqueous IPA solution increases the contact angle. Due to IPA’s higher volatility,21 it is 
expected to preferentially evaporate at the contact line, leading to a local increase in water 
at the contact line and hence an increase in the contact angle. 
Figure 5.23b shows characteristic flow behavior for capillary filling of three 
different IPA/water solutions in a 200 μm wide channel and Figure 5.23c compares these 
meniscus positions with those expected when there is no evaporation. Figure 5.23d makes 
a similar comparison with the observed flow velocities. From Figures 5.23c and 5.23d, it 
is clear that increases in the contact angle alone can have a remarkable influence on the 
flow behavior; specifically, a dramatic decrease in the flow velocity. As the viscosity of  
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 IPA is higher than that of water (2 versus 1 mPa·s), viscosity increases cannot account for 
the observed changes. 
Flow of the IPA/water solutions is expected to stop above a specific critical contact 
angle, per eq. 3.7. This equation predicts a contact angle limit of 47° for spontaneous 
capillary flow in a 200 x 46.8 μm channel. From Figure 5.23a, this contact angle 
corresponds to a water concentration of approximately 0.75 v/v. However, despite the 
dramatic decreases in velocity induced by evaporation, abrupt contact line stoppage was 
never observed. Instead, flow velocities were observed to decrease very gradually at long 
times before dropping to zero. While this terminal behavior was not captured with the high-
speed camera (where recording behavior over very long times is not practical), the 
 
Figure 5.23. (a) Equilibrium contact angles of IPA/water solutions. (b,c) Characteristic flow 
behavior for IPA/water solutions of indicated concentrations (v/v), showing (b) characteristic 
flow behavior over time and (c) comparing this characteristic flow behavior to that predicted 
when no evaporation occurs (predictions shown by labeled lines, indicating specific IPA:water 
volume ratio). (d) Instantaneous velocity versus time corresponding to panel c. Instantaneous 
velocities predicted when no evaporation occurs are included (predictions again shown by 
labeled lines). Channels are 200 μm x 46.8 μm (W x H). 
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velocities at long times observed in the IPA/water solutions in Figure 5.23d already fall far 
below those observed in Figure 5.15d and 5.20c for flow of the aqueous PVA solutions. 
This agrees with eq. 5.8, which suggests that vcrit → 0 as φs → 0.  
Not pictured in Figures 5.23b–d is the contact line behavior after flow stops. Unlike 
with the PVA solutions, whose contact lines permanently pin at the end of flow, the contact 
lines of the IPA/water solutions begin to recede after stopping. This behavior is expected 
when θe is greater than the limit for spontaneous capillary flow, where the liquid prefers to 
interact with itself rather than of the channel surface. At very long times, after the stoppage 
of flow and some recession, evaporation removes all of the liquid in the channel. As the 
IPA/water solutions contain no solids, nothing is left in the channel after evaporation is 
complete. 
Overall, these results suggest that while contact angle changes can strongly 
influence flow behavior, contact angle and viscosity changes work in tandem to 
permanently pin the contact line in solutions that undergo drying during flow. Increases in 
both contact angle and viscosity reduce flow velocity and contribute to the build up of 
solids at the contact line. However, it is the exponential increase in viscosity associated 
with solidification that permanently anchors/pins the meniscus. As suggested by eq. 5.8, 
without solids, there can be no permanent pinning (vcrit → 0 as φs → 0). This is supported 
by the results in Chapter 4 for flow of glycerol solutions in rough microchannels where, 
regardless of pinning strength or flow velocity, flow persisted and permanent pinning was 
never observed.  
5.5.2 Drying Behavior After Pinning 
 After the advancing contact line permanently pins, internal flow continues within 
the liquid confined between the pinned contact line and the reservoir. Visualizations of this 
internal flow field are presented in Figure 5.24. Each image comprises multiple superposed 
images taken 1 s apart at various times after permanent contact line pinning. Visualization 
of the flow is made possible by 2 μm tracer particles in the solution.  
Post-pinning flow is dominated by motion along the x-axis, toward the primary 
contact line, but there is also a small lateral velocity along the y-axis toward each wall. In 
the center of the channel (y = 0), fluid flows nearly uniaxially while liquid further from the 
center (y → W/2) tends to drift toward the walls. Close to the primary contact line, nearly  
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all of the liquid is drawn into the fingers. At early times after pinning (Figures 5.24a and 
5.24b), uniaxial motion along the x-axis dominates, but at later times (Figures 5.24c and 
5.24d) the region of influence from the edges gradually increases due to drying at the walls.  
The post-pinning internal flow along the x-axis is caused by the uneven evaporative 
flux over the liquid surface. At the primary contact line the evaporation rate is higher than 
further back in the channel due to the uneven evaporative flux already described. 
Analogous to the behavior of sessile droplets,257 this uneven evaporative flux induces 
convective flows toward the pinned contact lines; this is a manifestation of the coffee ring 
effect.107,108  The lateral internal flows along the y-axis are generated due to pinning of the 
liquid at the top edge of each wall. As shown by others, drying liquids confined by walls 
tend to pin to the top of those walls and, as drying proceeds, that pinning persists. To 
compensate for evaporation at the pinned edges, outward lateral flows are generated from 
the center of the channel.273 This effect is enhanced by (but not dependent on) the larger 
evaporation rate at the walls, near the pinned contact lines (compared to that near the center 
of the channel).106,258  
The velocity of this internal flow varies with both time and drying rate. In Figure 
 
 
Figure 5.24. Flow field within microchannel after permanent pinning of the contact line, 
showing average flow behavior over (a) 10–20 s, (b) 20–30 s, (c) 30–40 s, and (d) 40–50 s after 
permanent contact line pinning. Each image consists of 10 superposed images, spaced 1 s apart. 
Channels are 200 μm x 46.8 μm (W x H). All scale bars: 100 μm.    
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5.24 (corresponding to drying at 7% RH), the x-axis velocity, vx, is approximately 10–20 
μm/s at early times. Far from the primary contact line, the y-axis velocity, vy, is 
approximately one order of magnitude lower than vx. Close to the fingers, however, vx ≈ vy 
as flow is pulled diagonally into the fingers. Flow velocity along all axes decreases with 
time due to the natural progression of drying, which increases the PVA concentration. This 
leads to an increase in the viscosity of the fluid which retards the motion of both the tracer 
particles and polymer to the contact lines. Increasing the relative humidity globally reduces 
the evaporative flux and hence the driving force compelling liquid to the contact lines. At 
80% RH, the internal flow field is more or less identical to that at 7% RH but vx ≈ 5 μm/s 
at early times, approximately 25–50% the velocity at the higher drying rate. While the ratio 
of the bulk evaporative flux to that at the contact line is predicted to remain constant with 
drying rate (see eq. 5.4), the absolute difference increases at larger values of Jo (i.e, larger 
drying rates). 
As drying continues, a drying front forms at and propagates outward from the 
primary contact line. During drying, internal flow continues and particle are driven to the 
(now moving) drying front. The behavior of this drying front as a function of channel width 
is shown by the image sequences in Figure 5.25. In a 200 μm wide channel (Figure 5.25a), 
 
Figure 5.25. Image sequences illustrating motion of drying front in (a) 200, (b) 75, and (c) 50 
μm wide microchannels (H = 46.8 μm). In each panel, the drying front moves from right to left 
(from the pinned contact line toward the reservoir (not shown)). RH ≈ 10%. All scale bars:  
200 μm. 
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the drying front is characterized by a distinct, translucent region propagating along the x-
axis toward the reservoir. As channel width decreases, the drying front loses it ‘sharpness’ 
but moves at a higher velocity. This is illustrated by the image sequence in Figure 5.25b 
for drying in a 75 μm wide channel. In a 50 μm wide channel (Figure 5.25c), the drying 
front is no longer distinctly visible and instead a diffuse ‘front’ expands rapidly backward 
toward the reservoir. 
 The changes in drying front sharpness and velocity that accompany changes in 
channel width are due to edge drying effects. In a 200 μm wide channel, edge drying 
contributes little to the overall drying and a large concentration gradient exists across the 
drying front (see Figure 5.26 for quantitative description of this behavior in 100 μm wide 
channel). Per eq. 5.6, this large concentration gradient results in a relatively slow front 
velocity with a distinct interface. As channel width decreases, edge drying contributes more 
to solvent removal upstream and the concentration gradient across the front decreases, 
increasing the overall front velocity. A more uniform solids concentration within the 
channel also leads to a broadening of the drying front, giving it a more diffuse appearance. 
 To characterize the nature of the drying front more quantitatively, confocal Raman 
microscopy was used to monitor local PVA concentration changes over time. These results 
are shown in Figure 5.26a for distances of 0.01, 1.5, and 3.5 mm from the pinned, primary 
contact line during drying in a 100 μm wide channel. 
The sharp increases in PVA concentration at 60, 400, and 1000 s corresponds to the 
drying front passing each point. This was confirmed by switching the confocal microscope 
between Raman and optical modes quickly during the measurement. As the drying front 
passes each point, the concentration quickly rises to approximately 0.70 w/w, 
corresponding to φs = φs,max ≈ 0.65. After the drying front passes, the local evaporation rate 
drops precipitously106 (see eq. 2.24) and the remaining solvent leaves the system very 
slowly. Further upstream, the concentration of polymer remains relatively low up until the 
point where the drying front passes. This agrees well with predictions in drying thin 
films.327 
The local PVA concentration at the point when the drying front passes increases as 
the distance from the pinned contact line increases. This is due to the evaporation that 
occurs in the channel before the drying front passes. For example, in Figure 5.26a, the point  
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3.5 mm from the pinned contact line has nearly 10 extra minutes to dry before the drying 
front passes compared to the point 1.5 mm from the same location. 
Similar behavior is expected in narrower channels. However, the slope of the 
concentration change associated with the passing of the drying front is expected to decrease 
as channel width decreases. This expectation follows from the observations in Figure 5.25, 
 
Figure 5.26. (a) Confocal Raman data showing change in poly(vinyl alcohol) (PVA) 
concentration over time as a function of indicated distance from the pinned contact line. (b) 
Confocal Raman data corresponding to a constant position of 1.5 mm from the pinned contact 
line, showing change in PVA concentration over time and corresponding thickness change of 
liquid in microchannel (measured in center of channel). Data recorded at 50% RH, though the 
local humidity level may have been affected by the proximity of the microscope lens to the 
channel during drying, which creates a semi-closed environment.  Channels are 100 μm x  
46.8 μm (W x H). 
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where the drying front broadens in narrower channels due to increased contributions from 
edge drying to the overall evaporation rate. 
 Approximate film thicknesses within the channel during drying can also be 
extracted from the Raman measurements. The location of the liquid-air interface can be 
approximated by noting where the Raman signal switches from in focus to out of focus. 
Approximate film thicknesses during drying are shown in Figure 5.26b, where 
measurements were taken in the center of the channel a constant distance of 1.5 mm from 
the primary contact line. Before the drying front passes, film thickness is relatively constant 
at around 40 μm. This thickness is slightly smaller than the total channel depth (46.8 μm) 
due to the curvature of the meniscus along the y-axis. As the drying front passes, film 
thickness rapidly decreases from 40 to 15 μm and then gradually decreases to 5 μm. Raman 
spectra were recorded in 5 μm intervals over the depth of the channel and hence film 
thickness measurements are associated with a constant uncertainty of ± 2.5 μm.  
5.5.3 Dry Film Morphology 
As in drying droplets, the coffee ring flow that accompanies contact line pinning 
results in the accumulation of solute at each contact line. Profilometer scans taken over the 
contact line along the x-axis after drying are shown in Figure 5.27 as a function of drying 
rate (Figure 5.27a) and channel width (Figure 5.27b). As drying rate increases, so does the 
accumulation of polymer at the contact line owing to the increased flow rate of solute. This 
increased flow rate is driven by a higher evaporative flux, as discussed in §5.5.2. Although 
increasing drying rate also decreases the total time during which particle accumulation can 
occur, the effects of increased flow velocities due to the increased evaporative flux appear 
to outweigh the effect of reduced drying times. 
In Figure 5.27b, larger channel widths can be seen to be associated with a more 
pronounced local accumulation. This can be attributed to the longer ‘open times’ exhibited 
by wider channels. That is, wider channels are associated with longer times between 
permanent contact line pinning and formation of the drying front (which arrests coffee ring 
flow). The image sequences shown in Figure 5.25 lend validity to this argument. 
Figure 5.28 shows SEM micrographs of the dry PVA film morphology as a function 
of drying rate, revealing the accumulation of material at all contact lines. These results 
agree qualitatively with those shown in Figure 5.27a. However, Figure 5.28 also reveals 
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that a significant amount of material accumulates near the walls, presumably due to the 
lateral flows along the y-axis. This accumulation at the walls is also more pronounced at 
higher drying rates. 
 
 
 
Figure 5.27. Dry film profiles of primary, pinned contact line dried at (a) indicated relative 
humidity (RH) (channel is 100 μm x 46.8 μm) and (b) in channel of indicated width (H = 46.8 
μm). All profiles have been shifted to begin at ~40 μm. Actual total flow distances corresponding 
to each profile can be found in Figure 5.13b. 
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5.5.4 Effect of Surfactant on Capillary Flow 
Dynamics, Flow After Pinning, and Dry Film 
Morphology 
i. Capillary Flow Dynamics  
Representative flow curves for the spontaneous capillary filling of aqueous PVA 
solution with 0.005 w/w surfactant (SDS) are shown in Figures 5.29a and 5.29b. Total flow 
distances and times are summarized in Figures 5.29c and 5.29d, respectively; data 
corresponding to flow in the absence of surfactant is also included. As in §5.5.1, these data 
correspond to flow in open microchannels with widths ranging from 10–200 μm. The data 
in Figure 5.29 were recorded at 45% RH; the corresponding bulk evaporation rate is 
provided in the figure caption. Note that surfactant does not cause a significant change in 
the bulk evaporation rate.  
The addition of surfactant affects two key physical properties: surface tension and 
the equilibrium contact angle. From Table 5.1, surfactant lowers surface tension by  
 
Figure 5.28. SEM micrographs of dry films in 50 μm wide microchannels dried at (a,d) 7% RH, 
(b) 45% RH, and (c) 80% RH. Panels a–c show dry film morphology from oblique angle. Panel 
d shows dry film morphology viewed directly in front of the dry contact line.  All scale bars: 25 
μm. In panel b, the black dots are artifacts of air bubbles trapped during flow. 
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approximately 45% and the contact angle by 25%. A third change to the system 
accompanying the addition of surfactant is the introduction of mobile, surface active 
molecules. These molecules can move around the liquid and can lead to surface tension 
gradients. This behavior has been observed by others studying drying droplets with 
surfactant.289 These three changes are expected to have multiple, conflicting effects on the 
capillary flow behavior. 
Equations 3.10 and 3.15 predict a reduction in velocity at all times when surface 
tension and equilibrium contact angle are reduced as described above. Though decreasing 
the contact angle enhances the capillary force, the reduction in the surface tension has a 
more significant (and opposing) influence. Per eq. 5.7, this reduction in velocity should be 
accompanied by a more pronounced accumulation of solids near the contact line. The 
 
Figure 5.29. Capillary filling behavior for poly(vinyl alcohol) (PVA) with surfactant (0.005 w/w 
SDS); Jo ≈ 40 mg/m2s. (a,b) Characteristic flow curves for capillary filling at indicated channel 
width; (a) linear and (b) log-log scale. (c,d) Average total (c) flow distances and (d) flow times 
as a function of channel width. Data for aqueous PVA with no surfactant included. All channels 
are 46.8 μm deep. 
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reduced contact angle is expected to enhance this effect due to the diverging evaporation 
rate near the contact line. However, these changes in surface tension and contact angle are 
also predicted to reduce the net pinning force caused by particle confinement at the contact  
line by approximately 40%, per eq. 5.5. This suggests that, under equivalent pinning 
conditions, the contact line in the solution with surfactant should depin more readily. 
Further, others289 have observed Marangoni flows within the meniscus of drying droplets 
induced by surfactant accumulation near the contact line. This flow was noted to compete 
with the coffee ring effect. If present in the aqueous PVA system studied here, this 
recirculating flow would tend to homogenize the polymer concentration near the contact 
line, beyond the homogenization already induced by hydrodynamic flow caused by the 
motion of the contact line. 
 From the total flow times reported in Figure 5.29c, the above-described conflicting 
effects appear to cancel each other out and the addition of surfactant has no significant 
effect on the average total flow times when 25 μm ≤ W ≤ 100 μm. At extreme aspect ratios 
(0.21 (W = 10 μm) and 4.27 (W = 200 μm)), total flow time is lower in the presence of 
surfactant. The overall slower filling velocities in the presence of surfactant, combined with 
the unchanged or reduced total flow time, result in surfactant always lowering the total 
flow distance, as shown in Figure 5.29d. Thus, the average capillary flow velocity, vavg = 
xc/tc, is lowered by the presence of surfactant. 
Though the results in Figure 5.29d suggest that surfactant does not affect the total 
flow time, a closer look at the high-speed data reveals that stick–slip behavior (especially 
that related to type III pinning) is much more prevalent in the presence of surfactant. For 
example, type III pinning was never observed in 25 or 50 μm wide channels in the absence 
of surfactant. However, in the presence of surfactant, type III pinning occurred during 
nearly every run. Additionally, for flow in 100 μm wide channels, type III pinning occurred 
in only 50% of runs in the absence of surfactant, beginning at an average flow time of 3.7 
s. In the presence of surfactant, type III pinning occurred in 100% of runs in 100 μm wide 
channels and began at an average time of 1.6 s.  
Type III pinning increases the average total flow time due to the long times 
associated with the resultant stick–slip, crawling motion. This clouds any attempt at a direct 
comparison between the two data sets in Figure 5.29d. However, data corresponding to 
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flow in 10 and 200 μm wide channels, where type III pinning does not occur with or without 
surfactant, suggests that under similar drying conditions, surfactant reduces the average 
total flow time. The reduced flow times in the presence of surfactant at extreme aspect 
ratios are likely due to the increased evaporative flux near the contact line caused by the 
smaller contact angle. While this increased evaporative flux also tends to pin flow earlier 
in channels with widths between 10 and 200 μm, the reduced capillary pinning force may 
have facilitated contact line depinning. This could lead to the increased prevalence of type 
III pinning. That is, a reduced pinning force may increase the likelihood of stick–slip 
behavior before permanent pinning.  
Marangoni flows in the vicinity of the contact line could, in theory, contribute to 
increased homogenization of the polymer near the contact line, counteracting the increased 
evaporative flux caused by the reduced contact angle. However, PIV measurements 
revealed no differences in the internal flow field between runs conducted with aqueous 
PVA solutions with and without surfactant. This is likely due to the insignificance of the 
Marangoni flow in comparison to the hydrodynamic flow (~1–100 mm/s, except near the 
very end of flow) during capillary filling. More will be said on this point at the end of this 
section and in the next section.   
Figure 5.30 provides a more in-depth comparison of capillary flow with and without 
surfactant in 50 μm wide channels. In Figure 5.30a, PVA systems with and without 
surfactant can both be seen to closely mirror the behavior predicted for the case of no drying 
at very early times (t < 0.2–0.5 s), with significant departures from these predictions only 
when t > 1 s. More than half of the difference in final flow distance (~2.3 mm) can actually 
be attributed to the difference accumulated during this 1 s interval (~1.3 mm), where drying 
has minimal influence. Figure 5.30b compares the observed flow velocity in each system 
to that predicted in the absence of drying. Again, both systems closely mirror predictions 
based on no drying until t > 1 s. While both systems show significant departures from 
predictions based on no drying at longer (t > 2 s) times, their relationship to one another 
changes very little over time. This is evidenced by the nearly constant spacing between the 
two curves up until the very end of flow. This is further evidenced by Figure 5.30c, which 
shows that similar fractional velocity reductions (actual/predicted velocity) occur in both 
systems over time. Figure 5.30d shows that, despite the strong stick–slip behavior present  
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in the system with surfactant, both curves overlap nicely when scaled by xc and tc, similar 
to the scaling presented in Figures 5.16 and 5.20b.  
The critical pinning velocities associated with the two flow curves in Figure 5.30a 
are approximately 20 and 60 μm/s for the systems with and without surfactant, respectively. 
These numbers are reported for completeness, but not to suggest that the critical pinning 
velocity is always lower in the presence of surfactant. Precisely determining critical 
pinning velocities which are statistically significant is beyond the scope of this work. 
However, even from the limited analysis presented above, it seems plausible that surfactant 
may indeed reduce the critical pinning velocity. This hypothesis is based on the fact that 
velocities in systems with surfactant were always observed to be lower than in equivalent 
systems without surfactant, yet systems with surfactant flowed for approximately the same 
 
Figure 5.30. Comparison of flow behavior of aqueous poly(vinyl alcohol) (PVA) solution with 
and without surfactant (0.005 w/w SDS). (a,b) Characteristic flow curves for (a) meniscus 
position and (b) velocity versus time, with lines indicating prediction when no drying occurs. (c) 
Fractional velocities (actual/predicted) for indicated liquid system over time. (d) Flow curves 
from panel a with meniscus position, x, and time, t, scaled by total flow distance, xc, and total 
flow time, tc, respectively. Channels are 50 μm x 46.8 μm (W x H). 
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time as systems without it. It can be argued that if two systems pin at the same time, but 
one system always flows slower, the critical pinning velocity will be lower in the slower 
system. Note that this argument applies only to channels with 25 μm ≤ W ≤ 100 μm.  
 The above argument predicts results opposite to those of eq. 5.8, which predicts 
that the critical pinning velocity will increase by approximately 37% when the contact 
angle is reduced from 24.3 to 17.7° (all other variables constant). The complexity of this 
situation is increased by the fact that contact angle changes during drying, as discussed in 
§5.5.1(iv), and the details of this dependence are a function of whether or not surfactant is 
present. This subtlety may also contribute to the above-described relationships. 
A possible mechanism by which the critical pinning velocity could be lowered by 
the presence of surfactant is by Marangoni flow. Marangoni effects were discounted above 
due to their apparent absence during PIV measurements. However, at long times when v ~ 
10–100 μm/s, it is conceivable that Marangoni flow makes a meaningful impact and helps 
reverse polymer accumulation at the contact line. While no such behavior was visible 
during PIV measurements made at long times, it is possible that the polymers in solution 
were mobilized by these Marangoni flows while the larger 2 μm tracer particles were not. 
This could have helped reverse polymer accumulation at the contact line, even to the point 
of actually decreasing the critical pinning velocity. A detailed analysis of this point is 
beyond the scope of this work. Overall, the results discussed above suggest that surfactant 
may play a complicated role in the balance between flow and drying during capillary flow; 
this point lends itself to further investigation. 
ii. Post-pinning Flow and Dry Film Morphology 
 Figure 5.31 shows superposed images of the internal flow that occurs upstream of 
the pinned contact line after permanent pinning in the presence of surfactant, similar to 
those shown in Figure 5.24. These images, however, show superposed behavior over 
shorter time intervals (10 images recorded over ~1 s) to capture the highly dynamic 
behavior near the contact line. Unlike the PIV measurements made during capillary filling, 
surfactant has a distinct influence on the post-pinning internal flow field. In contrast to the 
behavior seen in Figure 5.24 where particles are driven to the contact line in one direction, 
flow within the meniscus recirculates when surfactant is present. This results in eddies that  
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extend backward from the contact line approximately 200 μm, which persist up until the 
point when the drying front begins to propagate up the channel.  
 In drying droplets with surfactant, this recirculation has been attributed to 
Marangoni flows induced by gradients in surfactant concentration near the contact 
line.289,328 As coffee ring flow drives surfactant to the contact line, it accumulates and 
reduces the surface tension. In response, Marangoni flows are directed away from the 
contact line, toward the region of higher surface tension. This competition between 
Marangoni and coffee ring flow results in the formation of eddies (recirculating flow) near 
the contact line. 
Both Marangoni and coffee ring effects transport particles around the liquid at 
similar velocities (on the order of 1–10 μm/s). This could explain why Marangoni flows 
may not have had a significant influence at early times during capillary-driven flow down 
the channel: the velocities induced by Marangoni flow are insignificant and may only 
become significant at sub-100 μm/s flow velocities near the very end of flow. 
Figure 5.32 compares dry film profiles measured along the x-axis in 100 μm (Figure 
5.32a) and 200 μm (Figure 5.32b) wide channels filled with aqueous PVA solution with 
and without surfactant (0.005 w/w SDS). Due to the recirculating, internal flows induced  
 
Figure 5.31.  Flow field within microchannel after permanent pinning of the contact line, where 
liquid is aqueous poly(vinyl alcohol) (PVA) with 0.005 w/w SDS surfactant. Each panels shows 
average flow behavior over (a) 11–12 s, (b) 19–20 s, (c) 27–28 s, and (d) 35–36 s after permanent 
contact line pinning. Each image consists of 10 superposed images, spaced 0.13 s apart. Channels 
are 200 μm x 46.8 μm (W x H). All scale bars: 100 μm.    
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by surfactant, the final dry film morphology is more uniform than in the absence of 
surfactant. However, the improved uniformity of the dry film morphology is modest, with 
height reductions of approximately 43 and 17% in the 100 and 200 μm wide channels, 
respectively. At a channel width of 100 μm, the Marangoni flow induced by the surfactant 
appears to have contributed little to redispersion of the polymer around the meniscus. 
While in the 200 μm wide channel the Marangoni flows seem to have helped to more 
uniformly distribute the polymer around the meniscus, the total amount of polymer appears 
unchanged compared to the case of drying with no surfactant.  
 
Figure 5.32. Dry film profiles of primary, pinned contact line of dry poly(vinyl alcohol) (PVA) 
film showing effect of surfactant on dry film morphology in (a) 100 and (b) 200 μm wide 
microchannels (H = 46.8 μm). All profiles have been shifted to begin at ~40 μm. Actual total 
flow distances corresponding to each profile can be found in Figure 5.29c. RH = 45%. 
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The lack of a significant surfactant-induced dry film uniformity contrasts with 
observations made by others in studies of drying, sessile droplets289,290 and droplets 
confined by walls.328 It appears that the Marangoni flow that occurs within the 
microchannels studied here is insignificant compared to the coffee ring flow caused by the 
uneven evaporative flux. This may be an artifact of the microchannel geometry itself, 
which may confine the recirculation eddies to an area that is too small to significantly 
impact the final dry film morphology. Oppositely, the coffee ring effect appears to pull 
particles toward the pinned contact line from far back within the microchannel, at least 
over distances of 1 mm. The net effect of this behavior is, as in the absence of surfactant, 
particle accumulation near the contact line, but with some surfactant-induced 
homogenization in a small region near the contact line. The observed reduction in peak 
height in the presence of surfactant in Figure 5.32a may actually be due to the reduced open 
time caused by the smaller contact angle, instead of surfactant-induced recirculation. 
 The exact nature of the eddies formed in the microchannels after permanent contact 
line pinning, as well as their dependence on channel width and drying rate, lends itself to 
further investigation. Under appropriate conditions, it may be possible to significantly 
enhance the uniformity of the final dry film using surfactant. However, an investigation 
into the conditions under which this would occur is beyond the scope of this work. 
5.5.5 Case Studies in Printed Electronics: PEDOT 
and Graphene Inks 
 Printing technologies present appealing manufacturing routes for electronic devices 
due to their relatively low costs, minimal waste generation, and compatibility with plastic 
substrates due to their low operation temperatures. A distinct advantage of plastic 
substrates over more traditional substrate materials (e.g., silicon and glass) is that they are 
flexible, bendable, and stretchable. Additionally, the inherent flexibility of plastic 
substrates makes them compatible with roll-to-roll (R2R) processing, enabling high-speed, 
large-area manufacturing.17,329–331 The feasibility and utility of flexible, printed electronics 
has already been demonstrated by the wide variety of devices that have been fabricated, 
including conformable sensors that can be adhered to skin332 as well as printed 
transistors,15,333–336 light emitting diodes (LEDs),337–339 radio frequency identification 
(RFID) tags,340 and solar cells.14,331   
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 A current bottleneck in the manufacture of printed electronic devices is resolution. 
Among commercial printing technologies, including gravure, offset, slot die, screen, and 
inkjet printing, all are limited to resolutions of approximately 15–100 μm.17 By contrast, 
precise, micrometer-scale alignment is required to fabricate multilayered electronic devices 
composed of multiple materials.259 The resolution limit of the above-cited printing 
technologies thus sets important constraints on ultimate device density, and must be 
overcome to make printed electronics competitive with more traditional manufacturing 
routes. This low resolution is further complicated by the desire to interface these printing 
processes with fast moving webs during R2R processing. 
Inkjet printing (Figure 1.3e) is a direct patterning technique for low viscosity liquids 
quickly growing in popularity for the manufacture of printed electronic devices.21,341 
However, due to spreading after droplet impingement and small, random fluctuations in 
the droplet’s path during time of flight, the resolution of this process is limited to ~15 
μm.9,17 Mahajan et al.259 have devised a ‘self-aligning’ strategy to overcome this limitation 
by exploiting spontaneous capillary flow of liquid into open microchannels. In this process, 
the electronic device is defined by a network of precisely patterned open microchannels 
with sizes on the order of 1–100 μm (see Figures 5.2c–e). Because features this small 
cannot be directly patterned using inkjet printing, droplets of functional ink are instead 
jetted into large (~500 μm diameter) reservoirs connected to the microchannel network. 
Upon contact with the reservoir, the inks spontaneously wick into the microchannels and, 
after drying, leave behind functional coatings (see Figures 5.2c and 5.2e). These coatings 
define the electrical functionality conferred to the microchannels. This manufacturing 
strategy has been labeled as the SCALE process (‘self-aligned capillarity-assisted 
lithography for electronics’).259  
 A wide range of electronic components have been manufactured using the SCALE 
process, including resistors, capacitors,255 and transistors.15,259 This has involved the flow 
of a variety of volatile, functional inks in open microchannels, including those based on 
silver,9 graphene,255 PEDOT,259 and poly(3-hexylthiophene-2,5-diyl) (P3HT).15 Analogous 
to the behavior of the PVA solutions described in the first half of this chapter, functional 
inks in the SCALE process undergo capillary flow which is ultimately arrested by 
permanent pinning and followed by drying, leaving behind a thin film coating. 
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Low viscosity (1–10 mPa·s) inks are desirable as they are easy to inkjet print and 
encourage longer flow distances after deposition. However, low viscosities are associated 
with low solids loadings and hence long open times between permanent pinning and 
complete drying and solidification. This can lead to issues with uniformity in the final dried 
coating, akin to that observed in PVA in Figures 5.27, 5.28, and 5.32. While this issue 
remains undiscussed in the literature with respect to the SCALE process, it is a commonly 
cited issue with inkjet printing when droplets or lines are printed on flat 
substrates.284,285,287,336,341 A variety of approaches have been taken, many with success, to 
combat coffee ring effects in inkjet-printed droplets, including heating the substrate285 and 
using cosolvents to exploit the associated Marangoni flows.287  
The goal of this section is to extend observations made on aqueous PVA solutions 
in the first half of this chapter to more complex systems currently being utilized to fabricate 
electronic devices, including those fabricated via the SCALE process. As such, this section 
presents case studies of electrically functional inks based on PEDOT and graphene. The 
goal of this comparison is to gain insight into how these functional inks flow, pin, and dry 
in open microchannels. This information will help identify key strengths and limitations of 
these inks with respect to their ability to effectively coat a capillary channel. Additionally, 
insight will be gained into how the inks can be further optimized to maximize flow 
distances and dry film uniformity. These case studies will also provide valuable 
information on how future inks should be designed (or not designed) for printed electronics 
applications, especially those employing the SCALE process (e.g, identifying a desirable 
rheological profile for an ‘ideal’ ink).   
i.  PEDOT Ink 
PEDOT is a conductive polymer that is transparent when dried and highly stable, 
making it an attractive candidate for printed electronic devices. To date, countless printed 
electronic devices reported in the literature have incorporated PEDOT inks, including solar 
cells (e.g., ref. 12 ), transistors (e.g., ref. 259 ), and LEDs (e.g., refs. 339 and 342 ). PEDOT 
can be doped with a variety of materials to vary its conductivity over several orders of 
magnitude (1–1000 S/cm),343,344 but is most commonly doped with poly(styrenesulfonic) 
acid (PSS). The resulting PSS-doped PEDOT (PEDOT:PSS) can be readily synthesized 
and stabilized in aqueous solution.343  
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As described in §5.2.2, a PSS-doped PEDOT ink was used in this study and will 
henceforth be referred to simply as a ‘PEDOT ink.’ The relevant physical properties of the 
PEDOT ink are listed in Table 5.2 along with its equilibrium contact angle on the PU resin 
of which the microchannels are constructed. Its viscosity is reported in Figure 5.33a. It is 
shear thinning with a viscosity ranging from approximately 100 to 45 mPa·s over a shear 
rate range of 1–100 s–1. 
 
Table 5.2. Physical properties and contact angle of PEDOT ink at 23°C  
Concentration (w/w)   0.01–0.013  
Viscosity (mPa·s) 
96 ± 2 (@ 1 s–1) 
44 ± 1 (@ 100 s–1) 
Density (g/cm3)   1.0 ± 0.1 
Surface tension (mN/m) 68.7 ± 0.1 
Contact angle (°) 17.5 ± 0.4 
 
Representative flow curves for capillary filling of the PEDOT ink in channels with 
widths ranging from 10–200 μm are shown in Figure 5.33b. Instantaneous velocities 
associated with flow in the 50 and 100 μm wide channels are shown in Figure 5.33c and 
average total flow distances and times are reported in Figure 5.33d. Drying conditions and 
the corresponding bulk evaporation rate associated with these data are reported in the 
Figure 5.33 caption. 
Many of the behavioral aspects observed in the aqueous PVA solution are mirrored 
by the PEDOT ink. The key similarity is that the advancing contact line always eventually 
pins permanently and there is no evidence to suggest that this pinning is caused by anything 
other than drying. Though the PEDOT ink was subjected to a relatively high drying rate 
(similar to that in PVA when dried at 7% RH, Jo ≈ 100 mg/m2 s), its behavior most closely 
resembles that observed in the PVA solutions dried at the lowest drying rate (80% RH, Jo 
≈ 8 mg/m2s). This is evidenced by three key features of the PEDOT flow behavior: low 
critical pinning velocities, minimal stick–slip behavior, and long flow times at large 
channel widths.  
Comparing Figure 5.33c with Figures 5.15d and 5.20c reveals that the PEDOT ink 
is associated with lower critical pinning velocities than the aqueous PVA solution when 
both are subjected to similar drying conditions. In Figure 5.33c, vcrit = 20 and 35 μm/s for  
236 
 
 
flow in the 50 and 100 μm wide channels, respectively. These are both 60–80% lower than 
critical pinning velocities observed during flow of the aqueous PVA solution under similar 
drying conditions (170 and 100 μm/s, respectively, at 7% RH). Instead, the critical pinning 
velocities associated with the PEDOT ink are comparable to those observed at the lowest 
drying rate with the aqueous PVA solution.      
The low critical pinning velocities associated with the PEDOT ink are likely due to 
a combination of two effects. First, PEDOT:PSS is known to gel in solution and the same 
PEDOT ink as is used in this study has been shown to form gel particles as large as 600 
nm.345 This is dramatically larger than the 35 nm radius of gyration estimated for the 
polymer coils in the aqueous PVA solution.85 Second, the initial solids concentration of the 
 
Figure 5.33. (a) Shear viscosity of PEDOT ink as a function of shear rate. Data for measurements 
made from low to high (‘ramp up’) and high to low (‘ramp down’) shear rates included. 
Agreement between these two curves confirms that the PEDOT ink has no thixotropic behavior. 
(b–d) Capillary filling behavior of PEDOT ink (13% RH, T = 23 ± 1°C, Jo ≈ 100 mg/m2s). (b) 
Characteristic capillary flow curves for indicated channel width, (c) instantaneous flow velocities 
for flow in channels with indicated width (corresponds to data in panel b), and (d) average total 
flow times and distances as a function of channel width. All channels are 46.8 μm deep.  
237 
 
PEDOT ink is ~0.013 w/w compared to the 0.03 w/w PVA solution concentration. Per eq. 
5.8, an increased particle size and decreased solids loading are both predicted to decrease 
the critical pinning velocity. Given these specific differences between the PEDOT and 
PVA systems, eq. 5.8 predicts an 85% reduction in vcrit for the PEDOT ink compared to 
that in the aqueous PVA system. This agrees qualitatively with the results cited above. 
Given the drying rate corresponding to the data in Figures 5.33b–d, the PEDOT ink 
also exhibits significantly less stick–slip behavior than the aqueous PVA solution. This is 
evidenced by the relative smoothness of the flow curves in Figure 5.33b compared to those 
for PVA in Figure 5.10a. A similar conclusion can be reached by comparing the 
instantaneous velocity changes in Figure 5.33c with those in Figures 5.15d and 5.20c, 
where the velocity changes in the PVA system when dried at 7% RH (Jo ≈ 100 mg/m2s) 
can be seen to be much more erratic than those in the PEDOT ink when dried at 13% RH 
(Jo ≈ 100 mg/m2s). As discussed in §5.5.1(iii), these erratic changes in velocity are 
associated with stick–slip behavior.     
The decreased prominence of stick–slip flow in the PEDOT ink is likely related to 
the same effects that reduce the critical pinning velocity. In general, a reduced critical 
pinning velocity is suggestive of a system that is more difficult to pin. Following this 
reasoning, the PEDOT ink would be expected to exhibit less intermediate pinning as well. 
This agrees with the behavior observed among the PVA solutions, where those dried at 
lower rates (80% RH) exhibited much less stick–slip behavior than systems dried quickly 
(7% RH). 
Finally, the dependence of total flow time on channel width (Figure 5.33d) also 
most closely resembles the behavior observed in the aqueous PVA solutions dried at the 
lowest rate, where the longest flow times are observed in the widest channel (W = 200 μm). 
In §5.5.1(i), wider channels were associated with shorter flow times at higher drying rates 
due to the increased prevalence of drying in the fingers. However, the PEDOT ink was 
observed to form longer fingers than the aqueous PVA solution. For example, fingers of 
the PEDOT ink in 200 μm wide channels are approximately 700 μm long whereas the 
aqueous PVA solutions forms fingers in a 200 μm wide channel that are approximately 500 
μm long. Thus, the increased drying times observed in Figure 5.33d at large channel widths 
are not due to small finger sizes in the PEDOT ink.  
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The above observation suggests that drying/pinning in the fingers is simply less 
significant in the PEDOT ink than in the aqueous PVA solution at a similar bulk drying 
rate. This follows from the same arguments used to rationalize the decreased prevalence of 
stick–slip behavior above. Due to the size and low solids content of the PEDOT ink, it is 
more difficult to pin than the aqueous PVA solution under similar bulk drying conditions. 
This effect appears to extend to all aspect of the flow affected by pinning: the critical 
pinning velocity, the stick–slip behavior, and the dependence of flow time on channel 
width. Due to the decreased ‘pinnability’ of the PEDOT ink, its behavior most closely 
resembles the aqueous PVA solution dried at the slowest rate/highest RH.  
After permanent contact line pinning, the internal flow field in the PEDOT ink is 
very similar to that observed in the aqueous PVA system: flow primarily occurs along the 
x-axis with minor lateral flow toward the edges. However, tracer particles transported to 
the contact line by this coffee ring flow were found to move faster in the PEDOT ink than 
in drying PVA solutions under similar drying conditions. This behavior was observed 
despite the anticipated larger viscosity in the PEDOT ink just after permanent pinning (at 
low shear rates, the viscosity of the PEDOT ink is approximately five times larger than that 
in the PVA solution, assuming negligible drying far from the contact line at the time of 
permanent pinning). For example, tracer particles were found to move at vx ≈ 20–40 μm/s 
in PEDOT ink dried under conditions equivalent to those reported in Figure 5.24. This 
value can be compared to the 10–20 μm/s observed in the PVA solutions. This is likely due 
to the increased evaporative flux at the contact line caused by the lower equilibrium contact 
angle.  
Despite the enhanced coffee ring flow, a drying front was observed to form much 
sooner in the PEDOT ink compared to in the aqueous PVA system. For example, at 10% 
RH for drying in a 200 μm wide channel, the drying front forms approximately 10 s after 
permanent pinning of the PEDOT ink but 50 s after permanent pinning of the aqueous PVA 
solution. This greatly reduced open time can be partially attributed to the lower contact 
angle associated with the PEDOT ink. However, this effect may also be due to gelling of 
the PEDOT during drying, which can occur at concentrations as low as 0.02 w/w.346  Thus, 
despite the stronger coffee ring flow in the PEDOT ink, its greatly reduced open time 
results in a significantly reduced overall buildup of material at the contact line. This is 
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apparent from the dry film profiles shown in Figure 5.34, comparing the final dry film 
morphology of the PEDOT ink and the aqueous PVA solution in a 100 μm wide channel.    
ii.  Graphene Ink 
Graphene is another functional material gaining popularity as a promising 
component of inks for printed electronics fabrication. Graphene is chemically stable, 
mechanically flexible, and highly conductive, making it well poised to serve as a metallic 
component in printed, flexible electronic devices.291,347 To date, graphene has already been 
incorporated into a variety of printed electronic devices, including microsupercapacitors255 
and transistors.348–350 Relevant physical properties of the graphene ink are listed in Table 
5.3 along with the measured equilibrium contact angle on the PU resin of which the 
microchannels are constructed. The viscosity of the ink is shown in Figure 5.35a; it is 
weakly shear thinning with a viscosity ranging from 9–12 mPa·s over a shear rate range of 
1–1000 s–1.  
 
Figure 5.34. Comparison of dry film morphologies of PEDOT ink and aqueous poly(vinyl 
alcohol) (PVA) solution dried at 45% RH. Inset shows same data enlarged at small heights to 
show detail in the dry film morphology of the PEDOT ink. All profiles have been shifted to 
begin at ~40 μm. Actual total flow distances corresponding to each profile can be found in Figure 
5.13b or 5.33d. Channels are 100 μm x 46.8 μm (W x H). 
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Table 5.3. Physical properties and contact angle of graphene ink at 23°C  
Concentration (w/w)    0.024a  
Viscosity (mPa·s) 
 11.7 ± 0.1 (@ 10 s–1) 
   9.4 ± 0.1 (@ 1000 s–1) 
Density (g/cm3)    0.94b 
Surface tension (mN/m)  33a 
Contact angle (°) ~ 0c 
a Based on information available in ref. 291 
b Estimated based on density of solvents (cyclohexanone and terpineol) 
c Measured made on flat NOA73 resin surface without plasma treatment 
 
Average total flow times and flow distances for capillary filling of graphene ink in 
microchannels with widths ranging from 10–200 μm are summarized in Figure 5.35b. 
Complete flow curves were not recorded at each channel width due to the long flow times 
and distances. Figures 5.35c shows a characteristic flow curve for capillary filling in a 50 
μm wide channel and Figure 5.35d shows the associated instantaneous velocity versus 
time. The bulk evaporation rate is reported in the Figure 5.35 caption.  
Flow distances and times exhibited by the graphene ink far surpass those exhibited 
by both the aqueous PVA system and PEDOT ink. Even the shortest flow time in Figure 
5.35b (~20 s) exceeds the longest flow time exhibited by the aqueous PVA system at any 
drying rate. This includes aqueous PVA solutions dried at 45 and 80% RH, which, from 
data presented in Figures 5.10b and 5.10c, corresponds to bulk evaporation rates that are 
lower than that measured in the graphene ink. Overall, the behavior of the graphene ink 
most closely mirrors that observed at the lowest evaporation rate for the flow of the aqueous 
PVA solutions. In addition to the long flow distances and times, the graphene ink exhibits 
very little stick–slip behavior, low critical pinning velocities (~10 μm/s from Figure 5.35d), 
and large critical channel widths (Wc ≥ 200 μm). 
The relationship between the aqueous PVA system and the graphene ink mirrors 
that between it and the PEDOT ink. However, unlike with the PEDOT:PSS gel particles, 
the graphene sheets in the ink have dimensions similar to those expected of the PVA 
molecules in solution (Rg ≈ 35 nm), approximately 50 x 50 nm2 with thicknesses of 2 nm.291 
Further, the graphene ink exhibits a very low equilibrium contact angle (~0°), expected to 
be associated with large evaporation rates at the contact line, per eq. 5.4. The graphene ink 
also forms fingers in the channel corners that are much longer than those formed by both  
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the aqueous PVA system and the PEDOT ink. For example, in 200 μm wide channels, the 
graphene ink forms fingers that are nearly 2 mm long, whereas the PEDOT ink and aqueous 
PVA form fingers that are approximately 700 and 500 μm long, respectively.   
Given the above-described properties of the graphene ink, pinning in the graphene 
ink is expected to be much more pronounced than in the PVA system, and accordingly 
associated with increased stick–slip behavior and large (~100 μm/s) critical pinning 
velocities. Further, these effects are expected to be more pronounced in wider channels due 
to the long fingers formed. Yet, the graphene ink defies these expectations and instead 
exhibits behavior most closely mirroring aqueous PVA when dried at the lowest drying 
rate, and actually flows for longer times. 
The unique behavior of the graphene ink may be attributable to a resistance to 
pinning not exhibited by either the aqueous PVA or PEDOT systems. As with the PEDOT 
 
Figure 5.35. (a) Shear viscosity of graphene ink. (b–d) Capillary filling behavior of graphene 
ink (30% RH, T = 23 ± 1°C, Jo ≈ 50 mg/m2s). (b) Average total flow times and distances reported 
as a function of channel width, (c) characteristic capillary flow curve (inset: same data, log-log 
scale, and (d) instantaneous flow velocity (corresponds to data in panel c). In panels c and d, 
channel is 50 μm x 46.8 μm (W x H). 
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ink, an increased resistance to pinning can explain the decreased prevalence of stick–slip 
behavior and low critical pinning velocities. However, the mechanism by which the 
graphene resists pinning is apparently unaccounted for by the theory presented in §5.4.3, 
such as reduced evaporation rates, high contact angles, or large particle sizes. One 
explanation for how the graphene ink resists pinning may be due to the unique shape of the 
graphene sheets. Unlike the PVA and PEDOT:PSS particles, which are expected to be near-
spherical, the graphene sheets may not pack together or orient themselves effectively at the 
contact line in such a way that is conducive to contact line pinning. This point is worth 
mentioning due to the stark differences between the shape of the graphene sheets compared 
to the other two systems studied in this work. A second reason the graphene ink may resist 
pinning is due to the stability conferred to it during synthesis. As discussed in §5.3.2, the 
graphene sheets are stabilized with ethyl cellulose to prevent aggregation. The same 
mechanism that stabilizes the graphene sheets in solution may also prevent aggregation at 
the contact line during capillary flow up until very long times. Indeed, the graphene system 
is much more complex than the model aqueous PVA system studied in this work, and the 
exact mode of contact line pinning (or resistance to this pinning) lends itself to further 
investigation.  
The opacity of the black graphene ink precludes PIV measurements of the internal 
flow field after permanent pinning. However, ref. 291 notes that minimal coffee ring effect 
is associated with the ink due to Marangoni effects caused by surface tension gradients. 
Based on this explanation, an internal flow field similar to that observed in the presence of 
surfactant (Figure 5.31) is expected after permanent pinning of the graphene ink. This 
reasoning is consistent with the dry film morphology of the graphene films shown in Figure 
5.36, which indicates a very uniform dry film morphology subjected to minimal coffee ring 
effect. It is also possible these Marangoni effects contribute to the persistence of the flow 
and resistance to pinning observed in the graphene ink. 
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5.6      Summary and Conclusions 
 Volatile liquids in open microchannels are naturally subject to evaporation because 
the channel contains at least one side which is open to the atmosphere. The evaporation 
that accompanies capillary flow within these microchannels is often undesirable (e.g., in 
microfluidic devices for diagnostics). However, there are also many instances where 
evaporation is desirable. For example, the evaporation-induced drying that accompanies 
the flow of functional inks in open microchannels enables the channel to be coated. This 
‘capillary coating’ technique has been used to confer both catalytic and electrical 
functionality to open microchannels for applications in microchannel reactors and printed 
electronics, respectively.   
In this chapter, the influence of evaporation-induced drying on spontaneous, 
capillary-driven flow in open microchannels was investigated. First, analogies were made 
between drying dynamics at a contact line as observed in sessile droplets that are stationary, 
 
Figure 5.36. Comparison of dry film morphologies of graphene ink and aqueous poly(vinyl 
alcohol) (PVA) system dried at 30 and 45% RH, respectively.  Inset shows same data enlarged 
at small heights to show detail in the dry film morphology of the graphene ink . All profiles 
shifted to begin at ~40 μm. Actual total flow distances corresponding to each profile can be 
found in Figure 5.13b or 5.35b. Channels are 100 μm x 46.8 μm (W x H). 
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receding, and advancing. Insight from this comparison was then used to predict how drying 
is expected to occur in open microchannels as the contact line advances down the channel 
due to a capillary force. These predictions were found to be consistent with experimentally-
observed behaviors. 
The influence of drying on capillary flow was investigated in a model aqueous 
polymer solution of poly(vinyl alcohol) (PVA). This influence was investigated over seven 
orders of magnitude. At early times (t ~ 10–3–10 s), spontaneous capillary flow occurs. This 
flow was found to be accompanied by drying, primarily at the advancing contact line, 
which causes stick–slip flow behavior and ultimately leads to permanent contact line 
pinning. The dynamics of this pinning were investigated as a function of both channel 
width and drying rate. 
At intermediate times (t ~ 10–102 s), internal flow was observed to continue behind 
the pinned contact line. This flow was primarily attributed to the coffee ring effect caused 
by the uneven evaporative flux over the liquid surface, which diverges at the contact line. 
This results in a significant accumulation of material at the contact line and an uneven dry 
film morphology. 
At long times (t ~ 10–103 s), a drying front forms at the pinned contact line and 
propagates backward toward the reservoir, solidifying the film. The velocity of this drying 
front was observed to increase as channel width decreased due to drying at the channel 
edges, which becomes more significant in narrower channels. Using confocal Raman 
microscopy, this drying front was found to be associated with sharp transitions in both film 
thickness and PVA concentration. Dry film morphology was also investigated and was 
found to depend on both channel width and drying rate. 
The study described above was then repeated for aqueous PVA systems containing 
surfactant. Due to the reduced capillary flow velocities caused by the reduction in surface 
tension, surfactant was found to reduce total flow distance at all channel widths. However, 
surfactant was not found to significantly affect the total flow time. After permanent contact 
line pinning, Marangoni flow induced by the surfactant leads to significant changes in the 
internal flow field. Specifically, recirculating eddies were found to form in the vicinity of 
the pinned contact line. However, this recirculation was found to be associated with 
negligible improvements in final dry film uniformity, presumably due to the dominance of 
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the coffee ring effect over the Marangoni flows caused by the surfactant. 
Lastly, case studies were conducted with a PEDOT and a graphene ink, two 
conductive inks commonly used in the manufacture of printed electronic devices, including 
in the SCALE process. The SCALE process is a technique for printed electronics 
manufacturing whereby functional inks are inkjet printed into reservoirs and high 
resolution patterning is achieved by the capillary flow of these inks into small (1–100 μm) 
microchannels. 
Both the PEDOT and graphene inks were found to flow and ultimately pin due to 
drying. However, both systems were also found to be much more resistant to contact line 
pinning than the aqueous PVA system given the bulk evaporation rates corresponding to 
each system. In the PEDOT ink, this was attributed to the size of the PEDOT:PSS gel 
particles formed in solution. The resistance to pinning exhibited by the graphene ink was 
attributed to the unique shape of the graphene flakes coupled with stabilization effects 
caused by the ethyl cellulose added during the synthesis of the ink. Ultimately, the PEDOT 
ink flowed distances comparable to those observed with the aqueous PVA system, whereas 
the graphene ink flowed further than all other systems studied in this work. Both the 
PEDOT and graphene inks were found to exhibit minimal coffee ring effect with relatively 
uniform dry film morphologies. 
The results of these case studies suggest that ink formulations can be readily tuned 
to encourage long travel distances, minimize the coffee ring effect, and enhance dry film 
uniformity in open microchannels. First, to maximize flow distances, lower volatility 
solvents should be utilized. While the model aqueous PVA system consisted of only 
polymer and water, it is expected that adding some higher boiling component, such as 
ethylene glycol, would help to lower the overall evaporation rate and extend total flow 
times and distances. A lower evaporation rate is also expected to be associated with less 
stick–slip behavior during flow. 
The behavior of the graphene ink illustrates that low contact angles are not 
necessarily associated with a strong coffee ring effect. While surfactant was not observed 
to significantly enhance the uniformity of the final dry film, the effectiveness of the 
solvent-based Marangoni effects in the graphene ink appear promising. While the PEDOT 
ink was observed to dry relatively rapidly, its shear thinning rheology may have contributed 
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to the overall uniformity observed in the final dry film. Strong shear thinning behavior in 
an ink would permit rapid spontaneous capillary flow, but would act to impede coffee ring 
flow after permanent pinning when the internal shear rates are low.  
While the behaviors observed among the model PVA system and the PEDOT and 
graphene inks were different in many ways, fundamental understandings gained from this 
work with the model PVA system can still provide important insight for applications in 
capillary coating processes. For example, functional inks may not always behave as well 
as the PEDOT and graphene inks studied here, especially as they are being developed. Or, 
applications may arise where shorter flow distances are desired, or the uneven dry film 
morphology associated with a strong coffee ring effect is sought. In these applications, 
understanding the mechanisms by which pinning occurs or how the coffee ring effect is 
influenced by channel width and drying rate is critical.   
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Chapter 6 
 
Summary and Future Work 
6.1  Summary 
 The work contained within this thesis has provided a detailed investigation into the 
effect of drying and drying-induced rheological changes on coating flows. Specifically, 
post-deposition coating flows driven by either gravity or capillarity have been a focal point. 
Overall, the goal of this work has been to understand the fundamental science behind these 
flows, how they are impacted by drying, and the quality and nature of the resultant dry film 
coatings. The overarching motivation, however, has been driven by the potential 
applications of these fundamental understandings. 
 In Chapter 2, gravity-driven flows and the coating defects they cause (sag) were 
studied in a model system of aqueous poly(vinyl alcohol) (PVA). In this two part study, a 
novel method of surface flow tracking, inspired by the work in ref. 84, was investigated in 
detail and validated using a computational model developed from first principles. This 
model was then used to generate a new theoretical framework for predicting sag in drying 
thin films: the sag regime map. This sag regime map was designed to empower end-users 
to predict sag in Newtonian coatings based entirely on readily-measurable properties of the 
liquid coating system. This chapter was concluded with a case study on a sag measurement 
technique popular in industry: the Anti-Sag Meter (ASM). By comparing sag resistance as 
measured using the spore tracking method and the ASM, new insight was gained into how 
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exactly the results of the ASM test should be interpreted to optimize its usage and provide 
the most meaningful results for a given coating application. 
 In the second half of this thesis, attention was shifted from gravity-driven coating 
flows to those driven by capillarity. First, in Chapter 3, a fundamental look was taken at 
capillary-driven flow in the absence of drying. Specifically, flow in open microchannels, 
in which the top of the channel is open to the atmosphere, was studied. While  
others56,134–136,140,260 have performed similar studies on capillary flow behavior in open 
microchannels, none have conducted as extensive an investigation with the wide range of 
viscosities (1–100 mPa·s) and diversity of liquid systems (water, aqueous glycerol 
solution, and polyurethane resin) as that presented here. It was found that the long-time 
equilibrium flow behavior in open microchannels conforms to predictions based on the 
Bosanquet52 and Lucas-Washburn40,54,55 equations. However, all liquid systems 
investigated were also shown to exhibit significant departures from these predictions at 
early times, before reaching the long-time flow limit. These discrepancies between 
prediction and experiment were attributed to several nonidealities that have been studied 
by others, including entrance effects,154–156 nonidealities associated with the shape of the 
meniscus,135,156 and dynamic contact angle effects.150,152,153 
 In Chapter 4, capillary flow dynamics were studied in highly non-ideal 
microchannels fabricated using various 3D printing technologies. The nonideality of these 
channels arises from imperfections in the 3D printing process, which lead to rough channel 
surfaces with non-uniform cross-sectional shapes. Capillary flow in 3D printed 
microchannels was found to be slower than in equivalent rectangular channels with similar 
dimensions. Contact line motion in the 3D printed channels was also found to be highly 
irregular and dependent on print orientation. However, despite the non-ideal aspects of 
capillary flow in 3D printed channels, they were demonstrated as viable alternatives to 
microchannels fabricated by more traditional means, such as photolithography and 
micromolding. To account for the nonidealities associated with flow in 3D printed 
channels, a set of rules and guidelines was formulated to guide those seeking to utilize 3D 
printed microchannels in practice. 
 Finally, in Chapter 5, concepts from Chapters 2, 3, and 4 were applied to study 
capillary-driven flow of volatile coating systems undergoing evaporation-induced drying. 
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As in Chapter 2, flow of a model aqueous PVA coating system was investigated. As noted 
by others,9,256 capillary-driven flow in the presence of drying was observed to permanently 
pin at the advancing contact line after a certain amount of time (typically, 1–30 s). For the 
first time, the dynamics of this flow and the corresponding pinning behavior were 
investigated. These dynamics were studied as a function of channel width and drying rate, 
and three specific contact line pinning behaviors were identified. Details of the internal 
flow after pinning and the resulting dry film morphology were also investigated.  
The effect of surfactant on the above-described capillary flow behavior was then 
explored, where Marangoni flows were found to alter the behavior after pinning but had a 
minimal influence on the capillary flow behavior before pinning. Chapter 5 was concluded 
with case studies of two functional inks popular in the manufacture of printed electronic 
devices. The inks were found to exhibit behavior similar to the model aqueous PVA 
system, including drying-induced contact line pinning and a strong departure from 
capillary-flow dynamics as predicted by the Bosanquet52 and Lucas-Washburn40,54,55 
equations. However, these functional inks also exhibited much less stick–slip behavior than 
the aqueous PVA system and were overall more resistant to contact line pinning. This effect 
was attributed to the unique properties of the two inks, primarily related to the size, shape, 
and/or stabilization of the particles in the systems.  Insight from these case studies was used 
to explore how liquids and the channels themselves can be optimized for applications in 
‘capillary coatings’, with an emphasis on printed electronic devices.9,15,255,259   
6.2  Future Work 
 Fundamental work such as that conducted in this thesis naturally lends itself to 
inspiration for alternative avenues of investigation. These new ideas typically arise after 
interesting phenomena are observed during one study yet remain unexplored as they are 
outside the scope of the investigation at hand. At times, these interesting phenomena are 
explored, but many are left to sit on a metaphorical ‘shelf’ waiting to be picked up by future 
researchers. Such topics which lend themselves to further investigation have been indicated 
throughout this thesis. Still additional inspiration for future work may not necessarily be 
spawned by ideas that arise during an investigation, but those that arise after. These new 
ideas come from a deep understanding of a project, gained only after data is obtained, 
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analyzed, presented to peers, written about, commented on and peer-reviewed, and 
analyzed again. 
 The following sections review suggestions for future work based on insight gained 
while working on the research presented in this thesis. 
6.2.1 Sag and Gravity-Driven Coating Flows 
 A natural extension of the work presented in Chapter 2 involves a more 
sophisticated modeling of gravity-driven flow and the associated drying that occurs in thin 
film coatings. As discussed in §2.5.4, the currently model assumes a pseudo-steady state 
and estimates flow behavior based on finite changes that occur in concentration, film 
thickness, and viscosity over 1 s intervals. The portion of this model most susceptible to 
error, the estimation of draining, is also one of the most critically important elements due 
to its determination of film thickness.  
 A more rigorous model would be better able to predict flow behavior, the effects of 
drying, and the extent of draining at all locations along the coating. Such a model could be 
formulated starting with the Navier-Stokes equation, to which the Lubrication 
approximation116 can be readily applied due to the thinness of the coating and the low 
Reynolds numbers associated with the flow. This approach would naturally incorporate 
draining/thinning effects associated with a finite substrate. This evolution equation could 
then be coupled with the convection-diffusion equation (with a concentration-dependent 
viscosity term) to describe evaporation from the surface and solute transport within the 
film. Such an approach has been used before with success to describe gravity-driven flow 
of droplets laden with colloidal particles71 as well as the spreading of evaporating droplets 
on planar surfaces.275 In the latter case, concentration gradients were accounted for while 
still employing the lubrication approximation. The development of the above-described 
model would enable the construction of a more rigorous sag regime map; however, this 
new map would be expected to exhibit trends similar to those already displayed by the map 
presented in Figure 2.17. 
 This more rigorous model would naturally lend itself to the modeling of more 
complicated systems which more closely reflect those used in the coatings industry. These 
include coatings with basic non-Newtonian complexities, such as shear thinning or shear 
thickening behavior, but also coatings with more complex rheological behaviors, such as 
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thixotropy or elasticity. To incorporate such effects, the rheological behavior of these fluids 
would not only need to be well-characterized, but understood as a function of concentration 
to account for changes associated with drying. While this data is readily accessible 
experimentally, simple models could also be utilized to account for these effects without 
first performing time-consuming (and potentially expensive) rheology measurements.  
 Beyond complex liquid systems, complex substrate topographies also merit 
attention. As discussed in Chapter 2, the particle tracking method developed with spores is 
readily adaptable to a variety of substrate configurations. For example, sag near corners or 
sharp edges is of interest for coating discrete objects. Understanding sag is also of interest 
in dip coating, especially when coating substrates with complex surface topographies such 
as those fabricated with 3D printing.70 Even on flat substrates, pinning at the edges causes 
fluctuations in film thickness and can lead to different sag behaviors over the width of the 
substrate. Due to the in situ nature of the spore tracking method, sag near substrate edges 
can not only be measured in real time, but readily distinguished from sag near the middle 
of the substrate. 
 The spore tracking method itself could also be improved upon. The first step in this 
process would be to rigorously compare surface velocities measured using this method with 
a non-evaporating liquid to that predicted by theory. The experimental challenge 
associated with such a task is that few liquids are truly non-evaporating. Even glycerol will 
undergo concentration and viscosity changes under room conditions due to water 
absorption or desorption unless the relative humidity is well-matched to its initial 
concentration.160 Further, many liquids suitable for study possess low viscosities. The 
experimental challenge associated with low viscosity liquids is that they flow extremely 
rapidly under the influence of gravity, even when inclined at small angles. This makes 
tracking their flow with spores impractical as all of the liquid will accumulate near the 
bottom of the substrate within several seconds. 
 A potential solution to challenges associated with low viscosity liquids is to use a 
large substrate. However, this is associated with new challenges of applying a uniform thin 
film over a large area to create the initial coating. A continuous film, where liquid is 
recirculated and flowed over the substrate as a thin film, could instead be employed. An 
alternative approach to utilizing low viscosity liquids is to use higher viscosity liquids with 
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low volatilities, such as the polyurethane resin utilized in Chapter 3 or a high viscosity 
silicone oil. However, an experimental challenge associated with high viscosity liquids is 
that they are difficult to coat and even more difficult to coat uniformly.  
 Lastly, a detailed investigation of the Lycopodium spores themselves is 
recommended. While the spores were found to minimally disturb the liquid surface, their 
size (~20 μm) prohibits sag measurement in films with thicknesses on the order of ~20 μm 
or less. To definitively investigate the influence of the spores on the local coating thickness 
and the shape of the liquid-air interface, experiments could be devised where coatings (onto 
which spores had been placed) were vitrified and imaged using cryogenic SEM. 
Alternatively, the spores could be placed onto a UV curable resin, after which the coating 
could be rapidly cured and imaged using SEM. These experiments would provide insight 
into how exactly the spore disturbs the coating surface and minimum film thicknesses that 
are compatible with this spore tracking method.  
Alternatively, to extend the spore tracking technique to thinner films, a similar 
concept could be applied with smaller particles. However, a key experimental challenge 
would be to find particles that still ‘float’ on the coating surface as the Lycopodium spores 
do. Additionally, the new particles must still be large enough to be readily visualized using 
optical microscopy or another technique. For example, the particles could be fluorescent. 
An investigation of the literature on particle image velocimetry is recommended to help 
optimize the surface flow tracking method used for the spores.  
6.2.2 Capillary-Driven Flow in Open Microchannels 
 Studies of capillary-driven flow in closed channels in the literature far outweigh 
those on flow in open channels. However, the utility of open microchannels has been 
clearly demonstrated by the applications described in §3.2 as well as by the studies 
presented in Chapters 4 and 5. The investigation conducted in Chapter 3 provides an 
important first look into the details and subtleties of capillary flow dynamics in open 
microchannels, but additional work is recommended to develop a deeper understanding of 
the effect of different variables. 
 At this point in time, the observed agreement between the flow behavior of the 
aqueous systems studied in Chapter 3 and predictions based on a no-slip boundary 
condition at the liquid-air interfacial remains an interesting feature with no rigorous 
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physical support. Rather, arguments made in §3.5.1 are based on analogies with rising 
bubbles and on one other study for flow in open microchannels where similar behavior was 
observed.134 To more decisively investigate the liquid-air interface boundary condition in 
open microchannels, more studies are recommended with additional aqueous and non-
aqueous systems. As a starting point, capillary flow of various silicone oils should be 
explored, as well as liquid systems with surfactant. Such a system with surfactant was 
studied briefly (see Appendix C) but should be explored in more detail, both as a function 
of channel width as well as solution viscosity.  
 The influence of other nonidealities on capillary flow behavior, such as effects 
related to entry into the channel, a non-ideal meniscus shape, and contact angle hysteresis, 
should also be investigated.  Even from the brief investigation conducted in Chapter 3, it 
is apparent that some combination of these effects (and potentially others) cause strong 
departures from the capillary flow theory developed by Bosanquet.52 To isolate the 
nonidealities which have the strongest influence on capillary-driven flow in open 
microchannels, the physical parameters of the test liquids should be systematically varied 
to cater to the investigation of different effects. For example, contact angle can be varied 
by applying different chemical treatments to the microchannel surface. As contact angle 
decreases, larger fingers are expected. Channel aspect ratio could also be systematically 
increased (even beyond that studied in Chapter 3 (~4)) to explore how capillary flow 
dynamics are changed by very large fingers. 
 The influence of entrance effects on capillary flow behavior could be studied by 
varying the geometry of the reservoir itself. For example, sharp corners could be eliminated 
from the juncture connecting the reservoir to the channel in an effort to minimize the 
disruption to the flow field. Droplets could also be directly deposited onto the channel with 
no reservoir, where x = 0 would be assigned to wherever the contact line of the droplet 
intersected the channel. 
 Lastly, the development of a more rigorous model accounting for the above-
mentioned nonidealities is recommended. Similar attempts150,153–156 have already been 
made, but none have accounted for all three of these nonidealities in open microchannels. 
The dependence of finger size on aspect ratio is specifically one effect which has been little 
explored in the literature, yet appears to have a dramatic influence on capillary flow 
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dynamics. Not only does the size of these fingers depend on the channel aspect ratio, but 
their size can also grow as the liquid moves down the channel. From the limited results 
presented in Chapter 3, the specific behavior and size of the fingers appears to be a sensitive 
function of contact angle, viscosity, aspect ratio, and time. Any model attempting to 
rigorously predict flow behavior in open microchannels across a wide range of liquid 
properties and channel geometries must properly account for this finger behavior.  
6.2.3 3D Printed Microchannels and Future 
Applications 
 The investigation of capillary-driven flow in open microchannels fabricated using 
3D printing provided an exciting change-of-pace to the comparatively tame fluid behavior 
in channels fabricated via photolithography and micromolding. 3D printed microchannels 
are rough and their shapes are highly dependent on the 3D printing technology used for 
channel fabrication as well as the specific settings used to print the part (e.g., print 
orientation). Additionally, 3D printed microchannels are subject to the chaotic variations 
that occur naturally during the printing process, which are both difficult to control and 
precisely predict. 
 As with recommendations made in §6.2.2, additional studies are recommended to 
understand the complete nature of capillary flow dynamics in 3D printed microchannels. 
At a most basic level, more detailed experiments with low viscosity liquids and systems 
beyond aqueous glycerol are recommended. A more extensive investigation on the effect 
of lowering surface tension and contact angle is also recommended. Beyond investigating 
flow behavior of liquids with varying physical parameters, an increased number of flow 
experiments over long timescales are recommended. From Figures 4.26 and 4.27, it is 
apparent that the true nature of capillary flow in 3D printed channels is only fully revealed 
at very long times (t > 100 s). To truly understand the scope of how 3D printed 
microchannels affect capillary flow dynamics, this long-time behavior should be 
systematically studied over multiple, independent runs and with liquids of varied physical 
properties. The limited results presented in §4.5.4 and §4.5.5 suggest that the 3D printed 
surface lowers the flow velocity compared to flow in equivalent rectangular channels, but 
whether or not the 3D printed surface adds to the delay in the approach to Lucas-Washburn 
behavior (the viscous regime) is still ambiguous. Conducting capillary flow experiments 
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similar to those in Chapter 3 with photolithographically patterned dimensions closer to 
those in the 3D printed channels (~200 μm) may help with this investigation. 
 Beyond developing a better understanding of the capillary flow dynamics in 3D 
printed microchannels, additional attention should be devoted to fully capitalizing on the 
advantages that 3D printing offers over traditional fabrication techniques. While only 
straight channels printed in two-dimensional space were studied in Chapter 4, 3D printing 
is capable of fabricating much more complex geometries. For example, a microchannel 
could be embedded into the surface of a sphere during a one-step printing process. An 
understanding of how to optimize CAD designs to take advantage of truly three-
dimensional microchannels could lead to not only 3D printed microfluidic devices, but 
three-dimensional 3D printed microfluidic devices no longer constrained to two 
dimensions. 
 Related to the above idea is the concept of integrating electronic devices into 3D 
printed parts via embedded microchannels. The process of using microchannels to align 
multilayer electronic devices was discussed in §5.5.4. In theory, the same approach could 
be applied to devices fabricated using 3D printing with microchannels embedded into the 
surface structure during printing. This idea was briefly investigated in microchannels 
fabricated using both fused deposition modeling (FDM) and stereolithography (SLA) using 
a conductive silver ink.x However, significant headway was never made owing to various 
difficulties encountered. Specifically, the FDM printer became inoperable midway through 
the study before significant progress had been made. Additionally, microchannels 
fabricated with SLA were observed to be associated with wicking of the conductive silver 
ink out of the microchannels. This wicking was caused by the unique surface of the SLA-
microchannels, seen in Figure 4.6b, where secondary channels are formed by the surface 
topography. Due to the low surface tension and viscosity of the silver ink, it readily wicked 
out of the main channel along these secondary channels. 
 Despite the challenges encountered during this preliminary study, an additional 
look into the concept of flowing conductive inks into microchannels fabricated via 3D 
printing is encouraged. Microchannels fabricated using multi jet modeling (MJM) with 
support material may be a suitable candidate for hosting the capillary flow of relevant 
                                                 
x Unpublished work by Erik J. Hippchen. 
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conductive/functional inks. Recall from §4.5.1 that MJM-microchannels printed with 
support were dismissed as candidates for spontaneous capillary flow owing to their rough 
surfaces and high hydrophobicity. However, conductive inks commonly used in the 
manufacture of printed electronics are often non-aqueous and more favorable wetting 
behavior is anticipated than is observed with aqueous liquids. If functional inks are able to 
flow in the MJM-microchannels, this technology represents a promising candidate for 
interfacing electronics with 3D printed parts via microchannels due to its high resolution, 
as discussed in §4.5.1. 
 Researchers at the University of Minnesota are particularly encouraged to explore 
novel applications of 3D printing (both with respect to printed electronics as well as other 
applications) due to the proximity of Stratasys, a global leader in 3D printing technologies, 
located in Eden Prairie, MN. A collaboration with Stratasys would not only provide access 
to 3D printing expertise, but a range of 3D printing technologies and novel materials 
beyond the thermoplastics and UV-curable resins studied in this work. 
6.2.4 Capillary-Driven Flow with Evaporation-
Induced Drying 
 The culminating project of this thesis, the study of the influence of drying on 
capillary flow dynamics, represents how ideas from a diverse array of projects can come 
together into a single project. Alone, the content of Chapter 2 is only loosely connected to 
that in Chapters 3 and 4 owing to the absence of drying in the latter two chapters. Chapter 
5 brings new relevance to the theory presented in Chapter 2 by taking drying fundamentals 
in thin films and applying them to drying at a contact line. Further, Chapter 5 reveals the 
importance of understanding capillary-flow dynamics in the absence of drying (Chapter 3) 
before investigating the influence of drying. However, capillary-driven flow accompanied 
by evaporation naturally lends itself to further investigation, owing to the numerous 
complex effects that drying has on capillary flow. The results presented in Chapter 5 do 
not represent a self-contained study but rather the first step in an anticipated far-reaching 
investigation related to drying in open microchannels. 
 As with future work suggested for gravity-driven flows, a logical next step in 
exploring the effect of drying on capillary flow dynamics is to develop a computational 
model to predict the observed behavior. A framework for this model is envisioned which 
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is built upon predictions of the Bosanquet equation.52 Overlaid onto this framework should 
be modifications accounting for nonidealities seen even when there is no drying, including 
effects relating to channel entry,154,155 non-ideal meniscus shape,135,156 and dynamic contact 
angle effects.150,152,153 Once an appropriate model is developed that is capable of explaining 
capillary flow in the absence of drying, only then can the effects of drying be incorporated. 
 As a first step, it is recommended to modify the capillary flow model to account for 
changes in viscosity and contact angle that occur at the contact line during drying. Equation 
5.4 can be modified to predict the evaporative flux in the vicinity of the advancing contact 
line in a microchannel. This evaporative flux behavior must be coupled to an appropriate 
form of the Navier-Stokes equation and a mass transport equation to predict the balance 
between hydrodynamic flow and particle accumulation at the contact line. Similar models 
have been developed by Rio et al.261 and Monteux et al.,262 though these models were 
developed for sessile droplets that are being pushed. In the case of spontaneous capillary-
driven flow, the velocity of the advancing contact line is not governed by this ‘pushing’ 
but is instead dictated by the properties of the liquid, geometry of the channel, and the 
instantaneous penetration distance into the channel. 
 Overall, modeling capillary-driven flow in the presence of drying involves 
simultaneously calculating how several highly-interdependent variables evolve over time. 
To gain an idea of this interconnectedness, consider the flow velocity. Not only will this 
velocity depend on the penetration distance into the channel, but it will also depend on the 
extent of drying (which changes the viscosity and the contact angle). These changes in turn 
affect the particle accumulation at the contact line (via eq. 5.7) which is itself a function of 
the velocity. Additionally, the criterion for critical pinning velocity will apparently change 
over time (per eq. 5.8) as the contact angle as well as the evaporative flux near the contact 
line change with particle concentration. 
Another major challenge of incorporating the effects of drying into a model on 
capillary flow is that the process is, by nature, a chaotic one. Specifically, the stick–slip 
behavior observed near the end of flow, right before permanent contact line pinning, is 
chaotic and varies from run to run. To incorporate stick–slip effects, the physics of pinning 
must not only be well understood, but how depinning occurs must also be accurately 
modeled. This is further complicated by the fact that the liquid fingers play a prominent 
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role in the stick– slip motion and, as described in §6.2.2, predicting the behavior of these 
fingers is already complicated in the absence of drying. 
The multitude of effects listed above that must be accounted for to accurately model 
capillary flow with drying is imposing. However, it is anticipated that the flow behavior 
under many drying conditions can be accounted for without a detailed model of the stick–
slip behavior. As evidenced by Figure 5.20, the strong stick–slip behavior observed at high 
drying rates was not observed to significantly influence the flow dynamics compared to 
drying at lower rates where less pronounced stick–slip behavior was observed. While a 
simpler model neglecting stick–slip behavior but accounting for viscosity changes at the 
contact line may miss some of the subtle details of the flow dynamics, it is anticipated to 
be able to reasonable capture most of the observed behavior. 
Beyond developing a rigorous computational model to predict the influence of 
drying on capillary flow dynamics, additional experiments are recommended to both build 
upon the fundamental understanding developed in Chapter 5 as well as to explore new 
systems and channel geometries. For example, in many instances capillary flow will not 
terminate partway down a channel but will, instead, flow to the end of the channel. For this 
reason, capillary flow dynamics near the end of a microchannel should be studied. This can 
be readily accomplished by employing the same techniques described throughout Chapter 
5. As walls have been noted to diminish the coffee ring effect,273 liquid that flows to the 
end of a channel is expected to dry more uniformly than liquid that stops partway down the 
channel. 
An investigation of flow behavior of colloidal suspensions undergoing 
simultaneous capillary flow and drying is also recommended. Not only can colloidal 
particles be readily visualized (enabling accurate measurement of the flow field and 
particle accumulation at the contact line), but systems based on colloidal suspensions are 
fundamentally relevant and represent an important class of coatings distinct from polymer 
solutions. 
Architectures beyond those studied in Chapter 5 are also recommended for future 
studies. For example, Mahajan et al.259 not only flow functional inks in open microchannels 
to fabricate printed electronic devices, but also take advantage of the pinning of contact 
lines at sharp edges37,38 (Figure 6.1). The resulting contact line morphology is shown in 
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Figure 6.1b, where a ‘stopper’ pins half of the liquid. This results in a unique contact line 
morphology where the liquid behaves as if it were in a microchannel on one half and as if 
it were a pinned sessile droplet on the side pinned to the stopper. The flow and drying 
dynamics associated with this contact line morphology are expected to be drastically 
different from those observed in open microchannels. Specifically, flow in this 
configuration is expected to pin much sooner than flow in a microchannel with equivalent 
dimensions, owing to the contact line morphology induced by the stopper. 
 
 
Figure 6.1. SEM micrograph of (a) imprinted channel network used to fabricate a transistor 
using the SCALE process, highlighting the stopper used to pin flow up against a wall and (b) 
zoomed in view of stopper with conductive PEDOT:PSS ink pinned between wall and the 
stopper. Adapted with permission from ref. 259. Copyright 2015 John Wiley and Sons. 
        
 As discussed in §5.5.4, a deeper fundamental understanding of how drying affects 
capillary flow presents an opportunity to optimize processes already taking advantage of 
this capillary coating process. While the SCALE process259 (introduced and described in 
§5.5.4) has been used with success to fabricate a variety of electronic devices, the 
fundamental research presented in Chapter 5 presents a distinct opportunity to further 
optimize these devices. Ongoing research is being conducted to develop devices based on 
the SCALE process that are more efficient or better compatible with roll-to-roll processing. 
The fundamental understanding of how drying affects capillary flow and the resulting dry 
film morphology obtained in this work should be utilized to facilitate and optimize the 
ongoing improvement of the SCALE process and its adaptation from a batch to roll-to-roll 
process. 
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Appendix 
 
Appendix A 
 
MATLAB Code on Sagging 
 
A.1 File sagging.m 
 File ‘sagging.m’ is used to estimate surface (sag) velocity as a function of drying 
time during a single experiment, with one defined angle, initial thickness and polymer 
concentration, and a fixed stage temperature. It is used to generate data to compare directly 
with the velocities measured experimentally during drying using the spores (see Figure 
2.15). 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%                                                                        
%                              Robert Lade                                 
% 
%                            Sagging Project                              
% 
%               Advisors: Lorraine Francis, Chris Macosko                 
%                                                                       
%                     (c) Robert K. Lade Jr. 2015                                                                                          
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This program estimates the sag distance (length) of aqueous polyvinyl 
alcohol (PVA)  
%   solution thin films on an inclined plane given an angle of 
inclination,  
%   drying temperature, and initial polymer concentration 
% 
% This code is used to generate results presented in: Lade Jr., R.K.; 
%   Song, J.-O.; Musliner, A.D.; Williams, B.A.; Kumar, S.; Macosko,  
%   C.W.; Francis, L.F. Sag in Drying Coatings: Prediction and Real 
%   Time Measurement with Particle Tracking, Progress in Organic 
%   Coatings, 86 (2015) 49-58. (This citation will be referred within 
%   as 'ref. A1') 
%  
clear all; % Clear all existing variables 
%% Define units 
% 
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% m    : meters 
% mm   : millimeters 
% um   : micrometers 
% K    : degrees Kelvin 
% C    : degrees C 
% s    : seconds 
% min  : minutes 
% w/w  : weight fraction 
% deg. : degrees 
% rad  : radians 
% 
%% Define variables 
% 
% h0            : PVA wet film thickness (m) 
% h0_micro      : PVA wet film thickness (um) 
% H             : Length from end of plate where measurements are 
%                 being taken (delta in eq. 10, Ref. A1) (m) 
% i,j           : counting variables 
% sag_length    : vector of sag distances calculated by integrating 
% sag_velocity  : vector of surface (sag) velocities at all time points 
% t             : time vector (s) 
% T0            : room temperature (K) 
% tend_min      : simulation time (min.) 
% tend_s        : simulation time (s) 
% theta_deg     : angle of inclination from horizontal (deg.) 
% theta_rad     : angle of inclination from horizontal (rad.) 
% Tplate_C      : hot plate temperature (set by user) (C) 
% Tplate_K      : hot plate temperature (K) 
% v             : velocity vector (m/s) 
% w0            : initial PVA solution concentration (w/w) 
% 
%% Define initial conditions 
% 
tend_min = 10; tend_s = tend_min*60; % times 
w0 = 0.0719; % concentration 
h0_micro = 202 ; h0 = h0_micro*10^-6; % film thicknesses 
H = 0.0175; % monitoring distance (approximately constant) 
Tplate_C = 45; Tplate_K = Tplate_C + 273.15; T0 = 23+273.15; % 
temperatures 
theta_deg = 7.5; theta_rad = theta_deg * pi/180; % angles 
% 
%% Calculate sag distance (length) 
% 
for i = 1:tend_s 
    t(i) = i; %fill time vector 
    [sag_velocity] = sag_fun(w0,Tplate_K,T0,theta_rad,h0,H,i); %call 
sag function 
  v(i) = [sag_velocity]; %load all the sag velocity data into a simply     
%                         named vector, v 
  if v(i)*1000000<0.001  %once velocity drops below minimum, stop 
%                         calculation 
        break 
    end 
end  
sag_length2=trapz(v)*1000; %Calculate sag distance (length) using 
trapezoidal 
%                           rule. Convert to mm. 
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A.2 File sag_fun.m 
 File ‘sag_fun.m’ is used to estimate surface (sag) velocity as a function of drying 
time for a single experiment, with one defined angle, initial thickness and polymer 
concentration, and a fixed stage temperature. It works in conjunction with the master 
program, ‘sagging.m’. 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This function calculates surface (sag) velocity of a drying thin 
% film. It then reports those sag velocities back to file 'sagging.m'.  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [sag_velocity] = sag_fun(w0,Tplate_K,T0,theta_rad,h0,H,time) 
global T_last h_last w_last h 
%% Define variables and constants 
% 
% Define variables 
% 
% Cp            : specific heat capacity of PVA solution (estimated) 
% Cp_Si         : specific heat capacity of Silicon (J/kg*K) 
% eta           : current viscosity (at 23C) (Pa*s) 
% g             : gravitational constant, m/s^2 
% h             : current film height (m) 
% h_last        : film thickness at the previous time step (m) 
% h_loss_rate   : evaporation rate (m/s) 
% ht            : heat transfer coefficient (W/m^2*K) 
% ka, kb        : fitting parameters for viscosity model 
% log_eta_r     : log of the relative viscosity (at 23C) 
% rho           : Film density, assumed constant (kg/m^3) 
% rho_Si        : density of Silicon (kg/m^3) 
% T             : current temperature of PVA liquid film (assumed   
%                 uniform; K) 
% w             : current weight fraction of polymer in film 
% x_1, x_2      : temporary variables to calculate film thickness 
change 
%                 due to draining (m) 
g = 9.807; % gravitational constant 
rho = 1000; Cp = 4190; %PVA film parameters 
Cp_Si = 704.919; rho_Si = 2330;  H_Si = 550e-6; %silicon parameters 
ht = 28; %heat transfer coefficient 
  
%If this is the first time step, set the current thickness to its  
% initial value and set the previous values of film thickness,  
% temperature, weight fraction to their initial values. Also set the  
% height correction to zero. 
if time == 1 
    h_last = h0; h = h0; T_last = T0; w_last = w0; h_correction = 0; 
    TT(time) = T0; 
end 
% 
%% Calculate surface (sag) velocity at current time step 
% 
% Calculate film temperature assuming Newtonian cooling (Bi << 1) 
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%   (Bi is the Biot number) 
T = T_last - (2*ht/((h_last*Cp*rho+H_Si*Cp_Si*rho_Si)))*(T_last-
(Tplate_K)); %K  
T_last = T; % K 
% 
% Calculate film thickness 
h_loss_rate = (0.15e-6) + (T-298.15)*(0.02005e-6); %m/s 
h = h_last - h_loss_rate; % Calculate current height based on 
evaporation rate 
% 
% Calculate current polymer concentration 
w = (w_last*h_last)/h; w_last = w; 
% 
% Calculate current viscosity 
ka = (1.28413e-5)*(T)+0.0159; kb = (3.82612e-4)*(T)- 0.0247; 
log_eta_r = w/ (ka + kb*w); 
eta_water =(0.00000000005786*(T-273.15)^4)-(0.000000011737*(T-
273.15)^3)+(0.0000010383*(T-273.15)^2)-(0.000053811*(T-
273.15))+0.0017472; 
eta = eta_water*(10^log_eta_r); %Pa*s 
% 
% Correct height to account for draining 
% Approximate amount of draining that would have occurred since the  
% last time step and apply that height reduction to the current film  
% thickness 
 if time > 1 
   x_1 = sqrt((H)/((((time-
1)*rho*g*sin(theta_rad))/(eta))+(H/(h0^2)))); 
   x_2 = 
sqrt((H)/((((time+1)*rho*g*sin(theta_rad))/(eta))+(H/(h0^2)))); 
   h_correction = (x_1-x_2)/2; h = h - h_correction; 
 end 
 h_last = h; %Save current h for next iteration 
% 
% Calculate current surface (sag) velocity 
sag_velocity = ((rho*g)/(2*eta))*sin(theta_rad)*h^2; 
% 
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A.3 File sagging_iter.m 
 File ‘sagging_iter.m’ is used to generate the sag regime maps seen in Figures 2.17–
2.19. It works in conjunction with ‘sag_fun_iter.m’. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%                                                                        
%                              Robert Lade                                 
% 
%                            Sagging Project                              
% 
%               Advisors: Lorraine Francis, Chris Macosko                 
%                                                                       
%                     (c) Robert K. Lade Jr. 2015                                                                                           
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This program estimates the sag length of aqueous polyvinyl alcohol 
(PVA)  
%   solution thin films on an inclined plane given an angle of 
inclination,  
%   drying temperature, and initial polymer concentration 
% 
% This code is used to generate results presented in: Lade Jr., R.K.; 
%   Song, J.-O.; Musliner, A.D.; Williams, B.A.; Kumar, S.; Macosko,  
%   C.W.; Francis, L.F. Sag in Drying Coatings: Prediction and Real 
%   Time Measurement with Particle Tracking, Progress in Organic 
%   Coatings, 86 (2015) 49-58. (This citation will be referred within 
%   as 'Ref.1') 
%  
clear all; % Clear all existing variables  
%% Define units 
% 
% m    : meters 
% mm   : millimeters 
% um   : micrometers 
% K    : degrees Kelvin 
% C    : degrees C 
% s    : seconds 
% min  : minutes 
% w/w  : weight fraction (range of 0 to 1) 
% deg. : degrees 
% rad  : radians 
% 
%% Define variables 
% 
% angle         :    counting variable for angle of inclination 
% eta0          :    initial viscosity (Pa*s) 
% evap_rate     :    evaporation rate (m/s) 
% h0            :    PVA wet film thickness (m) 
% h0_micro      :    PVA wet film thickness (um) 
% H             :    Length from end of plate where measurements are 
%                    being taken (delta in Eq. 10, Ref. 1) (m) 
% i,j,k,kk      :    counting variables 
% Sa_high       :    vector of sag numbers corresponding to upper sag 
%                    length limit 
% sag_length    :    vector of sag distances (lengths) calculated by 
integrating 
% Sa_low        :    vector of sag numbers corresponding to lower sag 
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%                    length limit 
% sag_number    :    vector of sag numbers 
% sag_velocity  :    vector of surface (sag) velocities at all time  
%                    points 
% SAG1, SAG2    :    variables to keep track of which vector  
%                    elements correspond to the upper and lower  
%                    limits for sag number 
% steps         :    counting variable defining number of iterations in 
%                    loop 
% t             :    time vector (s) 
% T0            :    room temperature (K) 
% tend_min      :    simulation time (min.) 
% tend_s        :    simulation time (s) 
% theta_deg     :    angle of inclination from horizontal (deg.) 
% theta_rad     :    angle of inclination from horizontal (rad.) 
% Tplate_C      :    hot plate temperature (set by user) (C) 
% Tplate_K      :    hot plate temperature (K) 
% v             :    velocity vector (m/s) 
% w0            :    initial PVA solution concentration (w/w) 
% wc            :    critical polymer concentration (w/w) 
% wv            :    counting variable for concentration 
% 
%% Calculate sag numbers 
H = 0; % set H value (H = 0 corresponds to infinite plate) 
wc=0.15; % define a critical concentration 
Tplate_C = 25; T = Tplate_C+273.15; % define solution and plate  
%                                     temperatures (constant) 
% 
% Begin for loop to iterate through angles 
for angle = 1:9; 
    theta_deg = angle*10; theta_rad = theta_deg * pi/180; 
for wv=1:10 
  clear v  %Clear previous velocity vector 
  clear sag_length %Clear previous sag length vector 
steps = 1000; 
for i = 1:steps 
tend_min = 60; tend_s = tend_min*60; %Define length over which to  
%                                     calculate flow velocity 
w0 = 0.01+0.01*wv; % Initial concentration 
% 
% To vary initial thickness, activate (uncomment) code below 
h0_micro = 0.25*iter; h0 = h0_micro*10^-6; evap_rate=1e-7;  
% Assume fixed evaporation rate  
% 
% To vary evaporation rate, activate (uncomment) code below 
% evap_rate= (1e-6)-i*3e-9;  
% h0_micro=100; h0=h0_micro*10^-6; % Assume fixed thickness 
% 
% Calculate initial solution viscosity 
ka = (1.28413e-5)*(T)+0.0159; kb = (3.82612e-4)*(T)- 0.0247; 
log_eta_r = w0/ (ka + kb*w0); 
eta_water =(0.00000000005786*(T-273.15)^4)-(0.000000011737*(T-
273.15)^3)+(0.0000010383*(T-273.15)^2)-(0.000053811*(T-
273.15))+0.0017472; 
eta0 = eta_water*(10^log_eta_r); 
% 
%% Run sag simulation from initial time (1 second) to end time 
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% 
  for j = 1:tend_s 
      t(j) = j; 
      % call sag function (‘sag_fun_iter.m’) to calculate the   
%       instantaneous sag 
      %   velocity at every instant during the drying simulation 
    [sag_velocity] = sag_fun_iter(w0,T,evap_rate,theta_rad,h0,H,j); 
    v(j) = [sag_velocity]; % load all the sag velocity data into a  
%                            simply named vector, v 
    if v(j)*1000000<0.001 % stop if velocity drops below minimum  
%                     threshold 
        break 
    end 
  end 
% 
%% Calculate sag length and sag number (Sa) 
%  
if length(v)<3    %If velocity vector has less than 3 elements, assumed  
%                  sag length is approx. 0 
    sag_length(i)=0; 
else 
sag_length(i)=trapz(v)*1000; %Calculate sag length 
sag_number(i)=(1000*(h0^3)*9.807*sin(theta_rad)*(1-
(w0/wc)))/(0.001*eta0*evap_rate); %Calculate sag number 
end 
% 
end 
% Find sag numbers that define lower boundary on regime map (point  
% where sag length is just above 1 mm) 
for k=1:length(sag_length) 
    if sag_length(k)>1 
        SAG1=k; 
        break 
    end 
end 
% 
% Find sag numbers that define upper boundary on regime map (point  
% where sag length is just above 5 mm) 
for kk=1:length(sag_length) 
    if sag_length(kk)>5 
        SAG2=kk; 
        break 
    end 
end 
%  
% If both a lower and upper limit for the sag number are found, save  
% those values as Sa_low and Sa_high. Attempt for each weight fraction 
% corresponding to wv). 
if exist('SAG1','var') == 1 && exist('SAG2','var') == 1 
Sa_low(wv)=sag_number(SAG1); 
Sa_high(wv)=sag_number(SAG2); 
else 
    disp('No critical sag lengths detected') 
end 
end 
end 
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A.4 File sag_fun_iter.m 
 File ‘sag_fun_iter.m’ is the function called by master program ‘sagging_iter.m’ to 
calculate the sag regime maps in Figures 2.17–2.19.  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% This function calculates sag (surface) velocity of a drying thin  
% film. It then reports those sag velocities back to 'sagging_iter.m'.  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
function [sag_velocity] = 
sag_fun_iter(w0,T,evap_rate,theta_rad,h0,H,time) 
%% Define variables and constants 
% 
global h_last w_last h % global relevant variables 
% 
% Define variables 
% 
% eta           : current viscosity (at 23C) (Pa*s) 
% g             : gravitational constant, m/s^2 
% h             : current film height (m) 
% h_last        : film thickness at the previous time step (m) 
% h_loss_rate   : evaporation rate (m/s) 
% ka, kb        : fitting parameters for viscosity model 
% log_eta_r     : log of the relative viscosity (at 23C) 
% rho           : Film density, assumed constant (kg/m^3) 
% T             : current temperature of PVA liquid film (assumed  
%                 uniform; K) 
% w             : current weight fraction of polymer in film 
% w_last        : polymer weight fraction of previous time step 
% x_1, x_2      : temporary variables to calculate film thickness  
%                 change 
%                 due to draining (m) 
g = 9.807; % gravitational constant 
rho = 1000; %PVA film parameters 
% 
%If this is the first time step, set the current thickness to its  
% initial value and set the previous values of film thickness, weight  
% fraction to their initial values. Also set the height correction to  
% zero. 
if time == 1 
    h_last = h0;  w_last = w0; h = h0; 
end 
% 
%% Calculate sag velocity at current time step 
% 
% Calculate film thickness 
h_loss_rate = evap_rate; %m/s 
if h < 0            % in case thickness is negative, stop the loop 
    sag_velocity=0; 
    return 
end 
h = h_last - h_loss_rate; % Calculate current height based on  
%                           evaporation rate 
% 
% Calculate current polymer concentration 
w = (w_last*h_last)/h; w_last = w; 
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% 
% Calculate current viscosity 
ka = (1.28413e-5)*(T)+0.0159; kb = (3.82612e-4)*(T)- 0.0247; 
log_eta_r = w/ (ka + kb*w); 
eta_water =(0.00000000005786*(T-273.15)^4)-(0.000000011737*(T-
273.15)^3)+(0.0000010383*(T-273.15)^2)-(0.000053811*(T-
273.15))+0.0017472; 
eta = eta_water*(10^log_eta_r); %Pa*s 
% 
% Correct height to account for draining 
%   Approximate amount of draining that would have occurred since the  
%   last time step and apply that height reduction to the current film  
%   thickness 
 if time > 1 
   x_1 = sqrt((H)/((((time-
1)*rho*g*sin(theta_rad))/(eta))+(H/(h0^2)))); 
   x_2 = 
sqrt((H)/((((time+1)*rho*g*sin(theta_rad))/(eta))+(H/(h0^2)))); 
   h_correction = (x_1-x_2)/2; h = h - h_correction; 
 end 
 h_last = h; %Save current h for next iteration 
% 
% Calculate current surface (sag) velocity 
sag_velocity = ((rho*g)/(2*eta))*sin(theta_rad)*h^2; 
% 
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Appendix B 
 
Best-Fit Values of Capillary Flow Data to 
Equation 3.21 
 
Table B.1. Best-fit β and k values for capillary flow data (fit to eq. 3.21)a 
System W (μm) k (mm2/s) β (mm) ζ 
Water 
10 218.4 0.347 215.4 
25 378.2 0.788 224.0 
50 441.1 1.012 201.8 
75 339.9 2.440 451.7 
100 308.7 1.890 348.7 
200 187.1 4.950 968.2 
Glycerol (aq.) 
10 9.1 0.429 265.9 
25 15.7 0.659 187.2 
50 19.5 1.460 291.2 
75 14.3 1.508 279.3 
100 16.6 1.770 326.5 
200 9.5 2.380 474.2 
Polyurethane resin 
10 1.1 0.085 50.4 
25 1.8 0.127 28.9 
50 2.9 0.697 82.2 
75 3.1 0.498 43.2 
100 2.4 0.456 33.6 
200 1.2 0.344 20.8 
a W is microchannel width (constant depth of 46.8 μm), k is the mobility parameter, ζ is 
the wetting line friction, and β is a collection of constants defined in §3.4.4. 
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Appendix C 
 
Effect of Viscosity and Surface Tension 
Changes on Capillary Flow in Open 
Microchannels Fabricated Using 
Photolithography 
 
 The data presented in Figure C.1 show the effect of changing viscosity and surface 
tension on capillary flow in open microchannels. These data pertain to microchannels 
fabricated in a manner similar to that described in §3.3.1, except that a plastic photomask 
was used (printed at 20,000 dpi, Output City, Bandon OR) instead of a glass mask. The 
channels were also etched to a depth of 92.7 μm instead of 46.8 μm.  
 
 
Figure C.1. Flow in microchannels fabricated using photolithography showing effect of (a) 
viscosity and (b) surface tension/equilibrium contact angle changes on capillary flow behavior. 
Liquid is aqueous glycerol. In (a), surface tension is 64.7 mN/m and equilibrium contact angle 
(θe) is 25°. In (b), viscosity is 9 mPa·s. 
 
 
 
 
