Abstract-The total variation minimization method for deblurring noise is shown to be effective in increasing the resolution in a contrast source inversion approach to index reconstruction from measured scattered field data. Main drawback is the presence of an artificial weighting parameter in the cost functional, which can only be determined through considerable experimentation. Therefore, we introduce the total variation as a multiplicative constraint. Numerical examples demonstrate that the algorithm based on this multiplicative regularization seems to be robust and handling noisy data very well without the necessity of the weighting parameter.
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I. INTRODUCTION
T HE problem of determining the shape, location, and index of refraction of an inhomogeneity imbedded in a homogeneous background medium from measurement of the field scattered by the object when illuminated by known incident electromagnetic waves is one of the fundamental problems in inverse scattering. A number of methods of solution have been proposed and numerically implemented, see Colton and Kress [8] , Gutman and Klibanov [12] , Kleinman and van den Berg [24] , [26] and the references therein. Almost all of the techniques involve iterative minimization of a cost functional. Some, such as those employing a Newton-type method, require the solution of a direct scattering problem at each iterative step (see [7] , [13] , [22] , [23] , [29] ), while others avoid the repeated use of a direct solver [9] , [20] , [24] , [26] . Of the latter approaches, one, a contrast source inversion method [1] , [2] , [26] , has proven to be effective in reconstructing a variety of inhomogeneous and lossy refractive indices in two-dimensional (2-D) and three-dimensional (3-D) configurations.
Concurrent with this progress in the inverse scattering problem there has been a significant breakthrough in image enhancement or deblurring noisy images by minimization of the total variation of the image, subject to constraints (see [4] , [6] , [11] , [16] , [19] , [21] , and [28] ). In the original approach, the problem of nondifferentiability of the total variation is overcome by introducing nonlinear diffusion equation for minimizing the total variation. In [4] and [21] , the problem is changed by introducing a small parameter to overcome nondifferentiability and adding the constraint as a penalty term. A similar approach was used in [11] to recover constant images and in [10] to enhance the reconstruction of conductivity in a problem in electrical impedance tomography.
This last paper inspired the work of Van den Berg and Kleinman [25] which marries the minimization of the total variation as suggested by Rudin et al., in the modified form suggested by Acar and Vogel [4] , with a nonlinear constraint as in Dobson and Santosa [10] . The addition of the total variation to the cost functional has a very positive effect on the quality of the reconstruction for both "blocky" and smooth profiles [25] , but a drawback is the presence of an artificial weighting parameter in the cost functional, which can only be determined through considerable numerical experimentations and a priori information of the desired reconstruction. Van den Berg et al. [27] has suggested to include the total variation regularizer as multiplicative constraint with the result that the original cost functional is the weighting parameter, i.e., determined by the optimization process itself. This eliminates the choice of the artificial regularization parameters completely. In this paper, as in [27] we suggest to include the total variation as a multiplicative constraint and show the extension and the applicability of this technique to different applications. We present the inversion results from various measurements setup (static, induction, and electromagnetic) in the 2-D and 3-D configurations (single-well and cross-well configurations in geophysics). Numerical results show that the multiplicative type of regularization is able to handle noisy data in a robust way without the usual necessary a priori information.
II. NOTATION AND PROBLEM STATEMENT
We assume a time harmonic dependence i , where i , is angular frequency, and is time. The position vector in is denoted by . Consider to be a bounded, not necessarily connected scattering object (or objects) whose location and index of refraction or contrast is unknown but which is known to lie within another, larger, bounded simply connected domain . The sources and receivers are located in a domain outside .
A. The 2-D Electromagnetic Problem
If denotes an incident electric field with line source located at , then for 2-D electromagnetic configurations which is invariant in the direction the total electric field in is known to satisfy the integral equation where the zero-order Hankel function of the first kind. The embedding is chosen to be homogeneous and lossless with permittivity of vacuum . Therefore, the wavenumber and the contrast function is given by i (2) where and are the unknown relative permittivity and conductivity. Observe that if is not in the vanishes, but if the location of is unknown then it is not known a priori where vanishes. However, with the assumption that it is known that vanishes for outside . In fact denoting by a domain or curve, or a discrete collection of points outside , for each excitation the scattered electric field (data quantity) in can be represented by 
where is the electrical conductivity, and is the dielectric permittivity. Note that for the low-frequency electromagnetic measurements (induction logging), the second term in (5) can be neglected. Then, is real and positive. In this case, the vector scattered magnetic field is taken as the data quantities. The data is represented in by i (6)
C. The 3-D Static Problem
For the static problem (electrode logging) the total vector electric field in for each excitation satisfies (7) where is given in (5) with is now the real-valued conductivity. In this case, the scattered electric potential is taken as the data quantities. The data is represented in by (8)
D. Operator Notation
In order to discuss our solution of the inverse scattering problem we write our equations in an operator form and we denote the electric field component or electric field vector by the symbol and the data quantities either the scattered electric field component , magnetic field vector or scalar electric potential field by . We assume that the unknown object or formation is irradiated successively by a number of known incident fields , . For each incident field, the total field will be denoted by and the measured scattered field data are denoted by . Then, the data equations in (3), (6) , and (8) are written as (9) while, the object equations in (1), (4), and (7) written as (10) The profile reconstruction problem is that of finding of the object domain for given at the data domain , or solving the data equation in (9) for , subject to the additional condition that and satisfy (10) in for each excitation .
III. CONTRAST SOURCE INVERSION
A major observation is that the integral representations (data equations) contain both the unknown field and the unknown contrast in the form of a product; it can be written as a single quantity, viz. the contrast source (11) which can be considered as an equivalent source that produces the measured scattered field. The data equation (9) becomes (12) while the object equation (10) becomes (13) Substituting (13) into (11), we obtain an object equation for the contrast source rather than for the field, viz.
Although the data equation (9) is linear in the contrast source, it is a classic ill-posed equation. Therefore, Van den Berg and Kleinman [26] recasted the problem as an optimization problem in which not only the contrast sources were sought but also the contrast itself to minimize a cost functional consisting of two terms. The first term contains the errors in the data equation while the second term contains the errors in the object equation, rewritten in terms of the contrast and the contrast source rather than the field. Inspired by the form of the cost functional of the modified gradient method [24] , the method consists of an algorithm to construct sequences and which iteratively reduce the value of the cost functional (15) where and denote the norms on and , respectively. The normalizations are chosen in such a way that both terms are equal to one if . This is a quadratic functional in , but highly nonlinear in . The algorithm involves the construction of sequences and , for in the following manner.
A. Updating of the Contrast Sources
Now suppose and are known. We update by (16) where is a constant parameter and the update directions are functions of position. The update directions are chosen to be the Polak-Ribière conjugate gradient directions, which search for improved directions when a change with respect to the directions of the last iteration occurs and restart the optimization when practically no changes are made in the subsequent gradients. These updaète directions are obtained as Re (17) where is the gradient (Frèchet derivative) of the cost functional with respect to evaluated at and . Explicitly, the gradient for the updating of the contrast source is found in terms of adjoint operators and , respectively. With the update directions completely specified, the parameter in (15) and is found explicitly by minimizing cost functional in (15) (see [26] ).
B. Updating of the Contrasts
First we observe that the contrast is only present in the second term of (15) (18) where (19) in which is the updated contrast sources obtained from (16) . We observe that the numerator of (18) is minimized by taking (20) However, because of the presence of the contrast in the denominator of the second term of the right-hand side of (15), the updating scheme may not be error-reducing. To remedy this problem, the error reduction can be enforced by updating the contrast also in the conjugate gradient direction, defining the updating scheme for as (21) where is a constant parameter and the update direction are functions of position. The update directions are again the Polak-Ribière conjugate gradient directions, making the updating scheme consistent with the updating of the contrast sources. These update directions are obtained as
Re (22) where (23) where (24) From the last expression we observe that the update added to in (21) is in fact a preconditioned gradient of the numerator of (18) with respect to variations of . To find the constant parameter in (21), we minimize the second term of the cost functional (25) When we take real-valued, the minimization of (25) can be carried out explicitly (see [3] ).
C. Starting Values
Observe that we cannot start with and , since then the cost functional (15) is undefined. Therefore we start with finding the contrast sources that minimize the data error (26) Using gradient method, we arrive at (27) is the back propagation of the data from the data domain into the object domain . With this initial estimates , the initial field and contrast estimates are obtained by and (28) IV. TOTAL VARIATION MINIMIZATION According to [4] , [11] and [25] the total variation (TV) can be incorporated as a penalty factor by defining (29) where the TV-factor is defined as
The choice of the weighting parameter is of significant importance for the final results of the inversion procedure. In the past years, there has been some experience with this weighting parameter and normally a constant value of around 10 or 10 is used (see, e.g., Dobson and Santosa [10] , Kohn and McKenney [14] , and Van den Berg and Kleinman [26] ). The weighting parameter depends on the amount of variation in the scatterer and therefore must be modified in every problem. In order to overcome the problem of the artificial parameter , we introduce a new cost functional, in which the optimization process itself determines the weight of the TV-factor. We define a cost functional as a product of two factors, viz.
The new cost functional (31) is based on two things: the objective of minimizing the error in the data equations and object equations and the observation that the TV-factor, when minimized, converges to a constant factor. The structure of the new cost functional is such that it will minimize the TV-factor with a large weighting parameter in the beginning of the optimization process, because the value of is still large, and that it will gradually minimize more and more the error in the data and object equations when the TV-factor has reached a nearly constant value. If noise is present in the data, the data error term will remain at a large value during the optimization and therefore, the weight of the TV-factor will be more significant. Hence, the noise will, at all times, be suppressed in the reconstruction process and we automatically fulfill the need of a larger " " when the data contains noise as suggested by Chan and Wong [6] and Rudin et al. [19] .
The factor in (30) is introduced for restoring differentiability to the TV-factor. We have chosen the value of to be large in the beginning of the optimization and small toward the end. In this way, the optimization will reconstruct the contrast in the first iterations in the normal way, before it will apply the minimization of variation to shape the image further. In particular, we have chosen (32) in which is the normalized error in the object equations, see (18) . For a small number of iterations is large, while it decreases for an increasing number of iterations.
By introducing this cost functional , the TV-factor actually influences the updating of the contrast source , because changes in each iteration. But, because the TV-factor does not actually change itself and therefore is only a multiplication factor when searching for a new update of , we do not change the updating scheme for the contrast sources; the contrast sources are determined by minimizing in each iteration the cost functional of (15) , being the first factor of (31). The updating scheme for is given in (21) , where the update directions are defined as Polak-Ribière conjugate gradient directions of the cost functional (31). Using (22) for the update directions, the gradient is determined as (33) where is the numerator of the second factor in (23) and is the gradient of the TV-factor , given by
The weighting of the gradients clearly depends on the errors in the cost functional and the TV-factor . The real-valued constant in (21) is now found to minimize
This minimization can not be calculated analytically and is therefore determined by a numerical line minimization using the Fletcher-Reeves-Polak-Ribière conjugate gradient algorithm of "numerical recipes" (Press et al. [17] ). In this procedure, we take as initial value for the analytical expression by minimizing (31), obtained in absence of the TV-factor (see [3] ).
V. NUMERICAL EXAMPLE
In this section, we will demonstrate the improvement of incorporating the TV-factor in our inversion method using electromagnetic, induction and static data in 2-D and 3-D configurations.
A. The 2-D Inversion from Electromagnetic Data
As the first example, we consider inversion of an object which is invariant in the direction illuminated by electric line sources. The test domain consists of a square with sides of length , while the measurement curve is a circle of radius , where is specified in terms of the wavelength. The homogeneous embedding is chosen to be lossless and therefore the wavenumber . The discrete form of the algorithm is obtained by dividing into 29 29 rectangular subdomains, assuming the contrast, sources and fields to be piecewise constant and the integrals over subdomains were approximated by integrals over circles of equal area which were calculated analytically (see Richmond [18] ). The incident fields were chosen to be excited by line sources parallel to the axis of the scatterer. The line sources were taken to be equally spaced on the measurement circle, and the source locations were also chosen as discretization points on the circle. The measured data were simulated by solving the direct scattering problem with a conjugate gradient fast Fourier transform (CGFFT) method. The circle was subdivided into 29 equally spaced arcs, each mid-point serving as the location of a line source as well as a receiver. The number of data is then equal to the number of unknown contrast values in the domain , viz., 29 29 . In Fig. 1(a) , a scattering object is defined that consists of concentric square cylinders, an inner cylinder of dimension by , with complex contrast , surrounded by an outer cylinder, by , with contrast . The test domain is a square of dimension by . In the inversion we have used a priori information that the real part and the imaginary part of the contrast is positive, we remark that this positivity constraint is easily implemented by enforcing a negative value to zero after each update of the contrast. Numerical experiments have shown that this simple adjustment leads to reconstruction results, which are very similar to the ones of the original CSI method with positivity constraint [26] .
The reconstruction results after 128 iterations are shown in Fig. 1(b) and (c) . In the latter one, we have used the minimization with TV-factor. After 128 iterations the normalized errors in the data equation [the first term in (16) ] are reduced to 0.39% for the algorithm without using TV-factor and to 0.32% for the algorithm with using TV-factor. The contrast error of minimization with TV-factor is 10% smaller than the contrast error without TV-factor. Further, the value of the original cost functional of CSI method with TV-factor is less than the one without TV-factor. It is anticipated that the multiplicative TV method amplifies the minimization of total variation when noise is present in the data, because noisy data will make the value of the cost functional larger. Therefore, we again corrupted the data with additive white noise of 10% of the maximum value of all the measured data. For these noisy data, the reconstructed profiles without TV-factor is given in Fig. 2(a) . The reconstructed profiles with TV-factor as shown in Fig. 2(b) show a remarkable improvement. The influence of the TV-factor has become greater and has damped out all the oscillations. Note that now the normalized errors in the data equation are reduced to 5.44% for the algorithm without using TV-factor and to 3.04% for the algorithm with using TV-factor.
Finally, we tested our multiplicative TV method with substantially less data, still with presence of 10% noise. Using ten instead of 29 source/receiver stations, Fig. 3(a) and (b) show a comparison of reconstructions using our CSI method without and with TV-factor. With this very limited and noisy data set (29 29 unknown contrast values and 10 10 data points), the reconstruction is remarkable; numerical experiments demonstrated that, for even smaller number of source/receiver locations, our multiplicative TV algorithm still attempts to reconstruct the original image, while original CSI method clearly lacks data.
B. The 3-D Inversion Cross-Well Induction Logging Data
We consider the 3-D model shown in Fig. 4 . A dual-block model with conductivity S/m located in a background medium with conductivity S/m. Each block has dimensions of m . We discretize the test domain in a rectangular mesh. The mesh is uniformly spaced the , , and directions with widths of , , and . In each subdomain, we assume the contrast to be constant.
The details of the discretization procedure can be found in [1] . Thus, the m object domain is divided into subdomains of m . Hence, the total number of the rectangular subdomains is equal to 2744. The incident fields were chosen to be excited by point magnetic dipoles directed in the vertical direction. The synthetic data are generated by solving the forward scattering problem using the CGFFT method with twice the number of grid points we use in our inversion scheme. In this example 24 point sources provide the source of excitations. These sources are located in the four borehole at . Each source excitation located on a particular borehole has 27 multicomponents receivers located in the other three boreholes. Thus, in total we have 648 data points. In the inversion we have used a priori information that the electrical conductivity is positive.
The reconstruction results after 1024 iterations from induction logging data at 20 kHz are given in Fig. 5 (a) and (b). Although the total number of the iteration is large, note that we do not solve a full forward problem in each iteration of the inversion procedure. One iteration of our scheme takes approximately 27 s. The latter figure gives the reconstruction results using CSI method with TV-factor. Note that after 128 iterations the normalized errors in the data equation [the first term in (16) ] are reduced to 0.40% for the algorithm without using TV-factor and to 0.31% for the algorithm with using TV-factor.
C. The 3-D Inversion from Single-well Induction Logging Data
We consider a formation consisting four beds (two with invasion), and a borehole deviated with respect to the intersecting layers as shown in Fig. 6 . The figure is a cross section of a 3-D conductivity distribution in the plane at . The conductivity from top to bottom are 1, 0.45, 0.01, and 0.45 S/m. The dimension of each layer in logging direction is 0.3 m. The conductivity of the invasion zone of the first (from the top) layer is 0.6 S/m, and of the third layer is 0.2 S/m. The radius of the borehole is 0.1 m. This formation is assumed to be embedded in an unbounded homogeneous domain with conductivity S/m. This single-well logging problem has been formulated in term of an integral representation in an oblique (nonorthogonal) coordinate system (see [2] ). The incident fields were chosen to be excited by point magnetic dipoles directed in the borehole direction. The synthetic data are generated by solving the forward scattering problem using the CGFFT method with twice the number of grid points we use in our inversion scheme. In the inversion we use 15 different source and receiver positions at the borehole axis with spacing of 0.2 m. Thus, for each experiment we have 225 data points. In the reconstruction it was assumed that the unknown configuration was located entirely within a test domain of m . This test domain was partitioned into equal-sized subdomains with side lengths 0.1 m in all three-directions. Thus, the total grid points amount to 2744. The a priori information that the conductivity is positive and symmetric around the borehole have been used.
A plot of the inverted conductivity distribution after 1024 iterations from the induction logging data at 20 kHz using CSI method is given in Fig. 7(a) , while the results using CSI method with TV-factor is given in Fig. 7(b) . After 1024 iterations the normalized errors in the data equation [the first term in (16) ] are reduced to 0.26% for the algorithm without using TV-factor and to 0.24% for the algorithm with using TV-factor. Here, we observe again the improvement of the reconstruction results using CSI method with TV-factor. As seen in these figure, the reconstruction is quite reasonable despite the large variation of the conductivity contrast distribution in the unknown formation . So far, the results are represented for noiseless synthetic data. In order to simulate a more realistic field experiment we have added 10% random additive white noise to the synthetic data. The reconstruction results using the CSI method is given in Fig. 8(a) and the one with TV-factor is given in Fig. 8(b) . We observe that in the reconstruction results using CSI method with TV-factor we still able to see the different between the high and low conductivity region (the first and the third from the top layer). Note that now the normalized errors in the data equation are reduced to 4.63% for the algorithm without using TV-factor and to 4.29% for the algorithm with using TV-factor.
D. The 3-D Inversion from Single-Well Electrode Logging Data
Next, to test whether the present approach also work in a more nonlinear problem, we carry the same experiments as for the 3-D single-well induction logging problem. The incident fields are excited by point electrodes. We measure the scalar scattered electric potential fields. The reconstructed profiles from the electrode logging data using CSI method without and with TV-factor are given in Fig. 9(a) and (b) . After 1024 iterations the normalized errors in the data equation [the first term in (16) ] are reduced to 0.27% for the algorithm without using TV-factor and to 0.15% for the algorithm with using TV-factor. We observe again the improvement of using TV-factor especially in the first layer from the top. The reconstructed profiles from the electrode logging data with 10% additive random white noise are given in Fig. 10(a) and (b) . Now the normalized errors in the data equation are reduced to 3.55% for the algorithm without using TV-factor and to 1.99% for the algorithm with using TV-factor.
VI. CONCLUSION
A drawback of adding a TV-factor, is the use of regularization parameters, which must be determined by carrying out many numerical experiments. To overcome these artificial parameters, we have defined a new cost functional, which is the product of the original cost functional, consisting of the normalized errors in the data and object equations, and the TV-factor. This method makes use of a conjugate gradient method to update the contrast sources, followed by a conjugate gradient step updating the contrast. Numerical experiments showed that the algorithm seems to be robust, handling noisy as well as limited data very well without the necessity of choosing weighting parameters and without a significant increase of computation time.
