Abstract. The Fixed Energy Sandpile with the deterministic Bak-Tang-Wiesenfeld rule on the two-dimensional torus, is studied in order to characterize existence and growth rate of the basins of periodic avalanches. The link between discrete harmonicity and invariant quantities, or toppling invariants, is shown. For an important subclass, these invariants are proven to be related to discrete harmonic polynomials, and such a relation is explored in detail. A notion of independence is introduced to extract effective invariants from the redundant set of all conserved quantities. We discuss how the partition induced by these invariants is related to the basins of attraction.
Introduction
The Bak-Tang-Wiesenfeld (BTW) sandpile model is the prototype system exhibiting the so called Self Organized Criticality (SOC) [1] . We shall study here its non-dissipative deterministic version, known as Fixed Energy Sandpile (FES), excluding SOC. Results in this direction appeared for instance in [2] - [6] . A relevant mathematical item is the possibility of a complete evaluation of dynamical invariants, in order to obtain a partition of the configuration space into mutually inacessible subsets, constituting the basins of attraction of periodic orbits and their transient sets. This is the geometrical premise of an analytical approach to the thermodynamic limit, or to a perturbative theory of BTW-like systems. Also statistical arguments related to the SOC regime may be recovered in this new frame [7] - [9] .
For clarity, we recall the standard BTW rule in a square lattice Q L of N = L × L sites (L ≥ 3), introducing the notation:
BTW Rule: every site (i, j) assumes integer values representing the height z(i, j) of a sand pile. Sites are increased by random addition of grains. There is a critical height h c = 3, such that when if z(i, j) > h c grains are distributed from the site (i, j) to its four nearest neighbors < i, j >, i.e.: z(i, j) → z(i, j) − 4, and z(< i, j >) → z(< i, j >) + 1; this process is said toppling. The maximal attainable height is therefore z = 7. Sites are said critical for z = h c , metacritical for z > h c . Defining
the critical and metacritical regions R c and R m are
Topplings propagate until the system reaches a new stable state, and this propagation is called an avalanche. For a stable configuration, a random grain addition is an external step, the refreshing of a whole configuration during an avalanche (which is order independent, the rule being "abelian" [10] ) is an internal step. The lifetime of an avalanche is the number of internal steps between two stable states.
Let Z t = z t (i, j) be the configuration at discrete time t, and Z t+1 its evoluted. The "toppling matrix" T t is defined by
The mean height, or "energy density",
in the SOC regime is very stable, but not exactly a constant of motion. Experimentally, ζ SOC ≈ 2.09
Both random supply of grains and dissipation through the borders are necessary to the existence of SOC states. When periodic boundary conditions substitute dissipative losses at the borders, energy may increase up to a density value ζ c > ζ SOC which is critical in turn, in the sense that when ζ ≥ ζ c the avalanche gets an infinite lifetime. The infinite avalanche dynamics is strictly deterministic in the two dimensional discrete torus T 2 L . It is also conservative, and this implies ij T t (i, j) = 0 for every t. At this point, the SOC state is completely destroyed. Typical values for ζ c are = 2.13 ± 0.01, but this evaluation has only empirical and statistical meaning. Stable configurations indeed may be easily defined well above ζ c , but they are quite irrelevant for large L and should occurr with probability zero in the thermodynamic limit. Attempts to study the nature of ζ c as a critical point in the sense of phase transitions may be found e.g. in [6] .
The analogy between mean height and energy density could suggest that complex SOC dynamics will evolve into a chaotic one. This would not contrast the trivial fact that a deterministic finite automaton cannot be chaotic in the strict sense. By intending chaoticity within usual approximations (i.e. when the recurrence time becomes so large that the system appears practically chaotic for all finite observations) transitions from order to chaos through a critical behavior are well known indeed also for deterministic automata, e.g. those representing the magnetic transition of an Ising model ( [11] [12] ).
Actually, the situation for FES is quite different. Precisely:
(i) after a short transient, the system settles down in a short periodic orbit of period P .
The growth rate in L, for both transient times and periods, is small with respect to the growth of the configuration space. Empirically, the order of magnitude for P roughly grows as L α , α ≈ 1, while the configurations space (not considering constraints) has a superior bound of 8 L×L . For an estimate of configurations at a fixed energy, see Appendix E.
(ii) periodic orbits are sensitive to perturbations of initial conditions. In other terms, there exist several basins of attraction, whose nature has to be established.
(iii) periodic orbits are "pervasive": this means that during every period the avalanche goes everywhere in the lattice. Every site topples n P times during a period P , with 1 ≤ n P ≤ P , and this "toppling number" n P does not depend on the site but only on the orbit. Pervasivity on T 2 should not be confused with any sort of ergodicity, or transitivity in the configuration space.
Last features may be summarized in the formula
wherem and M are the mean and the maximal values of m(t), the number of sites in the metacritical region R m (t). The proof (almost immediate) may be recovered in [6] . Another property is that, for orbits starting from "inverted" configurations Z 1 and Z 2 (z 2 (i, j) = 7 − z 1 (i, j)), this height inversion is preserved by evolution. Periods are consequently the same, and toppling numbers are related by n (2)
Evolution is univocal but not invertible in general, because more configurations may evolve into the same, and the existence of transients depends on this. For the moment we shall ignore the problem of "forbidden configurations", studied for instance by Dhar in the dissipative context [10] . Therefore, every matrix with integer entries between 0 and 7 will be considered an admissible configuration, in particular an admissible initial condition. Among these there are also non interesting and negligible cases: frozen or transient toward frozen configurations.
We would understand why relatively small basins of attraction exist, limiting transients and periods. This purpose may be at least partially fulfilled by considering dynamical invariants. It is obvious, for instance, that the energy conservation is a strong constraint, reducing the accessibility of the configuration space. How many other similar constraints exist, and how effective? The idea is that, for a given set of invariants, the counter images of their values determine a partition of the configuration space into dynamically invariant "atoms", i.e. mutually inaccessible subsets. Further independent invariants would refine this partition up to a maximal refinement. Basins are surely included in (and possibly coincide with) the atoms of this partition.
This approach is reminiscent of classical mechanics, where the existence of integrals of motion besides energy inhibits ergodicity, possibly determining quasi-integrability along the lines of KAM Theory [13] . With respect to that case, there are some immediate differences: conservative hamiltonian systems are invertible and transients cannot exist; moreover, in the present case there is experimental evidence that basins are effectively attractive, excluding phenomena like Arnold's diffusion.
The plan of the paper is as follows. In section 2, we introduce basic ideas on toppling invariants and discrete harmonicity. In section 3 we prove the fundamental Theorem relating dynamical invariance and discrete harmonicity. In section 4 we prove that, for an important family of invariants, it is possible to get a representation in terms of discrete harmonic polynomials. In Section 5 we discuss the independence of these invariants. Conclusions and perspectives are given in Section 6. In order to simplify the exposition, a number of mathematical results and details are grouped in Appendices A-E.
Discrete Harmonicity: Definitions
The general concept of "toppling invariant" is quite obvious:
Def. 1 : Let Z t and Z t+1 denote consecutive L × L configurations along the orbit started from an admissible Z 0 . A functional Φ(Z) is a toppling invariant if, for every t,
We are interested in toppling invariants defined by integer matrices through a (mod K)-linear form. More precisely, let f (i, j) be a function f :
For definiteness, we assume i and j ranging from 0 to L − 1 starting from the bottom-left (South-West) corner: this convention holds for both Q L and matrices (or functions). We speak of "functions" because it is often useful to look at matrix f (i, j) as the restriction to Z 2 of a function f (x, y) in R 2 , e.g. a polynomial. Obviously, there are many independent R 2 functions leading to the same matrix. For instance, f 1 = 1 and f 2 = cos(2πx) e 2πiy are equivalent in Z 2 . Moreover, one must pay attention in distinguishing between the matrix f (i, j) in the square Q L embedded in Z 2 , and the same matrix in the torus T 2 L , where integer coordinates are considered mod L.
Note 1 -The range of a KL-functional is between 0 and K − 1. When K = L in (7), we get the important subclass of LL-functionals, ranging from 0 to L − 1. Leaving the general KL case to a next development, we shall deal here with LL-functionals, hereafter denoted L-functionals for simplicity. Moreover, when no confusion is possible, T 2 L and Φ f (K, L, Z) will be noted simply T 2 and Φ f (Z). The L-functionals subclass has peculiar features, for instance allowing for a polynomial representation (see Section 4 and Appendix B).
Note 2 -Energy may be seen as the toppling invariant generated by f (i, j) = 1. It is a toppling invariant for every mod K, or even when the modulus operation would be dropped in definition (7) . This is a very peculiar feature, as stressed by the following Theorem. Three further invariants besides energy have been introduced in [6] , on the basis of symmetries of the toppling rule. Their generating functions are the polynomials
restricted to Q L . We shall prove that such invariants are a very particular case of a broader class of functions (matrices) deeply related to the properties of the discrete Laplacian operator.
Def. 3 : For functions f in Z 2 , the discrete Laplacian operator ∇ 2 , is defined by
By substituting x and y to i and j in (9), one recovers the usual finite-differences Laplacian operator ∇ 2 in R 2 . Therefore, here and in the following, discreteness does not refer to the variables but to the operator ∇ 2 as distinct from ∇ 2 . Discrete harmonicity is the property of f satisfying ∇ 2 f = 0, on both integer or continuous variables. Of course, this distinction is sensible only in R 2 . It is well known for instance that in R 2 discrete harmonic polynomials (solutions of ∇ 2 f (x, y) = 0), coincide with standard harmonic polynomials (solutions of ∇ 2 f (x, y) = 0) only up to the fourth degree in x and y.
Note -Clearly, L-cyclical coordinates in (9) define the discrete Laplacian on T 2 .
As a matter of notation, coherently with the choice of labelling entries between 0 and L − 1 (site (0, 0) being the South-West corner), the square Q L−n is obtained dropping n times the North and the East borders from Q L . Now we can introduce L-harmonicity and inner-harmonicity on Q L . On T 2 definitions must be supplemented by the appropriate boundary conditions.
b) It is said to be inner-harmonic if it is strictly harmonic for 1 ≤ {i, j} ≤ L − 2, i.e.
Innerharmonicity and L-harmonicity are independent but compatible properties. Therefore, c) a function is inner-L-harmonic if it is both L-harmonic and inner-harmonic.
d) an even stronger subclass are special inner-L-harmonic matrices, characterized by the property of being inner
this is true for matrices generated by discrete harmonic polynomials with integer coefficients.
Examples of matrices (L = 7) corresponding to the multiple definitions above are the following: a) L-harmonic but not inner-harmonic: 
Note that in example a) entries are between 0 and L − 1. This feature plays a role in classifying toppling invariants, therefore we give the following definition:
Def. 5 : an integer matrix of order L is said to be reduced if its entries are between 0 and L − 1.
Main Theorem on Discrete Harmonicity
The first point where definitions given in the previous section apply is a Theorem giving the necessary and sufficient condition for a function in order to generate a toppling invariant.
is a toppling invariant if and only if its generating
Proof. We prove first that L-harmonicity is a sufficient condition. From (10), L-harmonicity may be expressed by
where s(i, j) is an integer depending on the site. We would compute
LetR m (t) be the metacritical set R m at time t indented with its non metacritical neighbors. LetR c m (t) be the complementary set, i.e.R m (t) ∪R c m (t) = T 2 . At time t, the sum defining Φ f (Z t ) in (7) may be splitted in two sums running overR m (t) andR c m (t) respectively:
Similarly we define:
The tilde is to remind that, at time t + 1, only the configuration has evolved, while sums run over the same sites. SinceR c m (t) , is not touched by evolution,B t+1 = B t and
A t+1 may be rewritten as
Consider now the difference:
The abelian property of the BTW-rule ensures that we can consider in an arbitrary order toppling sites (value −4 in the sum) and receiving sites (value +1), provided that sites which are both are correctly counted. In other terms: a nearest neighbor of m metacritical sites carries m times the value +1, independently of the fact that it is in turn a metacritical site (with value −4) or not. This would imply a further splitting of the sum defining ∆ t , where the same site must be counted +1 with the correct multiplicity m if it is the neighbors of m metacritical sites, and −4 if it is also metacritical. But this is equivalent to consider only the strictly metacritical set R m , by writing:
This way, possible overlaps are automatically considered with the correct multiplicity. Recalling (16)
where S = s(i, j) is an integer. These considerations are consistent with the choice of cyclical indexes (ij) at the borders. Therefore
leading to the conclusion that L-harmonicity implies toppling invariance. Now we prove that L-harmonicity is a necessary condition. The hypothesis is that, for every
and the claim is
For an arbitrary {m, n}, let in particularZ
. By definitions and the hypothesis this means
and this may be repeated for all sites, QED.
As already noted, different functions in R 2 can produce the same matrix in Q L . In addition, the mod L operation in definition (7) suggests that distinct matrices not necessarily lead to distinct functionals. Actually, matrices can be grouped into equivalence classes, along the following definition:
Def. 6 : Two matrices f (i, j) and g(i, j) belong to the same equivalence class W L if, for every configuration Z,
This means that, when they belong to different classes, for at least one configurationZ
Of course, Def.6 could work for generic matrices and related functionals, but we are interested in matrices generating toppling invariants.
Theorem 3 : Two matrices f and g belong to the same class if and only if, for every i and
Proof. Condition (32) is sufficient. For every configuration Z,
cannot be true for everyZ (consider e.g. configurations different from zero only in D, possibly changing an entry by time.)
Corollary: in every equivalence class of matrices, there exists a unique representative, say F , whose entries are between 0 and L − 1, therefore (along Def.5) there is a unique reduced representative in every class. Note that different constant matrices between 0 and L − 1 belong to different classes, i.e. generate non equivalent functionals.
Another corollary is that the number of distinct classes is bounded by L L 2 , but such an estimate (which for L > 8 exceeds the number of configurations!) does not imply anything about the effectiveness of toppling invariants as constraints on evolution. A problem is therefore the determination of the effectively distinct classes at every L, a number we denote C(L). For low L's, it is possible to compute numerically by exhaustion such a number in a reliable way. Explicitly, we obtain
Note that these numbers may be condensed in the form
but we cannot claim such a formula to be true for every L. We take it only as a provisional estimate on the order of growth rate. Moreover, we observe that treating the general KLharmonicity problem, we should similarly define the C(K, L) numbers of distinct equivalence classes W KL .
Starting from a reduced matrix F , it is possible to find, within the same class, other matricesF which are inner-L-harmonic (see Def. 4c). The method consists in a "raising process", as described in Appendix C. The interesting point about such raised matrices is that not only they are largely sufficient to generate general toppling invariants but, more, they admit a representation partially recovering the formalism of linear spaces. This requires a short survey on the special role played by discrete harmonic polynomials in defining toppling invariants. On the contrary, there is no evidence, at the moment, that in every equivalence class W L it is possible to find one or more special inner-L-harmonic matrices.
Polynomials and Toppling Invariants
The subset of polynomials (up to a fixed degree) satisfying the discrete Laplace equation ( ∇ 2 P )(x, y) = 0 in R 2 is a linear vector space (see Appendix A). Given a discrete harmonic polynomial (hereafter Dh-polynomial ) P (x, y), its restriction P (i, j) to Q L is a innerharmonic matrix (Def.4b) for every L ≥ 3. We would like to find a link between the inner-L-harmonic matricesF introduced in the previous section, and Dh-polynomials, in order to find a polynomial representative for each class W L . Unfortunately, not every P (i, j) is appropriate as a generating function for a toppling invariant, for at least two reasons: 1) P (i, j) may have non integer entries, and 2) P (i, j) could be inner-harmonic but not L-harmonic. If P (x, y) has integer coefficients, we are insured that L-harmonicity is preserved by the following lemma, even if this is not a necessary condition.
Lemma 1: Every polynomial p N (x, y) of degree N in R 2 with integer coefficients, once reduced to Z 2 satisfies the property
for arbitrary integer k x and k y , and this implies that every Dh-polynomial with integer coefficients is L-harmonic on the torus.
Proof. We write
The quantity
, may be evaluated by the binomial expansion for shifted variables. One has:
where q(x, y) is still a polynomial with integer coefficients in L of degree N − 1 (remember we are considering points (x, y) ∈ Z 2 ). Therefore D mod L = 0, proving formula (36).
For a Dh-polynomial P (x, y), since ( ∇ 2 P )(x, y) = 0, the problem with L-harmonicity arises only for the border sites of the torus. Consider for instance the site (0, j) (the procedure is the same for the other border sites). In Z 2 we have
Now, if P (x, y) has integer coefficients, because of formula (36),
therefore the Dh-polynomial is L-harmonic on the torus. QED.
Conversely, starting from a generic toppling invariant in T 2 , we ask if there exists a polynomial representation for it in the sense above (such that its generating function is the restriction of a Dh-polynomial to T 2 ).
We have the following results (see Appendix B):
(i) every inner-harmonic matrix is the restriction of a Dh-polynomial with rational coefficients to Q L .
(ii) a sufficient condition for a Dh-polynomial to generate a inner-L-harmonic matrix is to have integer coefficients.
In Appendix B we conclude indeed by proving the following proposition (Theorem B1): Given a inner-harmonic matrix A of order L ≥ 3, it is always possible to define a Dh-polynomial P (x, y), whose degree is ≤ 2L, interpolating A on the sublattice.
By Theorem B1, we have an almost complete correspondence between toppling invariants and polynomially generated matrices. There is no space, in other terms, for such a "strange" inner-L-harmonic matrix that it cannot be realized via Dh-polynomials. However, the polynomial representation of Theorem B1 has not in general integer coefficients. It is true that denominators can be eliminated by multiplication, but the resulting new matrix does not belong in general to the same equivalence class of the previous one (even if it is still a toppling invariant).
Integer vs.
rational coefficients is a rather subtle matter, deserving deeper investigations. Let IC and RC polynomials be the integer and rational coefficients Dhpolynomials respectively. The main reason to prefer IC polynomials as generating functions is that their restriction to Q L is a special-inner-L-harmonic matrix for every L. In other words, a single IC polynomial immediately gives a representative of an equivalence class for each L and not only for the size actually investigated.
A question naturally arises: is it possible to extend Theorem B1, from RC to IC polynomials? Unfortunately, the answer is certainly negative, because not every inner-L-harmonic matrix is a special one, and this is a necessary condition for a matrix to be interpolated by IC polynomials. However, it is still not clear at the moment whether a weaker extension is possible in the following form: in every equivalence class W L there exists a special inner L-harmonic matrix M such that M is the restriction to Q L of an IC polynomial.
Independence
We recall our initial purpose of determining a partition of the configuration space by the intersection of the counter-images of values assigned to toppling invariants. A set of toppling invariants should be considered complete when the partition cannot be furtherly refined. We cannot expect that L-functionals alone are sufficient to fulfil this purpose, since KLfunctionals for K = L (we have disregarded from the very beginning) surely play a role in the refinement of the partition.
However, also for L-invariants alone, it is necessary to extract, from the whole set of distinct classes, those which are really different, or independent. This point consists in a suitable definition of dependence/independence which, in our context, does not reduce to linear dependence in the algebraic sense: indeed, the peculiar features we deal with (Lharmonicity, inner harmonicity etc.) are not preserved in general by linear operations. (It is sufficient to remember that constant matrices belong to L different classes). Dependence should be related to the partition of the configuration space into sectors labelled through toppling invariants. The idea is that:
• a toppling invariant is to be considered dependent on other invariants when it does not refine the partition; • every toppling invariant is dependent on every set of invariants in the same equivalence class;
• a periodic orbit with its basin of attraction belongs to a single sector of the partition; However,
• invariants in different classes may be dependent;
• it is possible that several basins belong to the same sector.
On these premises, we give the following definition:
Def. 7: Consider a set of n toppling invariants {Φ 1 , ..., Φ n }, generated by matrices
Assume that for a certain pair of configurations Z 1 , Z 2 the following hold:
then another toppling invariant Ψ is dependent on {Φ 1 , ..., Φ n } if condition (40) implies
Note that, if Ψ belongs to the equivalence class of some Φ k , surely (40) ⇒ (41), and therefore it is dependent, as required.
Even in view of future applications to the general KL-case, we give now a criterion establishing a sort of modular linear dependence among functionals.
Theorem 5 : let a matrix h such that (h − n k=1 a k f k ) mod L = 0, where the coefficients a k are integer. Then the functional Φ h is dependent on {Φ 1 , ..., Φ n } .
Proof. We assume that for Z 1 , Z 2 conditions (40) are true. The thesis is Φ h (Z 1 ) = Φ h (Z 2 ). Conditions (40) may be written
QED.
In particular, one could choose Z 1 ≡ Z t and Z 2 ≡ Z t+1 , i.e. a pair of consecutive configurations, and in this case conditions (40) are always satisfied by all toppling invariants. Theorem 5, in this case, implies that Φ h too is a toppling invariant. More explicitly, Corollary: every functional generated by an integer linear combination of functions (matrices) generating toppling invariants is also a toppling invariant.
To be consistent, we need a criterion for h to stay in the same equivalence class when linearly combined matrices vary in their classes.
Theorem 6 : Consider matrices f 1 , ..., f n , and a modular linear combination
A necessary and sufficient condition for h to remain in the same equivalence class when every of the f k 's varies in its class is that all α k 's are integer.
Proof. The condition is sufficient: suppose the α k 's are integer coefficients. Let be
where f k (i, j) = f k (i, j) + r k (i, j)L for every i, j and r k integer matrices (k = 1, ..., n). Then
and h is in the same class of h by Theorem 3.
The condition is necessary: let be, as above, R(i, j) = k α k r k (i, j). By Theorem 3, R(i, j) has to be integer for arbitrary integer matrices r k . This implies that all α k must be integer. QED.
Since every L toppling invariant can assume values from 0 to L − 1, m independent invariants determine, by counter images, a partition into at most L m invariant sets. An open problem is therefore the exact evaluation of the number M of all independent invariants, which would provide the maximal refinement of the partition into L M atoms.
At least for L=3, however, it is possible to calculate all the independent toppling invariants by a direct combinatorial approach. We get the following five matrices: 
The partition generated by them consists therefore of 3 5 = 243 atoms, and we observe that this number agrees with the provisional formula L 2L−1 given above (35) for numerically estimated distinct equivalence classes C(L).
However, there are indications that this formula is not a general one for independent invariants, having valuable exceptions even at low L's. We cannot postulate at this point any explicit relation between the numbers C(L) (or more properly C (K, L) ) and the refinement of the partition induced by L-harmonic (or KL-harmonic) independent invariants.
Conclusions and perspectives
We recall that the a sector (or atom) of the partition induced by independent invariants is the set of configurations which cannot be distinguished by values assumed on them by functionals. Certainly, an orbit cannot stay in two distinct atoms, but more basins of attraction, not necessarily with the same period, may be contained in the same atom. On the contrary, orbits in different atoms may have the same period. There is therefore a complicate relation between basins and atoms, leaving space to some further kind of invariance or symmetry.
In conclusion, analytical and numerical investigations on L-functionals lead to a sure evidence that the phenomenology on the growth rate of periods vs. size L is conveniently approached by the method of toppling invariants. However, without considering general KL-functionals, the wanted partition of the configuration space is far from being completely specified. The general case will be developed in a next study. We can anticipate that, with respect to the L-functionals case, in this extension an important difference is that relations between matrices and polynomials cannot survive: polynomials indeed (also in the case of integer coefficients) do not satisfy the boundary conditions on the torus. An entirely new approach is therefore needed. Moreover, numerical evidence says that the case K = L presents a rather complicated phenomenology.
Finally, we observe that invariant quantities on T 2 admit, with minor adjustments, a correspondence with "avalanche invariants" on the indented square, i.e. the usual lattice considered in SOC experiments embedded in Z 2 (grains outside the square are not really lost, ensuring the energy conservation). This means that the FES structure of the configuration space considered here suggests an interpretation of SOC behavior in terms of a random sequence of jumps from a basin to another. Further statistical items of the open boundaries BTW model which could take advantage from the knowledge of this structure are, for instance, those considered in [9] . with rational coefficients and maximum degree N (P ∈ P N ), we obviously still get a polynomial, say γ(x, y), such that γ ∈ P N −2 .
This statement is easily proved: first of all, we notice that the following properties hold:
Under these properties, we only need to know the action of the laplacian operator on one-variable monomials.
For every one-variable monomial in x (or y), the following expression holds:
Proof.: We use Newton's binomial formula to write:
The term 2x n is always cancelled by the two k = 0 terms in the sums. Then, if n is even, the odd j terms in the sums are always cancelled, and viceversa if n is odd. Moreover, the surviving terms are counted twice. [QED] Therefore, applying the laplacian operator to a one-variable monomial of degree n, we obtain a linear combination of one-variables monomials up to degree n − 2. By previous properties, we can conclude that the same holds also for two-variables polynomials.
[QED]
It is well-known that P N is a linear vector space, with dim(
. According to previous results, we call Π N : P N → P N −2 the following linear map:
Then, we call D N = ker(Π N ), i.e. the following vector subspace of P N :
The elements of D N will be called Dh-polynomials. The dimension of D N can be found simply applying the "rank+nullity" theorem to the map Π N :
Let D ⋆ R be the following vector subspace of D N :
Therefore, for R > 0 we can always find two (and not more) linearly indipendent Dh-polynomials, i.e. elements of D N , with the same degree R.
Following the standard algebraic procedure, it is quite easy to build up a complete basis B ⋆ = {e 
We usually refer to the following basis for D N , whose elements are polynomials with integer coefficients:
It is worth pointing out that the first elements of B ⋆ precisely correspond to the generating functions of the known invariants up to now.
Appendix B. Dh-polynomials and inner-L-harmonic matrices
Lemma B1 : For every square integer matrix with an arbitrary fixed contour, there exists a unique inner-harmonic completion.
Proof. Let F Ω (i, j) be the general integer function, defined on Q L , such that its 4L − 4 border sites are forced to assume integer values z k belonging to the set Ω.
In matrix form, we have:
We prove that, for each set Ω, there exists one and only one submatrix G with rational entries such that F Ω (i, j) is inner-harmonic.
If we impose the inner-harmonicity condition on F Ω , we get the linear systemÂ x = η({z k }), whereÂ is the following (L − 2) 2 × (L − 2) 2 matrix:
and H is a well-known matrix describing the Hamiltonian of nearest-neighbor hopping on a one-dimensional lattice (see [16] ):
The vector η depends on the fixed contour values. Its entries are of the following forms: We show that det(Â) = 0. Then, by Kramer's theorem, the proof is complete.
Following the procedure already outlined in [16] , we write the matrixĤ as a sum of direct products:
It is a matter of simple algebra to show thatD is the diagonal form ofÂ and the following holds:
The eigenvalues λ k of H are well known:
where
Then, according to (B.6), we immediately get the eigenvalues Λ ps ofÂ:
with p, s chosen indipendently.
We show thatÂ admits no null eigenvalues, so that det(Â) = 0.
We have to solve:
This implies:
The only possible solution would be obtained when the two cosines both equal 1, which implies:
where the n j 's are integers.
Since p ⋆ and s ⋆ range from 1 to L − 2, the conditions above cannot be fulfilled. QED.
Lemma B2 : It is always possible to interpolate a 3 × 3 inner-harmonic matrix A by a Dh-polynomial with rational coefficients.
Proof. For L = 3, there are 8 sites on the contour. The wanted polynomial P (x, y) satisfying the Lemma may be written in the form
where the U k (x, y)'s are linearly independent Dh-polynomials. We assume that among them there is the constant. Then, we must satisfy for instance the following equation, referred to the first contour site value A 00 :
and similar equations for the other sites on the contour. We have therefore a linear system with unknowns α k . It is a direct constructive observation, for L = 3, that the determinant of coefficients, i.e. the numbers U k (i, j) with i, j following the contour, may be chosen to be non zero (e.g. using the first 8 basis polynomials belonging to B ⋆ , see Appendix A). Therefore there exists a solution α 1 , ..., α 8 , which creates a Dh-polynomial interpolating the contour. But the inner-harmonic completion is unique, by Lemma B1: therefore, this polynomial is forced to interpolate not only the border sites, but the whole matrix. QED.
Lemma B3 : For every L ≥ 3, it is possible to define four Dh-polynomials ξ 1 , ξ 2 , ξ 3 and ξ 4 , respectively interpolating four matrices Z (1) , Z (2) , Z (3) and Z (4) , of order L + 1, which are everywhere 0 except:
3) the site (L, 0) for
Such polynomials, of degree ≤ 2L, will be called Z L -polynomials.
Proof. we prove the existence of ξ 1 , interpolating Z (1) . Consider a set of 4L linearly independent Dh-polynomials P k,s (x, y), where k = 1, ..., 2L is the degree, and s = 1, 2. This is possible because, at every degree k > 0, there exist two independent Dh-polynomials (see Appendix A). Possibly, s = 1 corresponds to the maximal degree of the variable x.
Moreover, it is possible to define the P k,s in such a way that all of them do not have the constant term (the subtraction of a constant, which is discrete harmonic, does not influence indeed the harmonicity of the P k,s 's or their independence). We write the wanted ξ 1 in the form 2 (x, y) (B.14)
We have to determine the 4L unknowns α j . Consider the minor M of Z (1) obtained by dropping the upper row and the right column. M is identically zero, and its 4L − 4 border sites in particular are zero. We impose to ξ 1 (x, y) to be zero on the contour of M and in four further sites of the lattice, precisely:
. This gives exactly 4L conditions for the 4L unknowns α 1 , ..., α 4L . Provided that these 4L conditions may be satisfied, the site (L, L − 1) is automatically zero. In the homogeneous system obtained through the nullity conditions, the coefficients are the value of the P k,s 's, on the M contour and further four sites. In particular, the first row coefficients are
and all of them are zero because the polynomials do not contain the constant term. Since one row is null, the determinant is zero and the homogeneous system has infinite non zero solutions α 1 , ..., α 4L . Such solutions cannot give an identically null polynomial ξ 1 (x, y) through cancellations of terms in the expansion (B.14), because the chosen polynomials are linearly independent, and this means that the only linear combination of them which gives the null polynomial is the one where all the coefficients equal zero. Now, let ξ 1 be defined by a non zero solution α 1 , ..., α 4L . Being zero on the M-contour, it is zero inside M because of the Corollary to Lemma B1. It is also zero by the discrete harmonicity relation on sites (k, L), k = 1, .., L + 1, and sites (L, k), k = 0, ..., L + 1. It remains to consider the site (0, L), where it is required to be non-zero. To prove it by contradiction, let be ξ 1 (0, L) = 0. We have:
Let be:
From the harmonicity relation, there is an integer J, 0 < J < L + 1, such that:
This means that the one variable polynomial ξ 1 (J, y) has 2L + 1 zeros: but this is absurd, since its degree in y is at most 2L. Therefore ξ 1 (0, L) = 0.
Similar proofs (with minor variations for ξ 4 ) hold for others Z L -polynomials.QED.
Lemma B4 : Let A be a inner-harmonic matrix of order L, and A ′ the inner-harmonic submatrix of order L − 1 obtained by dropping the upper (North) row and the last right (East) column of A. Let χ(x, y) be a Dh-polynomial of degree h interpolating A ′ . Then, it is possible to define a Dh-polynomial σ(x, y),
Proof. we write the wanted σ(x, y) in the form:
where the ξ k (x, y)'s are Z L−1 -polynomials as defined by Lemma B3, and z k 's are coefficients to be determined. The degree of the ξ k 's is at most 2(L−1), confirming the statement of the Lemma about the degree of σ. First of all, we note that on the sites of A ′ , σ(x, y) coincides with χ(x, y), all the Z L−1 -polynomials being 0 there. The polynomial χ, is uniquely defined by harmonicity on the North and East sides of A, with the following exceptions:
The discrete harmonicity condition, applied to A and χ, requires that χ(s 2 ) + χ(s 4 ) = β 2 + β 4 . In site s 1 , ξ k (s 1 ) = 0 for k = 1, while ξ 1 (s 1 ) = γ and χ(s 1 ) = δ. Therefore, from equation (B.21), σ(s 1 ) = z 1 γ +δ = β 1 : this gives z 1 = (β 1 −δ)/γ. The same procedure applies to sites s 3 and s 5 , determining z 2 and z 3 : note the shift of indices, reflecting the fact that we have five sites and only four Z L−1 -polynomials. The polynomial ξ 4 has to be non zero on both sites s 2 and s 4 , and the harmonicity condition imposes ξ 4 (s 2 ) = −ξ 4 (s 4 ): this constraint, however, is compatible with the correct definition of z 4 and therefore of σ(x, y). Indeed, let be λ = χ(s 2 ), µ = χ(s 4 ) and ω = ξ 4 (s 2 ) = −ξ 4 (s 4 ). Equation (B.21) requires evidently that σ(s 2 ) = λ + z 4 ω = β 2 and σ(s 4 ) = µ − z 4 ω = β 4 . We have to show that z 4 can satisfy both equation. From the first one, z 4 = (β 2 − λ)/ω, and by substituting this value into the second we get λ + µ = β 2 + β 4 , which is an identity. This way, the coefficients z 1 , .., z 4 in (B.21) are univocally determined and the polynomial σ(x, y) interpolating A exists. QED Note that in Lemma B4 the existence of χ interpolating the L − 1 minor A ′ of A was assumed. Moreover, the Lemma can be proved without assuming that entries are integer or that L-harmonicity holds.
We can state now the following final Theorem:
Theorem B1: Given a inner-harmonic matrix A of order L ≥ 3, whose sites coincide with the L × L sublattice Q L of Z 2 , in such a way that the South-West corner is the site (0, 0), it is always possible to define a Dh-polynomial P (x, y), whose degree is ≤ 2L, such that A is the restriction of P (x, y) to Q L .
Proof. We only need a iterative application of previous results: starting from A, we drop the North row and East column, defining the minor A (1) . If there exist an interpolating χ, the Theorem follows via Lemma B4; otherwise, we drop North row and East column of A (1) and restart the procedure. This process is consistent, because the minors iteratively defined continue to be inner-harmonic. Suppose to have finally the minor A (n) of order L − n admitting an interpolating polynomial. By Lemma B4, the minor A (n−1) can be defined, and so on, up to define A. All depends, therefore, on the possibility of finding a minor with the wanted property: but at least at order L = 3 this is ensured by Lemma B2, QED.
Appendix C. Raising Process
A simple algorithm to generate a inner-L-harmonic function in the same equivalence class of a given reduced function is provided in this section.
Let F (i, j) be a reduced L-harmonic function, the representative of an equivalence class W L . F is represented by a L × L matrix, whose entries range from 0 to L − 1. Consider the site (1, L − 2). Two cases are possible:
In the first case, nothing has to be modified, since F is already strictly harmonic in the site. One moves to the right neighbor, i.e. (2, L − 2).
In the second case, the quantity kL must be added to the lower neighbor, i.e. (1, L−3). This makes F strictly harmonic in (1, L − 2). The modified matrix has to be considered from now on. It still belongs to the same equivalence class W L , by Theorem 3. Again, one moves to (2, L − 2).
The procedure has to be iterated for each site in the row, up to (L − 2, L − 2). Next site to consider is (1, L − 3), and a new row is considered. The process ends when site (L − 2, 1) is considered, and the final updated matrix will be noted F * .
As noticed, all modifications keep the matrix within W L . Our claim is that, moreover, F * is inner-L-harmonic. This is true because updating does not modify a site more than one time, so that previous adjustments are not reconsidered, and all inner site are visited one and only one time. Possible exceptions to strict harmonicity are therefore cumulated on the contour.
The process could be varied, starting e.g. from another site, exchanging rows and columns, moving in the opposite direction, or else choosing another matrix in the same class as a starting point: all this shows that inner-harmonic matrices are not uniquely defined within a given class.
Appendix D. Proof of Theorem 1
Proof. Let F (i, j) be the general integer function defined on Q L , which can be represented in matrix form as follows:
We require that F (i, j) should generate a toppling invariant for every choice of K in the mod K operation, therefore also when that operation is dropped in Def.1, leading to the definition of an improved KL-functional.
Repeating the proof of Theorem 2 for the case of an improved KL-functional, the necessary and sufficient condition on its generating function F (i, j) becomes that F should be totally harmonic, i.e. inner-harmonic and also strictly harmonic on T Following therefore the procedure already used in Lemma B.1, we writê
The eigenvalues λ j of H may be written in the form:
is one of the L-th roots of unity (j = 1, ..., L).
Then, according to (D.3), we immediately get the eigenvalues Λ ps ofÂ:
We have to show that there exists only one null eigenvalue Λ ⋆ = 0: this way, the linear systemÂ x = 0 has ∞ 1 solutions, and the kernel basis is {x i = 1 i = 1, · · · , L 2 }. Therefore, the only improved toppling invariants are generated by multiples of the costant matrix.
We have to find the solution of:
The only possible solution is obtained when the real parts of the exponentials on the left side all equal 1, which corresponds to the following set of conditions: 2πp
Since p ⋆ and s ⋆ range from 1 to L, the conditions above can be fulfilled only when
Appendix E. Configuration Counting
In this section, we provide a more detailed estimate for the amplitude of the configuration space for BTW dynamics.
We suppose that L is the lattice size and E is the total energy, which acts as a strictly conserved quantity.
Given two integers, E and N = L 2 , a composition of E into N parts is a collection of N integers whose sum is E, such that 0 is considered a valid member of that collection, and order matters (see [15] ).
It is clear that the number of different configurations which share the same values for E and L simply equals the number of compositions of E into L 2 parts (fragments), provided that it is possible to take into account at least the following two constraints:
• Each fragment cannot exceed 7.
• Each configuration shall be active (not a fixed point, since in this case the dynamics is permanently frozen). This means that at least one fragment should exceed 3.
Combinatorial analysis allows an exact treatment for this problem. However, the obtained result is still overestimated, since it includes configurations which evolve into a frozen one in one or more iterations, instead of getting into an infinite avalanche.
The amplitude of the configuration space will be denoted by N (E, N) . It can be written as the difference between two contributions:
where A k (E, N) is the number of compositions of E into N fragments whose size does not exceed k.
Furthermore, A k (E, N) is the difference between two contributions:
where B(E, N) is the total number of non-negative integer compositions of E into N parts (i.e. not considering constraints on fragment size), and each A k ) requires the inclusion/exclusion principle, which states that:
It is possible to evaluate each term in the second member. For example, ♯A We notice that the sums in (E.4) always vanish, since the cardinalities of intersections among each sum are equal, and are substituted by an appropriate multiplicity factor.
In the same way, we can compute 1≤m<n≤N ♯(A (m) k ∩ A (n) k ): if two sites of the lattice exceed k, we simply have to compute the number of non-negative integer compositions of E − 2(k + 1) into N fragments. The multiplicity factor equals the number of ways in which we can choose two cells among N (the total number of cells of the lattice), i.e. where the Theta function (= 1 if E ≥ (k +1)s and 0 otherwise) means that no contributions to the sum in (E.7) can arise if the total energy is less than the sum of forbidden fragments. 
