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Zusammenfassung
Der Ausgangspunkt der Dissertation ist die Definition des Begriffs fasteuklidischer Raum. Zu
diesem gelangt man, indem man spezielle nicht-kommutative Geometrien – die fastaffinen
Ra¨ume – zusammen mit einer Kongruenzrelation betrachtet und analoge Axiome wie fu¨r eu-
klidische Ra¨ume fordert.
Das Hauptergebnis ist die algebraische Darstellung desarguesscher fasteuklidischer Ra¨ume mit-
tels regula¨rer Fastvektorra¨ume mit einer nullteiligen symmetrischen Bilinearform.
Dieses Ergebnis wird in folgenden Schritten erzielt:
Es werden fastaffine Koordinatenra¨ume u¨ber regula¨ren Fastvektorra¨umen einer Dimension ≥ 2
betrachtet, wobei der zugrundeliegende Fastko¨rper eine Charakteristik 6= 2 besitzt und sein
Kern mit seinem Zentrum u¨bereinstimmt. Mit Hilfe einer nullteiligen symmetrischen Biline-
arform wird eine Relation auf der Menge der Punktepaare (x, y) definert, fu¨r die die Verbin-
dungslinien von x nach y und von y nach x u¨bereinstimmen, d.h. x und y lassen sich durch
eine Gerade verbinden. Die transitive Hu¨lle dieser Relation ist eine Kongruenzrelation und der
Koordinatenraum zusammen mit dieser Relation ist ein fasteuklidischer Raum.
Die Angabe eines Beispiels zeigt, daß fasteuklidische Ebenen nicht notwendig desarguessch sind.
In einer fasteuklidischen Ebene besitzt jede Gerade ein Lot. Ferner existiert zu jedem Punkt p
genau eine Punktspiegelung mit Zentrum p und zu jeder Geraden G genau eine Geradenspiege-
lung mit Achse G. Das Produkt dreier Geradenspiegelungen an kopunktalen Geraden ist wieder
eine Geradenspiegelung. Es erweist sich, daß in fasteuklidischen Ebenen zueinander senkrechte
Linien bereits Geraden sind.
Die Bewegungsgruppe einer fasteuklidischen Ebene wird von der Menge der Geradenspiegelun-
gen erzeugt, insbesondere ist jede Bewegung das Produkt von ho¨chstens vier Geradenspiege-
lungen.
Fordert man in fasteuklidischen Ebenen die desarguesschen Axiome, so lassen sich Drehstrek-
kungen definieren. Fu¨r einen Punkt p bildet die Menge der Drehstreckungen mit Fixpunkt p eine
kommutative Gruppe, mit deren Hilfe sich eine Variante der pappusschen Schließungsaussage
beweisen la¨ßt, welche fu¨r die algebraische Darstellung beno¨tigt wird.
Fasteuklidische Ra¨ume einer Dimension ≥ 3 sind stets desarguesch. In desarguesschen fasteukli-
dischen Raum existiert zu jedem Punkt p und jeder GeradenG eine zuG senkrechte Hyperebene
durch p. Ferner existiert zu jeder Geraden G genau eine Geradenspiegelung mit Achse G.
Mit Hilfe der Geradenspiegelungen werden in desargueschen fastaffinen Ra¨umen Linearformen
definiert, die zu einer nullteiligen symmetrischen Bilinearform fu¨hren, welche die Kongruenz
beschreibt.
Damit existiert zu jedem desarguesschen fasteuklidischen Raum ein Fastko¨rper einer Charakte-
ristik 6= 2, dessen Kern und Zentrum u¨bereinstimmen und ein regula¨rer Fastvektorraum einer
Dimension ≥ 2 u¨ber diesem Fastko¨rper mit einer nullteiligen symmetrischen Bilinearform, so
daß der fasteuklidische Raum isomorph zu der Koordinatengeometrie u¨ber diesem Fastvektor-
raum mit der durch die Bilinearform definierten Kongruenzrelation ist.
fastaffiner Raum, euklidischer Raum, Kongruenz
Abstract
The starting point of the dissertation is the definition of neareuclidean spaces. One is led to
this definition by observation of special noncommutative geometries (nearaffine spaces) which
are combined with a congruence relation for which analogous axioms like in euclidean spaces
are holding.
The main result is the representation of desarguesian neareuclidean spaces by regular nearlinear
spaces combined with an anisotropic symmetric bilinear form.
This result is achieved by taking the following steps:
Nearaffine coordinate spaces constructed out of nearlinear spaces with a dimension ≥ 2 are
observed, where the corresponding nearfield is of characteristic 6= 2 and its kernel is equal to its
center. A relation on the set of ordered pairs of points (x, y), where the line from x to y equals
the one from y to x (that is x and y are connected by a straight line), is defined with the aid
of an anisotropic symmetric bilinear form. The transitive hull of this relation is a congruence
relation, which together with the coordinate space forms a neareuclidean space.
By giving an example the existence of neareuclidean spaces which are not desarguesian is
proven. In a neareuclidean space to every straight line there is a perpendicular line. To every
point p there is exactly one reflection with center p and to every straight line G there is exactly
one reflection with axis G. The product of three reflections which axis’ incide with one point
is another mirror reflection. In neareuclidean planes a pair of orthogonal lines is already a pair
of orthogonal straight lines.
The set of motions of a neareuclidean plane forms a group and this group is generated by
the set of mirror reflections. In particular every motion is the product of at most four mirror
reflections.
If the desarguesian axioms are postulated in a neareuclidean plane, the definition of stretching
rotations is possible. For a point p the set of stretching rotation with center p forms a commu-
tative group. With the aid of this group a variant of the theorem of Pappus is proven, which is
neccessary for the representation of neareuclidean spaces.
Neareuclidean spaces of a dimension ≥ 3 are always desarguesian. In a desarguesian neareucli-
dean space there exists to every point p and every straight line G a hyperplane which incides
with p and which is orthogonal to G. Moreover there exists to every straight line G exactly one
reflection with axis G.
In desarguesian neareuclidean spaces linear forms are defined with the aid of mirror reflections,
which describe the congruence relation.
To every desarguesian neareuclidean space there exists a nearfield of characteristic 6= 2, which
kernel and center are equal, a regular nearlinear space of a dimension ≥ 2 constructed out of
this nearfield and an anisotropic symmetric bilinear form, so that the neareuclidean space is
isomorphic to the coordinate geometry constructed out of the nearlinear space together with
the congruence relation, which is induced by the bilinear form.
nearaffine space, euclidean space, congruence
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Einleitung 2
Einleitung
Die nicht-kommutative Geometrie befaßt sich mit Inzidenzstrukturen, in denen die Verbin-
dungslinie von einem Punkt x zu einem zweiten Punkt y nicht notwendig gleich derjenigen
von y nach x ist. 1973 hat J. Andre´ eine Klasse nicht-kommutativer Geometrien – die fastaf-
finen Ra¨ume – eingefu¨hrt. Zu diesen gelangt man durch U¨bertragung der Konstruktion affi-
ner Ra¨ume aus Vektorra¨umen (kommutative Geometrie) auf Fastvektorra¨ume (lineare Ra¨ume
u¨ber Fastko¨rpern). Seit dieser Zeit sind viele weitere nicht-kommutative geometrische Struk-
turen untersucht worden (P-Ra¨ume, schiefaffine Ra¨ume, semiaffine Ra¨ume, schiefprojektive
Ra¨ume), und es wurden Beziehungen zu anderen Teilen der Mathematik hergestellt, wie z.B.
Graphentheorie (Pfalzgraf, Andre´), Gruppentheorie (Andre´) und Kreisgeometrie (Jakobowski).
Grundlage dieser Arbeit sind die Ergebnisse von J. Andre´ und H. Tecklenburg zur algebraischen
Darstellung fastaffiner Ra¨ume und die Entwicklung der linearen Algebra u¨ber Fastko¨rpern von
J. Andre´ und K. Mu¨ller.
In der euklidischen Geometrie betrachtet man in affinen Ra¨umen zusa¨tzlich Kongruenzrelatio-
nen. Fordert man gewisse Vertra¨glichkeiten mit den Inzidenzaxiomen, erha¨lt man euklidische
Ra¨ume. Diese sind stets desarguessch, und die Kongruenzrelation la¨ßt sich mittels einer null-
teiligen quadratischen Form auf dem darstellenden Vektorraum beschreiben.
In der vorliegenden Arbeit werden fasteuklidische Ra¨ume eingefu¨hrt und untersucht. Diese
entstehen durch Verallgemeinerung des Axiomsystems von H. Karzel ([7],[8]) aus fastaffinen
Ra¨umen mit einer Kongruenzrelation.
Das erste Kapitel stellt die Grundlagen zusammen: In 1.1 und 1.2 werden die Grundbegriffe
definiert und Folgerungen angegeben. Teilraumeigenschaften und die Dimensionierung fastaf-
finer Ra¨ume sind in 1.3 zusammengefaßt. Abschnitt 1.4 entha¨lt die beno¨tige lineare Algebra
u¨ber Fastko¨rpern, aus der insbesondere die Bilinearformen wichtig sind. Abschließend werden
in 1.5 desarguessche fastaffine Ra¨ume algebraisch dargestellt.
Im zweiten Kapitel werden fasteuklidische Ra¨ume betrachtet.
Die Begriffe fasteuklidische Ebene und fasteuklidischer Raum werden in Abschnitt 2.1 definiert.
Fasteuklidische Ra¨ume sind regula¨r und besitzen die Eigenschaft, daß die Diagonalen eines
Parallelogramms nicht parallel sind. Ein fasteuklidischer Raum mit kommutativer Verbindung
ist ein euklidischer Raum im Sinne von [7]. Das Axiomsystem fu¨r fasteuklidische Ra¨ume ist
also eine Verallgemeinerung des Axiomsystems fu¨r nicht-fanosche euklidische Ra¨ume.
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Beispiele fasteuklidischer Ra¨ume werden in 2.2 in Form von Koordinatengeometrien u¨ber re-
gula¨ren Fastvektorra¨umen mit nullteiliger symmetrischer Bilinearform angegeben. Dabei muß
der Kern des zugrundeliegenden Fastko¨rpers mit dessen Zentrum u¨bereinstimmen. Ferner muß
die Charakteristik des Fastko¨rpers ungleich 2 sein.
Zur Konstruktion einer Kongruenzrelation auf einer fastaffinen Koordinatengeometrie wird mit
Hilfe der Bilinearform eine reflexive symmetrische Relation ≡Q definiert, welche die Kongruenz
von Punktepaaren (x,y), (u,v) beschreibt, fu¨r die die Verbindungslinie von y − x und v − u
eine Gerade ist. Die transitive Hu¨lle der Relation ≡Q ist eine Kongruenzrelation, mit der die
Koordinatengeometrie zu einem fasteuklidischen Raum wird. Der Beweis dieser Aussage bildet
den Inhalt von Abschnitt 2.2.
In Abschnitt 2.3 werden Schließungsaussagen untersucht. Da fastaffine Ra¨ume einer Dimensi-
on ≥ 3 stets desarguessch sind, wird die Betrachtung auf fasteuklidische Ebenen beschra¨nkt.
Es gilt das kleine Axiom von Desargues und zwei weitere Schließungsausagen, mit deren Hil-
fe gezeigt wird, daß ein fasteuklidischer Raum eine regula¨r auf der Punktmenge operierende
Translationsgruppe besitzt.
Fasteuklidische Ebenen sind i.a. nicht desarguessch. Dies wird durch Angabe eines Beispiels
einer nicht-desarguesschen fasteuklidischen Ebene gezeigt. Dies ist ein deutlicher Unterschied
zur kommutativen Geometrie, da euklidische Ebenen stets desarguessch sind.
Abschnitt 2.4 definiert den Begriff der Bewegung sowie den der Spiegelung an einem Punkt
und an einer Geraden. Es wird gezeigt, daß zu jedem Punkt genau eine Spiegelung an diesem
existiert.
Der wichtige Begriff der Orthogonalita¨t zwischen Linien wird in Abschnitt 2.5 definiert. An-
schließend wird gezeigt, daß sich die Definition vereinfachen la¨ßt, wenn man sich auf Geraden
beschra¨nkt.
Mit Geradenspiegelungen in fasteuklidischen Ebenen und ihren Eigenschaften befaßt sich Ab-
schnitt 2.6. Die Existenz eines Lots zu jeder Geraden wird bewiesen. Damit wird gezeigt, daß
zu jeder Geraden genau eine Spiegelung an dieser existiert und daß je zwei verschiedene Punk-
te, welche sich durch eine Gerade verbinden lassen, einen Mittelpunkt besitzen. Es zeigt sich,
daß aufeinander senkrecht stehende Linien in einer fasteuklidischen Ebene bereits Geraden sind
(Diese Aussage gilt i.a. nicht in fasteuklidischen Ra¨umen). Zum Schluß wird das Analogon zum
(aus der kommutative Geometrie bekannten) Dreispiegelungssatz bewiesen und gezeigt, daß
jede Bewegung einer fasteuklidischen Ebene das Produkt von ho¨chstens vier (und i.a. nicht
weniger) Geradenspiegelungen ist.
Unter Hinzunahme des Axioms von Desargues werden in Abschnitt 2.7 Drehstreckungen in
fasteuklidischen Ebenen definiert. Diese bilden eine kommutative Gruppe. Mit Hilfe der Dreh-
streckungen wird eine Variante der pappusschen Schließungsaussage bewiesen, die fu¨r die alge-
braische Darstellung fasteuklidischer Ra¨ume wichtig ist.
Der Begriff der Orthogonalita¨t von Teilra¨umen sowie dessen Eigenschaften sind der Inhalt von
Abschnitt 2.8. Zu einer Geraden wird die Existenz einer Lothyperebene gezeigt.
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Mit diesen Hilfsmitteln werden Geradenspiegelungen in fasteuklidischen Ra¨umen in Abschnitt
2.9 definiert. Analog zur Situation in fasteuklidischen Ebenen existiert zu jeder Geraden genau
eine Spiegelung an dieser Geraden.
Schließlich werden in Abschnitt 2.10 desarguessche fasteuklidische Ra¨ume algebraisch darge-
stellt. Es wird auf die algebraische Darstellung fastaffiner Ra¨ume (Abschnitt 1.5) aufgebaut,
indem eine nullteilige symmetrische Bilinearform auf dem darstellenden Fastvektorraum kon-
struiert wird, welche die Kongruenz beschreibt. Außerdem wird gezeigt, daß in dem Fastko¨rper,
welcher dem darstellenden Fastvektorraum zugrundeliegt, Kern und Zentrum u¨bereinstimmen.
Der Darstellungssatz fu¨r desarguessche fastaffine Ra¨ume ist somit auf desarguessche fasteukli-
dische Ra¨ume erweitert worden.
Frau Prof. Dr. H. Tecklenburg und Herrn Prof. Dr. H. Hotje mo¨chte ich fu¨r die Betreuung
dieser Arbeit danken.
5Kapitel 1
Grundlagen
Die fu¨r diese Arbeit relevanten Begriffe und Sa¨tze aus der Theorie der fastaffinen Ra¨ume und
der Fastvektorra¨ume werden in diesem Kapitel zusammengestellt. Sie ko¨nnen in [1], [2], [3],
[10], [11], [14], [15], [17] nachgelesen werden.
1.1 Fastaffine Ra¨ume
Es existieren verschiedene Mo¨glichkeiten, fastaffine Ra¨ume zu definieren. Die hier verwendete
Variante benutzt ein Modell von J. Pfalzgraf [12].
Definition 1.1.1
Es seien X,D nichtleere Mengen, X(2) :=
{
(x, y) ∈ X2
∣∣ x 6= y} und
〈〉 :
{
X(2) → D
(x, y) 7→ 〈x, y〉
eine surjektive Abbildung. Das Tripel (X,D, 〈〉) heißt P-Raum.
a) Die Elemente von X heißen Punkte, die Elemente von D heißen Richtungen des Raumes.
〈x, y〉 heißt Richtung von x nach y.
b) Es wird folgende Verbindungsoperation definiert:
⊔ :
{
X(2) → P(X)
(x, y) 7→ x ⊔ y := {x} ∪
{
z ∈ X
∣∣ 〈x, z〉 = 〈x, y〉}
Die Menge x ⊔ y heißt Linie von x nach y. L bezeichne die Menge der Linien des Raumes.
c) x ∈ X heißt Aufpunkt der Linie L ∈ L, wenn ein Punkt y ∈ X \{x} existiert, so daß gilt:
L = x ⊔ y. Fu¨r x ∈ X sei Lx := {L ∈ L | x ist Aufpunkt von L}.
d) Eine Linie L ∈ L heißt Gerade, wenn jeder Punkt x ∈ L Aufpunkt von L ist. G bezeichne
die Menge der Geraden des Raumes. Fu¨r x ∈ X sei Gx := Lx ∩G.
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Definition 1.1.2
Ein P-Raum (X,D, 〈〉) heißt fastaffiner Raum, wenn die folgenden Axiome gelten:
(T) ∀x ∈ X ∀ d ∈ D ∃ y ∈ X \{x} : 〈x, y〉 = d
(Tam) ∀x, y, z, x′, y′ ∈ X mit 〈x, y〉 = 〈x′, y′〉 und z 6= x, y ∃ z′ ∈ X :
〈x, z〉 = 〈x′, z′〉 und 〈y, z〉 = 〈y′, z′〉
(S) ∀ (x, y) ∈ X(2) : 〈x, y〉 = 〈y, x〉
(Z) ∀ (x, y) ∈ X(2) ∃n ∈ N ∃x0, . . . , xn ∈ X mit x = x0, xn = y ∀ i ∈ 1, . . . , n :
xi−1 ⊔ xi ∈ G
(G) ∀G ∈ G ∀L ∈ L\G : |G ∩ L| ≤ 1
(R) ∃x, y, z ∈ X paarweise verschieden ∀G ∈ G : {x, y, z} 6⊂ G
Ein fastaffiner Raum (X,D, 〈〉) heißt regula¨r, wenn gilt:
∀G,H ∈ G mit |G ∩H| = 1 ∃ g ∈ G\H ∃h ∈ H \G : g ⊔h ∈ G
Definition 1.1.3
In einem fastaffinen Raum (X,D, 〈〉) heißen zwei Linien L,M ∈ L parallel zueinander in Zeichen
L ‖M , wenn Punkte l, l′,m,m′ ∈ X existieren, so daß gilt:
L = l ⊔ l′, M = m ⊔m′, 〈l, l′〉 = 〈m,m′〉
Satz 1.1.4
(
[1] II.§2/§4, III.§2/§4
)
Es sei (X,D, 〈〉) ein fastaffiner Raum.
a) Jede Linie besitzt entweder genau einen Aufpunkt, oder sie ist eine Gerade.
b) Zu jeder Linie L ∈ L existiert genau eine Richtung d ∈ D, so daß gilt:
∀ (x, y) ∈ X(2) : L = x ⊔ y ⇒ 〈x, y〉 = d
c) Zu einem Punkt x ∈ X und einer Linie L ∈ L gibt es genau eine zu L parallele Linie mit
Aufpunkt x. Diese wird mit {x ‖ L} bezeichnet.
d) ‖ ist eine A¨quivalenzrelation auf L.
e) Eine Parallele zu einer Geraden ist wieder eine Gerade.
f) Es gilt die Parallelogrammschließungsaussage:
(Pgm) ∀x, y, z ∈ X mit x 6= y, z ∃w ∈ X : 〈x, y〉 = 〈z, w〉, 〈x, z〉 = 〈y, w〉
Ist eine der Linien x ⊔ y, x ⊔ z eine Gerade, so ist der Punkt w nach (G) eindeutig bestimmt,
und es wird folgende Bezeichnung verwendet: w =: Pgm(x, y, z).
Fu¨r x, y ∈ X sei Pgm(x, x, y) := Pgm(x, y, x) := y.
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Bemerkung 1.1.5
a) Aus Satz 1.1.4 folgt, daß der Begriff fastaffiner Raum mit dem aus [14] und [2] u¨berein-
stimmt.
b) Ein fastaffiner Raum, in dem jede Linie eine Gerade ist, ist ein affiner Raum. ([2] III.§1)
Definition 1.1.6
Zwei fastaffine Ra¨ume (X,D, 〈〉), (X ′, D′, 〈〉′) heißen isomorph zueinander, wenn eine Bijektion
α : X → X ′ existiert, so daß gilt:
∀ (x, y), (u, v) ∈ X(2) : 〈x, y〉 = 〈u, v〉 ⇔
〈
α(x), α(y)
〉′
=
〈
α(u), α(v)
〉′
Die Abbildung α heißt dann Isomorphismus, und es wird die Schreibweise
(X,D, 〈〉) ∼= (X ′, D′, 〈〉′) verwendet.
α induziert eine Bijektion von D nach D′, indem eine Richtung d = 〈x, y〉 ∈ D auf die Richtung〈
α(x), α(y)
〉′
∈ D′ abgebildet wird.
Definition 1.1.7
Es sei (X,D, 〈〉) ein fastaffiner Raum.
a) Ein Isomorphismus von (X,D, 〈〉) auf sich heißt Automorphismus oder Kollineation. Die
Menge der Automorphismen von X wird mit Aut(X) bezeichnet.
Ein Punkt x ∈ X heißt Fixpunkt einer Kollineation α ∈ Aut(X), falls α(x) = x gilt.
b) Eine Kollineation δ ∈ Aut(X) heißt Dilatation, wenn gilt:
∀L ∈ L : L ‖ δ(L)
Die Menge der Dilatationen von X wird mit Dil(X) bezeichnet. Fu¨r x ∈ X bezeichne
Dilx(X) die Menge der Dilatationen von X mit Fixpunkt x.
c) Eine Dilatation τ ∈ Dil(X) heißt Translation, wenn sie fixpunktfrei ist und wenn gilt:
∀x, y ∈ X :
〈
x, τ(x)
〉
=
〈
y, τ(y)
〉
,
oder wenn sie die Identita¨t ist. Fu¨r τ 6= idX heißt
〈
x, τ(x)
〉
die Richtung der Translation
τ . Die Menge der Translationen wird mit Tra(X) bezeichnet. Fu¨r G ∈ G sei
TraG(X) :=
{
τ ∈ Tra(X)∗
∣∣ ∀x ∈ X : x ⊔ τ(x) ‖ G} ∪ {idX}
Satz 1.1.8
(
[2] III.§2, [14] II.§5
)
Es sei (X,D, 〈〉) ein fastaffiner Raum.
a) Eine Kollineation erha¨lt Aufpunkte und Parallelita¨ten:
∀α ∈ Aut(X) ∀ z ∈ X ∀L ∈ Lz : α(L) ∈ Lα(z)
∀α ∈ Aut(X) ∀L,M ∈ L : L ‖M ⇔ α(L) ‖ α(M)
Das Bild einer Geraden unter einer Kollineation ist also wieder eine Gerade.
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b) Eine Dilatation mit zwei verschiedenen Fixpunkten ist die Identita¨t.
c) Aut(X) ist bezu¨glich der Komposition von Abbildungen eine Gruppe.
d) Dil(X) ist ein Normalteiler von Aut(X).
e) Fu¨r G ∈ G ist TraG(X) ein Normalteiler von Dil(X).
f) Fu¨r x ∈ X und τ ∈ Tra(X) gilt: τ Dilx(X) τ
−1 = Dilτ(x)(X).
1.2 Schließungsaussagen
Definition 1.2.1
Es sei (X,D, 〈〉) ein fastaffiner Raum. Die folgenden Schließungsaussagen werden definiert:
D(z; a1, a2, a3; b1, b2, b3) :⇔

z, a1, a2, a3 ∈ X mit z 6= a1, a2, a3
bi ∈ z ⊔ ai \{z, ai} (i ∈ {1, 2, 3})
z ⊔ a1, z ⊔ a2, z ⊔ a3 paarweise verschieden
z ⊔ a1 ∈ G
〈a1, a2〉 = 〈b1, b2〉, 〈a1, a3〉 = 〈b1, b3〉
d(a1, a2, a3; b1, b2, b3) :⇔

a1, a2, a3, b1 ∈ X mit a1 6= b1
bi ∈ {ai ‖ a1 ⊔ b1} (i ∈ {2, 3})
a1 ⊔ b1, a2 ⊔ b2, a3 ⊔ b3 paarweise verschieden
a1 ⊔ b1 ∈ G
〈a1, a2〉 = 〈b1, b2〉, 〈a1, a3〉 = 〈b1, b3〉
d’(a1, a2, a3; b1, b2, b3) :⇔

a1, a2, a3, b1 ∈ X mit a1 6= b1
bi ∈ {ai ‖ a1 ⊔ b1} (i ∈ {2, 3})
a1 ⊔ b1, a2 ⊔ b2, a3 ⊔ b3 paarweise verschieden
a1 ⊔ a2, a1 ⊔ a3 ∈ G
〈a1, a2〉 = 〈b1, b2〉, 〈a1, a3〉 = 〈b1, b3〉
P’(z; a1, . . . , a6) :⇔

∃G ∈ Gz : a1, a3, a5 ∈ G\{z}
∃H ∈ Gz \{G} : a2, a4, a6 ∈ H \{z}
a1, a3, a5 paarweise verschieden
a1 ⊔ a2, a2 ⊔ a3 ∈ G
〈a1, a2〉 = 〈a5, a6〉, 〈a2, a3〉 = 〈a4, a5〉
(D) D(z; a1, a2, a3; b1, b2, b3) ⇒ 〈a2, a3〉 = 〈b2, b3〉 (Axiom von Desargues)
(d) d(a1, a2, a3; b1, b2, b3) ⇒ 〈a2, a3〉 = 〈b2, b3〉 (kleines Axiom von Desargues)
(d’) d’(a1, a2, a3; b1, b2, b3) ⇒ 〈a2, a3〉 = 〈b2, b3〉
(P’) P’(z; a1, . . . , a6) ⇒ 〈a1, a4〉 = 〈a3, a6〉
Der Raum (X,D, 〈〉) heißt desarguessch, wenn er den beiden Axiomen von Desargues genu¨gt.
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Satz 1.2.2
(
[14] II.§6, [15]
)
Es sei (X,D, 〈〉) ein desarguesscher fastaffiner Raum.
a) Fu¨r G ∈ G operiert TraG(X) regula¨r auf G:
∀x, y ∈ G ∃1 τx,y ∈ TraG(X) : τx,y(x) = y
b) Tra(X) ist eine abelsche Gruppe, die regula¨r auf X operiert:
∀x, y ∈ X ∃1 τx,y ∈ Tra(X) : τx,y(x) = y
c) Fu¨r z ∈ X und L ∈ Lz operiert Dilz(X) regula¨r auf L\{z}:
∀x, y ∈ L\{z} ∃1 δ ∈ Dilz(X) : δ(x) = y
1.3 Basis, Dimension, Flateigenschaften
Da ein fastaffiner Raum mit ∃L ∈ L : |L| = 2 ein affiner Raum u¨ber GF(2) ist
(
[2] III.§1
)
,
wird im folgenden ∀L ∈ L : |L| ≥ 3 vorausgesetzt.
Definition 1.3.1
Es sei (X,D, 〈〉) ein fastaffiner Raum, z ∈ X und H ⊂ Gz. Zwei Punkte x, y ∈ X heißen
verbindbar mittels H in Zeichen x ∼H y, wenn gilt:
∃n ∈ N0 ∃x0, . . . , xn ∈ X mit x = x0, xn = y ∀ i ∈ {1, . . . , n} : {z ‖ xi−1 ⊔xi} ∈ H
Eine Teilmenge T ⊂ X heißt Teilraum von X in Zeichen T < X, wenn gilt:
(T1) ∀x, y ∈ T : x ⊔ y ⊂ T
(T2) ∀x, y ∈ T ∃x0, . . . , xn ∈ T mit x = x0, xn = y ∀ i ∈ {1, . . . , n} : xi−1 ⊔ xi ∈ G
Die Menge der Teilra¨ume von X wird mit T(X) bezeichnet.
Fu¨r T ∈ T(X) bezeichne D(T ) :=
{
〈x, y〉
∣∣ (x, y) ∈ T (2)} die Menge der Richtungen, L(T ) :=
{L ∈ L | L ⊂ T} die Menge der Linien und G(T ) := G ∩ L(T ) die Menge der Geraden des
Teilraumes T .
Satz 1.3.2
(
[10] §3
)
Es sei (X,D, 〈〉) ein fastaffiner Raum.
a) Fu¨r T < X, L ∈ L(T ) und x ∈ T gilt: {x ‖ L} ⊂ T .
b) Fu¨r einen Teilraum T < X mit |T | ≥ 2 ist
(
T,D(T ), 〈〉
∣∣
T (2)
)
ein fastaffiner Raum.
c) Die Abbildung
z
:

P(Gz) → T(X)
H 7→
{
{x ∈ X | z ∼H x} fu¨r H 6= ∅
∅ fu¨r H = ∅
ist wohldefiniert und besitzt folgende Eigenschaften:
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a) ∀T ∈ T(X) ∀H ⊂ Gz(T ) : H
z
< T
b) ∀H ⊂ Gz : H ⊂ G
(
H
z )
c) ∀H, I ⊂ Gz : H ⊂ I ⇒ H
z
⊂ I
z
Definition 1.3.3
Es sei (X,D, 〈〉) ein fastaffiner Raum und z ∈ X.
a) Eine Menge H ⊂ Gz heißt Erzeugendensystem von T < X, wenn gilt: H
z
= T .
b) Eine Menge H ⊂ Gz heißt unabha¨ngig, wenn gilt: ∀G ∈ H : G 6⊂ H\{G}
z
.
c) Eine Menge H ⊂ Gz heißt Basis von T < X, wenn sie unabha¨ngig und Erzeugendensystem
von T ist.
Satz 1.3.4
(
[10] §3
)
In einem fastaffinen Raum (X,D, 〈〉) mit z ∈ T < X und |T | ≥ 2 la¨ßt sich jede unabha¨ngige
Menge H ⊂ Gz(T ) zu einer Basis von T erga¨nzen. Je zwei Basen von T sind gleichma¨chtig.
Definition 1.3.5
Es sei (X,D, 〈〉) ein fastaffiner Raum und T < X. Falls |T | ≥ 2 gilt, sei H eine Basis von T .
Dann heißt die Kardinalzahl
dim(T ) :=

|H| fu¨r |T | ≥ 2
0 fu¨r |T | = 1
−1 fu¨r T = ∅
die Dimension von T . Ein fastaffiner Raum der Dimension 2 heißt fastaffine Ebene. T2(X) :=
{E < X | dim(E) = 2} bezeichne die Menge der Ebenen in X.
Lemma 1.3.6
(
[14] I.§2
)
In einer fastaffinen Ebene (E,D, 〈〉) gilt:
∀G ∈ G ∀L ∈ L : G ∦ L ⇒ |G ∩ L| = 1
Satz 1.3.7
(
[14] IV.§10
)
Ein fastaffiner Raum (X,D, 〈〉) mit dim(X) > 2 ist desarguessch.
Satz 1.3.8
(
[10] §4
)
Es sei (X,D, 〈〉) ein fastaffiner Raum.
a) Fu¨r S ⊂ T(X) gilt:
⋂
S ∈ T(X).
b) Die Abbildung
:
{
P(X) → T(X)
A 7→
⋂
{T ∈ T(X) | A ⊂ T}
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ist ein Hu¨llenoperator, d.h. es gilt:
a) ∀A ⊂ X : A ⊂ A
b) ∀A ⊂ X : A = A
c) ∀A,B ⊂ X : A ⊂ B ⇒ A ⊂ B
c) Fu¨r endlichdimensionale Teilra¨ume S, T ∈ T(X) mit S ∩ T 6= ∅ gilt:
dim
(
S ∪ T
)
+ dim(S ∩ T ) = dimS + dimT
Definition 1.3.9
Ein TeilraumH eines fastaffinen Raumes (X,D, 〈〉) heißt Hyperebene, wenn eine Gerade G ∈ G
existiert, so daß X = G ∪H gilt.
Lemma 1.3.10
(
[10] §4
)
Es sei (X,D, 〈〉) ein fastaffiner Raum und H ∈ T(X) eine Hyperebene. Dann gilt:
∀L,M ∈ L mit L ‖M : |L ∩H| = 1 ⇒ |M ∩H| = 1
Definition 1.3.11
Ein Teilraum T eines fastaffinen Raumes (X,D, 〈〉) heißt Flat, wenn gilt:
(F1) ∀L ∈ L : |L ∩ T | > 1 ⇒ L ⊂ T
(F2) ∀x, y ∈ T ∀L ∈ Lx ∀M ∈ Ly :
∣∣L ∩M ∩ (X \T )∣∣ ≥ 2 ⇒ x = y(
In [10] wird nur (F1) gefordert.
)
Satz 1.3.12
(
[10] §4
)
In einem fastaffinen Raum (X,D, 〈〉) mit T ⊂ X gilt:
T erfu¨llt (T1) ⇒ T ∈ T(X)
Satz 1.3.13
(
[14] I.§3, [10] §4, [4] §5
)
In einem desarguesschen fastaffinen Raum (X,D, 〈〉) gilt:
T ∈ T(X) ⇒ T ist ein Flat
1.4 Fastvektorra¨ume
1.4.1 Fastko¨rper
Definition 1.4.1
Es sei F eine Menge mit zwei bina¨ren Operationen +, · : F ×F → F . Das Tripel (F,+, ·) heißt
(Links-) Fastko¨rper, wenn gilt:
Fastvektorra¨ume 12
a) (F,+) ist eine Gruppe (mit neutralem Element 0).
b) (F ∗, ·) ist eine Gruppe (mit neutralem Element 1).
c) ∀ a ∈ F : 0 · a = 0
d) ∀ a, b, c ∈ F : a · (b+ c) = a · b+ a · c
Die Menge K(F ) := {a ∈ F | ∀ b, c ∈ F : (b+ c) · a = b · a+ c · a} heißt Kern und die Menge
Z(F ) := {a ∈ F | ∀ b ∈ F : a · b = b · a} Zentrum des Fastko¨rpers F .
Satz 1.4.2
(
[17] I.§2/§3
)
Es sei (F,+, ·) ein Fastko¨rper.
a) ∀ a ∈ F : a · 0 = 0
b) ∀ a, b ∈ F : −(a · b) = (−a) · b = a · (−b)
c) (F,+) ist abelsch.
d) ∀ a ∈ F : a2 = 1 ⇔ a = 1 oder a = −1
e) K(F ) ist ein Schiefko¨rper mit Z(F ) ⊂ K(F ).
Definition 1.4.3
Es sei F ein Fastko¨rper. Die Charakteristik des Kerns K(F ) heißt auch Charakteristik des
Fastko¨rpers F .
1.4.2 Fastvektorra¨ume
Definition 1.4.4
Es sei (V,+) eine Gruppe und F ⊂ End(V,+). Fu¨r a ∈ F und x ∈ V wird das Bild von x
unter a mit ax bezeichnet. Das Tripel (V,+, F ) heißt F -Gruppe, wenn die folgenden Axiome
erfu¨llt sind:
a) Die Abbildungen
0 :
{
V → V
x 7→ 0
, 1 :
{
V → V
x 7→ x
, −1 :
{
V → V
x 7→ −x
geho¨ren zu F .
b) F ∗ ist eine Untergruppe von Aut(V,+).
c) ∀ a, b ∈ F ∀x ∈ V ∗ : ax = bx ⇒ a = b
Die Menge
Q(V ) := {x ∈ V | ∀ a, b ∈ F ∃ c ∈ F : ax+ bx = cx}
heißt Quasikern der F -Gruppe (V,+, F ).
Eine F -Gruppe heißt Fastvektorraum, wenn jedes Element x ∈ V als Summe von Quasikern-
elementen darstellbar ist.
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Satz 1.4.5
(
[1] §1/§2
)
Es sei (V,+, F ) ein Fastvektorraum.
a) (V,+) ist abelsch.
b) ∀q ∈ Q(V )∗ ∀ a, b ∈ F ∃1 c ∈ F : aq+ bq = cq
c) Fu¨r q ∈ Q(V )∗ sei
⊕q :
{
F × F → F
(a, b) 7→ c, wobei gilt: aq+ bq = cq
Dann ist (F,⊕q, ·) ein Fastko¨rper. Sein Kern wird mit Kq(F ) bezeichnet.
d) ∀q ∈ Q(V )∗ ∀ a, b ∈ F ∀λ ∈ F ∗ : (a⊕λq b)λ = aλ⊕q bλ
Fu¨r a1 ⊕q a2 ⊕q · · · ⊕q an wird die Schreibweise
n∑q
i=1
ai verwendet (a1, . . . , an ∈ F ).
Definition 1.4.6
Es sei (V,+, F ) ein Fastvektorraum und q ∈ Q(V )∗. Dann heißt die Menge
Rq(V ) := {r ∈ Q(V )
∗ | ⊕q = ⊕r} ∪ {0}
q-Kern von (V,+, F ).
Satz 1.4.7
(
[1] §2
)
Es sei (V,+, F ) ein Fastvektorraum und q ∈ Q(V )∗.
a) Rq(V ) ist eine Untergruppe von (V,+).
b) Rq(V ) = {x ∈ V | ∀ a, b ∈ F : ax+ bx = (a⊕q b)x}
c) ∀λ ∈ F ∗ : Rλq(V ) = λRq(V ).
d) F
(
Rq(V )
)
⊂ Q(V ).
e) ∀x ∈ Rq(V ) ∀λ ∈ F : λx ∈ Rq(V ) ⇒ λ ∈ Kq(F ).
Definition 1.4.8
Existiert in einem Fastvektorraum (V,+, F ) zu je zwei Elementen q, r ∈ Q(V )∗ mit r /∈ Fq ein
Element a ∈ F ∗, so daß q+ ar ∈ Q(V )∗ gilt, so heißt (V,+, F ) regula¨r.
Lemma 1.4.9
(
[1] §2
)
Ein Fastvektorraum (V,+, F ) ist genau dann regula¨r, wenn gilt:
∀q, r ∈ Q(V )∗ mit r /∈ Fq ∃ a ∈ F ∗ : ar ∈ Rq(V )
Satz 1.4.10
(
[1] §4
)
Es seien F , I Mengen und
· : F × F → F, ⊕i : F × F → F fu¨r i ∈ I
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bina¨re Operationen, so daß fu¨r jedes i ∈ I das Tripel (F,⊕i, ·) ein Fastko¨rper ist.
F (I) :=
{
(xi)i ∈ F
I
∣∣ {i ∈ I | xi 6= 0} ist endlich}
⊕ :
{
F (I) × F (I) → F (I)(
(xi)i, (yi)i
)
7→ (xi)i ⊕ (yi)i := (xi ⊕i yi)i
Dann ist (F (I),⊕, F ) ein Fastvektorraum. Ein Element a ∈ F wird dabei mit der Abbildung
a :
{
F (I) → F (I)
(xi)i 7→ (a · xi)i
identifiziert. Es gilt:
Q
(
F (I)
)
= F
{
(ki)i ∈ F
(I)
∣∣ ∀ i ∈ I : ki ∈ K(F,⊕i, ·)}
Stimmen alle Additionen ⊕i (i ∈ I) u¨berein, so ist (F
(I),⊕, F ) regula¨r.
Definition 1.4.11
Es sei (V,+, F ) ein Fastvektorraum. Eine Teilmenge U ⊂ V heißt Unterraum von V in Zeichen
U < V , wenn U eine additive Untergruppe von V ist und wenn gilt:
∀λ ∈ F ∀x ∈ U : λx ∈ U
Die Menge der Unterra¨ume von V wird mit U(V ) bezeichnet.
Satz 1.4.12
(
[11] I.2
)
Es sei (V,+, F ) ein Fastvektorraum.
a) Fu¨r U ∈ U(V ) ist
(
U,+
∣∣
U2
, F
)
ein Fastvektorraum.
b) Fu¨r V ⊂ U(V ) gilt:
⋂
V ∈ U(V ).
c) Die Abbildung
̂ : { P(V ) → U(V )
A 7→
⋂
{U ∈ U(X) | A ⊂ U}
ist ein Hu¨llenoperator, d.h. es gilt:
a) ∀A ⊂ V : A ⊂ Â
b) ∀A ⊂ V : Â = Â
c) ∀A,B ⊂ V : A ⊂ B ⇒ Â ⊂ B̂
Definition 1.4.13
Es sei (V,+, F ) ein Fastvektorraum und B = (bi)i ∈ Q(V )
I .
a) B heißt Erzeugendensystem von V , wenn gilt:
∀x ∈ V ∃ (xi)i ∈ F
(I) : x =
∑
i∈I
xibi
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b) B heißt unabha¨ngig, wenn gilt:
∀ (xi)i ∈ F
(I) :
∑
i∈I
xibi = 0 ⇒ ∀ i ∈ I : xi = 0
c) B heißt Basis von V , wenn B unabha¨ngig und ein Erzeugendensystem von V ist.
Satz 1.4.14
(
[1] §3, [2] I.§3
)
Es sei (V,+, F ) ein Fastvektorraum und B = (bi)i ∈ Q(V )
I .
a) Ist B unabha¨ngig, so kann B zu einer Basis von V erga¨nzt werden. Existiert ein Element
q ∈ Q(V )∗ mit ∀ i ∈ I : bi ∈ Rq(V ), so kann B zu einer Basis von V erga¨nzt werden,
deren Komponenten in Rq(V ) liegen.
b) Fu¨r je zwei Basen B = (bi)i∈I und C = (cj)j∈J gilt: |I| = |J |.
c) Ist B eine Basis von V , so gilt:
∀x ∈ V ∃1 xB = (xi)i ∈ F
(I) : x =
∑
i∈I
xibi
Definition 1.4.15
Es sei (V,+, F ) ein Fastvektorraum und B = (bi)i ∈ Q(V )
I eine Basis von V . Dann heißt die
Kardinalzahl dim(V ) := |I| die Dimension von V .
Satz 1.4.16
(
[11] I.2
)
Fu¨r endlichdimensionale Unterra¨ume U, V ∈ U(V ) gilt:
dim Û ∪ V + dim(U ∩ V ) = dimU + dimV
1.4.3 Semilineare Abbildungen
Definition 1.4.17
Es seien (V,+, F ) und (V ′,+′, F ′) Fastvektorra¨ume.
Ein Abbildungspaar (ϕ : V → V ′, ϕ : F → F ′) heißt semilinear, wenn gilt:
a) ϕ ist ein Gruppenhomomorphismus von (V,+) nach (V ′,+′).
b) ϕ ist bijektiv.
c) ∀ a ∈ F ∀x ∈ V : ϕ(ax) = ϕ(a)
(
ϕ(x)
)
(ϕ, ϕ) heißt linear, wenn F = F ′ und ϕ = idF gilt; es wird dann die Schreibweise ϕ statt
(ϕ, idF ) verwendet.
Es sei q ∈ Q(V )∗. Eine lineare Abbildung lq : V → F heißt q-Linearform auf V . Der Fastko¨rper
(F,⊕q, ·) wird in diesem Zusammenhang mit dem Fastvektorraum (F
1,⊕q, F ) identifiziert.
Die Fastvektorra¨ume (V,+, F ) und (V ′,+′, F ′) heißen isomorph zueinander, wenn es eine semi-
lineare Abbildung (ϕ, ϕ) zwischen ihnen gibt, so daß ϕ bijektiv ist. Das Paar (ϕ, ϕ) heißt dann
Isomorphismus, und es wird die Schreibweise (V,+, F ) ∼= (V ′,+′, F ′) verwendet.
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Satz 1.4.18
(
[11] II.1/2
)
Es seien (V,+, F ) und (V ′,+′, F ′) Fastvektorra¨ume, (ϕ : V → V ′, ϕ : F → F ′) eine semilineare
Abbildung und q ∈ Q(V )∗ mit ϕ(q) 6= 0′.
a) ϕ ist ein Fastko¨rperisomorphismus von (F,⊕q, ·) nach (F
′,⊕′ϕ(q), ·
′).
b) ϕ
(
Rq(V )
)
⊂ Rϕ(q)(V
′). Die Gleichheit gilt, wenn ϕ bijektiv ist.
c) Aus U ∈ U(V ) folgt ϕ(U) ∈ U(V ′).
d) Ist ϕ bijektiv, so ist das Bild einer Basis von V eine Basis von V ′.
Ist ϕ linear, so gilt:
e) ϕ ist durch die Werte auf einer Basis von V eindeutig bestimmt.
f) Stimmen (V,+, F ) und (V ′,+′, F ′) u¨berein, so gilt: ⊕q = ⊕ϕ(q)
Satz 1.4.19
(
vgl. [1] §5
)
Zu einem Fastvektorraum (V,+, F ) gibt es eine Indexmenge I mit |I| = dim(V ) und bina¨re
Operationen · : F ×F → F und ⊕i : F ×F → F fu¨r i ∈ I, so daß fu¨r i ∈ I das Tripel (F,⊕i, ·)
ein Fastko¨rper ist und
(V,+, F ) ∼= (F (I),⊕, F )
gilt, wobei ⊕ wie in Satz 1.4.10 definiert ist.
Ist (V,+, F ) regula¨r, ko¨nnen die bina¨ren Operationen so gewa¨hlt werden, daß ⊕i = ⊕j fu¨r alle
i, j ∈ I gilt.
Beweis: Es sei B = (bi)i∈I eine Basis von V und ⊕i := ⊕bi fu¨r i ∈ I. Nach Satz 1.4.5.c) ist
(F,⊕i, ·) ein Fastko¨rper fu¨r i ∈ I. Fu¨r x,y ∈ V mit xB = (xi)i, yB = (yi)i und λ ∈ F gilt:
(x+ y)B =
(∑
i∈I
xibi +
∑
i∈I
yibi
)
B
=
(∑
i∈I
(xi ⊕i yi)bi
)
B
= xB ⊕ yB
(λx)B =
(
λ
∑
i∈I
xibi
)
B
=
(∑
i∈I
(λxi)bi
)
B
= λxB
Damit ist das Abbildungspaar (x 7→ xB, idF ) ein Isomorphismus.
Ist (V,+, F ) regula¨r, wird B mit Hilfe von Lemma 1.4.9 so gewa¨hlt, daß gilt:
∃q ∈ Q(V )∗ ∀ i ∈ I : bi ∈ Rq(V )
✷
1.4.4 Bilinearformen
In diesem Abschnitt sei (V,+, F ) ein regula¨rer Fastvektorraum, q ∈ Q(V )∗ und B = (bi)i ∈
Rq(V )
I eine Basis von V . Damit ist B auch eine Basis des Rechtsvektorraumes
(
Rq(V ),+,
Kq(F )
)
.
Fastvektorra¨ume 17
Definition 1.4.20
Eine Abbildung fq : V ×Rq(V )→ F heißt q-Bilinearform auf V , wenn gilt:
a) ∀x,x′ ∈ V ∀y ∈ Rq(V ) : fq(x+ x
′,y) = fq(x,y)⊕q fq(x
′,y)
b) ∀x ∈ V ∀y,y′ ∈ Rq(V ) : fq(x,y + y
′) = fq(x,y)⊕q fq(x,y
′)
c) ∀ a ∈ F ∀x ∈ V ∀y ∈ Rq(V ) : fq(ax,y) = afq(x,y)
d) ∀ k ∈ Kq(F ) ∀x ∈ V ∀y ∈ Rq(V ) : fq(x,yk) = fq(x,y)k
(In [11] V.1 wird der Begriff Bilinearform allgemeiner definiert.)
Eine q-Bilinearform fq heißt symmetrisch, wenn gilt:
∀x,y ∈ Rq(V ) : fq(x,y) = fq(y,x)
Mit BLiq(V ) wird die Menge der q-Bilinearformen auf V bezeichnet.
Lemma 1.4.21
Fu¨r fq ∈ BLiq(V ) und x,y ∈ Rq(V ) gilt: fq(x,y) ∈ Kq(F ).
Beweis: Die Abbildung {
Fx → Fx
z 7→ fq(z,y)x
ist linear. Mit Satz 1.4.18.f) folgt ⊕x = ⊕fq(x,y)x und damit Rx(V ) = Rfq(x,y)x(V ). Satz 1.4.7.e)
liefert fq(x,y) ∈ Kx(F ) = Kq(F ). ✷
Satz 1.4.22
(
[11] V.§1
)
Zu fq ∈ BLiq(V ) existiert genau eine Matrix MB(fq) := (mij)ij ∈ Kq(F )
I×I , so daß
∀ i, j ∈ I : mij = fq(bi,bj)
gilt. Damit la¨ßt sich fq in der Form
∀x ∈ V ∀y ∈ Rq(V ) : fq(x,y) =
∑q
i,j∈I
ximij yj
darstellen. fq ist genau dann symmetrisch, wenn gilt:
∀ i, j ∈ I : mij = mji
Definition 1.4.23
Ein Paar (x,y) ∈ V ×Rq(V ) heißt fq-orthogonal in Zeichen x⊥fq y, wenn gilt:
fq(x,y) = 0
Fu¨r y ∈ Rq(V ) sei y
⊥fq := {x ∈ V | x⊥fq y}.
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Lemma 1.4.24
(
[11] V.§3
)
Fu¨r y ∈ Rq(V ) gilt: y
⊥fq ∈ U(V ).
Definition 1.4.25
Eine Bilinearform fq ∈ BLiq(V ) heißt nullteilig, wenn gilt:
∀x ∈ Rq(V ) : fq(x,x) = 0 ⇒ x = 0
1.5 Algebraische Darstellung desarguesscher fastaffiner
Ra¨ume
Definition 1.5.1
a) Es sei (V,+, F ) ein Fastvektorraum und
DF := {Fx | x ∈ V
∗}, 〈〉+,F :
{
V (2) → D(V )
(x,y) 7→ F (y − x)
Dann heißt (V,DF , 〈〉+,F ) die Koordinatengeometrie u¨ber (V,+, F ).
b) Es sei (X,D, 〈〉) ein desarguesscher fastaffiner Raum, 0 ∈ X und
0 :
{
X → X
x 7→ 0
, +0 :
{
X ×X → X
(x, y) 7→ τ0,x(y)
, F0 := Dil0(X) ∪ {0}
Dann heißt (X,+0, F0) der 0-Koordinatenraum u¨ber (X,D, 〈〉).
Satz 1.5.2
Es sei (V,+, F ) ein Fastvektorraum. Dann ist (V,DF , 〈〉+,F ) ein desarguesscher fastaffiner Raum
gleicher Dimension, und es gilt:
a) ∀ (x,y) ∈ V (2) : x ⊔y = x+ F (y − x)
b) L = {x+ Fz | x ∈ V, z ∈ V ∗}
c) G = {x+ Fq | x ∈ V, q ∈ Q(V )∗}
d) ∀x ∈ V : τ0,x = (z 7→ x+ z)
e) T(V ) = {x+ U | x ∈ V, U ∈ U(V )}
Beweis: [2] II.
a)-d) [2] II.
e)
”
⊃“: Es sei U ∈ U(V ), x ∈ V und u,u′ ∈ U . Dann gilt mit b):
(x+ u) ⊔ (x+ u′) = x+ u+ F (u′ − u) ⊂ x+ U
woraus mit Satz 1.3.12 x+ U ∈ T(V ) folgt.
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”
⊂“: Es sei T ∈ T(V ) und x ∈ T . Mit U := τx,0(T ) ∈ T gilt T = τ0,x(U) = x + U . Fu¨r
y, z ∈ U und a ∈ F gilt nach e) y + z = τ0,y(z) ∈ U und nach b) ay ∈ 0 ⊔y ⊂ U , so daß
U ∈ U(V ) folgt.
✷
Satz 1.5.3
Es sei (X,D, 〈〉) ein desarguesscher fastaffiner Raum mit 0 ∈ X. Dann ist (X,+0, F0) ein
Fastvektorraum gleicher Dimension, und es gilt:
a) Q(X) = {x ∈ X | 0 ⊔x ∈ G} ∪ {0}
b) Fu¨r q ∈ Q(X)∗ gilt:
Rq(X) =
{
x ∈ Q(X)\0 ⊔ q
∣∣ x ⊔ q ∈ G} ∪ {x ∈ 0 ⊔ q ∣∣ ∃ y ∈ Q(X)\0 ⊔ q : q ⊔ y, y ⊔ x ∈ G}
c) U(X) = {T ∈ T(X) | 0 ∈ T}
Beweis: [15].
a) [15].
b) Dies folgt direkt aus b) und Lemma 1.4.9.
c) Es sei U ∈ U(X). Dann gilt 0 ∈ U . Fu¨r x, y ∈ U ist x ⊔ y = x+0
(
Dil0 ∪{0}
)
(y −0 x) ∈ U ,
also folgt mit Satz 1.3.12 U ∈ T(X).
Es sei T ∈ T(X) mit 0 ∈ T . Dann gilt fu¨r x, y ∈ T und δ ∈ F0: x + y = τ0,x(y) ∈ T und
δ(x) ∈ 0 ⊔ x ⊂ T . Damit folgt T ∈ U(X).
✷
Satz 1.5.4
a) Ein desarguesscher fastaffiner Raum (X,D, 〈〉) ist isomorph zu der Koordinatengeometrie
jedes seiner Koordinatenra¨ume (X,+0, F0) fu¨r 0 ∈ X. (idX ist z.B. ein Isomorphismus.)
b) Ein Fastvektorraum (V,+, F ) ist identisch mit dem 0-Koordinatenraum u¨ber seiner Koor-
dinatengeometrie (V,DF , 〈〉+,F ).
Beweis:
a) Es seien x, y, u, v ∈ X. Mit Satz 1.5.2 a) folgt:
〈x, y〉 = 〈u, v〉 ⇔
〈
0, τx,0(y)
〉
=
〈
0, τu,0(v)
〉
⇔ 〈0, y −0 x〉 = 〈0, v −0 u〉
⇔ 0 ⊔ (y −0 x) = 0 ⊔ (v −0 u) ⇔ F0(y −0 x) = F0(v −0 u)
⇔ 〈x, y〉+0,F0 = 〈u, v〉+0,F0
b) Dil0 = F
∗:
”
⊃“: Es sei a ∈ F ∗. Dann gilt fu¨r x,y ∈ V :
〈ax, ay〉+,F = F (ay − ax) = Fa(y − x) = F (y − x) = 〈x,y〉+,F
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a ist also eine Dilatation.
”
⊂“: Es sei δ ∈ Dil0 und x ∈ V
∗. Dann gilt δ(x) ∈ 0 ⊔x\{0} = F ∗x, so daß ein Element
a ∈ F ∗ mit δ(x) = ax existiert. Da die Abbildung z 7→ az, z ∈ V trivialerweise eine
Dilatation ist, folgt mit Satz 1.1.8.b) δ = a.
+ = +0:
Es seien a,b ∈ V . Die Abbildung x 7→ a+ x ist trivialerweise eine Translation, die 0 auf a
abbildet. Nach Satz 1.2.2.b) ist sie identisch mit τ0,a. Es gilt: a+0 b = τ0,a(b) = a+ b.
✷
Satz 1.5.5
(
[14] IV.§10
)
Ein desarguesscher fastaffiner Raum (X,D, 〈〉) erfu¨llt die Diagonalenbedingung:
(Di) Fu¨r fu¨nf paarweise verschiedene Geraden x ⊔ y, x ⊔ z, x ⊔w, y ⊔ z, y ⊔w ∈ G mit
x, y, z, w ∈ X gilt: z ⊔w ∈ G.
(In [14] wird (Di) schwa¨cher formuliert.)
Beweis: Es sei 0 ∈ X. Dann ist (X,D, 〈〉) nach Satz 1.5.4.a) isomorph zur Koordinatengeometrie
u¨ber (X,+0, F0). Mit den Sa¨tzen 1.4.7.a), 1.5.2, 1.5.3 und Lemma 1.4.9 folgt:
x ⊔ y, x ⊔ z, x ⊔w, y ⊔ z, y ⊔w ∈ G ⇒ y − x, z − x, w − x, z − y, w − y ∈ Q(X)
(z − x)− (y − x) = z − y ∈ Q(X), (w − x)− (y − x) = w − y ∈ Q(X)
⇒ z − x, w − x ∈ Ry−x(X) ⇒ (w − x)− (z − x) = w − z ∈ Ry−x(X) ⊂ Q(X)
Also gilt z ⊔w ∈ G. ✷
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Kapitel 2
Kongruenz
2.1 Fasteuklidische Ra¨ume
Definition 2.1.1
Es sei X eine nicht-leere Menge. Eine A¨quivalenzrelation ≡ ⊂ (X2)2 heißt Kongruenzrela-
tion auf X, wenn gilt:
(K1) ∀ a, b ∈ X : (a, a) ≡ (b, b)
(K2) ∀ a, b ∈ X : (a, b) ≡ (b, a)
(K3) ∀ a, b, c ∈ X : (a, b) ≡ (c, c) ⇒ a = b
Definition 2.1.2
Es sei (E,D, 〈〉) eine fastaffine Ebene und ≡ eine Kongruenzrelation auf E. Das Quadrupel
(E,D, 〈〉,≡) heißt fasteuklidische Ebene, wenn die folgenden Axiome gelten:
(KP) ∀ a, b, c, d ∈ E mit c /∈ a ⊔ b ∈ G :
(a, b) ≡ (c, d) und 〈a, b〉 = 〈c, d〉 ⇔ d = Pgm(a, b, c) oder d = Pgm(b, a, c)
(KL) ∀ a, b, c, d ∈ E mit c /∈ a ⊔ b ∈ G :
d = Pgm(a, b, c) ⇒ (a, c) ≡ (b, d)
(KG) ∀ a, b, c, d, d′ ∈ E mit c ∈ a ⊔ b ∈ G und d /∈ a ⊔ b :
(a, d) ≡ (a, d′) und (b, d) ≡ (b, d′) ⇒ (c, d) ≡ (c, d′)
(KZ) ∀ z, a, b ∈ E mit z /∈ a ⊔ b ∈ G ∀ c ∈ z ⊔ a ∀ d ∈ z ⊔ b :
(z, a) ≡ (z, b) und 〈a, b〉 = 〈c, d〉 ⇒ (z, c) ≡ (z, d)
(KV) ∀ z, a, b, c, d ∈ E mit a ⊔ b, b ⊔ c, c ⊔ d, d ⊔ a ∈ G und c ∈ z ⊔ a :
(z, a) ≡ (z, b) ≡ (z, c) ≡ (z, d) ⇒
(
a ⊔ c ∈ G ⇔ b ⊔ d ∈ G
)
(KT) ∀ z, a, b ∈ E mit a 6= b und (z, a) ≡ (z, b) ∃n ∈ N ∃ c0, . . . , cn ∈ E mit a = c0, cn = b
∀ i ∈ {1, . . . , n} : ci−1 ⊔ ci ∈ G und (z, ci−1) ≡ (z, ci)
(KR) ∃ z, a, b,m,m′, a′ ∈ E paarweise verschiedenmit z ⊔ a, z ⊔m, a ⊔ b, m ⊔m′ ∈ G und
z /∈ a ⊔ b, m ∈ a ⊔ b, a′ ∈ z ⊔ a ∩ m ⊔m′ :
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(z, a) ≡ (z, b), (z,m) ≡ (z,m′), (a,m) ≡ (m, b), (m, a′) ≡ (a′,m′)
Spa¨ter wird gezeigt, daß in einer fasteuklidischen Ebene Axiom (KT) mit n = 2 gilt.
(KG) (KZ) (KV) (KR)
Abbildung 1
Definition 2.1.3
Es sei (X,D, 〈〉) ein fastaffiner Raum und ≡ eine Kongruenzrelation auf X. Das Quadrupel
(X,D, 〈〉,≡) heißt fasteuklidischer Raum, wenn gilt:
(KER) ∀E ∈ T2(X) :
(
E,D(E), 〈〉
∣∣
E(2)
,≡ ∩ (E2)2
)
ist eine fasteuklidische Ebene
(KLR) ∀ a, b, c, d ∈ X mit c /∈ a ⊔ b ∈ G :
d = Pgm(a, b, c) ⇒ (a, c) ≡ (b, d)
(KGR) ∀ a, b, c, d, d′ ∈ X mit c ∈ a ⊔ b ∈ G, d /∈ a ⊔ b und d ⊔ d′ ∈ G :
(a, d) ≡ (a, d′) und (b, d) ≡ (b, d′) ⇒ (c, d) ≡ (c, d′)
Bemerkung 2.1.4
a) Eine fasteuklidische Ebene ist ein fasteuklidischer Raum.
b) In einer desarguesschen fasteuklidischen Ebene ist das Axiom (KV) beweisbar, da es ein
Spezialfall der Diagonalenbedingung ist.
c) Das Axiom (KLR) folgt nicht aus Axiom (KL) fu¨r fasteuklidische Ebenen, da fu¨r Punkte
a, b, c, d ∈ X mit a ⊔ b ∈ G und d = Pgm(a, b, c) der Fall dim
(
a ⊔ c
)
≥ 3 eintreten kann. Es
ga¨be dann keine Ebene E ∈ T2(X) mit a ⊔ c ⊂ E.
d) Das Axiom (KGR) folgt bereits im kommutativen Fall (Alle Linien sind Geraden.) nicht
aus dem Axiom (KG) fu¨r fasteuklidische Ebenen.
Im folgenden sei (X,D, 〈〉,≡) ein fasteuklidischer Raum.
Lemma 2.1.5
In einem fasteuklidischen Raum (X,D, 〈〉) existieren in jeder Ebene E ∈ T2(X) zu jedem Punkt
x ∈ E mindestens vier Geraden in Gx(E).
Insbesondere ist jeder fasteuklidische Raum regula¨r.
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Beweis: Es sei x ∈ X und E ∈ T2(X) mit x ∈ E. Nach (KR) existieren sechs verschiedene
Punkte z, a, a′, b,m,m′ ∈ E, so daß gilt:
z ⊔ a, z ⊔m, a ⊔ b, m ⊔m′ ∈ G, z /∈ a ⊔ b, m ∈ a ⊔ b, a′ ∈ z ⊔ a ∩ m ⊔m′
(z, a) ≡ (z, b), (z,m) ≡ (z,m′), (a,m) ≡ (m, b), (m, a′) ≡ (a′,m′).
Die vier Geraden z ⊔ a, z ⊔m, a ⊔m, a′ ⊔m sind paarweise verschieden und je zwei besitzen einen
Schnittpunkt.
Die Geraden {x ‖ z ⊔ a}, {x ‖ z ⊔m}, {x ‖ m ⊔ a}, {x ‖ m ⊔ a′} sind damit paarweise nicht-par-
allel.
Der Raum ist regula¨r, da zu x ∈ X und G,H ∈ Gx mit G 6= H eine Gerade I ∈ G existiert
mit I ∦ G,H. Es sei g ∈ G\{x} und h := H ∩ {g ‖ I}. Wegen H ∦ I gilt h 6= x. ✷
Bemerkung 2.1.6
Ein fasteuklidischer Raum, in dem jede Linie eine Gerade ist, ist ein euklidischer Raum im Sinne
von [7]. Die Bedingung, daß jede Gerade mindestens vier Punkte entha¨lt, folgt aus Lemma 2.1.5.
Da in einem fasteuklidischen Raum das Axiom (KR) gilt, sind euklidische Ra¨ume, die einen
Koordinatenko¨rper der Charakteristik 2 besitzen, keine fasteuklidischen Ra¨ume.
Satz 2.1.7
In einem fasteuklidischen Raum (X,D, 〈〉) gilt
(KPR) ∀ a, b, c, d ∈ X mit a ⊔ b ∈ G und c /∈ a ⊔ b :
(a, b) ≡ (c, d) und 〈a, b〉 = 〈c, d〉 ⇔ d = Pgm(a, b, c) oder d = Pgm(b, a, c)
Beweis: Es sei dim(X) ≥ 3 (Sonst folgt die Behauptung aus (KP).) und a, b, c, d ∈ X mit
Abbildung 2: n = 4
a ⊔ b ∈ G und c /∈ a ⊔ b. Es sei B ⊂ Ga eine Basis von X mit a ⊔ b ∈ B (Deren Existenz sichert
Satz 1.3.4.). Aufgrund von Lemma 1.3.10 ist e := {c ‖ a ⊔ b} ∩ B\{a ⊔ b}
a
wohldefiniert.
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Nach (Z) existieren Punkte x0, . . . , xn ∈ X mit a = x0, xn = e und xi−1 ⊔ xi ∈ G fu¨r
i ∈ {1, . . . , n}. Wegen a ⊔ b 6⊂ B\{a ⊔ b}
a
gilt xi−1 ⊔ xi ∦ a ⊔ b fu¨r i ∈ {1, . . . , n}.
Gilt e = c so wa¨hle einen Punkt x′n ∈ xn−1 ⊔ xn\{xn−1, xn}. Gilt e 6= c, so existiert in der Ebene
{e ⊔ xn−1, e ⊔ c}
e
nach Lemma 2.1.5 eine Gerade G mit G ∦ e ⊔ c, e ⊔ xn−1, c ⊔ xn−1, und es sei
x′n := e ⊔ xn−1 ∩ {c ‖ G}.
Damit gilt fu¨r die Punkte x′0 := x0, . . . , x
′
n−1 := xn−1, x
′
n, x
′
n+1 := c die Aussage a ⊔ b ∦ x
′
i−1 ⊔ x
′
i ∈
G fu¨r i ∈ {1, . . . , n+ 1}.
y0 := b, yi := Pgm(x
′
i−1, yi−1, x
′
i) fu¨r i ∈ {1, . . . , n+ 1}
Mit dem kleinen Axiom von Desargues folgt:
d(x′1, a, x
′
2; y1, b, y2) ⇒ 〈a, x
′
2〉 = 〈b, y2〉
...
d(x′n, a, x
′
n+1; yn, b, yn+1) ⇒ 〈a, x
′
n+1〉 = 〈b, yn+1〉.
Also ist yn+1 = Pgm(a, b, x
′
n+1).
”
⇐“: Es gelte O.B.d.A. d = Pgm(a, b, c) = yn+1. Dann folgt mit (KP):
(a, b) ≡ (x′1, y1) ≡ · · · ≡ (x
′
n, yn) ≡ (c, d).
”
⇒“: Es gelte (a, b) ≡ (c, d), 〈a, b〉 = 〈c, d〉 und d 6= Pgm(b, a, c). Aus
(a, b) ≡ (x′1, y1) ≡ · · · ≡ (x
′
n, yn)
folgt mit (KP): d = Pgm(x′n, yn, c) oder d = Pgm(yn, x
′
n, c).
Wa¨re d = Pgm(yn, x
′
n, c), so folgte:
d(yn, c, b; x
′
n, d, a) ⇒ 〈c, b〉 = 〈d, a〉.
Dies widerspra¨che aber d 6= Pgm(b, a, c). Folglich gilt d = Pgm(x′n, yn, c) und
d(yn, d, b;x
′
n, c, a) ⇒ 〈d, b〉 = 〈c, a〉.
Also ist d = Pgm(a, b, c). ✷
Lemma 2.1.8
In einem Parallelogramm sind gegenu¨berliegende Seiten kongruent:
∀ a, b, c, d ∈ X mit c /∈ a ⊔ b ∈ G und 〈a, b〉 = 〈c, d〉, 〈a, c〉 = 〈b, d〉 :
(a, b) ≡ (c, d) und (a, c) ≡ (b, d).
Beweis: (a, b) ≡ (c, d) folgt aus (KPR) und (a, c) ≡ (b, d) aus (KLR). ✷
Lemma 2.1.9
Zu drei Punkten a, b, c ∈ X mit a ⊔ b ∈ G existieren ho¨chstens zwei Punkte d, d′ ∈ {c ‖ a ⊔ b},
so daß (a, b) ≡ (c, d) ≡ (c, d′) gilt.
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Beweis: Es sei c /∈ a ⊔ b. Fu¨r d ∈ {c ‖ a ⊔ b} mit (a, b) ≡ (c, d) gilt nach (KPR):
d = Pgm(a, b, c) oder d = Pgm(b, a, c).
Es sei nun c ∈ a ⊔ b. Zu c′ ∈ X \a ⊔ b existiert nach (KPR) ein Punkt d′ ∈ {c′ ‖ a ⊔ b} mit
(a, b) ≡ (c′, d′). Mit Hilfe des bereits Bewiesenen folgt fu¨r d ∈ a ⊔ b mit (a, b) ≡ (c, d):
d = Pgm(c′, d′, c) oder d = Pgm(d′, c′, c).
✷
Satz 2.1.10
Fu¨r drei Punkte a, b, c ∈ X mit c /∈ a ⊔ b ∈ G gilt:
Pgm(a, b, c) 6= Pgm(b, a, c).
Beweis: Zuerst wird folgende Aussage bewiesen:
Fu¨r p, q, r ∈ X mit r /∈ p ⊔ q ∈ G gilt:
Pgm(p, q, r) = Pgm(q, p, r) ⇒ ∀x ∈ X \p ⊔ q : Pgm(p, q, x) = Pgm(q, p, x)(1)
Es gelte Pgm(p, q, r) = Pgm(q, p, r), und es sei x ∈ X \p ⊔ q.
Abbildung 3
r′ := Pgm(p, q, r), x′ := Pgm(p, q, x), q′ := Pgm(x, x′, q), x′′ := Pgm(q, q′, x′)
Aus Pgm(p, q, r) = Pgm(q, p, r) folgt 〈p, r〉 = 〈q, r′〉 und 〈p, r′〉 = 〈q, r〉. Ferner gilt mit (KPR):
(r, r′) ≡ (p, q) ≡ (x, x′) ≡ (q, q′).
Mit (KPR) angewandt auf die Punkte q, q′, r, r′ folgt 〈q, r〉 = 〈q′, r′〉 oder 〈q, r′〉 = 〈q′, r〉 und
somit
〈q′, r′〉 = 〈q, r〉 = 〈p, r′〉 ⇒ 〈r′, q′〉 = 〈r′, p〉 ⇒ p ∈ r′ ⊔ q′
1.3.13
⇒ p = q′
oder
〈q′, r〉 = 〈q, r′〉 = 〈p, r〉 ⇒ 〈r, q′〉 = 〈r, p〉 ⇒ p ∈ r ⊔ q′
1.3.13
⇒ p = q′.
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Insgesamt folgt Pgm(p, q, x) = Pgm(q, q′, x) = Pgm(q, p, x) und damit (1).
Annahme: Es existieren Punkte p, q, r ∈ X mit r /∈ p ⊔ q ∈ G, so daß gilt:
Pgm(p, q, r) = Pgm(q, p, r)
Unter dieser Annahme gilt fu¨r je drei Punkte x, y, z ∈ X mit z /∈ x ⊔ y ∈ G:
Pgm(x, y, z) = Pgm(y, x, z)(2)
Der Beweis von (2) erfolgt in mehreren Schritten.
a) Ist 〈x, y〉 6= 〈p, q〉 und x /∈ p ⊔ q, so gilt nach (1):
Pgm(p, q, x) = Pgm(q, p, x) =: x′ /∈ x ⊔ y ⇒ Pgm(x, x′, p) = Pgm(x′, x, p) = q
⇒ Pgm(x, x′, y) = Pgm(x′, x, y) =: y′ ⇒ Pgm(x, y, x′) = Pgm(y, x, x′) = y′
⇒ Pgm(x, y, z) = Pgm(y, x, z).
b) Ist 〈x, y〉 6= 〈p, q〉 und x ∈ p ⊔ q, so gilt mit s := Pgm(p, q, r): Pgm(r, s, p) = Pgm(s, r, p) = q.
Der Beweis ist analog zu a), wobei r,s die Rollen von p,q u¨bernehmen.
c) Ist 〈x, y〉 = 〈p, q〉, so gilt mit s := Pgm(p, q, r): Pgm(p, r, q) = Pgm(r, p, q) = s. Der Beweis
ist analog zu a) bzw. b), wobei r und q die Rollen tauschen.
Damit ist die Aussage (2) gewiesen.
Axiom (KR) liefert die Existenz dreier verschiedener Punkte a,m, b ∈ X, so daß m ∈ a ⊔ b ∈ G
und (a,m) ≡ (m, b) gilt. Es sei c ∈ X \a ⊔ b. Dann gilt fu¨r m′ := Pgm(a,m, c) nach Axiom
(KPR) und (2):
m′ = Pgm(m, b, c) = Pgm(b,m, c).
Damit folgt 〈a, c〉 = 〈m,m′〉 = 〈b, c〉. Mit (F1) erha¨lt man a = b im Widerspruch zu (KR). Die
obige Annahme ist also falsch, womit der Satz bewiesen ist. ✷
Lemma 2.1.11
Zu drei Punkten a, b, c ∈ X mit a ⊔ b ∈ G existieren genau zwei Punkte d, d′ ∈ {c ‖ a ⊔ b}, so
daß (a, b) ≡ (c, d) ≡ (c, d′) gilt.
Beweis: Nach Lemma 2.1.9 existieren ho¨chstens zwei Punkte mit der geforderten Eigenschaft.
Es sei c /∈ a ⊔ b. Fu¨r d := Pgm(a, b, c) und d′ := Pgm(b, a, c) gilt d 6= d′ wegen 2.1.10. Mit
(KPR) folgt die Kongruenz (c, d) ≡ (c, d′) ≡ (a, b).
Es sei nun c ∈ a ⊔ b. Mit Hilfe des bereits Bewiesenen existiert zu p ∈ X \a ⊔ b ein Punkt
q ∈ {p ‖ a ⊔ b} mit (a, b) ≡ (p, q). Analog zum vorigen Beweisschritt folgen fu¨r d := Pgm(p, q, c)
und d′ := Pgm(q, p, c) die Aussagen d 6= d′ und (c, d) ≡ (c, d′) ≡ (p, q) ≡ (a, b). ✷
Definition 2.1.12
Ein Punktm ∈ X heißt Mittelpunkt von (a, b) ∈ X(2), wenn 〈a,m〉 = 〈m, b〉 und (a,m) ≡ (m, b)
gilt.
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Satz 2.1.13
In einem fasteuklidischen Raum besitzen alle Paare (a, b) ∈ X(2) mit a ⊔ b ∈ G ho¨chstens
einen Mittelpunkt. Existiert dieser, so wird er mit Mp(a, b) bezeichnet. Offensichtlich gilt:
Mp(a, b) = Mp(b, a).
In Abschnitt 2.6 wird die Existenz des Mittelpunktes bewiesen.
Beweis: Es seien m,m′ ∈ a ⊔ bMittelpunkte von (a, b) ∈ X(2). Da der Raum regula¨r ist, existiert
ein Punkt c ∈ X \a ⊔ b mit a ⊔ c, c ⊔m ∈ G.
Abbildung 4
d := Pgm(a, b, c), e := Pgm(a, c,m), e′ := Pgm(a, c,m′)
g := Pgm(e,m, b), g′ := Pgm(e′,m′, b)
Es gilt b 6= e, d, g′, g, und mit (KPR) folgt:
(d, b) ≡ (e,m) ≡ (e′,m′) ≡ (g, b) ≡ (g′, b).
Nach Satz 2.1.10 gilt d 6= g und d 6= g′, woraus mit Lemma 2.1.9 g = g′ folgt. (KPR) liefert:
(m, b) ≡ (a,m) ≡ (c, e) ⇒ 〈c,m〉 = 〈e, b〉 = 〈m, g〉
(m′, b) ≡ (a,m′) ≡ (c, e′) ⇒ 〈c,m′〉 = 〈e′, b〉 = 〈m′, g〉.
Mit Satz 2.1.10 erha¨lt man: c = Pgm(b, e,m) 6= Pgm(e, b,m) = g. Aus c, g ∈ m′ ⊔ c, m ⊔ c folgt
mit m ⊔m′ ∈ G und (F2) die Aussage m′ = m. ✷
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2.2 Fasteuklidische Koordinatenra¨ume
Lemma 2.2.1
In einem regula¨ren Fastvektorraum (V,+, F ) gilt:
∃q ∈ Q(V )∗ : Kq(F ) = Z(F ) ⇒ ∀ r ∈ Q(V )
∗ : Kr(F ) = Z(F ).
Beweis: Es sei λ ∈ F ∗ und a, b ∈ F , und es gelte Kq(F ) = Z(F ) fu¨r ein Element q ∈ Q(V )
∗.
Fu¨r κ ∈ Kλq(F ) gilt mit Satz 1.4.5.d):
(a⊕q b)λ
−1κλ = (aλ−1λ⊕q bλ
−1λ)λ−1κλ = (aλ−1 ⊕λq bλ
−1)λλ−1κλ
= (aλ−1 ⊕λq bλ
−1)κλ = (aλ−1κ⊕λq bλ
−1κ)λ
= aλ−1κλ⊕q bλ
−1κλ.
Damit folgt λ−1Kλq(F )λ ⊂ Kq(F ) = Z(F ) und Kλq(F ) ⊂ Z(F ). Die andere Inklusion gilt in
jedem Fastko¨rper.
Da nach Lemma 1.4.9 zu r ein Element λ ∈ F ∗ mit ⊕r = ⊕λq existiert, folgt Kr(F ) = Kq(F ) =
Z(F ). ✷
Bis zum Ende dieses Abschnitts sei (F,+, ·) ein Fastko¨rper mit einer Charakteristik 6= 2 und
(V,+, F ) ein regula¨rer Fastvektorraum mit q ∈ Q(V )∗. Mit U2(V ) wird die Menge seiner zwei-
dimensionalen Unterra¨ume bezeichnet.
Außerdem wird vorausgesetzt, daß eine nullteilige symmetrische q-Bilinearform auf V existiert,
die im folgenden mit fq bezeichnet wird, und daß Kq(F ) = Z(F ) gilt.
Definition und Satz 2.2.2
Fu¨r z ∈ Q(V ) sei z⊥fq := y⊥fq , wobei y ∈ Rq(V ) mit Fz = Fy gilt.
z⊥fq ist wohldefiniert:
Nach Lemma 1.4.9 existiert zu q und z ein Element λ ∈ F ∗ mit y = λz ∈ Rq(V ). Es sei µ ∈ F
∗
ein weiteres Element mit der Eigenschaft y′ := µz ∈ Rq(V ). Dann gilt y
′ = µλ−1y, woraus mit
Satz 1.4.7.e) µλ−1 ∈ Kq(F ) folgt.
fq(x,y
′) = 0 ⇔ fq(x, µλ
−1y) = fq(x,yµλ
−1) = fq(x,y)µλ
−1 = 0 ⇔ fq(x,y) = 0
Definition und Satz 2.2.3
Fu¨r g ∈ Rq(V )
∗, G := Fg und x ∈ V sei xG := fq(g,g)
−1fq(x,g)g.
xG ist wohldefiniert:
Da fq nullteilig ist, gilt fq(g,g) 6= 0. Zu g
′ ∈ Rq(V )
∗ mit Fg′ = Fg existiert ein Element
κ ∈ F ∗ mit g′ = κg, welches nach Satz 1.4.7.e) in Kq(F )
∗ liegt.
xG = fq(g
′,g′)−1fq(x,g
′)g′ = fq(κg, κg)
−1fq(x, κg)κg
=
(
κfq(g,g)κ
)−1
fq(x,g)κ
2g = fq(g,g)
−1fq(x,g)g
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Lemma 2.2.4
Es sei g ∈ Rq(V )
∗ und G := Fg.
a) ∀x ∈ V : x⊥fq g ⇔ xG = 0
b) ∀x ∈ V : x− xG⊥fq g
c) ∀x,y ∈ V ∀λ, µ ∈ F : (λx+ µy)G = λxG + µyG
d) ∀E ∈ U2(V ) mit g ∈ E ∀x ∈ E : x− xG ∈ Q(V )
Beweis: Aus Lemma 1.4.21 folgt fq(g,g) ∈ Kq(F ).
xG = 0 = fq(g,g)
−1fq(x,g)g ⇔ fq(x,g) = 0a)
fq(x− xG,g) = fq
(
x− fq(g,g)
−1fq(x,g)g , g
)
= fq(x,g)⊖q fq
(
fq(g,g)
−1fq(x,g)g , g
)
= fq(x,g)⊖q fq(g,g)
−1fq(x,g) fq(g,g)
= 0
b)
(λx+ µy)G = fq(g,g)
−1fq(λx+ µy,g)g = fq(g,g)
−1
(
λ fq(x,g)⊕q µ fq(y,g)
)
g
= fq(g,g)
−1λ fq(x,g)g + fq(g,g)
−1µ fq(y,g)g = λxG + µyG
c)
d) Nach b) gilt x− xG⊥fq g. Satz 1.4.24 liefert g
⊥fq ∈ U(V ). Da fq nullteilig ist, gilt g 6⊥fq g
und damit g⊥fq $E. Es folgt dim(g⊥fq ) = 1 und x− xG ∈ Q(V ).
✷
Definition 2.2.5
In der Koordinatengeometrie (V,DF , 〈〉+,F ) werden die folgenden Relationen eingefu¨hrt:
≡
fq
Q :=
{(
(x,y), (u,v)
)
∈ (V 2)2
∣∣∣ (y − x)− (v − u) ∈ Q(V )∗ und fq(y − x,g),
fq(v − u,g) 6= 0 und fq(y − x,g) fq(v − u,g)
−1 = fq(v − u,g) fq(y − x,g)
−1
}
∪
{(
(x,y), (u,v)
)
∈ (V 2)2
∣∣∣ (y − x)− (v − u) = 0},
wobei g ∈ Rq(V )
∗ mit Fg = F
(
(y − x)− (v − u)
)
gilt.
≡fq :=
{(
(x,y), (u,v)
)
∈ (V 2)2
∣∣∣ ∃n ∈ N ∃x1,y1, . . . ,xn,yn ∈ V :
(x,y) ≡
fq
Q (x1,y1) ≡
fq
Q · · · ≡
fq
Q (xn,yn) ≡
fq
Q (u,v)
}
Die Relation ≡fq ist die transitive Hu¨lle von ≡
fq
Q . Die Relation ≡
fq
Q ist wohldefiniert, da zu
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g,g′ ∈ Rq(V )
∗ mit Fg = Fg′ ein Element κ ∈ Kq(F )
∗ mit g′ = κg existiert, so daß gilt:
fq(y − x,g
′) fq(v − u,g
′)−1 = fq(v − u,g
′) fq(y − x,g
′)−1
⇔ fq(y − x, κg) fq(v − u, κg)
−1 = fq(v − u, κg) fq(y − x, κg)
−1
⇔ fq(y − x,g)κ
(
fq(v − u,g)κ
)−1
= fq(v − u,g)κ
(
fq(y − x,g)κ
)−1
⇔ fq(y − x,g) fq(v − u,g)
−1 = fq(v − u,g) fq(y − x,g)
−1.
Offensichtlich gilt fu¨r x,y, a ∈ V die Kongruenz (x,y) ≡
fq
Q (x+ a,y + a).
Im folgenden werden meist die Schreibweisen ≡Q und ≡ statt ≡
fq
Q und ≡
fq verwendet, wenn q
und fq fest vorgegeben sind.
Satz 2.2.6
Ist V ein Vektorraum, so gilt fu¨r x,y ∈ V ∗ mit x 6= y:
(0,x) ≡ (0,y) ⇔ fq(x,x) = fq(y,y).
Die Definition der Relation ≡ fa¨llt also mit der aus der euklidischen Geometrie bekannten
(
[7]
)
zusammen.
Beweis: Es sei q ∈ V ∗. Dann gilt Rq(V ) = Q(V ) = V . Folglich ist (F,⊕q, ·) ein Schiefko¨rper.
Aus F = Kq(F ) = Z(F ) folgt, daß (F,⊕q, ·) sogar ein Ko¨rper ist. Wegen Q(V ) = V stimmen
≡Q und ≡ u¨berein.
Unter der Bedingung fq(x,y − x), fq(y,y − x) 6= 0 gilt:
fq(x,y − x) fq(y,y − x)
−1 = fq(y,y − x) fq(x,y − x)
−1
⇔ fq(x,y − x) fq(x,y − x) = fq(y,y − x) fq(y,y − x)
⇔ fq
(
x, fq(x,y − x) (y − x)
)
= fq
(
y, fq(y,y − x) (y − x)
)
⇔ fq
(
x, fq(y − x,y − x)
−1fq(x,y − x) (y − x)
)
=
fq
(
y, fq(y − x,y − x)
−1fq(y,y − x) (y − x)
)
⇔ fq(x,xF (y−x)) = fq(y,yF (y−x))
⇔ fq(x,xF (y−x) − yF (y−x) + yF (y−x)) = fq(y,yF (y−x) − xF (y−x) + xF (y−x))
⇔ fq
(
x, (x− y)F (y−x) + yF (y−x)
)
= fq
(
y, (y − x)F (y−x) + xF (y−x)
)
⇔ fq(x,x− y + yF (y−x)) = fq(y,y − x+ xF (y−x))
⇔ fq(x,x)⊖q fq(x,y − yF (y−x)) = fq(y,y)⊖q fq(y,x− xF (y−x))
⇔ fq(x,x)⊖q fq(x− xF (y−x),y − yF (y−x))⊖q fq(xF (y−x),y − yF (y−x)) =
fq(y,y)⊖q fq(y − yF (y−x),x− xF (y−x))⊖q fq(yF (y−x),x− xF (y−x))
⇔ fq(x,x)⊖q fq(x− xF (y−x),y − yF (y−x))⊖q 0 =
fq(y,y)⊖q fq(x− xF (y−x),y − yF (y−x))⊖q 0
⇔ fq(x,x) = fq(y,y).
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Aus fq(x,x) = fq(y,y) folgt:
fq(x,x)⊖q fq(x,y) = fq(y,y)⊖q fq(y,x)
⇒ fq(−x,y − x) = fq(y,y − x)
⇒
{
fq(y,y − x) =
1
2
(
fq(y,y − x)⊖q fq(x,y − x)
)
= 1
2
fq(y − x,y − x) 6= 0
fq(x,y − x) = −fq(y,y − x) 6= 0
✷
Satz 2.2.7
Die Relation ≡ ist eine Kongruenzrelation.
Beweis: Nach Definition ist ≡ reflexiv, symmetrisch und transitiv. Fu¨r x,y, z ∈ V gilt:
(K1) (x− x)− (y − y) = 0 ⇒ (x,x) ≡Q (y,y)
(K2) Fu¨r x = y folgt die Behauptung aus (K1). Fu¨r y − x ∈ Q(V )∗ gilt:
(y − x)− (x− y) = 2(y − x) ∈ Q(V )∗.
Es existiert ein Element λ ∈ F ∗, so daß λ(y − x) ∈ Rq(V ) gilt.
fq
(
y − x, λ(y − x)
)
= λ−1fq
(
λ(y − x), λ(y − x)
)
6= 0
fq
(
x− y, λ(y − x)
)
= −λ−1fq
(
λ(y − x), λ(y − x)
)
6= 0
fq
(
y − x, λ(y − x)
)
fq
(
x− y, λ(y − x)
)−1
= fq
(
−(x− y), λ(y − x)
)
fq
(
−(y − x), λ(y − x)
)−1
= fq
(
x− y, λ(y − x)
)
fq
(
y − x, λ(y − x)
)−1
Damit folgt (x,y) ≡Q (y,x).
Ist y−x /∈ Q(V ), so gilt mit Axiom (Z): n := dim
(
{y − x}
)
∈ N. Es sei (bi)i ∈ Rq(V )n
eine Basis von {y − x}.
ci := bi −
i−1∑
j=1
(bi)Fcj fu¨r i ∈ {1, . . . , n}
Fu¨r i ∈ {1, . . . , n} gilt ci 6= 0, da (bi)i eine Basis ist, und ci ∈ Rq(V ), da (bi)i ∈ Rq(V )
n
ist.
Es gilt fu¨r k, l ∈ N mit n ≥ k > l: fq(ck, cl) = fq(cl, ck) = 0, was durch Induktion
u¨ber k gezeigt wird:
fq(c2, c1) = fq
(
b2 − (b2)Fc1 , c1
)
= 0
fq(ck, cl) = fq
(
bk −
k−1∑
j=1
(bk)Fcj , cl
)
= fq(bk, cl)⊖q
k−1∑q
j=1
fq
(
(bk)Fcj , cl
)
= fq(bk, cl)⊖q fq
(
(bk)Fcl , cl
)
= fq
(
bk − (bk)Fcl , cl
)
= 0
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Abbildung 5: n = 3
Es existieren Elemente λ1, . . . , λn ∈ F mit 2(y−x) =
n∑
i=1
λi ci. Wegen dim
(
{y − x}
)
=
n gilt λi 6= 0 fu¨r i ∈ {1, . . . , n}.
xi := y − x−
i∑
j=1
λj cj fu¨r i ∈ {0, . . . , n}
Damit gilt fu¨r i ∈ {1, . . . , n}:
xi − xi−1 = −λi ci ∈ Q(V )
∗.
(xi−1)Fci = fq(ci, ci)
−1fq
(
y − x−
i−1∑
j=1
λj cj , ci
)
ci
= fq(ci, ci)
−1
(
fq(y − x, ci)⊖q
i−1∑q
j=1
λj fq(cj, ci)
)
ci
= fq(ci, ci)
−1fq(y − x, ci) ci = (y − x)Fci
(xi)Fci = fq(ci, ci)
−1fq
(
y − x−
i∑
j=1
λj cj , ci
)
ci
= fq(ci, ci)
−1
(
fq(y − x, ci)⊖q
i∑q
j=1
λj fq(cj, ci)⊖q
n∑q
j= i+1
λj fq(cj, ci)
)
ci
= fq(ci, ci)
−1
(
fq(y − x, ci)⊖q fq
( n∑
j=1
λj cj , ci
))
ci
= fq(ci, ci)
−1
(
fq(y − x, ci)⊖q fq
(
2(y − x), ci
))
ci
= fq(ci, ci)
−1fq(x− y, ci) ci = (x− y)Fci
fq(xi, ci) ci = fq(ci, ci)(xi)Fci = −fq(ci, ci)(xi−1)Fci = −fq(xi−1, ci) ci
⇒ fq(xi, ci) = −fq(xi−1, ci)
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Es gilt fq(xi, ci) 6= 0, da ansonsten dim
(
y − x
)
< n wa¨re.
fq(xi, ci) fq(xi−1, ci)
−1 = −fq(xi, ci) fq(xi, ci)
−1 = fq(xi−1, ci) fq(xi, ci)
−1
Insgesamt ergibt sich:
(0,x0) ≡Q (0,x1) ≡Q · · · ≡Q (0,xn)
⇒ (x,y) = (x,x0 + x) ≡Q (x,x1 + x) ≡Q · · ·
· · · ≡Q (x,xn + x) = (x,x− y + x) ≡Q (y,x).
(K3) Es gelte (x,y) ≡Q (z, z). Da fu¨r g ∈ Rq(V )
∗ stets fq(z − z,g) = 0 ist, folgt aus der
Definition von ≡Q: (y − x)− (z− z) = 0. Also gilt x = y.
Es gelte nun (x,y) ≡ (z, z). Dann existieren Elemente x1,y1, . . . ,xn,yn ∈ V mit
(x,y) ≡Q (x1,y1) ≡Q · · · ≡Q (xn,yn) ≡Q (z, z). Aus dem vorigen Beweisschritt folgt:
xn = yn ⇒ xn−1 = yn−1 ⇒ · · · ⇒ x1 = y1 ⇒ x = y
✷
Lemma 2.2.8
Fu¨r x,y ∈ V mit (0,x) ≡Q (0,y) gilt:
a) ∀λ ∈ F : (0, λx) ≡Q (0, λy)
b) y ∈ Fx\{x} ⇒ y = −x ∈ Q(V )
c) x 6= y ⇒ xF (y−x) = −yF (y−x)
d) 1
2
(x+ y) = x− xF (y−x) = y − yF (y−x)
e) ∀λ, µ ∈ F : (0, λx− µx) ≡Q (0, λy − µy)
Beweis: Da fu¨r x = 0 alle Aussagen trivial sind, sei im folgenden x 6= 0.
a) Es sei g ∈ Rq(V )
∗ mit Fg = F (y − x), und es gelte λ 6= 0, x 6= y (Sonst ist nichts zu
zeigen.).
fq(x,g), fq(y,g) 6= 0 ⇒ fq(λx,g), fq(λy,g) 6= 0
fq(λx,g) fq(λy,g)
−1 = λ fq(x,g) fq(y,g)
−1λ−1
= λ fq(y,g) fq(x,g)
−1λ−1 = fq(λy,g) fq(λx,g)
−1
b) Es sei λ ∈ F ∗ mit y = λx. Aus 0,x − λx ∈ x + Fx und x − λx ∈ Q(V )∗ folgt mit Satz
1.3.13 x ∈ F (x− λx), so daß x ∈ Q(V ) gilt. Fu¨r g ∈ Rq(V )
∗ und µ ∈ F ∗ mit x = µg gilt:
fq(x,g) fq(λx,g)
−1 = fq(λx,g) fq(x,g)
−1
⇒ fq(x,g) fq(x,g)
−1λ−1 = λ fq(x,g) fq(x,g)
−1
⇒ fq(µµ
−1x,g) fq(µµ
−1x,g)−1λ−1 = λ fq(µµ
−1x,g) fq(µµ
−1x,g)−1
⇒ µ fq(g,g) fq(g,g)
−1µ−1λ−1 = λµ fq(g,g) fq(g,g)
−1µ−1
⇒ µµ−1λ−1 = λµµ−1 ⇒ λ−1 = λ ⇒ 1 = λ2 ⇒ λ = −1.
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c) Es sei g ∈ Rq(V )
∗ mit G := Fg = F (y − x). Dann gilt:
fq(xG,g) = fq(x,g)⊖q fq(x− xG,g) = fq(x,g) 6= 0
fq(yG,g) = fq(y,g)⊖q fq(y − yG,g) = fq(y,g) 6= 0
fq(xG,g) fq(yG,g)
−1 = fq(x,g) fq(y,g)
−1
= fq(y,g) fq(x,g)
−1 = fq(yG,g) fq(xG,g)
−1.
Damit ist (0,xG) ≡Q (0,yG), so daß mit b) die Behauptung folgt.
d) Es sei g ∈ Rq(V )
∗ mit G := Fg = F (y − x). Mit c) folgt:
x− y = (x− y)G = xG − yG ⇒ x− xG = y − yG
1
2
(x+ y) = 1
2
(x− xG + y − yG) = x− xG.
e) Es sei g ∈ Rq(V )
∗ mit G := Fg = F (y − x), und es gelte λ 6= µ (Sonst ist nichts zu
zeigen.). Aus fq(x,g), fq(y,g) 6= 0 folgt:
fq(λx− µx,g) = fq
(
(λx− µx)G + (λx− µx)− (λx− µx)G , g
)
= fq
(
(λx− µx)G , g)⊕q fq
(
(λx− µx)− (λx− µx)G , g
)
= fq
(
(λx− µx)G , g
)
= fq(λxG − µxG , g)
= fq
(
(λ⊖xG µ)xG , g
)
= (λ⊖xG µ) fq(xG,g) 6= 0.
Analog erha¨lt man fq(λy − µy,g) = (λ⊖yG µ) fq(yG,g) 6= 0.
Nach c) gilt xG = −yG, woraus ⊕xG = ⊕yG folgt.
fq(λx− µx,g) fq(λy − µy,g)
−1 = (λ⊖xG µ) fq(xG,g) fq(−xG,g)
−1 (λ⊖yG µ)
−1
= (λ⊖yG µ) fq(−xG,g) fq(xG,g)
−1 (λ⊖xG µ)
−1
= fq(λy − µy,g) fq(λx− µx,g)
−1
✷
Lemma 2.2.9
Fu¨r x ∈ V , y ∈ Rq(V ) und λ, µ ∈ F
∗ gilt:
x⊥fq y ⇔ (0, λx+ µy) ≡Q (0, λx− µy).
Beweis: Es gelte x,y 6= 0, da ansonsten nichts zu zeigen wa¨re.
Es gilt: (λx+ µy)− (λx− µy) = 2µy ∈ Q(V )∗.
”
⇒“:
fq(λx+ µy,y) = fq(λx,y)⊕q fq(µy,y) = fq(µy,y) = µfq(y,y) 6= 0
fq(λx− µy,y) = fq(λx,y)⊕q fq(−µy,y) = fq(−µy,y) = −µfq(y,y) 6= 0
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fq(λx+ µy,y) fq(λx− µy,y)
−1 = fq(µy,y) fq(−µy,y)
−1
= fq(−µy,y) fq(µy,y)
−1
= fq(λx− µy,y) fq(λx+ µy,y)
−1
”
⇐“: Mit Lemma 2.2.8.c) folgt:
(λx+ µy)Fy = −(λx− µy)Fy ⇒ λxFy + µyFy = −λxFy + µyFy
⇒ λxFy = −λxFy ⇒ λxFy = 0
⇒ xFy = 0 ⇒ x⊥fq y.
✷
Lemma 2.2.10
In einer Ebene E ∈ U2(V ) gilt fu¨r x,y ∈ E mit x 6= y:
(0,x) ≡Q (0,y) ⇒ (0,x) ≡Q (0,−y).
Beweis: Es sei y /∈ Fx
(
Sonst folgt die Behauptung aus Lemma 2.2.8.b).
)
.
Aus (0,x) ≡Q (0,y) folgt mit Lemma 2.2.4.b) und d)
1
2
(x+y) ∈ Q(V ) und 1
2
(x+y) ∈ (x−y)⊥fq .
Damit gilt nach Lemma 2.2.9:(
0, 1
2
(x− y)− 1
2
(−x− y)
)
≡
(
0, 1
2
(x− y) + 1
2
(−x− y)
)
⇒ (0,x) ≡Q (0,−y).
✷
Lemma 2.2.11
Fu¨r x,y ∈ V gilt:
(0,x) ≡Q (0,y) und x ∈ Q(V ) ⇒ y ∈ Q(V ).
Beweis: Es gelte y /∈ Fx, da sonst die Behauptung mit Lemma 2.2.8.b) folgt. Es sei g ∈ Rq(V )
∗
mit G := Fg = F (y − x). Nach Lemma 2.2.8.c) und d) gilt:
x− xG =
1
2
(x+ y), y = y − yG + yG =
1
2
(x+ y)− xG.
Wegen 1
2
(x+y) ∈ {0,x,xG} ∈ U2(V ) folgt mit Lemma 2.2.4.d):
1
2
(x+y) ∈ Q(V ). Nach Lemma
1.4.9 gilt: 1
2
(x+ y),x,xG ∈ Rx(V ). Mit Satz 1.4.7.a) folgt:
y = 1
2
(x+ y)− xG ∈ Rx(V ) ⊂ Q(V ).
✷
Satz 2.2.12
Die Relation ≡ erfu¨llt die Axiome (KLR), (KPR) und damit in jeder Ebene E ∈ T2(V ) die
Axiome (KP), (KL).
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Beweis:
Es seien a,b, c,d ∈ V mit b−a ∈ Q(V )∗ und c /∈ a+F (b−a). Dann folgt mit Lemma 2.2.8.b)
und (K2):
d = Pgm(a,b, c) oder d = Pgm(b, a, c)
⇔ b− a = d− c oder b− a = −(d− c)
⇔ d− c ∈ F (b− a) und (0,b− a) ≡Q (0,d− c)
⇔ d− c ∈ F (b− a) und (a,b) ≡Q (c,d)
d = Pgm(a,b, c) ⇒ c− a = d− b ⇒ (0, c− a) ≡Q (0,d− b)
⇒ (a, c) ≡Q (d,b)
✷
Satz 2.2.13
Die Relation ≡ erfu¨llt in jeder Ebene E ∈ T2(V ) das Axiom (KR).
Beweis: Nach Satz 1.5.2.e) existieren Elemente x ∈ V und U ∈ U(V ) mit E = x + U . Da V
regula¨r ist, existiert ein Element u ∈ Rq(V )
∗ ∩ U . Es sei v ∈ Q(V )∗ ∩ U mit v /∈ Fu. Dann
gilt nach Lemma 2.2.4.b): v − vFu⊥fq u. Da U offensichtlich zweidimensional ist, folgt mit
Lemma 2.2.4.d): v − vFu ∈ G. Aufgrund der Regularita¨t von V existiert ein Element λ ∈ F
∗
mit λ(v − vFu) ∈ Rq(V ).
z := x, a := x+ u+ λ(v − vFu), b := x+ u− λ(v − vFu)
m := x+ u, a′ := x+ uF (a−z), m
′ := x+ 2uF (a−z) − u
Es gilt nach Satz 1.4.7a) und Lemma 2.2.4.d):
a− z = u+ λ(v − vFu) ∈ Q(V ), m− z = u ∈ Q(V )
b− a = −2λ(v − vFu) ∈ Q(V ), m
′ −m = 2(uF (a−z) − u) ∈ Q(V ).
Mit Lemma 2.2.9 folgt:
(z, a) ≡Q (z,b), (z,m) ≡Q (z,m
′), (a,m) ≡Q (m,b), (m, a
′) ≡Q (a
′,m′).
✷
Satz 2.2.14
Die Relation ≡ erfu¨llt in jeder Ebene E ∈ T2(V ) folgende Bedingung:
∀ z, a,b, c,d ∈ E mit z /∈ a+ F (b− a) ∈ G, c− z ∈ F (a− z), d− z ∈ F (b− z) :
(z, a) ≡Q (z,b) und d− c ∈ F (b− a) ⇒ (z, c) ≡Q (z,d).
Beweis: Aus z /∈ a+F (b− a) folgt b− z, d− z 6= 0 und F (b− a) 6= F (b− z). Es existiert ein
Element λ ∈ F ∗ mit c− z = λ(a− z). Es gilt:
−(c− z) + λ(b− z) = λ(−a+ z+ b− z) = λ(b− a) ∈ F (b− a)
−(c− z) + λ(b− z) ∈ −(c− z) + F (b− z).
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Aus den Vorraussetzungen folgt:
d− z ∈ F (b− z) ⇒ − (c− z) + (d− z) ∈ −(c− z) + F (b− z)
d− c ∈ F (b− a) ⇒ − (c− z) + (d− z) ∈ F (b− a).
Wegen
∣∣(−(c− z) + F (b− z)) ∩ F (b− a)∣∣ = 1 gilt:
−(c− z) + λ(b− z), −(c− z) + (d− z) ∈
(
−(c− z) + F (b− z)
)
∩ F (b− a)
⇒ −(c− z) + λ(b− z) = −(c− z) + (d− z).
Damit gilt λ(b− z) = d− z. Mit Lemma 2.2.8.a) folgt (z, c) ≡Q (z,d). ✷
Satz 2.2.15
Die Relation ≡ erfu¨llt folgende Bedingung:
∀ a,b, c,d,d′ ∈ V mit c ∈ a+ F (b− a) 6= {a}, d /∈ a+ F (b− a), d− d′ ∈ Q(V ) :
(a,d) ≡Q (a,d
′), (b,d) ≡Q (b,d
′) ⇒ (c,d) ≡Q (c,d
′).
Beweis: Es sei d 6= d′ (Sonst ist nichts zu zeigen.) und g ∈ Rq(V )
∗ mit G := Fg = F (d− d′).
Aus (a,d) ≡Q (a,d
′) und (b,d) ≡Q (b,d
′) folgt mit Lemma 2.2.8.c):
(d− a)G = −(d
′ − a)G, (d− b)G = −(d
′ − b)G.
Es sei e := 1
2
(d+ d′).
fq(a− e,g)g = fq
(
1
2
(a− d) + 1
2
(a− d′) , g
)
g
= fq
(
1
2
(a− d) , g
)
g + fq
(
1
2
(a− d′) , g
)
g
= 1
2
fq(g,g)
(
fq(g,g)
−1fq(a− d,g)g + fq(g,g)
−1fq(a− d
′,g)g
)
= 1
2
fq(g,g)
(
(a− d)G + (a− d
′)G
)
= 0
⇔ fq(a− e,g) = 0
Analog erha¨lt man fq(b− e,g) = 0. Es existiert ein Element λ ∈ F mit c = a+ λ(b− a).
fq(c− e,g) = fq
(
a+ λ(b− a)− e,g
)
= fq(a− e,g)⊕q fq
(
λ(b− e)− λ(a− e) , g
)
= fq(a− e,g)⊕q λ fq(b− e,g)⊖q λ fq(a− e,g) = 0
Mit Lemma 2.2.9 folgt:(
0, (c− e) + (d− e)
)
≡Q
(
0, (c− e)− (d− e)
)
⇔ (0, c− d′) ≡Q (0, c− d)
⇔ (c,d) ≡Q (c,d
′).
✷
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Satz 2.2.16
In einer Ebene E ∈ U2(V ) gilt:
∀x,y, z ∈ E paarweise verschieden mit (0,x) ≡Q (0,y), (0,y) ≡Q (0, z) :
x− z ∈ Q(V ) ⇒ x,y, z ∈ Q(V ) und (0,x) ≡Q (0, z).
Beweis: Es gelte x = −y oder y = −z. O.B.d.A. wird nur der Fall x = −y betrachtet. Aus
Lemma 2.2.8.b) folgt x,y ∈ Q(V ) und aus Lemma 2.2.11 z ∈ Q(V ).
Aus (0,y) ≡Q (0, z) folgt mit Lemma 2.2.8.d) und c):
1
2
(y + z) = y − yF (z−y) = z − zF (z−y)
und yF (z−y) = −zF (z−y).
x = −y = −yF (z−y) + yF (z−y) − y = zF (z−y) −
1
2
(y + z)
z = zF (z−y) + z− zF (z−y) = zF (z−y) +
1
2
(y + z)
Mit Lemma 2.2.4.b) und Lemma 2.2.9 folgt (0,x) ≡Q (0, z).
Es gelte nun x 6= −y und y 6= −z. Die Punkte 0,y,y − yF (y−x),y − yF (z−y) sind paarweise
verschieden, und es gilt: yF (y−x),yF (z−y) ∈ Q(V ). Mit Lemma 2.2.4.d) folgt: y − yF (y−x),y −
yF (z−y) ∈ Q(V ).
(y − yF (y−x))− (y − yF (z−y)) =
1
2
(x+ y)− 1
2
(y + z) = 1
2
(x− z) ∈ Q(V )
Mit (Di) angewandt auf die Punkte y − yF (y−x),y − yF (z−y),0,y folgt y ∈ Q(V ), woraus mit
Lemma 2.2.11 x, z ∈ Q(V ) folgt.
Nach Lemma 1.4.9 existiert ein Element λ ∈ F ∗ mit λx, λy, λz ∈ Rq(V ). Mit Lemma 1.4.21
folgt: fq
(
λx, λ(y − x)
)
, fq
(
λy, λ(y − x)
)
∈ Kq(F ).
(0,x) ≡Q (0,y)
⇔ fq
(
x, λ(y − x)
)
fq
(
y, λ(y − x)
)−1
= fq
(
y, λ(y − x)
)
fq
(
x, λ(y − x)
)−1
⇔ λ−1fq
(
λx, λ(y − x)
)
fq
(
λy, λ(y − x)
)−1
λ =
λ−1fq
(
λy, λ(y − x)
)
fq
(
λx, λ(y − x)
)−1
λ
⇔ fq
(
λx, λ(y − x)
)
fq
(
λy, λ(y − x)
)−1
= fq
(
λy, λ(y − x)
)
fq
(
λx, λ(y − x)
)−1
⇔ fq
(
λx, λ(y − x)
)2
= fq
(
λy, λ(y − x)
)2
⇔ fq
(
λx , fq(λx, λ(y − x))λ(y − x)
)
= fq
(
λy , fq(λy, λ(y − x))λ(y − x)
)
⇔ fq
(
λx , fq(λ(y − x), λ(y − x))
−1fq(λx, λ(y − x))λ(y − x)
)
=
fq
(
λy , fq(λ(y − x), λ(y − x))
−1fq(λy, λ(y − x))λ(y − x)
)
⇔ fq
(
λx, (λx)F (y−x)
)
= fq
(
λy, (λy)F (y−x)
)
⇔ fq
(
λx , λ(x− y + y)F (y−x)
)
= fq
(
λy , λ(y − x+ x)F (y−x)
)
⇔ fq
(
λx , λ(x− y) + λyF (y−x)
)
= fq
(
λy , λ(y − x) + λxF (y−x)
)
⇔ fq
(
λx , λx− λ(y − yF (y−x))
)
= fq
(
λy , λy − λ(x− xF (y−x))
)
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⇔ fq(λx, λx)⊖q fq
(
λx , λ(y − yF (y−x))
)
⊖q 0 =
fq(λy, λy)⊖q fq
(
λy , λ(x− xF (y−x))
)
⊖q 0
⇔ fq(λx, λx)⊖q fq
(
λx , λ(y − yF (y−x))
)
⊖q fq
(
λxF (y−x) , λ(y − yF (y−x))
)
=
fq(λy, λy)⊖q fq
(
λy , λ(x− xF (y−x))
)
⊖q fq
(
λyF (y−x) , λ(x− xF (y−x))
)
⇔ fq(λx, λx)⊖q fq
(
λ(x− xF (y−x)) , λ(y − yF (y−x))
)
=
fq(λy, λy)⊖q fq
(
λ(y − yF (y−x)) , λ(x− xF (y−x))
)
⇔ fq(λx, λx) = fq(λy, λy)
Analog folgt fq(λy, λy) = fq(λz, λz). Damit gilt fq(λx, λx) = fq(λz, λz), so daß sich mit einer
analogen Rechnung die Behauptung ergibt. ✷
Satz 2.2.17
In jeder Ebene E ∈ U2(V ) gilt:
∀x,y, z,w ∈ E paarw. verschieden mit (0,x) ≡Q (0,y), (0,y) ≡Q (0, z), (0, z) ≡Q (0,w) :
(0,x) ≡Q (0,w).
Beweis: Liegt einer der Punkte x,y, z,w in Q(V ), so liegen nach Lemma 2.2.11 alle vier in
Q(V ) und die Behauptung folgt aus (Di) und Satz 2.2.16.
Es seien x,y, z,w ∈ E \Q(V ). Aufgrund von Lemma 2.2.8.b) gilt Fx 6= Fy 6= Fz 6= Fw.
Es gelte x = −z. Fu¨r c := 1
2
(z + w) folgt c ∈ (w − z)⊥fq und damit c ∈ Q(V ). Mit Lemma
2.2.9 folgt:
x = (c+ x)− c = (c− z)− c, w = (w − c) + c = (c− z) + c ⇒ (0,x) ≡Q (0,w).
Der Fall y = −w wird analog behandelt.
Gilt x = −w, so folgt 1
2
(y − w) = 1
2
(y + x) ∈ Q(V ). Mit (Di) angewandt auf die Punkte
1
2
(y + z), 1
2
(z+w),0, z folgt z ∈ Q(V ) im Widerspruch zur Voraussetzung.
Es seien nun Fx, Fy, Fz, Fw paarweise verschieden.
a := 1
2
(x+ y), b := 1
2
(y + z), c := 1
2
(z+w)
r :=
(
x+ F (y − x)
)
∩ Fb
Die Existenz von r folgt aus Fx 6= Fz.
a) z− r /∈ F (w − z) und z− r /∈ (w − z)⊥fq :
Es sei s :=
(
r+ F (z− r)
)
∩ Fc. Mit Lemma 2.2.9 gilt
a ∈ (y − x)⊥fq , b ∈ (z− y)⊥fq , c ∈ (w − z)⊥fq
und damit folgt (r,y) ≡Q (r, z) und (s, z) ≡Q (s,w).
z′ :=
(
r+ F (z− r)
)
∩
(
a+ F (z− y)
)
, w′ :=
(
s+ F (w − s)
)
∩
(
z′ + F (w − z)
)
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Abbildung 6
Mit Satz 2.2.14 folgt (r, a) ≡Q (r, z
′) und (s, z′) ≡Q (s,w
′).
b′ := 1
2
(a+ z′), c′ := 1
2
(z′ +w′)
Es gilt mit Lemma 2.2.9:
b′ ∈ (z′ − a)⊥fq , c′ ∈ (w′ − z′)⊥fq , b′ ∈ Fb, c′ ∈ Fc.
und es folgt (0, a) ≡Q (0, z
′) und (0, z′) ≡Q (0,w
′). Wendet man (Di) auf 0, z′, a,w′ an,
ergibt sich w′ − a ∈ Q(V ). Mit Satz 2.2.16 folgt (0, a) ≡Q (0,w
′).
d′ := 1
2
(a+w′), t := Fd′ ∩
(
s+ F (w′ − s)
)
Die Existenz von t folgt aus Fy 6= Fw. Es gilt d′ ∈ (w′ − a)⊥fq . Mit Lemma 2.2.9 und
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Satz 2.2.15 folgt:
a ∈ (r− a)⊥fq ⇒
(
0, 1
2
(r− a) + 1
2
a
)
≡Q
(
0, 1
2
(r− a)− 1
2
a
)
⇒ (0, 1
2
r) ≡Q (
1
2
r, a) ⇒ (0, 1
2
r) ≡Q (
1
2
r, z′)
⇒
(
0, 1
2
(r− z′) + 1
2
z′
)
≡Q
(
0, 1
2
(r− z′)− 1
2
z′
)
⇒ z′ ∈ (r− z′)⊥fq ⇒ z′ ∈ (s− z′)⊥fq
⇒
(
0, 1
2
(s− z′) + 1
2
z′
)
≡Q
(
0, 1
2
(s− z′)− 1
2
z′
)
⇒ (0, 1
2
s) ≡Q (
1
2
s, z′) ⇒ (0, 1
2
s) ≡Q (
1
2
s,w′)
⇒
(
0, 1
2
(s−w′) + 1
2
w′
)
≡Q
(
0, 1
2
(s−w′)− 1
2
w′
)
⇒ w′ ∈ (s−w′)⊥fq ⇒ w′ ∈ (t−w′)⊥fq
⇒
(
0, 1
2
(t−w′) + 1
2
w′
)
≡Q
(
0, 1
2
(t−w′)− 1
2
w′
)
⇒ (0, 1
2
t) ≡Q (
1
2
t,w′) ⇒ (0, 1
2
t) ≡Q (
1
2
t, a)
⇒
(
0, 1
2
(t− a) + 1
2
a
)
≡Q
(
0, 1
2
(t− a)− 1
2
a
)
⇒ a ∈ (t− a)⊥fq .
Damit folgt t ∈ x + F (y − x). Die Betrachtung der Punkte 0,d′, t, a,w′ liefert mit Satz
2.2.15 (t,w′) ≡Q (t, a). Es existieren Elemente µ, ν ∈ F
∗ mit µ(z − y) = z′ − a und
ν(w − z) = w′ − z′. Mit Lemma 2.2.8.e) und Satz 2.2.16 folgt:
(a,y) ≡Q (z
′, z) ≡Q (w
′,w) ⇒ (a,y) ≡Q (w
′,w)
⇒ (a,x) ≡Q (w
′,w).
Es sei x′ :=
(
a + F (t − a)
)
∩
(
w + F (a − w′)
)
. Nach Satz 2.2.14 gilt (a,x′) ≡Q (w
′,w)
und damit x′ = x oder x′ = y (Lemma 2.2.8.b)).
Annahme: Es gilt x′ = y und damit y−w ∈ Q(V ). Mit Satz 2.2.16 bezogen auf die Punkte
y, z,w folgt y, z,w ∈ Q(V ), was ein Widerspruch zur Voraussetzung ist. Somit gilt x′ = x.
Zu d := F t ∩
(
x+ F (w− x)
)
existiert ein Element λ ∈ F ∗ mit d− t = λ(d′ − t). Wegen
F (w′ − a) = F (w − x) gilt w − t = λ(w′ − t) und x− t = λ(a− t).
d− x = (d− t)− (x− t) = λ(d′ − t)− λ(a− t) = λ(d′ − a)
= λ(w′ − d′) = λ(w′ − t)− λ(d′ − t) = (w − t)− (d− t) = w − d
Mit Lemma 2.2.9 folgt:(
0,d− (d− x)
)
≡Q
(
0,d+ (d− x)
)
⇒ (0,x) ≡Q (0,w).
b) z− r ∈ F (w − z):
Der Beweis verla¨uft analog zu a), wobei die Punkte t, w′ und d′ abweichend zu a) wie folgt
gesetzt werden:
t := r, w′ := z′, d′ := b′.
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c) z− r ∈ (w − z)⊥fq :
Damit gilt z − r ∈ F
(
1
2
(w + z)
)
= F (−w − z). Ersetzt man w durch −w so folgt mit b)
unter Verwendung von Lemma 2.2.10 die Behauptung.
✷
Lemma 2.2.18
Fu¨r x,y, z ∈ V paarweise verschieden mit (0,x) ≡Q (0,y) ≡Q (0, z) ist
0′ := {x, y, z} ∩ (y − x)⊥fq ∩ (z− y)⊥fq
wohldefiniert, und es gilt:
(0′,x) ≡Q (0
′,y) ≡Q (0
′, z).
Fu¨r w ∈ {x, y, z} gilt:
(0, z) ≡Q (0,w) ⇔ (0
′, z) ≡Q (0
′,w).
Beweis: O.B.d.A. sei V endlichdimensional. Ansonsten kann man sich auf den Teilraum
{0,x,y, z} beschra¨nken.
Da x, y, z paarweise verschieden sind, gilt F (y− x), F (z− y) ∈ G und F (y− x) ∦ F (z− y).
Wegen F (y − x) 6⊂ F (y − x)⊥fq und F (z− y) 6⊂ F (z− y)⊥fq folgt mit Satz 1.3.8.c):
{x, y, z} ∩ (y − x)⊥fq , {x, y, z} ∩ (z− y)⊥fq ∈ G.
Da F (y− x) ∦ F (z− y) ist, besitzen diese Geraden einen Schnittpunkt. Damit ist 0′ wohldefi-
niert.
Mit Lemma 2.2.4.b) und Lemma 2.2.8.d) folgt 1
2
(x+ y)− 0′ ∈ (y − x)⊥fq . Unter Verwendung
von Lemma 2.2.9 erha¨lt man:
(0′,x) = (0,x− 0′) =
(
0, 1
2
(x+ y)− 0′ − 1
2
(y − x)
)
≡Q
(
0, 1
2
(x+ y)− 0′ + 1
2
(y − x)
)
= (0,y − 0′) = (0′,y).
Analog folgt (0′,y) ≡Q (0
′, z), womit der erste Teil des Satzes bewiesen ist.
Da V regula¨r ist, existieren r, s, t ∈ Rq(V ) mit
Fr = F (y − x), F s = F (z− y), F t = F (w − z), r+ s = t.
Damit folgt
fq(0
′, t) = fq(0
′, r)⊕q fq(0
′, s) = 0
und somit 0′ ∈ (w − z)⊥fq .
Fasteuklidische Koordinatenra¨ume 43
”
⇐“:
Aus (0′, z) ≡Q (0
′,w) folgt 1
2
(z+w)− 0′ ∈ (w− z)⊥fq und damit 1
2
(z+w) ∈ (w− z)⊥fq . Mit
Lemma 2.2.9 erha¨lt man:
(0, z) =
(
0, 1
2
(z+w)− 1
2
(w − z)
)
≡Q
(
0, 1
2
(z+w) + 1
2
(w − z)
)
= (0,w).
”
⇒“:
Aus (0, z) ≡Q (0,w) folgt
1
2
(z+w) ∈ (w − z)⊥fq und damit 1
2
(z+w)− 0′ ∈ (w − z)⊥fq . Mit
Lemma 2.2.9 erha¨lt man:
(0′, z) =
(
0, 1
2
(z+w)− 0′ − 1
2
(w − z)
)
≡Q
(
0, 1
2
(z+w)− 0′ + 1
2
(w − z)
)
= (0′,w).
✷
Lemma 2.2.19
Fu¨r x,y ∈ V ∗ mit (0,x) ≡ (0,y) gilt nach Definition:
∃ x = x0,x1, . . . ,xn = y ∈ V : (0,x0) ≡Q (0,x1) ≡Q . . . ≡Q (0,xn).
Ist n minimal mit dieser Eigenschaft, so gilt:
∀x = x0,x1, . . . ,xn = y ∈ V mit (0,x0) ≡Q (0,x1) ≡Q · · · ≡Q (0,xn) :
dim {x0,x1, . . . ,xn} = n.
Beweis: Fu¨r n = 1 und n = 2 ist die Aussage trivial.
Es sei n = 3.
Annahme: Es gilt dim {x0,x1,x2,x3} < 3.
Da x1 − x0 ∦ x2 − x1 ist, gilt dann dim {x0,x1,x2,x3} = 2. Mit Lemma 2.2.18 folgt fu¨r
0′ := {x0,x1,x2,x3} ∩ (x1 − x0)
⊥fq ∩ (x2 − x1)
⊥fq
die Kongruenz
(0′,x0) ≡Q (0
′,x1) ≡Q (0
′,x2).
Wegen (0,x2) ≡Q (0,x3) gilt (0
′,x2) ≡Q (0
′,x3). Nach Satz 2.2.17 gilt damit (0
′,x0) ≡Q
(0′,x3), woraus mit Lemma 2.2.18 die Kongruenz (0,x0) ≡Q (0,x3) folgt. Das ergibt einen
Widerspruch zur Minimalita¨t von n.
Es sei nun n ≥ 4.
Annahme: Es gilt dim {x0,x1, . . . ,xn} < n.
Dann gibt es einen Index k0 ∈ {4, . . . , n} mit den folgenden Eigenschaften:
dim {x0, . . . , xk0−2} = k0 − 2, dim {x0, . . . , xk0} < k0.
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Die folgenden Teilra¨ume werden definiert:
Ek0 := {xk0−2,xk0−1,xk0}, Tk0 := {x0, . . . ,xk0−2}.
Die Punkte xk0−2,xk0−1,xk0 sind paarweise verschieden, da ansonsten k0 nicht minimal wa¨re.
Aus F (xk0−1 − xk0−2) 6= F (xk0 − xk0−1) folgt, daß Ek0 zwei verschiedene Geraden entha¨lt und
somit eine Ebene ist.
Wegen obiger Annahme und der Wahl von k0 folgt mit Satz 1.3.8.c): dim(Tk0 ∩ Ek0) ≥ 1.
Es sei 0′ := (xk0−2 − xk0−1)
⊥fq ∩ (xk0−1 − xk0)
⊥fq ∩ Ek0 . Mit Lemma 2.2.18 folgt:
(0′,xk0−2) ≡Q (0
′,xk0−1) ≡Q (0
′,xk0).
Es existiert also eine Gerade Gk0 ∈ Gxk0−2 mit Gk0 ⊂ Tk0 ∩ Ek0 . Es gilt Gk0 /∈ G0′ , denn
sonst wa¨re nach Lemma 2.2.11 xk0−2 − 0
′, xk0−1 − 0
′, xk0 − 0
′ ∈ Q(V ), was nach Satz 2.2.16
(0′,xk0−2) ≡Q (0
′,xk0) erga¨be. Analog zum Fall n = 3 folgte (0,xk0−2) ≡Q (0,xk0), was ein
Widerspruch zur Minimalita¨t von n wa¨re.
Es sei x′k0−1 := (xk0−2 − 0
′)− 2(xk0−2 − 0
′)Fgk0 ∈ Ek0 . Lemma 2.2.9 liefert
(0′,xk0−2) ≡Q (0,xk0−2 − 0
′) =
(
0 , (xk0−2 − 0
′)− (xk0−2 − 0
′)Fgk0 + (xk0−2 − 0
′)Fgk0
)
≡Q
(
0 , (xk0−2 − 0
′)− (xk0−2 − 0
′)Fgk0 − (xk0−2 − 0
′)Fgk0
)
= (0,x′k0−1 − 0
′) ≡Q (0
′,x′k0−1)
woraus mit Satz 2.2.17 (0′,x′k0−1) ≡Q (0
′,xk0) folgt. Analog zum Fall n = 3 erha¨lt man
(0,xk0−2) ≡Q (0,x
′
k0−1
) und (0,x′k0−1) ≡Q (0,xk0).
Es gilt x′k0−1 ∈ {x0, . . . ,xk0−2}.
Ist k0 = 4, so ergibt sich wie im Fall n = 3 ein Widerspruch zur Minimalita¨t von n.
Ist k0 > 4, wird xk−1 durch x
′
k−1 ersetzt.
Es gibt einen Index k1 ∈ {4, . . . , n} mit den folgenden Eigenschaften:
dim {x0, . . . , xk1−2} = k1 − 2, dim {x0, . . . , xk1} < k1
Wegen x′k0−1 ∈ {x0, . . . ,xk0−2} kann k1 < k0 gewa¨hlt werden.
Analog erha¨lt man Indizes k2, . . . , km mit k1 > k2 > · · · > km und km = 4. Man erha¨lt so wie
bereits gezeigt einen Widerspruch zur Minimalita¨t von n. ✷
Satz 2.2.20
Fu¨r x,y ∈ V gilt:
(0,x) ≡ (0,y) und y − x ∈ Q(V ) ⇒ (0,x) ≡Q (0,y).
Beweis: Fu¨r x = y ist die Behauptung trivial. Fu¨r den weiteren Beweis wird eine Fallunter-
scheidung gemacht.
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x = −y:
Es gilt x = −1
2
(y − x) ∈ Q(V ). Es sei λ ∈ F ∗ mit λx ∈ Rq(F ).
fq(x, λx) = λ
−1fq(λx, λx) 6= 0, fq(y, λx) = −λ
−1fq(λx, λx) 6= 0
fq(x, λx) fq(y, λx)
−1 = −fq(x, λx) fq(x, λx)
−1 = fq(y, λx) fq(x, λx)
−1
Damit folgt (0,x) ≡Q (0,y).
x 6= y, x 6= −y:
Es existieren Punkte y1, z1, . . . ,yn−1, zn−1 ∈ V mit
(0,x) ≡Q (y1, z1) ≡Q . . . ≡Q (yn−1, zn−1) ≡Q (0,y).
O.B.d.A. sei n ∈ N minimal mit dieser Eigenschaft. Fu¨r x0 := x, xn := y und xi := zi−yi (i ∈
{1, . . . , n− 1}) gilt (0,xi−1) ≡Q (0,xi) fu¨r i ∈ {1, . . . , n}.
n = 2:
Es sei E := {x0,x1,x2} ∈ T2(V ). O.B.d.A. sei V endlichdimensional (Sonst kann man sich auf
den Teilraum {0,x0,x1,x2} beschra¨nken.). Nach Satz 1.3.8.c) gilt:
E ∩ (x1 − x0)
⊥fq ∈ G, E ∩ (x2 − x1)
⊥fq ∈ G.
Da n minimal ist, sind die Punkte x0,x1,x2 paarweise verschieden, und es gilt: F (x1 − x0) 6=
F (x2 − x1). Damit ist
0′ := (x1 − x0)
⊥fq ∩ (x2 − x1)
⊥fq ∩ E
wohldefiniert. Mit Lemma 2.2.9 folgt aus 1
2
(x0 + x1)− 0
′ ∈ (x1 − x0)
⊥fq :
(0′,x0) = (0,x0 − 0
′) =
(
0, 1
2
(x0 + x1)− 0
′ − 1
2
(x1 − x0)
)
≡Q
(
0, 1
2
(x0 + x1)− 0
′ + 1
2
(x1 − x0)
)
= (0,x1 − 0
′) = (0′,x1).
Analog folgt (0′,x1) ≡Q (0
′,x2), so daß man mit Satz 2.2.16 (0
′,x0) ≡Q (0
′,x2) erha¨lt.
Lemma 1.4.9 impliziert die Existenz eines Elementes λ ∈ F ∗ mit x1 − x0, x2 − x1, x2 − x0 ∈
Rλq(V ).
0′ ∈ (x1 − x0)
⊥fq ∩ (x2 − x1)
⊥fq ⇒ fq
(
0′, λ−1(x1 − x0)
)
= fq
(
0′, λ−1(x2 − x1)
)
= 0
⇒ fq
(
0′, λ−1(x2 − x1 + x1 − x0)
)
= 0
⇒ 0′ ∈ (x2 − x0)
⊥fq
Lemma 2.2.4.b) und 2.2.8.d) liefern:
1
2
(x0 + x2)− 0
′ = 1
2
(
(x0 − 0
′) + (x2 − 0
′)
)
= (x0 − 0
′)− (x0 − 0
′)F (x2−x0) ∈ (x2 − x0)
⊥fq .
Insgesamt folgt 1
2
(x0 +x2) ∈ (x2−x0)
⊥fq , so daß sich mit Lemma 2.2.9 die Behauptung ergibt.
n ≥ 3:
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Nach Lemma 2.2.19 gilt dim {x0, . . . , xn} = n. Fu¨r i ∈ {2, . . . , n− 1} gilt mit Satz 1.3.8.c):
dim {x0, . . . ,xi} = i, dim {xi, . . . ,xn,x0} = n− i+ 1
⇒ dim
(
{x0, . . . ,xi} ∩ {xi, . . . ,xn,x0}
)
= 1.
Damit gilt xi − x0 ∈ Q(V ) fu¨r i ∈ {1, . . . , n}. Mit dem vorigen Beweisschritt folgt:
(0,x0) ≡Q (0,x1) ⇒ (0,x0) ≡Q (0,x2) ⇒ · · · ⇒ (0,x0) ≡Q (0,xn).
✷
Satz 2.2.21
Die Relation ≡ erfu¨llt in jeder Ebene E ∈ T2(V ) das Axiom (KZ).
Beweis: Die Behauptung folgt aus den Sa¨tzen 2.2.14 und 2.2.20. ✷
Satz 2.2.22
Die Relation ≡ erfu¨llt das Axiom (KGR).
Beweis: Die Behauptung folgt aus den Sa¨tzen 2.2.15 und 2.2.20. ✷
Satz 2.2.23
In jeder Ebene E ∈ U2(V ) gilt fu¨r x,y ∈ E:
(0,x) ≡ (0,y) ⇒ ∃ z ∈ E : (0,x) ≡Q (0, z) ≡Q (0,y).
Beweis: Es sei y − x /∈ Q(V ), da die Behauptung sonst aus Satz 2.2.20 folgt. Es existieren
Punkte y1, z1, . . . ,yn−1, zn−1 ∈ V mit
(0,x) ≡Q (y1, z1) ≡Q · · · ≡Q (yn−1, zn−1) ≡Q (0,y).
O.B.d.A. sei n ∈ N minimal mit dieser Eigenschaft. Fu¨r x0 := x, xn := y und xi := zi−yi (i ∈
{1, . . . , n− 1}) gilt (0,xi−1) ≡Q (0,xi) fu¨r i ∈ {1, . . . , n}.
n = 2:
Gilt x1 ∈ E so folgt die Behauptung. Aus x1 /∈ E folgt E
′ := {x0,x1,x2} 6= E. Es gilt
dim {0,x0,x1,x2} = 3, so daß mit Satz 1.3.8.c) folgt:
dim(E ∩ E ′) = 1 ⇒ x2 − x0 ∈ Q(V ).
Mit z := x und Satz 2.2.20 folgt die Behauptung.
n ≥ 3:
Es gelte dim {x0, . . . ,xn} = n, sonst wird wie im Beweis von Satz 2.2.20 ein Widerspruch zur
Minimalita¨t von n hergeleitet. Aus F (y − x) ∈ L\G und F (y − x) ⊂ E folgt {x,y} = E.
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Gilt x1 ∈ E, so folgt:
E ⊂ {x0, . . . ,xn}, dim {x1, . . . ,xn} = n− 1, x0 /∈ {x1, . . . ,xn}
⇒ dim
(
E ∩ {x1, . . . ,xn}
)
= 1.
Damit gilt xn − x1 ∈ Q(V ), woraus mit Satz 2.2.20 (0,x1) ≡Q (0,xn) im Widerspruch zur
Minimalita¨t von n folgt.
Gilt x1 /∈ E, so sei G ∈ Gx0(E) mit G = x0 +Fg und g ∈ Q
∗(V ). Dann gilt G ⊂ {x0, . . . ,xn}.
Fu¨r x−1 := x0 − 2(x0)Fg ∈ E folgt mit Lemma 2.2.9: (0,x−1) ≡Q (0,x0).
Es gelte zuna¨chst G 6⊂ {x0, . . . ,xn−1}.
En := {xn−2,xn−1,xn}, Gn := {x−1,x0, . . . ,xn−2} ∩ En
Mit Satz 1.3.8.c) folgt:
dim {x0, . . . ,xn} = n, dim(En) = 2, dim {x−1,x0, . . . ,xn−2} = n− 1
⇒ dim
(
En ∩ {x−1,x0, . . . ,xn−2}
)
= 1 ⇒ Gn ∈ G.
Es sei gn ∈ Q(V )
∗ mit Gn = xn−2 + Fgn.
Analog zum Beweis von Satz 2.2.20 (Fall n = 2) sei 0′ := (xn−xn−1)
⊥fq ∩ (xn−1−xn−2)
⊥fq ∩En.
Fu¨r x′n−1 := (xn−2−0
′)−2(xn−2−0
′)Fgn ∈ En gilt mit Lemma 2.2.9 und dem Beweis von Satz
2.2.20:
(0′,xn) ≡Q (0
′,xn−1), (0
′,xn−1) ≡Q (0
′,xn−2), (0
′,xn−2) ≡Q (0
′,x′n−1)
⇒ (0′,xn) ≡Q (0
′,x′n−1)
⇒ (0,xn−2) ≡Q (0,x
′
n−1), (0,x
′
n−1) ≡Q (0,xn).
Mit der Minimalita¨t von n folgt:
dim {x−1,x0, . . . ,xn−2} = dim {x0, . . . ,xn−2,x′n−1} = n− 1
x′n−1 ∈ {x−1,x0, . . . ,xn−2} ⇒ {x0, . . . ,xn−2,x
′
n−1} ⊂ {x−1,x0, . . . ,xn−2}
⇒ {x0, . . . ,xn−2,x′n−1} = {x−1,x0, . . . ,xn−2}
⇒ x−1 ∈ {x0, . . . ,xn−2,x′n−1}
Gilt G ⊂ {x0, . . . ,xn−1}, so folgt fu¨r x
′
n−1 := xn−1 : x−1 ∈ {x0, . . . ,xn−2,x
′
n−1}.
Analog werden Punkte x′n−2, . . . ,x
′
1 ∈ V konstruiert, so daß gilt:
x−1 ∈ {x0, . . . ,xn−3,x′n−2}, . . . , x−1 ∈ {x0,x
′
1}.
Damit folgt x′1 ∈ E, so daß sich analog zum oben betrachteten Fall (x1 ∈ E) ein Widerspruch
zur Minimalita¨t von n ergibt. ✷
Satz 2.2.24
Die Relation ≡ erfu¨llt in jeder Ebene E ∈ T2(V ) das Axiom (KT).
Fasteuklidische Koordinatenra¨ume 48
Beweis: Die Behauptung folgt aus Satz 2.2.23. ✷
Satz 2.2.25
Die Relation ≡ erfu¨llt in jeder Ebene E ∈ T2(V ) das Axiom (KG).
Beweis: Es seien a,b, c,d,d′ ∈ E mit c ∈ a − b ∈ Q(V )∗, d /∈ F (b − a) und (a,d) ≡ (a,d′),
(b,d) ≡ (b,d′). Fu¨r d′ − d ∈ Q(V ) folgt die Behauptung aus den Sa¨tzen 2.2.20 und 2.2.22.
Abbildung 7
Es gelte d′ − d /∈ Q(V ). Nach Satz 2.2.23 existieren Punkte da,db ∈ E mit
(a,d) ≡Q (a,da) ≡Q (a,d
′), (b,d) ≡Q (b,db) ≡Q (b,d
′).
Es gilt:
d′′ := 2(d− a)F (b−a) + 2a− d
= 2(d− a)F (b−a) + 2(a− b) + 2b− d
= 2(d− a)F (b−a) + 2(a− b)F (b−a) + 2b− d
= 2(d− b)F (b−a) + 2b− d
d− a = (d− a)F (b−a) +
(
(d− a)− (d− a)F (b−a)
)
d′′ − a = (d− a)F (b−a) −
(
(d− a)− (d− a)F (b−a)
)
d− b = (d− b)F (b−a) +
(
(d− b)− (d− b)F (b−a)
)
d′′ − b = (d− b)F (b−a) −
(
(d− b)− (d− b)F (b−a)
)
.
Mit Lemma 2.2.4.b) und 2.2.9 folgt (a,d) ≡Q (a,d
′′) und (b,d) ≡Q (b,d
′′).
Aus d′′ = da folgt (a,d
′) ≡ (a,d′′). Fu¨r d′′ 6= da liefert Satz 2.2.17 (a,d
′) ≡Q (a,d
′′). Analog
erha¨lt man (b,d′) ≡Q (b,d
′′).
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Es gilt mit Lemma 2.2.4.b) und 2.2.8.d):
1
2
(
(d′′ − a) + (d′ − a)
)
∈
(
(d′′ − a)− (d′ − a)
)⊥fq = (d′′ − d′)⊥fq
1
2
(
(d′′ − b) + (d′ − b)
)
∈
(
(d′′ − b)− (d′ − b)
)⊥fq = (d′′ − d′)⊥fq
⇒ 1
2
(
(d′′ − a) + (d′ − a)
)
− 1
2
(
(d′′ − b) + (d′ − b)
)
= b− a ∈ (d′′ − d′)⊥fq .
Nach Voraussetzung gilt b− a ∈ (d′′ − d)⊥fq , so daß (d′′ − d′)⊥fq = (d′′ − d)⊥fq folgt. Damit
gilt d′ − d ∈ Q(V ) im Widerspruch zur Voraussetzung. ✷
Satz 2.2.26
Die Relation ≡ erfu¨llt das Axiom (KER).
Beweis: Die Behauptung folgt aus den Sa¨tzen 2.2.12, 2.2.13, 2.2.21, 2.2.24, 2.2.25 und Bemer-
kung 2.1.4.b). ✷
Satz 2.2.27
(V,D(V ), 〈〉V ,≡) ist ein fasteuklidischer Raum.
Beweis: Die Behauptung folgt aus den Sa¨tzen 2.2.12, 2.2.22 und 2.2.26. ✷
Satz 2.2.28
Es sei λ ∈ F ∗.
a) Die Abbildung
fλq :
{
V ×Rλq(V ) → F
(x,y) 7→ fq(x, λ
−1y)
ist eine nullteilige symmetrische (λq)-Bilinearform.
b) Es sei B = (bi)i ∈ Rq(V )
I eine Basis von V . Dann gilt λB := (λbi)i ∈ Rλq(V )
I und
MλB(f
λ
q ) = λMB(fq).
c) Die Abbildungen fq und f
λ
q fu¨hren zu identischen Kongruenzrelationen ≡
fq und ≡f
λ
q auf
V .
Beweis:
a) Nach Satz 1.4.7.c) ist fλq wohldefiniert. Die Bilinearita¨t folgt direkt aus den entsprechenden
Eigenschaften von fq. Es seien x,y ∈ Rλq(V ).
fλq (x,y) = fq(x, λ
−1y) = λfq(λ
−1x, λ−1y) = λfq(λ
−1y, λ−1x) = fq(y, λ
−1x) = fλq (y,x)
fλq (x,x) = 0 ⇔ λfq(λ
−1x, λ−1x) = 0 ⇔ x = 0
b) Es sei MB(fq) = (mij) und i, j ∈ I.
λmij = λ fq(bi,bj) = f
λ
q (λbi, λbj)
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c) Es seien x,y,u,v ∈ V mit (y − x) − (v − u) ∈ Q(V )∗ und g ∈ Rq(V )
∗ mit Fg =
F
(
(y − x)− (v − u)
)
. Dann gilt λg ∈ Rλq(V )
∗.
fq(y − x,g), fq(v − u,g) 6= 0 ⇔ f
λ
q (y − x, λg), f
λ
q (v − u, λg) 6= 0
fq(y − x,g) fq(v − u,g)
−1 = fq(v − u,g) fq(y − x,g)
−1
⇔ fλq (y − x, λg) f
λ
q (v − u, λg)
−1 = fλq (v − u, λg) f
λ
q (y − x, λg)
−1
✷
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2.3 Schließungsaussagen in fasteuklidischen Ebenen
Da fastaffine Ra¨ume einer Dimension ≥ 3 desarguessch sind, beschra¨nkt sich dieser Abschnitt
auf Ebenen. Im folgenden sei (E,D, 〈〉,≡) eine fasteuklidische Ebene.
Satz 2.3.1
Eine fasteuklidische Ebene genu¨gt dem kleinen Axiom von Desargues.
Beweis: Es gelte d(a1, a2, a3; b1, b2, b3).
Ist a1 ∈ a2 ⊔ a3 so folgt die Behauptung aus der Parallelogrammschließungsaussage. Es sei also
im folgenden a1 /∈ a2 ⊔ a3.
Zuna¨chst sei a2 ⊔ a3 ∈ G.
Abbildung 8
c1 := a1 ⊔ b1 ∩ a2 ⊔ a3 c2 := Pgm(a1, a2, c1), c3 := Pgm(a1, a3, c1)
d := a1 ⊔ b1 ∩ {c2 ‖ a2 ⊔ a3}, d
′ := a1 ⊔ b1 ∩ {c3 ‖ a2 ⊔ a3}
Nach Satz 2.1.10 ist a1 6= d, d
′ und c1 6= d, d
′, so daß gilt:
(c1, a1) ≡ (c2, a2) ≡ (d, c1)
(c1, a1) ≡ (c3, a3) ≡ (d
′, c1)
}
⇒ d = d′ ⇒ 〈a2, a3〉 = 〈c2, c3〉.
Es sei d′′ := a1 ⊔ b1 ∩ {b2 ‖ a2 ⊔ a3} und d
′′′ := a1 ⊔ b1 ∩ {b3 ‖ a2 ⊔ a3}. Unter der Annahme
d′′ 6= d′′′ gilt:
(b1, a1) ≡ (b2, a2) ≡ (c1, d
′′)
(b1, a1) ≡ (b3, a3) ≡ (c1, d
′′′)
}
⇒ c1 = Mp(d
′′, d′′′)
(c1, b1) ≡ (c2, b2) ≡ (d, d
′′)
(c1, b1) ≡ (c3, b3) ≡ (d, d
′′′)
}
⇒ d = Mp(d′′, d′′′).
Damit ha¨tte das Paar (d′′, d′′′) zwei Mittelpunkte. Es gilt also d′′ = d′′′ und damit 〈a2, a3〉 =
〈b2, b3〉.
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Es sei a2 ⊔ a3 ∈ L\G und a1 ⊔ a2 ∈ G.
Mit Hilfe des bereits Bewiesenen und b′2 := a2 ⊔ b2 ∩ {b3 ‖ a3 ⊔ a2} folgt:
Abbildung 9
d(a3, a1, a2; b3, b1, b
′
2) ⇒ 〈a1, a2〉 = 〈b1, b
′
2〉
〈b1, b2〉 = 〈a1, a2〉 = 〈b1, b
′
2〉 ⇒ b2 = b
′
2 ⇒ 〈a2, a3〉 = 〈b2, b3〉.
Analog behandelt man den Fall a2 ⊔ a3 ∈ L\G und a1 ⊔ a3 ∈ G.
Es sei nun a1 ⊔ a2, a1 ⊔ a3, a2 ⊔ a3 ∈ L\G.
Da die Ebene E regula¨r ist, existiert ein Punkt a4 ∈ E mit a2 ⊔ a4, a4 ⊔ a3 ∈ G, so daß a2 ⊔ a4,
a4 ⊔ a3 ∦ a1 ⊔ b1 gilt. Mit b4 := Pgm(a2, b2, a4) und dem bereits Bewiesenen folgt:
Abbildung 10
d(a2, a1, a4; b2, b1, b4) ⇒ 〈a1, a4〉 = 〈b1, b4〉
d(a1, a3, a4; b1, b3, b4) ⇒ 〈a3, a4〉 = 〈b3, b4〉
d(a4, a2, a3; b4, b2, b3) ⇒ 〈a2, a3〉 = 〈b2, b3〉.
✷
Satz 2.3.2 (vgl. [5] II.§7)
Eine fasteuklidische Ebene genu¨gt dem Axiom (d’).
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Beweis: Es gelte d’(a1, a2, a3; b1, b2, b3) und a1 ⊔ b1 ∈ L \G, da die Behauptung sonst aus (d)
folgt.
Es sei a2 ⊔ a3 /∈ G.
Nach Lemma 2.1.5 existieren Geraden G,H ∈ G, so daß G,H, a1 ⊔ a2, a1 ⊔ a3 paarweise nicht-
parallel sind.
Abbildung 11
c1 := {a1 ‖ G} ∩ {b1 ‖ H}, c2 := Pgm(a1, c1, a2), c3 := Pgm(a1, c1, a3)
Mit (d) folgt:
d(a1, b1, c1; a2, b2, c2) ⇒ 〈b1, c1〉 = 〈b2, c2〉
d(a1, b1, c1; a3, b3, c3) ⇒ 〈b1, c1〉 = 〈b3, c3〉
d(a1, a2, a3; c1, c2, c3) ⇒ 〈a2, a3〉 = 〈c2, c3〉
d(c1, c2, c3; b1, b2, b3) ⇒ 〈c2, c3〉 = 〈b2, b3〉.
Insgesamt folgt 〈a2, a3〉 = 〈b2, b3〉.
Es sei nun a2 ⊔ a3 ∈ G.
Nach Lemma 2.1.5 existiert eine Gerade G ∈ G, so daß G, a1 ⊔ a2, a1 ⊔ a3, a2 ⊔ a3 paarweise
nicht-parallel sind.
Abbildung 12
c1 := {a1 ‖ G} ∩ {b1 ‖ a2 ⊔ a3}, c2 := Pgm(a1, c1, a2), c3 := Pgm(a1, c1, a3)
Schließungsaussagen 54
Nach (d) gilt:
d(a1, b1, c1; a2, b2, c2) ⇒ 〈b1, c1〉 = 〈b2, c2〉
d(a1, b1, c1; a3, b3, c3) ⇒ 〈b1, c1〉 = 〈b3, c3〉
d(a1, a2, a3; c1, c2, c3) ⇒ 〈a2, a3〉 = 〈c2, c3〉.
Insgesamt folgt:
〈c2, c3〉 = 〈a2, a3〉 = 〈b1, c1〉 = 〈b2, c2〉 ⇒ c3 ∈ b2 ⊔ c2
〈b3, c3〉 = 〈b1, c1〉 = 〈b2, c2〉 ⇒ b3 ∈ b2 ⊔ c2
〈b2, b3〉 = 〈b2, c2〉 = 〈b1, c1〉 = 〈a2, a3〉.
✷
Satz 2.3.3
Die Menge Tra(E) der Translationen ist eine abelsche Gruppe, die regula¨r auf E operiert.
Beweis: Im Beweis von Satz 1 in [15] wird unter Verwendung von Satz 8.3 in [5] gezeigt, daß ein
fastaffiner Raum, welcher den Axiomen (d) und (d’) genu¨gt, eine abelsche Translationsgruppe
besitzt, die regula¨r auf der Punktmenge operiert. Das in den Voraussetzungen von Satz 1 in
[15] geforderte Axiom (D) wird fu¨r diesen Teil des Beweises nicht verwendet. ✷
Beispiel 2.3.4
Eine fasteuklidische Ebene ist i.a. nicht desarguessch (im Gegensatz zum kommutativen Fall)
wie das folgende Beispiel zeigt:
Es sei E := R2, D := {−1, 1} ×
(
R ∪ {∞}
)
und
〈〉 :

E(2) → D
(
(x1, x2), (y1, y2)
)
7→

(+1,∞) fu¨r x1 = y1
(+1, 0) fu¨r y2 − x2 = y1 − x1(
+1,
(
(y2 − x2)− (y1 − x1)
)
(y1 − x1)
−3
)
fu¨r |y2 − x2| > |y1 − x1|
(−1,∞) fu¨r x2 = y2
(−1, 0) fu¨r y2 − x2 = −(y1 − x2)(
−1,
(
(x2 − y2)− (x1 + y1)
)
(x1 − y1)
−3
)
fu¨r |y2 − x2| < |y1 − x1|
(E,D, 〈〉) ist eine fastaffine Ebene mit
G(0,0) =
{
R(1, 0),R(0, 1),R(1, 1),R(1,−1)
}
.
Anschaulich gesprochen ist eine echte Linie L mit Aufpunkt (0, 0) eine kubische Parabel, die
im Aufpunkt die Tangente R(1, 1) oder R(1,−1) besitzt. Sie genu¨gt fu¨r l ∈ L \{(0, 0)} einer
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der beiden Gleichungen
L =
{
(x, y) ∈ E
∣∣ y = ax3 + x} mit (1, a) = 〈(0, 0), l〉
L =
{
(x, y) ∈ E
∣∣ x = ay3 + y} mit (−1, a) = 〈(0, 0), l〉.
Die Ebene ist nicht desarguessch, da sie nicht die Diagonalenbedingung erfu¨llt, wie folgendes
Beispiel zeigt:
a := (0, 0), b := (1, 0), c := (1, 1), d := (0,−1)
b− a, c− a, d− a, c− b, d− b ∈ Q(E), aber d− c /∈ Q(E).
Es sei G die von den Spiegelungen in der euklidischen Ebene R2 an den Geraden R(1, 0), R(0, 1),
R(1, 1), R(1,−1) erzeugten Gruppe. Damit wird folgende Relation definiert:
≡ :=
{((
(x1, x2), (y1, y2)
)
,
(
(u1, u2), (v1, v2)
))
∈ (E2)2
∣∣∣
∃ g ∈ G : g
(
(y1 − x1, y2 − x2)
)
= (v1 − u1, v2 − u2)
}
.
Aus der Definition folgt unmittelbar, daß ≡ eine Kongruenzrelation ist, welche die Axiome
(KP), (KL), (KG), (KZ), (KT) erfu¨llt.
Die Betrachtung der Punkte
z := (0, 0), a := (1, 1), b := (−1, 1), m := (0, 1), a′ :=
(
1
2
, 1
2
)
, m′ := (1, 0)
liefert die Gu¨ltigkeit von (KR).
Es seien a, b, c, d ∈ E, so daß die Voraussetzungen von (KV) erfu¨llt sind. Dann sind die Punkte
a, b, c, d Eckpunkte eines Quadrates, dessen Kanten parallel zu R(1, 0), R(0, 1) oder R(1, 1),
R(1,−1) sind. Beide Diagonalen des Quadrates sind also Geraden der Ebene E. Folglich ist das
Axiom (KV) erfu¨llt.
Damit ist (E,D, 〈〉,≡) eine fasteuklidische Ebene.
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2.4 Bewegungen
Im folgenden werden spezielle Kollineationen, die Bewegungen betrachtet. Es sei (X,D, 〈〉,≡)
ein fasteuklidischer Raum.
Definition 2.4.1
Eine Kollineation α ∈ Aut(X) heißt Bewegung, wenn fu¨r je zwei Punkte a, b ∈ X gilt:
(a, b) ≡
(
α(a), α(b)
)
.
Die Menge der Bewegungen wird mit Bew(X) bezeichnet.
Satz 2.4.2
Bezu¨glich der Komposition ist Bew(X) eine Gruppe, die die Gruppe Tra(X) entha¨lt.
Beweis: Da ≡ eine A¨quivalenzrelation ist, ist Bew(X) eine Gruppe.
Es sei τ ∈ Tra(X)∗ und a, b ∈ X.
a = b: Mit (K1) folgt (a, a) ≡
(
τ(a), τ(a)
)
.
a ⊔ b ∈ G und τ(a) /∈ a ⊔ b:
Es gilt 〈a, b〉 =
〈
τ(a), τ(b)
〉
und
〈
a, τ(a)
〉
=
〈
b, τ(b)
〉
. Mit (KPR) folgt (a, b) ≡
(
τ(a), τ(b)
)
.
a ⊔ b ∈ G und τ(a) ∈ a ⊔ b:
Fu¨r a′ ∈ X \a ⊔ b gilt τ = τa′,τ(a)τa,a′ und damit (a, b) ≡
(
a′, τa,a′(b)
)
≡
(
τ(a), τ(b)
)
.
a ⊔ b /∈ G und a ⊔ τ(a) ∈ G:
Es gilt 〈a, b〉 =
〈
τ(a), τ(b)
〉
und
〈
a, τ(a)
〉
=
〈
b, τ(b)
〉
. Mit (KLR) folgt (a, b) ≡
(
τ(a), τ(b)
)
.
a ⊔ b /∈ G und a ⊔ τ(a) /∈ G:
Nach (Z) existieren Punkte x0, . . . , xn mit a = x0, xn = τ(a) und xi−1 ⊔xi ∈ G fu¨r i ∈ {1, . . . , n}.
(a, b) ≡
(
τx0,x1(a), τx0,x1(b)
)
≡
(
τx1,x2τx0,x1(a), τx1,x2τx0,x1(b)
)
≡ · · ·
· · · ≡
(
τxn−1,xn · · · τx0,x1(a), τxn−1,xn · · · τx0,x1(b)
)
=
(
τ(a), τ(b)
)
✷
Definition 2.4.3
Eine Bewegung σ ∈ Bew(X)∗ heißt Spiegelung am Punkt z ∈ X, wenn fu¨r jede Linie L ∈ Lz
gilt: σ(L) = L. Der Punkt z heißt Zentrum der Spiegelung σ.
Eine Bewegung σ ∈ Bew(X)∗ heißt Spiegelung an der Geraden G ∈ G, wenn die Punkte auf G
genau die Fixpunkte von σ sind und wenn gilt:
∀x ∈ X : σ(x) ∈ {x} ∪G.
Die Gerade G heißt Achse der Spiegelung σ.
Satz 2.4.4
An jedem Punkt z ∈ X gibt es genau eine Spiegelung σz. Diese ist eine involutorische Dilatation.
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Beweis: Es sei σz die folgende Abbildung:
σz :
{
X → X
x 7→ τx,z(z)
Fu¨r a, b ∈ X mit a 6= b gilt:
〈a, b〉 =
〈
τz,a τb,z(b), τz,b τa,z(a)
〉
=
〈
τ 2b,z(b), τ
2
a,z(a)
〉
=
〈
τa,z(z), τb,z(z)
〉
=
〈
σz(a), σz(b)
〉
(a, b) ≡
(
τz,a τb,z(b), τz,b τa,z(a)
)
≡
(
τ 2b,z(b), τ
2
a,z(a)
)
≡
(
τa,z(z), τb,z(z)
)
≡
(
σz(a), σz(b)
)
.
Fu¨r x ∈ X gilt:
σz σz(x) = σz τx,z(z) = ττx,z(z), z(z) = τz, τz,x(z)(z) = τz,x(z) = x.
Damit ist σz eine Bewegung und eine involutorische Dilatation.
Es sei L ∈ Lz mit l ∈ L\{z}. Dann gilt 〈z, l〉 =
〈
σz(z), σz(l)
〉
=
〈
z, σz(l)
〉
, woraus L = z ⊔ l =
z ⊔σz(l) = σz(L) folgt. Also ist σz eine Spiegelung an z.
Es sei σ ∈ Bew(X)∗ eine weitere Spiegelung an z. Dann gilt fu¨r x ∈ X \{z} mit z ⊔ x ∈ G:
〈z, x〉 =
〈
z, σz(x)
〉
=
〈
z, σ(x)
〉
, (z, x) ≡
(
z, σz(x)
)
≡
(
z, σ(x)
)
.
Nach Satz 1.1.8.a) ist σ eine Dilatation. Mit Satz 1.1.8.b) folgt x 6= σz(x) und x 6= σ(x).
Schließlich liefert Lemma 2.1.9: σz(x) = σ(x).
Die Dilatation σz σ
−1 besitzt somit mindestens zwei Fixpunkte und ist nach Satz 1.1.8.b) die
Identita¨t. Es gilt also σz = σ. ✷
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2.5 Orthogonalita¨t
In diesem Abschnitt wird eine Relation ⊥ auf der Menge der Linien L eingefu¨hrt. Es sei wieder
(X,D, 〈〉,≡) ein fasteuklidischer Raum.
Definition 2.5.1
Zwei Linien L,M ∈ L heißen orthogonal zueinander in Zeichen L ⊥M , wenn ein Punkt z ∈ X
mit L,M ∈ Lz existiert und wenn gilt:
∀ l, l′ ∈ L\{z} mit (z, l) ≡ (z, l′) ∀m ∈M : (m, l) ≡ (m, l′).
Lemma 2.5.2
Fu¨r L,M ∈ L gilt:
a) L ⊥M ⇒ L 6=M
b) L ⊥M ⇒ M ⊥ L
c) ∀σ ∈ Bew(X) : L ⊥M ⇒ σ(L) ⊥ σ(M)
Beweis:
a) Es gelte L ⊥ L. Fu¨r z ∈ X mit L ∈ Lz, l ∈ L\{z} und l
′ := σz(l) folgt dann (z, l) ≡ (z, l
′)
und (l, l) ≡ (l, l′) im Widerspruch zu (K3).
b) Es sei z ∈ X mit L,M ∈ Lz und L ⊥M . Ferner seien m,m
′ ∈M\{z} mit (z,m) ≡ (z,m′)
und l ∈ L\{z}.
Mit Lemma 2.1.9 und Satz 2.4.4 folgt σz(m) = m
′. Aus L ⊥ M folgt fu¨r l′ := σz(l):
(m′, l) ≡ (m′, l′). Da σz eine Bewegung ist, gilt (m, l) ≡ (m
′, l′) und somit (m, l) ≡ (m′, l).
c) Da σ eine Bewegung ist, bleiben Kongruenzen und Aufpunkte erhalten.
✷
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Lemma 2.5.3
Es sei z ∈ X und G,H ∈ Gz. Existieren Punkte g0 ∈ G\{z} und h0, h
′
0 ∈ H \{z} mit h0 6= h
′
0
und (z, h0) ≡ (z, h
′
0), (g0, h0) ≡ (g0, h
′
0), so gilt: G ⊥ H.
Beweis: G ∪H ist eine Ebene. Fu¨r g ∈ G\{z} gilt nach Axiom (KG): (g, h0) ≡ (g, h
′
0). Es sei
h ∈ H \{z} und g′ := σz(g), h
′ := σz(h). Dann gilt:
Abbildung 13
(z, h) ≡ (z, h′), (g′, h0) ≡ (g, h
′
0) ≡ (g, h0).
Mit Axiom (KG) folgt (g, h) ≡ (g′, h) ≡ (g, h′). ✷
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2.6 Geradenspiegelungen in fasteuklidischen Ebenen
Im folgenden sei (E,D, 〈〉,≡) eine fasteuklidische Ebene.
Lemma 2.6.1
a) ∀G ∈ G ∀x ∈ G ∃ ho¨chstens eine Linie L ∈ L : G ⊥ L und x ∈ L
b) ∀G,H, I ∈ G mit G ⊥ H : G ⊥ I ⇔ H ‖ I
Beweis:
a) Annahme: Es existieren L,L′ ∈ Lx, so daß gilt: L,L
′ ⊥ G und L 6= L′. Es sei l ∈ L\{x}.
Nach Lemma 2.1.5 existiert eine Gerade H ∈ G mit G,L, L′ ∦ H.
Abbildung 14
g := G ∩ {l ‖ H}, g′ := σx(g), l
′ := L′ ∩ {l ‖ H}
Es gilt:
g ∈ l ⊔ l′ ∈ G, g′ /∈ l ⊔ l′, (g, l) ≡ (g′, l), (g, l′) ≡ (g′, l′).
Nach Axiom (KG) folgt (g, g′) ≡ (g, g) im Widerspruch zu (K3).
b) Es sei z := G ∩ H, g ∈ G \{z} und h, h′ ∈ H mit h 6= h′ und (z, h) ≡ (z, h′). Dann gilt
(g, h) ≡ (g, h′).
”
⇐“: Es sei H ‖ I. Dann gilt G ∦ I, und somit existiert nach Lemma 1.3.6 ein Punkt
z′ ∈ G ∩ I. Es gilt(
τz,z′(g), τz,z′(h)
)
≡
(
τz,z′(g), τz,z′(h
′)
)
,
(
z′, τz,z′(h)
)
≡
(
z′, τz,z′(h
′)
)
woraus mit Lemma 2.5.3 G ⊥ I folgt.
”
⇒“: Es sei G ⊥ I. Fu¨r I ′ := {z ‖ I} folgt analog zum vorigen Beweisschritt G ⊥ I ′. Nach
a) gilt I ′ = H, woraus H ‖ I folgt. ✷
Definition 2.6.2
Existiert zu G ∈ G eine Gerade H ∈ G mit G ⊥ H, so heißt H ein Lot von G.
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Satz 2.6.3
Existiert zu G ∈ G ein Lot, so gilt:
∀x ∈ E ∃1 H ∈ G : G ⊥ H und x ∈ H.
Es wird die Schreibweise H =: {x ⊥ G}E verwendet, wobei der Index E weggelassen wird,
wenn keine Verwechselungen zu befu¨rchten sind.
Beweis: Es sei I ein Lot von G. Fu¨r H := {x ‖ I} gilt nach Lemma 2.6.1 H ⊥ G und x ∈ H.
Ist H ′ ∈ G eine weitere Gerade mit dieser Eigenschaft, so gilt mit z := G ∩ H nach Lemma
2.6.1 H = {z ⊥ G} und {z ‖ H ′} ⊥ G, woraus H ‖ H ′ und damit H = H ′ folgt. ✷
Definition 2.6.4
Es sei x ∈ E und G ∈ G. Existiert zu G ein Lot, so heißt
xG := G ∩ {x ⊥ G}E
Lotfußpunkt von x auf G.
Lemma 2.6.5
Es sei G ∈ G, x ∈ X \G und z, g, g′ ∈ G paarweise verschiedene Punkte mit (z, g) ≡ (z, g′).
Existiert zu G ein Lot, so gilt:
(x, g) ≡ (x, g′) ⇒ x ⊔ z ⊥ G.
Beweis: Es sei z′ := xG und g
′′ := σz′(g), x
′ := σz′(x). Es gilt:
Abbildung 15
(x, g′) ≡ (x, g) ≡ (x′, g′′) ≡ (x, g′′), (x′, g′) ≡ (x, g′) ≡ (x, g) ≡ (x′, g′′).
Aus z′ ∈ x ⊔ x′ folgt mit (KG): (z′, g′) ≡ (z′, g′′). Wegen g 6= g′, g′′ ist g′ = g′′ und damit z = z′.
✷
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Satz 2.6.6
An jeder Geraden G ∈ G, zu der ein Lot existiert, gibt es genau eine Spiegelung:
σG :
{
X → X
x 7→ τx,xG(xG)
Diese ist involutorisch.
Die Menge der Geradenspiegelungen wird mit Spi(E) bezeichnet.
Beweis:
σG ist bijektiv und involutorisch:
Fu¨r x ∈ E gilt:
σG σG(x) = σG τx,xG(xG) = ττx,xG (xG) , (τx,xG (xG))G
(
(τx,xG(xG))G
)
= ττx,xG (xG) , xG(xG) = ττx,xG (xG) , τx,xG (x)(xG)
= τxG,x(xG) = x.
Damit ist σG σG = idE.
σG erha¨lt Kongruenzen:
Es seien x, y ∈ E und y′ := Pgm(x, xG, y). Dann gilt:(
σG(x), σG(y)
)
=
(
τx,xG(xG), τy,yG(yG)
)
≡
(
τx,xG(xG), τy′,yG τy,y′(yG)
)
≡
(
xG, τy′,yG(yG)
)
=
(
xG, σG(y
′)
)
≡ (xG, y
′) ≡ (x, y).
σG ist eine Kollineation:
Es seien x, y, z ∈ E mit 〈x, y〉 = 〈x, z〉 und x ∈ G. Ist x ⊔ y = G oder x ⊔ y ⊥ G, so gilt nach
Definition von σG: 〈
σG(x), σG(y)
〉
= 〈x, y〉 = 〈x, z〉 =
〈
σG(x), σG(z)
〉
.
Es sei x ⊔ y 6= G und x ⊔ y 6⊥ G.
y′ := σG(y), z
′ := σG(z), z
′′ := x ⊔ y′ ∩ {z ‖ y ⊔ y′}, x′ := σzG(x)
Nach Axiom (KZ) gilt (x, z) ≡ (x, z′′) und mit Hilfe des bereits Bewiesenen folgt (x, z) ≡ (x, z′).
Aus z ⊔ z′ = z ⊔ z′′ ⊥ G folgt mit Lemma 2.5.3 (x, z′) ≡ (x′, z′) und (x, z′′) ≡ (x′, z′′). Axiom
(KG) angewandt auf die Punkte x, x′, zG, z
′, z′′ liefert (zG, z
′) ≡ (zG, z
′′). Aus z 6= z′, z′′ und
(zG, z) ≡ (zG, z
′) folgt mit Lemma 2.1.9 z′ = z′′ und damit 〈x, y′〉 = 〈x, z′〉.
Es seien x, y, u, v ∈ E mit 〈x, y〉 = 〈u, v〉.
y′ := Pgm(x, y, xG), v
′ := Pgm(u, v, uG), v
′′ := Pgm(xG, y
′, uG)
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Mit Hilfe des bereits Bewiesenen gilt:〈
σG(x), σG(y)
〉
=
〈
τx,xG(xG), τy,yG(yG)
〉
=
〈
xG, τxG,x τy,yG(yG)
〉
=
〈
xG, τy′,y τy,yG(yG)
〉
=
〈
xG, τy′,yG(yG)
〉
=
〈
τxG,uG(xG), τxG,uG τy′,yG(yG)
〉
=
〈
uG, τy′,v′′ τy′,yG(yG)
〉
=
〈
uG, τy′
G
,v′′
G
τy′,yG(yG)
〉
=
〈
uG, τyG,v′′G τy′,yG(yG)
〉
=
〈
uG, τy′,yG(v
′′
G)
〉
=
〈
uG, τv′′,v′′
G
(v′′G)
〉
=
〈
uG, σG(v
′′)
〉
=
〈
uG, σG(v
′)
〉
=
〈
uG, τv′,v′
G
(v′G)
〉
=
〈
τu,uG(uG), τu,uG τv′,v′G(v
′
G)
〉
=
〈
σG(u), τv,v′ τv′,v′
G
(v′G)
〉
=
〈
σG(u), τv,v′
G
(v′G)
〉
=
〈
σG(u), τv,vG(vG)
〉
=
〈
σG(u), σG(v)
〉
.
Eindeutigkeit:
Es sei x ∈ E \G und z ∈ G\{xG}. Dann gilt fu¨r x
′ := σG(x):
x′ ∈ x ⊔ xG, (x, xG) ≡ (x
′, xG), (x, z) ≡ (x
′, z).
Ist σ eine Spiegelung an G, so gilt:
σ(x′) ∈ σ(x ⊔ xG) = σ(x) ⊔ xG,
(
σ(x), xG
)
≡
(
σ(x′), xG
)
,
(
σ(x), z
)
≡
(
σ(x′), z
)
.
Damit folgt σ(x ⊔ x′) = σ(x) ⊔σ(x′) ∈ G und σ(x) ⊔ xG ∈ G. Mit Lemma 2.5.3 folgt σ(x ⊔x
′) ⊥
G. Also gilt σ(x ⊔ x′) ‖ x ⊔ x′ und xG ∈ x ⊔ x
′, σ(x ⊔ x′), woraus σ(x ⊔ x′) = x ⊔ x′ und σ(x) =
σG(x) = x
′ folgt. ✷
Lemma 2.6.7
Es seien G,H ∈ G mit G ⊥ H. Dann gilt:
a) ∀ τ ∈ TraG(E) : σG = τ
−1σG τ
b) ∀ τ ∈ TraH(E) : σG = τ σG τ
Beweis: Es sei x ∈ E.
a) Fu¨r τ ∈ TraG(E) gilt:
τ−1σG τ(x) = τ
−1 ττ(x),τ(x)G
(
τ(x)G
)
= τ−1 ττ(x),τ(xG) τ(xG)
= ττ(x),τ(xG)(xG) = τx,xG(xG) = σG(x).
b) Fu¨r τ ∈ TraH(E) gilt:
τ σG τ(x) = τ ττ(x),τ(x)G
(
τ(x)G
)
= τ ττ(x),xG(xG)
= τx,τ(x) ττ(x),xG(xG) = τx,xG(xG) = σG(x).
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✷
Lemma 2.6.8
Fu¨r zwei aufeinander senkrecht stehende Geraden gilt die Diagonalenbedingung (siehe 1.5.5):
∀ a, b, c, d ∈ E mit a ⊔ b, a ⊔ c, b ⊔ c ∈ G : a ⊔ b ⊥ a ⊔ c ⇒ a ⊔ Pgm(a, b, c) ∈ G.
Beweis: Es gilt σa⊔ c τb,a(b ⊔ c) ∈ G. Mit Lemma 2.6.7.b) folgt:
σa⊔ c τb,a(b ⊔ c) = σa⊔ c
(
τb,a(b) ⊔ τb,a(c)
)
= σa⊔ c
(
a ⊔ τb,a(c)
)
= σa⊔ c(a) ⊔
(
σa⊔ c τb,a(c)
)
= a ⊔
(
σa⊔ c τb,a(c)
)
= a ⊔
(
τ−1b,a σa⊔ c(c)
)
= a ⊔ τa,b(c) = a ⊔ Pgm(a, b, c).
✷
Satz 2.6.9
Die Komposition zweier Spiegelungen an zueinander orthogonalen Geraden ist die Spiegelung
an ihrem Schnittpunkt.
Beweis: Fu¨r z, x ∈ E und G,H ∈ Gz mit G ⊥ H gilt mit Lemma 2.6.7.a):
σH σG(x) = σH τx,xG(xG) = τx,xG σH(xG) = τx,xG τxG,(xG)H
(
(xG)H
)
= τx,xG τxG,z(z) = τxG,z τx,xG(z) = τx,z(z) = σz(x).
✷
Lemma 2.6.10
Besitzen die Geraden G,H ∈ G mit G ∦ H Lote, so besitzt auch σH(G) ein Lot, und es gilt:
σσH(G) = σH σG σH .
Beweis: Es sei I ∈ G mit G ⊥ I. Da σH eine Bewegung ist, gilt σH(I) ⊥ σH(G). Fu¨r x ∈ σH(G)
gilt σH(x) ∈ G und
σH σG σH(x) = σH σH(x) = x.
Wegen σG σH 6= σH gilt σH σG σH 6= idE. Damit ist σH σG σH die Spiegelung an der Achse
σH(G). ✷
Satz 2.6.11
Ein Paar (a, b) ∈ E(2) mit a ⊔ b ∈ G besitzt einen Mittelpunkt, falls zu a ⊔ b ein Lot existiert.
Beweis: Da die Ebene E regula¨r ist, existiert ein Punkt c ∈ {a ⊥ a ⊔ b}\{a} mit b ⊔ c ∈ G.
c′ := σa(c), d := Pgm(a, b, c), d
′ := Pgm(a, b, c′)
e := a ⊔ d ∩ b ⊔ c, e′ := a ⊔ d′ ∩ b ⊔ c′, m := e ⊔ e′ ∩ a ⊔ b
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Abbildung 16
Es gilt:
σa⊔ b(e) = σa⊔ b(a ⊔ d ∩ b ⊔ c) = σa⊔ b(a ⊔ d) ∩ σa⊔ b(b ⊔ c) = a ⊔ d
′ ∩ b ⊔ c′ = e′.
Also ist e ⊔ e′ ‖ a ⊔ c.
(c, a) ≡ (a, c′) und a ⊔ b ⊥ a ⊔ c ⇒ (b, c) ≡ (b, c′)
(d, b) ≡ (b, d′) und a ⊔ b ⊥ b ⊔ d ⇒ (a, d) ≡ (a, d′)
Mit Axiom (KZ) folgt (a, e) ≡ (a, e′) und (b, e) ≡ (b, e′).
〈a, e〉 = 〈a, d〉 = 〈c′, b〉 = 〈b, e′〉 und 〈b, e〉 = 〈b, c〉 = 〈d′, a〉 = 〈a, e′〉
Axiom (KP) liefert (a, e) ≡ (b, e′) und (a, e′) ≡ (b, e). Insgesamt folgt (a, e) ≡ (b, e). Aus
e ⊔ e′ ⊥ a ⊔ b folgt die Behauptung. ✷
Lemma 2.6.12
Zu drei Punkten a, b, c ∈ X mit a ⊔ b, a ⊔ c ∈ G und a ⊔ b ⊥ a ⊔ c existiert ein Punkt m ∈ X, so
daß gilt:
(a,m) ≡ (b,m) ≡ (c,m), 〈b,m〉 = 〈c,m〉.
Der Punkt m ist durch b und c eindeutig bestimmt. Damit ist m der Mittelpunkt des Paares
(b, c).
Beweis: Aus a ⊔ b ⊥ a ⊔ c folgt mit Satz 2.6.11 die Existenz der Punkte mb := Mp(a, b) und
mc := Mp(a, c). Es sei m := {mb ⊥ a ⊔ b}∩{mc ⊥ a ⊔ c}. Mit (KP), (KL) und Satz 2.1.10 folgt:{
(b,mb) ≡ (m,mc) und 〈b,mb〉 = 〈m,mc〉
(c,mc) ≡ (m,mb) und 〈c,mc〉 = 〈m,mb〉
⇒
{
(b,m) ≡ (mb,mc) und 〈b,m〉 = 〈mb,mc〉
(c,m) ≡ (mc,mb) und 〈c,m〉 = 〈mc,mb〉
⇒ (b,m) ≡ (c,m) und 〈b,m〉 = 〈c,m〉.
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Aus mb = Mp(a, b) und m ⊔mb ⊥ a ⊔ b folgt (a,m) ≡ (b,m).
Es sei a′ ∈ E mit a′ ⊔ b, a′ ⊔ c ∈ G und a′ ⊔ b ⊥ a′ ⊔ c. Die Punkte m′b,m
′
c,m
′ ∈ X werden analog
zum ersten Teil des Beweises konstruiert. Es gilt:
τ 2b,m =
(
τmb,m τb,mb
)2
= τ 2mb,m τ
2
b,mb
= τa,c τb,a = τb,c
τ 2b,m′ =
(
τm′
b
,m′ τb,m′
b
)2
= τ 2m′
b
,m τ
2
b,m′
b
= τa′,c τb,a′ = τb,c.
Damit folgt fu¨r τ := τ−1b,m′ τb,m die Aussage τ
2 = idE.
Annahme: Es existiert eine Gerade G ∈ G mit τ(G) 6= G.
Fu¨r x, y ∈ G mit x 6= y gilt
τ(y) = Pgm
(
x, τ(x), y
)
, y = τ 2(y) = Pgm
(
x, τ(x), τ(y)
)
⇒ Pgm
(
x, τ(x), y
)
= τ(y) = Pgm
(
τ(x), x, y
)
im Widerspruch zu Satz 2.1.10. Damit folgt τ = idE und m = m
′. ✷
Satz 2.6.13
Jede Gerade besitzt ein Lot.
Beweis: Es sei G ∈ G. Nach Axiom (KR) existieren Punkte z, a, b,m,m′, a′ ∈ E mit
z ⊔ a, z ⊔m, a ⊔ b, m ⊔m′ ∈ G, z /∈ a ⊔ b, m ∈ a ⊔ b, a′ ∈ z ⊔ a ∩ m ⊔m′
(z, a) ≡ (z, b), (z,m) ≡ (z,m′), (a,m) ≡ (m, b), (m, a′) ≡ (a′,m′).
Im Beweis von Lemma 2.1.5 wurde gezeigt, daß die Geraden z ⊔ a, z ⊔m, a ⊔m, a′ ⊔m paarweise
nicht-parallel sind. Aus den obigen Kongruenzen folgt mit Lemma 2.5.3:
z ⊔m ⊥ a ⊔m, z ⊔ a′ ⊥ m ⊔ a′.
Es sei H := z ⊔m und I := z ⊔ a′ fu¨r G /∈ Gz bzw. I := m ⊔ a
′ fu¨r G ∈ Gz. Damit besitzen H
und I Lote, und es gilt G ∩H ∩ I = ∅.
Es gelte G ∦ H, I und G 6⊥ H, I (Ansonsten besitzt G ein Lot nach Lemma 2.6.1.). Folgende
Punkte werden definiert:
g := H ∩ I, h := I ∩G, i := G ∩H
g′ := {h ‖ H} ∩ {i ‖ I}, h′ := {i ‖ I} ∩ {g ‖ G}, i′ := {g ‖ G} ∩ {h ‖ H}
h′′ := {h ⊥ H} ∩H, i′′ := {i ⊥ I} ∩ I, m := h ⊔h′′ ∩ i ⊔ i′′.
Es gilt nach Axiom (KP):
(h′, g) ≡ (i, h) ≡ (g, i′), (i′, h) ≡ (g, i) ≡ (h, g′), (g′, i) ≡ (h, g) ≡ (i, h′).
Nach Lemma 2.6.12 existiert ein Punkt mg ∈ E, so daß gilt:
(mg, h
′′) ≡ (mg, h) ≡ (mg, i), (mg, i
′′) ≡ (mg, h) ≡ (mg, i), 〈mg, h〉 = 〈mg, i〉.
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Abbildung 17
Wendet man Axiom (KV) auf die Punkte mg, h, h
′′, i, i′′ an, so folgt h′′ ⊔ i′′ ∈ G.
Nach Lemma 2.6.12 existiert ein Punkt m′ ∈ E, so daß gilt:
(m′, h′′) ≡ (m′, g) ≡ (m′,m), (m′, i′′) ≡ (m′, g) ≡ (m′,m), 〈m′, g〉 = 〈m′,m〉.
Axiom (KV) auf die Punkte m′,m, h′′, g, i′′ angewandt, ergibt m ⊔ g ∈ G. Mit Lemma 2.5.3
folgt:
(m,h′) ≡ (m, g′) ≡ (m, i′) ⇒ m ⊔ g ⊥ i′ ⊔h′.
Nach Lemma 2.6.1 besitzt G somit ein Lot.
Lemma 2.6.14
Fu¨r x, y, u, v ∈ X mit (x, y) ≡ (u, v) gilt:
x ⊔ y ∈ G ⇒ u ⊔ v ∈ G.
Beweis: Es sei w := τu,x(v). Nach (KT) existieren Punkte y0, . . . , yn ∈ X mit y = y0, yn = w,
so daß fu¨r i ∈ {1, . . . , n} gilt: yi−1 ⊔ yi ∈ G und (x, yi−1) ≡ (x, yi).
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Mit Lemma 2.6.5 folgt fu¨r i ∈ {1, . . . , n}:
x ⊔ Mp(yi−1, yi) ∈ G, x ⊔ Mp(yi−1, yi) ⊥ yi−1 ⊔ yi ⇒ yi = σx⊔ Mp(yi−1,yi)(yi−1).
Damit folgt (x, y0) ∈ G ⇒ (x, y1) ∈ G ⇒ · · · ⇒ (x, yn) ∈ G und u ⊔ v = τx,u(x ⊔ yn) ∈ G.
✷
Lemma 2.6.15
In einer fasteuklidischen Ebene sind zwei Linien, die aufeinander senkrecht stehen, bereits
Geraden.
Beweis: Es sei z ∈ X und L,M ∈ Lz mit L ⊥ M . Nach Lemma 2.1.5 existiert eine Gerade
G ∈ G\Gz mit G ∦ L,M , so daß nach Lemma 1.3.6 die Punkte l := G ∩ L und m := G ∩M
existieren. Damit gilt fu¨r l′ := σz(l): (m, l) ≡ (m, l
′).
Analog zum Beweis von Lemma 2.6.14 existieren Punkte x0, . . . , xn ∈ X mit l = x0, xn = l
′, so
daß fu¨r i ∈ {1, . . . , n} und mi := Mp(xi−1, xi) gilt:
xi−1 ⊔ xi ∈ G, (m,xi−1) ≡ (m,xi), m ⊔mi ∈ G, m ⊔ xi ∈ G.
Es sei n1 := Mp(m,x1). Mit Lemma 2.6.12 folgt (n1,m) ≡ (n1,m1) ≡ (n1, x1) ≡ (n1,m2), so
daß mit Axiom (KV) aus m ⊔ x1 ∈ G die Aussage m1 ⊔m2 ∈ G folgt.
x2 = τx1,x2 τx0,x1(x0) = τ
2
x1,m2
τ 2m1,x1(x0) =
(
τx1,m2 τm1,x1
)2
(x0) = τ
2
m1,m2
(x0)
⇒ x0 ⊔ x2 ∈ G
Analog erha¨lt man x0 ⊔ x3 ∈ G, . . . , x0 ⊔ xn ∈ G. Mit (F1) folgt L ∈ G, woraus mit Satz 2.6.13
und Lemma 2.6.1 M ∈ G folgt. ✷
Satz 2.6.16
Die Ho¨hen eines Dreiecks aus Geraden schneiden sich in einem Punkt:
∀ a, b, c ∈ E mit a ⊔ b, b ⊔ c, c ⊔ a ∈ G und c /∈ a ⊔ b ∃m ∈ E :
m = a ⊔ ab⊔ c ∩ b ⊔ bc⊔ a ∩ c ⊔ ca⊔ b.
Beweis (analog zum Beweis des Satzes 2.6.13):
Gilt a ⊔ b ⊥ b ⊔ c oder b ⊔ c ⊥ c ⊔ a oder c ⊔ a ⊥ a ⊔ b, so schneiden sich die Ho¨hen in einem
Eckpunkt des Dreiecks. Im folgenden seien deshalb a ⊔ b, b ⊔ c, c ⊔ a paarweise nicht-orthogonal
zueinander.
m := a ⊔ ab⊔ c ∩ b ⊔ bc⊔ a
A := {a ‖ b ⊔ c}, B := {b ‖ c ⊔ a}, C := {c ‖ a ⊔ b}
a′ := B ∩ C, b′ := C ∩ A, c′ := A ∩B
Es gilt nach Axiom (KP):
(b′, a) ≡ (c, b) ≡ (a, c′), (c′, b) ≡ (a, c) ≡ (b, a′), (a′, c) ≡ (b, a) ≡ (c, b′).
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Mit Lemma 2.5.3 folgt:
(a′,m) ≡ (c′,m) ≡ (b′,m) ⇒ c ⊔m = {c ⊥ a ⊔ b}.
✷
Lemma 2.6.17
Es sei z ∈ E und G,H ∈ Gz mit G 6= H. Dann ist z der einzige Fixpunkt der Bewegung σG σH .
Beweis: Fu¨r x ∈ E mit σG σH(x) = x gilt:
σG(x) = σH(x) ∈ {x ⊥ G} ∩ {x ⊥ H} ⇒ σG(x) = σH(x) = x
⇒ x ∈ G ∩H ⇒ x = z.
✷
Satz 2.6.18
Es sei z ∈ E und G,H, I ∈ Gz. Dann gilt:
∃ J ∈ Gz : σJ = σG σH σI .
Beweis: Es sei ϕ := σG σH σI , und es gelte G 6= H und H 6= I (Sonst wird J := I bzw. J := G
gewa¨hlt.). Nach Lemma 2.6.17 gilt:
∀x ∈ I \{z} : ϕ(x) = σG σH σI(x) = σG σH(x) 6= x.
Wa¨hle x ∈ I \{z}. Gilt σH(x) ∈ G, so ist x ⊔ϕ(x) = x ⊔σH(x) ∈ G.
Abbildung 18
Gilt σH(x) /∈ G, so werden die Punkte z, σH(x), σG σH(x), σz σH(x), x betrachtet. Es gilt:(
z, σH(x)
)
≡
(
z, σG σH(x)
)
≡
(
z, σz σH(x)
)
≡ (z, x)
σH(x) ⊔
(
σG σH(x)
)
,
(
σG σH(x)
)
⊔
(
σz σH(x)
)
,
(
σz σH(x)
)
⊔ x, x ⊔σH(x) ∈ G.
Aus σH(x) ⊔
(
σz σH(x)
)
∈ G folgt mit (KV): x ⊔ϕ(x) ∈ G.
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Es sei J := {z ⊥ x ⊔ϕ(x)}. Offensichtlich gilt σJ ϕ(z) = z.
(z, x) ≡
(
z, ϕ(x)
)
⇒ x ⊔ϕ(x) ⊥ z ⊔ Mp
(
x, ϕ(x)
)
= J ⇒ σJ(x) = ϕ(x)
Damit gilt σJ ϕ(x) = x. Es sei i ∈ I \{z, x}.
i ∈ x ⊔ z ⇒ σJ ϕ(i) ∈
(
σJ ϕ(x)
)
⊔
(
σJ ϕ(z)
)
= x ⊔ z
Da σJ ϕ eine Bewegung ist, folgt mit Lemma 2.1.13:
(x, i) ≡
(
x, σJ ϕ(i)
)
und (z, i) ≡
(
z, σJ ϕ(i)
)
⇒ i = σJ ϕ(i).
Es gilt also σJ ϕ = idE oder σJ ϕ = σI . Letzteres wu¨rde zu σJ = σI ϕ
−1 = σH σG fu¨hren, was
ein Widerspruch zu Lemma 2.6.17 wa¨re. Folglich gilt σJ = ϕ. ✷
Lemma 2.6.19
Fu¨r z ∈ E ist die Menge
Drez(E) := {σG σH | G,H ∈ Gz}
eine kommutative Untergruppe vom Index 2 der von den Spiegelungen σI mit I ∈ Gz erzeugten
Gruppe.
Beweis: Daß Drex(E) eine Untergruppe vom Index 2 ist, folgt sofort aus Satz 2.6.18. Es seien
σG σH , σG′ σH′ ∈ Drez(E). Da Spiegelungen involutorisch sind, gilt mit Satz 2.6.18:
(σG σH)(σG′ σH′) = σG(σH σG′ σH′) = σG(σH′ σG′ σH)
= (σG σH′ σG′)σH = (σG′ σH′ σG)σH = (σG′ σH′)(σG σH).
✷
Satz 2.6.20
Jede Bewegung α ∈ Bew(E) ist das Produkt von ho¨chstens vier Geradenspiegelungen.
Beweis:
α besitze einen Fixpunkt:
Es seien z, x ∈ E mit α(z) = z und x 6= z.
Gilt x = α(x) und z ⊔ x ∈ G, so folgt fu¨r y ∈ z ⊔ x:
(z, y) ≡
(
z, α(y)
)
, (x, y) ≡
(
x, α(y)
)
.
Mit Satz 2.1.13 folgt y = α(y), so daß α = σz ⊔x oder α = idE ist.
Gilt x = α(x) und z ⊔ x ∈ L\G, so existiert nach (Z) ein Punkt x′ ∈ E mit z ⊔ x′, x′ ⊔x ∈ G.
Ist x′ ⊔α(x′) ∈ G, so folgt mit Lemma 2.6.5:
(z, x′) ≡
(
z, α(x′)
)
, (x, x′) ≡
(
x, α(x′)
)
⇒ z ⊔ Mp
(
x′, α(x′)
)
, x ⊔ Mp
(
x′, α(x′)
)
⊥ x′ ⊔α(x′) ⇒ z ⊔ x ∈ G.
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Dies ist ein Widerspruch zur Voraussetzung.
Ist x′ ⊔α(x′) ∈ L \G, so existiert nach (KT) und Satz 2.6.18 ein Punkt x′′ ∈ E mit x′ ⊔ x′′,
x′′ ⊔α(x′) ∈ G und (z, x′) ≡ (z, x′′) ≡
(
z, α(x′)
)
. Nach Lemma 2.6.14 gilt z ⊔ x′′ ∈ G. Mit
Lemma 2.6.5 folgt:
α(x′) = σ{z⊥x′′ ⊔α(x′)} σ{z⊥x′ ⊔x′′} σz ⊔x′(x
′).
Nach Satz 2.6.18 existiert eine Spiegelung σ ∈ Spi(E) mit α(x′) = σ(x′), woraus x′ ⊔α(x′) ∈ G
im Widerspruch zur Voraussetzung folgt.
Gilt x ⊔α(x) ∈ G, so sei m := Mp
(
x, α(x)
)
. Damit ist x ⊔α(x) ⊥ z ⊔m, also besitzt die Bewe-
gung σz ⊔m α die Fixpunkte z und x. Mit Hilfe des ersten Beweisschritts ist α das Produkt von
ho¨chstens zwei Geradenspiegelungen.
Gilt x ⊔α(x) ∈ L\G, so existiert nach Axiom (KT) unter mehrfacher Anwendung von Satz 2.6.18
ein Punkt x′ ∈ E mit x ⊔ x′, x′ ⊔α(x) ∈ G und (z, x) ≡ (z, x′) ≡
(
z, α(x)
)
. Es seim := Mp(x, x′)
und n := Mp
(
x′, α(x)
)
. Dann besitzt die Bewegung σz ⊔m σz ⊔n α die Fixpunkte z und x. Aus
dem ersten Beweisschritt folgt, daß α das Produkt von ho¨chstens drei Geradenspiegelungen ist.
Mit Satz 2.6.18 reduziert sich die Anzahl der Faktoren auf zwei.
α besitze keinen Fixpunkt:
Es sei G ∈ G.
Gilt α(G) ‖ G, so sei x ∈ G und x′ := {x ⊥ G} ∩ α(G), m := Mp(x, x′) und n := x′,
falls x′ = α(x) ist, bzw. n := Mp
(
x′, α(x)
)
, falls x′ 6= α(x) ist. Fu¨r I := {m ‖ G} und
H := {n ⊥ G} folgt, daß die Bewegung σI σH α einen Fixpunkt besitzt, welcher x ist. Mit Hilfe
des bereits Bewiesenen existieren Geraden J,K ∈ G, so daß σI σH α = σJ σK gilt. Damit folgt:
α = σH σI σJ σK .
Gilt α(G) ∦ G, so sei z := G ∩ α(G). Damit ist z ⊔α(z) ∈ G. Es sei m := Mp
(
z, α(z)
)
und
H :=
{
m ⊥ z ⊔α(z)
}
. Die Bewegung σH α besitzt einen Fixpunkt, so daß die Behauptung
analog wie im Fall α(G) ‖ G folgt. ✷
Bemerkung 2.6.21
Es existieren Bewegungen, die nicht Produkt von ho¨chstens drei Geradenspiegelungen sind.
Beweis: Es sei x ∈ E und τ ∈ Tra(E)∗ mit x ⊔ τ(x) ∈ L\G. Satz 2.3.3 garantiert die Existenz
von τ .
Aus der Fixpunktfreiheit von τ folgt mit Lemma 2.6.17: τ 6= σG σH fu¨r G,H ∈ G mit G ∦ H.
Wa¨re τ = σG σH fu¨r G,H ∈ G mit G ‖ H, so folgte x ⊔ τ(x) ⊥ G und damit x ⊔ τ(x) ∈ G im
Widerspruch zur Voraussetzung.
Es gelte τ = σG σH σI fu¨r G,H, I ∈ G. Ist G ‖ H ‖ I, so folgt G ⊥ x ⊔ τ(x) ∈ G. Andern-
falls besitzt H einen Schnittpunkt mit G oder I. Existiert ein Punkt y ∈ G ∩ H, so gilt
σI(y) ⊔
(
σH σG(y)
)
= σI(y) ⊔ y ∈ G und damit τ(y) ⊔ y ∈ G. Existiert ein Punkt y ∈ H ∩ I, so
gilt y ⊔ τ(y) = y ⊔σG(y) ∈ G. In allen Fa¨llen ergibt sich ein Widerspruch zu x ⊔ τ(x) ∈ L\G.
✷
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2.7 Drehstreckungen in desarguesschen fasteuklidischen
Ebenen
Im folgenden sei (E,D, 〈〉,≡) eine desarguessche fasteuklidische Ebene mit z ∈ E und
+z :
{
E × E → E
(x, y) 7→ τz,x(y)
Dann sind die Gruppen Tra(E) und (E,+z) isomorph. Die Abbildung τ 7→ τ(z) ist z.B. ein
Isomorphismus.
Da keine Verwechselungen zu befu¨rchten sind, wird statt +z das Zeichen + verwendet.
Lemma 2.7.1
Fu¨r δ ∈ Drez(E)
∗ gilt:
∀x, y ∈ E \{z} mit y ∈ z ⊔ x :
〈
x, δ(x)
〉
=
〈
y, δ(y)
〉
.
Beweis: Es existieren Geraden G,H ∈ Gz mit G 6= H und δ = σG σH . Fu¨r x ∈ H gilt〈
x, δ(x)
〉
=
〈
x, σG σH(x)
〉
=
〈
x, σG(x)
〉
=
〈
y, σG(y)
〉
=
〈
y, δ(y)
〉
,
und fu¨r x ∈ σH(G) gilt〈
x, δ(x)
〉
=
〈
x, σGσH(x)
〉
=
〈
x, σH(x)
〉
=
〈
y, σH(y)
〉
=
〈
y, δ(y)
〉
.
Es sei x /∈ H und x /∈ σH(G). Dann gilt fu¨r x
′ := σH(x) und y
′ := σH(y):
〈xH , x
′〉 = 〈yH , y
′〉,
〈
x′, δ(x)
〉
=
〈
y′, δ(y)
〉
, 〈xH , x〉 = 〈yH , y〉.
Es sei y′′ := {yH ‖ xH ⊔ δ(x)} ∩ z ⊔ δ(x). Nach (Tam) und (F2) ist y
′′ wohldefiniert. Mit dem
Axiom von Desargues folgt:
D
(
z;xH , x
′, δ(x); yH , y
′, y′′
)
⇒
〈
x′, δ(x)
〉
= 〈y′, y′′〉 ⇒ y′′ = δ(y)
D
(
z; xH , x, δ(x); yH , y, δ(y)
)
⇒
〈
x, δ(x)
〉
=
〈
y, δ(y)
〉
.
✷
Lemma 2.7.2
Die Mengen Drez(E) und Spiz(E) := {σG ∈ Spi(E) | G ∈ Gz} sind Teilmengen von Aut(E,+).
Beweis: Es sei G ∈ Gz und x, y ∈ E. Dann gilt mit Lemma 2.6.7:
σG(x+ y) = σG τz,x(y) = σG τz,xG τxG,x(y) = τz,xG σG τxG,x(y) = τz,xG τ
−1
xG,x
σG(y)
= τz,xG τx,xG σG(y) = τz,xG ττx,xG (x),τx,xG (xG) σG(y) = τz,xG τxG,σG(x) σG(y)
= τz,σG(x) σG(y) = σG(x) + σG(y).
Da Drez(E) durch die Menge Spiz(E) erzeugt wird, folgt die Behauptung. ✷
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Satz 2.7.3
Fu¨r δ ∈ Drez(E)
∗ gilt:
δ − idE ∈ Aut(E) ∩ Aut(E,+).
Beweis:
Homomorphie: Fu¨r x, y ∈ E gilt:
(δ − idE)(x+ y) = δ(x+ y)− (x+ y) = δ(x)− x+ δ(y)− y
= (δ − idE)(x) + (δ − idE)(y).
Injektivita¨t: Fu¨r x, y ∈ E gilt mit Lemma 2.6.17:
δ(x)− x = δ(y)− y ⇒ δ(x− y) = x− y ⇒ x− y = z ⇒ x = y.
Kollinearita¨t: Es sei L ∈ Lz und x, y ∈ L\{z}. Dann gilt nach Satz 2.7.1:〈
x, δ(x)
〉
=
〈
y, δ(y)
〉
⇒
〈
z, δ(x)− x
〉
=
〈
z, δ(y)− y
〉
.
Es seien x, y, u, v ∈ E mit 〈x, y〉 = 〈u, v〉. Mit Hilfe des bereits Bewiesenen gilt:〈
δ(x)− x, δ(y)− y
〉
=
〈
z, δ(y)− δ(x)− y + x
〉
=
〈
z, δ(y − x)− (y − x)
〉
=
〈
z, δ(v − u)− (v − u)
〉
=
〈
z, δ(v)− δ(u)− v + u
〉
=
〈
δ(u)− u, δ(v)− v
〉
.
Surjektivita¨t: Ist δ involutorisch, so gilt fu¨r x ∈ E:
δ
(
δ(x) + x
)
= x+ δ(x) ⇒ δ(x) + x = z ⇒ δ(x)− x = −x− x.
Es sei y ∈ E mit z ⊔ y ∈ G. Dann gilt:
(δ − idE)
(
−Mp(z, y)
)
= Mp(z, y) + Mp(z, y) = y.
Ist δ nicht involutorisch, so existieren Geraden G,H ∈ Gz mit G 6= H und G 6⊥ H, so daß
δ = σG σH gilt. (Wa¨re G ⊥ H, so folgte mit Lemma 2.6.10: δ
2 = σG σH σG σH = σσG(H) σH =
σH σH = idE.)
Es sei y ∈ E mit A := z ⊔ y ∈ G (Abbildung 19).
Zu A′ := {z ⊥ A} existiert nach Satz 2.6.18 eine Gerade B ∈ Gz mit σA′ σG σH = σB. Da δ
nicht involutorisch ist, folgt A′ 6⊥ B. Mit x′ := σA′(B) ∩ {y ‖ B} und x := σA′(x
′) ∈ B gilt:
δ(x)− x = σA′ σB(x)− x = σA′(x)− x = σA′ σA′(x
′)− x = x′ − x = y.
Es sei y ∈ E mit z ⊔ y ∈ L\G.
Dann existiert ein Punkt a ∈ E mit z ⊔ a, a ⊔ y ∈ G. Zu a und y − a existieren Urbilder x, x′
bezu¨glich δ − idE.
δ(x+ x′)− (x+ x′) = δ(x)− x+ δ(x′)− x′ = a+ y − a = y
✷
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Abbildung 19
Definition 2.7.4
Die von der Menge Drez(E) ∪ {δ − idE | δ ∈ Drez(E)
∗} erzeugte Gruppe heißt Gruppe der
Drehstreckungen um den Punkt z und wird mit Dstz(E) bezeichnet.
Lemma 2.7.5
Die Gruppe Dstz(E) ist eine kommutative Untergruppe von Aut(E) und Aut(E,+).
Beweis: Die Automorphismeneigenschaften folgen direkt aus Lemma 2.7.2 und Satz 2.7.3. Es
seien δ, ε ∈ Drez(E)
∗. Dann gilt fu¨r x ∈ E:
(δ − idE)(ε− idE)(x) = δ
(
ε(x)− x
)
− ε(x) + x
= δ ε(x)− δ(x)− ε(x) + x
= ε δ(x)− δ(x)− ε(x) + x
= (ε− idE)(δ − idE)(x)
δ(ε− idE)(x) = δ ε(x)− δ(x)
= ε δ(x)− δ(x)
= (ε− idE) δ(x).
Mit Lemma 2.6.19 folgt die Kommutativita¨t der Gruppe Dstz(E). ✷
Lemma 2.7.6
Fu¨r α ∈ Dstz(E)
∗ gilt:
∀x, y ∈ E \{z} mit y ∈ z ⊔ x :
〈
x, α(x)
〉
=
〈
y, α(y)
〉
.
Beweis: Es sei z ⊔ x ∈ G. Fu¨r α ∈ Drez(E)
∗ folgt die Behauptung aus Lemma 2.7.1.
Es sei α = δ− idE fu¨r δ ∈ Drez(E)
∗ und δ = σG σH fu¨r G,H ∈ Gz. Dann gilt mit Lemma 2.7.1:〈
δ(x), α(x)
〉
= 〈z,−x〉 = 〈z, x〉 = 〈z, y〉 = 〈z,−y〉 =
〈
δ(y), α(y)
〉
,
〈
x, δ(x)
〉
=
〈
y, δ(y)
〉
.
Mit (D) folgt:
D
(
z; δ(x), x, α(x); δ(y), y, α(y)
)
⇒
〈
x, α(x)
〉
=
〈
y, α(y)
〉
.
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Es sei α = αn · · ·α0 mit α0, . . . , αn ∈ Drez(E)
∗ ∪ {δ − idE | δ ∈ Drez(E)
∗}. Fu¨r i ∈ {0, . . . , n}
gilt
〈
x, αi · · ·α0(x)
〉
=
〈
y, αi · · ·α0(y)
〉
was mit Induktion u¨ber i gezeigt wird:
Wie bereits bewiesen gilt
〈
x, α0(x)
〉
=
〈
y, α0(y)
〉
.
Die Behauptung gelte fu¨r j − 1 ∈ {0, . . . , n− 1}. Ist z ⊔
(
αj−1 · · ·α0(x)
)
= z ⊔
(
αj · · ·α0(x)
)
, so
folgt die Behauptung fu¨r j aus Satz 1.1.8.a). Fu¨r z ⊔
(
αj−1 · · ·α0(x)
)
6= z ⊔
(
αj · · ·α0(x)
)
gilt:
D
(
z; αj−1 · · ·α0(x), x, αj · · ·α0(x); αj−1 · · ·α0(y), y, αj · · ·α0(y)
)
⇒
〈
x, αj · · ·α0(x)
〉
=
〈
y, αj · · ·α0(y)
〉
.
Damit erha¨lt man
〈
x, α(x)
〉
=
〈
y, α(y)
〉
.
Es sei nun z ⊔ x ∈ L\G.
Es existiert ein Punkt a ∈ E mit z ⊔ a, a ⊔x ∈ G. Nach Satz 1.2.2.c) existiert eine Dilatation
λ ∈ Dilz(E) mit λ(x) = y, und es gilt 〈a, x〉 =
〈
λ(a), y
〉
. Aus Satz 1.1.8.a) folgt α(z ⊔ a) =
z ⊔α(a) ∈ G und aus dem bisherigen Beweis
〈
a, α(a)
〉
=
〈
λ(a), α λ(a)
〉
. Mit (D) folgt:
Abbildung 20
D
(
z;α(a), a, α(x);αλ(a), λ(a), α(y)
)
⇒
〈
a, α(x)
〉
=
〈
λ(a), α(y)
〉
D
(
z; a, x, α(x);λ(a), y, α(y)
)
⇒
〈
x, α(x)
〉
=
〈
y, α(y)
〉
.
✷
Satz 2.7.7
Zu je zwei Punkten a, b ∈ E \{z} mit z ⊔ a, z ⊔ b, a ⊔ b ∈ G und z /∈ a ⊔ b gibt es genau eine
Drehstreckung α ∈ Dstz(E), die den Punkt a auf den Punkt b abbildet.
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Beweis: Mit A := z ⊔ a, B := z ⊔ b und C := {z ‖ a ⊔ b} = z ⊔ (a− b) ∈ G gilt:
σC(a− b) = a− b ⇒ σC(a)− a = σC(b)− b ⇒ σC σA(a)− a = σC σB(b)− b
⇒ (σC σB − idE)
−1(σC σA − idE)(a) = b.
Die Eindeutigkeit folgt aus der Tatsache, daß abelsche transitiv operierende Gruppen bereits
scharf transitiv operieren. ✷
Satz 2.7.8
Eine desarguessche fasteuklidische Ebene genu¨gt dem Axiom (P’).
Beweis: Es gelte P’(z; a1, . . . , a6). Dann existieren Drehstreckungen α1, α2 ∈ Dstz mit a2 =
α1(a1) und a3 = α2(a2). Mit Lemma 2.7.6 folgt:〈
a1, α1(a1)
〉
=
〈
a5, α1(a5)
〉
,
〈
a2, α2(a2)
〉
=
〈
a4, α2(a4)
〉
α1(a5) = α(z ⊔ a5) ∩ {a5 ‖ a1 ⊔ a2} = a6, α2(a4) = α(z ⊔ a4) ∩ {a4 ‖ a2 ⊔ a3} = a5〈
a1, a4
〉
=
〈
α2 α1(a1), α2 α1(a4)
〉
=
〈
α2 α1(a1), α1 α2(a4)
〉
= 〈a3, a6〉.
✷
Satz 2.7.9
Fu¨r einen Punkt z ∈ E und drei verschiedene paarweise nicht-orthogonale Geraden G,H, I ∈
Gz mit i ∈ I \{z} gilt: ((
iG
)
H
)
I
=
((
iH
)
G
)
I
Beweis: Es seien g := iG, h := iH , g
′ := hG, h
′ := gH , g
′′ := G ∩ h ⊔ i, h′′ := H ∩ g ⊔ i. Dann
gilt:
Abbildung 21
P’(z; g′, h, g′′, h′, g, h′′) ⇒ 〈g′, h′〉 = 〈g′′, h′′〉.
Mit (Di) angewandt auf die Punkte z, i, g′′, h′′ folgt g′′ ⊔h′′ ∈ G. Nach Satz 2.6.16 schneiden
sich die Ho¨hen des Dreiecks z, g′′, h′′ in einem Punkt, also gilt I ⊥ g′′ ⊔h′′ und damit I ⊥ g′ ⊔h′,
woraus die Behauptung folgt. ✷
Orthogonale Teilra¨ume 77
2.8 Orthogonale Teilra¨ume
Im folgenden sei (X,D, 〈〉,≡) ein fasteuklidischer Raum.
Definition 2.8.1
Zwei Teilra¨ume S, T ∈ T(X) mit dim(S), dim(T ) > 0 heißen orthogonal zueinander in Zeichen
S ⊥ T , wenn sie einen Schnittpunkt z ∈ X mit {z} = S ∩ T besitzen und wenn gilt:
∀ s ∈ S \{z} ∀ t ∈ T \{z} : z ⊔ s ⊥ z ⊔ t.
Definition 2.8.2
Fu¨r G ∈ G und x ∈ G sei
{x ⊥ G} :=
⋃{
x ⊔ y
∣∣ y ∈ X \{x} und x ⊔ y ⊥ G}.
Ist (X,D, 〈〉,≡) eine fasteuklidische Ebene, so fa¨llt diese Definition mit der aus Satz 2.6.3
zusammen.
Satz 2.8.3
Fu¨r G ∈ G und x ∈ G ist {x ⊥ G} eine Hyperebene, die zu G orthogonal ist.
Beweis: Zuna¨chst werden die folgenden Aussagen gezeigt.
a) Fu¨r g ∈ G\{x} und g′ := σx(g) gilt:
∀x0, . . . , xn ∈ X mit x = x0 und xi−1 ⊔xi ∈ G, {x ‖ xi−1 ⊔ xi} ⊥ G fu¨r i ∈ {1, . . . , n} :
(g, xn) ≡ (g
′, xn).
Induktion u¨ber n:
Es gilt x0 ⊔ x1 ⊥ G, woraus die Behauptung fu¨r n = 1 folgt. Gilt die Behauptung fu¨r n− 1,
so wa¨hle x′n ∈ xn−1 ⊔ xn, so daß xn−2 ⊔ x
′
n ∈ G ist. Dies ist mo¨glich, da der Raum regula¨r
ist. Nach Induktionsvoraussetzung gilt:
Abbildung 22: n = 4
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(g, xn−1) ≡ (g
′, xn−1), (g, x
′
n) ≡ (g
′, x′n).
Mit (KGR) folgt (g, xn) ≡ (g
′, xn).
b) T := {H ∈ Gx | H ⊥ G}
x
⊂ {x ⊥ G}.
Es sei t ∈ T \{x}. Zu t′ ∈ x ⊔ t existieren Punkte x0, . . . , xn ∈ T mit x = x0, xn = t
′ und
{x ‖ xi−1 ⊔ xi} ⊥ G fu¨r i ∈ {1, . . . , n}. Nach a) gilt fu¨r g ∈ G \{x} und g
′ = σx(g) die
Aussage (g, t′) ≡ (g′, t′). Also gilt x ⊔ t ⊥ G und somit t ∈ {x ⊥ G}.
c) T ist eine Hyperebene.
Es sei y ∈ X \ (G ∪ T ). Es existieren Punkte x0, . . . , xn ∈ X mit x = x0, xn = y und
xi−1 ⊔ xi ∈ G fu¨r i ∈ {1, . . . , n}.
Gi := {xi ‖ G} fu¨r i ∈ {0, . . . , n}, Ei := {xi−1} ∪Gi fu¨r i ∈ {1, . . . , n}
y0 := x0, yi := Gi ∩ {xi−1 ⊥ Gi}Ei fu¨r i ∈ {1, . . . , n}
Die Punkte y0, . . . , yn liegen nach b) in {x ⊥ G} und damit gilt y ∈ G ∪ {x ⊥ G}. Aus
G 6⊥ G folgt mit a) G 6⊂ {x ⊥ G}
(
Sonst wa¨re jeder Punkt auf G Mittelpunkt des Paares
(g, g′) fu¨r g ∈ G\{x} und g′ := σx(g).
)
und mit b) G 6⊂ T . Damit ist T eine Hyperebene.
d) {x ⊥ G} ⊂ T (Abbildung 23).
Es existiere eine Linie L ∈ Gx mit L ⊥ G und L 6⊂ T . Wa¨hle y ∈ L \{x}. Dann gilt fu¨r
g ∈ G\{x} und g′ := σx(g): (g, y) ≡ (g
′, y).
Nach Lemma 1.3.10 ist y′ := T ∩ {y ‖ G} wohldefiniert. Es seien x0, . . . , xn ∈ T mit
x = x0, xn = y
′ und xi−1 ⊔ xi ∈ G fu¨r i ∈ {1, . . . , n}. Es wird yn := y definiert und
rekursiv ein Punkt yi ∈ {xi ‖ G} \{xi} gewa¨hlt, so daß yi+1 ⊔ yi ∈ G \{yi+1 ‖ xi+1 ⊔ xi}
gilt (i ∈ {n − 1, . . . , 1}). Dies ist mo¨glich, da die Ebene {yi+1, xi+1, xi} nach Lemma 2.1.5
eine Gerade durch yi+1 entha¨lt, die nicht parallel zu G, xi+1 ⊔ xi, yi+1 ⊔ xi ist. Es existieren
Schnittpunkte
y′i := yi+1 ⊔ yi ∩ xi+1 ⊔ xi ∈ T fu¨r i ∈ {1, . . . , n− 1}.
Nach Voraussetzung gilt (g, y′i) ≡ (g
′, y′i) fu¨r i ∈ {1, . . . , n− 1}. Mit (KGR) folgt:
(g, yn) ≡ (g
′, yn), (g, y
′
n−1) ≡ (g
′, y′n−1) ⇒ (g, yn−1) ≡ (g
′, yn−1)
...
(g, y2) ≡ (g
′, y2), (g, y
′
1) ≡ (g
′, y′1) ⇒ (g, y1) ≡ (g
′, y1).
Mit Lemma 2.6.1 und 2.6.5 folgt in der Ebene G ∪ {x1}:
(g, y1) ≡ (g
′, y1) ⇒ x ⊔ y1 ∈ G und x ⊔ y1 ⊥ G ⇒ y1 = x1.
im Widerspruch zur Wahl von y1.
Aus b), c) und d) folgt, daß {x ⊥ G} eine Hyperebene ist.
Da zu jedem Punkt y ∈ {x ⊥ G} Punkte x0, . . . , xn ∈ T mit x = x0, xn = y und xi−1 ⊔xi ∈ G
fu¨r i ∈ {1, . . . , n} existieren, folgt mit a):
∀ g ∈ G\{x} ∀ y ∈ {x ⊥ G} : (g, y) ≡
(
σx(g), y
)
.
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Abbildung 23: n = 4
Damit gilt fu¨r jede Linie L ∈ Gx mit L ⊂ {x ⊥ G} die Aussage L ⊥ G. Also ist G ⊥ {x ⊥ G}.
✷
Satz 2.8.4
Zu G ∈ G und x ∈ X existiert genau eine Hyperebene H ∈ T(X), so daß gilt:
G ⊥ H und x ∈ H.
Es wird die Schreibweise H =: {x ⊥ G} verwendet.
Beweis: Es sei g ∈ G. Nach Lemma 1.3.10 ist x′ := {g ⊥ G} ∩ {x ‖ G} wohldefiniert. Dann ist
H := τx′,x
(
{g ⊥ G}
)
eine Hyperebene, die x entha¨lt und orthogonal zu G ist.
Existiert eine weitere Hyperebene H ′ mit G ⊥ H ′ und x ∈ H ′, so sei h := H ∩G, h′ := H ′ ∩G
und H ′′ := τh′,h(H
′). Aus H,H ′′ ⊥ G folgt H,H ′′ ⊂ {h ⊥ G}. Nach Satz 2.8.3 ist damit
H = H ′′. Also gilt x ∈ H ′ ∩ τh′,h(H
′), woraus τh′,h = idX und H = H
′ folgt. ✷
Lemma 2.8.5
Fu¨r z ∈ X, G ∈ Gz und ∅ 6= H ⊂ Gz gilt:
∀H ∈ H : G ⊥ H ⇒ G ⊥ H
z
.
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Beweis: Fu¨r jede Gerade H ∈ H gilt H ⊥ G und damit H ⊂ {z ⊥ G}. Da {z ⊥ G} ein Teilraum
ist, folgt H
z
⊂ {z ⊥ G}, so daß sich die Behauptung aus G ⊥ {z ⊥ G} ergibt. ✷
Definition 2.8.6
Es sei x ∈ X und G ∈ G. Dann heißt
xG := G ∩ {x ⊥ G}.
Lotfußpunkt von x auf G. Ist (X,D, 〈〉,≡) eine fasteuklidische Ebene, so fa¨llt Definition 2.6.4
mit dieser zusammen.
Satz 2.8.7
Fu¨r einen Punkt z ∈ X und drei verschiedene paarweise nicht-orthogonale Geraden G,H, I ∈
Gz mit i ∈ I \{z} gilt: ((
iG
)
H
)
I
=
((
iH
)
G
)
I
Beweis: Es gelte I 6⊂ G ∪H, da sonst die Behauptung aus Satz 2.7.9 folgt.
Abbildung 24
g := iG, h := iH , g
′ := hG, h
′ := gH , j := {g ⊥ G}G∪H ∩ {h ⊥ H}G∪H
Wegen G ∦ H ist j wohldefiniert. (Di) angewandt auf die Punkte z, i, g, h und g, h, z, j liefert
g ⊔h ∈ G und J := z ⊔ j ∈ G. Mit Satz 2.7.9 folgt
(
(jG)H
)
J
=
(
(jH)G
)
J
und damit J ⊥ g′ ⊔h′.
Nach Lemma 2.8.5 gilt {g ⊔ i, g ⊔ j}
g
⊥ G und {h ⊔ i, h ⊔ j}
h
⊥ H.
i ⊔ j ⊥ {j ‖ G}, {j ‖ H} ⇒ i ⊔ j ⊥ J ∈
{
{j ‖ G}, {j ‖ H}
}j
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Aus {j ‖ g′ ⊔h′} ⊥ J und {j ‖ g′ ⊔h′} ⊥ i ⊔ j folgt {j ‖ g′ ⊔h′} ⊥ {j ⊔ i, j ⊔ z}
j
und damit
I ⊥ {g′I ‖ g
′
⊔h′}.
I 6⊂ G ∪H ⇒ g′ ⊔h′ ∦ g′ ⊔ g′I ⇒ I ⊥
{
{g′I ‖ g
′ ⊔h′}, g′I ⊔ g
′
}g′I
Damit gilt h′ ⊔ g′I ⊥ I, woraus die Behauptung folgt. ✷
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2.9 Geradenspiegelungen in fasteuklidischen Ra¨umen
Satz 2.9.1
An jeder Geraden G ∈ G gibt es genau eine Spiegelung:
σG :
{
X → X
x 7→ τx,xG(xG)
Diese ist involutorisch.
Ist (X,D, 〈〉,≡) eine fasteuklidische Ebene, so ist dieser Satz identisch mit Satz 2.6.6.
Beweis:
σG ist bijektiv, involutorisch und erha¨lt Kongruenzen:
Der Beweis verla¨uft analog zum ebenen Fall (Satz 2.6.6).
σG ist eine Kollineation (Abbildung 25):
Es seien x, y, z ∈ X mit x ∈ G und 〈x, y〉 = 〈x, z〉. Fu¨r y, z ∈ G ist die Behauptung trivial. Fu¨r
x ⊔ y ⊥ G gilt: 〈
σG(x), σG(y)
〉
=
〈
x, σx(y)
〉
=
〈
x, σx(z)
〉
=
〈
σG(x), σG(z)
〉
.
Es sei x ⊔ y 6= G, x ⊔ y 6⊥ G und z′ := σG(z). Dann existieren Punkte z0, . . . , zn ∈ {zG ⊥ G} mit
zG = z0, zn = z, so daß zi−1 ⊔ zi ∈ G fu¨r i ∈ {1, . . . , n} gilt. Die nachfolgenden Punkte werden
fu¨r i ∈ {0, . . . , n} definiert:
z′i := σzG(zi), yi := {yG ⊥ G} ∩ x ⊔ zi, y
′
i := {yG ⊥ G} ∩ x ⊔ z
′
i.
Fu¨r i ∈ {1, . . . , n} werden die folgenden Punkte definiert:
wi := Pgm(zi−1, zi, zG), w
′
i := σzG(wi)
vi := {yG ⊥ G} ∩ x ⊔wi, v
′
i := {yG ⊥ G} ∩ x ⊔w
′
i.
Nach (F1) gilt fu¨r i ∈ {1, . . . , n}:∣∣{yG ⊥ G} ∩ x ⊔ zi∣∣ = ∣∣{yG ⊥ G} ∩ x ⊔ z′i∣∣ = ∣∣{yG ⊥ G} ∩ x ⊔wi∣∣ = ∣∣{yG ⊥ G} ∩ x ⊔w′i∣∣ = 1.
Mit (Tam) und (F1) folgt fu¨r i ∈ {1, . . . , n}
〈yG, vi〉 = 〈zG, wi〉 = 〈zG, w
′
i〉 = 〈yG, v
′
i〉
〈yi−1, yi〉 = 〈zi−1, zi〉 = 〈zG, wi〉 = 〈yG, vi〉, 〈y
′
i−1, y
′
i〉 = 〈z
′
i−1, z
′
i〉 = 〈zG, w
′
i〉 = 〈yG, v
′
i〉,
und fu¨r i ∈ {2, . . . , n}
〈yi−1, yG〉 = 〈zi−1, zG〉 = 〈zi, wi〉 = 〈yi, vi〉, 〈y
′
i−1, yG〉 = 〈z
′
i−1, zG〉 = 〈z
′
i, w
′
i〉 = 〈y
′
i, v
′
i〉.
Es sei i ∈ {1, . . . , n}. Da σz eine Bewegung ist, gilt (zG, wi) ≡ (zG, w
′
i) und damit (x,wi) ≡
(x,w′i). Mit Axiom (KZ) in der Ebene {x, zG, wi} folgt (x, vi) ≡ (x, v
′
i). Lemma 2.5.3 liefert
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Abbildung 25: n = 3
x ⊔ Mp(vi, v
′
i) ⊥ vi ⊔ v
′
i, so daß mit Lemma 2.6.1.a) in der Ebene {x, yG, vi} die Aussagen yG =
Mp(vi, v
′
i) und (yG, vi) ≡ (yG, v
′
i) folgen.
Mit (KPR) auf die Punkte yi−1, yi, yG, vi und y
′
i−1, y
′
i, yG, v
′
i angewandt folgt:
(yi−1, yi) ≡ (yG, vi) ≡ (yG, v
′
i) ≡ (y
′
i−1, y
′
i).
Insgesamt gilt:
y′n = τy′n−1,y′n · · · τy′0,y′1(yG) = τyn,yn−1 · · · τy1,y0(yG)
= τy1,y0 · · · τyn,yn−1(yG) = τyn,y0(yG) = τy,yG(yG) = σG(y).
Es seien x, y, u, v ∈ E mit 〈x, y〉 = 〈u, v〉. Analog zum Beweis von Satz 2.6.6 folgt:〈
σG(x), σG(y)
〉
=
〈
σG(u), σG(v)
〉
.
Eindeutigkeit:
Es sei σ eine weitere Spiegelung an G. Fu¨r x ∈ X \G mit x ⊔ xG ∈ G und x
′ := σG(x) folgt
analog zum Beweis des Satzes 2.6.6: xG ∈ σ(x ⊔ x
′) ⊥ G. Aus σ(x) ∈ {x} ∪G folgt σ(x ⊔ x′) =
x ⊔ x′ und damit σ(x) = σG(x).
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Zu x ∈ X \G mit x ⊔ xG ∈ L\G existieren Punkte x0, . . . , xn ∈ {x ⊥ G} mit xG = x0, xn = x
und xi−1 ⊔ xi ∈ G fu¨r i ∈ {1, . . . , n}. Fu¨r y1 := Pgm(x1, xG, x2) gilt:
σ(x2) = σ
(
Pgm(xG, x1, y1)
)
= Pgm
(
xG, σ(x1), σ(y1)
)
= Pgm
(
xG, σG(x1), σG(y1)
)
= σG
(
Pgm(xG, x1, y1)
)
= x2.
Analog erha¨lt man σ(x3) = x3, . . . , σ(xn) = xn. Damit gilt σ = σG. ✷
Lemma 2.9.2
Es sei G ∈ G und g ∈ G. Dann gilt:
a) ∀ τ ∈ TraG(X) : σG = τ
−1σG τ
b) ∀ τ ∈ Tra(X) mit g ⊔ τ(g) ⊥ G : σG = τ σG τ
Beweis: Der Beweis ist analog zum ebenen Fall (Lemma 2.6.7). ✷
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2.10 Algebraisierung desarguesscher fasteuklidischer
Ra¨ume
Es sei (X,D, 〈〉,≡) ein desarguesscher fasteuklidischer Raum mit 0 ∈ X und F := Dil0(X)∪{0},
sowie + = +0 wie zu Beginn des Abschnitts 2.7 definiert.
Dann ist (X,+, F ) ein regula¨rer Fastvektorraum, dessen Koordinatengeometrie isomorph zu
(X,D, 〈〉) ist (siehe Satz 1.5.4).
Im folgenden wird gezeigt, daß sich die Relation ≡ durch eine nullteilige symmetrische Biline-
arform beschreiben la¨ßt.
Satz 2.10.1
Fu¨r q ∈ Q(X)∗ gilt: Kq(F ) = Z(F ).
Da Z(F ) nicht von der Operation⊕q abha¨ngt, wird die SchreibweiseK(F ) := Kq(F ) verwendet.
Beweis: Da in jedem Fastko¨rper F die Inklusion Z(F ) ⊂ K(F ) gilt, muß nur die andere
Inklusion gezeigt werden. Es sei κ ∈ Kq(F )
∗, λ ∈ F ∗ und q′ ∈ Q(X)\Fq.
r := κq, r′ := Fq′ ∩ {r ‖ q ⊔ q′}, s := λq, s′ := Fq′ ∩ {s ‖ q ⊔ q′}
〈r, q′〉 = 〈λr, λq′〉 = 〈λκq, s′〉, 〈s, q′〉 = 〈κs, κq′〉 = 〈κλq, r′〉
Fu¨r κ, λ 6= 1 und κ 6= λ, λ−1 folgt mit (P’):
P ′(0; q′, r, r′, s, s′, λκq) ⇒ 〈q′, s〉 = 〈r′, λκq〉
〈r′, κλq〉 = 〈κq′, κs〉 = 〈q′, s〉 = 〈r′, λκq〉 ⇒ κλ = λκ.
In allen anderen Fa¨llen folgt trivialerweise κλ = λκ. Also gilt κ ∈ Z(F ). ✷
Satz 2.10.2
Fu¨r q ∈ Q(X)∗ ist die Abbildung σFq linear.
Beweis: Analog zum Beweis von Lemma 2.7.2 zeigt man mit Lemma 2.9.2, daß σFq additiv ist.
Es sei λ ∈ F und x ∈ X.
x ∈ Fq:
Es gilt λx ∈ Fq und σFq(λx) = λx = λσFq(x).
x ∈ {0 ⊥ Fq}:
Es gilt λx ∈ {0 ⊥ Fq} und
σFq(λx) = τλx,0(0) = −λx = λ(−x) = λ τx,0(0) = λσFq(x).
x 6∈ Fq, {0 ⊥ Fq}:
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Es gilt λx /∈ Fq, {0 ⊥ Fq} und λσFq(x) ∈ 0 ⊔σFq(x).
σFq(λx) = σFq
(
0 ⊔x ∩ {λx ⊥ Fq}
)
= σFq(0 ⊔ x) ∩ σFq
(
{λx ⊥ Fq}
)
= 0 ⊔σFq(x) ∩ {λx ⊥ Fq}
(λx) ⊔
(
λσFq(x)
)
= λ
(
x ⊔σFq(x)
)
⊥ Fq ⇒ λσFq(x) ∈ {λx ⊥ Fq}
Also gilt: λσFq(x) = σFq(λx). ✷
Satz 2.10.3
Fu¨r q ∈ Q(X)∗ ist die Abbildung
lq :
{
X → F
x 7→ lq(x), wobei gilt: σFq(x) + x = lq(x) q
eine q-Linearform, und es gilt:
a) lq(q) = 2
b) lλq(x)λ = lq(x)
c) lq(x) = 0 ⇔ Fx ⊥ Fq
d) ∀x ∈ Rq(X) : lq(x) ∈ K(F )
Beweis: lq ist wohldefiniert, da σFq
(
σFq(x) + x
)
= x+ σFq(x) und damit σFq(x) + x ∈ Fq gilt.
Mit Satz 2.10.2 folgt:
lq(λx) q = σFq(λx) + λx = λ(σFq(x) + x) = λ lq(x) q ⇒ lq(λx) = λ lq(x)
lq(x+ y) q = σFq(x+ y) + (x+ y) = σFq(x) + x+ σFq(y) + y = lq(x) q + lq(y) q
=
(
lq(x)⊕q lq(y)
)
q
⇒ lq(x+ y) = lq(x)⊕q lq(y).
lq(q) q = σFq(q) + q = q + q = 2q ⇒ lq(q) = 2a) (
lλq(x)λ
)
q = lλq(x) (λq) = σF (λq)(x) + x = σFq(x) + x = lq(x) q ⇒ lλq(x)λ = lq(x)b)
lq(x) = 0 ⇔ σFq(x) + x = 0 ⇔ σFq(x) = −x ⇔ τx,xFq(xFq) = τx,0(0)
⇔ τ0,xτx,xFq(xFq) = τ0,xFq(xFq) = 0 ⇔ xFq = 0 ⇔ x ∈ {0 ⊥ Fq}
⇔ Fx ⊥ Fq
c)
d) Aus x ∈ Rq(X) folgt mit Satz 1.4.18.b) σFq(x) ∈ Rq(X) und damit σFq(x) + x ∈ Rq(X).
⊕q = ⊕σFq(x)+x = ⊕lq(x) q
Mit Satz 1.4.7.e) folgt lq(x) ∈ K(F ).
✷
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Lemma 2.10.4
Es sei q ∈ Q(X)∗ und r, s ∈ Rq(X)
∗. Dann gilt:
ls(r) lq(s) lr(q) = lr(s) ls(q) lq(r).
Beweis: Mit Satz 2.10.3.d) folgt ls(r), lq(s), lr(q) ∈ K(F ).
Gilt Fq ⊥ Fr, Fr ⊥ Fs oder Fs ⊥ Fq, so sind beide Seiten der Gleichung 0.
Gilt q = µr, so folgt µ ∈ K(F ) und
ls(r) lµr(s) lr(µr) = ls(r) lr(s)µ
−1µ lr(r) = µ ls(r) lr(s) lr(r)µ
−1
= ls(µr) lr(s) lµr(r) = ls(q) lr(s) lq(r).
Analog werden die Fa¨lle r = µs und s = µq behandelt.
Es seien nun Fq, Fr, Fs unabha¨ngig und paarweise nicht-orthogonal. Dann existieren α, β ∈
K(F )∗ mit q′ := sFq = αq und r
′ := sFr = βr. Mit Satz 2.10.3 folgt:
0 = lq′(s− q
′) = lq′(s)− lq′(q
′) = lq′(s)− 2 ⇔ lq′(s) = 2
0 = lr′(s− r
′) = lr′(s)− lr′(r
′) = lr′(s)− 2 ⇔ lr′(s) = 2.
Es existieren α′, β′ ∈ F ∗ mit q′′ := r′Fq = α
′q′ und r′′ := q′Fr = β
′r′.
0 = lq′(r
′ − q′′) = lq′(r
′)− α′ lq′(q
′) = lq′(r
′)− α′ · 2 ⇔ lq′(r
′) = α′ · 2
0 = lr′(q
′ − r′′) = lr′(q
′)− β′ lr′(r
′) = lr′(q
′)− β′ · 2 ⇔ lr′(q
′) = β′ · 2
Nach Satz 2.8.7 gilt:
s′′ := q′′Fs = (r
′
Fq)Fs =
(
(sFr)Fq
)
Fs
=
(
(sFq)Fr
)
Fs
= (q′Fr)Fs = r
′′
Fs.
Es existiert γ ∈ F ∗ mit s′′ = γs.
0 = ls(q
′′ − s′′) = α′ ls(q
′)− γ ls(s) = α
′ ls(q
′)− γ · 2 ⇔ ls(q
′) = α′
−1
· γ · 2
0 = ls(r
′′ − s′′) = β′ ls(r
′)− γ ls(s) = β
′ ls(r
′)− γ · 2 ⇔ ls(r
′) = β′
−1
· γ · 2
Insgesamt folgt:
ls(r) lq(s) lr(q) = β ls(r) lq(s)α
−1α lr(q) β
−1 = ls(βr) lαq(s) lβr(αq)
= ls(r
′) lq′(s) lr′(q
′) = β′
−1
γ · 2 · 2 · β′ · 2 = α′
−1
γ · 2 · 2 · α′ · 2
= ls(q
′) lr′(s) lq′(r
′) = ls(αq) lβr(s) lαq(βr) = α ls(q) lr(s)β
−1β lq(r)α
−1
= ls(q) lr(s) lq(r) = lr(s) ls(q) lq(r).
✷
Satz 2.10.5
Fu¨r q ∈ Q(X)∗ ist die Abbildung
fq :

X ×Rq(X) → F
(x, y) 7→
{
ly(x) lq(y) ly(q)
−1 fu¨r y /∈ {0 ⊥ Fq}
fq(x, y + q)⊖q fq(x, q) fu¨r y ∈ {0 ⊥ Fq}
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eine symmetrische nullteilige q-Bilinearform, und es gilt:
∀x ∈ X∗ ∀ y ∈ Rq(X)
∗ : Fx ⊥ Fy ⇔ fq(x, y) = 0.
Beweis: fq ist wohldefiniert, da fu¨r y ∈ {0 ⊥ Fq} gilt: y + q /∈ {0 ⊥ Fq}. Mit Satz 2.10.3.d)
folgt lq(y), ly(q) ∈ K(F ) fu¨r y ∈ Rq(X).
Linearita¨t im ersten Argument:
Es seien x1, x2 ∈ X, y ∈ Rq(X) und λ ∈ F . Fu¨r y /∈ {0 ⊥ Fq} gilt:
fq(x1 + x2, y) = ly(x1 + x2) lq(y) ly(q)
−1 =
(
ly(x1)⊕q ly(x2)
)
lq(y) ly(q)
−1
= ly(x1) lq(y) ly(q)
−1 ⊕q ly(x2) lq(y) ly(q)
−1 = fq(x1, y)⊕q fq(x2, y)
fq(λx, y) = ly(λx) lq(y) ly(q)
−1 = λ ly(x) lq(y) ly(q)
−1 = λ fq(x, y).
Fu¨r y ∈ {0 ⊥ Fq} gilt:
fq(x1 + x2, y) = fq(x1 + x2, y + q)⊖q fq(x1 + x2, q)
= fq(x1, y + q)⊕q fq(x2, y + q)⊖q fq(x1, q)⊖q fq(x2, q)
= fq(x1, y)⊕q fq(x2, y)
fq(λx, y) = fq(λx, y + q)⊖q fq(λx, q) = λ fq(x, y + q)⊖q λ fq(x, q)
= λ
(
fq(x, y + q)⊖q fq(x, q)
)
= λ fq(x, y).
Symmetrie:
Fu¨r x, y ∈ Rq(X)\{0 ⊥ Fq} gilt mit Lemma 2.10.4:
fq(x, y) = ly(x) lq(y) ly(q)
−1 = ly(x) lq(y) lx(q) lx(q)
−1 ly(q)
−1 = lx(y) ly(q) lq(x) lx(q)
−1 ly(q)
−1
= lx(y) lq(x) lx(q)
−1 = fq(y, x).
Fu¨r x ∈ Rq(X)\{0 ⊥ Fq} und y ∈ Rq(X) ∩ {0 ⊥ Fq} gilt:
fq(x, y) = fq(x, y + q)⊖q fq(x, q)
a)
= fq(y + q, x)⊖q fq(q, x) = fq(y, x).
Fu¨r x, y ∈ Rq(X) ∩ {0 ⊥ Fq} gilt:
fq(x, y) = fq(x, y + q)⊖q fq(x, q)
b)
= fq(y + q, x)⊖q fq(q, x) = fq(y, x).
Linearita¨t im zweiten Argument:
Es sei B = (bi)i∈I ∈ Rq(X)
I eine Basis von X und (xi)i := xB. Dann gilt:
fq(x, y1 + y2) = fq
(∑
i∈I
xibi , y1 + y2
)
=
∑q
i∈I
xi fq(bi, y1 + y2)
=
∑q
i∈I
xi fq(y1 + y2, bi) =
∑q
i∈I
xi
(
fq(y1, bi)⊕q fq(y2, bi)
)
=
∑q
i∈I
xi
(
fq(bi, y1)⊕q fq(bi, y2)
)
=
∑q
i∈I
(
xi fq(bi, y1)⊕q xi fq(bi, y2)
)
=
∑q
i∈I
xi fq(bi, y1)⊕q
∑q
i∈I
xi fq(bi, y2)
= fq
(∑
i∈I
xibi , y1
)
⊕q fq
(∑
i∈I
xibi , y2
)
= fq(x, y1)⊕q fq(x, y2).
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Fu¨r x ∈ X∗ und y ∈ Rq(X)
∗ gilt Fx ⊥ Fy ⇔ fq(x, y) = 0:
Es sei x ∈ X∗ und y ∈ Rq(X)\{0 ⊥ Fq}. Dann gilt lq(y), ly(q) 6= 0 und
fq(x, y) = ly(x) lq(y) ly(q)
−1 = 0 ⇔ ly(x) = 0 ⇔ Fx ⊥ Fy.
Es sei x ∈ X∗ und y ∈ Rq(X)
∗ ∩ {0 ⊥ Fq}. Dann gilt y+q ∈ Rq(X) und damit ly+q(q) ∈ K(F ).
Mit Lemma 2.8.5 folgt:
0 = fq(x, y) = fq(x, y + q)⊖q fq(x, q)
= ly+q(x) lq(y + q) ly+q(q)
−1 ⊖q lq(x) lq(q) lq(q)
−1
= ly+q(x)
(
lq(y)⊕q lq(q)
)
ly+q(q)
−1 ⊖q lq(x)
= ly+q(x) · 2 · ly+q(q)
−1 ⊖q lq(x)
⇔ 0 = 2ly+q(x)⊖q lq(x) ly+q(q) = ly+q(2x)⊖q ly+q(lq(x) q)
= ly+q
(
2x− lq(x) q
)
= ly+q
(
2x− σFq(x)− x
)
= ly+q
(
x− σFq(x)
)
⇔ x− σFq(x) = 0 oder F
(
x− σFq(x)
)
⊥ F (y + q)
⇔ σFq(x) = x oder F
(
x− σFq(x)
)
⊥ F (y + q), F q
⇔ x ∈ Fq oder F
(
x− σFq(x)
)
⊥ Fy, Fq
⇔ x ∈ Fq oder F
(
x− σFq(x)
)
, F q ⊥ Fy
⇔ Fx ⊥ Fy.
fq ist nullteilig:
Es sei x ∈ Rq(X)
∗. Fu¨r x /∈ {0 ⊥ Fq} gilt:
fq(x, x) = lx(x) lq(x) lx(q)
−1 = 2 lq(x) lx(q)
−1 6= 0.
Fu¨r x ∈ {0 ⊥ Fq} gilt x+ q ∈ Rq(X) und lq(x+ q), lx+q(x) ∈ K(F ).
fq(x, x) = fq(x, x+ q)⊖q fq(x, q)
= lx+q(x) lq(x+ q) lx+q(q)
−1 ⊖q lq(x) lq(q) lq(q)
−1
= lx+q(x+ q − q) lq(x+ q) lx+q(q)
−1
=
(
lx+q(x+ q)⊖q lx+q(q)
)
lq(x+ q) lx+q(q)
−1
= lx+q(x+ q) lq(x+ q) lx+q(q)
−1 ⊖q lx+q(q) lq(x+ q) lx+q(q)
−1
= 2 lq(x+ q) lx+q(q)
−1 ⊖q lq(x+ q)
= 2
(
lq(x)⊕q lq(q)
)
lx+q(q)
−1 ⊖q lq(x)⊖q lq(q)
= 4 lx+q(q)
−1 ⊖q 2
Unter der Annahme fq(x, x) = 0 gilt:
lx+q(q) = 2 = lx+q(x+ q) = lx+q(x)⊕q lx+q(q) ⇒ lx+q(x) = 0.
Die letzte Aussage ist falsch wegen F (x+ q) 6⊥ F (x). Folglich gilt fq(x, x) 6= 0. ✷
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Lemma 2.10.6
Es sei q ∈ Q(X)∗.
a) Zu r ∈ Rq(X)
∗ existiert ein Element λ ∈ K(F )∗, so daß gilt:
∀x ∈ X ∀ y ∈ Rq(X) : fq(x, y) = fr(x, y)λ.
b) Fu¨r r ∈ Rq(X)
∗ mit (0, q) ≡ (0, r) gilt fq = fr.
c) Fu¨r λ ∈ F ∗ gilt:
∀x ∈ X ∀ y ∈ Rq(X) : fλq(x, λy) = fq(x, y)λ
−1.
d) Fu¨r g ∈ Rq(X)
∗ und x ∈ X gilt:
xFg = fq(g, g)
−1fq(x, g) g.
Beweis:
a) Es sei zuna¨chst r /∈ {0 ⊥ Fq}.
y /∈ {0 ⊥ Fq}, {0 ⊥ Fr}:
Es sei λ := lq(r) lr(q)
−1 ∈ K(F ). Dann folgt mit Lemma 2.10.4:
fq(x, y) = ly(x) lq(y) ly(q)
−1
= ly(x) lr(y) lr(y)
−1 ly(r) ly(r)
−1 lr(q) lr(q)
−1 lq(y) ly(q)
−1
= ly(x) lr(y) ly(r)
−1 ly(r) lr(q) lq(y) lr(y)
−1 lr(q)
−1 ly(q)
−1
= fr(x, y) lr(y) lq(r) ly(q) lr(y)
−1 lr(q)
−1 ly(q)
−1
= fr(x, y) lq(r) lr(q)
−1
= fr(x, y)λ.
y ∈ {0 ⊥ Fq}, y /∈ {0 ⊥ Fr}:
Es existiert ein Element µ ∈ F ∗ mit y + µq /∈ {0 ⊥ Fr}.
fq(x, y) = fq(x, y + µq)⊖q fq(x, µq)
a)
= fr(x, y + µq)λ⊖q fr(x, µq)λ = fr(x, y)λ
y /∈ {0 ⊥ Fq}, y ∈ {0 ⊥ Fr}:
Es existiert ein Element ν ∈ F ∗ mit y + νr /∈ {0 ⊥ Fq}.
fq(x, y) = fq(x, y + νr)⊖q fq(x, νr)
a)
= fr(x, y + νr)λ⊖q fr(x, νr)λ = fr(x, y)λ
Es sei nun r ∈ {0 ⊥ Fq}. Fu¨r s ∈ Rq(X) mit s /∈ {0 ⊥ Fq}, {0 ⊥ Fr} gilt:
fq(x, y) = fs(x, y) lq(s) ls(q)
−1 = fr(x, y) ls(r) lr(s)
−1lq(s) ls(q)
−1.
b) Aus Mp(q, r) = 1
2
(q + r) folgt mit Lemma 2.6.5 q ⊔ r ⊥ F (q + r). Es wird die Ebene
{0, q, r} betrachtet. Fu¨r G := F (q+r) gilt r = σG(q). Mit Lemma 2.6.10 folgt: σG σFq σG =
σσG(Fq) = σFr.
lr(q) r = σFr(q) + q = σG σFq σG(q) + σG(r) = σG
(
σFq σG(q) + r
)
= σG
(
σFq(r) + r
)
= σG
(
lq(r) q
)
= lq(r)σG(q) = lq(r) r
⇒ lr(q) = lq(r)
Aus dem Beweis von a) folgt die Behauptung.
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c) Fu¨r y /∈ {0 ⊥ Fq} gilt:
fλq(x, λy) = lλy(x) lλq(λy) lλy(λq)
−1 = ly(x)λ
−1λ lq(y)λ
−1
(
λ ly(q)λ
−1
)−1
= ly(x) lq(y)λ
−1λ ly(q)
−1 λ−1 = fq(x, y)λ
−1.
Fu¨r y ∈ {0 ⊥ Fq} gilt mit Satz 1.4.5.d):
fλq(x, λy) = fλq(x, λy + λq)⊖λq fλq(x, λq) = fq(x, y + q)λ
−1 ⊖λq fq(x, q)λ
−1
=
(
fq(x, y + q)⊖q fq(x, q)
)
λ−1 = fq(x, y)λ
−1.
d) Nach Satz 2.8.4 ist xG der einzige Punkt auf Fg mit der Eigenschaft xFg ⊔ x ⊥ Fg. Gilt
g /∈ {0 ⊥ Fq}, so folgt:
fq(g, g)
−1fq(x, g) g =
(
lg(g) lq(g) lg(q)
−1
)−1
lg(x) lq(g) lg(q)
−1 g
= lg(q) lq(g)
−1 lg(g)
−1 lg(x) lq(g) lg(q)
−1 g
= 2−1 lg(x) g = 2
−1 (σFg(x) + x).
Gilt g ∈ {0 ⊥ Fq}, so sei r ∈ Rq(V ) mit (0, q) ≡ (0, r) und g /∈ {0 ⊥ Fr}. Mit c) und dem
vorigen Beweisschritt folgt:
fq(g, g)
−1fq(x, g) g = fr(g, g)
−1fr(x, g) g = 2
−1 (σFg(x) + x).
Insgesamt gilt:
(0, x) ≡
(
0, σFg(x)
)
≡
(
x, σFg(x) + x
)
≡
(
x, 2 fq(g, g)
−1fq(x, g) g
)
.
Mit Lemma 2.5.3 folgt x ⊔
(
fq(g, g)
−1fq(x, g) g
)
⊥ Fg und damit xFg = fq(g, g)
−1fq(x, g) g.
✷
Satz 2.10.7
Fu¨r x, y ∈ X∗ und g ∈ Rq(X) mit x ⊔ y ∈ G und 〈0, g〉 = 〈x, y〉 gilt:
(0, x) ≡ (0, y) ⇔
{
fq(x, g), fq(y, g) 6= 0
fq(x, g) fq(y, g)
−1 = fq(y, g) fq(x, g)
−1
Beweis:
”
⇒“: Lemma 2.6.5 liefert 0 ⊔ Mp(x, y) ⊥ x ⊔ y, woraus mit Lemma 2.6.1.a) 0 ⊔ x, 0 ⊔ y 6⊥ x ⊔ y
folgt. Damit gilt fq(x, g) 6= 0 und fq(y, g) 6= 0.
Es sei m := Mp(x, y). Aus 〈x, y〉 = 〈0, g〉 folgt xFg = τm,0(x) und yFg = τm,0(y).
yFg = τm,0(y) = τm,0 τx,y(x) = τx,y τm,0(x) = τ
2
x,m(xFg) = τ
2
τm,0(x),τm,0(m)
(xFg)
= τ 2xFg,0(xFg) = −xFg
Mit Lemma 2.10.6.d) folgt:
fq(x, g) g = fq(g, g)xFg = −fq(g, g) yFg = −fq(y, g) g ⇒ fq(x, g) = −fq(y, g)
fq(x, g) fq(y, g)
−1 = −fq(x, g) fq(x, g)
−1 = fq(y, g) fq(x, g)
−1.
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”
⇐“: Aus 〈0, g〉 = 〈x, y〉 folgt Fg = F (y − x) und damit 0 6= fq(y − x, g).
fq(x, g) fq(y, g)
−1 = fq(y, g) fq(x, g)
−1
⇔ fq(x, g) = fq(y, g) fq(x, g)
−1fq(y, g)
= fq(y, g) fq(x, g)
−1fq(y − x+ x, g)
= fq(y, g) fq(x, g)
−1fq(y − x, g)⊕q fq(y, g) fq(x, g)
−1fq(x, g)
= fq(y, g) fq(x, g)
−1fq(y − x, g)⊕q fq(y, g)
⇔ fq(x, g)⊖q fq(y, g) = fq(y, g) fq(x, g)
−1fq(y − x, g)
⇔ fq(x− y, g) = fq(y, g) fq(x, g)
−1fq(y − x, g)
⇔ fq(y, g) fq(x, g)
−1 = −1
⇔ fq(y, g) = −fq(x, g)
Damit folgt:
fq(x+ y, g) = fq(x, g)⊕q fq(y, g) = fq(x, g)⊖q fq(x, g) = 0
⇒ F (x+ y) ⊥ Fg ⇒ 0 ⊔ 1
2
(x+ y) ⊥ x ⊔ y.
Aus
(
x, 1
2
(x+ y)
)
≡
(
1
2
(x+ y), y
)
und
〈
x, 1
2
(x+ y)
〉
=
〈
1
2
(x+ y), y
〉
folgt (0, x) ≡ (0, y). ✷
Satz 2.10.8
Zu einem desarguesschen fasteuklidischen Raum (X,D, 〈〉,≡) und 0, q ∈ X mit 0 ⊔ q ∈ G exi-
stiert eine nullteilige symmetrische Bilinearform fq auf dem 0-Koordinatenraum u¨ber (X,D, 〈〉),
so daß die von fq induzierte Kongruenzrelation ≡
fq mit der Relation ≡ u¨bereinstimmt.
Beweis: Es sei fq wie in Satz 2.10.5 definiert. Fu¨r x, y, u, v ∈ X ist die folgende Aussage zu
zeigen:
(x, y) ≡ (u, v) ⇔ (x, y) ≡fq (u, v).
Es sei y − x 6= v − u (Sonst ist die Aussage trivial.).
”
⇒“: Nach (KT) existieren Punkte x0, . . . , xn ∈ X mit y −0 x = x0, xn = v −0 u und
xi−1 ⊔ xi ∈ G fu¨r i ∈ {1, . . . , n}, so daß gilt:
(0, y −0 x) ≡ (0, x1) ≡ · · · ≡ (0, xn−1) ≡ (0, v −0 u).
Mit Satz 2.10.7 folgt:
(0, y −0 x) ≡
fq
Q (0, x1) ≡
fq
Q · · · ≡
fq
Q (0, xn−1) ≡
fq
Q (0, v −0 u).
Also gilt: (x, y) ≡fq (u, v).
”
⇐“: Es existieren Punkte x1, y1, . . . , xn, yn ∈ X mit
(x, y) ≡
fq
Q (x1, y1) ≡
fq
Q · · · ≡
fq
Q (xn, yn) ≡
fq
Q (u, v).
O.B.d.A. seien die Punkte y−0x, y1−0x1, . . . , yn−0xn, v−0u paarweise verschieden. Mit Satz
2.10.7 folgt
(0, y −0 x) ≡ (0, y1 −0 x1) ≡ · · · ≡ (0, yn −0 xn) ≡ (0, v −0 u),
so daß sich aus der Transitita¨t von ≡ die Behauptung ergibt. ✷
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