Highly filled suspensions (or pastes) present complex rheological behaviour and squeeze flow testing is used frequently for rheological characterisation. The extent to which liquid phase migration (LPM) occurs in such tests, and the influence of material extruded from between the plates, was investigated in experiments supported by detailed modelling based on soil mechanics approaches. Lubricated squeeze flow (LSF) tests were conducted on a model saturated ballotini paste prepared with a viscous Newtonian binder, at plate speeds spanning two decades. The tests were simulated using a two-dimensional (2-D) axisymmetric finite element model with adaptive remeshing to circumvent mesh distortion. The paste was modelled as a viscoplastic soil (Drucker-Prager) to capture both rate-dependent effects at high shear rates and LPM at low shear rates. Capillary pressure was applied at the evolving free surface and the plate surfaces were modelled as frictionless for simplicity. Reasonable agreement was obtained between the measured and predicted squeezing pressure profiles at the highest solids volume fraction tested (ϕ s = 60%). Agreement was poor at the lowest ϕ s (52.5%), which was due to this paste formulation behaving as a suspension/slurry without a distinct yield stress. For the first time, the predicted squeezing pressure was resolved into components using an energy analysis. The squeezing pressure was dominated by the work required to deform the paste in the gap. This result is specific to highly viscoplastic pastes and persisted to small plate separations when most of the sample lay outside the plates. Characterisation of the yield stress from the 'shoulder' in the squeezing pressure profile was reasonably accurate at h/h 0 ≥ 96% (9% estimated error). LPM was neither observed nor predicted at the plate speeds tested, despite the favourable pore pressure driving force, due to the high binder viscosity and the zero dilation angle in the simulations. The flow field was characterised using a novel flow mode parameter derived from the shear rate tensor. The paste was predicted to undergo pure biaxial extension between the smooth plates, and for the first time was predicted to undergo pure uniaxial extension external to the plates and (briefly) pure shear at the boundary.
Introduction
Particulate pastes are used widely to manufacture products such as agrochemicals, pharmaceuticals, and ceramic parts using techniques including ram extrusion, screw extrusion and injection moulding [1] . Pastes may be processed into the desired shape by forcing the material to flow through a gap (a die) of defined cross sectional profile, or in more complex cases by the filling of a mould. Pastes cease to flow upon removal of the driving force and retain their new shape: they are an example of a soft solid. Highly filled pastes demonstrate complex yield stress behaviour and hardening [2, 3] , wall slip [4] and migration of the liquid phase relative to the solids [5] . Some pastes are viscoplastic, reflecting the use of a highly viscous binder or (less frequently) a ratedependent particulate matrix [6] . Others, such as mortar pastes, reflect 'frictional' rheology more reminiscent of dry particulate assemblies [7] . Some display transitional rheology that is affected by both friction at the interparticle contacts and viscous shear in the liquid binder. These are the focus of the current work.
Paste extrusion processes are challenging to model and simple solid or fluid mechanics-based rheological models do not explain experimental trends over all timescales, or for instance when the process geometry is altered. However, direct numerical simulation approaches such as the Discrete Element Method that model each particle individually would require what are currently prohibitive computer resources to simulate an extrusion process of realistic (industrial) size, as these can easily feature hundreds of billions of particles [8, 9] . A practical middle ground is to study paste flow by combining a simple material testing protocol, such as a laboratory scale ram extrusion test or uniaxial compression test (squeeze flow or upsetting), with a low order finite element model [10] . This approach permits partial decoupling of the various σ von Mises stress, Pa σ DP portion of σ arising from standard (rate-independent) DP model, Pa σ ij local three-dimensional effective stress tensor, Pa σ rr radial effective normal stress, Pa σ rz , τ rz both denote the radial-axial effective shear stress, Pa constitutive behaviours exhibited by the paste and allows them to be characterised separately [11] . The parameters obtained are assumed to be process geometry-independent and can then be incorporated in finite element simulations (or analytical models if available) for the required process geometry. Lubricated squeeze flow (LSF) and lubricated upsetting are two well-established test geometries -the latter is not investigated here, although the simulation method presented for LSF could be readily applied to upsetting. Both tests involve the compression of a cylindrical sample between two coaxial circular plates; see Fig. 1(a) . The difference between the processes is that for squeeze flow [6, 12] , the sample initially fills the gap between the plates such that the interfacial contact area between paste and plates remains constant. For upsetting [13, 14] , the sample radius is smaller than the plate radius and the contact area increases with plate displacement: material is not extruded past the edge of the plates. The process of obtaining geometry-independent constitutive parameters from squeeze flow or upsetting testing typically requires the following assumptions:
i. the material composition remains homogeneous during each test [15] [16] [17] , i.e. no liquid phase migration (LPM) occurs ii. the material outside the plates (LSF case only) does not contribute significantly to the squeezing force [18] ; iii. the length scale of the material's microstructure is much smaller than the minimum separation of the plates [19] and there is no thixotropy [20] ; iv. the material is essentially incompressible, i.e. the stresses reached during squeezing are small relative to the bulk moduli of the material's individual components, and there is no entrained air [21] ; v. interfacial friction between the material and the testing plates is negligible, which is approached either by lubricating the plates and using 'tall' samples [6] or by employing tall samples and very high squeezing velocities that confine interfacial shear to a thin layer adjacent to the plates [22] .
The objective of the current study is to determine the accuracy of the first two assumptions during LSF of viscoplastic pastes. A series of LSF tests were conducted using a model paste formulation consisting of near-monomodal glass ballotini suspended in a viscous Newtonian liquid binder. Care was taken to ensure the minimum plate separation tested (3 mm) was much larger than the particle diameter (~200 μm), and the paste was saturated (no entrained air). A high viscosity binder was used to prevent sedimentation of the ballotini during storage and testing. Thus, the pastes were viscoplastic cf. non-viscoplastic pastes such as mortar [7, 23] .
The LSF tests are simulated using a 2-D (axisymmetric) finite element model (FEM) implemented on the ABAQUS software platform. Sample meshes from the beginning and end of a LSF simulation are presented in Fig. 1(b-c) , respectively. The plates are modelled as frictionless for simplicity, which was promoted in the experiments by applying a lubricant. LPM is modelled using the classical (monofluid) form of Darcy's law. The simulation code was adapted from earlier simulations of ram extrusion [24] [25] [26] , which required changing the geometry from ram extrusion to LSF, changing the constitutive model from modified Cam-Clay (appropriate for particles that crush/break) to Drucker-Prager (DP, much more appropriate for assemblies of hard particles such as ballotini), and the incorporation of viscoplasticity. This is the first time that the LSF of pastes has been modelled at this fidelity.
Experimental methodology
The LSF testing apparatus is presented in Fig. 1(a) . The test protocol is described in detail elsewhere [3] . For brevity, only essential details are reproduced here.
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Properties of ingredients
The model paste formulations used here incorporate spherical, near-monomodal ballotini (Potters Ballotini Ltd., UK). These properties are advantageous for four reasons:
i. Darcy's law is used to model LPM. This requires a model for the permeability of the particulate network (the solids skeleton). The well-established Carman-Kozeny (CK) permeability-porosity model is used here, which is most accurate when the particles are monomodal and spherical [27] . ii. The CK model does not consider changes in the size and shape distributions of the pores that occur due to particle deformation and breakage. Ballotini are relatively stiff and independent tests (data not reported) confirmed that they did not break under stresses significantly larger than those reached during the LSF tests. This lack of breakage and structure evolution simplifies numerical modelling [28] . iii. Excluding particles with high aspect ratio has been found to render pastes more 'extrudable' [29] , as well as less prone to incorporating and retaining air. The latter assists in maintaining the saturated (air-free) state required by the CK model. iv. Liquid flow through a deforming particulate matrix is likely to differ from the stationary case owing to the evolution of pore shape and size. Given the absence of experimental data on this topic, the use of spherical particles is advantageous as they cannot align with the direction of flow, reducing the complexity of this evolution. The lack of alignment also simplifies modelling of the solids skeleton as its mechanical properties are closer to isotropic as was assumed here.
The material density of the ballotini was reported as 2460-2490 kg m −3 [30] and the volume-surface mean (or Sauter) diameter, d, is 201 μm. This is the measure of particle size used in the CK model and was measured by laser diffraction (Beckman Coulter LS230, Buckinghamshire, UK). The liquid binder was an aqueous solution of 80 wt% glucose (J. M. Loveridge Ltd., Hampshire, UK) with a density of 1400 kg m . Its rheological behaviour was investigated using an AR500 rheometer using a smooth 4°cone and plate configuration (TA Instruments, UK) over the apparent shear rate range 0.1 to 4000 s −1 , and was found to be Newtonian with a shear viscosity, μ, of 300 Pa s at 20°C. As the viscosity is strongly dependent on temperature, the LSF tests were conducted in a temperature-controlled environment (20°C).
An air-liquid-solid interface is present at the exposed surface of the LSF samples. Capillary pressure arises there and measurements of the air-liquid-solid contact angle, θ c , and the air-liquid surface tension, s t , are required to model it. These are 60°and 78.8 mN m −1 , respectively, at 20°C [31] .
Paste formulations
The rheological properties of the model paste formulations are determined largely by the volume fraction of particulate solids in the paste (ϕ s ) and the binder viscosity. A true yield stress was found only at large values of ϕ s , near the maximum packing fraction, which was estimated from the 'as poured' value of~63%. At small ϕ s , (liquid-like) power law rheological behaviour was observed. These findings correspond with those from previous studies that reported no yield stress for 83 μm ballotini suspensions at ϕ s = 51.6% [32] , ϕ s = 56% [33, 34] for d in the range 80-100 μm, and at ϕ s = 60% [35] for d = 15 μm. Aarons and Sundaresan [36] reported DEM simulations of dry assemblies of 2-D disks undergoing simple shear. Elastoplastic constitutive behaviour did not arise at ϕ s values in the range 55%-60% unless both interparticle cohesion and friction were included. Assuming this holds true in the presence of a liquid binder, we note that the dry ballotini used here are smooth, display no cohesion during handling, and the pastes are formulated to ensure full saturation (no entrained air). These factors eliminate any significant internal source of cohesion.
The constitutive models used here for the solids skeleton are derived from soil mechanics, and are not readily applied to pastes that do not exhibit a yield stress. If the range of ϕ s values is restricted to be above the limit (≳56%), the remaining range of ϕ s that can be investigated is narrow as the largest usable ϕ s value was found to be 60% due to air entrainment and shear heating during mixing. The range of initial ϕ s values, labelled ϕ s,0 , investigated was therefore set at 50%-60%; see Table 1 . The consequences on the constitutive model for the paste are discussed in Section 3.2.2.
Mixing and LSF testing
Mixing and LSF testing were conducted in a temperature-controlled laboratory at 20°C. The three formulations detailed in Table 1 feature ϕ s,0 values of 50%, 55% and 60%, resulting in pastes that are likely to be saturated ('as poured' ϕ s~6 3%). The required mass of dry ballotini was weighed into the bowl of a Kenwood Chef KM200 mixer using a Precisa XB10200G electronic balance (±0.5 g). The liquid binder was added to the bowl in three separate stages. Mixing was applied (using a K-beater attachment) between each addition and at the lowest possible mixing speed to avoid shear heating and loss of water by evaporation from the binder. After mixing, the bowl was held in an airtight container for two hours at 20°C to allow the paste to thermally equilibrate.
The LSF testing apparatus is presented in Fig. 1 (a) and is based on a Zwick/Roell Z050 instrumented strain frame (Zwick Testing Machines Limited, Leominster, UK). It features a static lower plate mounted upon a rigid testing table and an upper plate attached to the crosshead of the strain frame. The plates are circular, coaxial and horizontal. The upper plate is lowered at a constant speed (V) and its instantaneous displacement is measured to ±1 μm. The compliance of the apparatus was assessed separately and was found to be negligible at the test conditions. The squeezing force was measured via a load cell (±0.1 N).
Three sets of plates were tested, featuring either polytetrafluoroethylene, 316 stainless steel or Perspex surfaces. The Perspex plates (radius R p = 25 mm) offered the least adhesion and were used for all subsequent tests. Lubrication was applied by spraying each plate with a petroleum distillate (WD-40 Company, Ltd), gently touching the plates together and rotating the upper plate. Spreading that was even to the eye was achieved in this way.
The lower plate was secured to the testing table and a split cylindrical sample former placed around it and secured with a jubilee clip. For the two less-filled formulations in Table 1 (ϕ s,0 = 50%, 55%), small samples of paste were gently formed by hand into a patty that was placed into the cylindrical cavity. Gentle tamping using the upper plate caused the sample to fill the cavity. At ϕ s,0 = 60%, the paste was too stiff for this method and samples were instead placed onto a non-stick surface and rolled into flat blocks of the required height. The sample former was pressed by hand into the paste, i.e. the former was used as a cutting tool. The former was removed carefully from the sample to minimise distortion. However, due to the soft and 'sticky' nature of the pastes, it was difficult to ensure a uniform initial sample height (h 0 ), which was ± 1 mm in all cases. Covey and Stanmore [37] recommended a minimum initial height of R p (25 mm) to minimise the influence of residual friction at the plate surfaces. In practice, values of h 0 N 20 mm led to partial collapse (slumping) of the samples and were therefore not used.
The LSF tests were performed at upper plate speeds (V) of 0.1, 0.5, 1, 5 and 10 mm s −1 (maximum crosshead speed) over a plate displacement of 15 mm. The final sample height was 3-5 mm, with the variation due to the variation in initial sample height. The samples did not fracture during squeezing due to the high viscosity of the liquid binder. The tests considered to be most prone to LPM (highest ϕ s,0 , V ≤ 1 mm s
) were tested for LPM by cutting five cylindrical samples from the paste remaining between the plates using a cylindrical corer, as described by Mascia et al. [38] . The samples were weighed (± 0.5 mg; Sartorius ST1535 electronic balance), oven-dried and then weighed again to establish the value of ϕ s . An additional control sample was taken from each batch of paste to establish the precise value of ϕ s,0 , which was found to vary slightly between batches.
Numerical model
The model is based on a code developed for the modelling of ram extrusion [25, 26, 39] . The values of the material parameters used in the simulations are presented in Table 2 . Details of the test geometry and simulation method-related parameters are presented in Table 3 .
Key assumptions
Gravitational forces are assumed to be negligible. This is reasonable as dummy samples of the 'softest' paste (lowest ϕ s,0 ) did not slump over the timescale of the longest test. Inertial forces are assumed to be negligible and the process is assumed to be isothermal (negligible shear heating). These are reasonable assumptions given the low testing speeds (≤10 mm s
−1
). The solid and liquid phases are assumed to be incompressible, which is reasonable given the small hydrostatic pressures achieved during the tests (order (50 kPa)). The paste is assumed to be saturated. The mechanical properties of the paste are assumed to be isotropic, which is reasonable given that the particles are spherical.
The elastic strain sustained by the solids skeleton is assumed to be small relative to the plastic strain. Thus, the total strain rate in the skeleton can be modelled as the sum of the elastic and plastic strain rates instead of a multiplicative function. This assumption (additive strain rate decomposition) simplifies modelling considerably and is appropriate for stiff particulate materials that undergo a large-strain process. Normal stresses applied to the paste are assumed to be opposed by both the pore liquid pressure and the effective stress on the solids skeleton as per Terzaghi's principle [40] . This principle also states that external shear stresses are sustained by the solids skeleton only, although these are not modelled here as the plates are assumed to be frictionless. The LSF process is modelled as axisymmetric and the sample is assumed to be symmetric about the horizontal plane passing through the centre of the sample; see Fig. 1(b) . This assumption is employed in virtually all models of squeeze flow.
Constitutive model
Basic definitions
The local effective stress tensor, σ ij , has three normal and six shear components. Under the assumptions of zero body forces as well as force and moment equilibrium within the paste, σ ij = σ ji . If the sample and geometry are axisymmetric and there is no deformation in the θ-direction ('twist'), σ iθ = 0. Four independent effective stresses remain (σ rr , σ θθ , σ zz and τ rz ), and the convention used here is that normal stresses are positive when tensile. ). This assumption is made in the absence of more definitive yield stress data (Section 4.1).
The viscoplastic stress due to bulk shear within the liquid binder, σ VP , is equal to σ−σ DP . Its value is predicted by Eqs. (17)- (19) , which are fitted to the LSF test data at small strains (Section 4.1).
The rate of change of viscoplastic stress is manually limited to stabilise the constitutive calculations made by ABAQUS during the LSF simulations (Section 3.2.4). Number of finite elements used to mesh the upper half of the LSF samples. This was kept approximately constant in all simulations (results in similar simulation runtimes for all cases; see Section 3.4).
The effective stress tensor can be resolved into deviatoric and hydrostatic components. These are denoted by s ij and p, respectively:
In Eq. (1), δ ij is the identity tensor. A common scalar (invariant) measure of s ij is given by the von Mises stress, σ , which represents the 'intensity' of the local shear stress:
The local volume fraction of voids (porosity or voidage) is termed ϕ v ; for saturated pastes, ϕ v + ϕ s = 1. The relationship between the volume fractions and the voids ratio, which is the standard measure of porosity used in soil mechanics is:
Elastic behaviour
The elastic constitutive behaviour for an isotropic material is defined completely by the specification of two elastic material parameters. Common choices are the Young's, shear and bulk moduli, the Poisson ratio and the Lamé constants. Here, we specify the logarithmic elastic bulk modulus (κ) and the shear modulus (G) for the solids skeleton.
With respect to κ, we begin by considering a purely hydrostatic stress state within the skeleton (p = p 0 ). The local voids ratio is modelled as increasing elastically (recoverably) with decreasing p:
κ is an empirical lumped parameter, whereas p 0 is a user-specified reference condition. This was chosen here as the effective pressure within the sample 'at rest' (defined momentarily). Particle breakage was not detected during the experiments (Section 2.1). Therefore, the solids skeleton is assumed not to undergo negative plastic volumetric strain (compaction) at high values of p. At very low values of p (very large e), the ballotini will not form a self-supporting assembly and will not feature a yield stress, i.e. the paste will exhibit suspension/slurrylike rheology. This extreme case of LPM is not commonly reported during squeeze flow experiments. The soil-slurry transition is also not clearly defined within any current rheological model. For these reasons, the soil-slurry transition is not modelled here and a yield stress is assumed to exist at all values of e.
While attempting to measure κ, it was observed that the value of ϕ s for the dry ballotini 'as poured' was~63%. This is larger than the largest value of ϕ s at which pastes could be mixed without air entrainment and shear heating during mixing (60%; Section 2.3). The value of κ at ϕ s ≤ 60% is ill-defined as the ballotini do not form a self-supporting assembly for this range of ϕ s (κ → ∞ as volumetric 'stiffness' → 0). However, soil mechanics-compatible finite element modelling codes such as used here require a finite value of κ. Therefore, a (large) value of κ is assumed over the range of ϕ s being modelled. For the parallel case of materials with zero extensional strength, the ABAQUS documentation suggests a similar approach, i.e. that a non-zero 'numerical' stiffness is added to the material model [41] .
The origin of the value used here (κ = 1.83) is now described. First, we assume a continuously contacting, load-bearing solids skeleton exists at all values of ϕ s of interest. Prior to the LSF test, the solids skeleton is under a small hydrostatic pressure due to capillary pressure at the surface of the sample; see Section 3.3. As three values of ϕ s,0 modelled here (Table 1) Table 1 ). The effective pressures are calculated using the capillary pressure model (Eq. (16)). The value of p 0 is chosen as the capillary pressure at the smallest ϕ s . The lines bracket the data points and feature identical gradients (κ = 1.83). Fig. 3 . Drucker-Prager (DP) and von Mises yield criteria plotted in (a) the meridional plane, and (b) the π-plane. The DP surface is conical and its orientation is shown in the inset diagram. σ p1-3 and Δε p ij,p1-3 are the principal effective stresses and principal strain increments, respectively. B and B′ illustrate yielding states. For the von Mises material, the direction of the plastic strain increment is normal to the cylinder (associated flow). For DP materials, normality is conventionally assumed within the π-plane, while in the meridional plane the angle is measured using triaxial tests.
for real particulate media (10 −6 -0.1) such as wet sand [42] , food powders [43] , kaolin slurry [44] and chromatographic bed packing material [45] . However, this value of κ is still sufficient to sustain the initial capillary pressure imposed at the sample surface, as is required for the paste to be initially in static equilibrium. This approach is approximate, and we note that a superior approach would be to replace it with values derived from high resolution (i.e. particle length scale) numerical models driven by the Discrete Element Method. The deviatoric elastic behaviour of the solids skeleton is modelled here using a simple, first order approach. The elastic engineering deviatoric strain, γ e , increases in direct proportion to the applied von Mises stress, σ (Section 3.2.1):
In Eq. (6), the constant of proportionality is the shear modulus, G. A large, constant value of G (10 MPa) is used here to promote numerical stability. The reasons for this are presented in Section 3.2.4.
Plastic behaviour
The solids skeleton is modelled as deforming elastically across the entire range of effective pressure due to the absence of particle breakage during the LSF tests (Section 3.2.2). We note that breakage may be incorporated by modifying the Drucker-Prager (DP) constitutive model [46] used here to represent the shear strength of the solids skeleton by the addition of a 'cap' at high effective pressures [47] .
The DP constitutive model is frequently used to represent the deviatoric (shear) strength of highly filled particulate solids [47] [48] [49] . The yield surface for the DP model is illustrated in the von Mises stress vs. effective pressure plane (meridional plane) in Fig. 3 (a) and in the deviatoric stress plane (π-plane) in Fig. 3(b) . In Fig. 3(a) , σ increases linearly with p -this yield surface shape is illustrative and the shape used here is described in Section 3.2.4. The yield surface shape in the π-plane is modelled here as circular, which reflects the common von Mises yield criterion. This shape is straightforward to implement and is chosen here in the absence of specific experimental data; real particulate materials usually demonstrate a more complex shape in the π-plane.
The radius of the yield surface in the π-plane (yield surface 'size') increases with both effective pressure and shear rate; see Section 3.2.4. When the stress state reaches the yield surface, plastic strain develops. This generally includes both deviatoric plastic strain (δγ p ), which indicates shape change, and volumetric plastic strain (δε v p ), which indicates a change in ϕ s . The relative magnitude of these strains is dictated by the dilation angle, ξ d ; see Fig. 3 (a). Dilation angles are conventionally measured using triaxial cell tests. However, these were not possible at the values of ϕ s used here (≤60%; Table 1) as they lie below the value at which the ballotini forms a self-supporting assembly (~63%; Section 3.2.2). Therefore, ξ d was modelled as zero in all simulations and the plastic strain that occurs during shear is thus isovolumetric. Note that for soils incorporating crushable particles, this type of deformation is referred to as 'critical state' deformation.
Viscoplastic behaviour
The yield stress of viscoplastic materials increases with the shear rate, j _ γ p j (see Eq. (9)). The DP yield surface for the solids skeleton ( Fig. 3 ) is now redefined as the static yield surface (SYS), i.e. the yield surface that is active at infinitesimally low shear rate. This surface is surrounded by an infinite number of (concentric) dynamic yield surfaces; see Fig. 4 . During lubricated squeeze flow in the absence of LPM, the voids ratio is fixed and the effective pressure is therefore constant by Eq. (5). The effective stress increases from its initial value (Point A in Fig. 4 ) until it reaches the SYS at Point B. If the shear rate is high enough to induce viscoplasticity, the stress increases discontinuously from Point B on the SYS to the dynamic yield surface (DYS) appropriate to the current shear rate (Point C). This increase is termed a stress jump. A corresponding (negative) stress jump occurs when the plastic shear rate decreases. The size of the DYS, i.e. its radius in the π-plane in Fig. 3(b) , depends on the paste formulation as well as the shear rate. Here, the formulation is related solely by ϕ s as all other material parameters are constant. The link between the size of the DYS and the shear rate is now defined quantitatively. We begin by defining the plastic strain rate tensor, _ ε p :
In Eq. (7), 'x' denotes an orthogonal three-dimensional coordinate system and 'v' denotes the velocity of the solids skeleton. The volumetric plastic strain rate can be subtracted from _ ε p to yield only the deviatoric contribution, which is conventionally written as:
_ γ p ij is the plastic shear rate tensor, which is often referred to in fluid mechanics texts as 2D. The second invariant of _ γ p ij (henceforth referred to as the shear rate) is then:
The stress state during plastic shear (isotropic material) can then be expressed as:
where σ DP represents the SYS and represents the contribution of interparticle friction (increases with pressure) and σ VP reflects the viscoplastic contribution, which dominates at high shear rate and increases with ϕ s . Measurements of σ DP and σ VP are presented in Section 4.1. Given that viscous stresses arise during plastic shear, it is also physically reasonable that they arise during elastic shear. However, this is neglected here due the difficulty of implementing viscoelasticity alongside the (many) other constitutive mechanisms modelled. This omission is problematic at high shear rates as the size of the stress jumps at yield, e.g. between Points B and C in Fig. 4 , become large. At the highest plate speed (10 mm s ), values of the generalised Bingham number, Bn = σ VP / σ DP , reach~10. It is extremely challenging to obtain simulation convergence under these conditions as the deviatoric stresses at yield increase by~1000% over consecutive iterations. Mabssout et al. [50] report a semi-implicit time integration procedure for Bn of order (0.1). However, this approach cannot be pursued here as the inbuilt time integration routines available in ABAQUS cannot be modified to the required extent. Yin et al. [51] report one-dimensional (1-D) analytical solutions at Bn = 0.2. However, the boundary conditions active during LSF testing (capillary pressure) are too complex for 1-D modelling. Gonzalez et al. [52] describe a modified form of FEM for use with highly viscoplastic problems. However, these modifications are too extensive to incorporate within the DP model available within ABAQUS. Tong and Tuan [53] reported FEM simulations of viscoplastic deformation (explosion) of a Drucker-Prager/Cap soil at Bn~5. This was achieved by defining a custom material model within a commercial solid mechanics finite element code (LS-DYNA®). However, implementing a custom material model is a substantial undertaking and is not within the scope of this work. Instead, an approximate model was developed here to represent viscoplasticity. This is described in Fig. 5 .
The graphical interpretation for elastoplastic rheology is the familiar arrangement of a spring in series with a slider. The latter deforms only after the yield surface is reached. Fig. 5(a) presents the yield surface in the meridional plane for a 'standard' elasto-viscoplastic material, which incorporates a viscous dashpot in parallel with the slider. At yield, the deviatoric stress, σ , increases discontinuously ('jumps') from the static yield surface to the dynamic yield surface appropriate to the local shear rate. The stress jump is a result of the simplicity of the constitutive model and is not observed experimentally. A superior model is the viscoelastic-viscoplastic model presented in Fig. 5(b) , for which the entire spring-slider arrangement exists in parallel with the dashpot. The supplementary spring in series with the dashpot then replaces each stress jump with a continuous (elastic) stress path. However, as stated earlier in this section, viscoelasticity was problematic to incorporate into the current constitutive model.
The approximate model for viscoplasticity used here is described in Fig. 5(c) . The stress jump is replaced by a continuous, 'quasi-elastic' stress path that is a projection of the elastic stress path followed prior to yield. This projection requires that the two springs in Fig. 5 (c) feature identical elastic constants, and the use of constant G at all rates requires that the (a-c)(i) Different constitutive models for viscoplasticity and the early evolution of stress and strain during LSF (no LPM), and (a-c)(ii) their spring-dashpot-slider equivalents. The axes present the von Mises effective stress, σ, and the magnitude of the deviatoric strain, |γ ij |; the scalar multipliers mean the profile gradient during elastic deformation in (a) and (c) (and (b) at infinitesimal shear rate) equals the shear modulus, G. j _ γ p j is the second invariant of the plastic shear rate tensor. |γ ij | y is the deviatoric strain magnitude at yield. The profiles illustrate deviatoric deformation for (a) 'standard' elasto-viscoplasticity, (b) viscoelasticity plus viscoplasticity (more realistic), and (c) the quasi-elastic model developed here. In (a), stress jumps occur in response to all changes in j _ γ p j. In (b), the apparent yield strain increases with j _ γ p j. In (a) and (c), all deformation at |γ ij | ≤ |γ ij | y is purely elastic. In (c), stress jumps due to rate increases are replaced with continuous, quasi-elastic stress increases, improving convergence. Stress jumps upon rate decreases are not replaced as convergence is largely unaffected (Section 3.2.4).
spring that is active prior to yield is external to the slider and dashpot. This model is simpler to implement than the viscoelastic-viscoplastic model as G is constant, unlike Fig. 5(b) , and replaces the stress jump upon increases in shear rate. A simplification used here is that the negative stress jump that occurs when the shear rate decreases is left unaltered. This does not affect convergence significantly, and is therefore used in all simulations presented here. One problem with the quasi-elastic method is that, at constant G, the elastic strain to yield in Fig. 5 (c) increases significantly with shear rate. This behaviour is not observed experimentally for particulate pastes and is minimised here by increasing G to a large value (10 MPa), which reduces the difference in yield strain between dissimilar shear rates by reducing the yield strain to a generally small value. This approximation is considered acceptable as yield strains for highly-filled particulate media containing hard particles are generally not large [54] .
The implementation of the quasi-elastic method within ABAQUS is described in detail by Patel [55] . For brevity, only critical features are reproduced here. Firstly, the local shear rate (Eq. (9)) is calculated within each element. Along with the local value of ϕ s , this identifies the local yield stress (Eq. (10)). This is supplied to the elastoplastic material routines within ABAQUS, which determine whether the following time step requires elastic/quasi-elastic or purely plastic/viscoplastic calculations. As these calculations are delayed to the following time step rather than conducted within the current step, the quasi-elastic calculations are explicit with respect to time cf. the implicit, unconditionally stable approach normally used by ABAQUS/Standard. Explicit solution methods are prone to oscillations in the values of solution variables (shear stress and rate) between consecutive time steps. The ABAQUS documentation [56] suggests a method for damping out oscillations, which is to manually limit the rate of change of the explicit term, dσ VP = dt. The maximum stable value found during testing was ±1 MPa s −1 , which is imposed in all simulation described here.
The error resulting from the use of the quasi-elastic model for viscoplasticity is considered alongside the results in Section 4.3.1.
Modelling of liquid phase migration
LPM becomes significant when the velocity of the liquid binder relative to the solids skeleton approaches the velocity of the solids skeleton. LPM is described here in terms of a superficial velocity using Darcy's law, which assumes that the binder is incompressible, saturates the pores (no entrained air) and undergoes laminar flow through the pores. High velocity flow through the pores requires other models as discussed by, e.g. Innocentini et al. [57] .
We begin with the continuity equation, which describes conservation of mass for the binder as it flows through the pores:
In Eq. (11), U is the superficial velocity vector for the binder relative to the solids skeleton and ε v is the local volumetric strain within the solids skeleton. U is defined by the Carman-Kozeny (CK) permeabilityporosity model:
In Eq. (12), P denotes the pressure within the binder, μ denotes its viscosity and k t denotes the tortuosity of the solids skeleton, i.e. the ratio of the actual length of the flow channels through the skeleton to the straight-line channel length. The (standard) value of 5 is used for k t [58] . S denotes the wetted pore surface area per unit volume of the skeleton. For assemblies of rigid spherical particles of diameter d, S is defined by the CK model as:
Thus, the CK model predicts that U is directly proportional to ∇P. The constant of proportionality is often multiplied by the unit weight of the pore liquid, ρ l g, and divided by its viscosity, μ, to give the permeability (hydraulic conductivity) of the solids skeleton:
K was measured using a permeability testing cell in which air was passed through a bed of ballotini; the protocol is described in detail by Mascia [59] and is not reproduced here. At ϕ s = 60%, the CK model predicts that K = 6.81 × 10 −10 m s −1 whereas the measured value is an order of magnitude smaller at 6.75 × 10 −11 m s −1 [59] . This demonstrates that the CK model does not offer a satisfactory model at this ϕ s , as reported for other particulate materials [60] [61] [62] [63] . Therefore, the CK model is modified here by the inclusion of a correction factor (0.0992) that is equal to the ratio of the measured and predicted values at ϕ s = 60%. This correction factor is assumed (in the absence of further data) to be independent of ϕ s .
Boundary and initial conditions
The upper plate is modelled as rigid and frictionless, i.e. perfectly lubricated. The validity of this assumption is discussed alongside the results. The lower half of the sample is not modelled due to symmetry (Fig. 1) . The upper plate moves axially towards the symmetry plane at a speed V / 2, where V is the speed of the crosshead. A solid-liquid-air interface exists at the surface of the LSF sample where it is exposed to atmosphere (the free surface). Capillary pressure arises at the free surface, which is modelled here using the approach described in our prior study [26] . In brief, we assume that the exits of the pores at the free surface are circular and of a uniform diameter, which is consistent with the CK model in which pores feature a uniform diameter. The capillary suction force, F, arising at the surface of a cylindrical pore is [64] :
In Eq. (15), the surface tension of the liquid/solid combination used in the paste is s t , the diameter of the pore exit is d p and the solid-liquid-air contact angle is θ c . In the CK model, 'S' defines the wetted pore surface area per unit volume of the paste (Eq. (13)). S is now assumed to also represent the wetted pore perimeter per unit area at the free surface. The capillary pressure at the free surface, P c , is then the product of the force per unit wetted pore perimeter, F / (πd p ), and S:
The factor of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 0:0992 p is related to the correction factor in the permeability calculation. We assume that this correction factor is due to the underprediction of S by the CK model, and must therefore arise also in Eq. (16) . The correction factor could alternatively be ascribed to an overly small prediction for tortuosity (k t ) rather than S. However, the choice of assumption makes little difference to the simulation results as little LPM is predicted during any simulation.
If the pore pressure at the free surface exceeds P c (negative for wetting liquids), binder drains from the free surface until the pore pressure falls below P c . If the pore pressure at the free surface decreases below P c , the negative pore pressure is transferred to the particulate skeleton which compacts in response, i.e. the binder is 'pinned' to the free surface and cannot withdraw into the bulk. Consequentially, external air cannot enter the paste and it remains saturated. Similar models for capillary pressure have been developed to describe the capillary rise of liquid through a porous medium [65] [66] [67] .
The initial conditions used in the LSF simulations are as follows. The initial pore liquid pressure (P 0 ) is equal to the capillary pressure predicted by Eq. (16) at ϕ s,0 . As the initial pore pressure is supported by the solids skeleton (Section 3.2.2), the initial values of the effective stresses σ rr , σ θθ and σ zz are −P 0 (compressive). The shear stress, τ rz , is initially zero. Thus, the paste is in a purely hydrostatic stress state. The upper plate is initially stationary and is accelerated to V / 2 via the use of a short ramp function.
Numerical implementation
The LSF simulations were run using the ABAQUS/Standard v6.6 fully implicit FEM solver on a Windows PC with a 3 GHz Intel Pentium 4 CPU. The simulations were run on a single CPU core and required b 256 MB of RAM. Approximately 500 time steps were required to complete each simulation, with 1-4 iterations required per step. The duration of each time step (Δt) was controlled adaptively by ABAQUS to fulfil the (standard) relative and absolute convergence criteria, and the maximum absolute error and relative error permitted were kept at the default values of 1% and 0.5%, respectively. The simulation runtimes were within the range 10-60 min on the PC described above. Note that this PC is now relatively old (circa 2003) and the simulations would likely take 10 min on a modern PC.
The computational mesh was attached to the solids skeleton, i.e. the simulations are Lagrangian. The meshes are unstructured ( Fig. 1(b-c) ) and incorporate~500 elements each. These are of the inbuilt ABAQUS element type 'CAX4P', which defines them to be Continuum elements (as opposed to one-dimensional beam/truss elements) that are formulated for AXisymmetric simulations. The elements are first order quadrilaterals incorporating 4 nodes (one at each corner). The model's primary variables (defined at each node) are assumed to vary linearly across each element side and bilinearly within the element bulk. These variables include the displacement vector for the solid skeleton and the Pore liquid pressure. Conventionally, elements of mixed order (quadratic displacement, linear pore pressure) are used in soil mechanics simulations, although this was not possible with the remeshing code employed here [39] .
The shape of the elements degrades (mesh distortion) as material flows past the corner of the upper plate; see Fig. 1(c) . Rounding this corner with a fillet radius, R f , equal to 0.01 R p reduces this problem but does not eliminate it. Therefore, the mesh is periodically replaced with a new, undistorted mesh. This process involves (i) stopping ABAQUS after a moderate extent of plate displacement, i.e. before the mesh becomes overly distorted, (ii) drawing a new, undistorted mesh within the boundary of the old mesh (adaptive remeshing), (iii) interpolating the values of critical solution variables from the old mesh to the new mesh (solution mapping), (iv) checking the mass of each phase is conserved during solution mapping, and (v) restarting ABAQUS upon the new mesh and continuing the motion of the upper plate. The adaptive remeshing code used here is based on a pre-existing code written for ram extrusion geometry [25, 26, 39] , and the runtimes quoted earlier in this section include the time required for remeshing, mass conservation calculations and solution mapping.
The distribution of element sizes in each new mesh is designed using the 'Z 2 ' procedure [68] . In brief, the size of the elements in the new mesh is inversely proportional to the estimated error in a selected simulation variable (the mesh refinement variable, or MRV). This error is large wherever the MRV exhibits large spatial derivatives. Four variables were tested for their suitability as the MRV (data not shown), namely the effective stress tensor, the effective pressure, the voids ratio and the shear rate tensor. However, the choice makes little difference to the resulting element size distributions. This is a result of the simplicity of the process geometry -the size distribution varies with the choice of MRV for more complex geometries such as ram extrusion geometry [24, 55] -and also the lack of LPM, which results in the pastes responding as homogenous viscoplastic materials rather than partially drained, viscoplastic soils. Fourment and Chenot [69] reported similar independence with respect to the choice of MRV for large-strain simulations incorporating viscoplastic media. Thus, in the absence of a clearly superior MRV, the stress tensor was used to guide mesh refinement. An additional element sizing rule was added, which is that a minimum of five elements is used to mesh the thickness of paste remaining between the plates. This ensures that axial variation in critical simulation variables is adequately resolved in the inter-plate region.
The solution mapping process involves first extracting the values of critical simulation variables (pore pressure, effective stress and voids ratio) at the nodes of the old, distorted mesh (performed by ABAQUS). Secondly, these variables are interpolated from the nodes of the old mesh to either the nodes of the new mesh (pore pressure) or the integration points in the new mesh (effective stress and voids ratio). This interpolation is performed using the same bilinear shape functions used by ABAQUS to describe the variation of the primary variables (e.g. pore pressure) within the elements.
After solution mapping, the total mass of each phase (solids skeleton and binder) within the distorted mesh is compared with the corresponding masses calculated using the new mesh. The results were observed to be essentially unchanged by the interpolation, which demonstrates that the solution mapping procedure used here is mass conservative in a global sense. Additionally, the distributions of voids ratio were visually similar before and after remeshing, implying that the mass of each phase is also conserved adequately at a local level.
Results and discussion
A total of 15 LSF experiments and 15 LSF simulations were run. The initial values of sample height, h 0 , were 18 mm ± 1 mm (lower ϕ s,0 ) and 19 mm ± 0.5 mm (central and higher ϕ s,0 ) for the experiments but were modelled as 1 mm smaller in the simulations -this is best explained alongside the data in Section 4.1. The experimental data are presented at values of the reduced sample height, h/h 0 ≥ 45% as the squeezing pressure diverged at smaller values, which is indicative of the lubricant becoming exhausted and the development of wall friction (modelled as zero in the simulations). A similar final h/h 0 was specified within the simulations. The measured ϕ s,0 values lay in the range 52%-61% (Eqs. (17)- (19); Section 4.1), but are set at 52.5%-60% in the simulations. The modelled range is slightly narrower to allow for LPM in the simulations without the need to extrapolate the measured flow curves (described below) beyond the range of ϕ s at which they are characterised.
The results are presented in six forms. With regards to the experimental data (Section 4.1), the 'squeezing pressure', i.e. the squeezing force (F sq ) divided by the area of the plates (πR p 2 ), is plotted against the logarithmic axial strain, − ε zz = ln(h 0 / h). The early data from these profiles were used to derive the static and dynamic yield surfaces for the paste (flow curves). One-dimensional distributions of ϕ s at the end of the LSF tests are also presented to demonstrate the extent of LPM (very little). The predicted squeezing pressure and its components are plotted against the reduced sample height, h/h 0 . Distributions of ϕ s , pore liquid pressure, and a novel function of the shear rate tensor are also presented at the end of the simulations, and collectively predict little LPM. The measured and predicted squeezing pressures exhibit reasonable agreement at the higher ϕ s,0 , but show dissimilar trends with plate displacement at lower ϕ s,0 . The latter result may be due to liquid-like rheology arising at the lower ϕ s , and (consequentially) the development of significant interfacial friction at the plates. ). The y-axis variable, F sq /πR p 2 , reflects the mean axial compressive stress on the sample during the very early phase of each test, i.e. before the sample geometry undergoes significant changes. The use of the logarithmic axial strain as the x-axis variable assumes that the sample deforms affinely (homogeneously). Again, this is only valid at small plate displacements; see Appendix A. We now assume that the intersection of the initial transient and the steady state flow regime (dashed black lines) in Fig. 6(a) denotes the point of yield, which is henceforth termed the shoulder. The uniaxial yield stress of this sample is estimated using the horizontal grey dashed line (2.6 kPa).
LSF experiments
This value may be compared with existing yield stress data for other particulate pastes. For instance, Horrobin [24] reported that the yield stress for a highly filled α-alumina catalyst paste (ϕ s~6 1%) was 300 kPa, while Covey and Stanmore [37] reported yield stresses for toothpaste to be as low as~10 Pa (ϕ s not stated). The values reported for the ballotini pastes fall within this range. However, yield stresses for pastes similar to those tested here (ballotini mixed with a highly viscous binder) are not commonly reported as such materials are usually observed to be liquid-like (no distinct yield stress). LSF tests on ballotini pastes featuring a less viscous binder than used here were reported by Mascia and Wilson [3] , who reported that a yield stress exists, but is dependent on the strain rate at the onset of flow. It is not within the scope of this work to consider either liquid-like rheology or rheology dependent on the strain rate at yield. Therefore, the model pastes used here are assumed to feature a true yield stress as extracted from the shoulder in the compressive stress-logarithmic strain profile. Fig. 6(a) demonstrates that the apparent axial strain at yield is 9%. This value is similar to that measured in Couette geometry for 'weak' pastes made with deformable particles [70] , although it is two orders of magnitude larger than reported for soils [54] . A large yield strain seems unlikely for the ballotini pastes studied here, and is instead believed to arise due to sample distortion occurring during removal of the cylindrical former (Section 2.3). The upper surface evolves a slightly domed shape during former removal with its apex above the centre of the sample. Thus, the first~2 mm of plate displacement after initial contact is required to establish contact between the entire upper surface of the sample and the upper plate. This significantly increases the apparent axial strain at yield. Rather than replicate the initially domed sample shape in the simulations, the approach used here was to employ a 1 mm smaller initial sample height for the simulations.
This ambiguity regarding the yield strain value affects the reliability of the yield stress estimate, as there is material outside the plates when the shoulder in Fig. 6(a) is reached. This external material acts to increase the apparent yield stress. However, the resulting error is considered commensurate with other potential errors, i.e. the error due to the assumption of frictionless slip at the plates and the assumption that a true yield stress exists at the values of ϕ s tested. Thus, the influence of the initially domed sample surface is not discussed further. Fig. 6 (b) presents the yield stress values obtained from the shoulders of the 15 LSF tests. These data are now used to estimate the static and dynamic yield surfaces for the pastes. Firstly, the value of the shear rate, j _ γ p j, is required at the shoulder. This requires that (i) the ballotini and binder are incompressible (Section 3.1), (ii) little LPM occurs prior to yield (results presented later), (iii) the plates are frictionless (discussed in Section 4.2), and (iv) there is little material outside the plates at yield, or alternatively that the power required to deform the external material is negligible relative to that required to deform the material between the plates (Section 4.3.1). Under the above assumptions, the volumetric strain rate is zero and the plastic strain rate tensor and the plastic shear rate tensor are identical (Eq. (8)). The shear rate at yield can then be calculated using Eq. (9) and the components of j _ γ p j derived using the procedure given in Appendix A. Next, we assume that the squeezing pressure profiles at the lowest plate speed (0.1 mm s −1 ) feature negligible viscoplastic effects. Thus, the yield stresses obtained at this speed are assumed to reflect the static yield surface, σ DP . Note that lower plate speeds than the minimum used here (0.1 mm s − 1 ) could not be accessed as the pressure profiles (load traces) obtained were very noisy. The static yield surface estimated using the LSF tests at V = 0.1 mm s −1 is presented in Fig. 7 . As the SYS is normally represented on a σ DP − p plot, the ϕ s,0 values have been converted into effective pressures using Eq. (16) . The data in Fig. 7 imply that the static yield surface (meridional plane) may diverge at high effective pressure. This shape is unavailable within ABAQUS for use with the DP model -the default yield surface shapes are linear (positive intercept only), hyperbolic and exponential with the latter two shapes featuring a decreasing gradient with increasing effective pressure (dσ DP =dp N 0, d 2 σ DP =dp 2 b 0) -and the data in Fig. 7 were instead entered manually into ABAQUS via the use of an auxiliary solution variable [71] . The viscoplastic contribution to the yield stress, σ VP , is obtained from σ − σ DP , which is in turn obtained from Figs. 6(b) and 7, respectively. Power law curves were fitted to the difference (exponent henceforth referred to as n):
Each ϕ s value in Eqs. (17)- (19) is the mean of five values, each of which correspond to a batch mixed for LSF testing at a given plate speed (five speeds tested here). These values of ϕ s are higher than those designed into the paste formulations (50%, 55% and 60%; The dynamic yield surface obtained for the ballotini pastes (σ DP + σ VP ) is now compared with that obtained for a different model ballotini paste at ϕ s = 60% described by Mascia and Wilson [3] . They reported a relationship between the 'flow onset stress' and the strain rate at yield of the form σ = k 1 lnð _ γ p Þ + k 2 , which also fitted the data for a 'soft' particle (microcrystalline cellulose) paste system at similar ϕ s . The first term differs noticeably from the functional form of Eqs. (17)- (19) . However, the binder used in their pastes features a viscosity 10 5 times smaller than that used here. As a result, their pastes' rheology is almost certainly dominated by interparticle friction (mediated by lubrication by the binder) rather than viscous shear within the binder itself. The latter appears to dominate the rheology of the pastes studied here, given that the exponents in Eqs. (17)- (19) are close to unity.
The maximum shear rate (j _ γ p j) at which experimental data are available to calibrate Eqs. (17)- (19) is~1 s −1 (Fig. 6(b) ). Values above this occasionally arose in the LSF simulations and were obtained by extrapolation of the power law curves. However, it is considered unreliable to extrapolate Eqs. (17)- (19) beyond the values of ϕ s at which they are calibrated as yield stresses can vary exponentially with ϕ s for highly filled particulate materials. Instead, the range of ϕ s,0 used in the simulations (52.5%-60%) was kept within the range used to calibrate Eqs. (17)- (19) (52%-61%). This allowed for a limited extent of LPM to occur before extrapolation became necessary, although very little LPM was eventually predicted for any case. The experiments most likely to exhibit LPM are those at the higher ϕ s,0 (the 'stiffest' pastes) and the lowest plate speeds. Thus, the tests at ϕ s = 61% and the three lowest V were tested for LPM by taking core samples from the paste plug remaining between the plates at the end of each test; see Fig. 8 . If LPM was significant, the ϕ s profiles would demonstrate a noticeable gradient with the highest values at the sample axis. This was not observed for the three most LPM-prone tests, indicating that LPM is insignificant at the range of plate speeds tested. This matches the results from the LSF simulations, which are presented below.
LSF simulations: preamble
The simulation results presented below are those obtained at the highest and lowest plate speeds tested (V = 10 and 0.1 mm s Fig. 9 presents the measured (P sqE ) and predicted (P sq ) profiles of squeezing pressure. The x-axis is the reduced sample height, h/h 0 , rather than the compressive axial strain, − ε zz , as used in Fig. 6(a) . This alteration is made as the assumptions behind the calculation of ε zz (Appendix A) become progressively less reliable with increasing plate displacement. P sq is subdivided into contributions from the pore liquid pressure (P sqL ) and the effective stress, which is estimated visually from the difference between P sq and P sqL . Both P sq and P sqL are calculated . P sq and P sqE are the predicted and measured squeezing profiles, respectively. CVPP i , VP i , BP i , QP i and P sqL are defined in Section 4.3.1.
Squeezing pressures
by radially integrating the total stress and the pore pressure, respectively, over the surface of the upper plate and dividing the results by VπR p 2 . The instantaneous rate of work done on the sample by the upper plate is P sq πR p 2 V. This can be resolved into components that drive the various deformation mechanisms active within the paste, i.e. elasticity, plasticity, viscoplasticity and LPM. We begin with the rate of work per unit volume of the paste, which is related by the scalar product of the stress and strain rate tensors, σ ij : _ ε ij . In the case of negligible LPM, the volumetric strain rate is zero and the strain rate (_ ε ij ) is equal to the deviatoric strain rate ( _ γ ij =2). Similarly, the effective stress tensor (σ ij ) can be replaced with the deviatoric effective stress tensor (s ij ) as the hydrostatic component (p) does no work. The result, s ij : _ γ ij =2, is then integrated over the sample volume to yield the rate of deviatoric work done on the sample. This is termed the instantaneous total deviatoric power, TDP i :
In Eq. (20), V e and N e are the volume of each finite element and the total number of elements in the mesh, respectively. The integration is performed using Gaussian quadrature; see Zienkiewicz and Cheung [72] . Finally, the integral is doubled because V e represents half of the sample volume due to the presence of the symmetry plane (Fig. 1) .
TDP i incorporates all elastic, plastic and viscoplastic deviatoric work done by the upper plate on the paste. Thus, TDP i also includes the work done during quasi-elastic increases in stress, which is represented by the dark grey triangles in Fig. 5(c) . This portion of TDP i is referred to as the instantaneous quasi-elastic power, QP i (Eq. (22)), and is an artefact of the quasi-elastic method used here to stabilise viscoplastic calculations within ABAQUS (Section 3.2.4). QP i is therefore subtracted from TDP i to yield the combined rate of elastic, plastic and viscoplastic work, CVPP i :
In all simulations, the rate of elastic deviatoric work is observed to fall to zero shortly after initial yield. This occurs because the entire sample is in a state of yield and continues in this state until the end of the simulation. Thus, CVPP i represents just the viscoplastic and plastic work inputs for nearly all of the simulation and is abbreviated accordingly. The power required for viscoplastic deformation alone, VP i , is given by:
In Eq. (22), the fractional term outside the summation serves to select only the viscoplastic portion of the post-yield deviatoric work.
QP i is now defined. First, consider a quasi-elastic increase in s ij between times t 1 and t 2 . This drives an increase in the elastic deviatoric strain, Δγ ij,el . The quasi-elastic work is represented by the area of the triangles in Fig. 5(c) . The local quasi-elastic power, p e,q , is given by:
In Eq. (23), the term in the inner bracket represents the height of one of the triangles in Fig. 5(c) . In a similar manner to Eqs. (20) and (22), Eq. (23) is integrated over the volume of the mesh to yield the quasielastic power, QP i . This represents the error in energy dissipation introduced by the use of quasi-elasticity. Eq. (23) also demonstrates that QP i increases with Δγ ij,el 2 . QP i is therefore minimised when G is maximised, as
Δγ ij,el during a stress jump is inversely proportional to the value of G. Thus, G is set at its maximum numerically convergent value (10 MPa). A useful property of Eqs. (20)- (22) is that the volume of integration can be restricted to finite elements within the plate radius (r ≤ R p ). Thus, the power required for plastic and viscoplastic deformation of the material between the plates can be calculated; this is termed BP i . Profiles of CVPP i , VP i , BP i and QP i are presented alongside the profiles of P sq , P sqL and P sqE in Fig. 9 .
The agreement between the P sq and P sqE profiles in Fig. 9 is considered reasonable. The similarity in profile shape suggests that the lubrication of the plates is maintained to an acceptable extent until h/h 0 = 44%. If lubrication were lost, the paste would undergo increasingly intensive shear between the plates as h/h 0 decreases (wall friction increases), and the P sqE profile would diverge relative to the simulation result.
It is clear from the proximity of the P sq and CVPP i (denominator VπR p 2 omitted for brevity) profiles that plastic and viscoplastic deformation require essentially all the work done on the paste during LSF. Furthermore, 95% of CVPP i is due to VP i (final basis, i.e. smallest h/h 0 ). This implies that nearly all the work done on the paste by the upper plate is expended on shearing the liquid binder as opposed to overcoming interparticle friction. The BP i profile demonstrates that the work done by the upper plate mostly drives deformation of the material between the plates (81% final basis). This is due to the viscoplastic nature of the paste, i.e. the material between the plates experiences a higher shear rate than the external material, and therefore absorbs a disproportionately large fraction of the work input. This result implies that existing methods for estimating yield stresses from LSF test data, which feature the key assumption that the external material does not contribute to the squeezing force, give results that are within 20% of the true values for the highly viscoplastic materials modelled here (0.87 ≤ n ≤ 0.98).
All the predicted profiles in Fig. 9 except BP i are initially linear (h/h 0 = 96%-100%; explained momentarily). This linear region is followed by sharp decreases ('spikes') that increase in frequency after apparent yield. These spikes are due to the interpolation of critical solution variables between meshes (solution mapping; Section 3.4) and are explained in detail by Patel [55] . In brief, the values of the variables interpolated between meshes undergo (unavoidable) 'mapping drift'. As a result, the stress state in some of the newly drawn elements drifts slightly outside the yield surface defined by the local values of ϕ s and shear rate. In other elements, the stress state decreases slightly in magnitude such that it drifts inside the local yield surface. To obtain robust numerical convergence upon the new mesh, the former effect (yield surface violation) must be removed. The approach used here is to reduce the magnitude of the deviatoric stresses in elements violating the local yield surface until the stress state lies perfectly on the yield surface. The elements in which the stress is decreased after mapping are left unaltered. This distinction is made as it is unclear whether the deviatoric stress should be increased to lie on the local yield surface or if the local shear rate, which is also subject to mapping drift, should be decreased to shrink the local yield surface. The result of this distinction is that there is a net decrease in momentum (squeezing force) after each mapping of the solution. This is reflected by the periodic reductions in some of the predicted profiles in Fig. 9 . The reductions are synchronised with sharp, positive increases in QP i , as the net decrease in stress during solution mapping is recovered quasi-elastically in the first time step after mapping. Overall, QP i is small relative to P sq throughout the simulation. This implies that the error associated with the quasi-elastic model for viscoplasticity is adequately small. The initially linear region in the predicted pressure profiles in Fig. 9 is now discussed. Section 3.2.4 describes how the viscoplastic portion of the deviatoric stress, σ VP , is prevented from undergoing rapid (i.e. non-convergent) changes by the manual imposition of a maximum rate of change (± 1 MPa s −1 ). P sq at yield should be~62 kPa (Eqs. (18)- (19) at h~h 0 and j _ γ p j~1 s
−1
). This is close to the simulation prediction (~70 kPa; Fig. 9 ). Assuming that dσ VP =dt reaches its limiting value (1 MPa s −1 ) during yield, the predicted value of h/h 0 at yield is then 17.3 mm/18 mm, or 96%. This agrees well with the simulation prediction (Fig. 9) . Thus, the apparent yield strain predicted by the simulation has a lower bound that is controlled by the value of dσ VP =dt. If the limit to dσ VP =dt were to be removed, the predicted yield strain would then be controlled by the value of G (10 MPa) and would be very small (b1%). However, stable numerical convergence was not achieved at dσ VP =dt N 1 MPa s −1
. Thus, the accuracy of the yield strain predicted here is limited by the value of dσ VP =dt. Fig. 9 demonstrates that the pore liquid pressure, P sqL , never dominates P sq . Instead, the proportion at initial yield (h/h 0 = 96%) is 36%. This value is physically consistent as is now described. The total stress applied by the upper plate at initial yield is −P sq . The applied hydrostatic pressure is therefore P sq / 3. As little LPM occurs, the hydrostatic pressure is borne by the pore liquid rather than the solids skeleton. Thus, we expect a value for ΔP sqL /P sq = 33%; the 'Δ' refers to the initially negative capillary pressure which is overcome during initial yield. At the apparent yield strain for the LSF experiment (h/h 0 = 92%; Fig. 9 ), ΔP sqL /P sq = 38%, which is 15% larger than the ideal result for uniaxial compression without interfacial friction (33%). These results imply that the characterisation of the SYS and DYS from the shoulders of the measured profiles is reasonably accurate up to h/h 0 = 96% (error = (36% − 33%) / 33%, i.e. 9%), but results in an error of 15% by h/h 0 = 92%.
ΔP sqL /P sq increases with plate displacement and eventually rises to 45% (final basis). This increase is due to the accumulation of material outside the plates. This material acts as a 'confining jacket', and the magnitude of the confining effect increases with plate displacement. At small plate separations, the paste plug is surrounded by a thick jacket and the LSF process begins to resemble one-dimensional confined compaction, for which most of the stress applied at the ram/piston is supported by pore pressure as opposed to only 33% (ideal result). Our prior studies [25, 26] showed that this result also arises during ram extrusion, which resembles 1-D confined compaction even more closely than LSF at small plate separations. Fig. 10 presents the distributions of ϕ s and pore liquid pressure (P) at the end of the simulation (h/h 0 = 44%). These demonstrate that practically no LPM occurs and that the binder does not exude from the free surface despite the favourable driving force (∂ P/∂r b 0). This is partly due to the high viscosity of the liquid binder (300 Pa s) and partly to the absence of shear-induced dilation (ξ d = 0°; Section 3.2.3).
Extent of LPM and flow field
The homogeneity of the pore pressure distribution between the plates persists to small h/h 0 . This provides qualitative support for the widespread hypothesis that at small h/h 0 and in the absence of wall friction, the paste between the plates undergoes homogeneous biaxial extensional flow. However, this hypothesis may also be confirmed quantitatively. We begin by defining the third invariant of the deviatoric strain rate tensor ( _ γ ij ), termed III _ γ :
In Eq. (25), the terms _ γ p1−3 are the major, intermediate and minor principal shear rates, respectively. Note that as these are shear rates, the volumetric strain rate (near-zero in all cases) has already been removed using Eq. (6) . III _ γ describes the type of flow occurring locally in the material, i.e. uniaxial extension (III _ γ N 0), biaxial extension (III _ γ b 0) or pure shear (III _ γ = 0); see Macosko [73] . III _ γ increases with the magnitude of the shear rate, and can therefore be made dimensionless as demonstrated by Eq. (26) . The result is henceforth termed the flow mode parameter (FMP):
The FMP has values of 0.727 (Eq. (27)), −0.727 (Eq. (28)) and zero during pure uniaxial extension (
) and pure shear (_ γ p2 = 0), respectively.
Fig. 10(c) presents the FMP distribution at h/h 0 = 44%. Pure biaxial extension occurs between the plates (as expected). For the first time to the authors' knowledge, the type of flow occurring within the external material is demonstrated to be pure uniaxial extension. The type of extension changes in the interstitial region (r~R p ) and the material temporarily undergoes pure shear. Cracking/fracturing is often reported at r~R p during squeeze flow of highly filled pastes mixed with less viscous binders than used here (e.g. Mascia and Wilson [3] ). Fig. 10 (c) presents a potential explanation of this observation, as these types of pastes tend to demonstrate small yield strains in both shear and uniaxial extension.
The FMP distributions have a further use, which is to reveal which type of constitutive data (i.e. compressive, extensional or shear data) are required to model a process. The shear rate distribution (omitted for brevity) then reveals the range of rates at which each type of measurement is required. As a brief period of pure shear is predicted at r~R p , the FMP distributions also reveal that the fracture strain in shear and extension are required for the reliable prediction of fracture/cracking during lubricated squeeze flow.
Earlier in this section, we described the effects of assuming the values of the shear modulus, G, and the rate of change of the viscoplastic stress, dσ VP =dt. We now discuss the remaining assumed constitutive parameters within the simulations, i.e. the dilation angle, ξ d , and the logarithmic elastic bulk modulus, κ. The value of the dilation angle is assumed to be zero at the range of ϕ s simulated, which lie below the 'as poured' value of 63%. This value is considered appropriate for the ballotini pastes as even small values of ξ d would lead to LPM between the paste remaining between the plates and the external material (higher shear rate at r b R p ), whereas LPM was not observed during the experiments. The primary consequence of using a relatively large value for κ (1.83; Section 3.2.2) is that the solids skeleton compacts readily, which leads to a large pore pressure between the plates that encourages LPM. However, the large binder viscosity and the zero dilation angle used here reduce the rate of LPM to near-zero for all cases. Fig. 11 presents the measured and predicted squeezing pressures at the higher ϕ s,0 and the lowest V. At this plate speed, P sq is approximately twice the measured value. This is an artefact of the constitutive model calibration procedure. The value of P sqE at the shoulder at the lowest V is assumed to reflect the static yield surface (Section 4.1). This necessarily assumes that the shear rate, j _ γ p j, is near-zero at this V. However,
. By Eq. (19) , this leads to a value for the viscoplastic stress, σ VP , equal to 2.2 kPa. This is similar to the discrepancy between P sq and P sqE at yield (large h/h 0 ). Thus, the discrepancy is an artefact of the estimation of the SYS. We note that the accuracy of the estimated SYS could be improved iteratively by simulating this V using progressively smaller values for σ DP until P sq~PsqE . However, this would involve running a considerable number of simulations as well as a substantial body of data analysis, and would be best performed in an automated manner.
The CVPP i profile is nearly identical to the P sq profile and is omitted from Fig. 11 for visibility. This indicates that the 'volumetric power', i.e. that required to compact (or dilate) the solids skeleton is negligible, indicating negligible LPM. As expected, the VP i profile drives a much smaller proportion of CVPP i than at the higher plate speed (29% vs. 95%, final basis). The balance of P sq is due to plastic work, i.e. overcoming the static yield stress defined by σ DP (interparticle friction). The BP i profile demonstrates that most of the work of squeezing goes towards deforming the material between the plates (73% final basis). This is less than at the higher speed (80%), and is physically consistent with the decreased importance of viscoplasticity at lower plate velocities. QP i is small relative to P sq , which implies the quasi-elastic model for viscoplasticity functions acceptably at the lowest V. The initially linear region in the predicted pressure profiles in Fig. 9 appears to be absent from Fig. 11 : it is in fact completed very early in the process as the dynamic yield surface is much smaller, and the large value of dσ VP =dt (bounded at 1 MPa s
) results in a much smaller yield strain than at the highest V.
The fraction of P sq that is due to pore pressure (ΔP sqL ) is 34% at initial yield (h~h 0 ). This value is similar to that at the highest plate speed (ΔP sqL /P sq = 36%), indicating that the LSF test resembles closely the idealised uniaxial compression test at both plate speeds. ΔP sqL /P sq increases more significantly with plate displacement at the lowest plate speed (53% at h/h 0 = 43% cf. 45% at h/h 0 = 44% at highest V).
This 8% increase (absolute) in the final value of ΔP sqL /P sq is due to the decreased importance of viscoplasticity at the lowest V. This occurs because the yield stress of the paste between the plates is larger than that of the external material due to the larger shear rate between the plates. However, the margin between the yield stress values in the two zones decreases with plate speed, as reflected by the decreased proportion of P sq that is due to the deformation of the paste between the plates at the lowest V, i.e. BP i is responsible for 73% of P sq at lowest V (Fig. 11) cf. 80% at highest V (Fig. 9) . The 'jacket' of external material then confines the material between the plates more 'strongly' at the lowest V as its yield stress is more comparable to that of the material between the plates.
The distribution of ϕ s at h/h 0 = 43% indicates little LPM and is therefore omitted for brevity. This matches the experimental result (Fig. 8) . The pore pressure distribution at h/h 0 = 43% (omitted for brevity) is near-homogeneous between the plates and is smaller in magnitude at r N R p , as at the highest plate speed. The FMP distribution matched the result at the highest V nearly perfectly, indicating pure biaxial extensional flow between the plates, uniaxial extensional flow outside and a transition zone at r~R p that indicates a brief period of pure shear as the paste passes the edge of the plates. The similarity of the three distribution types across two decades of plate speed is due to the lack of LPM and the identical sample geometry, constitutive model and boundary conditions (other than V) employed. 4.5.1. Squeezing pressures Fig. 12(a-b) presents the profiles of squeezing pressure at the lower ϕ s,0 and the highest and lowest plate speeds, respectively. The relative magnitudes of the five components of P sq resemble those obtained at the higher ϕ s,0 (Figs. 9 and 11) , and similar physical explanations are proposed. However, the shapes of the measured and predicted profiles do not agree at either plate speed, unlike at the higher ϕ s . It is debatable whether the P sqE profile at the lower plate speed reflects the presence of a true yield stress (Fig. 12(c) ), i.e. the rheology of the paste may be partially suspension-like at this ϕ s . Due to this uncertainty, the following discussion compares predicted results at the lower ϕ s with those at higher ϕ s alone, i.e. not with the measured data. QP i is small at both V (Fig. 12) indicating that the quasi-elastic model for viscoplasticity functions acceptably. CVPP i and P sq overlap at both V, indicating negligible volumetric work (LPM). VP i dominates CVPP i at the highest V, indicating binder shear requires more work than overcoming interparticle friction (as expected). At the lowest V, the contributions from VP i and rate-independent plasticity are roughly equal, as at the higher ϕ s,0 . The proportion of P sq due to BP i is nearly identical t increases at both ϕ s,0 due to the similar functional form of the viscoplastic stress (Eqs. (17)- (19)). At initial yield, P sqL is close to the ideal result at 33-34%, as at the higher ϕ s,0 . ΔP sqL /P sq increases with plate displacement more significantly at the lowest V (final ΔP sqL /P sq = 63% vs. 48% at highest V) as in Section 4.4.1 and the same physical explanation applies. The greater impact of this effect for the lower ϕ s,0 paste is due to its more Newtonian rheology (n = 0.98 vs. 0.87 at ϕ s = 61%) and hence its sensitivity to shear rate.
The final ϕ s distributions at the lower ϕ s,0 (omitted for brevity) demonstrate very little LPM, as at the higher ϕ s,0 . While core samples were not taken at this ϕ s,0 , it is unlikely that any would occur; increased LPM at decreased ϕ s has never been reported. The final pore pressure distributions (omitted) are near-homogenous between the plates and feature smaller values outside, as at the higher ϕ s,0 . The distributions differ only in terms of numerical value in the two regions, which both increase with plate speed and ϕ s,0 as expected. The final FMP distributions (omitted) match those at higher ϕ s,0 , demonstrating pure biaxial extensional flow, pure uniaxial extensional flow and (briefly) pure shear between the plates, outside the plates and at r~R p , respectively.
Discussion
The simulation results presented here (squeezing pressure profiles & extent of LPM) demonstrate reasonable agreement with the measured data at higher ϕ s,0 (60%), but not at the lower ϕ s,0 . This may be due to the paste rheology being partially liquid-like at this solids fraction. Additionally, the assumption of frictionless slip at the plates, which appears reasonable at the higher ϕ s,0 , is likely unjustified at the lower ϕ s,0 .
The values of several constitutive parameters have been assumed in order to close the constitutive model. The shear modulus is set at a large value (10 MPa) to improve numerical convergence. Bounds are placed on the rate of change of viscoplastic stress (dσ VP =dt = ± 1 MPa s −1 )
for the same reason. These modifications mean that the yield strain predicted during the simulations is a numerical artefact that increases in magnitude with plate speed. As this is limited to~4% the assumed values of G and dσ VP =dt are unlikely to significantly affect the predicted squeezing pressure, however, this yield strain is likely overly large as neither the ballotini nor the binder demonstrate appreciable elasticity.
Refinement of the constitutive model would be best achieved by replacing the quasi-elastic model for viscoplasticity with either a viscoelastic model or (ideally) the HBP model by Mascia and Wilson [3] , which fits pastes incorporating hard particles (ballotini pastes) and soft particles (microcrystalline cellulose pastes). A value of κ is assumed to exist here for ϕ s between 52.5% and 60%. This value is large (1.83 cf. 10 −6 -0.1 in Table 2 ) although this has little effect on the simulation results as LPM is negligible. The dilation angle is assumed zero here, which is considered appropriate as even small values of ξ d would lead to LPM (not observed). Thus, data are required from pastes featuring a self-supporting solids skeleton, a non-zero dilation angle, and which exhibit LPM in order to fully critique the model.
The trends in the LSF experiments and simulations are now discussed. For the first time, the predicted squeezing pressure is resolved into components that drive the individual deformation mechanisms active within the paste. The pore pressure at yield is responsible for one third of the squeezing pressure in all cases, matching the analytical result for undrained, unconfined uniaxial compression. This result may be used to define the envelope of accuracy for yield stress values estimated from the shoulders of squeezing pressure profiles. Reasonable accuracy is achieved at h/h 0 ≥ 96% (9% maximum estimated error) as there is little material external to the plates, but decreases with increasing plate displacement (15% estimated error by h/h 0 = 92%). The proportion of the squeezing pressure that drives internal viscoplastic deformation increases with plate speed, as is expected for the highly viscoplastic pastes modelled here. Finally, we demonstrate quantitatively that the material external to the plates, which is assumed not to affect the squeezing force in current 1-D models of LSF, increases the apparent yield stress from a negligible value at h/h 0 ≥ 96% to~20% at h/h 0 = 45%.
For the first time, the flow mode parameter distributions reveal a full description of the flow types occurring during LSF in the absence of wall both velocities as they are indistinguishable from P sq . In (b), P sqL remains negative as its initially negative value is never overcome. The P sqE profile in (b) is replotted in (c). The thick lines are fits to the data before and after the shoulder and intersect at the apparent yield stress (dashed line).
friction. Between the plates, pure biaxial extension occurs, while external to the plates pure uniaxial extension occurs. At r~R p , pure shear occurs. Accurate modelling of LSF at large plate displacements therefore requires both tensile and shear yield stress data in addition to compressive yield stress data. However, for pastes that fracture readily during LSF, the fracture strains in shear and extension are likely to suffice as the paste external to the plates is unlikely to deform further after cracking. With respect to more complex extrusion geometries, the FMP and shear rate distributions can be initially estimated using an assumed, low-order constitutive model. This will reveal which rheological measurements are required and at which rates. Thus, the FMP provides the extrusion engineer with valuable guidance regarding how to characterise the rheology of the feedstock material for process simulations with minimal testing. The critical input parameters for the current iteration of the LSF model are now considered. If simulations are restricted to small plate displacements and the paste is relatively 'stiff', it is sufficient to specify the compressive uniaxial yield stress at a single extensional strain rate (V/h 0 ) and the permeability at ϕ s,0 to predict the onset of LPM. When the LSF test itself is being used to characterise the material's rheology, the static yield stress and flow curve in compression can be obtained by fitting, i.e. LSF simulations are run to small plate displacement (h/ h 0 ≥ 96%) for different values of the static yield stress, consistency parameter and flow index to give best agreement between measured and predicted squeezing pressure profiles. The yield criterion, i.e. the yield surface shape in the π-plane in Fig. 3(b) , can then be estimated by comparing the compressive static yield stress obtained from LSF simulations with the static yield stress in shear. The latter is commonly identified using a constant force upsetting test performed on a relatively short sample with roughened plates [14] .
Full characterisation of the yield criterion also requires the static yield stress in tension. However it is usually difficult to run tensile tests on granular pastes due to fracture: this is a challenging topic. Additional experimental methods can be considered. For instance, techniques have recently been developed for measuring the normal stress distribution on the plates during squeeze flow [21, 32] . Such data could be used alongside the measured squeezing pressure profiles to fit the parameters to the bulk constitutive model (in the absence of LPM) and to confirm the accuracy of simulations. Tomographic methods which can map composition could similarly be employed to confirm the presence or absence of LPM and provide spatial distribution data for validating simulations.
Significant interfacial friction between the paste and plates was avoided in the experiments and omitted from the simulations. Wall friction models for pastes are a topic of ongoing research, e.g. [74] , and are needed for rheological testing here as well as for process simulations, e.g. [26] .
Conclusions
Lubricated squeeze flow tests were conducted using saturated model pastes consisting of near-unimodal glass ballotini suspended in a highly viscous Newtonian binder. The tests were simulated using the finite element method in combination with adaptive remeshing. A novel, soil mechanics-based constitutive model (viscoplastic DruckerPrager) was developed for the paste, while migration of the binder was modelled using Darcy's law. LPM was negligible in both the experiments and simulations. Reasonable agreement was obtained between the measured and predicted squeezing pressure (squeezing force/ plate area) profiles at the higher value of ϕ s tested (60%). However, agreement was poor at the lower ϕ s (52.5%). This may be because this ϕ s is lower than the value characteristic to the solid-liquid transition for the model paste.
For the first time, the power required to squeeze the paste (squeezing force multiplied by plate velocity) is resolved into components that drive the various mechanisms of deformation within the paste. For the highly viscoplastic pastes modelled here, rateindependent plasticity (interparticle friction) was important only at low plate speeds (as expected), with viscoplasticity (shear within the binder) dominating the work required at higher plate speeds. Most of the squeezing pressure (73%-80%) is required to deform the paste between the plates at all conditions tested. The fraction of the squeezing pressure at yield that is due to the pore pressure agrees closely with the analytical value (one third), and increases with further plate displacement. Thus, there is a maximum plate displacement at which the yield surface for the paste can be estimated to reasonable accuracy from the 'shoulder' in the squeezing pressure profiles. This was found to be h/h 0 ≥ 96% for the highly viscoplastic pastes modelled here (error in yield stress is estimated 15%).
The types of flow within the LSF samples were identified using a novel scalar function of the shear rate tensor. For the first time, the paste external to the plates is revealed to be in a state of pure uniaxial extension, while the paste near the edge of the plates (r~R p ) is revealed to undergo pure shear. This result may explain the development of cracking/fracture at this location for pastes mixed with low viscosity binders.
The above results apply when the plates are frictionless. The critical aspects requiring further work are therefore the development of a model for interfacial friction at the plate surface and a rapid, robust experimental protocol for its parameterisation. At minimum, this model must incorporate the effects of the slip rate, which increases considerably with radius (Appendix A), and ϕ s , which may vary spatially due to LPM. Another critical improvement is the replacement of the quasi-elastic model for viscoplasticity used here with a model for viscoelasticity that removes entirely the unphysical 'stress jumps' described in Fig. 5 . Collectively, these improvements would render the LSF model relevant to industrial scenarios, for which pastes must be rheologically characterised both efficiently and accurately.
on a cylindrical portion of the paste between the plates out to an arbitrary radius, r:
This yields the radial velocity distribution within the paste, u r :
The circumferential velocity is zero by axisymmetry. The (tensile positive) axial and radial strain rates between the plates are given by:
Finally, the circumferential strain rate ( _ ε θθ ) is derived using the fact that the tensile strain rates must sum to zero for an incompressible material:
