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4Abstract
The moving contact line problem is one of the main unsolved fundamental problems
in fluid mechanics, with relevant physical phenomena spanning multiple scales, from
the molecular to the macroscopic scale.
In this thesis, at the macroscale, it is shown that classical asymptotic analysis is
applicable at the moving contact line. This allows for a direct matching procedure
between the inner (nanoscale) region and the outer (macroscale) region, therefore
simplifying the analysis presented to date in the literature.
At the mesoscale, a unified derivation for single and binary fluid diffuse interface
models is presented, consolidating two models present in the literature. Results
from an asymptotic analysis of the sharp interface limit of the binary fluid diffuse
interface model are compared with numerical computations of the inner region in
the vicinity of a moving contact line.
Finally, the nanoscale structure of the density profile in the vicinity of the con-
tact line is studied using density functional theory (DFT). At equilibrium, an effect-
ive disjoining pressure is extracted and results are compared with coarse-grained
Hamiltonian theory. A derivation of Navier-Stokes like dynamic DFT equations is
presented. Results for the moving contact line are compared with predictions from
molecular kinetic theory.
Computations for both DFT and diffuse interface approaches are performed us-
ing pseudospectral methods mapped to unbounded domains. The numerical scheme
is presented, and the inclusion of hard-sphere effects via a fundamental measure the-
ory is discussed.
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Mathematical symbols
Material derivative DDt =
∂
∂t
+ u ·∇ (1a)
Double dot / Scalar product A : B =
∑
ij
aijbij (1b)
Dyadic / outer product a ⊗ b = abT (1c)
Trace (of a matrix) Tr (A) =
∑
i
aii (1d)
Convolution (n ∗ χ)(y) =
∫
χ(y − y˜)n(y˜)dy˜ (1e)
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Chapter 1
Introduction
Figure 1.1: Water drops on leaves. [Source: Vlieg, Wikimedia]
Motivation
Consider one of the drops sitting on the leaf shown in Fig. 1.1. The line surrounding
the liquid drop and connecting the liquid phase, the gas phase and the leaf, is called
the contact line. If the drop slides along the leaf, then the contact line also moves
along the surface of the leaf, therefore wetting or drying the leaf. Surprisingly, the
physically accurate description of this apparently simple physical process is one of
the main open problems in the field of fluid mechanics.
This is because classical fluid mechanics, employing the Navier-Stokes equations
with classical boundary conditions produces inconsistent results for this scenario.
In particular, Huh & Scriven (1971) showed that the application of these equations
gives rise to a non-integrable stress singularity at the contact line, leading to an
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infinite force being necessary to move the drop. This result is clearly unphysical.
It is therefore concluded that physical effects at the nanoscale need to be included
in moving contact line models. These effects are, however, by definition difficult
to observe experimentally. The nanoscale nature of the moving contact line has
consequently been a topic of debate for several decades.
The failure of classical fluid mechanics does not only apply to a drop sliding on
a leaf, but to every application involving moving contact lines. This is striking, as
the moving contact line is ubiquitous in nature and technology. For example, we
find wetting and contact line dynamics in the coating and oil industry, in cosmetics
and in combustion engines. In biology, moving contact lines are found in tear film
dynamics (Ref. Li et al. (2014)). The understanding of the phenomena at the
contact line is also important for the design of nanofluidic applications such as
lab-on-chip concepts (Ref. Bonn et al. (2009), Bonn & Ross (2001), Mitchell et al.
(2001), Rauscher & Dietrich (2008)). For a more complete overview of applications,
see also Frink et al. (2002).
In the past decades, a considerable number of contact line models has been de-
veloped (Ref. Bonn et al. (2009)). For controlled environments and a limited range
of applicability, many of these models have shown good agreement with experi-
ments. To name just a few, the precursor film theory for complete wetting has been
confirmed by Ausserré et al. (1986) and Kavehpour et al. (2003) and the respective
interface profiles have been studied by Marsh et al. (1993) and Chen et al. (1995).
The wetting dynamics of the gravitational regime has been studied by Huppert
(1982) and Cazabat & Stuart (1986). Molecular kinetic theory (MKT) and com-
bined models have been used by de Ruijter et al. (2000), Duvivier et al. (2011) and
Shikhmurzaev’s theory has been fitted to experiments by Blake & Shikhmurzaev
(2002).
These models show good agreement for special experiments, however parameters
of the models have to be fitted to experiments a posteriori, therefore limiting their
predictive power. The reason lies in the multiscale nature of the problem. This was
eloquently described by Squires (2013):
“Continuum hydrodynamics, however, predicts that contact lines re-
quire infinite power to move (Ref. de Gennes (1985)). This aphysical
prediction is only resolved by noncontinuum, molecular effects, causing
contact line dynamics to depend strongly on minute variations in local
chemistry or topography.” (Ref. Squires (2013))
The main reason for the failure to accurately predict this nanoscale behaviour is
the multitude of physical phenomena acting at the vicinity of a moving contact
line. Molecular slip (Ref. Lauga et al. (2007), Sochi (2011)), evaporation of volatile
liquids (Ref. Rednikov & Colinet (2013)), chemical activation (Ref. Blake & Haynes
(1969)), gas enrichment at interfaces (Ref. Dammer & Lohse (2006)), gas flow
through the contact line (Ref. Brenner & Lohse (2008)), nonlocal interactions (Ref.
Pismen (2001, 2002)), as well as surface roughness and chemical heterogeneities,
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leading e.g. to contact line pinning (Ref. Lohse & Zhang (2015)) are only some of
the physical effects acting at these very small scales.
At the same time, the nanoscale nature of the contact line means that a direct
experimental validation of these microscopic processes is very difficult. For example,
experimental setups are able to validate models for meso- and macroscopic interface
profiles starting at approx. 20µm (Ref. Marsh et al. (1993)) or 13µm (Ref. Seveno
et al. (2009)) from the contact line, whilst molecular scales are in the range of a
few nanometers.
Contact line models
Let us now introduce some of the most popular contact line models and discuss
their experimental validation. Here, we only include models and experimental data
for moving contact lines where phase changes such as evaporation and condensation
are excluded. Comprehensive review articles on contact line models were published
by Oron et al. (1997), Bonn et al. (2009), Snoeijer & Andreotti (2013) and Sui et al.
(2014). A pedagogical overview of different interactions between moving droplets
or, ‘dancing droplets’ is provided in a movie by Cira et al. (2014). Furthermore, we
give an overview of selected historical experiments in Tab. 1.1.
θ
rR
h
(a) Droplet spreading (DS)
θ
g
(b) Forced wetting (FW)
θ
(c) Capillary spreading (in tube
or between two plates) (CS)
Figure 1.2: The most common experimental setups to study the moving contact
line (Ref. Katoh et al. (2015)).
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Dimensional analysis
Given the complexity of the problem, it is surprising that very accurate predictions
of different wetting regimes are already obtained from a simple dimensional ana-
lysis (Ref. Cazabat & Stuart (1986)). For example, consider a 3D droplet of height
h and radius R spreading on a homogeneous substrate (see Fig. 1.2a). In this case,
the spreading velocity is U = dR/dt.
The gravitational and the viscous forces per unit length L acting on the contact
line are proportional to
Fη
L
∼ ηUR
h
(1.1)
and Fg
L
∼ %gh2, (1.2)
respectively. Here, η is the shear viscosity of the fluid and g is the gravitational con-
stant. Furthermore, for a completely wetting fluid, i.e. a fluid with zero equilibrium
contact angle, the capillary force acting on the contact line is
Fγ
L
∼ γθ2m, (1.3)
where γ is the surface tension and θm is the dynamic contact angle. Let us now
assume that the droplet can be described via a spherical cap. Then the volume
of the drop is V ∼ hR2. Balancing the viscous with the capillary and with the
gravitational forces leads to the viscous and gravitational spreading regimes
Rη ∼ V 3/10
(
γt
η
)1/10
(1.4)
and
Rg ∼ V 3/8
(
%gt
η
)1/8
, (1.5)
respectively.
The gravitational regime was confirmed by Huppert (1982) for silicone oil drops
of a volume of 220−1000ml, using a mm ruled sheet as measuring method. The time
scales involved range from the order of seconds to days. The transition between
both regimes was experimentally verified for a silicone oil drop on glass by Cazabat
& Stuart (1986). In particular, the viscous spreading regime (1.4) is also known as
Tanner’s law, which was tested experimentally by Tanner (1979) and later confirmed
by Ausserré et al. (1986).
Viscocapillary regime
A more complete understanding of the behaviour at the moving contact line is
provided through the asymptotic analysis by Voinov (1976), Hocking & Rivers
(1982) and Cox (1986). The resulting contact line models operate in the viscocapil-
lary regime (Ref. Snoeijer & Andreotti (2013)). This regime describes the behaviour
26 Chapter 1. Introduction
of the fluid interface at a distance to the contact line for which both macroscopic
effects such as gravity and nanoscale effects such as slip are negligible, and capillary
forces are balanced by viscous forces.
This implies that viscocapillary models describe effects that are well captured
by classical hydrodynamics, i.e. the Navier-Stokes equations with classical bound-
ary conditions. The main premise is that some nanoscale effect ensures that the
contact angle at the nanoscale is equal to its equilibrium value. In the literature,
for numerical and analytical purposes this physical effects is typically assumed to
be slip.
It is important to note, however, that the validity of the viscocapillary models
does not depend on the existence of actual slip at the contact line, but only on some
nanoscale effect which removes the singularity at the contact line. Most importantly,
viscocapillary models require a scale separation between the scale at which the inner
region contact angle is assumed to hold, and the macroscale, at which geometrical
or gravitational effects need to be considered.
The main result of viscocapillary models is that in an intermediate or overlap
region, a function G of the angle of inclination of the fluid interface θ increases
logarithmically with the distance to the contact line r. This result is discussed in
detail in Chapter 2. The logarithmic regime is linked to the outer region via :
θout(r) = G−1
(
G(θm) + Ca log
r
L
)
+ fout
(
r
L
, θm
)
− θm +O(Ca), (1.6)
where θm is the outer region contact angle. fout describes the static interface shape,
which depends on the geometry of the system. L is the outer length scale (e.g. the
capillary length). The function G is defined in general terms in Eq. (2.15), and
specifically for the thin-film and the Stokes regime with infinite viscosity contrast
in Eqs. (2.48) and (2.89), respectively. See also Fig. 2.5 for a comparison.
We note that in Eq. (1.6), θm is a parameter being extracted from experimental
results through a fitting procedure. An expansion of Eq. (1.6) in the outer region
around r = L gives:
θ ∼ θm + Caf(θm) log r
R
+ . . . (1.7)
From the variation of the contact angle with the distance to the contact line,
one can extract a relation between θm and an inner region contact angle θw which
is valid at a distance λ from the contact line:
G(θm) = G(θw) + Ca log
(
L
λ
)
. (1.8)
Typically, it is assumed that for a given setup, the slip length λ and the inner contact
angle θw are assumed not to depend on the capillary number. This assumption was
relaxed by Eggers & Stone (2004), leading to the generalised form
θ = k3
(
Ca log
(
k4Ca2/3
))1/3
, (1.9)
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Paraffin oil/untr. PS [Ström] Silicone oil I/untr. PS [Ström]
Silicone oil II/ untr. PS [Ström] Silicone oil II/ oxid. PS [Ström]
Silicone-SF 96 [Hoffmann] Brookfield Silicone [Hoffmann]
Santicizer [Hoffmann] Dow Corning Silicone [Hoffmann]
Ashl. Ch. Admex 760 [Hoffmann] η = 7 mPas [Kavehpour]
η = 500 mPas [Kavehpour] η = 1000 mPas [Kavehpour]
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Figure 1.3: Experimental data by Hoffman (1975), Ström et al. (1990), Ramé et al.
(2004) and Kavehpour et al. (2003). These are compared with the prediction of
Eq. (1.8) for L/λ = 104 and L/λ = 1.9, given by the black dashed and dotted lines,
respectively. The latter value is obtained by a fit of the experimental data from
Kavehpour et al. (2003) to Eq. (1.8). Equilibrium data for fluid-substrate pairs with
contact angles greater than zero are marked with a green surrounding line. The left
subplot is scaled as suggested by Hoffman (1975) and the right subplot shows the
results on a logarithmic scale. The inset of the left subplot tests Eq. (1.12), where
the data for GHoff is obtained from Hoffman (1975). The blue solid line in the inset
represents the identity (1.12).
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with coefficients k3,4.
The general functional form of relation (1.8) between the capillary number and
the inner and outer region contact angles was first found heuristically by Hoffman
(1975). In particular, Hoffman (1975) showed that the experimental data for the
apparent contact angle θm and the capillary number collapses onto
θm = f˜ (Ca +GHoff(θw)) . (1.10)
The functions f˜ and GHoff (θw) are determined by using that θm = θw in the static
case Ca = 0, such that effectively the above equation translates to
GHoff(θm) = Ca +GHoff(θw). (1.11)
Then, the functional form of GHoff is obtained by varying Ca for one scenario with
fixed θw. Comparing Eq. (1.11) with Eq. (1.8), we see that the heuristic function
GHoff found by Hoffman (1975) is consistent with the viscocapillary regime, if
GHoff(θ) =
GS (θ)
log
(
L
λ
) . (1.12)
This is tested in the inset of Fig. 1.3 for the two ratios of L/λ, giving a very good
agreement for L/λ = 104 (Ref. Bonn et al. (2009)). We conclude that Hoffman
(1975) describes all experimental results with one effective slip length.
A fit of experimental results to Eq. (1.8) is shown in Fig. 1.3. For very large
apparent contact angles θm close to 180◦, a deviation between the prediction from
Eq. (1.8) with L/λ = 104 and the experimental data can be observed. One possible
explanation is that for very large contact angles, air entrainment or the formation
of nanobubbles increase the effective slip length, leading to a shift of the data points
to the right.
The results presented above hold for partially wetting and for completely wetting
fluids. A peculiarity for completely wetting fluids is, however, that a very thin
fluid film forms ahead of the visible contact line. The shape and length of this so-
called precursor film and its transition to the viscocapillary region were described by
de Gennes (1985) and Joanny & De Gennes (1986). The precursor film was observed
by Ausserré et al. (1986). More detailed experimental studies on its length and
shape were presented by Kavehpour et al. (2003) and Hoang & Kavehpour (2011).
Molecular kinetic theory (MKT)
In most contact line models for the viscocapillary regime, the contact line singu-
larity is removed by assuming slip at the wall and therefore one always finds the
equilibrium contact angle at the nanoscale. MKT, which was first introduced by
Blake & Haynes (1969), includes information from the nanoscale in the model for
the inner region of the contact line.
Within MKT, wetting is considered to be a chemical reaction, where a molecule
coming from the bulk phase binds on the solid. In this approach, Blake & Haynes
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(1969) make use of the Arrhenius law from chemical kinetics. It is therefore assumed
that a certain energy barrier has to be overcome in order to make the contact line
move. One has to be conscious, however, that the application of the Arrhenius
law in this context is a stipulation which cannot be rigorously derived from first
principles.
Crucially, the activation energy for the receding and advancing displacement is
assumed to differ by the work per unit area w¯ per number of points at which this
work can be dissipated. This force per unit length can be written in terms of the
dynamic and equilibrium contact angle and the fluid surface tension as
w¯ = γ (cos θeq − cos θm) . (1.13)
The complete MKT model is
UCL = 2K0λ¯ sinh
(
λ¯2
2kBT
w¯
)
, (1.14)
and includes the frequency of displacement K0 of fluid particles and the charac-
teristic length of displacement λ¯ as free parameters (Ref. de Ruijter, Blake &
de Coninck (1999)).
Having an additional free parameter however allows to fit the model to a much
wider range of experimental results. Given that the error bars obtained from exper-
imental data are usually relatively large, this hinders the use of experimental data
as evidence to show the validity of the given physical process at the contact line
(Ref. Seveno et al. (2009)). As a test, the MKT model (1.14) with two parameters
would need to perform better than a naive second-order expansion in terms of w¯.
The linearised version of the MKT reduces the number of parameters to one by
formulating a direct link between the velocity of the contact line and the force w¯
acting at the contact line:
UCL = w¯/ζ0. (1.15)
Here, ζ0 is the contact line friction. de Ruijter, Blake & de Coninck (1999) showed
that, if dissipation in the vicinity of the contact line dominates according to the
linear MKT model, then the radius of a spherical droplet increases as
R ∼ V 2/7
(
γt
ζ0
)1/7
, (1.16)
complementing the gravitational and the viscocapillary droplet spreading regimes
(1.5) and (1.4), respectively.
Experimental data was fitted to the MKT model by de Ruijter et al. (2000),
Seveno et al. (2009) and Duvivier et al. (2011). The linear MKT model was used to
fit experimental data by Guo et al. (2013) and, using molecular dynamics (MD) sim-
ulations, by Seveno et al. (2010). It was compared to MD simulations by de Ruijter,
Blake & de Coninck (1999). In other MD simulations, the data is fitted to a com-
bination of the kinetic and the viscocapillary dissipation mechanisms (Ref. Heine
et al. (2004)). In particular, the MKT model was also linked with the viscocapillary
regime by de Ruijter, de Coninck & Oshanin (1999).
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Diffuse interface models
Diffuse interface models resolve the steep but smooth transition of an order para-
meter for a two-phase system at the fluid interface. Ideas to describe both phases of
an inhomogeneous system in one unifying framework originate from van der Waals
(1873) (see Rowlinson (1988, 1979, 2004) for translations), Korteweg (1901) and
Cahn & Hilliard (1958). Derivations of diffuse interface equations for single and
binary fluid systems from a nonequilibrium thermodynamics framework have been
presented, amongst others, by Anderson et al. (1998), Jacqmin (1999) and Onuki
(2007).
We distinguish two types of two-phase systems: First, consider a single fluid
that is present in its vapour and its liquid state, with an interface between the two
bulk phases. Across this liquid-vapour interface, one observes a steep contrast of
density and viscosity. Furthermore, the fluid changes phase by evaporation and
condensation. Therefore, whilst mass is conserved, the volume of the phases is not.
Second, consider a system of two non-reactive immiscible fluids, which also
form a fluid interface. The order parameter of the system is now given by the
mass fraction of one of the fluids. In this case, the density and viscosity contrast
depends on the properties of the two fluids, and can therefore also be unity. Also,
the phases are conserved, as mass conservation applies for each fluid separately, and
immiscibility ensures there is no transfer of mass across the interface. The main
difference to a single fluid system, however, is the inclusion of diffusive effects.
Both single and binary fluid diffuse interface models have been used to resolve
the contact line singularity. For example, Seppecher (1996) and Briant et al. (2004)
considered isothermal single fluid systems, whilst binary fluid systems were studied
by Briant & Yeomans (2004) and Yue et al. (2010), Yue & Feng (2011). Both models
relieve the contact line singularity in a different way. In particular, the single fluid
model resolves the singularity at the scale of the interface thickness, as suggested in
the asymptotic analysis of Sibley, Nold, Savva & Kalliadasis (2013a). In contrast,
for the binary fluid model, Yue et al. (2010) suggest that the singularity is resolved
at the diffusive length scale of the system. This property will be analysed in more
detail in Chapter 3.
It is noteworthy that Pismen (2001, 2002) combine diffuse interface models
with a nonlocal formulation of the free energy of the system. The main idea of
this procedure is to account for long-range particle-particle interactions, similar to
the application of equilibrium density functional theory (DFT) computations by
Pereira & Kalliadasis (2012).
Interface formation model
The interface formation model was introduced by Shikhmurzaev (1996) and later
analysed for its thermodynamic consistency by Billingham (2006). It assumes the
existence of thin layers at the wall-fluid and the fluid-fluid interfaces, which exchange
mass with the bulk phase. In addition, the surface tension of the interfaces is
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assumed to linearly depend on the density attributed to these surface layers.
The interface formation model succeeds in rectifying a shortcoming of viscoca-
pillary models in that the contact line velocity depends on the full flow field, and
has been successfully fitted to experimental results by Blake et al. (1999) and Blake
& Shikhmurzaev (2002).
It is, however, based on a large set of nonstandard assumptions which are dif-
ficult to verify physically. It also introduces a large number of fitting parameters.
Here, we follow a minimalist approach and include additional physics in a step-by-
step manner. Therefore, in the following, we do not consider the interface formation
model in more detail, but refer instead to Sibley et al. (2012, 2014) for a careful
examination of this model.
Molecular dynamics (MD)
MD simulations are a powerful tool to study fluids. Not only do MD simulations al-
low for an inclusion of several otherwise inaccessible physical effects at the nanoscale,
but they also offer the possibility to model complex molecules and chemically or
geometrically heterogeneous substrates. For example, water exhibits a particularly
complex wetting behaviour due to the formation of hydrogen bonds. The equilib-
rium contact angles for water have been studied systematically using MD by Santiso
et al. (2013). Müller & Gubbins (1998) observed the formation of three-dimensional
clusters on activated carbons. MD simulations of spreading nanodroplets for sim-
pler fluids have been presented, amongst others, by de Ruijter, Blake & de Coninck
(1999), Heine et al. (2004) and Seveno et al. (2010).
The main drawback of performing MD simulations, however, is that they do
not necessarily improve the understanding of the physics of the problem, and are
analytically not easily accessible. For the moving contact line, MD simulations are
used analogous to experimental evidence at the nanoscale to validate coarse-grained
moving contact line models.
Also, whilst MD simulations remediate the difficulty of measuring effects at the
nanoscale using conventional experiments, their reliability is not always undisputed.
For example, large velocities need to be imposed in order to measure relevant quant-
ities. Whilst usually care is taken to choose the velocities low enough to not affect
slip at the wall (Ref. Thompson & Troian (1997)), there may be other effects such
as air entrainment or droplet breakup, which are influenced by large velocities (Ref.
Koplik & Zhang (2013)).
One other uncertainty in the reliability of MD simulations can be attributed to
upscaling of the results. In particular, the computational complexity restricts the
applicability of MD simulations to droplets at the nanoscale. Nanodroplets, how-
ever, have large curvatures and therefore exhibit a relatively large pressure jump
across the fluid interface. For example, these can influence line tension measure-
ments (Ref. Weijs et al. (2011)).
Keeping these restrictions in mind, MD simulations are a powerful tool to further
the understanding of the physics in the vicinity of the moving contact line and assess
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coarse grained or extended continuum models.
Publ.(Year) Setup Result
Hoffman (1975) CS Data shows good fit to Eq. (1.10).
Tanner (1979) DS Data follows R ∼ t1/10 (see Eq. (1.4)).
Ausserré et al. (1986) CS Data follows R ∼ t1/10, θ ∼ t−0.3 (see
Eq. (1.4)). Observed precursor film.
Ngan & V. (1989) CS Fit to leading order outer region (Eq. (1.7)),
but consistent deviation of θm prediction.
Dussan V. et al. (1991) FW Measurement of interface profile up to 50µm
of the contact line, showing good fit to
Eq. (1.6).
Marsh et al. (1993) FW Measurement of interface profile up to 20µm
of the contact line, showing good fit to
Eq. (1.6), measurement of Lˆ = e−
G(θm)
Ca .
Willson & Garoff (1994) FW Measurement of interface profile up to 20µm
of the contact line, with good fit to
Eq. (1.6). L is independent on angle of tilt,
viscosity and molecular weight distribution,
but sensitive to chain termination chemistry
of the polymers, varying by more than one
order of magnitude.
Willson (1995) FW Good fit to Eq. (1.6), measurement of L.
Results suggest strong dependency on
viscoelastic nature of PDMS samples in the
vicinity of the contact line.
Chen et al. (1995) FW Fit to Eq. (1.6), observing breakdown of
viscocapillary model for Ca ≥ 0.1.
de Ruijter et al. (2000) DS Measurement of θm, identifying
viscocapillary spreading regime (1.4) and
spreading regime described by MKT model
(1.16).
Kavehpour et al. (2003) DS Measurement of outer region contact angle
θm at 13µm from the contact line, and
precursor film thickness and length. Fit to
Eqs. (1.8) and (1.9).
Ramé et al. (2004) FW Measurement of interface profile up to 20µm
of the contact line, with good fit to
Eq. (1.6). But, beyond critical contact line
speed U , θw and L depend on U and data is
not collapsed, suggesting a different inner
region scaling.
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Seveno et al. (2009) DS Measurement of outer region contact angle
θm. Resolution of the camera of ≈ 10µm/
pixel. Comparison of viscocapillary regime,
MKT and other contact line models,
showing that experimental evidence is not
sufficient to decide validity of models.
Table 1.1: Summary of selected historical experimental results for moving contact
lines. Experimental setups are either droplet spreading (DS, see Fig. 1.2a), forced
wetting (FS, see Fig. 1.2b) or capillary spreading (CS, see Fig. 1.2c). A compre-
hensive overview of wetting dynamics from an experimental point of view was given
by Ralston et al. (2008).
Overview
The main objective of this thesis is twofold: First, we aim to consolidate existing
contact line models and simplify their derivations. This seems inevitable to improve
the understanding of the physics, reduce the number of fitting parameters, and
ultimately aim for the development of a unifying theory of the moving contact
line. Second, we aim to include physical effects at the nanoscale into continuum
models in a self-consistent manner. Continuum models have the potential to be
computationally faster and analytically more accessible than MD simulations. Here,
we wish to capture the effect of density oscillations due to hard-sphere packing
effects close to a hard wall by combining concepts from DFT with Navier-Stokes
type equations. Furthermore, at equilibrium, DFT is used to obtain disjoining
pressure profiles in the spirit of a parameter passing technique.
In Chapter 2, we study the asymptotic analysis of Voinov (1976), Cox (1986)
and Hocking & Rivers (1982) for the viscocapillary regime, in which a non-standard
singular perturbation approach is employed. This is because it was thought that
the moving contact line is a special case which does not allow for direct matching
between the inner and the outer region. Therefore the introduction of an interme-
diate region linking the inner with the outer region was deemed necessary. Here,
we show that in fact the breakdown of the direct matching procedure is due to a
two-parameter expansion in the slip length and the capillary number. We show
that if this is taken into account, then direct matching between the inner and the
outer region is indeed possible (see also Sibley et al. (2015)). This applies for both
the thin-film regime (see Sec. 2.2), and for the Stokes regime (see Sec. 2.3).
In Chapter 3, we study mesoscale diffuse-interface models, for which the fluid
interface is relaxed to a smooth transition between the two fluid phases. In partic-
ular, we re-derive the diffuse interface equations for single and binary fluids using
a nonequilibrium thermodynamics framework and consolidate conflicting results of
Onuki (2007), who used a global entropy production principle, with the results of
Anderson et al. (1998), who employed a local entropy production principle. In par-
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ticular, we show that both results are special cases of a more general stress and
heat flux formulation.
Next, we focus on incompressible isothermal binary fluids. In Secs. 3.2 and 3.3
it is shown how the diffuse interface equations link to macroscopic hydrodynamics
in the sharp interface limit (see also Sibley, Nold & Kalliadasis (2013)). These
analytical results for a fluid interface away from the wall are confirmed in numeric
computations of the moving contact line in Sec. 3.4. In particular, we show that
it is possible to single out the inner region of the moving contact line by imposing
appropriate boundary conditions from the viscocapillary regime. A similar idea
was applied by Seppecher (1996) for a single fluid system, which, however, missed
a systematic analysis of the sharp interface limit and an analysis of the logarithmic
increase of the interface slope as in Eq. (1.6).
In Chapter 4, nanoscale effects are included in a continuum framework. First,
the static contact line is studied by employing equilibrium DFT (see Sec. 4.1).
These results allow us to extract information about the disjoining pressure and
validate Hamiltonian approaches for a wide range of contact angles (see also Nold
et al. (2014), Nold, Sibley, Goddard & Kalliadasis (2015)). In Sec. 4.2, we then
present a derivation of extended Navier-Stokes equations from first principles, and
critically discuss its assumptions (see also Goddard, Nold, Savva, Yatsyshin & Kal-
liadasis (2013)). The resulting dynamic DFT (DDFT) equations allow to model
highly inhomogeneous systems close to a hard wall in a dynamic setting. This is
applied to a moving contact line, and results are compared with predictions from a
phenomenological linear MKT model.
Finally, we present in Chapter 5 the numerical method with which both the dif-
fuse interface and the DFT and DDFT equations were solved (see also Nold, God-
dard, Yatsyshin, Savva & Kalliadasis (2015)). In particular, we employ a pseudo-
spectral method mapped onto an unbounded domain. This is particularly useful
for the geometries employed in the computations for this thesis. Special attention
is given to the inclusion of hard-sphere effects via Rosenfeld fundamental measure
theory (RFMT) (Ref. Rosenfeld (1989)).
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Figure 2.1: Sketch of a fluid interface in contact with a wall, with outer and inner
region contact angles θm and θw, respectively.
One of the main challenges when modelling the moving contact line is the in-
clusion of its multiscale nature in a self-consistent manner. Huh & Scriven (1971)
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showed that describing a moving contact line with the Navier-Stokes equations and
classical boundary conditions leads to a nonintegrable stress singularity. It is there-
fore concluded that the stress singularity is resolved at the nanoscale, at which the
continuum hypothesis breaks down. This could be at the order of a few particle
diameters, or a few Ångström. The physical processes relieving the singularity
at the nanoscale are still a subject of debate (see e.g. Shikhmurzaev (2011), Pis-
men (2011), Henderson (2011c)). Numerically, however, one can relax the classical
equations to obtain a self-consistent model of the moving contact line.
The most prominent method is the relaxation of the no-slip condition. Altern-
atively, one might allow for diffusive fluxes across the fluid interface. This is done in
binary fluid diffuse interface models, which are discussed in more detail in Chapter
3. The main feature of both the slip and the diffuse interface model is that they
retain a finite contact angle in the vicinity of the wall and avoid the non-integrable
stress singularity.
Whilst this procedure enables a description the moving contact line problem in
a self-consistent and singularity free manner, it still spans a wide range of length
scales - from the scale at which the continuum hypothesis breaks down up to the
macroscopically relevant length scale of the system. This could be the droplet size,
channel width, or the capillary length. A numerical treatment of all scales would
therefore become very inefficient.
Consequently, it is desirable to predict the contact angle at a macroscopic dis-
tance from the contact line. Classical works for the special case of a spreading drop
(Ref. Hocking & Rivers (1982), Hocking (1983)) and for general moving contact
line phenomena (Ref. Cox (1986)) predict this macroscopic contact angle θm via
asymptotic theory. In the following, we study the asymptotic analysis presented in
these classical papers and remediate an inconsistency of their derivation.
Let us nondimensionalise the problem using a macroscopic length scale. In this
case, the small parameter of the system is the ratio λ of the small length scale,
at which the contact line singularity is resolved, and the macroscopic length scale.
Most classical papers expand the equations in terms of this small parameter λ, which
is often interpreted as a slip length. It is noteworthy to stress that the validity of
the classical results presented here is not restricted to slip models. In order to
show this point, subsequently λ is only taken to define the length scale at which
the singularity in the vicinity of the contact line is resolved, without specifying the
physical process which is responsible for its resolution. For simplicity, we keep the
notation λ for this length scale. Within the given assumptions, the validity of the
results is therefore independent of the physics at the nanoscale.
This is also in agreement with the analysis of Voinov (1976), where the so-called
intermediate region was solved for, independently of the physics at the nanoscale,
by the exclusive consideration of viscous and capillary effects. The so-called Cox-
Voinov law
θ3 = θ3w + 9Ca log
(
h
hin
)
(2.1)
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relates the contact angle θ at some height h of a liquid film on a substrate, with the
contact angle θw and height hin at a nanoscopic scale. Bonn et al. (2009) also refer
to it as the first version of the famous Tanner’s law. An extension of this equation
involving slip is presented in Oron et al. (1997). We note that in contrast to Cox
(1986), Voinov exclusively focused on the viscocapillary region, therefore avoiding
the need to match inner and outer region expansions. We will come back to this
important point in due course.
In the following sections of this chapter, we first present a universal treatment
of the moving contact line (see Sec. 2.1). It is then shown that the assumptions are
fully satisfied in both the thin film regime and in the Stokes regime (see Secs. 2.2
and 2.3, respectively). The main results of this chapter were published in Ref. Sibley
et al. (2015).
2.1 Linking the nano- to the macroscale
In the thin film regime, the inclination of the fluid interface is usually described
in terms of the slope of the film height, dh/dx, where the distance to the contact
line, denoted by x, is taken parallel to the substrate. In contrast, in the Stokes
regime, the angle of inclination of the fluid interface is usually denoted by θ and
parametrised by the radial distance to the contact line r. Here, we adopt for
simplicity the notation for the Stokes regime, but stress that the asymptotic results
presented in this section are equally applicable for the thin film regime.
Let us now expand the angle of inclination of the interface θ(r) in terms of the
small parameter λ. In order to do so, we first define an inner region at which the
distance to the contact line is of the order of λ, and an outer region, at which the
distance to the contact line is of order one. For simplicity, we introduce the variable
rˆ to describe the inner region:
rˆ = r
λ
. (2.2)
In the following, the inner and the outer region behaviour are matched as rˆ → ∞
and r → 0, respectively.
Anticipating the results of Hocking & Rivers (1982), Hocking (1983) and Cox
(1986), the limiting behaviour of the outer region and the inner region contact
angles can typically be written as
θout(r) r→0−−−→ θm + Ca (fG(θm) log r + Cout) +O(λ, r,Ca2,Car log r), (2.3a)
θin(rˆ) rˆ→∞−−−→θw + Ca (fG(θw) log rˆ + Cin) +O
(
λ, r,Ca2, Ca
rˆ
)
. (2.3b)
Here, Ca is the capillary number, θm is the so-called macroscopic contact angle,
θw is the contact angle at the nanoscale, and {Cin, Cout} are parameters that are
at this stage unspecified. The function fG is defined differently for each scenario
considered, and is given for the thin-film and the Stokes regime in Secs. 2.2 and 2.3,
respectively.
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Whilst both outer and inner region solutions exhibit a logarithmic behaviour,
the prefactors of the term Ca log r do not match unless θm = θw. It can be seen that
direct matching of (2.3a) and (2.3b) is possible in this case if one rewrites (2.3b) in
terms of the outer variables:
θin(r) r/λ→∞−−−−−→ θw + Ca (fG(θw) log r − fG (θw) log λ+ Cin) +
+O
(
λ, r,Ca2, Ca
rˆ
)
.
This expansion, however, breaks down if Ca log λ is of order one and the inner region
contact angle can no longer be expanded around θw — a necessary condition for
the validity of (2.3b). In the following, we consider this case
Ca| log λ| ∈ O(1), (2.4)
for which the validity of the inner region breaks down before matching with the
outer region can be achieved. This is also the more relevant case, as it will provide
a nontrivial prediction for the link between the leading order contact angles θw and
θm.
The reason for the breakdown of the matching between (2.3a) and (2.3b) unless
Ca log λ  1 is that Eqs. (2.3) do not accurately represent the behaviour of the
outer and inner regions as r → 0 and rˆ → ∞. In fact, the regular expansion in
terms of the capillary number for the limiting behaviour of the inner and outer
region breaks down as Ca log rˆ and Ca log r become order one. Similarly, all other
terms of order O ((Ca log)n), which become order one, are unaccounted for.
One way to circumvent this breakdown is to rearrange (2.3) by collecting all
terms of type Ca log r and Ca log rˆ, respectively:
θout(r) r→0−−−→
∞∑
n=0
aoutn (Ca log r)n + Ca
∞∑
n=0
boutn (Ca log r)n+ (2.5a)
+O(λ, r,Ca2,Car log r),
θin(rˆ) rˆ→∞−−−→
∞∑
n=0
ainn (Ca log rˆ)n + Ca
∞∑
n=0
binn (Ca log rˆ)n+ (2.5b)
+O(λ, r,Ca2, Ca
rˆ
),
where aout0 = θm, aout1 = fG (θm), bout0 = Cout and analogously for the inner region
coefficients. It can be seen that these expansions are valid for
λ r  1. (2.6)
By introducing the variable
z = Ca log r, (2.7)
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which is known as intermediate region variable in the literature, we define
T
in/out
0 (z) =
∞∑
n=0
ain/outn z
n (2.8a)
and T in/out1 (z) =
∞∑
n=0
bin/outn z
n, (2.8b)
for the inner and outer regions. After insertion of Eqs. (2.8) into Eqs. (2.5) we
conclude that the matching conditions up to the second order are
T out0 (z) = T in0 (z − Ca log λ), (2.9a)
and T out1 (z) = T in1 (z − Ca log λ). (2.9b)
Whilst this result shows that direct matching between the inner and outer region
is formally possible, it is of little practical value unless we can either find the full
set of coefficients an, bn for the inner and outer regions, or the form of the functions
T
in/out
0,1 (z), and determine their dependence on θm and θw. This dependency is now
derived based on the viscocapillary balance.
The overlap region Let us postulate that the angle of inclination of the interface
satisfies the following equation:
r
Ca
dθ
dr = fG(θ) +O
(
λ,
r
Ca ,Ca
2, r log r; λ
r
)
. (2.10)
The validity of this equation is shown for the thin-film and the Stokes regime in
Secs. 2.2 and 2.3, respectively. In particular, Eq. (2.10) links the curvature of the
system, dθdr , with the pressure jump across the interface. In other words, Eq. (2.10)
represents the Laplace equation or viscocapillary balance at the fluid interface (Ref.
Snoeijer & Andreotti (2013)).
From the terms that are neglected, one can see that the range of validity of
Eq. (2.10) is given by (2.6) and therefore includes both the limit of the inner region
solution rˆ →∞ and the limit of the outer region r → 0. In particular, Eq. (2.10) is
an ordinary first-order differential equation and its solution is uniquely defined by
one parameter alone, which can have O(1) and O(Ca)-order contributions. When
solving Eq. (2.10) for the inner region solution θin as rˆ → ∞, the parameter is
expected to depend on the inner region parameters θw, Cin, whilst the solution for
the limiting behaviour of θout as r → 0 is expected to depend on θm, Cout.
We note that this procedure is different from the classical asymptotic analysis
employed e.g. by Cox (1986), where the overlap region is treated as a separate
entity, which has to be matched to both the inner and the outer region solutions.
Here, in contrast, it is understood that the limiting behaviours of the inner and
outer region solutions shown in Eq. (2.3) are merely approximations to the full
overlap region solutions. Whilst this detail might seem technical at first, we will
later show that it has some important consequences for the interpretation of the
asymptotic results.
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Let us now solve Eq. (2.10) for the first two orders of θ. First, for convenience,
Eq. (2.10) is rewritten in terms of z:
dθ
dz = fG(θ) +O
(
Ca2
)
. (2.11)
Here, we have dropped the corrections terms in r for simplicity. By combining
Eq. (2.8) with Eq. (2.5), we obtain
θ(z) = T0(z) + CaT1(z) +O
(
Ca2
)
. (2.12)
Eqs. (2.11) and (2.12) hold separately for the inner and outer regions with values
θin, T in0 , T
in
1 and θout, T out0 , T out1 , respectively. Given that the analysis is analogous
for the inner and outer region, we drop the superscript notation and solve Eq. (2.10)
generally.
Insertion of Eq. (2.12) into Eq. (2.11) gives in the first two orders
O(Ca0) : dT0dz (z) = fG(T0(z)), (2.13a)
O(Ca1) : dT1dz (z) = f
′
G(T0(z))T1(z). (2.13b)
This is solved by
T0(z) = G−1(z +Ac), (2.14a)
and T1(z) = BcfG(T0(z)), (2.14b)
where Ac, Bc are unknown constants and
G(T0) =
∫ T0
0
1
fG(θ˜)
dθ˜. (2.15)
Insertion of this result into the expansion (2.12) yields
θ(z) = G−1(z +Ac) + CaBcfG(G−1(z +Ac)) +O(Ca2)
= G−1(z +Ac + CaBc) +O(Ca2). (2.16)
Here, we have used the general property (G−1)′(a) = 1/[G′(G−1(a))], and therefore
(G−1)′(T ) = fG(G−1(T )). (2.17)
Let us now expand expression (2.16) for the overlap region regularly around
some value z0 in z:
θ(z) =
{
θ0 + fG(θ0) (z − z0) +O
(
(z − z0)2
)}
(2.18)
+ Ca {fG(θ0)Bc +O(z − z0)}+O
(
Ca2
)
,
where θ0 = G−1 (z0 +Ac). A comparison with Eqs. (2.3) shows that the limiting
behaviours of the inner and outer region solutions are regular expansions of the
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overlap region solutions around zout0 = 0 and zin0 = Ca log λ, with coefficients Ac
and Bc
Aoutc = G (θm) , Ainc = G (θw)− Ca log λ, (2.19a)
Boutc =
Cout
fG (θm)
, Binc =
Cin
fG (θw)
. (2.19b)
and therefore
θout0 = θm, θin0 = θw. (2.20)
Matching condition Insertion of the coefficients given in Eqs. (2.19)-(2.20) into
the full expression for the inner and outer region behaviour in the overlap region
(2.16) gives
θout(r) = G−1
(
Ca log r +G(θm) + Ca
Cout
fG(θm)
)
+O(Ca2), (2.21a)
θin(r) = G−1
(
Ca log rˆ +G(θw) + Ca
Cin
fG(θw)
)
+O(Ca2). (2.21b)
The matching condition in the overlap region θout(r) ∼ θin(r) yields
G(θm)−G(θw) = Ca
(
− log λ+ Cin
fG(θw)
− Cout
fG(θm)
)
+O
(
Ca2
)
, (2.22)
where the logarithmic terms in r have cancelled. This result was also presented by
Hocking & Rivers (1982), Hocking (1983) and Cox (1986).
We note that the behaviour in the overlap region, described by (2.21a)-(2.21b),
can be rewritten as
θ(r) = G−1
(
Ca log
(
r
Lˆ
))
+O
(
Ca2
)
, (2.23)
where Lˆ is the length scale
Lˆ =λ exp
(
−G(θw)Ca −
Cin
fG(θw)
)
= exp
(
−G(θm)Ca −
Cout
fG(θm)
)
. (2.24)
In the thin-film regime, Eq. (2.23) is also known as the famous Cox-Voinov law
(2.1), which was derived by Voinov (1976) without any knowledge of the inner or
outer region physics - apart from the inclusion of viscous and surface tension forces.
We note, however, that in order to obtain accuracy of O
(
Ca2
)
, it is necessary
to include information from the macroscale and the nanoscale via the coefficients
Cin/Cout. These constants however, are only known if the exact physics at the
macroscale and the nanoscale is known and can be solved for, such that Cin, Cout
can be written as functions of θw, θm, respectively.
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Unfortunately, the exact physics at the contact line is unknown. Therefore,
typically Cin is derived from a slip model in the inner region, which is based on
ad-hoc assumptions whose main purpose is to numerically resolve the contact line
singularity, without the aim to capture the exact physics. We therefore conclude
that whilst Eq. (2.22) can be used for the numerical validation of slip model com-
putations, the best prediction that can be achieved in this framework for physical
wetting phenomena is
G(θm)−G(θw) = −Ca log λ+O(Ca), (2.25)
where, λ is some unknown inner region length scale of the problem which is obtained
by fitting experimental results. Also, θw may vary with the capillary number, and
its functional dependence must equally be obtained using experimental data.
2.2 Lubrication approximation
g
α
x h
U
Figure 2.2: Sketch illustrating a forced wetting scenario of a plate being immersed
in a fluid bath at an inclination angle α with velocity U and film height h.
In this section, we show the validity of inner and outer region expansion (2.3)
and the viscocapillary balance (2.10) for a moving contact line with a small but finite
contact angle, described in the lubrication approximation with Navier slip at the
wall. In this approximation, the Navier-Stokes equations are reduced to an ordinary
differential equation for the film height h(x), by assuming that there is a separation
between the horizontal and the vertical length scale L and H, respectively. This
introduces a small parameter
ε = H
L
, (2.26)
for which an asymptotic expansion is done. In a frame of reference moving at speed
U , we obtain
3Ca
ε
h+ h2 (h+ λ)
(
d3h
dx3 +
B sinα
ε
− B cosαdhdx +
dΠ
dx
)
= 0. (2.27)
Here, x is the coordinate along the substrate, B is the Bond number, λ is the
dimensionless slip length, α is the angle of inclination of the substrate, and Π is the
disjoining pressure.
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Lubrication theory was used by Greenspan (1978) to describe a thin drop on a
substrate. Later, it was employed to describe thin drops on tilted substrates and
axisymmetric drops (Ref. Hocking (1981, 1983)). For a comprehensive review of
the assumptions, derivation and applications of lubrication theory, we refer to Oron
et al. (1997), Giacomelli & Otto (2002) and Mei (2007).
For simplicity, we describe a forced wetting case of a plate being steadily im-
mersed in a fluid bath, where disjoining pressure effects are neglected, as illustrated
in Fig. 2.2 (see also Eggers (2005)). Let us set the typical length scale L to be the
capillary length, leading to a Bond number equal unity. As a small parameter ε, we
choose the equilibrium contact angle of the system in radians. Note that for ε 1,
the angle in radians corresponds with the slope of the interface. For small angles
of inclination α 1, Eq. (2.27) transforms to
− δC
h2 + λh = h
′′′ + α¯− h′, (2.28)
where α¯ = αε and
δC =
3Ca
ε
 λ. (2.29)
As boundary conditions, we fix the position at the contact line x = 0, and the
slope of the height profile in the fluid bath at x = ∞, according to the angle of
inclination:
h(0) = 0, h′(0) = 1 and h′(∞) = α¯. (2.30)
2.2.1 Inner region
In the inner region, where x is of the order of the slip length λ, it is convenient to
rescale the height and the length scale by λ to obtain
hin (xˆ) = h(x)
λ
with xˆ = x
λ
. (2.31)
Eq. (2.28) then transforms to
− δC(hin)2 + hin =
d3hin
dxˆ3 +O
(
λ2
)
, (2.32)
with the first two boundary conditions at the contact line as in Eq. (2.30), and
assume that the change of slope of hin goes to zero as the outer region is approached:
hin(0) = 0, ddxˆh
in(0) = 1, d
2hin
dxˆ2 (∞) = 0. (2.33)
Here, let us only consider advancing contact lines, i.e. δC > 0. In the receding case,
the corresponding Eq. (2.32) can be solved analytically, with hin having a constant
curvature at distances far enough from the contact line (Ref. Eggers (2005)).
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Let us approximate the inner solution by expanding hin in terms of the dimen-
sionless capillary number δC as
hin = hin0 + δChin1 + δ2Chin2 +O
(
δ3C
)
. (2.34)
In Sec. A.1.1 of the Appendix, this expansion is inserted into Eq. (2.32) and the
exact solutions to the three leading orders are computed. It is seen that as the
outer region is approached, the slope of the inner region solution behaves as
dhin
dxˆ
xˆ→∞= 1+δC
(
log xˆ+ 1 +O
(1
xˆ
))
−δ2C
(
(log xˆ)2 + 2 log xˆ+O (1)
)
+O(δ3C). (2.35)
The validity of the expansion is therefore restricted by the condition that powers
of δC log xˆ are indeed small, i.e.
|δC log xˆ|  1 ⇒ x λe1/δC . (2.36)
2.2.2 Outer region
In the outer region, the height and the distance to the contact line are of order one,
and Eq. (2.28) transforms to
−δC
h2
=
(
hout
)′′′ − (hout)′ + α¯+O(λ), (2.37)
with boundary conditions
hout(0) = 0,
(
hout
)′
(0) = θm +O (Ca) and
(
hout
)′
(∞) = α¯, (2.38)
where we have introduced the parameter θm as the apparent contact angle. The
outer region solution is now expanded in terms of the dimensionless capillary num-
ber:
hout = hout0 + δChout1 + δ2Chout2 +O
(
δ3C
)
. (2.39)
In Sec. A.1.2 of the Appendix, a general solution for the n-th order term is presen-
ted and expressions for the limiting behaviour are given. Summarising, the outer
solution behaves as:(
dhout
)′ xˆ→0= {θm + (α¯− θm)x+O(x2)}
+ δC
{ 1
θ2m
log x+ Cout − (α¯− θm)
θ3m
x log x+ . . .
}
+ δ2C
{
− 1
θ5m
(log x)2 − 2Cout
θ3m
log x+O
(
x log2 x
)
+ . . .
}
+O
(
δ3C
)
, (2.40)
where Cout is defined as a function of θm in Sec. A.1.2 of the Appendix. Similar to
the inner region results, the validity of the outer region expansion is restricted by
δC| log x|  1, leading to the restriction
|δC log x|  1 ⇒ x e−1/δC . (2.41)
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2.2.3 Overlap region
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Figure 2.3: Inner, outer and intermediate region behaviour of the slope of a fluid
interface at a moving contact line. The black solid line depicts the numerical solu-
tion to Eq. (2.28) with δC = 0.3 and λ = 10−5. The blue dashed, dash-dotted and
dotted lines represent the inner and outer region solutions to the leading, second
and third order in the rescaled capillary number δC, respectively. The full ana-
lytical expressions for these solutions are given in Sec. A.1 of the Appendix. The
red dash-dotted and dotted lines represent the limiting behaviour of the first and
second order solutions, respecitvely. These are given in Eqs. (2.35) and (2.40) for
the inner and outer region, respectively. Finally, the green dashed line represents
the overlap region behaviour given in Eq. (2.49).
Let us now show the validity of the viscocapillary balance (2.10). We do so by
rewriting the full thin-film equation (2.28) in terms of the variable
z = δC log x. (2.42)
For convenience, we write the height in terms of
S(z; δC) =
h(x)
x
. (2.43)
Eq. (2.28) then transforms to
1 = S
(
S + λe−z/δC
)(dS
dz − δ
2
C
d3S
dz3 +
e2z/δC
δC
(
S − α¯+ δCdSdz
))
. (2.44)
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In order to proceed with the analysis, we assume that S′′′ is of the same order or
smaller than S′, which allows us to discard the third derivative of S in (2.44) for
small δC. Eggers (2005) showed that this assumption breaks down in the receding
case for large enough capillary numbers.
If, however, S′′′ = O(S′), then Eq. (2.44) simplifies to
dS
dz = fL(S) +O
(
λ
x
, δ2C,
e2z/δC
δC
)
, (2.45)
with
fL(S) =
1
S2
. (2.46)
Let us now apply
(
1 + δC ddz
)
on Eq. (2.45). We obtain
dS
dz + δC
d2S
dz2 = fL(S) + δCf
′
L(S)
dS
dz +O
(
λ
x
, δ2C,
e2z/δC
δC
)
⇔ ddz
(
S + δC
dS
dz
)
= fL
(
S + δC
dS
dz
)
+O
(
λ
x
, δ2C,
e2z/δC
δC
)
⇔ ddz
(dh
dx
)
= fL
(dh
dx
)
+O
(
λ
x
, δ2C,
e2z/δC
δC
)
,
where it was used that dhdx = S + δC
dS
dz . Written in terms of the coordinate x, we
get
x
δC
d
dx
(dh
dx
)
= fL
(dh
dx
)
+O
(
λ
x
, δ2C,
x2
δC
)
, (2.47)
which is the thin-film version of the viscocapillary balance (2.10).
The overlap region behaviour in the thin film regime is therefore solved with
(2.16), where insertion of Eq. (2.46) into Eq. (2.15) yields
GL(h′) =
(h′)3
3 . (2.48)
In particular, it can be seen that up to O(x, δCx log x), the inner and outer re-
gion expansions (2.35) and (2.40) are in fact regular expansions of the full limiting
behaviours
dhin
dxˆ = (1 + 3δC log xˆ+ 3δC)
1/3 +O
(
λ, x, δ2C
)
, (2.49a)
and dh
out
dx =
(
θ3m + 3δC log x+ 3Coutθ2mδC
)1/3
+O
(
λ, x, δ2C, δCx log x
)
,
(2.49b)
in agreement with (2.3). The matching condition (2.22) becomes in the thin-film
case:
θ3m − 1 = 3δC
(
− log λ+ 1− Coutθ2m
)
+O
(
δ2C
)
. (2.50)
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In previous works, it was noted that applying the cube on expansions (2.35) and
(2.40) allows for a direct matching procedure between the inner and the outer region
(Ref. Eggers (2005), Vellingiri et al. (2011), Sibley et al. (2012), Savva & Kalliadasis
(2012), Sibley et al. (2014)). In particular, they noticed that after applying the
cube, the coefficients in front of the logarithmic terms were consistent for the inner
and outer region expansion, hence allowing for a direct matching procedure. Here,
we have shown why this works, and understand that the third power, represented
by GL in Eq. (2.48), inverts the cubic root in the thin-film version of Eq. (2.16),
mapping the slope to a function which is linear in z.
In Fig. 2.3, we compare a full numerical solution to the forced wetting case with
different orders of the regular expansion in the capillary number of the inner and
outer region solutions.
2.3 Stokes flow
Let us now derive the asymptotic results (2.3) for the outer and inner regions in the
Stokes regime, similar to Cox (1986). We also show the validity of the viscocapillay
balance (2.10) in the overlap region. By re-deriving the results in the framework
of a reinterpreted asymptotic analysis, we improve the clarity of the derivation
presented in Cox (1986), and emphasise its assumptions and limitations.
Phase A
Phase B
y
I
ϑ
x
r
U
ν t
Figure 2.4: Polar coordinate system r = (r, ϑ) for the outer region with fluid
interface I between fluid phases A and B and wall velocity U . The normal and
tangential vectors at the interface are ν and t, respectively.
The Stokes equations for a creeping stationary incompressible two-phase fluid
system with phases A and B are:
∇ · uA = 0, ∇ · uB = 0, (2.51a)
−∇pA + ηA∆uA = 0, −∇pB + ηB∆uB = 0, (2.51b)
with shear viscosities ηA,B. In Fig. 2.4, this scenario is depicted in a polar coordinate
system for a moving contact line with velocity U in a moving frame of reference.
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Let us now introduce dimensionless variables by employing U as a velocity scale.
Let the length scale L of the system be a macroscopic length scale of the outer flow,
e.g. the capillary length or a geometric length scale. We can then define the
following dimensionless variables:
u˜A,B =
uA,B
U
, r˜B =
rB
L
,
p˜A =
pAL
UηA
= pALCaγ , p˜B =
(pB − p0)L
UηA
= pBLCaγ −
p¯0
Ca , (2.52)
where Ca = UηA/γ is the capillary number and
p¯0 =
p0L
γ
(2.53)
is defined through the static pressure difference p0 between the two phases away
from the contact line. γ is the surface tension of the fluid interface. This ensures
that away from the contact line, the dimensionless pressures agree: p˜A = p˜B. The
resulting dimensionless Stokes equations are:
∇˜ · u˜A = 0, ∇˜ · u˜B = 0, (2.54a)
−∇˜p˜A + ∆˜u˜A = 0, −∇˜p˜B + λη∆˜u˜B = 0, (2.54b)
where λη is the ratio between the shear viscosities of phases A and B:
λη =
ηB
ηA
. (2.55)
In the following, we omit the tildes for the dimensionless variables.
By defining a streamfunction ΨA,B such that
(u, v) =
(
∂Ψ
∂y
,−∂Ψ
∂x
)
, (2.56)
the incompressible Stokes equations (2.54) can be rewritten as the biharmonic equa-
tion
∆∆ΨA,B = 0. (2.57)
The classical boundary conditions at the fluid interface and the substrate are given
in Tab. 2.1. There, the full dimensionless stress tensors in phases A and B are used.
These are defined by:
mA = −pAI +
(
∇u + (∇u)T
)
, (2.58a)
mB = −pBI + λη
(
∇u + (∇u)T
)
. (2.58b)
Let the fluid interface be described by an arc-length parametrisation I˜ : R →
R2, s→ c˜. Then the curvature can be written as the rate of change of the angle of
inclination with respect to the arc length s:
κ = dθds . (2.59)
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No flux through the wall v|y=0 = 0
No slip at the wall u|y=0 = 1
No flux through I ν · uA,B|I = 0
Continuity of tangential velocity at I t · (uA − uB)|I = 0
Continuity of tangential stress at I ν · (mA −mB) · t|I = 0
Continuity of normal stress at I ν · (mA −mB) · ν|I = κ−p¯0Ca
Table 2.1: Boundary conditions at the wall and the fluid interface for a moving
contact line with no slip at the wall. (u, v) are the velocity components of u in
direction parallel and normal to the wall, respectively. κ is the curvature of the fluid
interface (see also Fig. 2.4), and m is the full stress tensor, defined in Eqs. (2.58).
We note that for a regular parametrisation of the same interface I : R→ R2, ξ → c,
there is a map s→ ξ which defines an arc-length parametrisation
c˜(s) = c (ξ(s)) , (2.60)
and therefore, by application of the chain rule,
1 =
∥∥∥∥dc˜ds
∥∥∥∥ = ∥∥∥∥dcdξ
∥∥∥∥ dξds . (2.61)
Insertion of this result into Eq. (2.59) yields
κ = dθds =
dθ
dξ
(dξ
ds
)
= dθdξ
1∥∥∥dcdξ∥∥∥ , (2.62)
where
∥∥∥dcdξ∥∥∥ = √(dc1/dξ)2 + (dc2/dξ)2 with c = (c1, c2).
2.3.1 Asymptotic expansion
In contrast to the classical work by Cox (1986), we do not restrict our analysis
to the slip model. Instead, we assume that there is some nanoscale effect which
relieves the contact line singularity in the vicinity of the contact line. Whilst the
nature of this physical effect is not specified, it is assumed that far enough from the
contact line, the corrections to the classical equations due to this nanoscale effect
are of order O(λ).
Having made this crucial assumption, we now split the system into an outer
region, where r ∼ 1, and an inner region, where r ∼ λ. For convenience, we define
the inner region variable:
rˆ = r
λ
. (2.63)
It is now assumed that the outer region solution, valid for |r| ∼ 1, can be expanded
regularly as
Φ (r) ∼ Φout (r) +O (λ) (2.64)
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where Φ is a placeholder for pA,B,uA,B and θ.
Employing the assumption that the effect of the nanoscale physics in the inner
region vanishes quickly as |rˆ| → ∞, we expand the inner region solution regularly
in λ:
Φ (rˆ) ∼ Φinnano (rˆ)
|rˆ|→∞−−−−→ Φin (rˆ) +O (λ) , (2.65)
where Φinnano solves the inner region, including physical effects at the nanoscale, and
Φin (rˆ) is a solution to the Stokes equations with classical boundary conditions.
This procedure is formally different from the the approach in Cox (1986), where
an expansion in λ is done after expanding the outer and inner region solutions in
the capillary number Ca.
2.3.2 Outer region
The outer region solution is now regularly expanded in terms of the capillary num-
ber:
Φout = Φout0 + CaΦout1 +O(Ca2), (2.66)
where Φ is a placeholder for pA,B,uA,B, κ and θ. Let us parametrise the interface
I by the distance of the interface to the origin, i.e. ξ = r. After insertion into
Eq. (2.62), we obtain that the curvature is
κ = dθdr . (2.67)
Expansion (2.66) is now inserted in the Stokes equations (2.54) and the boundary
conditions given in Tab. 2.1. At the leading order, the normal stress boundary
condition is
O
(
Ca−1
)
: κout0 =
dθout0
dr = p¯0. (2.68)
Here, it was employed that the full stress tensors mA,B are of order one or smaller.
This means that in the outer region, at leading order in the capillary number Ca,
there is no singularity in the curvature as the contact line is approached, and one
obtains after integration
θout0 = θout00 +O(r), (2.69)
with the macroscopic contact angle θout00 as an integration constant. We recap that
after applying regular expansions in the small parameter λ and the capillary number
Ca, we also expand the outer solution regularly in the radial variable r, therefore
only being able to study the behaviour of the outer solution as r → 0. Whilst
this provides sufficient information for a matching procedure, it also means that
corrections to the estimate of the outer region contact angle θm for r ∼ 1 are of
order one. Nevertheless, in the literature, θout00 is often denoted as the macroscopic
contact angle θm, employed at r ∼ 1.
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We conclude from Eq. (2.69) that at leading order, for small values of r, the
static interface can be approximated by a wedge of angle θout00 . We can therefore
make use of the results of a Stokes flow in a fluid wedge, presented in Appendix
A.2.
To the next order in the capillary number, the normal stress boundary condition
for a fluid wedge, given in simplified form in (A.33), yields
O
(
Ca0
)
: κout10 =
dθout10
dr =
1
r
fS
(
θout00 ;λη
)
, (2.70)
where fS is defined in Eq. (A.34). Integration of Eq. (2.70) leads to
θout10 = fS
(
θout00 ;λη
)
log r + Cout, (2.71)
with integration constant Cout. The full expansion (2.66) of the slope of the interface
I is then given by
θout =
{
θout00 +O(r)
}
+ Ca
{
fS
(
θout00 , λη
)
log r + Cout + . . .
}
+O(Ca2). (2.72)
2.3.3 Inner region
Let us now describe the inner region, i.e. r ∼ λ, or rˆ ∼ 1. In the inner region
pressure, curvature and stress tensor are scaled accordingly by
κˆ = λκ, pˆ = λp, τˆ = λτ . (2.73)
Similar to the outer region, we also expand the variables for small capillary numbers
Ca→ 0 as
Φin = Φin0 + CaΦin1 +O(Ca2), (2.74)
where Φ is a placeholder for pˆA,B,uA,B, κˆ and θ. Insertion of expansion (2.74) into
the normal stress boundary condition in Tab. 2.1 gives to the leading order
O
(
Ca−1
)
: κin0 = λp¯0, (2.75)
and after integration we conclude that to the leading order, the slope of the interface
is
θin0 = θin00 +O(λrˆ). (2.76)
In order to match with the outer region result, we need to consider the limit rˆ →∞.
From Eq. (2.76), it is known that as long as λrˆ = r  1, the interface can be
approximated by a wedge, and — similar to the procedure for the outer region —
we can make use of the results for a Stokes flow in a fluid wedge as presented in
Sec. A.2 of the Appendix.
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Reinsertion into the normal stress boundary condition leads to the next-to-
leading order expression
O(Ca0) : κin10 =
1
rˆ
fS
(
θin00;λη
)
, (2.77)
which then leads to
θin10 = fS(θin00;λη) log rˆ + Cin, (2.78)
where Cin is an integration constant. Insertion of this results in the regular expan-
sion (2.74) finally leads to
θin =
{
θin00 +O(r)
}
+ Ca {fS (θw;λη) log rˆ + Cin + . . .}+O(Ca2), (2.79)
where we have set θw = θin00.
2.3.4 Overlap region
Let us now consider a region where
r log r  1 and 1
rˆ
 1. (2.80)
For example, the two expressions on the left hand side of the inequality are smaller
than 0.1 for r ∈ [10λ, 0.028]. Here, it is convenient to use the variable z, defined in
Eq. (2.7), and introduce the rescaled streamfunction as
gA,B(z, ϑ) =
ΨA,B
r
. (2.81)
In Appendix A.3, it is shown that insertion of this approach into the classical
boundary conditions in Tab. 2.1 and the Stokes equations leads to the modified
boundary conditions in Tab. 2.2. In particular, the normal stress balance at the
interface becomes
dβ
dz =
((
∂gA
∂ϑ
+ ∂
3gA
∂ϑ3
)
− λη
(
∂gB
∂ϑ
+ ∂
3gB
∂ϑ3
))
+O
(
Ca2
)
, (2.82)
where β is the angular variable defining the position of the fluid interface (see
Fig. A.2).
Insertion of approach (2.81) into the biharmonic equation for the streamfunction
leads to Eq. (A.37), in which no terms of order O (Ca) appear. The same holds true
for the boundary conditions in Tab. 2.2. We conclude that we can expand
gA = gA,0 +O(Ca2), (2.83a)
gB = gB,0 +O(Ca2), (2.83b)
β = β0 +O(Ca2). (2.83c)
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No flux through the wall gA,B|ϑ=0/pi = 0
No slip at the wall ∂gA∂ϑ
∣∣∣
ϑ=0
= − ∂gB∂ϑ
∣∣∣
ϑ=pi
= 1
No flux through I gA,B|ϑ=β = 0
Continuity of tangential velocity at I ∂gA∂ϑ
∣∣∣
ϑ=β
= ∂gB∂ϑ
∣∣∣
ϑ=β
Continuity of tangential stress at I ∂2gA
∂ϑ2
∣∣∣
ϑ=β
= λη ∂
2gB
∂ϑ2
∣∣∣
ϑ=β
Table 2.2: Classical boundary conditions for a moving contact line with no slip at
the wall, written in terms of gA,B (see Eq. (2.81)). For details of the derivation,
see also Sec. A.3 of the Appendix. Here, the normal velocity boundary conditions
at the walls were integrated to obtain that Ψ = const. at the walls, setting the
constant to zero. This is only possible if there is no mass flux from the intermediate
region to the inner region. This point is not mentioned by Cox (1986). The normal
stress balance is given in Eq. (2.82).
At the leading order, Eq. (A.37) with boundary conditions given in Tab. 2.2 is
solved by
rgA,0(z, ϑ) = ΨHSA (r, ϑ;β0) (2.84a)
rgB,0(z, ϑ) = ΨHSB (r, ϑ;β0) , (2.84b)
where ΨHSA,B are defined in (A.26a) and (A.26b). Insertion of this solution into
the normal stress boundary condition (2.82) then provides a differential equation
defining the leading order behaviour of β:
dβ0
dz = fS(β0;λη), (2.85)
where fS is defined in (A.34). Together with Eq. (A.45), we obtain
dθ
dz =
dβ
dz + Ca
d2β
dz2 +O(Ca
2)
=fS(β0) +
dfS
dz (β0)
(
Cadβdz
)
+O(Ca2)
=fS(θ) +O(Ca2). (2.86)
This corresponds to the viscocapillary balance (2.10).
2.3.5 Matching condition
Having shown the validity of the Eqs. (2.3) and (2.10) used in the asymptotic
analysis of Sec. 2.1, we conclude that the matching condition corresponding to
(2.22) also holds in the Stokes regime:
GS(θm)−GS(θw) = Ca
(
− log λ+ Cin
fS(θw)
− Cout
fS(θm)
)
+O(Ca2). (2.87)
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Here, GS is defined according to Eq. (2.15):
GS(β0;λη) =
∫ β0
0
1
fS(β;λη)
dβ. (2.88)
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Figure 2.5: GS(θ) defined in Eq. (2.88) for shear viscosity ratios λη = {0, 1, 10},
represented by the dashed, dotted and dash-dotted lines, respectively. The black
solid line depicts θ3/9, where θ is inserted in radians. This is the thin-film limit of
GS for a fluid in vacuum (λη = 0), giving a very good agreement with the black
dotted line for contact angles up to over 90◦.
In general, GS cannot be solved for analytically. We therefore show in Fig. 2.5
the behaviour of GS for various viscosity ratios λη. For two special cases, however,
an analytical integration of Eq. (2.88) is possible. First, a liquid phase surrounded
by vacuum (λη = 0), was considered by Voinov (1976) and Hocking & Rivers (1982).
In this case GS(θ;λη) can be solved for analytically (Ref. Sibley et al. (2015)):
GS(θ;λη = 0) =
ipi2
24 −
θ
2 log[1 + e
iθ] + i2[Li
(
2, 1 + eiθ
)
+ Li
(
2, eiθ
)
]− sin θ2 ,
θ→0−−−→ θ
3
9 −
θ5
450 +O(θ
7), (2.89)
where Li (2, ζ) =
∫ ζ
1 [log(t)/(1− t)]dt is the dilogarithm function defined by Spence’s
integral (Ref. Abramowitz & Stegun (1965)). The second special case for which GS
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can be integrated analytically is the case of two equally viscous fluid phases:
GS(θ;λη = 1) =
1
2pi
{
(2θ − pi) sin θ + 12θ (pi − θ) log
(1− cos θ
1 + cos θ
)
+ 72ζ(3)
+ 3 (cos θ − 1)− i (pi − 2θ)
[
Li
(
2, eiθ
)
− Li
(
2, e−iθ
)]
−2
[
Li(3, eiθ)− Li(3, e−iθ)
]}
, (2.90)
where ζ is the Riemann Zeta function.
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Macroscopically, a two-phase system can be described by two sets of single-phase
equations, with appropriate boundary conditions at the fluid interface. Whilst
the boundary conditions ensure the continuity of the velocity field across the fluid
interface, there may be jumps in the pressure field, the density and the viscosity
across the interface. To capture the interface and the discontinuities numerically,
special numerical techniques are required.
First, the fluid interface can be tracked explicitly with a so-called front-tracking
technique, where the viscosity and density fields are uniform in each phase, with
a jump condition at the interface (see e.g. Koebe et al. (2002), Unverdi & Tryggv-
ason (1992)). Second, so-called level-set methods compute the advection of a field
variable representing the distance to the interface. The value of this variable has to
be reinitialised regularly to ensure the consistency of the method. Third, one can
compute the advection of a colour function or volume-fraction of each phase, and
reconstruct the interface from this information. As a fourth alternative, one may
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derive diffuse interface equations using non-equilibrium thermodynamics. These
diffuse interface equations model the transport equation of the order parameter via
a convection-diffusion equation (see also Anderson et al. (1998)). For a more de-
tailed pedagogical overview of the different methods, we refer to Sui et al. (2014)
and Scardovelli & Zaleski (1999).
Diffuse interface methods stand out from this list in that their use is often
motivated physically. This goes back to van der Waals, who extended the idea of
describing two phases of one fluid by one equation of state to the interphase between
fluid phases (see van der Waals (1873) and Rowlinson (1988) for a translation of
the original paper). In particular, a fluid interface has a small but finite thickness
of a few molecular diameters. The density of a single fluid two-phase system can
therefore be assumed to vary rapidly, but smoothly, across this interface.
Korteweg (1901) then suggested a constitutive law for the capillary stress tensor
for a liquid-vapour system, thereby including surface tension effects in a diffuse in-
terface description. Cahn & Hilliard (1958) applied these ideas to a binary fluid
undergoing spinodal decomposition. Similarly, interface boundaries occurring in
solids were described by Allen & Cahn (1979) using a non-conservative diffuse in-
terface model. For a detailed review and comparison of diffuse interface models,
see also Anderson et al. (1998), Jacqmin (1999) and Sibley, Nold & Kalliadasis
(2013). In the following, we only consider single fluid liquid-vapour and binary
fluid systems.
Diffuse interface models typically employ equations of state for the free energy
of the bulk liquid. Inhomogeneities of the density profile — i.e. the fluid interface
— are accounted for by an expansion of the free energy in terms of gradients of
the density. Physically, this is justified by assuming that locally, the fluid is at
equilibrium. This local equilibrium hypothesis is, however, only valid if the density
changes slowly. This is valid for wide fluid interfaces near the critical point. In
practice, however, diffuse interface methods are applied away from the critical point,
and the physical motivation is considerably weakened. We therefore categorise
the diffuse interface methods as mesoscopic, because they employ ideas from the
nanoscale, and are used to compute multiphase scenarios at the macroscale.
Within diffuse interface models, the ratio between the width of the fluid interface
and the a macroscopic length scale is defined by a numerical parameter of the
system, known as the Cahn number Cn. Typically, the Cahn-number is chosen
to be small. If the numerical result does not change upon further decrease of Cn,
then it is assumed to have converged numerically to the sharp interface limit. This
‘numerical convergence criterion’ (Ref. Yue et al. (2010)) allows for the use of
macroscopic interface thicknesses, provided that numerical convergence is obtained
at these scales as suggested by Khatavkar et al. (2007). The only physical constraint
on the consistency of the model is that the equations converge to the macroscopic
single-phase equations and the respective boundary conditions at the interface.
The difference between a physical and numerical motivation for using diffuse
interface models is important: A purely numerically motivated use of diffuse in-
terface models, and hence an application only for Cn → 0, requires an asymptotic
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verification of the model by comparison with the well-established equations for the
bulk phase and the boundary conditions at the interface. In contrast, a physically
motivated use of the model, which would also be used to describe nanoscale prop-
erties of the system at the fluid interface, can only be verified by a comparison with
experimental measurements at the nanoscale.
In this chapter, we discuss diffuse interface models for both a single fluid, where
a liquid is in contact with its vapour phase, and a binary fluid. In Sec. 3.1, we de-
rive the governing equations for both systems from nonequilibrium thermodynamic
principles - therefore providing a physical motivation. In Sec. 3.2, a dimensionless
form of the equations for a binary fluid system is given and the physical bulk and
interface properties are analysed. In Sec. 3.3 the validity of the macroscopic equa-
tions and boundary conditions is derived in the sharp interface limit. Finally, in
Sec. 3.4, we apply the diffuse interface equations to the moving contact line prob-
lem and compare numerical results with predictions from asymptotic theory for the
overlap region derived in Chapter 2.
3.1 Nonequilibrium thermodynamics
In this section, we derive diffuse interface equations for single and binary fluid sys-
tems using nonequilibrium thermodynamics. This derivation proves the consistency
of the governing equations with the second law of thermodynamics. As mentioned
above, it does, however, not prove that the model holds at the nanoscale. Ulti-
mately, the use at such small scales can only be justified by a comparison of the
results with experiments, or by a derivation of the respective equations from first
principles (see also discussion in chapter 4).
First, we derive the transport equations for mass, momentum, energy and en-
tropy for a single fluid system. This was done by Anderson et al. (1998) using basic
ideas from classical nonequilibrium thermodynamics. Onuki (2007) has presented
an alternative derivation, based on the principle of positive global entropy produc-
tion. Intriguingly, Onuki obtains a modified stress tensor and heat flux, ultimately
leading to an additional entropy flux. Here, we reconcile both results by deriving a
generalised set of transport equations, for which the expression in Anderson et al.
(1998) and Onuki (2007) are only special cases.
Second, we derive the transport equations for a binary fluid system, where the
order parameter is given by the mass fraction of one species in the fluid. The
behaviour for a binary fluid system is fundamentally different from a single fluid
system, because it allows for diffusive transport of the phase-field. Furthermore,
velocities and densities are described in terms of average quantities. This also means
that boundary conditions such as the no-slip condition only apply to the average
velocity, whilst still allowing for diffusive transport along the surface. We return to
this point in Secs. 3.3 and 3.4.
The general idea of classical nonequilibrium thermodynamics is to formulate
transport equations with generalised transport terms and an undefined entropy
3.1. Nonequilibrium thermodynamics 59
production term. It is then assumed that the system is at local equilibrium. In
other words, the Gibbs equation is assumed to hold locally for a system out of
equilibrium (Ref. Lebon et al. (2008)). This assumption is only fulfilled if the
system can be divided into small volume boxes in which the variables are quasi-
uniform. At the fluid interface, this is only true close to the critical point, at which
the thickness of the interface diverges.
If thermodynamic fluxes (such as the heat flux) are small and thermodynamic
forces (such as the gradient of the temperature) vary slowly, then the entropy pro-
duction can be written as a sum of products of thermodynamic fluxes and forces.
A positive entropy production is then ensured by assuming a linear relationship
between thermodynamic fluxes and forces, therefore leading to the desired con-
stitutive equations. For a detailed introduction to classical nonequilibrium ther-
modynamics, we refer to Lebon et al. (2008). In the following section, we apply
these principles to a single and a binary fluid system for which the internal energy
and the entropy are expanded in terms of gradients of the order parameter of the
system.
3.1.1 Single fluids
In this section, we derive the transport equations for a single fluid system with
the aim to generalise the analysis provided in Anderson et al. (1998) to include
the additional heat and entropy fluxes presented in Onuki (2007). This is done by
employing classical nonequilibrium thermodynamics, similar to Ref. Anderson et al.
(1998). First, we formulate generalised transport equations, and then — employing
the local equilibrium hypothesis — derive an expression for the entropy production.
In contrast to bulk systems, here we include the effect of density variations by
expanding the internal energy uˆ and the entropy sˆ of the system in terms of the
gradient of the density %. By requiring isotropy, one obtains that the next-to-leading
order term is the square of the absolute value of the gradient:
%uˆ = %u+ K
%
E(%)
2 |∇%|
2, (3.1a)
%sˆ = %s+ K
%
S(%)
2 |∇%|
2. (3.1b)
Here, K%E and K
%
S are coefficients of the square-gradient expansion, and u, s are the
local (i.e. bulk) internal energy and entropy, respectively. The internal energy uˆ
can be linked to the total energy uT via the kinetic energy contribution:
%uT = %uˆ+
%
2 |u|
2. (3.2)
The transport equations for matter, momentum, the total energy and entropy
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with generalised thermodynamic fluxes can then be written as
Mass: D%Dt = −% (∇ · u) (3.3a)
Momentum: %DuDt =∇ ·m (3.3b)
Energy: %DuTDt =∇ · (mu− q) (3.3c)
Entropy: %DsˆDt = −∇ · jsˆ + σsˆ. (3.3d)
The thermodynamic fluxes are given by the stress tensor m, the heat flux q and
the entropy flux jsˆ. σsˆ is the entropy production.
The local equilibrium hypothesis allows to employ the Gibbs law for the local
(bulk) quantities, which yields
%
Ds
Dt =
%
T
Du
Dt +
p%
T
D (1/%)
Dt . (3.4)
Together with Eqs. (3.1) and (3.2), this is used to formulate an expression for DsˆDt ,
which is then be split into an entropy flux and an entropy production term (see also
Eq. (3.3d)).
In Sec. B.1 of the Appendix, it is shown that by defining the tensor
T%K =
(1
2
(
K + %dKd%
)
|∇%|2 +K%∆%
)
I−K∇%⊗∇%, (3.5)
one obtains the transport equation for the entropy
%
Dsˆ
Dt = −∇ · jsˆ + σsˆ =
1
T
(
m−
(
−pI + T%
K%F
))
:∇u
+
(
q +K%E
D%
Dt∇%
)
·∇
( 1
T
)
−∇ ·
(
q
T
+ K
%
F
T
D%
Dt∇%
)
, (3.6)
with
K%F = K
%
E − TK%S . (3.7)
The crucial point linking the results from Anderson et al. (1998) and Onuki
(2007) is that the term coupling the gradient of the temperature with the gradient
of the density in the second row of Eq. (3.6) can also be rewritten as a tensor
multiplication with the gradient of the velocity:
K%E
D%
Dt∇% ·∇
( 1
T
)
=−
(
K%E%∇% ·∇
( 1
T
)
I
)
:∇u, (3.8)
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The term is therefore split as follows:
K%E
D%
Dt∇% ·∇
( 1
T
)
=− a
(
K%E%∇% ·∇
( 1
T
)
I
)
:∇u (3.9)
+ (1− a)
(
K%E
D%
Dt∇%
)
·∇
( 1
T
)
,
where a is a real-valued parameter. In particular, it will be shown that this term
affects both the heat flux and the stress tensor.
The stress tensor m is written as a sum of an irreversible contribution τ and a
reversible contribution Π%
m = τ + Π%, (3.10)
where we define the reversible stress tensor as
Π% =
{
−p+ aTK%E%∇% ·∇
( 1
T
)}
I + T%
K%F
. (3.11)
Finally, insertion of Eqs. (3.9)-(3.11) into Eq. (3.6) leads to
%
Dsˆ
Dt = −∇ · jsˆ + σsˆ =
τ
T
:∇u
+
(
q + (1− a)K%E
D%
Dt∇%
)
·∇
( 1
T
)
−∇ ·
(
q
T
+ K
%
F
T
D%
Dt∇%
)
. (3.12)
Let us now split the thermodynamic flux τ into a direction-independent bulk
contribution τbI and a traceless part τ dev:
τ = τbI + τ dev. (3.13)
This is a modelling decision and allows to write the entropy production, using
Eq. (3.12), as
σsˆ =
τ dev
T
: 12
(
∇u + (∇u)T
)
+ τb
T
(∇ · u)
+
(
q + (1− a)K%E
D%
Dt∇%
)
·∇
( 1
T
)
−∇ ·
(
−jsˆ + q
T
+ K
%
F
T
D%
Dt∇%
)
. (3.14)
Here, it was used that τ has to be symmetric due to the assumed isotropy of the sys-
tem. The thermodynamic force (∇ · u) linked to the bulk contribution τb models the
stretching/ compression of an infinitesimal volume element, i.e. velocity differences
normal to its surfaces. In contrast, the thermodynamic force
(
∇u + (∇u)T
)
/2
linked to the traceless deviatoric part τ dev describes velocity changes in direction
tangential to the surfaces of an infinitesimal volume element.
62 Chapter 3. The Mesoscale – Diffuse Interface Models
Expression (3.14) is linear in the thermodynamic fluxes τb, τ dev, q and jsˆ, and
in the thermodynamic forces ∇(1/T ), 1T (∇ · u) and 12T
(
∇u + (∇u)T
)
. One way
to ensure a positive entropy production
σsˆ
!≥0 (3.15)
is to assume a linear relation between thermodynamic fluxes and forces, such that
we obtain after some algebra
τb =
(
ζ − 23η
)
(∇ · u) , (3.16a)
τ dev = η
(
∇u + (∇u)T
)
, (3.16b)
q = −λT∇T − (1− a)K%E
D%
Dt∇%, (3.16c)
jsˆ = −λT∇T
T
− 1
T
(aK%E −K%ST )
D%
Dt∇%. (3.16d)
Here, the thermal conductivity λT , the shear viscosity η and the bulk viscosity ζ
are scalar phenomenological coefficients. We have chosen the prefactor
(
ζ − 23η
)
for the scalar contribution to the irreversible part of the stress tensor, as this will
lead to positive entropy production for ζ, η ≥ 0. In particular, we obtain
σsˆ =
1
T
(ε˙v + ε˙θ) , (3.17)
where the viscous heat production rate ε˙v and the thermal heat production rate ε˙θ
are
ε˙v = τ :∇u = ζ (∇ · u)2 + η2
(
∇u + (∇u)T − 23 (∇ · u) I
)2
, (3.18a)
ε˙θ =
λT
T
(∇T )2 . (3.18b)
The continuity equation (3.3a), the momentum balance (3.3b), as well as the
transport equation for the local internal energy (B.3) and the local entropy (B.4)
become
D%
Dt = −% (∇ · u) (3.19a)
%
Du
Dt = −∇p+∇ · τ +∇ ·T
%
K%F
+∇
(
aTK%E%∇% ·∇
( 1
T
))
(3.19b)
%
Du
Dt = −p (∇ · u) + τ :∇u− T
(
T%
K%S
:∇u
)
+∇ · (λT∇T ) (3.19c)
− T∇ ·
(
aK%E
T
D%
Dt∇%
)
%T
Ds
Dt = τ :∇u− TT
%
K%S
:∇u +∇ · (λT∇T )− T∇ ·
(
aK%E
T
D%
Dt∇%
)
. (3.19d)
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We see that setting the coefficient a = 0 leads to the set of equations derived by
Anderson et al. (1998) typically found in the literature, whilst a = 1 corresponds
to the set of equations derived by Onuki (2007) using a global entropy production
approach. Here, we have shown that these model equations are in fact special cases
of the more general Eq. (3.19).
3.1.2 Binary fluids
Let us now consider a system of two immiscible fluids i = {1, 2} with density and
velocity fields %i and ui, respectively. The density distribution of the system is
either described by the density of the two fluids %1,2, or by the total density
% = %1 + %2 (3.20)
and the mass fraction of one of the two components
ci =
%i
%1 + %2
for i = {1, 2}. (3.21)
Note that others define c as being the volume fraction as opposed to the mass
fraction employed here (see e.g. Ding et al. (2007)). The velocity is either described
by the fields u1,2 or by the average velocity, weighted by the densities
u = %1u1 + %2u2
%
(3.22)
and the diffusive mass flux of one of the two components
ji = %i (ui − u) . (3.23)
In the following, let c and j without subscript denote the mass fraction and mass
flux of the first component, c1 and j1, respectively. We choose to describe the
system by the variables {%, c,u, j}.
It is assumed that the primary cause for inhomogeneous variations of the internal
energy and entropy is the change of the mass fraction c. Consequently, the internal
energy and entropy are expanded not in terms of the density as in Eq. (3.1), but of
the mass fraction c:
%uˆ = %u+ K
c
E
2 |∇c|
2, (3.24a)
%sˆ = %s+ K
c
S
2 |∇c|
2, (3.24b)
where for simplicity the coefficients KcE,KcS are taken to be constant.
As a set of generalised transport equations, we employ Eqs. (3.3) for the average
density, velocity, energy and entropy of the system, completed by the conservation
equation for the mass fraction c:
%
Dc
Dt = −∇ · j. (3.25)
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The Gibbs law for the local (bulk) properties of a binary fluid system yields
%
Ds
Dt =
%
T
Du
Dt +
p%
T
D (1/%)
Dt −
%
T
µc
Dc
Dt , (3.26)
where the generalised chemical potential µc of the system can be linked to the free
energy of the system via
µc =
df
dc . (3.27)
Let us define the tensor
TcK = K
(1
2 |∇c|
2I−∇c⊗∇c
)
. (3.28)
In Sec. B.2 of the Appendix is is shown how this can be used to reformulate the
evolution equation for the entropy:
%
Dsˆ
Dt = −∇ · jsˆ + σsˆ =
1
T
(
m−
(
−pI + TcKcF
))
:∇u
+
(
q +KcE
Dc
Dt∇c
)
·∇
( 1
T
)
− j ·∇
(
µˆc
T
)
+∇ ·
(
−q
T
− K
c
F
T
Dc
Dt∇c+
j
T
µˆc
)
, (3.29)
where for convenience, we have defined
µˆc = µc − K
c
F
%
∆c. (3.30)
The full stress tensor m is split into a reversible and an irreversible contribution
Πc
m = Πc + τ , (3.31)
with
Πc = −pI + TcKcF , (3.32)
and the irreversible contribution to the stress tensor, τ is split into τbI and τ dev as
in Eq. (3.13). We therefore obtain for the entropy production
σsˆ =
τ dev
T
: 12
(
∇u +∇uT
)
+ τb
T
(∇ · u)
+
(
q +KcE
Dc
Dt∇c
)
·∇
( 1
T
)
− j ·∇
(
µˆc
T
)
−∇ ·
(
−jsˆ + q
T
+ K
c
F
T
Dc
Dt∇c−
µˆcj
T
)
. (3.33)
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Analogous to the previous section, a positive entropy production is required,
while the thermodynamic fluxes are assumed to linearly depend on the thermody-
namic forces. As a result, we obtain the same formulations for the irreversible stress
tensors also given in Eqs. (3.16a) and (3.16b). The heat flux q, the diffusive mass
flux j and the entropy flux jsˆ become
q = −λT∇T −KcE
Dc
Dt∇c, (3.34a)
j = −D∇
(
µˆc
T
)
(3.34b)
jsˆ = −λT∇T
T
+KcS
Dc
Dt∇c, (3.34c)
with coefficients equal to the thermal conductivity λT and the diffusion coefficient
D. The governing set of equations therefore become
D%
Dt = −% (∇ · u) (3.35a)
%
Du
Dt = −∇p+∇ · τ +∇ ·T
c
KcF
(3.35b)
%
Dc
Dt =∇ ·
(
D∇
(
µˆc
T
))
(3.35c)
%
Du
Dt = −p (∇ · u) + τ :∇u∇ · (λT∇T )− T
(
TcKcS :∇u
)
(3.35d)
%T
Ds
Dt = τ :∇u− TT
c
KcS
:∇u +∇ · (λT∇T ) . (3.35e)
3.2 Incompressible isothermal binary fluids
In this section, we present a nondimensionalisation of the transport equations for
an incompressible isothermal binary fluid system. In this case, the system can be
described by Eqs. (3.35a)-(3.35c). Also, the modified stress flux in the momentum
equation, given by the last term in Eq. (3.35b), vanishes.
Furthermore, we note that the penultime term of the momentum equation
(3.35b) can also be written as
∇ ·TcKcF = −K
c
F (∆c)∇c (3.36a)
= −∇ (%f) + %µˆc∇c (3.36b)
= −∇ (%f − %µˆcc)− c∇ (%µˆc) . (3.36c)
As described by Sibley, Nold & Kalliadasis (2013), irrotational terms can be ab-
sorbed by the pressure, which — in contrast to the single fluid case — is an in-
dependent variable. In the literature, both formulations (3.36b) and (3.36c) are
employed as expressions for the stress tensor. For example, the body force µˆc∇c
(see Eq. (3.36b)) has been employed by Qian et al. (2006), Ding & Spelt (2007),
Ding et al. (2007) and Yue et al. (2010). In contrast, the body force −c∇ (%µˆc) (see
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Eq. (3.36c)) has been employed by Jacqmin (1999, 2000). Here, we employ formu-
lation (3.36b), because it does not include the gradient of the chemical potential,
and therefore avoids taking the third derivative of the mass fraction field c.
In a minimalist approach, we consider binary fluid of equal density and viscosity.
The system is therefore incompressible, and the transport equations (3.35) become
∇ · u = 0 (3.37a)
%
Du
Dt = −∇ (p+ %f) +∇ · τ + %µˆc∇c (3.37b)
%
Dc
Dt =∇ · (M∇µˆc) , (3.37c)
where τ is defined in Eqs. (3.13), (3.16a)-(3.16b) and where we have introduced
the mobility
M = D
T
. (3.38)
3.2.1 Nondimensionalisation
The transport equations (3.37) include the parameters %, η and M. In the following,
it is assumed that the functional dependence of the local free energy on the mass
fraction c is uniquely defined by the coefficient KcF and the interface width εI .
Furthermore, we assume that the boundary conditions define a velocity scale U .
Through a dimensional analysis, the system is reduced to the four dimensionless
parameters
Re = %UL
η
, Cak =
4
3
Uη
γ
, Cn =
√
2εI
L
, `D =
2
√
Mη
%L
, (3.39)
where Re is the Reynolds number, Cak is a rescaled capillary number, Cn is the
Cahn number, and L is a yet undefined length scale of the system. The surface
tension γ will later be shown to be
γ = K
c
F
3
√
2εI
. (3.40)
It is now clear that three natural length scales emerge: η/ (%U), the interface
thickness εI and the so-called diffusion length
√
Mη. Here, we are interested in the
length scales relevant for the inner region contact line. Inspired by the work of Yue
et al. (2010) and Yue & Feng (2011), where it is postulated that the contact line
singularity is resolved at the diffusion length scale, we set
L = 2
√
Mη
%
, (3.41)
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leading to `D = 11. Consequently, the variables of the system are made dimension-
less through
u˜ = u
U
, r˜ = r
L
,
p˜ = L
ηU
(p+ %f) , τ˜ = L
ηU
τ = ∇˜u˜ +
(
∇˜u˜
)T
,
t˜ = U
L
t, φ = 2c− 1,
µ˜ = L%2Uη µˆc, f˜ =
4
3
L%
γ
f. (3.42)
In the remainder of this chapter, we omit the tilde notation for the dimensionless
case. Neglecting inertial terms through the low-Reynolds number limit for steady
flows, one obtains the following set of dimensionless equations:
∇ · u = 0 (3.43a)
0 = −∇p+∇ · τ + µ∇φ (3.43b)
u ·∇φ = ∆µ. (3.43c)
The chemical potential, defined in Eqs. (3.27) and (3.30), becomes in dimensionless
variables
Cakµ =
df
dφ − Cn∆φ. (3.44)
This is also the necessary condition for a minimization of the global free energy
functional:
min
φ(·)
∫
V
(
f + Cn2 |∇φ|
2 − Cakµφ
)
dV. (3.45)
Furthermore, the body force accounting for surface tension effects can be written
as
µ∇φ =∇ · T¯, (3.46)
where the surface tension contribution to the reversible stress tensor (3.28) becomes
in dimensionless form
T¯ = 1Cak
{(
f + Cn2 |∇φ|
2
)
I− Cn (∇φ⊗∇φ)
}
. (3.47)
3.2.2 The fluid-fluid interface
Typically, the local free energy, f (φ) is defined as a double-well potential:
f(φ) = 12Cn
(
1− φ2
)2
. (3.48)
1Yue et al. (2010), Yue & Feng (2011) use the notation ‘S’ for `D.
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Employing this definition, at equilibrium and saturation chemical potential µ = 0,
Eq. (3.44) is solved through
φ(z) = tanh
(
z
Cn
)
, (3.49)
which is the phasefield at an equilibrium fluid interface. Here, z is the coordinate
normal to the interface and the Laplace operator in (3.44) becomes in the planar
case d2dz2 . The corresponding excess free energy per area represents the surface
tension
γ =
∫ ∞
−∞
(
f + Cn2
(dφ
dz
)2)
dz = 43 , (3.50)
consistent with Eq. (3.40) in dimensionless form.
3.2.3 The wall-fluid interface
From the local equilibrium hypothesis, it follows that φ solves Eq. (3.44) at any point
in the domain. In other words, even out of equilibrium, the phase-field minimises the
free energy functional of the system for the given chemical potential distribution. If
a system with volume V includes boundaries ∂V , then a surface-free energy fw (φ)
is attributed to the boundaries and the full free energy functional to be minimised
becomes in dimensionless form
min
φ(·)
∫
V
(
f + Cn2 |∇φ|
2 − Cakµφ
)
dV +
∫
∂V
fwdS. (3.51)
Applying the variational principle onto the above expression, we obtain as a neces-
sary condition that∫
V
(df
dφ − Cn∆φ− Cakµ
)
χdV +
∫
∂V
(
Cn (ν ·∇φ) + dfwdφ
)
χdS = 0 (3.52)
for all test functions χ. Here, ν is the outward normal vector to the boundary ∂V .
The first volume integral leads to the known relationship between the chemical
potential, the free energy and the phase-field in the bulk phase of the system, given
in Eq. (3.44). The surface boundary term provides the boundary condition for
Eq. (3.44):
Cn (ν ·∇φ) + dfwdφ = 0. (3.53)
Qian et al. (2006) relaxed this condition to include a ’surface chemical potential’,
ultimately leading to generalized Navier-slip boundary conditions.
From a macroscopic point of view, the only information available to model the
wall free energy is the equilibrium contact angle θeq of the system. For convenience
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and consistency with the model presented in Sibley, Nold & Kalliadasis (2013), we
also require that the gradient at the wall-fluid interfaces vanishes in both phases:
dfw
dφ (−1) =
dfw
dφ (1) = 0. (3.54)
In this case, the wall-fluid surface tensions γwf,1, γwf,2 correspond to the value of the
wall free energy at the wall:
fw(−1) = γwf,1 and fw(1) = γwf,2. (3.55)
The lowest-order polynomial to satisfy the four conditions (3.54) and (3.55) is
of the form
fw(φ) =
γwf,1 + γwf,2
2 −
1
4φ
(
3− φ2
)
γ cos θeq, (3.56)
where we have already employed Young’s equation γwf,1−γwf,2 = γ cos θeq. Finally,
Eq. (3.53) for the phase-field at the wall can be written as
Cn (ν ·∇φ)− 34
(
1− φ2
)
γ cos θeq = 0. (3.57)
Other boundary conditions at the wall are the no-slip condition and the condi-
tion of zero flux through the wall, given by
u = uwall, (3.58a)
∇µ · ν = 0. (3.58b)
3.3 The sharp interface limit
Understanding the sharp interface limit is a prerequisite for developing an under-
standing of the fluid behaviour at the moving contact line. Here, we follow closely
the analysis done by Anderson et al. (2001) and Sibley, Nold & Kalliadasis (2013),
and apply it to the set of dimensionless equations presented in Sec. 3.2.1. In partic-
ular, we assume that with this nondimensionalisation, all variables of the system,
including the stress tensor τ , are bounded in the sharp interface limit. This as-
sumption is validated by a comparison with numerical results in Sec. 3.4.2.
3.3.1 Outer region expansion
Let the outer region of the system be defined by the two bulk phases, which we
denote by ±, far enough from the fluid interface (see Fig. 3.1). The variables of the
system in this region are then expanded in terms of the Cahn number:
Φ = Φ±0 + CnΦ±1 +O
(
Cn2
)
, (3.59)
where Φ denotes any of the variables of the system {u, v, p, φ, µ}, as well as the
stress tensor τ .
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c(t) q1
q2
Φ˜
Φ−
Φ+
Figure 3.1: Curvilinear coordinates along a fluid interface in two dimensions (2D).
The fluid interface is denoted by the solid line. The boundaries of the inner region
are denoted by the dashed lines.
Applying this expansion to the chemical potential equation (3.44) gives
0 = − 1Cn2φ
±
0
(
1−
(
φ±0
)2)
+
{
4(φ±0 )2φ±1 − Cakµ±0
}
+O(Cn). (3.60)
At the leading order, this equation gives φ±0 = {−1, 0, 1}. Let us discard the
unstable solution φ±0 = 0 for the time being and set φ±0 = ±1. Then, Eqs. (3.43a)-
(3.44) give to the leading order the classical Stokes equations for the velocity and
the pressure, and the Laplace equation for the chemical potential:
∇ · u±0 = 0 (3.61a)
0 = −∇p±0 +∇ · τ±0 (3.61b)
∆µ±0 = 0. (3.61c)
At the second order, we obtain
∇ · u±1 = 0 (3.62a)
0 = −∇p±1 +∇ · τ±1 + µ±0∇φ±1 (3.62b)
u±0 ·∇φ±1 = ∆µ±1 . (3.62c)
3.3.2 Inner region expansions
Let c(t) be an arclength-parametrisation of the line describing a fluid interface in
a 2D geometry (see also Fig. 3.1). In this case, the normal vector to the interface
and the curvature are
ν =
(
0 −1
1 0
)
c′ and κ = ν · c′′, (3.63)
and we can define a local curvilinear coordinate system with
r = c (q1) + q2ν (q1) . (3.64)
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Very close to the interface, the variables of the system change on a small length
scale given by the Cahn number (see Eq. (3.49)). We therefore rescale the variable
q2, which denotes the normal distance to the interface, by
q˜2 =
q2
Cn , (3.65)
and expand all variables in the inner region as
Φ (q1, q2) = Φ˜ (q1, q˜2) = Φ˜0 (q1, q˜2) + CnΦ˜1 (q1, q˜2) +O
(
Cn2
)
. (3.66)
Then, we expand the set of Eqs. (3.43a)-(3.44) for small Cahn numbers. In the
following, Eqs. (3.43a)-(3.44) are reformulated in curvilinear coordinates, whilst
employing the inner region expansion (3.66).
In curvilinear coordinates, the divergence of the velocity ∇ · u, the Laplacian
∆, the stress tensor τ and its divergence become (Ref. Spurk & Aksel (2008))
∇ =
(1
b
∂
∂q1
∂
∂q2
)
(3.67a)
∇ · u = 1
b
{
∂u1
∂q1
+ ∂
∂q2
(bu2)
}
(3.67b)
∆ = 1
b
{
∂
∂q1
(1
b
∂
∂q1
)
+ ∂
∂q2
(
b
∂
∂q2
)}
(3.67c)
(∇ · τ )1 =
1
b
{
∂
∂q1
(τ )11 +
∂
∂q2
(b (τ )12)
}
+ (τ )12
b
∂b
∂q2
(3.67d)
(∇ · τ )2 =
1
b
{
∂
∂q1
(τ )12 +
∂
∂q2
(b (τ )22)
}
− (τ )11
b
∂b
∂q2
(3.67e)
2 (τ )11 =
1
b
∂u1
∂q1
+ u2
b
∂b
∂q2
(3.67f)
4 (τ )12 = 4 (τ )21 =
1
b
∂u2
∂q1
+ b ∂
∂q2
(
u1
b
)
(3.67g)
(τ )22 =
∂u2
∂q2
, (3.67h)
where b =
∣∣∣ ∂r∂q1 ∣∣∣ = 1− q2κ and where it was used that ∂b∂q1 = 0.
Continuity equation In the inner region, Eq. (3.43a) becomes to the first two
orders
1
Cn
∂v˜0
∂q˜2
+
{
∂v˜1
∂q˜2
+ ∂u˜0
∂q1
− κv˜0
}
+O (Cn) = 0, (3.68)
and therefore
∂v˜0
∂q˜2
= 0. (3.69)
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Cahn-Hilliard equation The first two orders of Eq. (3.43c) in the inner region
give
− 1
Cn2
∂2µ˜0
∂q˜22
+ 1Cn
{
v˜0
∂φ˜0
∂q˜2
+ κ∂µ˜0
∂q˜2
− ∂
2µ˜1
∂q˜22
}
+O(1) = 0. (3.70)
From the leading order equation, one follows that
µ˜0 (q˜2, q1) = µ˜0,A(q1)q2 + µ˜0,B(q1). (3.71)
Let us first assume that µ˜0,A(q1) 6= 0. In this case, µ˜0 diverges as q˜2 → ±∞. We
have, however, assumed that in the sharp interface limit all variables are bounded
within the given nondimensionalisation, and consequently, in the current framework,
µ˜0,A(q1) = 0, and therefore µ˜0 does not change normal to the interface in the inner
region, yielding
[µ˜0]∞−∞ = 0. (3.72)
Using from Eq. (3.69) that the leading order velocity normal to the interface v0
does not depend on q˜2 either, we obtain by integrating the next-to leading order
contribution to Eq. (3.70):
2v˜0 =
[
∂µ˜1
∂q˜2
]∞
−∞
, (3.73)
where it was used that φ˜0 = ±1 as q˜2 → ±∞.
Phase-field equation Eq. (3.44) gives to the first two orders
1
Cn
{
2φ˜0
(
φ˜20 − 1
)
− ∂
2φ˜0
∂q˜22
}
+ . . .
+
{
2φ˜1
(
3φ˜20 − 1
)
− ∂
2φ˜1
∂q˜22
+ κ∂φ˜0
∂q˜2
− Cakµ˜0
}
+O
(
Cn2
)
= 0. (3.74)
At the leading order, this equation is solved by
φ˜0(q˜2) = tanh(q˜2). (3.75)
Let us then integrate the O(1)-order contribution to Eq. (3.74) after multiplication
with ∂φ0∂q˜2 . Here, we use the identity∫ ∞
−∞
{
2φ˜1
(
3φ˜20 − 1
)
− ∂
2φ˜1
∂q˜22
}
∂φ˜0
∂q˜2
dq˜2 =
[
∂2φ˜0
∂q˜22
φ˜1 − ∂φ˜0
∂q˜2
∂φ˜1
∂q˜2
]∞
−∞
= 0, (3.76)
which can be shown by invoking the Fredholm alternative as shown by Sibley, Nold
& Kalliadasis (2013). This gives∫ ∞
−∞
{
Cakµ˜0 − κ∂φ˜0
∂q˜2
}
∂φ˜0
∂q˜2
dq˜2 = 0, (3.77)
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which finally leads to the connection between curvature and chemical potential at
the interface
Cakµ˜0 =
2
3κ, (3.78)
where we have used that the leading order chemical potential µ˜0 does not depend
on q˜2.
Momentum equation The leading order of Eq. (3.43b) is
0 = 1Cn
−
(
0
∂p˜0
∂q˜2
)
+
∂τ˜120∂q˜2
∂τ˜220
∂q˜2
+ ( 0
µ˜0
∂φ˜0
∂q˜2
)+O(1), (3.79)
and integrating with respect to q˜2 leads to[
τ˜ 120
]∞
−∞ = 0 (3.80)[
−p+ τ˜ 220
]∞
−∞ + 2µ˜0 = 0. (3.81)
Here we have again used that the leading order chemical potential is constant in
the inner region.
3.3.3 Matching conditions
As the fluid interface at q2 = 0 is approached from the outer region, the value and
derivative of the variables of the system, represented here by Φ, behave as
Φ±(q1, q2) = Φ±(q1, 0) + q2
∂Φ±
∂q2
∣∣∣∣∣
q2=0±
+O
(
Cn2
)
= Φ±(q1, 0) + Cnq˜2
∂Φ±
∂q2
∣∣∣∣∣
q2=0±
+O
(
Cn2
)
= Φ±0 (q1, 0) + Cn
Φ±1 (q1, 0) + q˜2 ∂Φ±0∂q2
∣∣∣∣∣
q2=0±
+O (Cn2) . (3.82)
On the other hand, the inner region variables are expanded in (3.66), and therefore
as the inner variable q˜2 tends to ±∞:
lim
q˜2→±∞
Φ˜ = Φ˜0 + CnΦ˜1 +O
(
Cn2
)
. (3.83)
Matching the first two orders of Eqs. (3.82) and (3.83) in the Cahn number gives
O(1) : Φ±0
(
0±
)
= Φ˜0 (±∞) (3.84a)
O(Cn) : lim
q˜2→±∞
Φ±1 (q1, 0) + q˜2 ∂Φ±0∂q2
∣∣∣∣∣
q2=0±
 = limq˜2→±∞ Φ˜1 (q˜2) . (3.84b)
The second matching condition can be split into the following cases:
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• Case 1: If ∂Φ
±
0
∂q2
∣∣∣∣
q2=0±
= 0, then
Φ±1 (q1, 0) = Φ˜1 (±∞) . (3.85)
• Case 2: If Φ˜1 diverges linearly with q˜2, then
∂Φ±0
∂q2
∣∣∣∣∣
q2=0±
= ∂Φ˜1
∂q˜2
∣∣∣∣∣±∞ . (3.86)
• Case 3: Otherwise, the inner and the outer region solutions do not match.
3.3.4 Boundary conditions
Applying the matching conditions onto Eqs. (3.69), (3.72), (3.73), (3.80) and (3.81)
gives the boundary conditions
Jν · u±0 K = 0 (3.87a)Jµ±0 K = 0 (3.87b)Jν ·∇µ±0 K = 2 (ν · u) (3.87c)
µ±0 =
2
3
κ
Cak
(3.87d)
Jτ 120 K = 0 (3.87e)J−p+ τ 220 K = −2µ±0 , (3.87f)
where
JΦK = ( lim
q2→0+
Φ
)
−
(
lim
q2→0−
Φ
)
. (3.88)
Eqs. (3.87a)-(3.87f) are the classical boundary conditions usually applied at a fluid
interface, with the difference that to the leading order, continuity of the velocity
tangential to the interface across the interface is not required.
3.4 Numerical results at the moving contact line
3.4.1 Numerical method
In his famous work, Seppecher (1996) presented a procedure to link the inner region
contact line behaviour with the flow in the viscocapillary region for a single fluid
diffuse interface system. Here, we pursue this idea and single out the inner region
contact line behaviour, but for a binary fluid diffuse interface model. We do so by
discretising a domain V = [−∞,∞]× [0, y2,max] employing pseudospectral methods
analogously to the method employed for DFT computations described in Chapter
5. For an illustration of the domain and its boundaries, see Fig. 3.2.
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Figure 3.2: Sketch of the computational domain V = {(y1, y2) : y2 ∈ [0, y2,max]}
with right, top, left and bottom boundaries ∂VR, ∂VT , ∂VL and ∂VB, respectively.
The solid wall is located at y2 = 0 and the height of the domain is y2,max. The blue
solid line represents the interface between fluids A and B.
Let us now assume that there is a large enough scale separation between the
nanoscale, at which the contact line singularity is resolved, and the outer region, at
which macroscale effects such as gravity become relevant. In this case, the so-called
viscocapillary region emerges, where viscous and surface tension forces balance. In
Chapter 2, it was shown that this region is in fact an overlap region between the
inner and the outer region solutions (see also Sibley et al. (2015)).
Here, we investigate how the binary fluid diffuse interface equations model the
inner region behaviour. In particular, we do so by setting the solution from the
viscocapillary region as an upper boundary condition. Then, the domain size is
increased and the convergence of the results is studied.
The solution for the streamfunction in the viscocapillary region, with a fluid
interface parametrised by β(r), can be written as
ΨI (r, ϑ;β) =
{
ΨA (r, ϑ;β) for ϑ ≤ β
ΨB (r, ϑ;β) for ϑ > β
, (3.89)
where ΨA,B are defined in Eq. (A.26) of the Appendix. Here, the ratio of shear
viscosities λη is unity.
Eq. (3.89) is set as an upper boundary condition for the velocity field:
u (r) = uI
(
r−
(
∆y1
0
)
;β0
)
for r ∈ ∂VT , (3.90)
where β0 parametrizes the position of the fluid interface at distance y2,max from the
wall (see Fig. 3.2). Here, uI is the velocity field corresponding to the streamfunction
ΨI, defined in Eq. (3.89). ∆y1 defines the position of the contact line (see Fig. 3.2)
such that
φ (∆y1, 0) = 0. (3.91)
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θ, defined in Eq. (A.45) and Fig. 3.2, is the contact angle at the upper boundary
∂VT , and we therefore require the phasefield to only vary normal to the interface
at that angle: (
cos θ
sin θ
)
·∇φ = 0 for r ∈ ∂VT . (3.92)
Furthermore, we assume that there is no diffusive flux normal to the fluid interface(
− sin θ
cos θ
)
·∇µ = 0 for r ∈ ∂VT . (3.93)
The wetting boundary condition, the no-slip boundary condition and the no-flux
boundary condition at the surface ∂VB are given in Eqs. (3.57)-(3.58b), respectively.
In contrast to the boundary conditions at the top and bottom boundary of the
domain, the boundaries ∂VL,R are located at y1 = ±∞, and are therefore non-
standard. Here, it is required that as the distance to the contact line is increases,
the system gradually evolves to a 1D system, and eventually all derivatives ∂∂y1
vanish at y1 = ±∞. This property effectively restricts the physical scenarios one
can consider within this framework. For example, it is not possible to study the
moving contact line on a rough substrate, for which the roughness does not flatten
out as y1 →∞.
In the 1D scenario at ∂VL,R, the definition of the chemical potential (see Eqs.
(3.44) and (3.48)) becomes
Cakµ = − 2Cnφ
(
1− φ2
)
− Cn∂
2φ
∂y22
for r ∈ ∂VL,R. (3.94)
The fluid velocity at the left and right boundaries is equal to the velocity of the
substrate, in agreement with the solution (3.89) for ϑ = {0, pi}:
u (r) =
(
1
0
)
for r ∈ {∂VL ∪ ∂VR}. (3.95)
Using that the normal component of the velocity vanishes, v = 0, the transport
equation for the phase-field (3.43c) at y1 = ±∞ becomes ∂2µ∂y22 = 0. Together with
the no-flux boundary condition at the substrate ∂µ∂y2
∣∣∣
y2=0
= 0, we get that the
chemical potential is constant at y1 = ±∞:
∂µ
∂y2
= 0 for r ∈ {∂VL ∪ ∂VR}. (3.96)
Similarly, the pressure distribution at y1 = ±∞ fulfils the 1D momentum equation
in direction perpendicular to the substrate:
0 = − ∂p
∂y2
+ µ ∂φ
∂y2
for r ∈ {∂VL ∪ ∂VR}. (3.97)
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A base line for the pressure is set at the left boundary via
p = 0 for r ∈ {∂VB ∩ ∂VL} . (3.98)
In this case, the pressure at the right boundary is a result of the forces acting on
the control volume in direction parallel to the substrate. In conventional numerical
methods for finite domains, often a zero pressure gradient is set as an outflow
boundary condition. The pressure difference between the inflow and the outflow is
then obtained by solving the momentum equation in the full domain. In contrast,
here the pressure difference is computed directly in each iterative step.
First, note that the momentum equation (3.43b) can be rewritten as
0 =∇ ·
{
−pI + τ + T¯
}
, (3.99)
where tensor T¯ is defined in Eq. (3.47). The momentum balance in direction parallel
to the wall is
0 = eT1 ·
∫
V
∇ ·
(
−pI + τ + T¯
)
dr, (3.100)
where eT1 = (1, 0) is the unit vector parallel to the wall. After applying the diver-
gence theorem, this can be transformed to
0 =
∫ y2,max
0
[
−p+ 1Cak
(
f + Cn2
(
∂φ
∂y2
)2)]∣∣∣∣∣
y1=∞
y1=−∞
dy2
+
∫ ∞
−∞
[
∂u
∂y2
+ ∂v
∂y1
− CnCak
∂φ
∂y1
∂φ
∂y2
]∣∣∣∣y2=y2,max
y2=0
dy1. (3.101)
In a similar way, the conservation of the phasefield φ must be satisfied in the
whole domain, up to infinity. In particular, the mass flux along the lines (y1, y2) ∈
[−∞,∞]× 0 and (y1, y2) ∈ [0,∞]× 0 along the substrate is required to be satisfied:∫ ∞
0
(u ·∇φ−∆µ) dy2 =
∫ ∞
−∞
(u ·∇φ−∆µ) dy2 = 0. (3.102)
Together with the continuity equation and the boundary conditions at the substrate,
these conditions simplify to
φ(∞, 0)− φ(−∞, 0) =
∫ ∞
−∞
∂2µ
∂y22
∣∣∣∣∣
y2=0
dy1, (3.103a)
φ(∞, 0)− φ(0, 0) =
∫ ∞
0
∂2µ
∂y22
∣∣∣∣∣
y2=0
dy1. (3.103b)
Note that conditions (3.101), (3.103a) and (3.103b) provide a link between values at
y1 = ±∞ and the rest of the domain. For finite domains, this link arises naturally
through the solution of the respective differential equations.
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Due to the homogeneity of the substrate and the top and bottom boundary
conditions, the solution is invariant in direction parallel to the substrate. Therefore,
to uniquely determine the contact line position, we required that∫
|y1|<LI
φdV = 0 (3.104)
for some constant LI.
Furthermore, the boundary condition at ∂VT depends on the parameter β0,
which is an additional free parameter of the system. This angle depends on the
static pressure difference between the two fluids away from the contact line. Here,
we are not interested in effects due to a static pressure difference and therefore set
the pressure difference to zero by requiring
p = 0 for r ∈ {∂VB ∩ ∂VR}, (3.105)
in addition to Eq. (3.98).
3.4.2 Results at a moving contact line
Finally, we solve Eqs. (3.43)-(3.44) with the numerical scheme described in Sec. 3.4.1.
The equations are solved using an iterative Newton scheme. A typical result for a
moving contact line of a binary fluid system is shown in Fig. 3.3.
The streamlines follow a rolling motion type behaviour far from the contact line,
in agreement with predictions obtained by assuming a Stokes flow in a wedge. Close
to the wall at the contact line, the no-slip condition enforces a diffusive flux through
the fluid interface. At a distance y2,S from the wall, the velocity field exhibits
a stagnation point. It can also be observed that the chemical potential attains
its minimum at the contact line, and then converges uniformly along the wall as
y1 → ±∞. In contrast, the pressure changes steeply across the fluid interface, with
increasing stepsize as the contact line is approached.
In Fig. 3.4, we depict values of all variables parallel to the wall for y2 = 0 and
y2,S. Interestingly, the fluid layer between the wall and the stagnation point acts as
an effective slip layer. In particular, the fluid velocity drops from unity at the wall
(equal to the wall velocity due to the no-slip condition), to zero at the stagnation
point (perfect slip). Also, two length scales are observed in Fig. 3.4. On the one
hand, the phasefield changes between −1 and 1 within the interface width. On the
other hand, the chemical potential, the velocities and the pressure also vary at a
larger length scale. We will come back to this point in due course. Finally, it is seen
that all values are of order one, which supports the choice of nondimensionalisation
made in Sec. 3.2.
In a next step, it is studied how the results depend on the width y2,max of the
computational domain. In particular, in Fig. 3.5a, it is shown how three measures
approach constant values as y2,max is increased. However, the results suggest a
relatively slow algebraic convergence, and larger values of y2,max would be preferable.
Due to numerical constraints, y2,max cannot be increased arbitrarily. In particular,
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(a) Streamlines (black solid lines) and contour lines for
the phase-field φ = {−0.9, 0, 0.9}, represented by the blue,
green and red solid lines from left to right, respectively.
The red dot represents the stagnation point in the velocity
field.
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Figure 3.3: Solution of the Navier-Stokes/Cahn-Hilliard equations (3.43)-(3.44) for
a moving contact line with boundary conditions given in Sec. 3.4.1. The modelling
and physical parameters of the system are Cn = 0.36 and Cak = 0.005. The top
boundary is set at y2,max = 14.
interfaces that are too far from y1 = 0 can not be captured accurately. One way
to improve the numerical method is to choose the position of the collocation points
adaptively. Here, given the restrictions of the numerical method, we present all
further results for various values of y2,max, in order to show their sensitivity with
respect to this numerical parameter.
In Fig. 3.5b, the convergence of key measures for the sharp interface limit Cn→
0 is given for different values of y2,max and Cak. In all cases, the values converge
steadily to a fixed value as Cn→ 0. This suggests that the sharp interface limit is
well-defined. Furthermore, minµ is almost unaffected by the choice of y2,max or Cak
. The value of the chemical potential at y1 = −∞ is also well-behaved as Cn→ 0 for
each value of y2,max considered here. Finally, a conservative visual interpretation of
the data for y2,S suggests that in the limit of y2,max →∞ and Cn→ 0, the distance
of the stagnation point from the wall can be approximated by 2.55± 0.1.
Let us now compare the angle of inclination of the fluid interface as a function
of the distance to the contact line with the prediction made by the viscocapillary
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Figure 3.4: Values of phase-field φ (solid), velocity components u (dashed), v (dash-
dotted), parallel and perpendicular to the wall, respectively, pressure p (dotted)
and chemical potential µ (dash-dot-dotted) for the computation shown in Fig. 3.3.
Black lines are values along the wall (y2 = 0) and grey lines are values across the
stagnation point (y2 = y2,S), parallel to the wall. The black solid and black dashed
lines are virtually indistinguishable.
regime discussed in Chapter 2. In Fig. 3.6, θ(r) is compared with the prediction
(2.23) for a range of Cahn numbers and y2,max. We observe that the top boundary
condition only affects the results in the interval [y2,max − 4, y2,max]. Away from
the top boundary, the results collapse for various values of y2,max and Cn, there-
fore showing a low sensitivity with respect to these parameters. Furthermore, the
resulting curve can be fitted very accurately to the result for the viscocapillary re-
gion (see Eq. (2.23)). At distances of y2 < 6, θ(r) differs from the fitted solution,
suggesting that diffusive effects dominate, therefore marking the onset of the inner
region.
In the insets of Fig. 3.6, the convergence of the slip length in the sharp interface
limit is shown. Visual inspection suggests that for y2,max → ∞ and Cn → 0, the
slip length converges to a value around λ = 0.43± 0.02 for both capillary numbers
considered here. This supports the consistency of the binary fluid diffuse interface
model with the viscocapillary regime.
In the inset of the right subplot of Fig. 3.6, one outlier is observed. The cor-
responding data point represents the result for the largest capillary number, the
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(a) Results for Cahn numbers Cn = 0.33 . . . 0.8, where lower Cahn numbers are represented
by darker shades of grey. In the left subplot, the results for different Cahn numbers are
virtually indistinguishable.
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(b) Results for y2,max = {18, 20, 22, 24}, where larger values of y2,max are represented by
darker shades of grey.
Figure 3.5: Plot of the minimum value of the chemical potential minµ, the chemical
potential along the fluid interface, the chemical potential at y1 = −∞, and the
distance of the stagnation point from the substrate y2,S for varying values of y2,max
and Cn. Values are given for Cak = {0.005, 0.01}, represented by solid and dashed
lines, respectively.
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smallest Cahn-number and the largest value of y2,max considered here. We therefore
conclude that it marks the breakdown of the numerical accuracy for the numerical
scheme considered here.
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Figure 3.6: Plot of the angle of inclination of the fluid interface for Cak = 0.005
and 0.01 in the left and right subplot, respectively. Computations are shown for
y2,max = {18, 20, 22, 24}, represented by J, ,  and •, respectively, and for Cn =
0.33 . . . 0.8, where lower Cn are represented by darker shades of grey. The magenta
line represents a fit to Eq. (2.23) at y2 = 12 for the result with the lowest value
Cn and the largest value for y2,max. The insets show the fitted parameter Lˆ as a
function of Cn for various y2,max, where higher values of y2,max are represented by
darker shades of grey.
In Sec. 3.3 of this chapter, the boundary conditions at the fluid interface in
the sharp interface limit were derived using asymptotic theory. These boundary
conditions, given in Eqs. (3.87), are compared with the numerical results along the
fluid interface, in Fig. 3.7. The jump of the relevant quantities across the interface
is computed by comparing their values at a distance far enough from the interface
to belong to the bulk region, but close enough to the interface to represent the
limiting behaviour as the interface is approached. Here, we therefore choose to
measure values at a distance of 1.5Cn in direction normal to the interface, where
the values of the phasefield for an equilibrium fluid interface are φ = ±0.905.
In Fig. 3.7, the black/grey lines show that the error of boundary conditions at
the fluid interface away from the contact line is small and decreases as Cn → 0.
This shows that the error is indeed of order O(Cn), such as predicted by asymptotic
theory. In contrast, the continuity of tangential velocities at the interface did not
result from the leading order asymptotic analysis presented in Sec. 3.3. This is in
line with the numerical result, which shows a very slow convergence in Fig. 3.8.
Interestingly, at the contact line, boundary conditions (3.87c) and (3.87f) are
not satisfied in the sharp interface limit. This suggests that the contact line affects
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the leading order behaviour of the solution. The main reason for this is that changes
of the variables in direction parallel to the fluid interface can no longer be assumed
to be small. In other words, there is no scale separation between changes in the
normal and tangential direction to the interface, leading to the breakdown of the
inner region expansion (3.66).
For example, Eq. (3.87c) states that in the sharp interface limit, there is no
diffusive flux through the interface. This is not the case at the contact line, where
— in the moving frame of reference — the interface is static, whilst the velocity
at the contact line is fixed via the no-slip condition. As a consequence, the jump
of the diffusive flux across the interface at the wall is not equal to 2 (ν · u) (see
Fig. 3.9a). The reason for this apparent deviation from the phase conservation is
that the diffusive flux along the fluid interface in direction of the contact line cannot
be neglected.
This is shown in Fig. 3.9b, where ∂2µ
∂y22
is plotted along the wall. Note that
normal to the wall, boundary condition (3.58b) enforces the diffusive flux to vanish,
i.e. ∂µ∂y2 = 0. Therefore,
∂2µ
∂y22
is a measure for the diffusive flux in normal direction to
the wall at a small distance away from the wall. In Fig. 3.9b, it is shown that this
diffusive flux spikes at the position of the contact line. Therefore, at the contact
line, fluxes in both the tangential and the normal direction are significant, and
the scale separation assumed in the asymptotic analysis of Sec. 3.3 breaks down,
ultimately leading to the discrepancy observable in subplot (c) of Fig. 3.7.
In conclusion, we have numerically validated results from the asymptotic ana-
lysis of Sec. 3.3 and Sibley, Nold & Kalliadasis (2013). Away from the contact line,
a very good agreement with the classical boundary conditions is observed at the
fluid interface. Close to the contact line, the numerical results complete the sharp
interface analysis. In particular, it is shown that the normal flux and the normal
pressure balance at the moving contact line are not satisfied in the sharp interface
limit due to high diffusive fluxes both normal and tangential to the fluid interface.
This resolved the stress singularity at the moving contact line. Away from
the wall, the angle of inclination of the fluid interface increases logarithmically as
predicted by the viscocapillary region (see Chapter 2). The results suggest that the
diffuse interface binary fluid model behaves in the sharp interface limit as a slip
model for which the inner region contact angle is equal to the equilibrium contact
angle with a slip length of approximately half the diffusion length.
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Figure 3.7: Validation of boundary conditions (3.87) along the fluid interface as a
function of the distance to the contact line r. Computations were done for y2,max =
22 and Cak = 0.005. Results are shown for Cn = 0.33 . . . 0.8, where lower Cn are
represented by darker shades of grey. The red and blue lines in the insets of subplots
(c), (d) and (f) depict the first and second term of the boundary conditions plotted
in the main subplot, respectively.
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Figure 3.8: Slip across the fluid interface for y2,max = 22 and Cn = 0.33 . . . 0.8,
where lower Cn are represented by darker shades of grey. Results for Cak =
{0.005, 0.01} are depicted by solid and dashed lines, respectively. Here, these are
virtually identical.
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Figure 3.9: Diffusive fluxes along the wall as a function of the distance to the
contact line at y1,CL for y2,max = 22, Cak = 0.001 and Cn = 0.33 . . . 0.8, where
lower Cn are represented by darker shades of grey. The inset of the right subplot
shows streamlines for the flux field φu−∇µ. The contour lines for the phase-field
φ = {−0.9, 0, 0.9} are represented by the blue, green and red solid lines, respectively.
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In this chapter, physical effects at the nanoscale are incorporated into a con-
tinuum model for the moving contact line. We recall that the continuum hypothesis,
on which the asymptotic analysis in Chapter 2 is based, breaks down at the nano-
scale. This is because at the fluid interface and in particular in the vicinity of the
contact line, inhomogeneities of the system are too large to allow for a consideration
of local averages of the density, pressure and velocity. Other assumptions such as
isotropy or the no-slip condition at the wall break down, too.
In Chapter 3, we have introduced diffuse-interface models which resolve the
smooth change of density at the fluid interface. On the one hand, the use of the local
equilibrium approximation in the derivation of these models formally restricts their
applicability to fluids close to the critical point (see Sec. 3.1). On the other hand,
the diffuse interface equations lead to the classical set of macroscopic boundary
conditions in the sharp-interface limit — independent on how close the fluid is to
the critical point (see Sec. 3.3). This means that diffuse interface models can be
used as a numerical tool to describe the macroscopic properties of multiphase flows.
The main idea of this chapter is to incorporate information from the particle
scale into a continuum model of the fluid. Typically, nanoscale fluid systems are
described using particle-based approaches such as MD or MC. Here, we suggest
an alternative path by including higher-lever physics through classical DFT. As a
continuum description of the fluid, this approach is analytically more accessible and,
unlike in MD or Monte Carlo (MC) computations, the computational cost does not
scale with the number of particles.
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Classical DFT was developed in the 1970’s to describe equilibrium nanoscale
fluid systems through a functional of the average density profile alone. Being based
on a self-consistent statistical mechanics framework, this significantly reduces the
computational cost whilst retaining nanoscale properties of the fluid (see e.g. Wu
& Li (2007)).
The improved scalability comes, however, at a cost. Whilst it can be shown
rigorously that all the average quantities of a fluid at equilibrium can indeed be
described by a functional of the density distribution, the form of this functional is
not clear per se. Over the last 40 years, there have been numerous improvements
in order to formulate this functional, which usually includes an expression of the
free energy functional. Here, for convenience, we choose to model a simple fluid of
attractive hard spheres, for which sophisticated free energy models exist.
A second drawback of this approach is that DFT is an equilibrium theory.
Generalizations to dynamic systems have been presented for colloidal and simple
fluid systems. However, they have to be handled with care: Whilst sophisticated
free energy functionals allow to capture density oscillations at the nanoscale, the
derivation of the DDFT equations also uses the local equilibrium assumption, and
therefore formally restricts the applicability of the model.
In this chapter, we formally introduce DFT, and present computations for simple
fluid systems at an equilibrium contact line for a wide range of contact angles (see
Sec. 4.1). These results are compared with predictions from coarse-grained Hamilto-
nian theories. In Sec. 4.2.1, the derivation of the DDFT equations for simple fluid
systems is discussed. Finally, a nondimensionalisation and DDFT computations for
moving contact line within the framework of this model are presented in Secs. 4.2.2
and 4.2.3.
4.1 Equilibrium DFT
The concept of DFT was first applied in a quantum mechanics framework to predict
the electron density in an external field (Ref. Hohenberg & Kohn (1964) and Kohn
& Sham (1965)). In the late 70’s, an analogous mathematical framework was then
applied as ‘classical DFT’ on fluid systems (Ref. Ebner & Saam (1977), Evans
(1979)). Applications of classical DFT cover a wide range of fields (Ref. Wu &
Li (2007)), from the modeling of atomic (Ref. Roth et al. (2002)), molecular (Ref.
Cao & Wu (2004)) and polyatomic (Ref. Chandler et al. (1986), Yu & Wu (2002a))
systems to computations of transport in ion channels (Ref. Goulding et al. (2000)),
phase equilibria (Ref. Parry et al. (2014)), electric double layers (Ref. Härtel et al.
(2015)), and water interfaces (Ref. Hughes et al. (2013)).
Classical DFT is based on the theorem that there is a one-to-one mapping
between the external potential and the equilibrium one-body density of the system.
In particular, it is shown that there is a functional which is minimized by the equilib-
rium density profile. Therefore, the properties of an equilibrium many-body system
can be uniquely described by a functional of the number density n(r) (Ref. Mermin
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(1965), Evans (1979), Wu (2006)). This functional has two main properties: (a)
it is minimized by the equilibrium density distribution and (b) at equilibrium it
corresponds to the grand potential of the system. For a single-component system,
this functional is of the form
Ω[n] = F [n] +
∫
n(r)
{
Vext(r)− µ(n)
}
dr, (4.1)
where F is the Helmholtz free-energy functional, Vext is the external potential of
the system and µ(n) is the chemical potential, as energy per particly. The density
distribution n (r) minimizing Ω[n] is found by applying the variational principle,
leading to the Euler-Lagrange equation
δΩ[n]
δn(r) = 0. (4.2)
The intrinsic Helmholtz free energy functional F [n] can be split into an ideal-gas
contribution and excess contribution due to the particle-particle interactions Fexc
F = Fid + Fexc. (4.3)
While the functional form of the excess free energy functional is not known exactly,
the ideal-gas free energy is given by
Fid[n] = kBT
∫
n(r)
(
log
(
Λ3Tn(r)
)
− 1
)
dr, (4.4)
where kB is the Boltzmann constant, T the temperature and ΛT the thermal
wavelength.
In a minimalist approach, we choose to model a simple fluid consisting of
Lennard-Jones particles interacting via
φLJ(r) = 4εff
((
σ
r
)12
−
(
σ
r
)6)
, (4.5)
where σ and εff are the length and energy parameters of the Lennard-Jones po-
tential, respectively. This particle-particle interaction potential consists of a very
strong repulsive short-range contribution and an algebraically decaying attractive
long-range contribution.
Typically, the excess free energy is therefore perturbed around a purely repulsive
hard-sphere fluid, with the attractive interactions being treated in a perturbative
manner (Ref. Zwanzig (1954), Tang & Wu (2003), Bøhling et al. (2013)):
Fexc = FHS + Fattr. (4.6)
We note that the algebraically decaying Lennard-Jones potential (4.5) models
apolar interactions between uncharged particles with long-range van der Waals type
interactions (Ref. Béguin et al. (2013)). In contrast, intermolecular interactions
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between polar and non-polar particles, as well as hydrogen bonds and other inter-
actions, are short-ranged and decay exponentially (Ref. Bonn et al. (2009)). It
is important to make this distinction for several reasons. First, fluids with long-
range interactions exhibit a different wetting behaviour to fluids with short-ranged
interactions (Ref. Bonn et al. (2009)). Second, fluids with short-range interac-
tions are numerically more accessible as they allow for a small cut-off length for the
inter-particle interactions.
Wetting of fluids with long-range dispersion forces has been studied by means of
a sharp-kink approximation for the density profile by Dietrich (1988), Bauer & Di-
etrich (1999), Hofmann et al. (2010). Other studies have relaxed the density profile.
For example, Pereira & Kalliadasis (2012) have computed the full density profile at
an equilibrium contact line using a local density approximation for the hard-sphere
free energy model. At present, the most successful and accurate hard-sphere free
energy model is that of fundamental measure theory (FMT) (Ref. Roth (2010)).
DFT-FMT with dispersion forces has been successfully applied in studies of critical
point wedge filling (Ref. Malijevský & Parry (2013)) and density computations in
the vicinity of liquid wedges (Ref. Merath (2008)).
4.1.1 Free energy models
4.1.1.1 Fundamental measure theory (FMT)
One of the most successful approaches to model hard-sphere fluids is the RFMT
(Ref. Rosenfeld (1989)). It was inspired by ideas from scaled-particle theory and
Percus-Yevick integral equation theory (Ref. Roth (2010)), and is based on the
geometrical properties of hard spheres (Ref. Evans et al. (2002), Roth et al. (2002)).
For a comprehensive review of FMT and its history, we refer to Roth (2010) and
Evans et al. (2002).
For a system of hard spheres with radius R and density n, Rosenfeld formulated
the hard-sphere free energy as a functional of scalar- and vector-weighted densities
nα:
FHS[{n(i)}] = kBT
∫
ΥHS ({nα (r)}) dr, (4.7)
with ΥHS ({nα}) = −n0 log (1− n3) + n1n21− n3 +
n32
24pi (1− n3)2
(4.8)
− n1 · n21− n3 −
n2 (n2 · n2)
8pi (1− n3)2
.
The weighted densities nα are defined through convolutions of weight functions ωα
with the density field n:
nα (r) = (n ∗ ωα) (r) =
∫
n
(
r′
)
ωα
(
r− r′) dr′. (4.9)
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The weights are
ω2 (r) = δ (R− |r|) , (4.10a)
ω3 (r) = Θ (R− |r|) , (4.10b)
ω2 (r) =
r
|r|δ (R− |r|) , (4.10c)
where δ(x) is the Dirac delta and Θ(x) is the Heaviside step function. The remain-
ing weights ω1, ω0,ω1 depend linearly on the weights ω2, ω3,ω2:
ω1 (r) =
ω2 (r)
4piR , ω0 (r) =
ω2 (r)
4piR2 , ω1 (r) =
ω2 (r)
4piR . (4.11)
Merath (2008) reduced the system by using that the vector weighted density n2 is
the negative gradient of n3: n2 = −∇n3.
Insertion of Eq. (4.7) in the Euler-Lagrange equation (4.2) leads to a hard-sphere
contribution to the functional derivative of the free energy of
δFHS[n]
δn(r) = kBT
∑
α
(
∂ΥHS
∂nα
∗ ωˆα
)
(r) , (4.12)
where ωˆα (r) = ωα (−r).
This original formulation has been improved to capture the freezing transition
by Rosenfeld et al. (1996, 1997) and Tarazona (2000). Also, corrections through
the so-called White-Bear version of FMT have led to a formulation in agreement
with the more accurate Mansoori-Carnahan-Starling-Leland, or MCSL, equation
of state rather than the Percus-Yevick equation of state satisfied by the original
RFMT (Ref. Roth et al. (2002), Yu & Wu (2002b)).
The functional form of these modified formulations, however, are close to the
functional form of the original RFMT, which is still widely used (see e.g. Evans
et al. (2002), Knepley et al. (2010), Gor et al. (2012), Archer & Evans (2013),
Malijevský & Parry (2013)) and gives very accurate results if compared with MD
or MC computations (Ref. Roth (2010)). Therefore, for the sake of simplicity we
restrict ourselves to the original RFMT for the remainder of this chapter. For a more
general overview over DFT methods for hard-particle systems, see also Tarazona
et al. (2008).
4.1.1.2 Attractive free energy contribution
As discussed above, attractive contributions to the particle-particle interactions are
treated as a perturbation to the purely repulsive hard-sphere part, e.g. by employ-
ing a so-called λ-expansion of the rate of change of the free energy with respect to
the attractiveness of the fluid. For a detailed review, see also Plischke & Bergersen
(2005) or Hansen & McDonald (1986). Alternative expansions of attractive contri-
butions around a hard-sphere fluid for homogeneous systems are found in Barker
& Henderson (1967b), and for inhomogeneous systems in Johannessen et al. (2008),
Weeks et al. (1971) and Neece & Widom (1969).
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The approaches discussed above include the two-particle density n(2) (r, r′),
which can be written as
n(2)
(
r, r′
)
= n (r)n
(
r′
)
gr
(
r, r′
)
, (4.13)
where gr is the radial distribution function. Whilst the one-particle density n (r)
can be interpreted as the probability of finding one particle at position r, the two-
particle density n(2) is the probability of finding two particles at positions r and
r′ simultaneously. As the separation |r − r′| grows, the pair correlation function,
defined by
hr
(
r, r′
)
= gr
(
r, r′
)− 1, (4.14)
vanishes and the radial distribution function converges to unity (Ref. Hansen & Mc-
Donald (1986)). At distances close to unity, however, the pair correlation function
for hard spheres exhibits large oscillations, as can be seen in Fig. 4.1.
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Figure 4.1: Radial distribution function for a uniform hard-sphere fluid of density
n = 0.5. The numerical values were extracted from Throop & Bearman (1965).
In a drastic simplification, we assume that the particles are uncorrelated at all
distances and the pair correlation function is set to zero for all pairs r, r′. This ran-
dom phase approximation (RPA) leads to a mean-field expression for the attractive
contribution to the free energy (Ref. Wu & Li (2007)):
Fattr[n] = 12
∫∫
φattr(|r− r′|)n(r)n(r′)dr′dr, (4.15)
where φattr is the attractive particle-particle potential. Here, we employ the model
proposed by Barker & Henderson (1967a):
φattr (r) = εff
{
0 for r ≤ σ
4
((
σ
r
)12 − (σr )6) for r > σ . (4.16)
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The contribution of the free-energy functional Fattr to the Euler-Lagrange equation
(4.2) is
δFattr[n]
δn(r) = (φattr ∗ n) (r) =
∫
φattr(|r− r′|)n(r′)dr′. (4.17)
4.1.2 Fluid properties
4.1.2.1 Nondimensionalisation
The simple single fluid studied here exhibits two length scales: The hard sphere
diameter 2R and the length scale of the Lennard-Jones potential σ. Here, for
convenience these are taken to be identical and defined as the length scale of the
system. For a study on the influence of the ratio σ/(2R) on the thermodynamic
properties of the system, we refer to Cotterman et al. (1986).
The system has two energy scales: kBT and the depth of the attractive particle-
particle interaction εff. Here, we choose to define the energy scale in terms of
the Lennard-Jones potential, and keep the temperature as a physical parameter.
However, taking εff as an energy scale would mean that the bulk phase diagram
depends on the cutoff radius rc, and therefore numerical results for different cutoff
radii rc would not be comparable. We therefore choose the energy scale εD (rc)
such that the dimensionless attractive contribution to the bulk free energy is not
affected by a change of the cutoff radius:∫
R3
φattr (|r|; rc)
εD (rc)
dr =
∫
R3
φattr (|r|;∞)
εD (∞) dr = −
32
9 pi, (4.18)
where the energy scale for the particle-particle interaction without cutoff is set to
εD (∞) = εff. For pure hard-sphere systems, the energy scale is set to εD = kBT .
Concluding, the dimensionless quantities are given by
r˜ = r
σ
, T˜ = kBT
εD
, φ˜attr =
φattr
εD
, n˜ = nσ3,
µ˜(n) = µ
(n)
εD
− kBT
εD
log
(
Λ3T
σ3
)
and V˜ext =
Vext
εD
. (4.19)
The second term in the nondimensionalisation of the chemical potential µ˜(n) ac-
counts for the contribution of the thermal wavelength ΛT to the ideal gas free
energy and leads to a constant shift of the dimensionless chemical potential.
We note that in dimensionless form, Eq. (4.18) becomes∫
R3
φ˜attr (|r˜|) dr˜ = −329 pi. (4.20)
Employing the cutoff radius given in the 2D expression (C.5), this provides a link
between the dimensionless quantity εDεff and the dimensionless cutoff-radius r˜c:
εD
εff
= 1− 932pi
( 1
r˜3c
− 732r˜9c
)
. (4.21)
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Note that here, we employ the cutoff radius r˜c for computational purposes, which
we set to r˜c = 2.5. For a more detailed discussion of the impact of the cutoff radius,
see also Chapter 5.
In the remainder of this section, all computations are presented in dimensionless
variables and for simplicity we suppress the tilde-notation. In particular, µ˜(n) is
replaced by µ for convenience.
4.1.2.2 Bulk and wetting properties
The bulk saturation properties of the simple fluid model introduced in Sec. 4.1.1
are depicted in Fig. 4.2. The phase diagram for the temperature vs. density is com-
pared with experimental (Ref. Michels et al. (1958)) and MD (Ref. Trokhymchuk
& Alejandre (1999)) results for argon, showing a qualitative agreement. Evidently,
the equation of state of this RFMT hard sphere model with a Barker-Henderson
perturbation is not well suited to reproduce quantitatively phase diagrams for ar-
gon. For a DFT model which reproduces the experimental values of argon more
accurately, see also Peng & Yu (2008). Here, we are interested in capturing fun-
damental properties of a fluid at the contact line, and set aside the quantitative
discrepancies of the critical temperature.
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Figure 4.2: Phase diagrams at saturation. Values at the critical point (see
Eq. (4.22)) and at T = 0.75 (see Eq. (4.23)) are marked with red and blue bul-
lets, respectively. The symbols in the left subplot denote experimental results for
argon by Michels et al. (1958) () and canonical MD simulations by Trokhymchuk
& Alejandre (1999) ().
The critical point denotes the maximum temperature below which a liquid and
a vapour phase can coexist. As the temperature is increased and the critical point
is approached, the bulk liquid and vapour densities approach each other, and the
width of a liquid-vapour interface at saturation diverges. The saturation liquid-
vapour density profile at T = 0.75 is depicted in Fig. 4.3. The values at the critical
point are:
Tcrit = 1.0008, ncrit = 0.2457, µcrit = −2.8038. (4.22)
94 Chapter 4. The Nanoscale – Density Functional Theory (DFT)
−4 −2 0 2 40
0.2
0.4
0.6
0.8
y1
n
lv
Figure 4.3: Density profile of liquid-vapour interface at T = 0.75 (solid line). The
dashed lines depict the bulk liquid and vapour densities given in Eq. (4.23).
The original RFMT employed here is not able to capture the freezing trans-
ition (Ref. Roth (2010)). Therefore, the triple point, at which liquid, vapour and
solid phases coexist, cannot be determined within the framework of this model. In
order to choose an appropriate system temperature between the triple point and
the critical point, we take into account the crystallisation-like behaviour observable
in the density profile of a liquid in contact with a solid wall as the temperature de-
creases (see Fig. 4.4, where the definition of the wall potential Vext in Eq. (4.25) is
anticipated). Here, we describe a fluid at temperatures for which liquid and vapour
densities are well-separated, i.e. not too close to the critical point. At the same
time, the wall-liquid density profile should not exhibit a freezing-like behaviour (for
density profiles of a Lennard-Jones fluid close to its triple point, see e.g. MacDowell
et al. (2014)). Based on the behaviour shown in Fig. 4.4, we choose T = 0.75 for
our computations. The values of the chemical potential, pressure and liquid and
vapour densities at saturation for T = 0.75 are
µsat = −2.907, psat = 0.0178,
(nvap)sat = 0.0279, (nliq)sat = 0.6221. (4.23)
The external potential for a wall-fluid system presented in Fig. 4.4 is derived
from a Lennard-Jones-type wall-fluid interaction potential φwfattr. In dimensionless
form, this wall-fluid interaction is
φwfLJ(r) = 4εwf
((1
r
)12
−
(1
r
)6)
, (4.24)
and εwf is the depth of the wall-fluid interaction potential. In Eq. (4.24), it was
assumed for simplicity that the wall and the fluid particles are of equal size. Con-
sequently, there is a separation of unit one between the half-space at which the
centres of the fluid particles are located, and the half-space in which the centres of
wall particles are located.
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Figure 4.4: Density profiles n(y2) for a liquid in contact with a planar wall, modelled
with an external potential Vext defined in Eq. (4.25) with εwf = 1, at different
temperatures T . y2 is the direction normal to the wall.
For simplicity, the wall is approximated by a half-space with a constant dens-
ity of wall-particles. The force acting from the wall onto the fluid particles is
then obtained by integrating the wall-fluid interaction potential over the half-space
{(y1, y2, y3) ∈ R3|y2 < −1}. This leads to the algebraically decaying 9-3 potential
V BHext (y2) = 4piεwf
(
1
45
( 1
y2 + 1
)9
− 16
( 1
y2 + 1
)3)
. (4.25)
Here, the density of the wall-particles is taken to be unity for simplicity. Changes
of the average wall-density lead to a rescaling of parameter εwf in Eq. (4.25) and
are not considered here. It is noted that here, a homogeneous wall is studied. For
alternative averaging procedures, see Forte et al. (2014).
The wetting properties of the fluid in contact with the wall (4.25) can be de-
scribed via Young’s equation
γwv = γwl + γlv cos θY, (4.26)
where γwv, γwl and γlv denote the wall-vapour, wall-liquid and liquid-vapour surface
tensions, respectively. The resulting Young contact angle θY denotes the angle
between the wall and the liquid-vapour interface in the liquid phase. Young (1805)
first stated this relation as an equilibrium of forces at the contact line. Gibbs (1928)
later showed that Young’s equation is the result of a minimum energy principle, by
applying a variational approach (for a simplified version of this derivation, see also
Johnson (1959)). For a curved contact line, such as at a cylindrical drop, Eq. (4.26)
is complemented by the effect of a line tension (Ref. Boruvka & Neumann (1977)).
The validity of Young’s equation has been the subject of repeated debate over
the last century. For example, the derivation based on a force balance has been
contested due to its apparent failure to describe forces normal to the substrate (see
discussion note by J. J. Bikerman in Johnson (1959)). We will come back to this
point in Sec. 4.1.4 of this chapter. Another source of confusion is a popular — but
erroneous — local derivation of Young’s equation, which leads to a wrong result if
gravity is included. For a discussion of this popular mistake, see also Roura & Fort
(2004).
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(a) Young contact angle θY as a function of
the wall-fluid interaction strength εwf.
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Figure 4.5: Young contact angle θY as a function of εwf and comparison with 2D
computations. The inset in the right subplot depicts the contour lines of the density
profile for a Cartesian grid (θn = 90◦) and εwf = 0.55 (θY = 134.2◦) for y2,max = 15
(see Sec. 5 for definitions of θn and y2,max).
The attractive feature of Young’s equation is that the property of a 2D system
(the contact angle) can be extracted from quantities of 1D systems (the surface
tensions). In the literature, the surface tensions are often also denoted as ‘surface
energies’. In particular, they represent the excess energy per area of interface.
Here, surface tensions are always computed at saturation conditions if not stated
otherwise. For example, the liquid-vapour surface tension at saturation is obtained
by inserting the density profile depicted in Fig. 4.3 into Eq. (4.1) and subtracting
bulk contributions to the free energy. At T = 0.75, we obtain:
γlv = 0.2853. (4.27)
In contrast to the liquid-vapour surface tension, the wall-fluid surface tensions
γwv, γwl depend on the strength of the wall-fluid particle interaction εwf. In general,
the higher the wall-fluid attraction is, the lower is the wall-liquid surface tension
compared to the wall-vapour surface tension, and the lower is the contact angle. At
the critical wetting parameter
(εwf)wt = 1.27, (4.28)
one obtains γwv = γwl+γlv, leading to complete wetting. The full diagram of Young
contact angles θY as a function of the wall-fluid strength εwf is given in Fig. 4.5.
A more complete picture of the wetting behaviour is obtained if the full bi-
furcation diagram with respect to the chemical potential is studied — i.e. if off-
saturation situations are considered. In particular, the complete set of solutions
in the {n (r) , µ}-plane can be followed by employing an arc-length continuation
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method (for details on the numerical implementation, see also Nold (2010), Nold
et al. (2011)). The full set of solutions can be represented in the {∆µ, `}-plane,
where
∆µ = µ− µsat, (4.29)
and the film thickness ` of a film with density profile n (y2) is defined by
`{n(·)} = 1∆n
∫ ∞
0
|n(y2)− n(∞)|dy2, (4.30)
with ∆n the difference between liquid and vapour densities:
∆n = nliq − nvap. (4.31)
We note that the film thickness in Eq. (4.30) is defined such that it can represent
both the thickness of a liquid film in a vapour environment (a wetting scenario),
and the thickness of a vapour film in a liquid environment (a wetting scenario).
Subplots (f) of Figs. 4.6 - 4.10 depict isotherms for partial wetting situations of
different wall strengths εwf < (εwf)wt. Let us first consider contact angles θY < 90◦.
For undersaturated configurations (∆µ < 0), the most stable liquid film has a very
small film thickness, effectively representing a wall-vapour interface. At saturation
∆µ = 0, a jump occurs and for oversaturated fluids (∆µ > 0), the most stable
configuration is a film of infinitely large film thickness. The two stable branches for
∆µ < 0 and ∆µ > 0 are connected with the S-shaped curves depicted in subplots
(f). These curves include metastable and unstable branches, which are separated
by the two turning points of the bifurcation diagram.
Increasing the wall-fluid interaction strength εwf beyond (εwf)wt, leads to the
emergence of a prewetting transition. In this case, there exists a chemical potential
∆µpw at which two equally stable films of different thickness coexist and at satura-
tion, the most stable configuration is always a liquid film of infinite film thickness. If
the wall-fluid interaction strength is increased even further such that εwf > (εwf)cw,
the complete wetting transition is reached. Beyond this point, the S-shaped curve
disappears and the film thickness increases continuously until ` =∞ at saturation
chemical potential µsat. Further details are given e.g. in Nold (2010).
If, on the other hand, the strength of the wall-fluid interaction is decreased
below εwf < 0.856, the wall-liquid surface tension becomes greater than the wall-
vapour surface tension at saturation, leading to a Young contact angle of θY > 90◦.
The wall therefore repels the fluid, leading to a dewetting scenario. In this case,
the isotherms in subplots (f) of Figs. 4.9, 4.10 depict solutions of vapour films in
a liquid environment. In particular, solutions for ∆µ > 0 are very thin vapour
films, which effectively represent wall-liquid interfaces. As the chemical potential is
decreased, a jump occurs at saturation and an infinitely large vapour film becomes
energetically more favourable.
We note that as saturation is approached, the adsorption isotherm for both
wetting and dewetting scenarios satisfies the expected inverse cubic decay of ∆µ
with ` for systems with dispersion forces (Ref. Dietrich & Napiórkowski (1991)),
shown in the insets of subplots (f) of Figs. 4.6 - 4.10.
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4.1.3 Fluid structure in the vicinity of the contact line
Subplots (a)-(d) of Figs. 4.6 - 4.10 reveal the density structure of a fluid in the
vicinity of the contact line for different wall strengths εwf, leading to contact angles
ranging from 45◦ to 135◦. The complexity of the phenomena at the contact line
stems from the fundamentally different nature of the intersecting interfaces. First,
there is the liquid-vapour interface with a smooth, but rapid transition between the
very low vapour density and the higher liquid density (see Fig. 4.3). Second, there
is the interface between the vapour phase and a hard wall and finally, there is the
wall-liquid interface with large density oscillations in the liquid phase close to the
wall (see Fig. 4.4).
Comparing subplots (a),(c) and (b) of Figs. 4.6 - 4.10, one observes that the
density oscillations in the liquid phase close to the wall become less pronounced
as the wall-fluid interaction strength εwf decreases and the contact angle increases.
This can be seen in both the cuts of the density profile normal to the wall in subplots
(b), and in the strength of the layering of the red isoline in subplots (a) and (c).
In contrast, the wall-vapour density profile changes less drastically with varying
εwf. Another observation is that the density oscillations at the wall-liquid interface,
in conjunction with the effect of the relatively smooth liquid-vapour interface, lead
to what might be interpreted as step-like behaviour of the density profile in the
vicinity of the contact line. This is particularly pronounced in subplots (a),(c) of
Figs. 4.6 and 4.7.
In subplots (b), density profiles along cuts perpendicular to the substrate are
compared with with density profiles of planar liquid films of the same film thickness.
Here, the film thickness at position y1 along the substrate is defined using Eq. (4.30):
h (y1) = `{n (y1, ·)}, (4.32)
and the planar off-saturation liquid film of corresponding film thickness is found by
following the isotherm depicted in subplots (f). As an aside, we note that for the 90◦
case, the density n|y2→∞ depends on the position y1 along the substrate, therefore
not allowing for a consistent definition of the adsorption height profile through
Eqs. (4.32) and (4.30). For all other cases, it can be seen that qualitatively, both
density profiles, represented by the solid and dashed lines in subplots (b), show a
good qualitative agreement close to the substrate.
However further away from the substrate, and particularly close to the liquid-
vapour interface, the agreement deteriorates. This is because the interface is at
an angle to the wall, and therefore the density profile is best parametrised by the
normal distance z to the interface h(y1). Let the coordinate z be always directed
towards the substrate. In subplots (d), we test how well the density profile in
direction normal to the interface corresponds with that of a liquid-vapour interface
nlv(z) at saturation.
Clearly, as the distance to the wall is increased, the density profile flattens out
and becomes almost indistinguishable with nlv. However, for contact angles of less
than 90◦, this only happens at a distance of approximately 10 hard sphere diameters
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from the wall. This is due to the strong density oscillations at the wall-liquid
interface. In contrast, for contact angles greater than 90 degrees, the oscillations
in the vapour phase are almost negligible and the agreement with nlv becomes
very good at 5 hard sphere diameters from the wall. Our findings support the
assumption made by Benet et al. (2014) to parametrise the density profile close to
the liquid-vapour interface with the distance normal to the fluid interface.
4.1.4 Hamiltonian approaches and disjoining pressure
In a coarse-grained description of the contact line, the 2D density profile n (y1, y2)
is reduced to a height profile h(y1) representing the liquid-vapour interface (Ref.
Lipowsky & Fisher (1987), Mikheev & Weeks (1991)). At equilibrium, this height
profile minimises the Hamiltonian (Ref. Herring & Henderson (2010))
H[h] =
∫ ∞
−∞
{
γlv
(√
1 + (h′)2 − 1
)
+ VI(h)
}
dy1, (4.33)
where h′ = dh/dy1 is the slope of the interface and VI(h) is the effective interface
potential. The first term in Eq. (4.33) accounts for the excess energy stored in the
fluid interface through the surface tension due to the curvature of the interface.
The second term accounts for corrections due to the presence of the substrate. It
includes direct attractive forces between the fluid and the wall particles as well as
corrections due to the distorted fluid density profile caused by the presence of the
wall. The effective interface potential VI is linked to the disjoining potential Π by
Π (h) = −dVIdh . (4.34)
Usually, Eq. (4.33) is only applied in the thin film limit. For larger slopes, both
the separate inclusion of the effective surface potential and surface energy (Ref.
Pismen (2001)) and the functional dependence of VI on h alone, as opposed to a
functional dependence on h(y1), were put into question (Ref. Henderson (2011d),
MacDowell (2011), Henderson (2011b,a)). Here, we test for a large range of contact
angles and different disjoining pressure definitions whether Eq. (4.33) can be used
to to define height profiles.
We note that these disjoining pressure definitions are different from phenomen-
ological analytical models used e.g. by Schwartz (1998), Sibley et al. (2014) in that
they are obtained directly from DFT computations, and therefore include the full
information of hard-sphere and attractive particle-particle interactions.
Let us first consider the disjoining pressure definition based on Derjaguin and
Frumkin theory (Ref. Derjaguin & Obuchov (1936), Frumkin (1938)):
ΠI (`) = −∆µ (`) ∆n×
{
1 for n|y=∞ = nvap
−1 for n|y=∞ = nliq , (4.35)
for a system at saturation chemical potential µsat. Here,
∆µ (`) = µeq (`)− µsat, (4.36)
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Figure 4.6: Equilibrium DFT-FMT result for a contact line with εwf = 1.155,
performed on a skewed grid with θn = 45◦. For complete caption, see pg. 105.
4.1. Equilibrium DFT 101
−5 0 5 100
5
10
15
y1
y 2
(a)
0 5 10 150
0.5
1
y2
n
(b)
−5 0 5 100
5
10
15
y1
y 2
(c)
−4 −2 0 2 40
0.5
1
z
n
(d)
−5 0 5 10−0.2
−0.1
0
y1
Π
(e)
0 0.1 0.20
5
10
15
∆µ
ü
2 5 10
0.001
0.01
0.1
(f)
Figure 4.7: Equilibrium DFT-FMT result for a contact line with εwf = 1.071,
performed on a skewed grid with θn = 60◦. For complete caption, see pg. 105.
102 Chapter 4. The Nanoscale – Density Functional Theory (DFT)
−5 0 50
5
10
15
y1
y 2
(a)
0 5 10 150
0.5
1
y2
n
(b)
−5 0 50
5
10
15
y1
y 2
(c)
−4 −2 0 2 40
0.5
1
z
n
(d)
−5 0 5−0.2
−0.1
0
y1
Π
(e)
0 0.1 0.2 0.30
5
10
15
∆µ
ü
2 5 10
0.001
0.01
0.1
(f)
Figure 4.8: Equilibrium DFT-FMT result for a contact line with εwf = 0.856,
performed on a skewed grid with θn = 90◦. For complete caption, see pg. 105.
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Figure 4.9: Equilibrium DFT-FMT result for a contact line with εwf = 0.594,
performed on a skewed grid with θn = 120◦. For complete caption, see pg. 105.
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Figure 4.10: Equilibrium DFT-FMT result for a contact line with εwf = 0.453,
performed on a skewed grid with θn = 135◦. For complete caption, see pg. 105.
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Figures 4.6 - 4.10: Results for DFT-FMT computations of equilibrium contact lines.
All computations were done on skewed grids with 45 × 75 collocation points and
y2,max = 25 (for details on the numerical scheme, see Chapter 5).
(a,c) Contour plots of the density profile. Blue, green and red contour lines corres-
pond to number densities (n− nvap) /∆n = {0.05, 0.5, 0.95}, respectively. The
black solid line represents the adsorption film height h defined in Eq. (4.32).
The black dashed-dotted and dashed lines represent film heights hI and hII,
respectively. These are defined in terms of the disjoining pressures ΠI/II
through Eqs. (4.39) with boundary conditions (4.40a) and (4.40b). The col-
oured dashed lines in subplots (a) and (c) represent the paths along which
the density is plotted in subplots (b) and (d), respectively.
(b) Coloured solid lines are the density profiles normal to the substrate, along the
dashed lines of the same colour in subplot (a). Coloured dashed lines represent
the density profiles of planar off-saturation liquid films of corresponding film
thickness.
(d) Coloured solid lines are the density profile normal to the fluid interface, along
the dashed lines of the same colour in subplots (c). In Fig. 4.8 (θn = 90◦),
cuts are done parallel to the substrate. The black dashed line is the density
profile of an equilibrium liquid-vapour interface at saturation.
(e) Disjoining pressure profiles, where disjoining pressures ΠI−III, defined in
Eqs. (4.39) and (4.44), are depicted by dash-dotted, dashed and solid lines,
respectively.
(f) Isotherm representing the full set of solutions of planar liquid films on a sub-
strate of the given strength, mapped onto the {∆µ, `}-plane. The black solid
line in the inset shows how the isotherm algebraically approaches the satur-
ation chemical potential ∆µ = 0. The dashed line of the inset is a fit of the
solid line to ∆µ = a`−3 in the interval ` ∈ [10, 14].
where µeq is the chemical potential at which a film of thickness ` is at equilib-
rium. This corresponds to the off-equilibrium chemical potential in the adsorption
isotherms in subplots (f) of Figs. 4.6 - 4.10.
The first case of Eq. (4.35), n|y=∞ = nvap, describes a wetting scenario where the
density far from the wall is equal to the equilibrium vapour density. In contrast, the
dewetting case n|y=∞ = nliq describes a vapour film in a bulk liquid environment.
The sign switch in Eq. (4.35) originates from the sign difference between the density
in the film vs. the bulk density. For convenience, we choose to describe contact lines
with contact angle θY > 90◦ by a vapour film of varying height, whereas contact
lines with contact angle θY < 90◦ are described by a liquid film of varying height.
Alternatively to Eq. (4.35), the disjoining pressure can be defined via the normal
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force balance at the substrate. The pressure acting from the substrate on a strip of
fluid can be computed through the density profile n(y2) by means of the wall-fluid
virial equation (Ref. Herring & Henderson (2010))
p = −
∫ ∞
−∞
n(y2)V ′ext(y2)dy2
= n(0)−
∫ ∞
0
n(y2)V ′ext(y2)dy2, (4.37)
where n(0) stems from the delta-function contribution to V ′ext at y2 = 0. The
disjoining pressure is then defined as the excess pressure acting from the substrate
on a strip of fluid due to the deviation from the equilibrium density profile, caused
e.g. by the boundary conditions imposed on the system (Ref. Herring & Henderson
(2010), Henderson (2011d)):
ΠII (y1) = −
∫ ∞
−∞
(n(y1, y2)− n(∞, y2))V ′ext(y2)dy2. (4.38)
Note that n(y1, y2)V ′ext(y2) is the force acting through the external potential rep-
resenting the wall on the fluid element at point (y1, y2). In our case, the density
profile n is the solution of a 2D DFT computation of the contact line, and hence
ΠII contains information of the full 2D equilibrium density profile. In contrast,
Eq. (4.35) is derived from planar 1D computations.
Let us now introduce height profiles hI and hII corresponding to the disjoining
pressures ΠI and ΠII, respectively. These are obtained by minimising the Hamilto-
nian (4.33), leading to the defining equation
−ΠI/II = γlv
d
dy1
 h′I/II√
1 + (h′I/II)2
 , (4.39)
with boundary conditions
lim
y1→−∞
hI = h0 for θY < 90◦, (4.40a)
and lim
y1→∞
hI = h0 for θY > 90◦, (4.40b)
where h0 is the film thickness of the wall-vapour and the wall-liquid interface for
the wetting and the drying case, respectively.
It is important to note that ΠI is a function of h, and not of y1 directly. There-
fore, Eq. (4.39) for hI is an autonomous ordinary differential equation. This means
that with boundary conditions (4.40) hI is translationally invariant in y1. For sim-
plicity, in subplots (a),(c) of Figs. 4.6 - 4.10, we depict one representative plot for
hI or ΠI(hI) in which the locations of the points of maximum curvature of h and
hI coincide. Note that the disjoining pressures are the rescaled curvatures of the
corresponding film heights. Therefore, the location of the maxima of the black solid
and the black dash-dotted lines in subplots (e) coincide by definition.
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The ordinary differential equation (4.39) can also be interpreted as a form of
the Laplace equation for a pressure jump across a fluid interface. In particular,
the left hand side can be interpreted as the difference between the pressure on the
substrate and the fluid at y2 =∞, while the right hand side represents the product
of the surface tension with the curvature of the interface.
Integrating Eq. (4.39) with respect to y1 leads to the normal-force balance of
Young’s equation
− 1
γlv
∫ ∞
−∞
ΠI/II(y1)dy1 = sin θY,I/II. (4.41)
Integrating Eq. (4.39) with respect to h, one obtains the important expression of
Derjaguin-Frumkin theory (Ref. Derjaguin & Churaev (1986), Schwartz (1998))
− 1
γlv
∫ ∞
h0
ΠI/II (h) dh = 1− | cos θY,I/II|. (4.42)
In Eqs. (4.41) and (4.42), θY,I/II ∈ [0, 180◦] corresponds to the limiting slope of the
height profiles hI,II, respectively, at distances far from the wall:
tan θY,I/II = lim
hI/II→∞
h′I/II(y1). (4.43)
Eq. (4.42) can be interpreted as a force balance parallel to the substrate. For
θY < 90◦, the right hand side of the equation represents the forces of the liquid-
vapour interface acting in the negative x-direction. For θY > 90◦, the height profile
decreases from ∞ to h0 as y1 increases. Due to this inversion of the height profile,
(4.42) represents the force balance in the positive x-direction. The force of the
liquid-vapour interface acting in the positive x-direction is γlv, whereas the force
acting in the negative direction is γlv| cos θY|. We note that here, the modulus
accounts for the fact that for θY > 90◦, cos θY < 0, given that we have defined
θY,I/II ∈ [0, 180◦], as opposed to allowing for negative values of θY,I/II in (4.43).
Since both sum rules (4.41),(4.42) are derived from Eq. (4.39), θY,I and θY,II
are equivalent and ultimately, both height profiles converge to the slope dictated by
the Young contact angle θY. We will exploit this property to estimate the accuracy
of our numerical scheme. In Tab. 4.1, numerical values for the integrals of the
disjoining pressures are given. Error bounds ∆ are estimated by comparing the
integral expressions with γlv sin θY and γlv (1− | cos θY|), respectively.
Finally, we compare the film height profiles hI and hII with the adsorption film
thickness h(y1) as defined in Eq. (4.32). This allows for the introduction of a third
disjoining pressure formulation based on the adsorption film height, obtained by
inserting h into Eq. (4.39):
−ΠIII(h) = γlv ddy1
(
h′√
1 + (h′)2
)
. (4.44)
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εwf θY − 1γlv
∫∞
h0
ΠI (h) dh θY,I − 1γlv
∫∞
−∞ΠII (y1) dy1 θY,II
0.453 135.02◦ 0.286± 0.006 135.53◦ 0.685± 0.02 136.80◦
0.594 120.05◦ 0.492± 0.008 120.55◦ 0.862± 0.004 120.52◦
0.856 90.00◦ 1.002± 0.002 90.1◦ 1.003± 0.003 (?)
1.071 60.09◦ 0.5017± 0.0003 60.1◦ 0.873± 0.007 60.9◦
1.155 44.97◦ 0.2924± 0.0001 44.96◦ 0.73± 0.02 46.7◦
Table 4.1: Comparison of the Young contact angle θY with the contact angles θY,I/II
(see Eq. (4.43)) and validation of the computational results via sum rules (4.41) and
(4.42). (?): Here, the integral expression gives sin θY,II > 1, such that an estimate
for θY,II cannot formally be given.
4.1.5 Discussion
Let us now carefully examine the DFT results at the contact line and the predic-
tions from the coarse-grained Hamiltonian theory, depicted in Figs. 4.6 - 4.10. The
following observations can be made:
(1) Close to the wall, slices of the density profiles across the contact line compare
qualitatively very well with the density profiles of planar liquid films of the
same thickness (see subplots (b) of Figs. 4.6 - 4.10).
(2) Density profiles normal to the interface converge quickly to the density profile
of an equilibrium liquid-vapour interface, as the distance to the substrate is
increased (see subplots (d) of Figs. 4.6 - 4.10). The convergence is quicker for
large contact angles θY > 90◦. This is due to lower density oscillations close to
the wall if compared to scenarios with low contact angles.
(3) For contact angles θY < 90◦, the location of maximum curvature for the height
profile hII is shifted towards the fluid phase if compared with the adsorption
height profile h (compare the dashed with the dash-dotted lines in suplots (e) of
Figs. 4.6-4.7). This does not occur to the same extent for large contact angles
θY > 90◦ (compare subplots (e) of Figs. 4.9 and 4.10).
(4) The maximum absolute curvature of the height profile hII (see dashed lines in
subplots (e)) is lower than the maximum absolute curvature of the adsorption
film height h (see solid lines in subplots (e)). While the difference is less pro-
nounced for large contact angles θY > 90◦, it is still observable. We note that
through Eq. (4.39), the disjoining pressure is equal to the rescaled curvature of
the corresponding height profile.
(5) The film thickness hI (see dash-dotted lines in subplots (e)) based on the ad-
sorption isotherm, shows a good agreement with h (compare subplots (a),(c)).
(6) For the case θY ≈ 90◦, the typical width of ΠII in subplot (e) of Fig. 4.8 is
approximately equal to the width of the interface.
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In conclusion, it is seen that predictions of coarse Hamiltonian approaches with a
Derjaguin- Frumkin disjoining pressure show a good agreement with the adsorption
film height obtained via full 2D DFT-FMT computations of the contact line. In
contrast, the normal pressure acting from the substrate on a slice of fluid obtained
from DFT computations, does does not agree well with 1D disjoining pressure
predictions. We note that the mean-field model employed here does not include
the effect of thermal fluctuations (Ref. Archer & Evans (2013), Evans et al. (1993),
MacDowell et al. (2014)). Inclusion of these effects might affect the results.
4.2 DDFT
DDFT was first introduced phenomenologically to describe spinodal decomposition
for systems close to equilibrium. In particular, Evans (1979) postulated that the
density current j in the continuity equation
∂%
∂t
= −∇ · j, (4.45)
depends linearly on the gradient of the nonequilibrium chemical potential:
j ∼ −%∇µ, (4.46)
where the chemical potential µ is the defined as the functional derivative of the free
energy with respect to the density distribution, µ = δFδ% .
Based on irreversible thermodynamics, the same approach has been made by
Dieterich et al. (1990) for a system strongly coupled to a heat bath and exhibiting
only diffusive dynamics. Marconi & Tarazona (1999, 2000) have derived expression
(4.46) based on the Langevin equations of motion by making assumptions for the
out-of equilibrium two-point correlation function. These have then been extended
to multibody interactions by Archer & Evans (2004). Español & Löwen (2009) also
presented derivations of this equation using projection operator techniques.
In the past decade, two main extensions to the above mentioned approach have
been made. First, for colloidal systems, flows in the fluid bath induced by the
colloidal particles have been taken into account. These give rise to so-called hy-
drodynamic interactions (Ref. Rex & Löwen (2009)). Second, inertial effects have
been considered. This was done using a multiple-timescale method (Ref. Marconi
et al. (2008)) and also by obtaining evolution equations for the current from the
Kramers equation (Ref. Archer (2009)). A unified approach including both hy-
drodynamic interactions and inertial effects has been presented by Goddard, Nold,
Savva, Yatsyshin & Kalliadasis (2013).
Common to the above mentioned DDFT approaches is the restriction to systems
with a strong diffusive or damping effect together with a stochastic element. For a
colloidal system, this is the fluid bath surrounding the colloidal particles, leading
to its stochastic Brownian motion. The system then has a scale separation between
the size, mass and velocity of the small, light and fast bath particles and the much
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larger, heavier and slower colloidal particles. For example, the diameter of the
bath particles may be of the order of a few Ångström(= 0.1nm), while the size of
colloids (e.g. red blood cells), can be several thousand times larger (6 − 8µm). In
particular, averaging out the rapid motion of the fluid bath particles (Ref. Goddard,
Nold, Savva, Yatsyshin & Kalliadasis (2013)) shows that the friction caused by the
presence of the fluid bath leads to a much faster equilibration of the momentum of
the colloidal particles compared to the equilibration of their positions (Ref. Archer
& Evans (2004)).
For molecular or atomic fluids, however, no damping effect and stochastic com-
ponent exist. The system is fully determined by the Newton equations of motion
at a molecular scale. Formally, this simplifies the equations, and the link to the
generalised momentum equation presented by Goddard, Nold, Savva, Yatsyshin
& Kalliadasis (2013) can still be made by setting the damping coefficient to zero.
The validity of some assumptions needed to close the set of equations, however, is
compromised in the process.
Here, we present a derivation of the continuity and momentum equations from
Kramer’s equation in the spirit of Archer (2009) and Goddard et al. (2012), God-
dard, Nold, Savva, Yatsyshin & Kalliadasis (2013) for a zero damping coefficient.
We highlight crucial assumptions and restrictions that have to be made. The res-
ulting set of equations combines the nanoscale density structure of the fluid with
the momentum flux described via an extended form of the Navier-Stokes equations.
We present computations for a contact line moving from an off-equilibrium state to
its equilibrium configuration.
4.2.1 From particle-based to continuum concepts
Consider a simple fluid of N indistinguishable particles with positions rN =
(
r1, r2,
. . . , rN
)
and momenta pN = (p1,p2, . . . ,pN ). All particles i = 1 . . . N satisfy
Newton’s equations
dri
dt =
pi
m
(4.47a)
dpi
dt = Fi
(
rN , t
)
, (4.47b)
where m is the mass of one particle and the force Fi acting on particle i is the
negative gradient of the potential of the full system:
Fi
(
rN , t
)
= −∇riV
(
rN , t
)
. (4.48)
In particular, V
(
rN , t
)
is composed of a position-dependent external potential Vext
and k-particle interaction potential Vk as
V
(
rN , t
)
=
N∑
i=1
Vext (ri, t) +
N∑
k=2

1
k!
∑
(i1,...,ik)
i1 6=i2... 6=ik
Vk (ri1 , ri2 , . . . , rik)
 . (4.49)
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Subsequently, we truncate Eq. (4.49) at k = 2, therefore only accounting for two-
particle interactions. It is assumed that the particles interact via a Lennard-Jones
potential. In contrast, for a system of colloidal particles in a polymeric solution,
the two-particle interactions are typically modelled via depletion forces (Ref. Mar-
enduzzo et al. (2006)).
Let us now introduce the phase-space distribution
fN
(
rN ,pN , t
)
(4.50)
for a system of N particles as the probability of finding N particles at positions rN
with momenta pN at time t. Liouville’s theorem for a conservative system states
that the volume of the phase-space has to be conserved, i.e.
DfN
Dt =
∂fN
∂t
+ 1
m
N∑
i=1
pi ·∇rifN −
N∑
i=1
(∇riV ) ·∇pifN = 0. (4.51)
The reduced phase-space distribution function is the probability of finding any
N < N particles at positions rN and with momenta pN (Ref. Hansen & McDonald
(1986)):
f (N )(rN ,pN , t) = N !(N −N )!
∫∫
fN (rN ,pN , t)dpN−NdrN−N . (4.52)
Here, N !(N−N )! accounts for the indistinguishability of the particles.
The system of equations for the reduced phase-space distribution function, also
known as the Bogolyubov-Born-Green-Kirkwood-Yvon or BBGKY hierarchy, links
the reduced phase-space distribution function f (N ) with the next order f (N+1)
(Ref. Hansen & McDonald (1986)). The simplest and most important level of the
BBGKY hierarchy is given for N = 1:
∂
∂t
f (1) + 1
m
p ·∇rf (1) − (∇Vext) ·∇pf (1)
−
∫∫
(∇rV2) ·∇pf (2)dp2dr2 = 0. (4.53)
It is obtained by integrating Liouvilles equation (4.51) over all but one particle
position and all but one momentum and describes the fluid via seven independent
variables, namely the time, the three position coordinates r, and three momentum
coordinates p.
Any level of the BBGKY hierarchy is unclosed. In particular, Eq. (4.53) is
unclosed because it includes the two-particle distribution f (2). In the remainder
of this section, we close Eq. (4.53) and reduce it to a system of partial differential
equations (PDEs) for the average density and the average momentum.
The number density n of the system can be interpreted as the probability of
finding a particle at a certain position of the domain. Based on this, one can define
112 Chapter 4. The Nanoscale – Density Functional Theory (DFT)
u as the average velocity, and the temperature as an average non-convective kinetic
energy:
n (r, t) =
∫
f (1) (r,p, t)dp, (4.54a)
u (r, t) = 1
n (r, t)
∫ p
m
f (1) (r,p, t)dp, (4.54b)
3kBT (r, t) =
1
n (r, t)
∫
|p−mu|2f (1) (r,p, t) dp. (4.54c)
We also introduce the two-particle density n(2), defined as the probability of finding
two particles at positions r and r′ simultaneously:
n(2)(r, r′, t) =
∫∫
f (2)(r,p, r′,p′, t)dpdp′. (4.55)
Continuity equation
Averaging the first level of the BBGKY hierarchy over the momenta by applying∫
dp on (4.53), yields
∂n
∂t
+∇ · (nu) = 0, (4.56)
where it has been used that fN vanishes at the boundary of the domain.
Momentum equation
Averaging the first moment in p of the first level of the BBGKY hierarchy, i.e.
applying 1m
∫
p · dp on (4.53), and using the identities outlined in (4.59)-(4.62), we
obtain the momentum balance
∂
∂t
(nu) +∇ · (nu⊗ u) + ∇ ·P
K
m
+ kBT
m
n∇ (logn)
+ ∇Vextn
m
+ 1
m
∫
(∇V2)n(2)(r, r′, t)dr′ = 0, (4.57)
where the kinetic pressure tensor is defined as
PK =
∫ (p⊗ p
m
− kBT I−mu⊗ u
)
f (1) (r,p, t)dp
=
∫ ((p−mu)⊗ (p−mu)
m
− kBT I
)
f (1) (r,p, t) dp. (4.58)
Here, inertial contributions were transformed using
p⊗ p = (p−mu)⊗ (p−mu) +mu⊗ (p−mu) +
+ (p−mu)⊗ (mu) +m2u⊗ u, (4.59)
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together with ∫
(p⊗ p)∇f (1)dp =∇ ·
{∫
(p⊗ p) f (1)dp
}
, (4.60a)∫
(u⊗ (p−mu)) f (1)dp = 0 (4.60b)
and ∇ ·
∫
kBT If (1) (r,p, t) dp = kBTn∇ (logn) . (4.60c)
The external potential term in Eq. (4.57) is obtained via∫ (
p⊗∇pf (1)
)
dp = −n, (4.61)
and the last term in Eq. (4.57) emerges via
−
∫∫∫
p1
(
(∇V2) ·∇p1f (2) (r1,p1, r2,p2, t)
)
dp1dr2dp2
=
∫
(∇V2)n(2) (r1, r2, t) dr2. (4.62)
Note that the momentum equation (4.57) contains two unclosed terms: the
one-particle distribution function f (1) in the kinetic pressure tensor PK and the
two-particle density n(2). In the following, we present different closures for these
terms.
Local equilibrium approximation To close the one-particle distribution func-
tion, we assume that the system can be divided into small volume boxes, which
are each at thermodynamic equilibrium. In this case, f (1) is approximated by the
one-particle distribution f (1)le of a uniform bulk configuration. In particular, the
one-body distribution function f (1)le is uniquely configured by the velocity, density
and temperature of the system as:
f
(1)
le (r,p;n,u, T ) =
n
(2pimkBT )3/2
exp
(
−|p−mu|
2
2mkBT
)
, (4.63)
therefore satisfying Eqs. (4.54a) - (4.54c). The crucial property of (4.63) is that∫ (p−mu)⊗ (p−mu)
m
f
(1)
le dp = kBTnI. (4.64)
and therefore at local equilibrium, the kinetic pressure tensor PK vanishes.
Adiabatic approximation The second unclosed term in Eq. (4.57) is the two-
body number density n(2)(r, r′, t). Whilst out of equilibrium, this term is unknown,
good approximations are known at equilibrium. The adiabatic approximation ex-
ploits this by assuming that two-particle density of an out-of-equilibrium fluid with
density distribution n (r) is equal to the two-particle distribution of a fluid at equi-
librium with the same density distribution.
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Here, Mermin’s theorem from equilibrium DFT theory is employed (Ref. Mer-
min (1965)). It states that for every density distribution n (r), there is exactly one
external potential V˜ext for which n (r) is at equilibrium. For this equilibrium config-
uration, the average velocity u vanishes by definition and the momentum equation
(4.57) reduces to
kBTn∇ (logn) +∇V˜extn+
∫
(∇rV2)n(2)(r, r′, t)dr′ = 0. (4.65)
At the same time, n satisfies the Euler-Lagrange equation (4.2)
∇
(
δF
δn
)
= −∇
(
V˜ext
)
. (4.66)
Consequently, equilibrium properties for the free energy functional F are ex-
ploited and the last terms on the left hand side of Eq. (4.57) can be written as
kBTn∇ (logn) +∇Vextn+
∫
(∇rV2)n(2)(r, r′, t)dr′ = n∇
(
δF
δn
+ Vext
)
. (4.67)
Expanding around local equilibrium In the spirit of the Chapman-Enskog
expansion, let us now assume that the system is close to equilibrium, such that f (1)
is expanded around the shifted Maxwell-Boltzmann distribution (4.63):
f (1) (r,p, t) =f (1)le (r,p;n,u, T ) + f
(1)
neq (r,p;n,u,∇u, T ) . (4.68)
By definition, the nonequilibrium contribution f (1)neq to the density n, velocity u and
temperature T in Eqs. (4.54a)-(4.54c) vanishes:∫
f (1)neq (r,p, t) dp = 0, (4.69a)∫ p
m
f (1)neq (r,p, t) dp = 0, (4.69b)∫
|p−mu|2f (1)neq (r,p, t) dp = 0. (4.69c)
Employing Eqs. (4.64) and (4.69a), we conclude that the kinetic pressure (4.58)
depends on the out-of equilibrium contribution to the one-particle distribution f (1)neq
as
PK =
∫ p⊗ p
m
f (1)neqdp. (4.70)
We note that this equation is generally valid in that it is not restricted to any
functional type of f (1)neq.
We now apply an expansion in terms of the gradient of the velocity, following the
formalism presented by Kreuzer (1981). By assuming that the system is isotropic,
the number of first order terms is reduced to the divergence of the velocity (∇ · u)
and a term involving
Λ = 12
(
∇u + (∇u)T
)
. (4.71)
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Concluding, the nonequilibrium contribution to the one-body distribution function
is approximated by
f (1)neq =a1 (|p−mu|)
((p−mu) ·Λ · (p−mu)
|p−mu|2 −
1
3 (∇ · u)
)
+
a2 (|p−mu|) (∇ · u) + . . . , (4.72)
where a1,2 are unknown coefficient functions that may also depend on the density
field n (·) and the temperature field T (·) locally or nonlocally. In particular, insert-
ing Eq. (4.72) in Eq. (4.69) and requiring the validity for independent choices of
a1,2 yields the necessary condition∫
a2(|p|)dp =
∫
a2(|p|)|p|2dp = 0. (4.73)
Let us now prove that the nonequilibrium term (4.69a) vanishes for the first
term of expansion (4.72):∫
f (1)neq (r,p, t)dp
=
∫ 12
∑
i,j pi
(
∂ui
∂xj
+ ∂uj∂xi
)
pj∑
k pkpk
− 13
∑
i
∂ui
∂xi
 a1 (|p|) dp
=
∫ ∞
0
∫
|p|=p
12
∑
i,j pi
(
∂ui
∂xj
+ ∂uj∂xi
)
pj∑
k pkpk
− 13
∑
i
∂ui
∂xi
 a1 (|p|) dpdp, (4.74)
where the integration
∫
dp was split into integrations over the surface of spheres
with radii |p| in the momentum space. In this case, it can be verified easily that∫
|p|=const pipjdp = 0 if i 6= j. Concluding, expression (4.74) reduces to
f (1)neq (r,p, t) dp =
∫ ∞
0
∫
|p|=p
{∑
i p
2
i
∂ui
∂xi∑
k pkpk
− 13
∑
i
∂ui
∂xi
}
a1 (|p|)dpdp, (4.75)
where the first integral is solved using that∫
|p|=p
p2i
|p|2dp =
4
3pip
2 and
∫
|p|=p
1dp = 4pip2. (4.76)
Insertion into Eq. (4.75) gives∫
f (1)neq (r,p, t) dp =
∫ ∞
0
{
4
3pip
2∑
i
∂ui
∂xi
− 13
∑
i
∂ui
∂xi
4pip2
}
a1 (p) dp = 0. (4.77)
The remaining two conditions (4.69b) and (4.69c) follow from symmetry, together
with (4.76).
Let us now insert expansion (4.72) in Eq. (4.70). Using Eq. (4.59), we obtain
PK =
∫ p⊗ p
m
a1 (|p|)
(p ·Λ · p
|p|2 −
1
3 (∇ · u)
)
dp, (4.78)
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where terms with prefactor a2 in expansion (4.72) vanish due to conditions (4.73).
Employing the identity (Ref. Kreuzer (1981))∫ [
r ·
(
F (|r|)− 13Tr (F (|r|)) I
)
· r
]r⊗ r
|r|2 dr =
2
15
∫ (
F (|r|)− 13Tr (F (|r|)) I
)
|r|2dr, (4.79)
for any F, the expression for the kinetic pressure tensor (4.78) is further reduced to
PK = −2η(K)
(
Λ− 13 (∇ · u) I
)
, (4.80)
where
η(K) = − 115m
∫
a1 (|p|) |p|2dp. (4.81)
Expanding the two-body density Consider the last term of the momentum
equation (4.57), involving the two-body density of an out-of-equilibrium system.
This term can be written in divergence form as (Ref. Kreuzer (1981))
−
∫
∇V2
(|r− r′|)n(2)(r, r′, t)dr′ = −∇ ·PV , (4.82)
where the potential pressure tensor PV is given by
PV = −12
∫
n2 (r, r¯, t)
r¯⊗ r¯
|r¯| V
′
2(|r¯|)dr¯, (4.83)
with
n2 (r, r¯, t) =
∫ 1
0
n(2) (r + (1− λ) r¯, r− λr¯)dλ. (4.84)
In order to close the expression for the potential pressure term PV , n2 is ex-
panded around its equilibrium value, obtained in the adiabatic approximation, in
terms of gradients of the velocity:
n2 (r, r¯, t) = n(0)2 (|r¯|, t) + b1 (|r¯|, t)
( r¯ ·Λ · r¯
|r¯|2 −
1
3 (∇ · u)
)
+
+ b2 (|r¯|, t) (∇ · u) . (4.85)
This expansion leads to an equilibrium and a nonequilibrium contribution to the
potential pressure tensor
PV = PVeq + PVneq. (4.86)
The equilibrium contribution to the kinetic pressure tensor is written in terms of a
(scalar) pressure via
PVeq = p(V )I (4.87)
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with
p(V ) = −16
∫
n
(0)
2 (|r¯|, t) |r¯|V ′2 (|r¯|) dr¯. (4.88)
The term PVeq is equal to the third term on the left hand side of the adiabatic
approximation (4.67) and we conclude that the leading order contribution is fully
accounted for by n∇
(
δF
δn + Vext
)
. The off-equilibrium contribution to n2 leads to
−PVneq = ζ (∇ · u) + 2η(V)
(
Λ− 13(∇ · u)I
)
(4.89)
with a potential energy contribution to the shear and bulk viscosities
η(V) = 130
∫
b1 (|r¯|, t) |r¯|V ′2 (|r¯|) dr¯, (4.90a)
and ζ = 16
∫
b2 (|r¯|, t) |r¯|V ′2 (|r¯|) dr¯. (4.90b)
Here, we have employed identities (4.79) and∫
f (|r|) r⊗ r|r|2 dr =
1
3I
∫
f (|r|) dr. (4.91)
4.2.2 Governing equations and nondimensionalization
In conclusion of Sec. 4.2.1, the momentum equation (4.57), together with (4.67),
(4.82) and (4.89), may be written as
∂
∂t
(nu) +∇ · (nu⊗ u) = − n
m
∇
(
δF
δn
+ Vext
)
− 1
m
∇ ·
(
PVneq + PK
)
, (4.92)
where the general forms of the kinetic and potential pressure tensors are defined
in Eqs. (4.80) and (4.89), respectively. The first term on the right hand side of
Eq. (4.92) includes the pressure tensor obtained when using the adiabatic approx-
imation. Eqs. (4.67) and (4.82) show that this term may be rewritten as gradient
expression, therefore restoring the typical form of a transport equation. This for-
mulation would, however, include the unclosed term n(0)2 , and we therefore choose
to model the equation in terms of (4.92).
In order to close PK , it is assumed that the system is close to local equilibrium.
In the literature, local equilibrium is usually defined as a state for which the one-
body distribution function is equal to f (1)le defined in Eq. (4.63). For the derivation of
Eq. (4.92), however, the only necessary condition for local equilibrium is Eq. (4.64).
Whilst this is less restrictive than assuming f (1) = f (1)le , the assumption is likely to
break down close to interfaces, too.
Considering the expansion of the nonequilibrium contributions in terms of the
gradient of the velocity (see Eqs. (4.72) and (4.85)), it is important to note that
the coefficients of this expansion still depend on the full density distribution. Here,
118 Chapter 4. The Nanoscale – Density Functional Theory (DFT)
in order to fully close the system of equations is is assumed that the viscosities
η(K), η(V), ζ are scalar functions of the density.
This closure is only applicable if both the density and the velocity gradients are
small, and if the typical length scale at which the density changes is of the same
order or larger as the length scale of the velocity field. Again, this assumption is
likely to break down for scenarios with large density gradients, such as at fluid-solid
or liquid-vapour interfaces. Furthermore, it remains to be shown that nonlocal
contributions of the velocities can indeed be neglected.
The applicability of the closed momentum equations is therefore formally lim-
ited to bulk systems with slowly varying density and velocity fields. In this case,
Eq. (4.92) may be written as
mn
(
∂u
∂t
+ (u ·∇) u
)
= −n∇
(
δF
δn
+ Vext
)
+∇ · τ , (4.93)
where the irreversible stress tensor is given by
τ = PVneq + PK
= ζ (∇ · u) + 2η
(
Λ− 13(∇ · u)I
)
(4.94)
with
η = η(V) + η(K). (4.95)
As an aside, we note that if a square-gradient approximation is employed as a
free energy model, then the above equations correspond to the single fluid diffuse in-
terface equations discussed in Chapter 3. Sibley, Nold, Savva & Kalliadasis (2013b)
showed that in the bulk phase, these converge to the Navier-Stokes equations .
In order to nondimensionalise the continuity equation (4.56) and the momentum
equation (4.93), we employ the energy scale εD introduced in Sec. 4.1.2.1 for equi-
librium systems. As a timescale of the system, we choose
T = σ
√
m
εD
. (4.96)
The new dimensionless variables are
F˜ = F
εD
, u˜ = T
σ
u, t˜ = tT , (4.97)
τ˜ = τ σ
3
εD
, η˜ = η σ
2
√
mεD
, ζ˜ = ζ σ
2
√
mεD
.
This leads to the dimensionless set of equations
∂n˜
∂t˜
+ ∇˜· (n˜u˜) = 0 (4.98a)
n˜
(
∂u˜
∂t˜
+
(
u˜ · ∇˜
)
u˜
)
= −n˜∇˜
(
δF˜
δn˜
)
+ ∇˜ · τ˜ . (4.98b)
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In the following, we employ a free energy functional for simple fluids with an ideal-
gas contribution (4.4), a hard-sphere contribution modelled via FMT (4.7), and an
attractive contribution (4.15), as introduced in Secs. 4.1.1 and 4.1.2.1.
Note that the viscosities η(K), η(V) and ζ are functionals of the density, defined
in Eqs. (4.81), (4.90a) and (4.90b), respectively, and need to be closed. Here, we
assume a simple linear scalar dependence of the viscosities on the local density of
the system:
η (n) = ηvap +
n− nvap
nliq − nvap (ηliq − ηvap) , (4.99a)
ζ (n) = ζvap +
n− nvap
nliq − nvap (ζliq − ζvap) . (4.99b)
ηliq, ηvap and ζliq, ζvap are the shear- and bulk viscosities for the liquid and the
vapour phase, respectively. The viscosity contrast is set to be 1:5 between the
vapour and the liquid phase by setting
ηvap = ζvap = 1, (4.100a)
ηliq = ζliq = 5. (4.100b)
These model parameters are chosen for numerical convenience only, to allow for a
comparison of computational results for a large range of contact angles. A future
analysis needs to take into account a more realistic range of viscosities.
4.2.3 Numerical results
We employ Eqs. (4.98a) and (4.98b) to compute a contact line, moving from an
out-of-equilibrium position to its equilibrium configuration. This means that the
contact line motion is chemically driven.
Take a flat homogeneous substrate with a wall-fluid interaction parameter εwf.
First, the equilibrium wall-liquid and the wall-vapour density profiles nwl(y2) and
nwv(y2), as well as the liquid-vapour interface nlv(z) are computed in a 1D setting.
These are then used to define an initial configuration of a liquid wedge with contact
angle θin
nin(y1, y2; θin) = nwl(y2)nˆlv(z) + nwv(y2) (1− nˆlv(z)) , (4.101)
with
nˆlv(z) =
nlv(z)− nvap
nliq − nvap . (4.102)
Here, z is the second coordinate of the coordinate system rotated by θin in clockwise
direction:
z = y1 sin θin − y2 cos θin. (4.103)
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Away from the contact line, the initial density distribution nin is at equilibrium.
In particular,
lim
y1→−∞
nin(y1, y2) = nwv(y2), (4.104a)
lim
y1→∞
nin(y1, y2) = nwl(y2), (4.104b)
lim
y2→∞
nin(y1, y2) = lim
y2→∞
nlv(z). (4.104c)
Consequently, the movement of the system is driven by nonequilibrium effects in
the vicinity of the contact line.
Results for DDFT computations of advancing and receding contact angles are
shown in Figs. 4.10 - 4.12. The position of the contact line is determined by a fitting
procedure. An analysis of the isoline for the density (n− nvap) / (nliq − nvap) = 0.5
shows that its deviation from the initial flat interface decays exponentially with the
distance to the substrate. We therefore fit the isoline to the path (g(y2), y2), where
g (y2) =
y2
tan θin
+ ae−λy2 (4.105)
in the interval y2 = [4, 5.5], with fitting parameters a and λ.
At distances closer to the substrate, i.e. y2 < 4, the oscillations of the density
profile do not allow for a reliable fitting procedure. Therefore, the contact angle θ
is taken to be the slope of the fitted path (g(y2), y2) at distance y2 = 4:
tan θ =
(dgy1
dy2
)−1
=
( 1
tan θin
− aλe−λy2
)−1
. (4.106)
The contact line position y1,CL is determined by linearly extrapolating the curve
defined in Eq. (4.105) at y2 = 4 with the slope determined in Eq. (4.106) to the
substrate. The contact line velocity UCL is then defined as:
UCL =
d
dty1,CL. (4.107)
All computations are presented in a moving frame of reference with the contact
line position at the origin. In Fig. 4.13, the contact line velocity and the contact
angle are plotted for the two computations presented in Fig. 4.10. It can be seen
that after some initial oscillations, the contact line speed reaches a slowly decaying
quasi-stationary state.
The initial density distribution is depicted in the left subplots of Figs. 4.10-
4.12. In order to obtain spontaneously advancing/ receding contact lines, εwf has
to be larger/ lower than the wall-fluid interaction corresponding to an equilibrium
configuration with contact angle θin. Higher values of εwf lead to higher contact
densities at the wall and to more pronounced density oscillations in the liquid phase.
This can be observed by comparing density isolines for advancing contact lines in
Figs. 4.10a, 4.11a with isolines of the density for receding contact lines in Figs. 4.10b,
4.11b.
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(a) Advancing contact line for εwf = 1.071, corresponding to θY = 60◦. The contact line
velocity and contact angle at t = 400 are UCL = −0.0034 and θ = 85◦, respectively.
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(b) Receding contact line for εwf = 0.594, corresponding to θY = 120◦. The contact line
velocity and contact angle at t = 400 are UCL = 0.0069 and θ = 109◦, respectively.
Figure 4.10: Moving contact lines for θin = 90◦. Left subplots: Isolines of the initial
density profile nin defined in Eq. (4.101). Right subplots: Isolines, velocity field
and streamlines in a moving frame of reference at t = 400. The blue, green and red
isolines for the density represent values (n− nvap) / (nliq − nvap) = {0.05, 0.5, 0.95},
respectively. The dashed magenta line is a fit of Eq. (4.105) to the green density
isoline, with linear extrapolation for y2 < 4.
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(a) Advancing contact line for εwf = 1.270, corresponding to θY = 0◦. The contact line
velocity and contact angle at t = 400 are UCL = −0.0035 and θ = 57◦, respectively.
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(b) Receding contact line for εwf = 0.856, corresponding to θY = 90◦. The contact line
velocity and contact angle at t = 400 are UCL = 0.0062 and θ = 75◦, respectively.
Figure 4.11: Moving contact lines for θin = 60◦. Left subplots: Isolines of the
initial density profile nin defined in Eq. (4.101). Right subplots: Isolines, velocity
field and streamlines in a moving frame of reference at t = 400. For further details,
see caption of Fig. 4.10.
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Figure 4.12: Advancing contact line for θin = 120◦ with wall-fluid interaction
εwf = 0.856, corresponding to θY = 90◦. The contact line velocity and contact
angle at t = 400 are UCL = −0.0046 and θ = 113◦, respectively. Left subplot:
Isolines of the initial density profile nin defined in Eq. (4.101). Right subplot:
Isolines, velocity field and streamlines in a moving frame of reference at t = 400.
For further details, see caption of Fig. 4.10.
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Figure 4.13: Contact line velocity UCL and contact angle θ over time for advancing
(solid line) and receding (dashed line) contact lines for initial contact angles θin =
90◦, for the systems given in Fig. 4.10.
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For θin = 120◦, only the advancing contact line is shown (see Fig. 4.12). This is
because in the limit of very low wall-fluid interaction parameters εwf, a vapour film
of several particle diameters thickness forms at the wall-liquid interface, therefore
effectively removing the contact line when employing the initial density distribution
(4.101). We conclude that for very hydrophobic substrates, a different numerical
scheme has to be chosen, which takes into account nonequilibrium effects away from
the contact line.
Intuitively, one expects a highly layered density profile to have a significant
effect on the momentum transfer in direction normal to the interface. In particular,
due to the reduced mobility of particles in the normal direction, a reduced local
viscosity or an effective slip-like effect in the fluid phase is expected. Here, however,
this nonlocal correlation between the density profile and a nonisotropic preference
of the momentum transfer is not taken into account. On the one hand, this is
due to the scalar (and therefore local) functional dependence of the viscosities on
the density in Eqs. (4.99). On the other hand, the stress tensor is assumed to be
isotropic in Eqs. (4.72) and (4.85), and therefore the symmetry-breaking effect of
the wall has been ignored.
Morciano et al. (2015) studied the effect of inhomogeneous density distributions
on the stress tensor and velocity profile for a Lennard-Jones fluid in a Couette flow
by using MD simulations. He showed that even in this simple unidirectional setting,
a linear relationship between the shear rate and the stress tensor with a density-
dependent viscosity could not be established. We conclude that a more elaborate
model for the stress tensor has to be developed, taking into account non-isotropic
as well as nonlocal effects.
Whilst acknowledging the limitations of the DDFT model presented here, we
compute the moving contact line within these model assumptions. In Figs. 4.10 -
4.12, one can observe that the streamlines cross the liquid-vapour interface. Far
from the contact line, this is due to the convective movement of the interface. In
particular, no mass transfer across the fluid interface is observed. This is because
the distance between the streamlines in the liquid and the vapour phase remains
constant. Due to the density jump across the interface, any mass transfer across the
interface must be accompanied by an expansion/ compression of fluid, and therefore
a widening/ narrowing of the streamlines across the fluid interface.
At the contact line, however, the no-slip condition imposed at the wall enforces
a transfer of matter across the fluid interface. This can be seen by the large rate
of compression/ decompression in the first two fluid layers in the vicinity of the
contact line. The consequences are significant: Whilst in the liquid phase, a rolling-
motion-like behaviour is observed, the vapour phase is almost entirely compressed
into / decompressed from the first two layers of liquid at the contact line for the
advancing/ receding case, respectively.
Physically, transfer of matter across the fluid interface represents a phase change,
which here is driven by the excess energy of the nonequilibrium initial state. At
the contact line, this excess energy is transformed into thermal energy. In classical
continuum mechanics, the viscous heat production (see also Eq. (3.18a)) is given
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in Fig. 4.10a).
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Fig. 4.10b).
Figure 4.14: Viscous heat production ε˙v at the moving contact line. The green solid
line depicts the position of the liquid-vapour interface.
by
ε˙v = τ :∇u = ζ (∇ · u)2 + η2
(
∇u + (∇u)T − 23 (∇ · u) I
)2
. (4.108)
In Fig. 4.14, it is shown that transfer of mechanical into thermal energy is con-
centrated in the first two fluid layers in the vicinity of the contact line. This has
consequences for the temperature distribution of the system, depending on the rate
of heat dissipation, as well as the heat capacity and heat diffusivity of the fluid.
First, the heating of the fluid can change the properties of the system. Second, it
can cause evaporation, and therefore have a significant influence on the contact line
behaviour.
One phenomenological moving contact line model which describes the inner
region is the MKT (Ref. Blake & Haynes (1969)). Within this model, wetting is
considered to be a chemical reaction, where a molecule from the bulk phase binds on
the solid. In the DDFT framework presented here, the main ingredients of the MKT
model, such as a particle-based model for the substrate, or an energy barrier for
particle displacement along the wall, are not present. The linearised version of the
full MKT (Ref. de Ruijter, Blake & de Coninck (1999)) reduces to a simple linear
relation between the contact line velocity UCL and the driving force by unit length
of the contact line. In fact, this general relationship between a thermodynamic
force and its flux may also result as a leading order effect from nanoscale physical
effects which are of an entirely different nature.
Here, we test this hypothesis in the framework of DDFT by plotting the effective
force acting on the contact line, defined via
w¯ = γlv (cos θ − cos θY) , (4.109)
via the contact line velocity at time t = 400. In Fig. 4.15, we compare results from
DDFT computations with the prediction from linear MKT
UCL = w¯/ζ0, (4.110)
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Figure 4.15: Contact line velocity UCL vs. force acting on the contact line w¯ at
t = 400. The legend shows θin → θY for the respective computations. The dashed
and the solid lines are fits to the prediction of the MKT model (4.110), with ζ0 = 30
and 10 for the advancing and the receding case, respectively.
where ζ0 is the friction coefficient acting at the contact line.
In Fig. 4.15, it is seen that there is a general monotonic increase of the con-
tact line velocity with the force acting at the contact line w¯. There is, however, a
considerable spread of the data, which does not allow for a good fit with the lin-
earised MKT model. The reason for this can be twofold. First, this can be due to
a measuring error of UCL and θ. In particular, the computation of the contact line
position and the contact angle in Eqs. (4.105) - (4.105) is influenced by oscillations
of the density isoline at distances y ≥ 4 from the substrate.
Second, Eq. (4.109) stipulates that the friction coefficient is constant throughout
the full range of contact angles. In Figs. 4.10 - 4.12, however, it is shown that
there is a region of extreme compression/ decompression at the contact line, with
distinctly different behaviour for different contact angles. For example, in Fig. 4.12,
streamlines cross the fluid interface from the vapour phase to the liquid phase,
then go back to the vapour phase, before crossing the contact line into the liquid
phase. This effect cannot be observed in computations for smaller contact angles.
Therefore, the simple linear relation between the driving force w¯ and the contact
line velocity UCL given in Eq. (4.110) might not capture the range physical effects
included by the DDFT model employed here.
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DFT describes equilibrium properties of fluids via a functional of the density
distribution. This functional involves an expression for the free energy of the fluid
(see Chapter 4). For simple fluids interacting with a Lennard-Jones potential, a
common approach is to split the excess free energy into a repulsive and an attractive
contribution, modelled via a RFMT and a mean-field approach, respectively (see
Eq. (4.6)). The functional expression for the RFMT model involves convolutions of
the density with weight functions whose support equals the surface and the volume
of the fluid particles. The functional expression for the mean-field attractive free
energy model leads to convolutions of the density with an algebraically decaying
potential.
Numerically, these convolutions are typically computed using Fast Fourier trans-
forms (FFT). This ‘matrix-free’ approach has been applied in a variety of geometries
in 1D to 3D cases (Ref. Sears & Frink (2003)) on uniform Cartesian grids (Ref.
Merath (2008)). In the literature, computations on equispaced grids have been
employed with grid spacings of 0.02 (Ref. Gross (2009)) or 0.05 (Ref. Malijevský
& Parry (2013)) with 1000 grid points, where the systems are nondimensionalised
using the hard-sphere diameter of the fluid particles. An improvement of FFT
methods can be obtained if the weight functions, which exhibit discontinuities, are
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Fourier-transformed analytically. A respective scheme which is then solved via Pi-
card iterations was presented by Knepley et al. (2010). This was also employed by
Zhou et al. (2012) in 3D, employing 256 grid points in each direction with an even
grid spacing of 0.1.
Alternatively, a real-space finite element approach, discretised on a Cartesian
grid with linear interpolation, was introduced by Frink & Salinger (2000b,a) and
Frink et al. (2002). This is solved with Newton iterations on distributed memory
computers. In contrast to methods based on Picard iterations, which converge in
O(102−103) (Ref. Heroux et al. (2007)) and O(105) (Ref. Merath (2008)) iterations,
the Newton method converges in O(10) steps.
While the real-space finite element approach is robust, it is also expensive (Ref.
Heroux et al. (2007)). Methods based on FFT to compute the convolutions are, how-
ever, restricted to the use of periodic boundary conditions. Non-periodic scenarios
therefore have to be performed in large periodic domains mimicking non-periodicity,
which also means that jumps in the density profile are included in the domain.
Heroux et al. (2007) reevaluated real-space approaches, realising that the high
computational cost for solving DFT problems was also due to the use of precondi-
tioners which are typically developed for PDEs. The main difference between PDEs
and the equations used in a DFT framework is the nonlocality of the DFT equa-
tions. In particular, discretised PDEs exhibit a strong internodal coupling, with a
stencil support which is independent of the mesh grid (Ref. Heroux et al. (2007)).
Heroux et al. (2007) therefore proposed a segregated Schur complement solver for
fluid-DFTs, and applied it to hard-sphere, polymer and molecular fluids. The re-
spective code was made publicly available with the software package Tramonto 4.x
(2007-2016).
Here, we propose an alternative method, which deals with the high complexity
of the equations by reducing the number of degrees of freedom of the problem. This
is done by discretising the fluid density profile with a small number of collocation
points, using pseudospectral methods mapped onto an unbounded domain. This
was successfully applied to DFT computations of soft and hard-sphere fluids in
spherical, planar and 2D geometries at equilibrium and in dynamic settings (see
Goddard et al. (2012), Goddard, Nold, Savva, Yatsyshin & Kalliadasis (2013),
Goddard, Nold & Kalliadasis (2013), Nold et al. (2014) and Nold, Sibley, Goddard
& Kalliadasis (2015)). A similar approach based on spectral methods was also used
to compute the relaxation dynamics of planar films by Yatsyshin et al. (2012).
The convolutions are performed in real space, by separately discretising the in-
tersection between the support of the density profile and the support of the respect-
ive weight functions. We provide a detailed account of the discretisation scheme
and show its numerical convergence. The method is then applied to hard-sphere
systems with and without attractive particle-particle interactions in the half-space
limited by a hard wall. We show the consistency and convergence of the DFT
computations at the contact line presented in Chapter 4 using thermodynamic sum
rules.
Pseudospectral methods mapped onto unbounded domains were also employed
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to solve for the diffuse interface equations in an infinite strip (see Sec. 3.4.1) and
when solving for the 1D thin-film equations for a forced wetting case in Sec. 2.2. In
this chapter, all quantities are considered in dimensionless form.
5.1 Pseudospectral methods in bounded and unboun-
ded domains
The accurate computation of the convolutions is crucial for solving the Euler-
Lagrange equation (4.2) and ultimately obtaining a reliable equilibrium density
profile. Convolutions are needed to compute the weighted densities (see Eq. (4.9))
used in the hard-sphere contribution to the free energy (see Eq. (4.12)) and to
compute the attractive contribution to the free energy (see Eq. (4.17)). The obvi-
ous choice is to employ the convolution theorem, and compute the convolutions in
Fourier space (Ref. Roth (2010)) through
n ∗ χ = F−1 {F {n} · F {χ}} , (5.1)
where F is the Fourier transform. Employing FFT requires O(N logN) complexity,
where N is the number of Fourier modes. There are, however, two crucial difficulties
to consider: First, when computing the density profile of a fluid in contact with a
hard wall, n(y2) exhibits a jump at y2 = 0, and approaches continuously its bulk
value as y2 →∞. Any decomposition in Fourier modes will require a truncation of
the physical domain and the assumption of periodicity. It will also require a special
treatment of the Gibbs phenomenon induced by the discontinuity of the density
profile at the wall. Similarly, the weight functions ω for FMT given in Eqs. (4.10)
are short-range with finite support and need special treatment (Ref. Roth (2010)).
Several approaches have been presented to circumvent these difficulties. By
computing the Fourier transform analytically, the accuracy is improved substan-
tially (Ref. Knepley et al. (2010)). Alternatively, König et al. (2005) proposed
expansions of the equilibrium density profile in term of the local curvatures at
the wall. Here, however, we circumvent these complications by performing the
convolutions in real space. This approach, which we describe below, is based on
pseudospectral methods.
5.1.1 Chebyshev spectral method
We present a real-space discretisation for FMT-DFT employing a pseudospectral
method. In this framework, a function f(x) defined on x ∈ [−1, 1] is approximated
by a linear combinations of Lagrange polynomials which are represented by the
functional values of f at the so-called Gauss-Lobatto-Chebyshev collocation points
xk = cos
(
pik
N
)
for k = 0 . . . N. (5.2)
Note that the density of collocation points increases as the endpoints of the interval
are approached. This provides a good approximation of the function over the whole
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interval (Ref. Boyd (2001)). The value of the interpolating polynomial pN at any
value x other than the collocation points is then be computed in O(N) steps through
barycentric interpolation via
pN (x) =
∑N
k=0
w¯k
x−xk f(xk)∑N
k=0
w¯k
x−xk
, (5.3)
with weights w¯0 = 12 , w¯k/∈{0,N} = (−1)k and w¯N = (−1)
N
2 (Ref. Salzer (1972),
Berrut & Trefethen (2004), Tee (2006)). The integral of f over [−1, 1] is computed
through the use of a Clenshaw-Curtis quadrature
∫ 1
−1
f(x)dx =
N∑
k=0
wkf(xk), (5.4)
with weights
wj =
2dj
N
{
1−∑(N−2)/2k=1 2 cos(2ktj)4k2−1 − cos(pij)N2−1 for 2|N
1−∑(N−1)/2k=1 2 cos(2ktj)4k2−1 for 2 - N , (5.5)
where tj = (pij) /N , d0,N = 1/2 and dj 6=0,N = 1 otherwise. For a detailed review of
Chebyshev spectral methods, see also Boyd (2001).
5.1.2 Unbounded domains
In most computations presented in this thesis, a density or velocity field approaches
a constant value in an unbounded domain. Shen & Wang (2009) and Boyd (2001)
present the following categories of solution techniques for these situations:
(1) domain truncation,
(2) approximation by orthogonal systems in the unbounded domain, or
(3) mapping of the unbounded domain onto a bounded domain and applying stand-
ard spectral methods.
Approach (1) is appropriate when dealing with quickly decaying functions. It has
been widely used in DFT computations. Its main drawback is that convergence with
the number of discretisation points and convergence with the size of the truncated
domain have to be checked separately.
An alternative to this method is the discretisation of the unbounded domain.
The main difference between approaches (2) and (3) is that in (2), the equations
are studied in the physical (unbounded) domain, while in (3), the equations are
considered in the mapped bounded domain, which is subsequently referred to as
the computational domain. Here, we adopt (3), as its implementation provides a
greater flexibility in studying different domain shapes. This is because once the
basic methods are implemented in the computational domain, both bounded and
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unbounded domains of different shapes can be studied by only adapting the maps
to the physical domain.
We distinguish between algebraic, logarithmic and exponential maps from the
computational domain [−1, 1] to the semi-infinite and infinite domains [0,∞] and
[−∞,∞], respectively. These have been compared extensively in Boyd (2001), as
well as in the earlier studies by Grosch & Orszag (1977) and Boyd (1982). In
a minimalist approach, we choose the algebraic maps, taking advantage of their
robustness. One further advantage is that algebraic maps retain their optimal
properties as N → ∞ for constant mapping parameters L (Ref. Boyd (2001)).
In the direction parallel and normal to the wall, i.e. for infinite and semi-infinite
physical domains, the algebraic maps are
A1 : [−1, 1]→ [−∞,∞] x→ L1 x√1− x2 , (5.6a)
A2 : [−1, 1]→ [0,∞] x→ L2 1 + x1− x, (5.6b)
respectively. L1,2 are numerical parameters linked to the length scale of the physical
domain. 50% of the discretisation points of the computational domain [−1, 1] are
mapped onto the intervals [−L1, L1] and [0, L2] in the physical domain, respectively.
5.1.3 Computation of convolutions
Let us now introduce the procedure by which the convolution (n ∗ χ) of the density
profile n and a weight function χ is computed in real space as
(n ∗ χ)(y) =
∫
χ(y − y˜)n(y˜)dy˜. (5.7)
In most applications shown here, χ has a finite support.
If the density profile is represented on a bounded domain by a relatively fine
mesh, then the weight function χ and the density distribution n can be represented
on the same grid and the computation of (5.7) is straightforward. Typically, how-
ever, we wish to compute the convolution of a relatively narrow function χ with a
density distribution n which varies smoothly over a large domain.
The density distribution can usually be represented accurately with a relatively
small number of collocation points on the full domain. However, representing the
weight function χ, shifted by the position of the collocation point yk, on the same
set of collocation points as the density profile, can be highly inaccurate. To illus-
trate this behaviour, we plot in Fig. 5.1 the interpolation of three shifted Gaussian
distributions on the same grid centred at y = 0. It can clearly be seen how the qual-
ity of the representation rapidly deteriorates as the Gaussian is shifted to positions
at which the grid becomes sparse.
In order to account for this behaviour, we rewrite the convolution (5.7) as
(n ∗ χ)(y) =
∫
I(y)
χ(−y˜)ny(y˜)dy˜, (5.8)
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Figure 5.1: Interpolation of three Gaussian distributions χ(y) = 12pie−y
2/2, shifted
to the position of the 30th, 44th, and 47th collocation point for the left, middle and
right subplot, respectively. The whole line is discretised with 50 Gauss-Lobatto-
Chebyshev collocation points mapped from [−1, 1] to [−∞,∞] using the algebraic
map A1 with mapping parameter L1 = 2.
where
ny(y˜) = n(y + y˜), (5.9)
and I(y) is the intersection between the support of the weight function χ and the
support of the shifted density distribution ny:
I(y) = supp (χ) ∩ supp (ny) . (5.10)
Assuming that the density profile changes slowly, it can be concluded that the
behaviour of the integrand in Eq. (5.8) is dominated by the weight χ. The domain
I(y) is therefore discretised for each collocation point y = yk based on the behaviour
of χ.
We can now construct a linear convolution matrix operator Cχ. This operator
acts on the vector nk of values of n at the collocation points yk and returns (χ ∗ n)k,
i.e. the value of (χ ∗ n) at the collocation points yk. Let (Cχ)k be the k-th row of
Cχ. (Cχ)k is then computed as following:
1. Discretise I(yk) with M collocation points yˆM and compute the integration
weights wˆM for this domain. [row vector, length M ]
2. Evaluate the weight function χM = χ(−yˆM ) on the discretisation points of
I(yk) (see Eqs. (5.4) and (5.5)). [column vector, length M ]
3. Compute the interpolation matrix IPk of the original grid yN onto the grid
of I(yk) (see Eq. (5.3)). [M ×N matrix]
4. Set (Cχ)k = diag (wˆM ) diag (χM ) IPk.
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Here, diag(v) is the square matrix with the elements of the vector v on the diagonal
and zeros elsewhere.
If compared to the computation of the convolution in Fourier space, which is of
O(N logN), this procedure apparently has a much higher computational complex-
ity — determined by the computation of the interpolation matrices — of O
(
MN2
)
.
However, due to its flexibility in describing the domain I(yk), the procedure de-
scribed here does enable the accurate description of weight functions and density
profiles with discontinuities and finite support. This allows the use of a smaller
number of discretisation points for both the discretisation of the full domain and
of I(yk). Finally, the procedure has the advantage of having only to be performed
once for each geometry, and of being highly parallelisable. In the process of solving
the Euler-Lagrange equation (4.2), computing the convolution reduces to a matrix
multiplication of complexity O(N2).
We therefore emphasise that the comparison of numerical procedures by means
of their computational complexity is only feasible if the number of points for both
procedures is high, of the same order of magnitude, and the results are of the same
accuracy. We show in the following that with the real-space convolution procedure
described here, a high accuracy can be achieved while employing a low number of
discretisation points, hence trading off the higher computational complexity of the
method.
5.1.4 Iterative scheme
We have implemented both a Newton iterative scheme (Ref. Frink & Salinger
(2000a,b)) and a Picard iterative scheme (Ref. Roth (2010)) to solve the Euler-
Lagrange equation (4.2). Note that for low densities close to the vapour density, the
ideal gas contribution (4.4) grows logarithmically as the density decreases. There-
fore, in order to avoid a special numerical treatment for the densities close to zero,
we solve instead for
z¯ = T logn. (5.11)
We implement the simple iterative scheme
z¯n+1 = z¯n + λr∆z¯, (5.12)
where λr ∈ (0, 1] is a relaxation parameter and the step size ∆z is defined by
(∆z¯)Newton = −J−1
δΩ[n]
δn(r) , (5.13a)
(∆z¯)Picard = −
δΩ[n]
δn(r) (5.13b)
for the Newton and the Picard iterations, respectively. Here, J is the Jacobian of
δΩ[n]
δn(r) . When solving for a DFT-FMT system with the Newton iterative scheme, we
include the weighted densities n2, n3 and n2 as unknowns, similar to the explicit
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treatment of the nonlocal densities by Frink et al. (2002). Note that the Picard
iterative scheme makes use of the functional form of δΩ[n]δn(r) , which can be written as
a fixed-point equation for z.
For the Newton iterations, we perform O(10) steps with a relaxation parameter
λr = 0.5, and then set λr = 1. For the Picard iterations, we initially set λr =
0.01, and subsequently increase λr to 0.2. A Picard iterative step has a lower
computational cost than one Newton iteration, given that in each Newton iteration,
a linear system of equations has to be solved for (see Eq. (5.13a)). This can be
substantially improved by employing preconditioners (see Heroux et al. (2007)).
In general, however, the increased computational cost of each Newton iteration is
compensated for by the smaller number of iterations needed when using Picard
iterations.
In 1D computations of a fluid in contact with a hard wall, the Newton scheme
converges in approximately 30 iterations, while the Picard scheme converges in
≈ 500 − 1000 iterative steps, leading to a comparable computational cost. In 2D
computations of a contact line in contact with a wall, we find that the Picard
iterative scheme is significantly more efficient than Newton iterations.
5.2 Discretisation of 2D domains
We now generalise the procedures described in the previous section to 2D by using
tensor products. This was done previously, e.g. in Le Quéré et al. (1992) to solve
the Navier-Stokes equations or in Mai-Duy & Tanner (2007) to solve 2D biharmonic
boundary value problems.
In this framework, a function f (x) defined on the unit cell [−1, 1] × [−1, 1] is
represented by the functional values at a grid of collocation points defined by the
1D collocation points x1,2 ∈ [−1, 1]N1,2 in each direction (see Eq. (5.2)). Here, N1,2
are the number of collocation points along the first and second axes, respectively.
Details are given in Appendix C.1.
5.2.1 Change of variables in 2D
In Sec. 5.1.2, we have mapped the 1D computational domain [−1, 1] onto the whole
line [−∞,∞] and a semi-infinite space [0,∞], employing the algebraic maps A1 and
A2, respectively. Here, we proceed analogously for 2D. Let Y be the map from the
2D computational domain to the physical domain, with two 1D maps Y1,2:
Y : (x1, x2)→ (y′1, y′2) = (Y1(x1, x2),Y2(x1, x2)) . (5.14)
Depending on the geometry, the first and second variables of the computational
domain are described using Gauss-Lobatto-Chebyshev collocation points in the in-
terval [−1, 1] or Fourier modes in the interval [0, 1). The integration vector for the
physical domain is then computed through
wY = (w1 ⊗w2) diag (det (JY)) . (5.15)
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Here,
det (JY) =
∂Y1
∂x1
∂Y2
∂x2
− ∂Y1
∂x2
∂Y2
∂x1
(5.16)
is the vector of the determinants of the Jacobian of Y at the collocation points
x. If Gauss-Lobatto-Chebyshev collocation points are employed, then w1,2 are the
vectors of 1D integration weights given in Eq. (5.5).
For the sake of convenience, the physical domain (y′1, y′2) may represent skewed
Cartesian, polar or spherical coordinates. In other words, the physical domain is
mapped onto the Cartesian domain via
C : (y′1, y′2)→ (y1, y2). (5.17)
Here, we employ the following three geometrical representations:
1. Cartesian coordinates, skewed by angle θn. In this case,
CSC,θn :
(
y′1
y′2
)
→
(
1 cos θn
0 sin θn
)(
y′1
y′2
)
, (5.18)
and the integration weight vector for the Cartesian domain is rescaled by
sin θn:
wSC = wY sin θn. (5.19)
2. Polar coordinates:
Cpol :
(
ϕ
r
)
→
(
r cosϕ
r sinϕ
)
, (5.20)
where ϕ ∈ [0, 2pi) and r ∈ [0,∞] are the angular and the radial variables,
respectively. The integration weight vector for the Cartesian domain is mul-
tiplied with r:
wpol = wYdiag (r) . (5.21)
3. Projected spherical coordinates with radial parameter R:
Csph :
(
θ
ψ
)
→
(
R cosψ sin θ
R cos θ
)
, (5.22)
where both θ ∈ [0, pi] and ψ ∈ [0, 2pi] are angular variables. We distinguish
two cases: First, for an integration over the 2D disk defined by Csph, the
integration weight vector is multiplied with the determinant of the Jacobian
of Csph:
wsph = wYR2diag
(
sin2 (θ) sin (ψ)
)
. (5.23)
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If, however, the map Csph is complemented by a third Cartesian component
y3 = R sinψ sin θ, and the integration is done over the surface of the sphere
with radius R whilst assuming invariance of the density profile in y3-direction,
then the integration weight vector is multiplied with the classical weight for
spherical coordinates
wsurf = wYR2diag (sin (θ)) . (5.24)
We note that the latter case, in which a full spherical coordinate system is em-
ployed and Csph is complemented by a third variable, is useful when computing the
weighted densities in Eq. (4.9) with weight ω2,i given in Eq. (4.10a). In particular,
for a fluid of hard spheres whose density is invariant in one coordinate direction,
the representation of the density is 2D due to the symmetry of the system, while
for convenience the convolution is done in 3D.
For all other cases, the 3D convolutions are reduced to 2D convolutions by
exploiting the invariance of the density in one direction. Details are given in Ap-
pendix C.2.
5.2.2 Domain discretisation
For the computation of the convolutions introduced in Sec. 5.1.3, discretisations
of the intersections between the support of the weight function χ and the support
of the density profile are needed. Here, we present the maps from the computa-
tional domain to the physical domain needed for the discretisation of these different
intersections.
In this work, we are interested in the density distribution of a fluid in contact
with a planar hard wall. The domain which needs to be discretised is the half-
space H = {r = (y1, y2)|y2 > 0}. We therefore choose to map the square [−1, 1]2,
discretised by Gauss-Lobatto-Chebyshev collocation points, onto the half-space,
using Eq. (5.14) and employing the algebraic maps defined in Eqs. (5.6a) and (5.6b)
for the first and second variables y′1 and y′2, respectively:
YH(x1, x2) = (A1(x1),A2(x2)) . (5.25)
For the intersection between the support of the weights Φattr2D , Φ
ω3
2D and ω2, given
in Eqs. (C.5), (C.6), and (4.10a), respectively, and the half-space H, we distinguish
four cases:
(1) The support of the weight function corresponds to the surface of a sphere of
radius R in 3D: {r ∈ R3 : |r| = R}, and the density under consideration is
invariant in one dimension. This is a special case of (2), and is applicable for
weights ω2 and ω2 given in Eqs. (4.10a) and (4.10c), respectively.
(2) The support of the weight function corresponds to a disc of radius R in 2D:
{r ∈ R2 : |r| < R}. This is used for weight Φω32D in Eq. (C.6) if the density is
invariant in one direction, and for the contribution |r| < R to the 2D projection
of the attractive particle-particle interaction Φattr2D (see Eq. (C.5)).
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(3) The support of the weight function corresponds to an infinite annulus with inner
radius R: {r ∈ R2 : |r| > R}. This is applicable for the outer contribution to the
the 2D projection of the attractive particle-particle interaction without radial
cutoff, Φattr2D (see Eq. (C.5)).
(4) The support of the weight function corresponds to a finite annulus with inner
radius Rin and outer radius Rout: {r ∈ R2 : Rin ≤ |r| ≤ Rout}. This is
applicable for the outer contribution to the the 2D projection of the attractive
particle-particle interaction Φattr2D with a finite cutoff radius rc (see Eq. (C.5)).
In Tabs. 5.1 - 5.3, we present discretisations of eleven different geometries. In
Tab. 5.4, it is then described how these geometries are assembled to discretise the
intersections between the domains described above and the half-space.
For the discretisation of a disc, a finite annulus or an infinite annulus (see
Tab. 5.1), we take advantage of the periodicity in the angular variable in the polar
coordinates and employ an equispaced grid to describe the second computational
variable xˆ2 ∈ [0, 1), which is then mapped to the angular variable ϕ ∈ [0, 2pi).
For the discretisation of a disc D1 (R) with radius R, the radial variable is
described by an even number of Gauss-Lobatto-Chebyshev collocation points, and
mapped from [−1, 1]→ [−R,R]. Analogous to the procedure employed by Trefethen
(2000), this avoids the treatment of the origin, but requires the explicit implement-
ation of the symmetry f(r, ϕ) = f(−r,mod(ϕ+pi, 2pi)), hence leading to an effective
restriction of the computational variable x1 to [0, 1], and restoring bijectivity of the
map YD1(R).
The geometries described in Tab. 5.2 map the computational domain onto
spherical angular coordinates. The discretisation of S1 presented there employs
an equispaced grid for the second variable, which is useful for the computation of
the weighted density n2 (see Eq. (4.9)). In particular, S1 (R, θ1, θ2) is the surface of
a sphere with radius R, capped at θ1 and θ2, respectively. If the full surface of the
sphere is to be described, then θ1 = 0 and θ2 = pi. The convolution of the density
distribution with the second FMT weight ω2 is then written as
∫
R3
δ (R− |r˜|)nr (r˜)dr˜ =
∫
S1(R,θ1,θ2)
nr (r˜) dr˜
= R2
∫ θ2
θ1
∫ 2pi
0
sin(θ)nr (Csph (θ, ψ))dθdψ, (5.26)
and similarly for the vector-weight ω2. nr is defined in Eq. (5.9). Here, the 2D
density profile n was extended into the third dimension by using invariance in the
third Cartesian coordinate.
S2 describes the 2D projection of S1 onto the y1-y2 plane. This is used to
integrate the FMT weight Φω32D (see Eq. (C.6)). In particular, the integration is
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written in angular spherical coordinates as:∫
R2
Φω32D (r˜)nr (r˜) dr˜ =
∫
S2(R,θ1,θ2)
2
√
R2 − |r˜|2nr (r˜)dr˜
= 2R3
∫ θ2
θ1
∫ 2pi
0
sin2(θ) sin2(ψ)nr (Csph (θ, φ)) dθdϕ. (5.27)
The remaining discretisations YP1−6 described in Tab. 5.3 employ a decompos-
ition of the computational domain in Gauss-Lobatto-Chebyshev collocation points
in both directions and map it onto polar coordinates. The radial component for the
maps YP2 and YP3 is mapped onto an interval, whose size depends on the angular
variable ϕ and which extends to infinity as ϕ approaches the boundary. In order
to describe this behaviour, we employ a generalisation of the algebraic map A2 by
defining
A2,F(x; a, b, L) = a+ (b− a) e2
1 + x
1− x+ e, (5.28a)
where e = 2 L(b− a)− 2L. (5.28b)
Finally, we note that for discretisations YD2 and YP1−3 , the parameter L needs
to be estimated. For unbounded domains, L determines the spreading rate of the
collocation points. In particular, it defines the position of the red solid lines in
Tabs. 5.1-5.3, which denotes the interval in which 50% of the collocation points
are located. Here, the gradient of the density profile is assumed to be small when
compared to the gradient of the weight function. Consequently, L is obtained by
numerically minimising the maximum interpolation error of the weight function.
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Map from computational to physical domain Discretisation inCartesian coordinates
YD1(R) :
(
x1
xˆ2
)
→
(
r
ϕ
)
=
(
Rx1
2pixˆ2
)
−1 0 1−1
0
1
D1 (1)
YD2(R,L) :
(
x1
xˆ2
)
→
(
r
ϕ
)
=
(
R+A2(x1;L)
2pixˆ2
)
−4 0 4
−4
0
4
D2 (1, 1)
YD3(R1,R2) :
(
x1
xˆ2
)
→
(
r
ϕ
)
=
(
R1 + x1+12 (R2 −R1)
2pixˆ2
)
−2 0 2
−2
0
2
D3 (1, 2.5)
Table 5.1: Maps from the computational domain to the physical domain represented
in polar coordinates (r, ϕ) for a disc D1, an infinite annulus D2 and a finite annulus
D3. The first and second variables x1 ∈ [−1, 1] and xˆ2 ∈ [0, 1) in the computational
domain are discretised with Gauss-Lobatto-Chebyshev collocation points and an
equispaced grid, respectively. If applicable, each side of the red solid line, defined by
C {Y (0, x2)}, contains 50% of the discretisation points. A2 is defined in Eq. (5.6b).
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Map from computational to physical domain Discretisation inCartesian coordinates
YS1(R,θ1,θ2) :
(
x1
xˆ2
)
→
(
θ
ψ
)
=
(
θ1 + (θ2 − θ1) x1+12
2pixˆ2
)
−1 0 1−1
0
1
S1
(
1, pi5 ,
3
4pi
)
YS2(R,θ1,θ2) :
(
x1
x2
)
→
(
θ
ψ
)
=
(
θ1 + (θ2 − θ1) x2+12
pi 1+x22
)
−1 0 1−1
0
1
S2
(
1, pi5 ,
3
4pi
)
Table 5.2: Maps from the computational domain to the physical domain represented
in projected spherical coordinates (θ, ψ) for the full surface and the projected surface
of a capped sphere S1 and S2, respectively. Variables x1,2 in the computational
domain are discretised with Gauss-Lobatto-Chebyshev collocation points, while xˆ2
is discretised with an equispaced grid.
Map from computational to physical domain Discretisation inCartesian coordinates
YP1(R,L) :
(
x1
x2
)
→
(
r
ϕ
)
=
(
R+A2(x1;L)
pi x2+12
)
−2 0 20
2
P1 (1, 1)
YP±2 (R,L,h) :
(
x1
x2
)
→
(
r
ϕ
)
=
(
A2,F (x1;R, rd, Lr)
ϕ±0 +
(
pi
2 −∆ϕ
) x2+1
2
)
0 2−1
0
P+2 (1, 1, 0.9)
(ϕ−0 = pi, ϕ+0 = 32pi + ∆ϕ, ∆ϕ = arccos
∣∣ h
R
∣∣.)
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YP3(R,L,h) :
(
x1
x2
)
→
(
r
ϕ
)
=
(
A2,F (x1;R, rd, Lr)
pi 3+x22
)
−2 0 20
1
2
P3 (1, 1, 1.5)
YP±4 (Rin,Rout,h) :
(
x1
x2
)
→
(
r
ϕ
)
=
 Rin + 1+x12 ∆r3
2pi ± ϕ±0
+ 1+x22
(
ϕ−0 − ϕ+0
)

−2.5 −1.5 −0.5−1
−0.5
P−4 (1, 2.5, 0.9)
(ϕ−0 = arccos
∣∣∣ hRout ∣∣∣, ϕ+0 = arccos ∣∣∣ hRin ∣∣∣, ∆r = ∣∣∣y2,wallsinϕ ∣∣∣−Rin.)
YP5(Rin,Rout,h) :
(
x1
x2
)
→
(
r
ϕ
)
=
(
Rin + 1+x12 ∆r
3
2pi + ∆ϕ
)
−2 0 2−1.5
−0.5
P5 (1, 2.5, 1.5)
(∆ϕ = arccos hRout , ∆r =
∣∣∣y2,wallsinϕ ∣∣∣−Rin.)
YP6(Rin,Rout,h) :
(
x1
x2
)
→
(
r
ϕ
)
=
(
Rin + 1+x12 (Rout −Rin)
pi
2 + x2 (pi −∆ϕ)
)
,
(∆ϕ = arccos
(
h
Rout
)
.)
−2 0 2−2
0
2
P6 (1, 2.5, 1.5)
Table 5.3: Maps from the computational domain to the physical domain represented
in polar coordinates (r, ϕ) for geometries P1−6. Variables x1,2 in the computational
domain are discretised with Gauss-Lobatto-Chebyshev collocation points. We define
Lr = L rd−R3L+rd−R and rd =
∣∣∣ hsinϕ ∣∣∣. If applicable, each side of the red solid line, defined
by C {Y (0, x2)}, contains 50% of the collocation points. A2 and A2,F are defined in
Eqs. (5.6b) and (5.28), respectively.
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Support of weight χ I (y)
{r : |r| = R}

S1 (R, 0, pi) for y > R
S1
(
R, 0, pi2 + ∆ϕ
)
for y ∈ (−R,R)
∅ for y < −R

{r : |r| ≤ R}

S2 (R, 0, pi) for y > R
S2
(
R, 0, pi2 + ∆ϕ
)
for y ∈ (−R,R)
∅ for y < −R

{r : |r| ≥ R}

D2 (R,L) for y =∞
P1 (R,L) ∪ P3 (R,L, y) for y ∈ [R,∞)
P1 (R,L) ∪
{
P+2 ∪ P−2
}
(R,L, y) for y ∈ (0, R)
P1 (R,L) for y = 0

{r : Rin ≤ |r| ≤ Rout}

D3 (Rin, Rout) for y ∈ [Rout,∞]
{P6 ∪ P5} (Rin, Rout, y) for y ∈ (Rin, Rout){
P6 ∪ P+4 ∪ P−4
}
(Rin, Rout, y) for y ∈ (0, Rin]
P6 (Rin, Rout, y) for y = 0

Table 5.4: Assembly of geometries defined in Tabs. 5.1-5.3 to obtain the intersections
I(y) of the support of weight χ with the shifted half-space {(x′, y′) : y + y′ > 0}.
Here, ∆ϕ = arcsin yR , and L is a mapping parameter.
5.2.3 Application to DFT-FMT in the half-space
Modelling a fluid with FMT requires the discretisation not only of the density n, but
also of the weighted densities defined through Eq. (4.9). Here, the wall is located
such that n|y2<0 = 0. Considering a fluid of hard spheres with diameter one, and
employing the weights defined in Eq. (4.10), then it becomes clear that the support
of the weighted densities is {(y1, y2) : y2 > −0.5}. We conclude that a separate
discretisation of the weighted densities is necessary.
If the contact density of the fluid at the wall is greater zero, then the derivative
of the weighted densities in direction normal to the wall, ∂nα∂y2 exhibits a jump at
y2 = 0.5. This can best be seen for the behaviour of n2 and the second component
of n2 for a hard-sphere fluid in contact with the hard wall, depicted in Fig. 5.2.
There, the weighted densities n2, (n2)2 are clearly non-differentiable at y2 = 0.5.
In order to correctly describe this behaviour, we split the half-space {(y1, y2) :
y2 > −1/2} used to describe the weighted densities, into the infinite slit {(y1, y2) :
y2 ∈ [−1/2, 1/2]} and the half-space {(y1, y2) : y2 > 1/2}, which are then discretised
separately with pseudospectral methods. In particular, the slit is described by
Yslit(x1, x2) =
(
A1(x1), x22
)
, (5.29)
and the half-space is described by Eq. (5.25), but shifted by 0.5 in positive y2-
direction (see Fig. 5.3). In the computations presented in this work, the number of
collocation points in this strip, Nstrip, is linked to the number of collocation points
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Figure 5.2: The left subplot depicts the density profile of a hard-sphere fluid in
contact with a hard wall, for bulk density nbulk = 0.7151. The solid line represents
results of a FMT-DFT computation and the top and bottom dashed lines represent
the values of the contact and bulk densities, respectively. Squares represent results
of MC computations by Groot et al. (1987). The right subplots are the weighted
densities n2, n3 and the second component of the vector-weighted density n2 defined
in Eq. (4.9). We employ 60 collocation points in the direction normal to the wall.
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(a) Gridlines of the half-space described by
Eq. (5.25), employed to discretise the dens-
ity distribution n.
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(b) Gridlines for the half-space composed
by a strip of height unity and a half-space,
used to discretise the weighted densities
nα.
Figure 5.3: Gridlines denoting discretisation of density n and weighted densities nα.
In the example depicted here, 20 collocation points are employed in each direction
with numerical parameters L1 = L2 = 2. The vertical and horizontal red lines
depict the paths defined by C (Y(x1, 0) and C
(
Y(± 1√2 , x2
)
, respectively.
used to discretise the half-space, N2, by the empirical relationship Nstrip = dN2/3e.
In general, the concepts described here can also be applied to the 1D case. In
particular, the convolutions with weight functions with finite support will reduce to
integrations over intervals, as opposed to the more complicated domains appearing
in the 2D setting. Here, we perform all computations for cases which exhibit an
invariance in y1-direction by formally discretising the first computational variable
x1 with one collocation point only. This enables us to use the same numerical
scheme as in 2D.
5.3 Validation
The accuracy of the numerical scheme is validated in three steps. First, we confirm
that the procedure of Sec. 5.1.3 to compute convolutions does indeed converge.
We then analyse the behaviour of a hard-sphere fluid with and without long-range
interactions in contact with a hard wall and confirm the accuracy of the results by
checking the convergence to so-called thermodynamic sum rules. Finally, we present
2D computations of a contact line and confirm the accuracy of the computation by
checking the force balance normal to the interface.
5.3. Validation 145
5.3.1 Convergence test for convolutions
In this section, the convergence of the convolution matrices Cχ, defined in Sec. 5.1.3
is tested. This is done by comparing the incremental change of Cχ as the number
of modes M is increased with which the domain I (r) is discretised. The full result
of this convergence test is given in Fig. 5.4.
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Figure 5.4: Convergence of convolution matrices Cχ, as the number of collocation
points M used to discretise the intersections I is increased. For details on how Cχ
is computed, see Sec. 5.1.3. Results are given for the particle-particle interaction
potential Φattr2D without cutoff (∗) and with cutoff radius rc = 2.5 (•) (see Eq. (C.5)),
as well as for FMT weights ω2 (), Φω32D (), (ω2)1 (H) and (ω2)2 (J) (see Eqs. (C.6)
and (4.10)). Black and grey symbols denote results for the half-spaces {(y1, y2) :
y2 > 0} and {(y1, y2) : y2 > −0.5}, respectively. Here, the convergence is tested on
the half-space introduced in Fig. 5.3 with 20× 20 collocation points .
Let us distinguish between the convolutions which need to be computed for the
FMT functionals and the convolutions for the attractive contributions to the free
energy. The main difference is that the support of the FMT weight functions ωα as
defined in Eqs. (4.10) is always finite and corresponds in 2D to a disc of diameter
unity. In contrast, the support of attractive particle-particle interactions in 2D,
given in Eq. (C.5), is a larger disk with radius rc, or, in the limiting case of rc =∞,
the full 2D space.
In Fig. 5.4, we compare the convergence of Cχ for the weight function Φattr2D
with cutoff radius rc = 2.5, also used by Parry et al. (2014) and Malijevský & Parry
(2013), with the full long-range particle-particle potential by setting rc = ∞. As
expected, the convergence for Φattr2D (rc = ∞) is only algebraic. This is because the
support of the weight function is unbounded, and no exponential convergence can be
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expected for unbounded domains other than for special cases such as exponentially
decaying weight functions. In contrast, the convergence for cutoff radius rc = 2.5
is exponential.
For the FMT functional, convolutions are applied in two steps. First, the
weighted densities (4.9) are computed by convoluting the weight functions ωα with
the density distribution n. In a second step, the variation of the free energy is
computed by convoluting the weight functions ωα with functions of the weighted
densities (see Eq. (4.12)). The main difference between the two cases is that the
density n and the weighted densities nα are discretised using different domains (see
Fig. 5.3). Therefore the convolutions have to be computed using different inter-
sections I. As demonstrated in Fig. 5.4, the convergence is exponential for all
cases.
5.3.2 Planar films and DFT sum rules
We now proceed to compute wall-fluid interfaces for both pure hard-sphere fluids
and hard-sphere fluids with attractive particle-particle interactions. Due to the
convergence properties shown in Fig. 5.4, we choose a Barker-Henderson potential
Φattr2D with radial cutoff rc = 2.5 for the attractive contributions. We note, however,
that this effectively removes the long-range nature of the attractive particle-particle
interactions. Based on Fig. 5.4, we employ M = 50 and 80 modes for the computa-
tion of the convolution with the FMT weights ωα and the attractive potential with
cutoff rc = 2.5, respectively.
While the long-range nature of the particle-particle interactions was effectively
removed, long-range properties of the system can still be included by introducing
the algebraically decaying 9-3 wall potential V BHext defined in Eq. (4.25). In this
section, the strength of the wall-parameter is chosen to be εwf = 0.856, leading to
a 90◦ contact angle (see Tab. 4.1).
We also note that the computations presented in this chapter are performed at
saturation chemical potential, such that the bulk liquid pressure is equal to the bulk
fluid pressure and hence both phases are equally stable. Hard-sphere fluids without
attractive particle-particle interactions, on the other hand, do not allow for two
equally stable coexisting phases, and are uniquely defined by their bulk densities.
Here, hard-sphere fluids are always computed in contact with a hard, non-attractive
wall.
The numerical parameter L2 for the algebraic map A2 (see Eq. (5.6b)) is chosen
through a sensitivity study. In particular, for values L2 ∈ [0.5, 3.5] and for N2 =
100 collocation points, the sum rule error (introduced below) is in the range of
(5± 4)×10−5 for a hard-sphere fluid with and without particle-particle attractions.
This suggests a low sensitivity of the results with respect to the mapping parameter,
and we therefore choose L2 = 2 for all further computations.
Let us now study the properties of a typical fluid density profile close to a
hard wall. While wall-fluid density profiles do not exhibit oscillations for close-to-
vapour bulk densities, the same is not true for higher bulk densities. In this case,
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(a) Hard-sphere fluid with bulk density
nb = 0.6220 in contact with a hard wall.
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(b) Barker-Henderson fluid with cutoff ra-
dius rc = 2.5 for Φattr2D and attractive wall
V BHext with parameter εwf = 0.865.
Figure 5.5: Density profiles of fluids in contact with a wall. The insets are density
oscillations around the bulk density nb as the number of discretisation points is
increased from 60 to 100, where darker shades of grey represent a higher number of
discretisation points.
we observe packing at the wall, also depicted in Fig. 5.2. Fig. 5.5 illustrates the
difference between the quickly decaying density oscillations of a pure hard-sphere
fluid in contact with a hard wall and the much slower decay of the oscillations for a
system with particle-particle attractions and a long-range attractive wall potential.
In particular, the insets of Fig. 5.5 show the convergence of the density profiles with
increasing number of collocation points.
Typically, the numerical accuracy of DFT computations is checked through sum
rules, which represent statistical mechanical connections between thermodynamic
properties of the system and the density profile (Ref. Roth (2010)). The most prom-
inent example is the so-called contact theorem, which relates the contact density at
a planar hard wall
nC = n|y2=0 (5.30)
with the bulk pressure of the system through
nC = T
(
p+
∫ ∞
0
n (y2)
dVext
dy2
dy2
)
. (5.31)
As an aside, we note that here the sign of the second term on the right hand
side differs from the expression given in the review article by Roth (2010), but is
consistent with Swol & Henderson (1989) and Herring & Henderson (2010). In
Fig. 5.6, we show the convergence of the relative sum rule error as the number of
collocation points is increased.
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Figure 5.6: Convergence of contact density and maximum incremental correction
for a fluid in contact with a wall as a function of the number of collocation points
in direction normal to the wall. Computations are done for: (1) a hard-sphere
fluid with attractive interactions (•: Φattr2D (rc = 2.5)), in contact with an attractive
wall V BHext (see Eq. (4.25)), with εwf = 0.865. Wall-liquid and wall-vapour interface
computations are denoted with solid and dashed lines, respectively; (2) a hard
sphere fluid in contact with a hard wall, where bulk densities correspond to the
vapour and liquid densities of the first case 0.028 (∗) and 0.622 (), respectively.
We observe that the relative error for fluids with low bulk densities is much lower
than for fluids with high bulk densities. This is due to the absence of oscillations of
the density profile in the wall-vapour interface. We also note that the accuracy of the
sum-rule converges at a comparable rate to that of a hard-sphere fluid of a similar
bulk density. This result suggests that the main factor limiting the convergence of
the results at the wall are hard-sphere packing effects.
Whilst the sum rule provides an accurate check for consistency of the results
with thermodynamic principles, it is limited to the behaviour of the density close to
the wall and does not provide a convergence check for the full density profile. We
therefore plot in Fig. 5.6b the maximum incremental change of the density profile
as the number of collocation points is increased. Evidently, the convergence is of a
similar rate, but more smooth if compared to the convergence of the sum rule error.
The results for the wall-liquid interface of a fluid with particle-particle attractions
converge considerably slower than the results for a hard-sphere fluid. This can be
linked to the slower decay of the oscillations for the Barker-Henderson fluid, shown
in Fig. 5.5, which is not captured by the analysis of the contact density.
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5.3.3 The liquid-vapour contact line
Let a fluid with attractive particle-particle interactions at saturation chemical po-
tential form a liquid-vapour interface (see e.g. Fig. 4.3). If this liquid-vapour inter-
face is brought in contact with a substrate, and the difference between the wall-liquid
and the wall-vapour surface tensions is not greater than the liquid-vapour surface
tension, then a well-defined finite equilibrium contact angle is formed.
Let us now set the mapping parameter L1 of the algebraic map (5.6a) used in
Eq. (5.25). Knowing that the liquid-vapour interface width is about 4 (see Fig. 4.3),
we make use of the fact that 50% of the collocation points are mapped onto the
interval [−L1, L1]. As we also aim to resolve properties such as the pressure of the
fluid on the substrate, which vary at slightly larger distances from the contact line,
we set L1 = 4 for all further computations.
Furthermore, we enforce the density profile at distances y2 > y2,max from the
substrate to be equal to an equilibrium liquid-vapour interface at an angle θn with
respect to the substrate. Computationally, one can verify the influence of this
boundary condition on the computational results by gradually increasing y2,max
and observing the behaviour of the liquid-vapour interface for y < y2,max. This is
done in Fig. 5.7. In all further computations, we set y2,max = 25.
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(a) Study for wall-fluid interaction strength
εwf = 1.071 (θY = 60.09◦), and θn = 60◦
and 61◦, represented by black and blue
lines, respectively.
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(b) Study for wall-fluid interaction strength
εwf = 0.453 (θY = 135.02◦), and θn = 135◦
and 134◦, represented by black and blue
lines, respectively.
Figure 5.7: Slope of the isodensity line (n− nvap) / (nliq − nvap) = 0.5 for y2,max =
{20, 25, 30, 35}, represented by the dotted, dash-dotted, dashed and solid lines, re-
spectively. θn is represented by dashed horizontal lines. The Young contact angle
θY is represented by a red horizontal line. The insets show a typical contour plot
for the density, where the blue, green and red contour lines correspond to number
densities (n− nvap) / (nliq − nvap) = {0.05, 0.5, 0.95}, respectively.
In addition to the Young-Laplace equation, which represents the force balance
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across the contact line in direction parallel to the wall, we can also verify the
accuracy of our computations by checking the force balance normal to the wall.
In short, the normal pressure acting from a wall on a strip of fluid at position y1
is also known as the disjoining pressure Π, defined in Eq. (4.38) as ΠII. Here, we
omit the roman subscript for simplicity. When the film height varies, the disjoining
pressure does not vanish, and the integrated excess pressure has to correspond with
the pulling force of the liquid-vapour interface in direction normal to the substrate
(see Eq. (4.41)).
In Fig. 5.8a, we present results of 2D contact line computations for the disjoining
pressure along the wall. It can be observed how the disjoining pressure approaches
constant values
Π± = lim
y1→±∞
Π(y1) (5.32)
away from the contact line, as the density profile normal to the wall converges to
a planar equilibrium wall-liquid and wall-vapour interface. In agreement with the
physical predictions, Π± vanishes as the number of collocation points is increased.
In particular, the convergence of
∆Π = max |Π±| (5.33)
is shown with the dashed lines in Fig. 5.8b.
We note, however, that the integration of the disjoining pressure in the normal
force balance (4.41) is only well-defined if Π± vanishes. Consequently, the numerical
error of Π± — even if small — has to be accounted for when computing the normal
force balance. Here, we do so by restricting the integration in the normal force
balance to values of y1 for which the absolute value of the disjoining pressure is
greater than 2∆Π: {y1 : |Π(y1)| > 2∆Π}. The relative numerical error of the
normal force balance (4.41) then becomes
∆˜ =
∣∣∣∣∣1 +
∫
{y1:|Π(y1)|>2∆Π}Π (y1)dy1
γlv sin θ
∣∣∣∣∣ . (5.34)
This is depicted in Fig. 5.8b. The graph shows a good convergence, supporting the
reliability of the results presented in Chapter 4.
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modelled with V BHext . Darker shades of grey
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(b) Relative error of the normal pres-
sure balance along the contact line ∆˜ (see
Eq. (5.34), solid lines), and error in the
planar limit, ∆Π (see Eq. (5.33), dashed
lines) as a function of the number of col-
location points N in each direction.
Figure 5.8: Disjoining pressure and normal force balance for a 90◦ contact line.
The top right inset of the right subplot shows a typical contour plot of the density
profile, with values nvap + {0.05, 0.5, 0.95} (nliq − nvap) represented by blue, green
and red solid lines, respectively. The bottom left inset of the right subplot shows
the computation time of the Picard iterative scheme as a function of the number of
collocation points.
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Chapter 6
Conclusion and Outlook
The moving contact line is one of the remaining open problems in fluid mechanics.
The main challenges in modelling the moving contact line are twofold: First, the
problem is of a multiscale nature: It spans scales from the particle diameter at
the nanoscale up to the macroscale, given by the capillary length or a geometrical
constraint. Second, in contrast to e.g. turbulence, the moving contact line problem
involves physical phenomena beyond the continuum hypothesis. The breakdown of
the continuum hypothesis at the nanoscale means that it is not clear which physical
effect is dominant at these scales and how to model it.
Despite these difficulties, typical contact line models show a very good agreement
with experiments for a large range of wetting regimes (see Sec. 1). For numerical
purposes, techniques were developed which allow the prediction the macroscopic
contact angle, therefore avoiding the treatment of all scales down to the nanoscale
(see e.g. Yue & Feng (2011)).
We therefore believe that one of the main challenges in this field is, next to the
improvement of the accuracy of experimental measurements at the nanoscale, the
consolidation of different contact line models. In particular, the number of physical
effects acting at the nanoscale has led to a considerable amount of models for the
moving contact line. This has in turn given rise to confusion as to which is the
‘correct’ physics to include (see e.g. contributions to Velarde (2011)).
Consequently, defining accurate regions of validity, possibly leading to a unified
theory, will ultimately improve the predictability of the behaviour at the moving
contact line for a larger set of substrate-fluid pairs and a wider parameter range. For
applications in the industry, an improvement of the understanding of the physics at
the nanoscale will lead to ‘intelligent’ substrate and fluid design at the nanoscale,
enhancing desired wetting phenomena.
This work contributes to reaching this goal by reducing the complexity of the de-
rivation in the viscocapillary regime and providing further analytical and numerical
evidence for the consolidation of the Cox/ Voinov/ Hocking law in the viscocapillary
regime with the binary fluid diffuse interface model. Finally, a novel avenue is ex-
plored by including effects at the nanoscale in a continuum model using DDFT. We
believe this can serve as a template to include further effects at the nanoscale, such
as effective slippage effects in the fluid phase, as well as more complex wall-fluid
interactions.
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The macroscale
Understanding its multiscale nature is one of the main challenges one faces when
studying the the moving contact line. In particular, whilst the continuum assump-
tion breaks down at the nanoscale, the scales in between this inner region and the
macroscale are well described by the classical hydrodynamic equations and bound-
ary conditions. For numerical purposes, it is therefore highly desirable to establish
an analytical link between the inner region behaviour at the immediate vicinity of
the contact line, and the macroscale.
This link was established by the famous Cox-Voinov law (Ref. Voinov (1976),
Hocking (1983), Cox (1986)). The asymptotic analysis presented in these classical
papers, however, is non-standard. In particular, it is noticed that the inner region
solution of the fluid flow does not match with the outer region solution. Typically, it
is therefore concluded that a third, intermediate region solution is necessary, which
links the two regions. This, however, is an ad-hoc approach.
Here, we have shown that the breakdown of the direct matching procedure is
due the two-parameter expansion in the slip length and the capillary number. In
particular, we show that by retaining the relevant terms in the capillary number
expansion, direct matching between the inner and the outer region can be achieved.
In order to obtain a functional prediction for this link, the system under consider-
ation has to satisfy a so-called viscocapillary balance. In particular, the separation
between the region of validity of nanoscopic and macroscopic effects has to be large
enough to allow for an overlap region where viscous and surface tension forces bal-
ance. This result has been published in Ref. Sibley et al. (2015).
It is noteworthy that the validity of the results does not depend on the existence
of slip at the contact line. Instead, the results are consistent with any nanoscale
effect restricted to a small enough region around the contact line which alleviates
the contact line singularity. Consequently, a closure needs to be found for the
nanoscale physics acting in the vicinity of the contact line.
In fact, the most common approach to do so is by employing a slip model, which
leads to a constant equilibrium contact angle and a constant inner region length
scale equal to the slip length. The derivation of the viscocapillary model is, however,
equally compatible with other contact line models, such as the MKT model.
We summarise that the validity of the classical Cox-Voinov law is restricted by
the following assumptions:
1. A scale separation between the inner and the outer region, allowing for an
overlap region in which the viscocapillary balance holds.
2. The existence of some physical effect at the nanoscale which alleviates the
contact line singularity.
3. The existence of a valid closure for the inner region contact angle and length
scale.
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The mesoscale
Mesoscopic diffuse-interface models are often employed to compute multiphase sys-
tems numerically, and to resolve the stress singularity at the moving contact line.
Furthermore, the nature of the diffuse interface models suggests that some nano-
scale information is incorporated. For example, the width of the diffuse interface
employed in a numerical computation may be compared to the width of a physical
fluid interface. However, it is uncertain whether the physics is correctly captured
at these small scales, as Jacqmin (2000) highlighted:
“This paper has not argued that the Cahn-Hilliard-van der Waals model
is in detail correct. In fact, it has been known almost since its incep-
tion that a basic assumption underlying it that fluid interfaces are thick
enough so that composition gradients across them can be validly time-
averaged and then differentiated is, except perhaps for near-critical flu-
ids, not true. Given the large diffusive fluxes, the simple diffusion model
that this paper has used is also only qualitatively correct.” (Ref. Jacqmin
(2000))
In Sec. 3.1, we first understand the physical foundation of diffuse interface equa-
tions and present a derivation using classical nonequilibrium thermodynamics. For
single fluid systems, a unifying derivation is presented. In particular, previous res-
ults by Anderson et al. (1998) and Onuki (2007) led to differing stress tensors and
heat fluxes, which are now contained as special cases of a more general formulation
of the equations.
For the binary fluid case, the analysis is restricted to the case of isothermal
incompressible fluids. A convenient nondimensionalisation for the moving contact
line problem is discussed in Sec. 3.2. A link to the macroscopic classical equations
and boundary conditions is then established by studying the sharp interface limit
at the fluid interface employing asymptotic analysis in Sec. 3.3. The main results
presented therein were published in Ref. Sibley, Nold & Kalliadasis (2013). In
particular, it is shown that in the sharp interface limit, the binary fluid diffuse
interface equations converge to the Navier-Stokes equations in the bulk phase. At
the fluid interface, classical boundary conditions are satisfied at the leading order
— with the exception that no restriction is given for the velocities tangential to the
fluid interface.
Finally, the binary fluid diffuse interface model is studied numerically in the
vicinity of a moving contact line in Sec. 3.4. This is done in the spirit of Seppecher
(1996) by singling out the inner region and setting the macroscopic solution of
the viscocapillary regime as an upper boundary condition. We carefully study the
numerical convergence and show the consistency with asymptotic results for the
sharp interface limit.
In the vicinity of the moving contact line, we visualise diffusive fluxes normal
and tangential to the fluid interface and highlight their importance in resolving
the stress singularity. Finally, the convergence to the logarithmic increase of the
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angle of inclination of the fluid interface predicted by the viscocapillary balance is
shown. In particular, the results suggest that in the sharp interface limit, the binary
fluid diffuse interface model provides a closure for the inner region behaviour via a
constant slip length of approximately half the diffusion length and an inner region
contact angle equal to the equilibrium contact angle.
The nanoscale
In Chapter 4, we include information from the nanoscale in a continuum model.
One self-consistent and established method to do so at equilibrium is by using DFT.
Here, we first study the equilibrium properties of a simple fluid in the vicinity of the
contact line. Then, the information from the DFT model is included in extended
Navier-Stokes type equations, which are derived from first principles. These are
then employed to compute a moving contact line.
DFT
Classical DFT offers a self-consistent framework describing all equilibrium fluid
properties for inhomogeneous systems via one functional of the density distribution
alone. Good approximations for this functional exist for a wide variety of fluids.
Here, we follow a minimalist approach and describe a simple fluid of spheres inter-
acting with a Lennard-Jones potential in contact with a flat homogeneous wall (see
Sec. 4.1).
Following ideas applied in Sec. 3.4 for diffuse interface models, we single out
the inner region and compute a flat fluid interface forming a finite contact angle
with the substrate. This has been done earlier by Pereira & Kalliadasis (2012),
who employed a local density approximation for the hard-sphere free energy model.
In contrast, here we use a RFMT model which captures packing effects leading
to density oscillations close to the substrate. Furthermore, RFMT satisfies basic
thermodynamic sum rules.
In particular, a careful examination of the density profile in the vicinity of the
contact line allows for the computation of the effective pressure acting at each
position along the substrate onto the fluid. This can be interpreted as an effective
disjoining pressure of the system, which can be used in the spirit of a parameter-
passing technique for coarse-grained models.
The height profile obtained from our DFT computations were then compared
with predictions from coarse-grained Hamiltonian models, which employ a disjoining
pressure extracted from planar liquid film computations using Derjaguin-Frumkin
theory. Surprisingly, the height profiles show a good agreement for a wide range
of contact angles beyond the thin-film approximation, for which these Hamiltonian
models are usually employed. One conclusion is that non-local effects due to the
slope of the system are less significant than previously thought. The main results
presented in this section were published in Nold et al. (2014) and Nold, Sibley,
Goddard & Kalliadasis (2015).
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DDFT
In Sec. 4.2, the ideas from DFT are used in conjunction with DDFT to include
information from the nanoscale into a model of the moving contact line. Classically,
DDFT is employed for the description of colloids in a fluid bath. In order to fully
understand the restrictions and assumptions for simple fuid systems, the derivation
from first principles, presented for colloidal systems in Ref. Goddard, Nold, Savva,
Yatsyshin & Kalliadasis (2013), is redone for simple fluids in Sec. 4.2.1. In brief,
the main restricting assumptions are:
(1) An expansion around the local equilibrium approximation.
(2) An expansion around the adiabatic approximation.
(3) A slowly changing velocity field.
(4) Isotropy.
Whilst these assumptions hold in the bulk phase, it is not clear whether they are
satisfied in inhomogeneous systems, and in particular close to a substrate at a
moving contact line.
As a basic model, we apply these extended Navier-Stokes like equations for a
contact line moving from an off-equilibrium state towards its equilibrium state.
Results are presented for a wide range of contact angles for both advancing and
receding contact lines. The main observations are:
1. Away from the contact line, the fluid follows a rolling-motion like behaviour.
2. The pressure singularity is resolved in the immediate vicinity of the contact
line, at a few particle diameters distance from the contact line. This is the
range at which most of the viscous heat of the system is produced.
3. The contact line singularity is resolved by compression/ decompression of the
vapour phase into/ out of the liquid phase in the vicinity of the advancing/
receding contact line.
In conclusion, the length scale at which the contact line singularity is resolved is
of the order of the width of the liquid-vapour interface. This is in contrast to results
from the binary fluid diffuse interface model, where the singularity is resolved at a
diffusive length scale, which is independent from the interface width. It is, however,
expected that the DDFT results presented here show a qualitative agreement with
classical single fluid diffuse interface simulations.
Finally, the inner region contact angle is extracted from a fitting procedure at
the fluid interface. This allows the measurement of a contact line velocity, which
is plotted against the force acting at the contact line. Whilst the results do not
collapse perfectly, a general monotonic increase of the contact line velocity with the
force acting at the contact line can be observed. Interestingly, the resistance of the
contact line is higher for the advancing case than for the receding case. The results
are fitted to predictions of linear MKT, showing a reasonable agreement.
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Numerical analysis
In Chapter 5, we outline the numerical method employed to solve both the diffuse
interface and the DFT and DDFT equations. In both cases, the geometries are
unbounded. This calls for a non-standard numerical technique. Additionally, for
DFT and DDFT models, integral equations have to be solved for.
Here, we employ pseudospectral methods, mapped onto unbounded domains.
This scheme allows for an accurate description of the density profiles with a small
number of collocation points. The convolutions required in DFT-FMT computa-
tions are performed in real space, which allows for a pre-computation of the convo-
lution matrices. This process must be done only once for every geometry, and can
easily be parallelised.
The numerical scheme is then validated. First, the convergence of the compu-
tation of the convolutions employed in RFMT free energy models is shown. Then,
density profiles of hard-sphere fluids with and without attractions close to a hard
wall are computed, and convergence to so-called thermodynamic sum rules with
increasing number of collocation points is shown. Finally, the convergence of 2D
computations of a contact line is shown by checking the validity of the normal-force
balance.
Outlook
The literature review and the results presented in this thesis suggest that the phys-
ical process connecting the nano- to the macroscale in the viscocapillary regime is
well understood and numerically accessible via appropriate models. This means
that, given that the physical effects resolving the contact line singularity act only
locally at a few particle diameters away from the substrate, the multiscale nature
of the problem is well-accounted for. The main challenge is therefore to find an ap-
propriate closure for the inner region contact angle and length scale, and to further
consolidate existing numerical moving contact line models.
In this context, we think that the numerical framework provided in Sec. 3.4
provides a powerful tool to study the type of closure that diffuse interface models
reduce to at the inner region in the sharp interface limit. First, this framework
may be applied to isothermal single fluid diffuse interface equations, thus avoiding
inconsistencies present in the analysis by Seppecher (1996). Results may then be
compared to predictions from asymptotic theory by Sibley, Nold, Savva & Kallia-
dasis (2013a).
In a second step, thermal effects may be studied using the same framework by
applying the generalised single and binary fluid diffuse interface equations presented
in Sec. 3.1. Results may then be compared to the macroscopic analysis of evapora-
tion/ condensation effects in the vicinity of the contact line by Rednikov & Colinet
(2013).
Similarly, it would be interesting to link DDFT computations with a fully de-
158 Chapter 6. Conclusion and Outlook
veloped flow in the viscocapillary region, using the framework presented in Sec. 3.4.
This may provide a more complete answer as to how the DDFT model closes the
inner region contact line behaviour.
The DDFT model presented in Sec. 4.2 may also be refined to include further
physical effects at the nanoscale. In particular, a coupling between oscillations of
the density profile and the viscosity of the system may be used to model effective
slip effects between fluid layers close to the wall.
Finally, MD simulations may be employed to (1) check crucial assumptions of
the DDFT derivation and (2) close the equations. For example, the shear and bulk
viscosities employed in the Navier-Stokes like equations of the DDFT framework are
unclosed. Their (possibly nonlocal) dependence on the full density profile can be
analysed using MD simulations. MD simulations may also be used to validate the
local equilibrium approximation or the adiabatic approximation close to a hard wall.
Most importantly, however, MD can offer an answer as to whether a description in
terms of the density and velocity alone is sufficient to fully account for the relevant
phenomena at the moving contact line, or if higher order terms need to be included.
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Appendix A
Asymptotic Theory
A.1 Lubrication approximation
A.1.1 Inner region
Insertion of expansion (2.34) for the inner region solution into the full inner region
equation (2.32) gives to the first three orders
O(1) : H ′′′0 = 0, (A.1a)
O(δ) : H ′′′1 =
−1
H20 +H0
, (A.1b)
O(δ2) : H ′′′2 =
H1(2H0 + 1)
H20 (H0 + 1)2
, (A.1c)
with boundary conditions
Hn(0) = 0 , H ′n(0) =
{
1 for n = 0
0 else
}
, H ′′n(∞) = 0. (A.2)
These first three orders are solved by
H0(xˆ) = xˆ, (A.3a)
H1(xˆ) =
1
2(xˆ+ 1)
2 log(xˆ+ 1)− 12 xˆ
2 log xˆ− 12 xˆ (A.3b)
H2(xˆ) = −12(xˆ+ 1) log (xˆ+ 1) {(xˆ+ 2) log xˆ+ 2xˆ− 1} (A.3c)
+ xˆ6
{
6(xˆ+ 1) log xˆ− xˆpi2 − 9
}
−
(
xˆ2 + xˆ+ 1
)
dilog (xˆ+ 1) ,
with derivatives
H ′0(xˆ) = 1, (A.4a)
H ′1(xˆ) = (xˆ+ 1) log(xˆ+ 1)− xˆ log xˆ
xˆ→∞= log xˆ+ 1 +O
(1
xˆ
)
, (A.4b)
H ′2(xˆ) =
3
2
{
xˆ log
(
xˆ
xˆ+ 1
)
− log(xˆ) log(xˆ+ 1)
}
− log(xˆ+ 1) (1 + xˆ log(xˆ))− 13pi
2xˆ− (2xˆ+ 1)dilog(xˆ+ 1)
xˆ→∞= − (log xˆ)2 − 2 log xˆ+O (1) . (A.4c)
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A.1.2 Outer region
Insertion of expansion (2.39) into Eq. (2.37) gives in the first three orders
O(1) : 0 = d
3hout0
dx3 −
(
dhout0
dx − α
)
, (A.5a)
O(δ) : − 1(hout0 )2
= d
3hout1
dx3 −
dhout1
dx , (A.5b)
O(δ2) : 2h
out
1
(hout0 )3
= d
3hout2
dx3 −
dhout2
dx . (A.5c)
Solving for the leading order gives the static solution for a surface in contact with
a wall with contact angle θm
hout0 (x) = α¯x+ (α¯− θm)
(
e−x − 1) . (A.6)
In order to solve (A.5), it was used that
− 1(hout0 )2
= − 1(
θmx+ 12 (α¯− θm)x2 +O(x3)
)2
= − 1
θ2mx
2 −
α¯− θm
θ3mx
+O(1) (A.7a)
2 h
out
1
(hout0 )3
= 2
θ5m
log x
x2
+ 2C¯out
θ5m
1
x2
+O
( log x
x
)
, (A.7b)
where C¯out = Coutθ2m. Insertion of Eqs. (A.7) into Eq. (A.6) leads via an analysis
of the leading order terms to the leading order solution in Eq. (2.40) of the main
text.
In the following, we re-derive the general solution of the n-th order outer region
solution, houtn (x) analogous to Ref. Eggers (2005) and provide additional detail to
compute the outer region solution up to the second order in Fig. 2.3. In particular,
the n-th order equations (A.5) are of the type
O(δn) : fn(x) = (houtn )′′′ − (houtn )′. (A.8)
This is solved by
houtn (x) =−
ex
2
∫ ∞
1
e−tfn(t)dt+
∫ x
1
(cosh(t− x)− 1) fn(t)dt
+Kne−x +Kn,2
=−
∫ ∞
0
e−t˜
2 fn(t˜+ x)dt+
∫ x
1
(
et−x
2 − 1
)
fn(t)dt
+Kne−x +Kn,2. (A.9)
For a numerical evaluation of the above expression, the formulation in the first line
is more convenient for small values of x, while the formulation in the second line is
more convenient for large values of x.
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In Eq. (A.9), the constant of the homogeneous solution ex is set such that houtn
does not diverge for x→∞. The derivative of houtn is:(
houtn
)′
(x) = −e
x
2
∫ ∞
1
e−tfn(t)dt−
∫ x
1
sinh(t− x)fn(t)dt−Kne−x
= −12
∫ ∞
x
ex−tfn(t)dt− 12
∫ x
1
et−xfn(t)dt−Kne−x
= −12
∫ ∞
0
e−t˜fn(t˜+ x)dt˜− 12
∫ x
1
et−xfn(t)dt−Kne−x. (A.10)
The two coefficients Kn and Kn,2 are defined through the boundary conditions
houtn (0) = 0 and houtn (∞) = 0:
houtn (∞) = −
∫ ∞
1
fn(t)dt+Kn,2 + lim
x→∞
e−x
2
∫ x
1
etfn(t)dt (A.11)
= −
∫ ∞
1
fn(t)dt+Kn,2,
such that
Kn,2 =
∫ ∞
1
fn(t)dt. (A.12)
The boundary condition houtn (0) = 0 gives
houtn (0) = −
∫ ∞
1
e−t
2 fn(t)dt+
∫ 1
0
(1− cosh(t)) fn(t)dt+Kn +Kn,2, (A.13)
leading to
Kn =
∫ ∞
1
(
e−t
2 − 1
)
fn(t)dt+
∫ 1
0
(cosh(t)− 1) fn(t)dt. (A.14)
We note that with Eq. (A.6),
f1(t)
t→0= − 1
θ2mt
2 +
θ − θm
θ3mt
+O(1), (A.15a)
f2(t)
t→0= 2 log t
θ5mt
2 +
2
θ5mt
2 (C(θm)− 1) +O
(1
t
)
. (A.15b)
Let us now consider the behaviour of
(
hout1
)′ (x) as x → 0. If f1(t) ∼ − 1θ2mt2
diverges for t→ 0, then the second term in the first line of Eq. (A.10) diverges as
lim
x→0
∫ 1
x
sinh(t− x)f1(t)dt = lim
x→0
∫ 1
x
sinh(t− x)
(
− 1
θ2mt
2 +O
(1
t
))
dt
= lim
x→0
∫ 1
x
(
(t− x) +O(t3)
)(
− 1
θ2mt
2 +O
(1
t
))
dt
= 1
θ2m
log x+O(1). (A.16)
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Using that log x = − ∫ 1x 1tdt and (A.14), one can rewrite Eq. (A.10) for x→ 0 as
lim
x→0
(
hout1
)′
(x) = 1
θ2m
(
log x+ C¯out(θm)
)
(A.17)
with
C¯out(θm)
θ2m
= −12
∫ ∞
1
e−tf1(t)dt−K1 − lim
x→0
∫ x
1
{
sinh(t− x)f1(t) + 1
θ2mt
}
dt
=
∫ ∞
1
(
1− e−t
)
f1(t)dt+
∫ 1
0
{
(1− e−t)f1(t) + 1
θ2mt
}
dt+ 1
θ2m
. (A.18)
where we have used sinh(t− x) = sinh t cosh x− sinh x cosh t and∫ 1
x
(
sinh(t− x)f(t) + 1
θ2mt
)
dt =
∫ 1
x
(
cosh(x) sinh(t)f(t) + 1
θ2mt
)
dt (A.19)
− sinh x
∫ 1
x
cosh(t)f(t)dt.
Using that f1(t) ∼ − 1θ2mt2 , the second integral term on the right hand side of
Eq. (A.19) becomes for x→ 0
− sinh x
∫ 1
x
f(t) cosh tdt = −
(
x+O(x3)
) ∫ 1
x
( −1
θ2mt
2 +O
(1
t
))(
1 +O(t2)
)
dt
= −
(
x+O(x3)
) ∫ 1
x
( −1
θ2mt
2 +O
(1
t
))
dt
= −
(
x+O(x3)
) [ 1
θ2mt
+O (log t)
]1
x
= 1
θ2m
+O(x log x). (A.20)
A.2 Stokes flow in a fluid wedge
In this section, we solve the (dimensionless) Stokes equations (2.54a)-(2.54b) for the
velocity and pressure with classical boundary conditions for a moving contact line
with a fluid interface is flat (see Fig. A.1). The result to the biharmonic equations
in a wedge was first presented by Moffatt (1964) and then applied to the contact
line problem by Huh & Scriven (1971). Here, we present the derivation in terms of
the streamfunction in polar coordinates and provide additional details for the stress
tensors and pressure, as well as a shorter rewritten formulation of the solution.
For phase A, the momentum equations (2.54b) can be rewritten in terms of the
streamfunction in polar coordinates as
∂p
∂r
= 1
r2
∂2Ψ
∂r∂ϑ
+ 1
r
∂3Ψ
∂r2∂ϑ
+ 1
r3
∂3Ψ
∂ϑ3
, (A.21a)
1
r
∂p
∂ϑ
= −1
r
∂2Ψ
∂r2
− ∂
3Ψ
∂r3
− 1
r2
∂3Ψ
∂r∂ϑ2
+ 1
r2
∂Ψ
∂r
+ 2
r3
∂2Ψ
∂ϑ2
. (A.21b)
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Phase A
Phase B I
θ
ϑ
x
U
r
y
Figure A.1: Polar coordinate system, centred at a contact line with a flat fluid
interface I at angle θ to the wall in a frame of reference moving at speed U .
For phase B, the right hand side is multiplied with λη, accounting for the viscosity
ratio between the two phases. In a polar coordinate system, the irreversible stress
tensor τ = (∇u) + (∇u)T may be written as
τ pol =
(
τ polrr τ
pol
rϑ
τ polrϑ τ
pol
ϑϑ
)
=
(
2∂ur∂r
∂uϑ
∂r − uϑr + 1r ∂ur∂ϑ
∂uϑ
∂r − uϑr + 1r ∂ur∂ϑ 2
(
1
r
∂uϑ
∂ϑ +
ur
r
) )
=
 2 (1r ∂2Ψ∂ϑ∂r − 1r2 ∂Ψ∂ϑ ) −∂2Ψ∂r2 + 1r ∂Ψ∂r + 1r2 ∂2Ψ∂ϑ2
−∂2Ψ
∂r2 +
1
r
∂Ψ
∂r +
1
r2
∂2Ψ
∂ϑ2 2
(
−1r ∂
2Ψ
∂ϑ∂r +
1
r2
∂Ψ
∂ϑ
) 
=
(
2 ∂2g∂r∂ϑ
g
r +
1
r
∂2g
∂ϑ2 − ∂g∂r − r ∂
2g
∂r2
g
r +
1
r
∂2g
∂ϑ2 − ∂g∂r − r ∂
2g
∂r2 −2 ∂
2g
∂r∂ϑ .
)
, (A.22)
where g = Ψr . In a Cartesian coordinate system with x = r cosϑ and y = r sinϑ,
and with a streamfunction defined via Eq. (2.56), the stress tensor may be written
as
τ =
(
τ xx τ xy
τ xy τ yy
)
=
(
2∂u∂x
∂u
∂y +
∂v
∂x
∂u
∂y +
∂v
∂x 2
∂v
∂y
)
=
 2 ∂2Ψ∂x∂y (∂2Ψ∂y2 − ∂2Ψ∂x2 )(
∂2Ψ
∂y2 − ∂
2Ψ
∂x2
)
−2 ∂2Ψ∂x∂y

= cos
2 ϑ
r
(
Σnn Στn
Στn −Σnn
)
, (A.23)
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where
Σnn = 2 tanϑ
(
r2
∂2g
∂r2
+ r∂g
∂r
− g − ∂
2g
∂ϑ2
)
+ 2r
(
1− tan2 ϑ
) ∂2g
∂r∂ϑ
, (A.24a)
Στn = −
(
1− tan2 ϑ
)(
r2
∂2g
∂r2
+ r∂g
∂r
− g − ∂
2g
∂ϑ2
)
+ 4r ∂
2g
∂r∂ϑ
tanϑ. (A.24b)
Solution for fluid flow in a wedge The Eigenfunctions of the biharmonic
equation (2.57) were presented by Moffatt (1964)
Ψλ = rλfλ(ϑ), (A.25)
where
f0(ϑ) = A+Bϑ+ C sin (2ϑ) +D cos (2ϑ) ,
f1(ϑ) = A sinϑ+B cosϑ+ Cϑ sinϑ+Dϑ cosϑ,
f2(ϑ) = A cos 2ϑ+B sin 2ϑ+ Cϑ+D,
and for λ 6= {0, 1, 2}
fλ(ϑ) = A sin (λϑ) +B cos (λϑ) + Cϑ sin ((λ− 2)ϑ) +Dϑ cos ((λ− 2)ϑ) .
Note that the Eigenfunction for λ = 0 in the published paper (Ref. Moffatt (1964))
was corrected by Moffatt in http://www.igf.fuw.edu.pl/KB/HKM/PDF/HKM_007_
s.pdf.
No flux through the wall ΨA,B|ϑ=0/pi = 0
No slip at the wall ∂ΨA,B∂ϑ
∣∣∣
ϑ=0/pi
= r
No flux through I ∂ΨA,B∂r
∣∣∣
ϑ=θ
= 0
Continuity of tangential velocity at I ∂ΨA∂ϑ
∣∣∣
ϑ=θ
= ∂ΨB∂ϑ
∣∣∣
ϑ=θ
Continuity of tangential stress at I τ polrϑ
∣∣∣
A,ϑ=θ
= λη τ polrϑ
∣∣∣
B,ϑ=θ
Table A.1: Classical boundary conditions for the scenario of a flat fluid wedge.
The normal stress boundary condition was omitted here.
For the case of a wedge with opening angle θ, the classical boundary conditions
(see Tab. 2.1) are presented in polar coordinates in the streamfunction formula-
tion in Tab. A.1. Let us now solve the biharmonic equations with these classical
boundary conditions.
Boundedness of the velocity for r → {0,∞} restricts the Eigenfunctions (A.25)
to λ = 1. Insertion of this ansatz into the boundary conditions leads to eight
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equations for eight unknown coefficients. The solution, originally given in Huh &
Scriven (1971), can be rewritten in a more concise form as:
ΨHSA (r, ϑ; θ) =
r
C
(a1ϑ sin (ϑ− θ) + a2 (ϑ− θ) sinϑ) , (A.26a)
ΨHSB (r, ϑ; θ) =
r
C
(b1 (ϑ− pi) sin (ϑ− θ) + b2 (ϑ− θ) sinϑ) , (A.26b)
with constants
C = pi
(
θ (pi − θ)− sin2 θ + 12 (2θ − pi) sin (2θ)
)
+ . . .
+ (λη − 1)
(
θ2 − sin2 θ
)(
pi − θ + sin (2θ)2
)
, (A.27a)
a1 = − (λη − 1)
(
θ2 − sin θ2
)
cos θ + ληpi sin θ + pi cos θ (pi − 2θ + ληθ) , (A.27b)
a2 = (λη − 1)
(
θ2 − sin2 θ
)
− ληpi2 sin (2θ)− pi (pi − 2θ + ληθ) , (A.27c)
b1 = − (λη − 1)
(
θ2 − sin2 θ
)
cos θ + pi (sin θ − θ cos θ) , (A.27d)
b2 = (λη − 1)
(
θ2 − sin2 θ
)
+ pi
(
θ − 12 sin (2θ)
)
. (A.27e)
We reiterate that here, the normal stress boundary condition was not taken into
account and is not satisfied.
For the pressure, Eqs. (A.21a) and (A.21b) give
∂pA
∂r
= − 2
r2
(a1 sin (ϑ− θ) + a2 sinϑ) , (A.28a)
1
r
∂pA
∂ϑ
= 2
r2
(a1 cos (ϑ− θ) + a2 cosϑ) . (A.28b)
The analogous equations for pB and b1,2 in phase B include a prefactor λη on the
right hand side of the equations. Integration of Eqs. (A.28) leads up to a constant
to
pA =
2
Cr
(a1 sin (ϑ− θ) + a2 sinϑ) , (A.29a)
and pB =
2λη
Cr
(b1 sin (ϑ− θ) + b2 sinϑ) . (A.29b)
We see that the pressure distribution behaves as pA,B ∼ r−1 and therefore is not
integrable, proving the physical inconsistency of the model. One concludes that
either one of the classical boundary conditions or the equations themselves loose
their validity in the vicinity of the contact line.
Normal stress boundary condition The normal stress boundary condition
given in Tab. 2.1, rewritten in polar coordinates for a fluid wedge with opening
angle θ, leads to(
−pA + τ polϑϑ
∣∣∣
A
)
−
(
−pB + τ polϑϑ
∣∣∣
B
)
= κ− p0Ca at ϑ = θ. (A.30)
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For the solution(A.26), the off-diagonal terms of the stress tensor (A.22) become
τ polϑϑ
∣∣∣
A,ϑ=θ
= τ polϑϑ
∣∣∣
B,ϑ=θ
= 0. (A.31)
This eliminates the viscous stress contribution to the normal stress boundary con-
dition. Insertion of the pressure (A.29) into the normal stress balance (A.30) yields
1
r
fS(θ;λη) = pB − pA = 2
Cr
sin θ (ληb2 − a2) , (A.32)
simplifying the normal stress balance (A.30) to
1
r
fS(θ;λη) =
κ− p0
Ca at ϑ = θ. (A.33)
Insertion of the coefficients (A.27c) and (A.27e) into Eq. (A.32) finally leads to
the formulation employed by Cox (1986):
fS (θ;λη) =
2s
{
λ2η
[
θ2 − s2]+ 2λη [θ(pi − θ) + s2]+ [(pi − θ)2 − s2]}
λη (θ2 − s2) [(pi − θ) + sc] + [(pi − θ)2 − s2] [θ − sc] , (A.34)
where s = sin θ and c = cos θ. In the limit of small contact angles, this becomes
fS (θ;λη) θ→0−−−→ 3
θ2
+ 9λη2pi
1
θ
+
( 1
10 −
9
4pi2λη (λη − 4)
)
+O(θ). (A.35)
If – as is the case for a liquid moving over a substrate in a gaseous environment –
the viscosity of phase B is negligible compared to phase A, i.e. λη = 0, one gets
fS (θ; 0) =
2 sin θ
θ − sin θ cos θ
θ→0−−−→ 3
θ2
+ 110 +O(θ
2), (A.36)
and it is seen that the O(θ) contribution vanishes in the limit of small contact
angles.
A.3 Stokes flow in the overlap region
In this section, the Stokes equations (2.54), the biharmonic equations (2.57) and
the classical boundary conditions presented in Tab. 2.1 are rewritten in terms of the
overlap region variable z = Ca log r and approach (2.81) for the streamfunctions
ΨA,B.
Biharmonic equation In terms of the overlap region variables, the biharmonic
equation becomes(
∂2
∂ϑ2
+ 1
)2
g = 2Ca2 ∂
2
∂z2
(
1− ∂
2
∂ϑ2
)
g − Ca4∂
4g
∂z4
, (A.37)
and the velocity field in polar coordinates is written as
ur =
1
r
∂Ψ
∂ϑ
= ∂g
∂ϑ
, and uϑ = −∂Ψ
∂r
= −g − Ca∂g
∂z
. (A.38)
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Figure A.2: Sketch of the interface for a contact line in the overlap region with
polar coordinate system (r, ϑ). The interface is parametrised in polar coordinates
by (r, β). Its angle of inclination is θ.
Wall boundary conditions At the wall, the normal velocities are ±uϑ. Hence,
the boundary conditions transform to
Normal vel. at wall A: gA + Ca
∂gA
∂z
∣∣∣∣
ϑ=0
= 0, (A.39a)
Normal vel. at wall B: gB + Ca
∂gB
∂z
∣∣∣∣
ϑ=pi
= 0, (A.39b)
No slip at wall A: ∂gA
∂ϑ
∣∣∣∣
ϑ=0
= 1, (A.39c)
No slip at wall B: ∂gB
∂ϑ
∣∣∣∣
ϑ=pi
= −1. (A.39d)
Description of the fluid interface I and related quantities Let us para-
metrise the fluid interface by z. Then, the interface is given by
(r(z), ϑ(z)) =
(
ez/Ca, β(z)
)
. (A.40)
In Cartesian coordinates, this corresponds with
I : c =
(
r cosϑ
r sinϑ
)
=
(
ez/Ca cosβ
ez/Ca sin β
)
. (A.41)
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Then, the slope of the interface is given by
tan θ = dy/dzdx/dz
=
sin β + cosβCadβdz
cosβ − sin βCadβdz
=
tan β + Cadβdz
1− tan βCadβdz
= tan
(
β + tan−1
(
Cadβdz
))
= tan (β + δ) , (A.42)
where
δ = tan−1
(
Cadβdz
)
, (A.43)
and it was used that
tan(x+ y) = tan x+ tan y1− tan x tan y . (A.44)
Then,
θ = β + tan−1
(
Cadβdz
)
= β + Cadβdz +O(Ca
2). (A.45)
Let us now compute the curvature of the interface. For this, we employ the para-
metrisation of the interface (A.41). In the following, we will use the notation
β′ = dβdz . (A.46)
As in Eq. (2.62), the curvature can be computed by
κ = 1√(
∂c1
∂r
)2
+
(
∂c2
∂r
)2 dθdr
= 1√
(cosβ − Caβ′ sin β)2 + (sin β + Caβ′ cosβ)2
d
(
β + tan−1 (Caβ′)
)
dr
=
(
1 +
(
Caβ′
)2)−1/2 (Ca
r
β′ + Ca
r
β′′
Ca
1 + (Caβ′)2
)
= Ca
r
(
1 +
(
Caβ′
)2)−3/2 (
β′ + Caβ′′ + Ca2
(
β′
)3)
= 1
r
(
Caβ′ + Ca2β′′ +O
(
Ca3
))
for Ca→ 0. (A.47)
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As illustrated in Fig. A.2, the normal and tangential vectors to the interface
are
ν = 1√
1 + tan2 θ
(
− tan θ
1
)
= 1√(
1 + tan2 ϑ
)
(1 + Caβ′)
(
− tanϑ− Caβ′
1− tanϑCaβ′
)
, (A.48)
and
t = 1√
1 + tan2 θ
(
1
tan θ
)
= 1√(
1 + tan2 ϑ
) (
1 + Ca2β′2
)
(
1− tanϑCaβ′
tanϑ+ Caβ′
)
. (A.49)
Velocities normal and tangential to I Results that are presented for a general
g hold for both phases, i.e. for gA and gB. We observe that the angle between ur
and the interface is δ. Employing that using Eq. (A.38), the velocities normal and
tangential to the interface are
un = uϑ cos δ − ur sin δ
= cos δ
(
−g − Ca∂g
∂z
− tan δ ∂g
∂ϑ
)
= − 1(
1 +
(
Cadβdz
)2)1/2
(
1 + Ca ddz
)
g (A.50)
ut = uϑ sin δ + ur cos δ
= sin δ
(
−g − Ca∂g
∂z
)
+ cos δ ∂g
∂ϑ
= sin δ
(
−g − Ca
(
∂g
∂z
+ β′ ∂g
∂ϑ
))
+
(
Caβ′ sin δ + cos δ
) ∂g
∂ϑ
= − sin δ
(
1 + Ca ddz
)
g + 1cos δ
∂g
∂ϑ
, (A.51)
where
d
dz =
∂
∂z
+ β′ ∂
∂ϑ
, (A.52)
is the (total) derivative along the interface, parametrised by z.
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Viscous stresses normal and tangential to I Using Eq. (A.23), the tangential
stress at the interface is
νTτ t =1
r
1
1 + (Caβ′)2
(
g + ∂
2g
∂ϑ2
− Ca2
(
β′2
(
g + ∂
2g
∂ϑ2
)
+ ∂
2g
∂z2
+ 4β′ ∂
2g
∂x∂ϑ
)
+
+ Ca4β′2∂
2g
∂z2
)
, (A.53)
and the normal stress is
νTτν = Ca
r
2
1 + (Caβ′)2
(
−β′g − d
dz
∂g
∂ϑ
+ Ca2β′ d
dz
∂g
∂z
)
. (A.54)
Pressure at I Let us now compute the pressure of the system. We make the
following approach for the pressure:
p = h
r
. (A.55)
Rewriting Eqs. (A.21a) and (A.21b) in terms of the overlap region variables gives
−h+ Ca∂h
∂z
= ∂g
∂ϑ
+ ∂
3g
∂ϑ3
+ 2Ca ∂
2g
∂z∂ϑ
+ Ca2 ∂
3g
∂z2∂ϑ
, (A.56a)
−∂h
∂ϑ
= −g − ∂
2g
∂ϑ2
+ Ca
(
−1 + ∂
2
∂ϑ2
)
∂g
∂z
+ Ca2∂
2g
∂z2
+ Ca3 ∂
3g
∂ϑ3
. (A.56b)
Integration then leads to the following expression for the pressure:
h =−
(
∂g
∂ϑ
+ ∂
3g
∂ϑ3
)
− Ca
(
3 ∂
2g
∂z∂ϑ
+ ∂
4g
∂z∂ϑ3
)
− Ca2
(
4 ∂
3g
∂z2∂ϑ
+ ∂
5g
∂z2∂ϑ3
)
+O(Ca3), (A.57)
where the transformed biharmonic equation (A.37) was used to obtain consistency
with the defining equation for ∂h∂ϑ .
Normal stress boundary condition The sum of contributions of the pressure
term and the viscous term to the the normal stress on the interface is
νTτν − p =1
r
((
∂g
∂ϑ
+ ∂
3g
∂ϑ3
)
+ Ca
(
∂2g
∂z∂ϑ
+ ∂
4g
∂z∂ϑ3
− 2β′ ∂
2g
∂ϑ2
− β′g
)
+O
(
Ca2
))
. (A.58)
The normal stress boundary condition (A.30) can then be written as(
νTτAν − pA
)
−
(
νTτBν − pB
)
+ p¯0Ca =
κ
Ca , (A.59)
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which leads after multiplication with r to
β′ + Caβ′′ = rCa p¯0 +
(
∂gA
∂ϑ
+ ∂
3gA
∂ϑ3
)
− λη
(
∂gB
∂ϑ
+ ∂
3gB
∂ϑ3
)
+ Ca
((
∂2gA
∂z∂ϑ
+ ∂
4gA
∂z∂ϑ3
− 2β′∂
2gA
∂ϑ2
− β′gA
)
−λη
(
∂2gB
∂z∂ϑ
+ ∂
4gB
∂z∂ϑ3
− 2β′∂
2gB
∂ϑ2
− β′gB
))
+O
(
Ca2
)
. (A.60)
Note here, that, as z < 0, the term rCa = Ca
−1 exp (z/Ca) is o(Ca2), and can hence
be neglected. Let us now apply 1−Ca ddz on Eq. (A.60). Up to O(Ca2), we obtain
β′ +O(Ca2) =
(
∂gA
∂ϑ
+ ∂
3gA
∂ϑ3
)
− λη
(
∂gB
∂ϑ
+ ∂
3gB
∂ϑ3
)
+
+ Ca
((
−β′∂
2gA
∂ϑ2
)
− λη
(
−β′∂
2gB
∂ϑ2
−
))
+
+O
(
Ca2
)
, (A.61)
where the transformed biharmonic equation (A.37) was employed. Now, Eq. (A.61)
can be rewritten as
β′
(
1 + Ca
(
∂2gA
∂ϑ2
− λη ∂
2gB
∂ϑ2
))
=
(
∂gA
∂ϑ
+ ∂
3gA
∂ϑ3
)
− λη
(
∂gB
∂ϑ
+ ∂
3gB
∂ϑ3
)
+O
(
Ca2
)
. (A.62)
Solving for β′ gives
β′ =
((
∂gA
∂ϑ
+ ∂
3gA
∂ϑ3
)
− λη
(
∂gB
∂ϑ
+ ∂
3gB
∂ϑ3
))(
1− Ca
(
∂2gA
∂ϑ2
− λη ∂
2gB
∂ϑ2
))
+O
(
Ca2
)
. (A.63)
Boundary conditions at the interface Summarizing, we get the following
boundary conditions at the fluid interface (ϑ = β):
Continuity of tang. velocity: ∂gA
∂ϑ
= ∂gB
∂ϑ
, (A.64a)
Zero normal velocity: gA + Ca
d
dz
gA = gB + Ca
d
dz
gB = 0, (A.64b)
Continuity of tang. stress: gA +
∂2gA
∂ϑ2
= λη
(
gB +
∂2gB
∂ϑ2
)
. (A.64c)
The condition for the normal velocity at the interface is solved by gA = e−z/Ca =
1/r. The streamfunction Ψ can then set to be constant. As the streamfunction
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formulation adds one degree of freedom, we choose this constant to be zero, such
that
gA|ϑ=β = gB|ϑ=β = 0. (A.65)
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Diffuse Interface Models
B.1 Single fluids
Here, we derive an expressions for the entropy flux and production by linking the
transport equations (3.3a)-(3.3c) with the Gibbs law (3.4).
By subtracting (3.3b) from (3.3c), the change of internal energy with time can
be written as
%
Duˆ
Dt = m :∇u−∇ · q. (B.1)
Using the continuity equation, one can derive the following relation:
%
2
D
Dt
(
K(%) |∇%|
2
%
)
=K
{1
2 |∇%|
2 (∇ · u) +∇% · DDt (∇%)
}
+ DKDt
|∇%|2
2
=K
{1
2 |∇%|
2 (∇ · u) +∇% ·
(
∇
(D%
Dt
))
− (∇%⊗∇%) :∇u
}
+ DKDt
|∇%|2
2
=K
{1
2 |∇%|
2 (∇ · u) + %(∇ · u)∆%+∇ ·
(D%
Dt∇%
)
− (∇%⊗∇%) :∇u
}
+ dKd%
|∇%|2
2
D%
Dt
=T%K :∇u +∇ ·
(
K
D%
Dt∇%
)
, (B.2)
where T%K is defined in Eq. (3.5).
Then, insertion of the expansion of the internal energy in Eq. (3.1a) into Eq.
(B.1), one obtains an evolution equation of the local internal energy u:
%
Du
Dt = m :∇u−∇ · q −T
%
K%E
:∇u−∇ ·
(
K%E
D%
Dt∇%
)
. (B.3)
Furthermore, the local equilibrium hypothesis allows us to employ the Gibbs
law (3.4). With (B.3), this becomes
%
Ds
Dt =
%
T
Du
Dt +
p%
T
D (1/%)
Dt
= 1
T
(
m−
(
−pI + T%
K%E
))
:∇u +
(
q +K%E
D%
Dt∇%
)
∇
( 1
T
)
+∇ ·
(
−q
T
− K
%
E
T
D%
Dt∇%
)
. (B.4)
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Using that
%
Dsˆ
Dt = %
Ds
Dt + T
%
KS
:∇u +∇ ·
(
K%S
D%
Dt∇%
)
, (B.5)
where T%KS is as in (3.5), but with K replaced by KS , we get
%
Dsˆ
Dt = −∇ · jsˆ + σsˆ =
1
T
(
m−
(
−pI + T%KF
))
:∇u
+
(
q +KE
D%
Dt∇%
)
·∇
( 1
T
)
+∇ ·
(
−q
T
− KF
T
D%
Dt∇%
)
(B.6)
with K%F defined in Eq. (3.7). Eq. (B.6) corresponds with Eq. (3.6) in the main
text.
B.2 Binary fluids
Here, we derive an evolution equation for the entropy in the binary fluid case dis-
cussed in Sec. 3.1.2. First, let us write the evolution of the inhomogeneous contri-
bution to expansions (3.24) for K = const. in terms of TcK :
%
2
D
Dt
(
K
|∇c|2
%
)
=K
{
|∇%|2
2 (∇ · u) +∇c ·
D
Dt (∇c)
}
=K
{
|∇%|2
2 (∇ · u) +∇c ·
(
∇
(Dc
Dt
))
− (∇c⊗∇c) :∇u
}
=K
{[
|∇%|2
2 I−∇c⊗∇c
]
:∇u +∇ ·
(Dc
Dt∇c
)
−∆c
(Dc
Dt
)}
=TcK :∇u +K∇ ·
(Dc
Dt∇c
)
+ K
%
∆c (∇ · j) , (B.7)
where TcK is defined in Eq. (3.28).
This result is then inserted, together with Eq. (3.26), in the evolution equation
of the inhomogeneous entropy sˆ defined in Eq. (3.24b), yielding
%
Dsˆ
Dt =
%
T
Du
Dt +
p%
T
D (1/%)
Dt −
%µc
T
Dc
Dt + T
c
KcS
:∇u
+KcS∇ ·
(Dc
Dt∇c
)
+ K
c
S
%
∆c (∇ · j) . (B.8)
Similarly, Eq. (B.7) is inserted, together with (B.1), in the evolution equation
B.2. Binary fluids 191
for the inhomogeneous internal energy u defined in Eq. (B.1), leading to
%
Du
Dt =m :∇u−∇ · q −T
c
KcE
:∇u
−KcE∇ ·
(Dc
Dt∇c
)
− K
c
E
%
∆c (∇ · j) . (B.9)
Combining the above two equations with Eqs. (3.3a), (3.25), defining
KcF = KcE − TKcS , (B.10)
and applying the divergence theorem finally leads to Eq. (3.29).
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Appendix C
Pseudospectral methods
C.1 Implementation in 2D
Numerically, the collocation points x and the function f(x) in the 2D computational
domain are represented in a block-structure as
x =

(x11, x12)
(x11, x22)
. . .
(x11, xN22 )
(x21, x12)
. . .
(x21, xN22 )
. . .
. . .
(xN11 , x
N2
2 )

and f =

f(x11, x12)
f(x11, x22)
. . .
f(x11, xN22 )
f(x21, x12)
. . .
f(x21, xN22 )
. . .
. . .
f(xN11 , x
N2
2 )

, (C.1)
where xij denotes the ith collocation point of coordinate j. Any linear operator
A = (a)ij acting on the first variable can be written in 2D as a tensor product,
which can then be applied on the function vector (C.1)
A⊗ IN2 =
a11 a12 a1,N1a21 . . .
. . . aN1,N1
⊗ IN2 =

a11IN2 a12IN2 . . .
a21IN2
. . .
. . . 0 aN1,N2IN2
 . (C.2)
Here, IN is the N × N unit matrix. Similarly, an operator acting on the second
variable can be written as
IN1 ⊗B = IN1 ⊗
b11 b12 . . .b21 . . .
. . . bN2,N2
 =

B 0
0 . . .
0 . . . B
 . (C.3)
This allows us to extend the definition of linear interpolation, integration and dif-
ferentiation operators from 1D to 2D.
C.2 Convolution weights in 2D
For a system of hard spheres, the DFT formulation includes 3D convolutions for
the definition of the weighted densities nα in Eq. (4.9), as well as the definition of
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hard-sphere and the attractive contributions to the free energy (4.12) and (4.17),
respectively. If the system is invariant in one direction, these 3D convolutions may
be rewritten as 2D convolutions. In particular a 3D convolution (n ∗ φ)3D can be
rewritten as a 2D convolution (n ∗ Φ2D)2D in the y1-y2-plane with
Φ2D (y1, y2) =
∫ ∞
−∞
φ (y1, y2, y3)dy3. (C.4)
The corresponding dimensionless 2D-weight function for the attractive contribution
to the free energy as defined in Eq. (4.16) with cutoff-length rc is
Φattr2D (r) =
εff
εD

0 for r > rc
pi
(
63
64
1
r11 − 32 1r5
)
for r > 1
3
√
1−r2
160r10
{−105− 70r2 − 56r4 + 112r6 + 64r8} . . .
. . .− 3 arcsin(r)32r11
(
32r6 − 21) for r ≤ 1
.
(C.5)
In order to increase the numerical accuracy, we evaluate a Taylor expansion of Φattr2D
at zero for small values of r. Finally, the convolution with FMT-weight ω3,i defined
in Eq. (4.10b) can be rewritten in 2D as a convolution with
Φω3,i2D (r) = 2
√
R2i − r2Θ (Ri − r) . (C.6)
