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Abstract: Evolution and accessibility of smart-phones have led to a huge demand in network bandwidth. The ubiquitous use 
of smart-phones in high-speed trains pose a unique challenge in delivering high-speed internet service on board. This 
challenge can be overcome by employing free space optics, an alternative to radio frequency technology. Previous coverage 
models for ground-train communications employed single laser systems with a larger divergence angle to cover a larger 
distance. Larger divergence angles lead to larger geometric losses, which may result in a non-reliable communication link. 
This paper proposes a sectorised multi-beam coverage model with a smaller divergence angle to reduce the impact of 
geometric losses in the system. This paper also proposes two receiver (Rx) architectures for Rxs deployed on the train. Along 
with geometric losses, the atmospheric attenuation is taken into consideration for the FSO link. The performance of the 
ground-train communications system in terms of bit-error-rate is evaluated under weak turbulence conditions via numerical 
simulation. 
 
 
1. Introduction 
With the increasing concerns regarding global 
warming, the governments and researchers are paying greater 
attention towards reducing greenhouse gas emission 
reduction, thus the Kyoto Protocol of 1997 [1]. Transport is 
one of the key contributors to past and future climate change. 
For global emissions, it has been shown that air travel has the 
highest specific climate impact (sCI), while rail and coaches 
have the lowest sCI [2]. Travelling by trains is the most 
environment-friendly, where the greenhouse effect of gas 
emissions per kilometre is 80% less than cars and they can 
carry more people and offer reduced noise pollution [3]. For 
rail transport to be even more attractive the passengers will 
demand access to broadband Internet access (BIA) for a range 
of applications including messaging, video on demand, voice 
over Internet protocol (VoIP), TV, streaming, 
videoconferencing, etc., where the train journey will be seen 
as the extension of working at home or office (i.e., the concept 
of home-to-office-to-home). In addition, broadband links 
between trains and infrastructure are essential for trains' 
safety and communications related information (i.e., 
trackside equipment, trains, signalling system, and people), 
which are needed by the network managers and railway 
operators. 
 
In the past few years, we have seen a renewed 
interest in Internet connectivity on-board the trains, which are 
predominantly-based on radio frequency (RF) technologies. 
These are leaky coaxial cable (LCX), Wi-Fi  
 
and WiMAX with a maximum bandwidth of 2 Mbps, 54 
Mbps and 40 Mbps, respectively, trackside and satellite [4]. 
The latter is better suited to certain types of traffic such as 
broadcast TV, where the bandwidth is shared across all the 
fleet and can improve the overall link performance by, for 
example, complementing the coverage offered by cellular 
systems. Alternatively, passengers could directly connect 
their smart devices via their cellular service provider to have 
BIA [5], [6], which requires sufficient radio coverage along 
the lines and suffers from RF signal attenuation (14 – 30 dB) 
due to Faraday cage [7]. One possible option to overcome this 
is to adopt relay-based systems at the cost of increased 
installation and maintenance costs. A train access terminal 
(TAT) or “mobile router” is another option to optimize 
performance and throughputs [8], which can support a 
number of many different technologies. In TAT, the 
incoming signal from the antenna positioned outside the train 
is fed to the access points in carriages, which overcome 
transmission losses and reduce the handover for all 
passengers into a single terminal with the aggregated traffic. 
 
The average throughput for the aforementioned RF 
systems is at most 1.4 Mbps [4], which is unsatisfactory in 
terms of bandwidth required for web-conferencing (Skype 
call) and accessing video sharing sites (Netflix). This is 
mainly due to the availability of RF spectrum (i.e., the 
bandwidth) and multi-path propagation characteristics of the 
environment [9]. In accordance with UK Crosscountry Wi-Fi 
terms and conditions, any usage of service exceeding 70 Mb 
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in standard class and 100 Mb in the first-class coaches is 
classified as excessive usage and access to the Wi-Fi is 
reduced [10]. 
 
In [11], a mobile hot-spot network (MHN) was 
designed for subway trains using the millimetre-wave 
technology with a carrier frequency of 25.5 GHz. Two 
antennas or a mobile terminal equipment (MTE), which emit 
narrow beams, are installed at either end of the train. MTEs 
attempt to connect to MHN radio units deployed along the 
trackside and perform handover when the train crosses edges 
of the cells’ coverage. The practical demonstration of MHN 
system yielded throughputs of 1.25 Gbps and 110 Mbps for 
the downlink and uplink, respectively [11]. In [12], a 
throughput of 1.5 Gbps using a 97 GHz millimetre wave radio 
access system connected via a bidirectional radio over fibre 
network for a train with the speed of up 240 km/h was 
experimentally demonstrated. The millimetre-wave 
distributed radio access units deployed on the ground were 
connected to the bidirectional analogue RoF network for 
establishing a high-speed link with the on-board transceiver. 
In [13], a 20 Gbps wavelength division multiplexed fibre-RF 
wireless system (at 90 GHz) between the central station and 
the base station (BS) was investigated within an indoor 
environment. The work in [13] is based on the moving BS 
concept where the high-speed train communicates with the 
same BS in order to prevent frequent handovers. 
 
However, in the railway environment there are a 
number of issues that will affect wireless BIA on board the 
trains including: (i) Faraday cage – due to the metallic 
structure of the train, which results in power losses of 
transmitted signals; (ii) high vibration, which require 
isolation of communication devices; (iii) ground 
infrastructures; (iv) pylons, tunnels and overhead cables, 
which can result in loss of synchronization, disconnections, 
and packet losses; (v) adding/removing train carriages, where 
the communication networks need to detect this automatically; 
and (vi) the bandwidth bottleneck. The latter can be solved by 
employing free-space optical (FSO) wireless technologies. 
FSO offers a number of features including (i) huge 
unregulated license-free spectrum (i.e., bandwidth order of 
magnitude higher the RF technologies); (ii) excellent 
transmission security at the physical layer; (iii) robustness to 
the RF-induced electromagnetic interference; and (iv) 
compatibility with the backbone optical fibre networks [23]. 
 
Implementation of FSO for G2T communications 
focuses on providing a large coverage area for the BS, which 
reduces the deployment costs and provides uninterrupted 
internet service with negligible handover delay. Previous 
works on FSO systems have provided a comprehensive 
theoretical study and experimental validation on G2T 
communications. A high data rate (1 Gbps) G2T 
communications was proposed in [14], where an acquisition, 
tracking and pointing (ATP) mechanism based on the 
beaconing system was used to provide stable tracking and fast 
handover (i.e., 100 ms) in FSO links for high-speed trains. In 
[15], a high-speed image sensor based ATP mechanism was 
used in place of a 2-quadrant photodetector (PD) to detect the 
beacon signal from the adjacent BS. Using a new image 
processing algorithm for recognition and labelling beacon 
signals and a feedback control to control the direction of the 
mirror by employing a mirror angle sensor, the handover 
delay was reduced to 21 ms. In [16], rotating transceivers 
located on the ground and the train was employed to increase 
the coverage area. The rotating transceiver on the train 
switches from the source BS to a target BS, while the other 
transmitter (Tx) on the train maintains a continuous link from 
the source BS thereby mitigating the impact of handover.  In 
[17], a dual transceiver scheme with a wide beam was 
proposed, which is deployed on both the ground and on the 
train, as opposed to a single rotating transceiver on the ground 
in [16], to increase the coverage area, reliability and the 
complexity of the FSO system. In [18], two FSO coverage 
models namely single wavelength and dual wavelengths were 
proposed for seamless handovers and high bandwidth 
communications. 
 
The proposed system in [17] employs wide optical 
beams covering 250 m per transceiver with a divergence 
angle of 10 mrad to extend the trackside coverage, thereby 
reducing the number of FSO BSs. FSO links using wide 
divergence angle laser sources suffer from high geometric 
losses [20], which in case of wide beam systems may result 
in frequent link outages during handover between BS or result 
in frequent outages within the BS. In this paper, we propose 
a sectorised BS model for ground to train (G2T) 
communication, which provides a stable high-speed link 
between the train and the ground BSs under harsh weather 
conditions and mitigates the effect of geometric loss. 
 
The rest of the paper is organized as follows. Section 
II describes ground-train communications which include G2T 
communications using sectorised BSs and train-to-ground 
(T2G) communications. Section III describes the system 
model. Results and discussion using numerical simulations 
pertaining to G2T communication are presented in section IV. 
 
2. System Model 
The system block diagrams for the intensity 
modulation/direct detection (IM/DD) FSO links for G2T and 
T2G communications are shown in Fig. 1. For G2T 
communications, see Fig. 1(a), the optical beam from the 
laser source is launched into a SMF the output of which is 
amplified using EDFA prior to being applied to a 1×10 fibre 
array. Lights from the fibre array are launched into a free 
space channel using diverging optics positioned at the end of 
each fibre. For T2G communications, see Fig. 1(b), 3 Txs (i.e., 
laser sources) with divergence angles of 60 mrad are used to 
illuminate the BSs. Optical beams propagating through the 
free space channel will experience both intensity and phase 
fluctuation due to the atmospheric fog and turbulence, which 
will degrade the link performance.  For G2T and T2G 
communications, the received electrical signal is given by: 
 
                      𝑦 = ℎ(𝑡) ∗ 𝑥(𝑡) + 𝑛(𝑡),                   (1) 
 
where x is the transmitted signal, n is additive white Gaussian 
noise with variance 𝜎𝑛
2 and h is the channel gain, which is 
given by: 
 
                            ℎ =  ℎ𝑎ℎ𝑡ℎ𝑔,                                (2) 
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Fig. 1 A block diagram of line of sight FSO transmission for: (a) 
from ground-BS to the train and (b) from train to the ground-
BS 
 
ha and ht are attenuation constants due to the atmospheric 
channel and turbulence, respectively.  For an FSO link, ha is 
given by Beer’s law [19]: 
 
                                 ℎ𝑎 = 𝑒
−𝛽𝑙 ,                               (3) 
where l is the link length in m and β is the attenuation 
coefficient in m-1. The spreading of the propagating beam 
results in a spot size greater than the Rx’s aperture, which 
leads to the geometric loss as given by [21]: 
 
                             ℎ𝑔 = 10 log10 [
𝑑rx
𝑑tx+𝑙𝑙𝑖𝑛𝑘𝜃div
]
2
,                (4) 
 
where 𝑑tx and 𝑑rxare the Tx and Rx’s apertures, respectively 
and llink is the link range. The optical intensity I of a wave 
propagating in turbulence channel undergoes random fading 
effect with the normalized variance or the scintillation index 
given as [22]: 
 
                               𝜎𝐼
2 = 
〈𝐼2〉−〈𝐼〉2
〈𝐼〉2
 ,                            (5) 
where 〈.〉 denotes the ensemble average equivalent to long-
time averaging with the assumption of an ergodic process. 
Based on (5), the strength of turbulence can be classified as 
weak (𝜎𝐼
2 < 1), moderate (𝜎𝐼
2≌ 1) and strong (𝜎𝐼
2 > 1) [24]. 
Assuming plane wave propagation, 𝜎𝐼
2 is given by [25]: 
 
𝜎𝐼
2(𝐷) = exp
[
 
 
 
 
0.49 𝜎𝑅
2 
(1+0.653𝑑2+1.11𝜎𝑅
12
5 )
7
6
+
0.51 𝜎𝑅
2(1+0.69 𝜎𝑅
12
5 )
−
5
6
 
(1+0.9𝑑2+0.621 𝑑2𝜎𝑅
2)
12
5
]
 
 
 
 
− 1,      
      
            (6) 
  
 
Table 1 Key system parameters 
 
COMMON PARAMETERS 
PARAMETER VALUE 
Wavelength 1550 nm 
Train speed 300 km/hr. 
Tx and Rx apertures 1 and 20 cm  
Track-BS distance 2 m 
Rx power @17 dB 86.6 µW 
Photodetector PIN 
Rx wavelength range 500-1630 nm 
Rx 3 dB Bandwidth 10 kHz – 12 GHz 
Noise equivalent power 24 pW/√Hz 
Responsivity at 1550 nm 0.85 A/W 
 
G2T COMMUNICATIONS 
Fiber 
number 
Tilt 
angle (δ) 
(mrad) 
Transmit 
power 
(mW) 
Beam 
divergence 
(mrad) 
Coverage 
length (m) 
1, 10 24  43.0 5 20 
2, 9 31  57.2 8 20 
3, 8 45  62.7 15 20 
4, 7 66.5 68.6 24 15 
5, 6 100 72.0 37.5 10 
 
RECEIVER LENS G2T COMMUNICATIONS 
Diameter  200 mm 
Effective focal length  400 mm 
Wavelength  350-2200 nm 
 
EDFA 
Operating wavelength  1535-1563 nm 
Output power (@ 0 dBm input 
power) 
> +30 dBm 
Noise figure  < 4.3 dB 
 
RECEIVER LENS T2G COMMUNICATIONS 
 Diameter  250 mm 
Effective focal length  400 mm 
Wavelength  350-2200 nm 
 
where d = 
𝐷
2
√
𝑘
𝑙
 is the circular aperture scaled by Fresnel zone 
provided, 𝑘 is the wavenumber and D is the Rx’s aperture 
diameter. 𝜎𝑅
2 is Rytov variance given by: 
 
                 𝜎𝑅
2 = 1.23𝐶𝑛
2𝑘7/6𝑙11/6,                      (7) 
where 𝐶𝑛
2  is the refractive index structure constant with 
typical values of 10-17 m-2/3 and 10-13 m-2/3 for weak and strong 
turbulence regimes, respectively [22]. Log-normal 
distribution serves as a good approximation for turbulence 
regimes where 𝜎𝐼
2 < 0.3 [24] and the average bit-error-rate 
(BER) for log-normal turbulence is approximately given by 
[26]: 
 
                 𝑃𝑒 ≈  
1
√𝜋
∑ 𝑤𝑖𝑄(
𝜂𝐼0𝑒
−2𝜎𝑥
2+𝑧𝑖√8𝜎𝑥
2
√2𝑁0
)
𝑔
𝑖=1 ,                  (8) 
 
where, g is the order of approximation, 𝑧𝑖, i = 1,…, g is the 
zero of the gth order Hermite polynomial, wi is the weight 
factor for the gth-order approximation, I0 is the signal light 
intensity without turbulence, 𝜎𝑥
2  ≈ 𝜎I
2/4  is the variance of 
log-amplitude fluctuations, η is the optical-to-electrical 
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conversion coefficient and N0 is the noise power spectral 
density. 
 
 
A) Power budget analysis 
The received power can be expressed as a function of the 
transmit power 𝑃tx and the system losses is given by: 
 
Prx(𝑙) =  10
(𝐿atm𝑙)
10 × 10
(
ℎ𝑔
10
)
× 10
(
𝐿Misc
10
)
𝑃tx             (9) 
 
where Latm is given by [18]: 
                               𝐿atm =
17
𝑉
(
𝜆
550
)
−𝑞
,                              (10) 
where V is the meteorological visibility in km, λ is the 
wavelength in nm and q is the size distribution of scattering 
particles, which follows Kruse [20] model and is expressed 
as: 
 
   𝑞 =
{
 
 
 
 
 
1.6                        𝑉 > 50 km             
 1.3                        6 km < 𝑉 < 50 km
0.16𝑉 + 34          1 km < 𝑉 < 6 km   
𝑉 − 0.5                0.5 km < 𝑉 < 1 km  
    0                          𝑉 < 0.5 km               
               (11) 
 
𝐿Misc is the coupling losses due to optics to fibre and fibre to 
coupling. For a Gaussian beam, the received optical power at 
any point along the rail track is given by the beam offset r and 
its radius wR as shown in Fig. 3 [18], is given as [16, 18]: 
 
                               
𝑃rx(𝑟,𝑙)
𝑃rx(𝑙)
=  𝑒
−
2𝑟2
𝑤𝑅
2
.                                  (12) 
 
Combining (9) and (12), the received power can be expressed 
as: 
      𝑃rx(𝑟, 𝑙) =  10
(𝐿atm𝑙)
10 × 10
(
ℎ𝑔
10
)
× 10
(
𝐿Misc
10
)
× 𝑒
−
2𝑟2
𝑤𝑅
2
.    (13)                                                              
 
3. Ground to Train Duplex Communications 
G2T duplex communications system is analysed based 
on the parameters provided in Table 1. The parameters shown 
in Table 1  were obtained based on the signal model presented 
in section II and the following criteria of (i) hg limited to 15 
dB per beam; and (ii) a minimum train (i.e., track) coverage 
length of 10 m per beam. Fig. 2 shows the schematic block 
diagram of G2T system based on a sectorised BS, which uses 
a laser/fibre array for illumination of the train (i.e., trackside) 
in order to provide a data communications link. A single laser 
source is used the output of which is amplified using an 
erbium-doped fibre amplifier (EDFA) prior to being split into 
10 fibre-based Txs. Beam expanding optics are used to 
expand the light emerging from the fibre-array for 
illuminating moving train. Note, the spacings between the 
beam expanders are 7 cm, and the overlapping areas of the 
optical beams on the track are 2 m in order to provide 
seamless connectivity throughout the coverage length of 210 
m (i.e., the spacing between BSs). As illustrated in Fig. 2, the 
effective coverage length along the track is 170 m (i.e., 2×85 
m) and there is a dead-zone of 40 m where there is no need 
for optical illumination. Note, in FSO links a single beam 
with a large divergence angle can effectively cover a wide 
area but at the cost of increased hg, which ultimately limits 
the transmission range and thus the maximum achievable 
transmission data rates. Though the hg can be mitigated by 
increasing the transmit power, however, the eye and skin 
safety regulation will set the maximum transmit optical 
power level. In this work, we have adopted the sectorised BS 
topology with reduced the divergence angle per optical Tx. 
 
Rx Rx
HIGH SPEED TRAIN
RAIL TRACK
5432 6 7 8 1091
75 m
85 m 40 m
δ1 δ3 
δ4 δ5 
210m
ʋ 
7 cm
Beam expanders
2 m
LASER 
Single mode fibre
Grating splitter
2
 m
Beam
5
EDFA
Beam 1
Fig. 2 The laser/fibre array covers 170 m (85 m on either side). 
The distance between the two BSs is 210 m. 
 
Based on the experimental work conducted on a 
commuter train travelling at a speed of 130 km/h the physical 
layer handover delay was reported to be 120 ms [27]. Using 
a handover delay time of 120 ms as the benchmark, the 
separation between the two Rxs on the train should be 75 m, 
see Fig. 3. This allows allocation of a delay time of 210 ms 
for the inter-BS and intra-BS handover for each Rx for a train 
travelling at a speed of  300 km/hr while the other Rx is still 
in communications with the ground BS to ensure seamless 
connectivity. In [27], a tracking scheme was proposed where 
the delay in the physical layer was contributed due to the 
physical mirror handover time. The Rxs on the train are 
composed of a lens and an optical Rx (i.e., a PD and a trans-
impedance amplifier). The regenerated electrical signal is 
applied to a matched filter and then to a threshold detector 
(slicer) in order to recover the transmitted data stream. 
 
 
54321
ʋ 
Train
Rx
Train
Rx Rx Rx
Lens
X5
Fig. 3 The Rx’s alignment offset angle with respect to the 
transmit beam (1-5) direction. 
 
As shown in Fig. 3, the Rx’s are aligned with beam 1, where 
δ is the tilt angle of the beam 1. With the train travelling from 
left to right, the Rx will have an offset angle Φmax with respect 
to the beam directions, see Fig. 3, which is given by: 
 
     Φ𝑚𝑎𝑥 = tan
−1 (
𝑥track
𝑦𝑑
) − 𝛿,                      (14) 
For the T2G link, three Txs are located on the roof 
of the train one at each ends with a spacing of d pointing to 
the BSs as depicted in Fig. 4, which provides a seamless 
handover between the BSs. The transmitted beams with the 
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divergence angle of θ illuminate the track side (i.e., the BSs) 
with coverage length of x and with some beam overlapping. 
In order for the train to establish a connection with the next 
BSs prior to dropping the connection with current BS, the 
coverage length is made to be larger than the spacing between 
two BSs, see Fig. 4. 
 
210 m
BS1 BS2
x
dd δ1
 
Backbone fiber 
network
Home
agent
The end user
Access router
ʋ 
Single mode 
fibre
Tx1 Tx2 Tx3
Fig. 4 Train to ground communication where the coverage area 
of each transceiver is 75m. The transceivers are spaced 75m 
apart from each other. 
 
Note, at the Rx a lens is used to focus the beam onto 
a small area PD or an optical fibre pigtailed optical Rx. 
However, for a moving train, the lens focal point position is 
no longer stationary and is moving away from the centre 
position (i.e., when the train is stationary), see Fig. 5, which 
results in the loss of beam being coupling to the optical Rx 
(i.e., link failure). Therefore, the vertical offset of the lens 
focal point is given as: 
 
                           ∆𝑞 =  𝑓 × tanΦ,                   (15) 
 
Focal length  f 
Focal plane
Optical axis
Δ
q
F
O
F 
Lens
 
Fig. 5 Oblique beam through a perfect lens 
 
where f is the focal length. For Φ and f of 4.431o and 40 cm, 
respectively the maximum ∆𝑞  is 3 cm, which is orders of 
magnitude larger than the surface area of a high-speed PD 
(e.g., 60 μm). To overcome this problem and ensure light 
coupling there are a number of possible solutions including (i) 
Rx diversity, which is highly costly and complex; (ii) tracking 
Rx; (iii) fibre-based coupling; and (iv) cascading lenses. In 
this work, (iii) and (iv), which are simpler to implement, are 
adopted. Fig. 6 shows an Rx arrangement based on the 
cascading lenses, where the incoming light following 
propagation through lenses is coupled into a multimode fibre 
(MMF) array, which is positioned at the radial gradient (curve) 
of the cascading lenses focal points. The emerging light 
beams from the MMF array is coupled into a series of PDs 
using a collimator and a photonic lantern. By using equal gain 
combining (EGC), all the PD’s currents can be summed and 
processed as whole. The equivalent focal length feq for n 
lenses is given by: 
 
                           
1
𝑓eq
= 
1
𝑓1
+
1
𝑓2
+⋯ .+
1
𝑓𝑛
                     (16) 
 
 
Focal plane
Optical
Axis
F
Lens 1
  .
Lens 5
Fibre
port
F 
Δ
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1 × N Fibre 
array
...
Lenses 1-5
1 × N 
Single 
mode fibre  
Photonic 
lantern
PD
...
PD
...
1 × N 
Photodetector 
array
 
Fig. 6 The Rx configuration based on series of cascading lenses 
Fig. 7 depicts the vertical displacement with respect 
to Φ for f of 40 cm, which represents a single lens setup and 
8 cm, for five cascaded lens setup. The variation of ∆q is in 
orders of millimetres for reduced f. Note that, light passing 
through an uncoated glass substrate undergoes Fresnel 
reflection, thus resulting in ~ 8% light reflection at each 
interface. Due to this effect, only 92% of the incoming light 
is transmitted through each lens, thus only 65% of the 
incident light is emerging from lens 5. One possible solution 
would be to apply anti-reflection coating on each lens thereby 
increasing the optical transmission. For light coupling into a 
fibre, the incident angle of the light from the lens should be 
less than the numerical aperture (NA) of MMF, which is 
given by: 
 
            𝜃𝐿 = tan
−1 (
0.5𝐷𝐿
𝑓 
) ,        (17) 
 
Fig. 7 Vertical displacement as a function of the offset angle for 
f of 8 and 40 cm. 
 
where 𝐷𝐿  is the lens diameter. For f of 8 cm and a lens 
diameter of 20 cm, 𝜃𝐿  will be 51.34
o. The commercially 
available MMF has a maximum NA of 0.5, which 
6 
 
corresponds to an acceptance angle of 30o, which is smaller 
than 𝜃𝐿 thus resulting in large coupling losses. 
 
Fig. 8 shows fibre-based coupling Rx arrangement 
where the incoming light from the lens is coupled directly 
onto the multi-mode fibre array placed along the focal plane 
of the lens. Light from the MMF array is coupled into the PDs 
using a collimator and a photonic lantern. The EGC technique 
is used for signal processing. Note that, ∆q is large and would 
require more fibres for coupling light compared with the 
cascading lens, see Fig. 6. 
 
1 × N Single 
mode fibre  
Photonic 
lantern
PD
...
PD
...
1 × N 
Photodetector 
array
...
Focal plane
Optical axis
F
Lens 
1 × N MMF 
fibre array
Fibre port
F 
Δ
q
 
Fig. 8 Schematic block diagram of a single lens setup 
4. Results and Discussion 
The proposed systems are numerically simulated 
using the parameters given in Table 1. Fig. 9 depicts the 
geometric loss ℎ𝑔 as a function of the transmission distance 
between the BS and the train for the first five fibre-based Txs 
as shown in Fig. 2.  From Fig. 9 it is observed that, ℎ𝑔 is the 
lowest and highest for the fibres 5 and 1, respectively with the 
attenuation difference of ~6 dB.  Note, beams 1 and 5 have 
the lowest and highest divergence angles of 5 and 37.5 mrad, 
Using (13) and the parameters shown in Table 1, the transmit 
power for each beam as a function of transmission range for 
the G2T under the fog condition with a visibility of 0.5 km is 
depicted in Fig. 10. The coupling losses between the lens and 
MMF is assumed to be 2 dB. It is assumed that the photonic 
lantern has a bundle of seven single mode fibres [29] 
connected to the PDs. The average multimode to single mode 
loss per fibre is 0.56 dB, which gives a total loss of ~4 dB for 
seven fibres. Therefore, the total loss for 𝐿Misc is 6 dB.  As 
shown in Fig. 10 the beams display minimum transmit power 
levels of 9.2, 9.69, 9.182, 5.6 and 4.3 mW are for Txs 1 to 5, 
at the transmission distances of 25, 37.5, 55, 75 and 95 m, 
respectively. The intersections on each beam depict the 2 m 
overlap between two beams as shown in Fig 1(a).  
 
To mitigate the losses exhibited by the system, the 
maximum transmit power of each beam is considered as the 
transmit power required by each beam as shown in Table 1. 
Using commercially available beam splitters the optical 
power distributions for each fibre for the G2T 
communications are shown in Table 2. Note that, for an input 
power of 0 dBm at the EDFA the output power is 30 dBm, 
which corresponds to 1W. The total power required for fibres 
1-5 is calculated to be 360 mW from Table 2. Similarly, for 
fibres 6-10, the optical power would be 360 mW. The 
cumulative power requirement for each BS is 606.8 mW, 
which is within the EDFA power limit.  
 
Fig. 9 The geometric loss versus the transmission distance for 
laser/fibre 1-5 
 
 
The maximum geometric loss is contributed by fibres 
1 and 10, which is -13.38 as depicted in Fig. 9. The average 
geometric loss contributed by fibres 1-5 is 11.10 dB. In 
contrast with single beam systems, the geometric loss is 
double the average geometric loss encountered by the 
sectorised BS approach as given in Table 3. As a result, the 
transmit power/laser for a single beam-based system with a 
coverage length of 55 m is more than twice that of the 
sectorised BS approach.  
 
 
Fig. 10 The transmit power as a function of transmission                                
distance for laser/fibre 1-5 
 
 
For moderate to strong turbulence the Gamma-
Gamma turbulence model is considered to be a good fit for 
irradiance fluctuations encountered by the Rx’s aperture [28].  
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Table 2 Power distribution for each fibre using commercially 
available splitters 
 
 
         Fig. 11 Average BER as a function of SNR for  𝛔𝑹
𝟐  of 0.263, 
0.1416 and 0.029 
 
For a point Rx (D = 0), 𝐶𝑛
2 = 9 × 10-13   m-2/3 and a maximum 
link distance llink of 100 m, the scintillation index is calculated 
to be 3.12 from (6), which categorises the turbulence to be 
moderate to strong turbulence. Since the Rx in this case 
averages the fluctuations resulting in reduced scintillation as 
compared to a point Rx, therefore the G2T link is considered 
as a lognormal fading channel. Using (8) simulations were 
carried to determine the BER performance of the link for 
weak       turbulence   range of  𝜎𝑅
2 = 0.263 and   𝐶𝑛
2 = 9 × 10-
13 m-2/3, 𝜎𝑅
2 = 0.1416 and 𝐶𝑛
2 = 5 × 10-13 m-2/3 and 𝜎𝑅
2 = 0.029 
and 𝐶𝑛
2 = 1 × 10-13 m-2/3 for the OOK-NRZ modulation format 
is depicted in Fig. 11. It is observed that, for all these cases 
the BER is below the FEC limit. The BER can be significantly 
improved by incorporating forward error correcting coding 
techniques [25].  
 
Table 3 Transmit power and geometric loss incurred for single 
beam systems 
 
SINGLE BEAM SYSTEMS 
Coverage 
length per 
laser 
Tilt 
angle 
(δ) 
(mrad) 
Beam 
divergence 
(mrad) 
Geometric 
loss  
(dB) 
Transmit 
power  
(mW) 
85 59.4 80.6 -22.7 1063 
75 60.4 78.6 -22.3 964 
65 61.6 76.1 -22.0 904 
55 63.2 73.0 -21.4 783 
 
Table 4 provides a comparison between the proposed 
system architecture and others reported in the litrature. 
 
 
Table 4 Comparison between different system architectures 
 
 
5. Conclusion 
In this paper, a sectorised multi-laser coverage 
system was proposed in order to mitigate the geometric loss 
experienced by single beam systems. The paper describes 
duplex communication between the train and the BS. Power 
budget analysis was carried out under heavy fog conditions to 
determine the transmit power required for each fibre at the BS 
and at the transmitter deployed on the train. As the ground-
train communication system employs large apertures at the 
Rx, the fluctuations are averaged over the Rx resulting in 
reduced scintillation as compared to a point Rx. Due to the 
effect of aperture averaging, our analysis considers log-
normal distribution as a good approximation for weak to 
strong turbulence regimes. Numerical simulations were 
carried out to determine the ground-train communications 
performance under turbulence of varying strength. In all cases, 
the system BER was found to be below the FEC limit. At the 
FEC limit. the SNR penalties observed for 𝜎𝑅
2 = 0.263, 0.1416 
and 0.029 are 0.7, 3.28, 5.83 dB, respectively. This paper also 
proposes two Rx architectures for the deployment on the train. 
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