Stable Population Theory for Integral Projection Models by Stephen P. Ellner and Michael R. Easterling
This appendix provides proofs for stable population properties of integral projection models (IPM) based on chapter 5 of Easterling (1998) but reorganized to emphasize models with a compact domain. Our main mathematical sources are Dunford and Schwartz (1988) , Krasnosel'skij et al. (1989) , and Zabreyko et al. (1975) , which we refer to as DS, KLS, and Z, respectively. The proofs require some familiarity with basic functional analysis, but reading this appendix is not necessary for building and using IPMs-the conclusions are all stated and explained in the main text.
First, we need to restate the model, filling in some technical details omitted in the main text. The space of individual states X consists of a finite (possibly empty) set of discrete points and a finite D p {x ,…,x } 1 D number of continuous domains , which are compact sets in Euclidean space of finite C p {Q , Q ,…,Q }
Dϩ1
Dϩ2 DϩC dimension . These are called components and are denoted as , ,
regarded as sitting in its own copy of Euclidean space. X is given the topology induced by the components (i.e., a set is open iff its intersection with each continuous component is open in the Euclidean metric topology). This topology is metrizible by the Urysohn metrization theorem (or concretely by embedding the components as widely separated subsets in a high-dimensional Euclidean space), so we can regard X as a compact metric space. The measure on X is the sum of counting measure on D and Lebesgue measure on each component in C. The integral of a function on X is therefore
The state of the population is described by , the distribution of individual states at time t (L 1 means n(x, t) L 1 , with the measure stated above and similarly for other spaces). To be more general, we could let X be any L (X) 1 compact metric space equipped with a finite measure on the Borel j-field, and only minor changes are needed below. The population dynamics are defined by a nonnegative projection kernel :
͵ X and we use T to denote the operator defined by the right-hand side of equation (C2). We always assume that K is a continuous function on , which is equivalent to our assumption in the main text that all kernel X # X components are continuous.
Operator Properties
The natural domain for T is L 1 , the space of state distributions for a population of finite total size, but it is helpful to work in L 2 . The following properties make this possible: first, X is a finite measure space and compact; therefore, K is bounded and square integrable on . Consequently, T is a compact operator from X # X L 2 into itself (DS, p. 518; KLS, p. 85). Second, because X is a finite measure space and is compact, C O L O 2 ; the second inclusion follows from and the fact that on a finite measure space. Finally,
because K is bounded, T maps L 1 into C (by the dominated convergence theorem) and therefore also maps L 1 into L 2 and L 2 and C into C. In short, T maps into and is compact as an operator from
into L 1 is important because it implies that any eigenvector of T on L 2 represents a finite population distribution. Mapping into C is important in sensitivity analysis because it implies that any L 2 eigenvector is well defined pointwise. T also preserves the cone L of nonnegative functions in L 2 , which is reproducing and normal in L 2 (KLS, pp. 9, 37). As in the main text, we consider two different assumptions for stable population theory: first, uniform power positivity (UPP), where some iterate m of the kernel satisfies , and second, u-boundedness of (m) K (y, x) ≥ c 1 0 some kernel iterate, where there is a probability distribution such that for any initial population distribution u(x) , there are positive numbers depending on n 0 such that .
With compact domains, UPP is the stronger assumption; for if , then for any
So, we can think of T as an operator on L 2 , with the following properties implied by our assumptions on X and the kernel:
P1. T and therefore its iterates are compact operators from L 2 into itself that preserve the cone L of nonnegative functions in L 2 .
P2. Some iterate
Dominant Eigenvalue
We recall an important property of the spectral radius of an operator A,
This follows from the Gel'fand formula ; then,
. Let l be the spectral radius of T. Taking in P2, we have ,
which implies that the spectral radius of T m is at least (KLS, p. 89); hence, . Because T is a(u ) 1 0 l 1 0 0 compact and the cone L is reproducing, the fact that implies that it is an eigenvalue of T (KLS, p. 85). as the dominant eigenvalue and eigenvector. l, w Proof: The arguments are very similar to those for power-positive matrices (e.g., Pullman 1976) . Proof of (a): We have already seen that l is an eigenvalue of T. Let y be an eigenvector of T corresponding to l. Then, y is an eigenvector of T m corresponding to eigenvalue l m . Because l m is a simple eigenvalue of T m , y must be a multiple of w.
Proof of (b): Suppose l is not a simple eigenvalue of T. Then, T has linearly independent eigenvectors , w , w Fm F p FmF ≥ qlm p l for some .
Thus, T has strictly dominant eigenvalue , which is simple and corresponds to a nonnegative l p r(T) 1 0 eigenvector w, which is the unique nonnegative eigenvector of T. Because T maps L 2 into , the L ∩ C 1 eigenvector is necessarily a finite population distribution and is well defined pointwise.
Convergence to Stable Distribution
We now show that the long-term population behavior is described by the dominant eigenvalue l and its associated eigenvector w. Let P denote projection onto the space spanned by w, and . Q is also a Q p I Ϫ P projection operator because . Let E 0 and E 1 denote the ranges of P and Q, respectively. Because l is a 2 Q p Q nonzero point in the spectrum of the compact operator T, the Riesz-Schauder theory for compact operators (e.g., theorem 3.2 of Z) implies that (d) E 0 and E 1 are mutually complementary, meaning that any f in L 2 can be uniquely represented as , with ; (e) E 0 and E 1 are both invariant under T;( f ) the projection f p f ϩ ff E We need to note some properties of w and u 0 ; w is the dominant eigenvalue of T considered as an operator on L 2 , but by property P3, w is also in L 1 because . Because T m is u 0 -bounded and , we have 
This is the analogue of the fact that repeated multiplication of any nonnegative initial vector by a power-positive matrix eventually results in a strictly positive vector, whose inner product with the (positive) dominant eigenvector must be positive. Theorem 2: Let n 0 be any nonnegative initial population distribution, and let be the dominant eigenvalue/ l, w eigenvector. Then,
for some constant depending on . and the fact that . Therefore, . By the last lemma, for
where and . Because T and Q commute, the last term in equation (C6) equals .
We know that , so by the Gel'fand formula, there exist such that for all
. The last term in equation (C6) therefore has a norm less than for k large and therefore
Theorem 2 proves convergence in L 2 , but this implies convergence in L 1 . Both sides of equation (C5) are in for . Suppose in L 2 ; then, because on a finite measure space, by Hölder's inequality,
Reproductive Value
Existence of a dominant left eigenvector (meaning an eigenvector of the adjoint operator T * ) follows from the v fact that any nonzero element in the spectrum of a compact operator has corresponding left and right eigenvectors (DS, p. 578) . A direct calculation shows that the adjoint operator corresponds to the transposed kernel , which is also continuous, so T * also maps L 2 into , implying that has finite *
integral and is well defined pointwise.
As in the matrix model, the dominant left eigenvector can be interpreted as the state-dependent relative reproductive value of individuals, that is, their long-term relative contributions to population growth. The derivation of this property follows the matrix case. It is easy to see that the total reproductive value V(t) p grows geometrically at rate l, ; hence, . Let denote the
V(x, t) reproductive value that results if the initial population n 0 is a smooth approximate d function centered at x so that . On the other hand, by theorem 2, we have that
, where is the constant in equation (C5). Equating these two expressions gives
Then, letting n 0 converge to a d function at x, we get ; hence, the population at (large) time t
resulting from a type x founder is proportional to . More generally, equation (C7) says that the population at
v(x)
time t from a mixed initial population is asymptotically proportional to the total reproductive value of the initial population.
functions. Then, if P2 holds, we have stable population growth in L 2 (existence of l and w and theorem 2 above). However, for sensitivity analysis, the eigenfunctions must be in C and must be well defined pointwise, and the stable distribution w needs to be in L 1 . Unfortunately, "there exists no simply formulated necessary and sufficient conditions on the kernel … which ensure that the operator … maps from L p into L q " (Z, p. 92).
Why not work directly in L 1 ? If the kernel satisfies the mild assumptions
. The problem is compactness; our approach and the basic results in KLS require that L ∩ C 1 some iterate of T is compact. Combining theorem 3.1.10 in Dunford and Pettis (1940) and theorem 8.21 in DS, a necessary condition for compactness in L 1 of an integral operator with kernel k on Euclidean space is that for any , there is finite cube such that 1 0 C()
for all x in X. That is, extreme individuals of a type x outside must either die or immediately shrink back C() into with a probability of at least -it's acceptable to create them in the model so long as most of C()1 Ϫ them go away before too long. In terms of biological generality, this is not really better than bounding the model by "killing off" individuals outside some large cube before they come into being-which implies compactness in L 2 for a continuous kernel but not necessarily in L 1 (see Eveson 1995, corollary 5.1).
As noted in the main text, these problems disappear if a change of variables transforms the model onto a compact domain and leaves the kernel continuous. Whether this holds depends largely on how the model is defined outside the range of the data. For example, consider a size-structured model where individual size at time follows a Gaussian distribution with mean and variance , where x is the size variable at time t.
