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Abstract
We characterize functions satisfying a dissipative inequality associated with a stochastic control
problem. Such a characterization is provided in terms of an upper generalized Gaussian solution, or
a viscosity supersolution to a partial differential equation called Hamilton–Jacobi equation (H–J).
Links between upper generalized Gaussian solutions and viscosity supersolutions to Hamilton–
Jacobi equation are studied. Finally it shows that generalized Gaussian solutions is identical to
viscosity solutions to Hamilton–Jacobi equation.
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Consider a company whose net assets value is as follows:
X(t) = x +
t∫
0
µ
(
s, u(s)
)
ds +
t∫
0
u(s)σ dWs −Dt,
where, X(0) = x is initial investment, given a filtered probability space (Ω,F,Ft ,P ) and
one-dimensional standard Brownian motion Wt (with W0 = 0) on it, adapted to the filtra-
tion Ft , µt is expected profit rate per unit time, {Dt } is the total dividend distribution up to
time t , us is a business policy, π = (ut ,Dt ; t  0) is a control policy, we denote the set of
all admissible controls policy by Π .
The performance function associated with each control π is
Jx(π) = Ex
τ∫
0
e−γ t dDt ,
whereEx denote the conditional expectation operator, γ > 0 is a priori given discount
factor (used in calculating the present value of the future dividends). The objective is to find
a control policy π to maximize the expected present value of the total dividend distributions
V (x) = supJx(π) = supEx
τ∫
0
e−γ t dDt
and meanwhile find a proper initial investment x such that V (x)/‖x‖2
L2[0,T ] is not less than
some fixed constant γ 2, i.e., the expected present value of the total dividend distributions
is the positive multiple of the initial investment x.
We now reduced the above problem to a more general one, consider the following con-
trol problem:
Xt,x,ur = x +
r∫
t
b
(
s,Xt,x,us , u(s)
)
ds +
r∫
t
σ
(
s,Xt,x,us , u(s)
)
dWs, (1)
where {Ws; s  0} is a m-dimensional standard Brownian motion on a probability space
(Ω,F,P ) and u(·) ∈ U is a control. Here t is initial time, X(t) = x is initial value.
Getting a control u(·) and a proper initial value x ensuring that the following so-called
L2-gain (gains to investment):
E
∫ T
t
f (s,X
t,x,u
s , u(s)) ds
‖x‖2
L2[0,T ]
is not less than some fixed constant γ 2 is one of the question addressed by H∞ theory
(in fact, the problem we consider is only a extended version of the classical deterministic
problem, see [1] or [2]), where f is a measurable gain function.
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the optimal control problem described below.
The goal of the controller u is to maximize a performance function Jγ given by
Jγ (t, x,u) := E
T∫
t
[
f
(
s,Xt,x,us , u(s)
)− γ 2‖x‖2]ds (2)
against all possible controller. The result of this optimal action of the controller is a quantity
which depends on the initial conditions of the system (1):
V (t, x) = sup
u∈U
Jγ (t, x,u), (3)
here U is the set of U -valued progressively measurable stochastic process on [0, T ].
We prove that the value function V (t, x) satisfy a partial differential inequality:
the Hamilton–Jacobi–Bellman (H–J–B) inequality. The main problem consists in char-
acterizing solutions of this partial differential inequality thanks to some monotonicity
properties−dissipative inequality—of the performance function Jγ along suitable trajec-
tories of the system.
When V is smooth—we emphasize that our study includes the non-smooth case—this
equality can be written in the following form:
−Vt(t, x) +H
(
t, x,−Vx(t, x),−Vx,x(t, x)
)= 0, ∀(t, x) ∈ R ×Rd, (3′)
where the subscripts denoted partial derivatives and H is the Hamiltonian for the problem
and is defined as
H(t, x,p,P ) := inf
u∈U
{
trace
[
P · 1
2
σ(t, x,u)σT (t, x,u)
]
+ pT · b(t, x,u)− f¯ (t, x, u)
}
,
where f¯ (t, x, u) = f (t, x,u) − γ 2‖x‖2.
We recall the definition of dissipative inequality (see [3]) associated to some extended
function Y(· , ·) :R+ × Rd → R ∪ {∞}. Consider a measurable function u(·). If, for any
measurable function f , we have
EY
(
t2,X
t,x,u
t2
)− EY (t1,Xt,x,ut1 )E
t2∫
t1
[
γ 2‖x‖2 − f (s,Xt,x,us , u(s))]ds, (4)
where t2 > t1, Xt,x,us is given by (1), then the function Y is called a storage function.
The situation of smooth occurs rarely, thus the problem will be reduced to the statement
of a criterion in terms of a PDE allowing us to determine storage functions. This is re-
lated to a paper of James [4] who proved—in the continuous and deterministic case—that
storage functions are viscosity subsolution to some PDE and that any continuous viscosity
subsolution is a storage function. In the present work, we prove—in the stochastic case—
the equivalence between storage functions, generalized solutions and viscosity solutions
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ganized. In Section 2 we introduce the upper generalized Gaussian derivative and some
definitions associated with it; in the following section we study stochastic dissipative sys-
tem and H–J–B equation; in the last section obtain the relation between storage functions,
generalized solutions and viscosity solutions.
2. Preliminary
The standing assumptions are as follows:
1. b,σ are bounded, continuous on [0, T ] × Rd × U and Lipschitz continuous in (t, x)
and uniformly in u, σ(t, x,u) is a d ×m-dimensional matrix.
2. f is continuous, Lipschitz continuous in (t, x) and uniformly in u, and has at most
polynomial growth in x.
3. U is a compact metric space.
The first-order generalized directional derivative of a function I at x ∈ Rd in the direc-
tion v ∈ Rd , I ◦(x;v), is defined (at least if I is Lipschitz) by Clarke [5] as
I ◦(x;v) := lim sup
y→x, h→0+
I (y + vh)− I (y)
h
.
The second-order generalized directional derivative at x has been defined by Cominetti and
Correa [6] as a functional on Rd ×Rd , i.e.,
I ◦◦(x;u,v) := lim sup
y→x, s, t→0
I (y + tv + su) − I (y + tv)− I (y + su)+ I (y)
st
.
For stochastic control, however, where second-order H–J–B equations arise, it is more
convenient to define a second-order derivative and a second-order differential somewhat
differently. Let Sd be the symmetric d × d-dimensional matrices and let Pd be the cone
of nonnegative semi-definite elements of Sd . Let  ∈ Rd be an open set and let BM() be
the set of locally bounded measurable real-valued functions defined on . For a function
I ∈ BM() we provide a differential of I at x as a function on Pd ×Rd as follows (see [7]).
Definition 2.1. For a ∈ Pd and b ∈ Rd the upper, respectively lower, generalized Gaussian
derivative of I at x in the direction b with covariance a is
IG(x;b, a) = lim sup
(s,y)→(t,x), h→0+
E{(φI)(y + bh+ θWh)− I (y)}
h
, (5)
respectively
IG(x;b, a) = lim inf
(s,y)→(t,x), h→0+
E{(φI)(y + bh+ θWh)− I (y)}
h
= −(−I )G(x;b, a). (5′)
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IG(x;−b,−a) = (−I )G(x;b, a) = −IG(x;b, a), (6)
where φ is any infinitely differential function of compact support that is equal to 1 in a
neighborhood of x, where θ is any d × m-dimensional matrix such that θθT = 2a and
where W is a standard m-dimensional Brownian motion, E stands for expectation.
Remark 1. Our definition is somewhat different from that of [7], however, it makes no
difference between them essentially. It can be shown that IG(x;b, a) and IG(x;b, a) are
independent of the choice of φ, θ , W (see [7, Proposition 3.4]).
Definition 2.2 (see [8]). Let Z ∈ C([t, T ] × Rd), the right subdifferential (respectively
right superdifferential) of Z at (t, x) ∈ R × Rd , denoted by ∂1,2,−t+,x Z(t, x), respectively
∂
1,2,+
t+,x Z(t, x), is a set defined by
∂
1,2,−
t+,x Z(t, x)
=
{
(β0, β,α) ∈ R ×Rd × Sd :
lim inf
y→x,h→0+
Z(t + h,y) −Z(t, x) − β0h− βT (y − x)− 12 (y − x)T α(y − x)
h+ ‖y − x‖2  0
}
respectively
∂
1,2,+
t+,x Z(t, x) =
{
(β0, β,α) ∈ R ×Rd × Sd ]dvt lim sup
y→x, h→0+
{. . .} 0
}
,
where ∂1,2,−t+,x Z(t, x) denotes first subdifferential in t+, second subdifferential in x with
respect to Z(t, x).
Remark 2. To study stochastic control problems, many authors make use of the su-
perdifferential ∂1,2,+t+,x Z(t, x) and subdifferential ∂
1,2,−
t+,x Z(t, x) obtained by replacing the
right-side limit h → 0+ in the above definition by the two-side limit h → 0 (e.g., [9–11]).
The right-sided differentials has been studied extensively in [8] and proved to be more
useful than the two-sided differential in treating stochastic control problem (see, e.g., [8,
Remark 4.1] and [12]).
These definitions are related by a lemma.
Lemma 2.3. Consider a function ϕ : [0, T ] ×Rd → R ∪ {+∞,−∞}, then
∂
1,2,−
t+,x ϕ(t, x) =
{
(β0, β,α) ∈ R ×Rd × Sd :
ϕG(t, x;b, a) β0 + 〈β,b〉 + 〈α,a〉 ∀(a, b) ∈ Sd ×Rd
}
,
∂
1,2,+
t+,x ϕ(t, x) =
{
(β0, β,α) ∈ R ×Rd × Sd :
ϕG(t, x;b, a) β0 + 〈β,b〉 + 〈α,a〉 ∀(a, b) ∈ Sd ×Rd
}
,
where a = 1θθT , we write 〈e, f 〉 for eT · f if e, f ∈ Rd and for trace(e · f ) if e, f ∈ Sd .2
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ϕ(s, y) − ϕ(t, y)− β0(s − t)− βT (y − x)− 12 (y − x)
T α(y − x)
−ε{|s − t |2 + ‖y − x‖2}+ (y − x)T α1(s − t)+ 12α0(s − t)2, (7)
for ‖(s, y) − (t, x)‖ δ. For a = 12θθT ∈ Pd , b ∈ Rd , let s = t + h, y = x + bh + θWh
for a suitable Brownian motion. If h is sufficiently small, then by Chebychev’s inequality
‖(s, y) − (t, x)‖  δ except on a set of probability measure less than kh2, where k is a
constant that may be depend on ε and a but not h. Let φ be a smooth function of compact
support, equal to one on ‖(s, y) − (t, x)‖  δ. Since ϕ is bounded near (t, x), then from
(7) it follows that
Eφϕ(t + h,x + bh+ θWh)− ϕ(t, x)
 β0h+ 〈β,b〉h+ 〈α,a〉h− ε
{
h2 + ‖b‖2h2 + 2‖a‖h}+ o(h2),
and hence, after dividing by h, letting h → 0+ and ε > 0, i.e., pass to the upper limit, then
ϕG(t, x;b, a) β0 + 〈β,b〉 + 〈α,a〉.
When (β0, β,α) ∈ ∂1,2,+t+,x ϕ(t, x), the proof is similar and is omitted. 
3. Stochastic dissipative system and H–J–B equation
Now let us consider the stochastic control system (1). In what follows we always assume
that x2 = EXt,x,ut2 , x1 = EXt,x,ut1 , xn = EXt,x,utn and Xt,x,us is given by (1).
Definition 3.1. The stochastic control system (1) is called dissipative system, if there exists
a function η :R+ × Rd → R ∪ {∞} (called a storage function) such that for every u ∈
L2loc(R+,U) and any solution Xt,x,u· defined on some time interval [T1, T2] we have
η(t1, x1) η(t2, x2)+E
t2∫
t1
f˜ (t, x, u) ds, ∀T1  t1  t2  T2,
where η is a bounded measurable function, f˜ (t, x, u) = f (s,Xt,x,us , u(s)) − γ 2‖x‖2.
Inequality of Definition 3.1 is called the dissipative inequality. In general, the storage
function is neither unique nor continuous. As we show semicontinuous storage functions
can be studied as sub/supersolutions to a H–J–B equation. However, first we prove V (t, x)
is a storage function.
Proposition 3.1. There exists a control u and a proper initial value x such that (3) holds if
and only if V (t, x) is a storage function, i.e., V (t, x) satisfying (4).
Proof. Consider 0  t1  t2  T2. Denote by (t1) the set of measurable controls on
[t1, T2] whose restriction to [t1, t2] is equal to u, then
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u¯∈(t1)
Jγ (t1, x1, u¯)
= sup
u¯∈(t1)
{
E
t2∫
t1
[
f
(
s,Xt,x,u¯s , u¯(s)
)− γ 2‖x‖2]ds + Jγ (t2, x2, u¯)
}
E
t2∫
t1
[
f
(
s,Xt,x,us , u(s)
)− γ 2‖x‖2]ds + sup
u˜∈(t2)
Jγ (t2, x2, u˜).
Hence
V (t1, x1) V (t2, x2)+ E
t2∫
t1
f˜ (t, x, u) ds. 
In what follows, we prove that lower and upper envelopes of a storage function are again
storage functions.
Proposition 3.2. If V is a storage function, then so are its lower and upper envelopes V∗
and V ∗.
Recall that the lower/upper envelope V∗, V ∗ of V is the largest lower/smallest upper
semicontinuous function which is smaller/greater than V . In a shorter way, Epi(V∗) is the
closure of the epigraph of V : Epi(V∗) := cl(EpiV ). The upper envelope V ∗ is defined by
considering the hypograph: HypoV ∗ := cl(HypoV ).
Proof. Fix u ∈ L2loc, let t1  t2. By the very definition of V∗, there exists a sequence
(tn, xn)n converging to (t1, x1) such that
lim inf
(t,y)→(t1,x1)
V (t, y) = lim inf
n→∞ V (tn, xn) = V∗(t1, x1).
We consider a sequence xn(·) corresponding to the fixed u(·) such that xn(tn) = xn for
any n 0. Since V is a storage function one gets, for any t ,
V (tn, xn) V
(
t, xn(t)
)+E
t∫
tn
[
f
(
s,Xn(s), u(s)
)− γ 2‖x‖2]ds.
By Gronwall’s lemma and (1), ‖Xn(s) − X(s)‖rv (‖ · ‖rv denotes the norm of random
variable) converges uniformly to 0 on [t1, t]. So passing to the lower limit in the previous
inequality we obtain
V∗(t1, x1) lim inf
n→∞
{
V
(
t, xn(t)
)+ E
t∫ [
f
(
s,Xn(s), u(s)
)− γ 2‖x‖2]ds
}
.tn
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is continuous we can deduce from Lebesgue’s theorem and from the standing assumption 2
that
V∗(t1, x1) V∗
(
t, x(t)
)+E
t∫
t1
[
f
(
s,X1(s), u(s)
)− γ 2‖x‖2]ds,
for any t . By taking t = t2 yields
V∗(t1, x1) V∗
(
t2, x(t2)
)+E
t2∫
t1
[
f
(
s,X1(s), u(s)
)− γ 2‖x‖2]ds. 
The proof for the upper envelope V ∗ is very similar and is omitted. Because of the above
result, we only study lower semicontinuous storage functions.
Theorem 3.3. Assume that the standing assumptions 1, 2 hold true. If V ∈ W 1,2,∞loc (Wm,p
denotes Sobolev space) is a storage function, then, for all (t, x) ∈ Dom(V ),{
supu∈U V G(t, x;b, a)+ f¯ (t, x, u) 0,
supu∈U(−V )G(t, x;−b,−a)+ f¯ (t, x, u) 0,
where b = b(t, x,u), σ = σ(t, x,u), a = 12σσT , f¯ (t, x, u) = f (t, x,u) − γ 2‖x‖2.
Proof. Firstly, we prove the first inequality. Consider the system (1), we have
Xt,x,ur = x +
r∫
0
b
(
t + s,Xt,x,us , u(s)
)
ds +
r∫
0
σ
(
t + s,Xt,x,us , u(s)
)
dWs, (8)
with
Jt,x(u) = E
T−t∫
0
f˜ (t, x, u) ds.
The corresponding value function is
V (t, x) = sup
u∈U
Jt,x(u), (9)
where U is the set of U -valued progressively measurable stochastic process on [0, T ].
When value function V (t, x) = infu∈U Jt,x(u), it follows from a generalized dynamic
programming argument [13, Propositions 5.9 and 5.11] that
Γ˜ t,x,ur :=
r∫
0
f˜ (t, x, u) ds + V (t + r,Xt,x,ur )
is a submartingale for any u ∈ U and is a martingale if and only if u is optimal.
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Propositions 5.9 and 5.11] that
Γ t,x,ur :=
r∫
0
f˜ (t, x, u) ds + V (t + r,Xt,x,ur ) (10)
is a supermartingale for any u ∈ U and is a martingale if and only if u is optimal. Hence
we have for any u ∈ U
E
(
Γ t,x,ur |F0
)
 Γ t,x,u0 , (11)
namely
EV
(
t + r,Xt,x,ur
)
 V (t, x) −E
r∫
0
f˜ (t, x, u) ds. (12)
Let us take u(·) and u constant in (8), for h > 0, then
X
s,y,u
h = y +
h∫
0
b
(
s + r,Xs,y,ur , u
)
ds +
h∫
0
σ
(
s + r,Xs,y,ur , u
)
dWr
= y + hb(t, x,u) + σ(t, x,u)Wh + ρ1 + ρ2,
where{
ρ1 =
∫ h
0 [b(s + r,Xs,y,ur , u)− b(t, x,u)]ds,
ρ2 =
∫ h
0 [σ(s + r,Xs,y,ur , u)− σ(t, x,u)]dWr.
Observe that the Lipschitz continuity in x of b and standard estimation show that
h−1ρ1 = g(s, y), (13)
where g(s, y) is a random function such that
lim
(s, y)→(t, x), h→0+
E
∣∣g(s, y)∣∣2 = 0.
Similarly
h−1/2ρ2 = g(s, y). (14)
For the sake of clarity, we write b(t, x,u), σ(t, x,u) as b, σ , respectively, in the follow-
ing proof, now,
V
(
s + h,Xs,y,uh
)− V (s, y) = [V (s + h,y + hb + σWh + ρ1 + ρ2)
− V (s + h,y + hb + σWh)
]
+ [V (s + h,y + hb + σWh)− V (s, y)]
= ∆V + [V (s + h,y + hb + σWh)− V (s, y)]. (15)
But Vx is locally Lipschitz-continuous, so
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= Vx(s + h,y)(ρ1 + ρ2)+
[
Vx
(
s + h,y + hb + σWh + ξ(ρ1 + ρ2)
)
− Vx(s + h,y)
]
(ρ1 + ρ2),
where ξ is a random variable assuming values in (0,1). Set
∆1V = Vx
(
s + h,y + hb + σWh + ξ(ρ1 + ρ2)
)− Vx(s + h,y).
Then
∆1V K
∣∣hb + σWh + ξ(ρ1 + ρ2)∣∣K1{|h| + |Wh| + |ρ1| + |ρ2|}
and hence
lim
(s, y)→(t, x), h→0+
h−1E∆V = 0. (16)
If now we set a = 12σσT , then it follows from (5), (12), (15) and (16) that
VG(t, x;b, a) = lim sup
(s,y)→(t,x), h→0+
h−1E
{
φV
(
s + h,Xs,y,uh
)− V (s, y)}
= lim sup
(s,y)→(t,x), h→0+
h−1E
{
V
(
s + h,Xs,y,uh
)− V (s, y)}
= lim sup
(s,y)→(t,x), h→0+
h−1E
{
V (s + h,y + hb + σWh)− V (s, y)
}
− lim sup
(s,y)→(t,x), h→0+
h−1E
h∫
0
f˜ (s, x,u) ds
= −f¯ (t, x, u)
(the φ can be omitted since V has at most polynomial growth). Since u is arbitrary, we
obtain the first inequality. The proof of the second inequality is very similar and is omit-
ted. 
4. Storage function, generalized Gaussian solution, viscosity solution
If V is smooth, this implies that it is the unique classical solution of the H–J–B Eq. (3′),
where the associated Hamiltonian is defined on [0, T ] × Rd × Rd × Sd . This situation
occurs rarely, but it is true that V is always a weak (in the sense of distribution) solution,
although the latter are not unique. We shall show that V satisfies the H–J–B Eq. (18) in
a viscosity sense, at least if V possesses some regularity. Hence we suppose that V ∈
W
1,2,∞
loc () so that ∂V∂x and ∂
2V
∂x2
exist almost everywhere (here Wm,p denotes Sobolev
space). We now define the Hamiltonian of the reformed H∞ control problem (2) and (3):
H(t, x,p,P ) := inf
u∈U
{〈
P,a(t, x,u)
〉+ 〈p,b(t, x,u)〉− f¯ (t, x, u)} (17)
(the interpretation of 〈· , ·〉 is identical to that of Lemma 2.1), where a = 12σσT . We write
b(t, x,u), σ(t, x,u) as b, σ , respectively, in the following and no more special claim.
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−∂Λ
∂t
(t, x)+ H
(
t, x,−∂Λ
∂x
(t, x),−∂
2Λ
∂x2
(t, x)
)
= 0. (18)
Definition 4.1. A function Θ ∈ W 1,2,∞loc ([0, T ] × Rd) is an upper generalized Gaussian
solution to (18) if and only if, for all (t, x) ∈ Dom(Θ)
sup
u∈U
ΘG(t, x : b, a)+ f¯ (t, x, u) 0.
A function V ∈ W 1,2,∞loc ([0, T ] × Rd) is a lower generalized Gaussian solution to (18) if
and only if, for all (t, x) ∈ Dom(Θ)
sup
u∈U
ΘG(t, x : b, a)+ f¯ (t, x, u) 0.
A function Θ is a generalized Gaussian solution to (18) if and only if it is both an upper
and a lower generalized Gaussian solution to (18).
Proposition 4.2. Assume that the standing assumptions 1, 2 hold true. If V is a storage
function, then V is a generalized Gaussian solution to (18).
Proof. By Propositions 3.1, Theorem 3.3, and Definition 4.1 it follows promptly that V is
a generalized Gaussian solution to (18). 
Now, we recall the definition of viscosity introduced in [14,15] in the continuous case.
Definition 4.3. Consider a Hamiltonian H : [0, T ] ×Rd ×Rd × Sd → R. Then a function
Θ : [0, T ] ×Rd → R ∪ {+∞,−∞} is a viscosity supersolution to the PDE
−∂Λ
∂t
(t, x)+ H
(
t, x,−∂Λ
∂x
(t, x),−∂
2Λ
∂x2
(t, x)
)
= 0
if and only if
∀(t, x) ∈ Dom(Θ), ∀(β0, β,α) ∈ ∂1,2,−t+,x ϕ(t, x), −β0 + H(t, x,−β,−α) 0;
a function Θ is a viscosity subsolution to the PDE if and only if
∀(t, x) ∈ Dom(Θ), ∀(β0, β,α) ∈ ∂1,2,+t+,x ϕ(t, x), −β0 + H(t, x,−β,−α) 0;
a function Θ is a viscosity solution if it is a supersolution and a subsolution.
Now, we check, like [4], that any storage function is a viscosity solution. First we show
a result as follows.
Proposition 4.4. Consider a function V ∈ W 1,2,∞loc ().
• If V (· , ·) is an upper generalized Gaussian solution to (18), then it is a viscosity su-
perstition to (18);
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solution to (18);
• If V (· , ·) is a generalized Gaussian solution to (18), then it is a viscosity solution to
(18).
Proof. Let V (· , ·) be an upper generalized Gaussian solution to (18), then
sup
u∈U
V G(t, x : b, a)+ f¯ (t, x, u) 0. (19)
Consider (β0, β,α) ∈ ∂1,2,−t+,x V (t, x). Thanks to Lemma 2.3, we obtain
VG(t, x;b, a) β0 + 〈β,b〉 + 〈α,a〉. (20)
By adding f¯ (t, x, u) = f (t, x,u(·))−γ 2‖x‖2 to both sides of inequality (20) and by taking
the ‘sup’, we obtain (where a = a(t, x,u(·), b = b(t, x,u(·)),
0 sup
u∈U
V G(t, x;b, a)+ f¯ (t, x, u) sup
u∈U
{
β0 + 〈β,b〉 + 〈α,a〉 + f¯ (t, x, u)
}
. (21)
Hence from (17) and (21) we obtain
−β0 + H(t, x,−β,−α) 0.
By Definition 4.3, V is a viscosity supersolution to (18). The proof of the second statement
is very similar and is omitted. And the third statement is obvious. 
By Propositions 4.2 and 4.4 we obtain that any storage function is a viscosity solution.
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