Entropy-Scaling Search of Massive Biological Data  by Yu, Y. William et al.
ArticleEntropy-Scaling Search of Massive Biological DataGraphical AbstractHighlightsd We describe entropy-scaling search for finding approximate
matches in a database
d Search complexity is bounded in time and space by the
entropy of the database
d We make tools that enable search of three largely intractable
real-world databases
d The tools dramatically accelerate metagenomic, chemical,
and protein structure searchYu et al., 2015, Cell Systems 1, 130–140
August 26, 2015 ª2015 Elsevier Inc.
http://dx.doi.org/10.1016/j.cels.2015.08.004Authors
Y. William Yu, Noah M. Daniels, David
Christian Danko, Bonnie Berger
Correspondence
bab@mit.edu
In Brief
Yu, Daniels et al. describe a general
framework for efficiently searching
massive datasets having certain
properties common in biology.
Cell Systems
ArticleEntropy-Scaling Search of Massive Biological Data
Y. William Yu,1,2,3 Noah M. Daniels,1,2,3 David Christian Danko,2 and Bonnie Berger1,2,*
1Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
2Computer Science and Artificial Intelligence Laboratory, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
3Co-first author
*Correspondence: bab@mit.edu
http://dx.doi.org/10.1016/j.cels.2015.08.004SUMMARY
Many datasets exhibit a well-defined structure that
can be exploited to design faster search tools, but
it is not always clear when such acceleration is
possible. Here, we introduce a framework for similar-
ity search based on characterizing a dataset’s en-
tropy and fractal dimension.We prove that searching
scales in time with metric entropy (number of
covering hyperspheres), if the fractal dimension of
the dataset is low, and scales in space with the
sum of metric entropy and information-theoretic en-
tropy (randomness of the data). Using these ideas,
we present accelerated versions of standard tools,
with no loss in specificity and little loss in sensitivity,
for use in three domains—high-throughput drug
screening (Ammolite, 1503 speedup), metagenom-
ics (MICA, 3.53 speedup of DIAMOND [3,7003
BLASTX]), and protein structure search (esFragBag,
103 speedup of FragBag). Our framework can be
used to achieve ‘‘‘compressive omics,’’ and the gen-
eral theory can be readily applied to data science
problems outside of biology (source code: http://
gems.csail.mit.edu).
INTRODUCTION
Throughout all areas of data science, researchers are confronted
with increasingly large volumes of data. In many fields, this in-
crease is exponential in nature, outpacing Moore’s and Kryder’s
laws on the respective doublings of transistors on a chip and
long-term data storage density (Kahn, 2011). As such, the chal-
lenges posed by the massive influx of data cannot be solved by
waiting for faster and larger capacity computers but, instead,
require the development of data structures and representations
that exploit the structure of the dataset.
Here, we focus on similarity search, where the task at hand is
to find all entries in a database that are ‘‘similar,’’ or approximate
matches, to a query item. Similarity search is a fundamental
operation in data science and lies at the heart of many other
problems, much like how sorting is a primitive operation in com-
puter science. Traditionally, approximate matching has been
studied primarily in the context of strings under edit distance
metrics (Box 1) (e.g., for a spell-checker to suggest the most
similar words to amisspelled word) (Ukkonen, 1985). Several ap-130 Cell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc.proaches, such as the compressed suffix array and the FM-in-
dex (Grossi and Vitter, 2005; Ferragina and Manzini, 2000),
have been developed to accelerate approximate matching of
strings. However, it has been demonstrated that similarity search
is also important in problem domains where biological data are
not necessarily represented as strings, including computational
screening of chemical graphs (Schaeffer, 2007) and searching
protein structures (Budowski-Tal et al., 2010). Therefore, ap-
proaches that apply to more general conditions are needed.
As available data grow exponentially (Berger et al., 2013; Yu
et al., 2015) (e.g., genomic data in Figure S1), algorithms that
scale linearly (Box 1) with the amount of data no longer suffice.
The primary ways in which the literature addresses this prob-
lem—locality sensitive hashing (Indyk and Motwani, 1998), vec-
tor approximation (Ferhatosmanoglu et al., 2000), and space
partitioning (Weber et al., 1998)—involve the construction of
data structures that support more efficient search operations.
However, we note that, as biological data increase, not only
does the redundancy present in the data also increase (Loh
et al., 2012) but also internal structure (such as the fact that
not all conceivable configurations, e.g., all possible protein se-
quences, actually exist) also becomes apparent. Existing gen-
eral-purpose methods such as compressed data structures
(Grossi and Vitter, 2005) do not explicitly exploit the particular
properties of biological data to accelerate search (see the Theory
section in the Supplemental Experimental Procedures).
Previously, our group demonstrated how redundancy in
genomic data could be used to accelerate local sequence
alignment. Using an approach that we called ‘‘compressive ge-
nomics,’’ we accelerated BLAST and BLAT (Kent, 2002) by tak-
ing advantage of high redundancy between related genomes
using link pointers and edit scripts to a database of unique se-
quences (Loh et al., 2012). We have used similar strategies to
obtain equally encouraging results for local alignment in prote-
omics (Daniels et al., 2013). Empirically, this compressive ac-
celeration appears to scale almost linearly in the entropy of
the database, often resulting in orders of magnitude better per-
formance; however, these previous studies neither proved
complexity bounds nor established a theory to explain these
empirical speedups.
Here, we generalize and formalize this approach by intro-
ducing a framework for similarity search of omics data.We prove
that search performance primarily depends on a measure of the
novelty of new data, also known as entropy. This framework,
which we call entropy-scaling search, supports the creation of
a data structure that provably scales linearly in both time and
space with the entropy of the database, and thus sublinearly
with the entire database.
Box 1. Definitions
Edit distance: the number of edits (character insertions, de-
letions, or substitutions) needed to turn one string into
another.
Scale, in time and space: the amount of time or space a task
takes as a function of the amount of data on which it must op-
erate. A task requiring time directly proportional to the size of
the data is said to scale linearly; for example, searching a
database takes twice as long if the database grows by a factor
of two.
Distance metric: a measure of distance that obeys several
mathematical properties, including the triangle inequality.
Covering spheres: a set of spheres around existing points
so that every point is contained in at least one sphere and
no sphere is empty.
Metric entropy: a measure of how dissimilar a dataset is
from itself. Defined as the number of covering spheres.
Fractal dimension: a measure of how the number of points
contained within a sphere scales with the radius of that
sphere.
Information-theoretic entropy: often used in data compres-
sion as shorthand for the number of bits needed to encode a
database or a measure of the randomness of that database.
Patternmatching: refers to searching formatches thatmight
differ in specific ways from a query, such aswildcards or gaps,
as opposed to searching for all database entries within a
sphere of a specified radius as defined by an arbitrary distance
function.We introduce two key concepts for characterizing a dataset:
metric entropy and fractal dimension. Intuitively, metric entropy
measures how dissimilar the dataset is from itself, and fractal
dimensionmeasureshow thenumber of spheresneeded tocover
all points in a database scales with the radii of those spheres.
Both are rigorously defined later, but note that metric entropy is
not to be confused with the notion of a distance metric (Box 1).
Using these two concepts, we show that, if similarity is defined
by a metric-like distance function (e.g., edit or Hamming dis-
tance) and the database exhibits both low metric entropy and
fractal dimension, the entropy-scaling search performs much
better thannaı¨veandevenoptimizedmethods. Through threeap-
plications to large databases in chemogenomics, metagenom-
ics, andprotein structure search, we show that this framework al-
lows for minimal (or even zero) loss in recall, coupled with zero
loss in specificity. The key benefit of formulating entropy-scaling
search in termsofmetric entropy and fractal dimension is that this
allows us to providemathematically rigorous guidance as to how
to determine the efficacy of the approach for any dataset.
RESULTS
Entropy-Scaling Similarity Search
The basic framework for the entropy-scaling search of a data-
base involves four steps. (1) Analyze the database to define a
high-dimensional space and determine how to map database
entries onto points in this space (this mapping may be one-to-
one). (2) Use this space and a measure of similarity betweenpoints to group entries in the database into clusters. (3) To
search for a particular query item, perform a coarse-grained
search to identify the clusters that could possibly contain the
query. (4) Do a fine-grained search of the points contained within
these clusters to find the closest matches to the query (Figure 1).
Here, we provide conceptual motivation for this process. In the
following text, we consider entropy to be nearly synonymouswith
distance between points in a high-dimensional space; thus, with
low entropy, newly added points do not tend to be far from all ex-
isting points. For genomic sequences, the distance function can
be edit distance; for chemical graphs, it can be Tanimoto dis-
tance; and for general vectors, it can be Euclidean or cosine dis-
tance.Weare interested in thesimilarity searchproblemof finding
all points in a set that are close to (i.e., similar to) the query point.
Let us first consider what it means for a large biological data-
set, considered as points in a high-dimensional space, to be
highly redundant. Perhaps many of the points are exact dupli-
cates; this easy scenario is trivially exploited by de-duplication
and is already standard practice with datasets such as the
NCBI’s non-redundant (NR) protein database (Pruitt et al.,
2005). Maybe the points mostly live on a low-dimensional sub-
space; statistical tools such as principal-component analysis
(PCA) exploit this property in data analysis. Furthermore, if the
dimension of the subspace is sufficiently low, it can be divided
into cells, allowing quick similarity searches by looking only at
nearby cells (Weber et al., 1998). However, when the dimension-
ality of the subspace increases, cell search time grows exponen-
tially; additionally, in sparse datasets, most of the cells will be
empty, which wastes search time.
More importantly, biological datasets generally do not live in
low-dimensional subspaces. Consider the instructive case of ge-
nomes along an evolutionary ‘‘tree of life’’ (Figure 2). Such a tree
has many branches (although admixture merges branches back
together) and looks nearly one-dimensional locally, but it is glob-
ally of higher dimension. Additionally, because of differences due
to mutation, each of the branches is also ‘‘thick’’ (high dimen-
sional) when looked at closely. Viewing this example as a low-
dimensional subspace, as in PCA, is incorrect.
However, the local low dimensionality can be exploited by
looking on the right scales: a coarse scale in which the tree looks
one-dimensional locally and a fine scale where the branch width
matters. We cover the tree with spheres (Box 1) of radius rc,
where rc is on the order of the branchwidth; these spheres deter-
mine our clusters, and the number of them is the metric entropy
of the tree (Tao, 2008). Because all the points within a sphere are
close to each other, they are highly redundant and can be en-
coded in terms of one another, saving space.
By the triangle inequality, in order to search for all points within
distance r of a query, we only need to look in nearby spheres with
centers (i.e., representatives) within a distance r + rc of the query
(Figure 1D). However, because each sphere has a radius compa-
rable to branch width, the tree is locally one dimensional on the
coarse scale; that is, spheres largely tend to extend along the
branches of the tree rather than in all directions. We will call
this property of local scaling the fractal dimension d of the tree
at the scale rc (Falconer, 1990), where rc is essentially our ruler
size and d = 1. Thus, increasing the search radius for coarse
search only linearly increases the number of points that need
to be searched in a fine search.Cell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc. 131
Figure 1. Entropy-Scaling Framework for
Similarity Search
(A–D) As shown, (A) the naive approach tests each
query against each database entry to find entries
within distance rof thequery (inside the small green
disc). (B) By selecting appropriate cluster centers
with maximum radius, rc, to partition the database,
we can (C) first do a coarse search to find all cluster
centerswithindistance r+ rcofaquery (largergreen
disc), and then the (D) triangle inequality guaran-
tees that a fine search over all corresponding
cluster entries (blue polygonal regions) will suffice.A similar analysis holds in the more general case where ds 1.
The entropy-scaling frameworks we introduce can be expected
to provide a boost to approximate searchwhen fractal dimension
d of a datasetD is low (i.e., close to 1) andmetric entropy k is low.
Specifically, the ratio jDj/k provides an estimate of the accelera-
tion factor for just the coarse search component compared to a
full linear search of a databaseD. Local fractal dimension around
a data point canbe computedbydetermining the number of other
data points within two radii, r1 and r2, of that point; given those
point counts (n1 andn2, respectively), fractal dimensiond is simply
d =
log ðn2=n1Þ
log ðr2=r1Þ :
Sampling this property over a dataset can provide a global
average fractal dimension. When we search a larger radius
around a query, the number of points we encounter grows expo-
nentially with the fractal dimension; low fractal dimension implies
that this growth will not obviate the gains provided by an en-
tropy-scaling data structure.
More formally, given a database with fractal dimension d and
metric entropy k at the scale rc, we show in the Supplemental
Experimental Procedures that the time complexity of similarity
search on database D for query q with radius r is:
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Thus, for small fractal dimension and output size, similarity
search is asymptotically linear in metric entropy. Additionally,
because the search has to look at only a small subset of the clus-
ters, the clusters can be stored in compressed form and only de-
compressed as needed, giving space savings that also scale
with entropy. The space complexity scales with the sum of
metric and information-theoretic entropy, rather than just metric
entropy (see the Theory section in Supplemental Experimental
Procedures).132 Cell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc.Practical Application of Entropy-
Scaling Search
We have presented the simplest such
data to analyze for clarity of exposition.
However, real data are generally messier.
Sometimes the distance function is not ametric, so we lose the triangle inequality guarantee of 100%
sensitivity; sometimes, different distance functions can be
used for the clustering versus search; and sometimes even
what counts as a distinct data point is not entirely clear without
domain knowledge (for example, long genomic sequencesmight
be better broken into shorter subsequences).
To show that entropy-scaling frameworks are robust to the
variations presented by real data, we explored a diversity of ap-
plications from three major biological ‘‘big challenges of big
data’’—pharmaceuticals, metagenomics, and protein structure
(Marx, 2013). We demonstrate that the general scheme results
in order-of-magnitude improvements in running time in these
different contexts, promising to enable new workflows for prac-
titioners (e.g., fast first-pass computational drug screens and
local analyses of sequencing data in remote field sites for real-
time epidemic monitoring). These applications are enabled by
augmenting the framework with domain-specific distance func-
tions in different stages of the process, as well as preprocessing
to take advantage of domain-specific knowledge. We expect
that as long as the dataset exhibits both low entropy and low
fractal dimension—and this is empirically true in biological sys-
tems—our entropy-scaling framework has the potential to
achieve massive speedup over more naı¨ve methods and signif-
icant speedup even over other highly optimized methods.
Source code for the applications discussed here is available at
http://gems.csail.mit.edu and in the Supplemental Information.
Application to High-Throughput Drug Screening
Chemogenomics is the study of drug and target discovery by us-
ing chemical compounds to probe and characterize proteomic
functions (Bredel and Jacoby, 2004). Particularly in the field of
drug discovery and drug repurposing, prediction of biologically
active compounds is a critical task. Computational high-
throughput screening can eliminate many compounds from
wet-lab consideration, but even this screening can be time
consuming. PubChem (Bolton et al., 2008), a widely used repos-
itory of molecular compound structures, has grown greatly since
2008. In July 2007, PubChem contained 10.3 million com-
pounds. In October 2013, PubChemcontained roughly 47million
Figure 2. Cartoon Depiction of Points in a High-Dimensional Space
This cartoon depicts points in an arbitrary high-dimensional space that live
close to a one-dimensional tree-like structure, as might arise from genomes
generated by mutation and selection along an evolutionary tree of life.
Although high dimensional at a fine scale, at the coarser scale of covering
spheres, the data cloud looks nearly one-dimensional, which enables entropy
scaling of similarity search. The cluster center generation was performed using
the samemethodwe used for protein structure search. The blue circles around
the green query point illustrate low fractal dimension: the larger radius circle
contains only linearly more points than the smaller one, rather than expo-
nentially more. In contrast, the red circles around the orange query point
illustrate higher local fractal dimension.compounds, while in December 2014, it contained 61.3 million
compounds.
We designed a compression and search framework around
one of the standard techniques for high-throughput screening
of potential drug compounds, the use of maximum common
subgraph (MCS) to identify similar motifs among molecules
(Cao et al., 2008; Rahman et al., 2009). We introduce Ammolite,
a method for clustering molecular databases such as PubChem
and for quickly searching for similar molecular structures in com-
pressed space. Ammolite demonstrates that entropy-scaling
methods can be extended to data types that are not inherently
sequence based. Ammolite is a practical tool that provides
approximately a factor of 150 speedup with greater than 92%
accuracy compared to the popular small molecule subgraph de-
tector (SMSD) (Rahman et al., 2009).
An MCS-based search of molecule databases typically
matches pairs of molecules by Tanimoto distance (Rahman
et al., 2009). Tanimoto distance obeys the triangle inequality
and is more useful in the domain of molecular graphs than other
distance metrics such as graph distance (Bunke and Shearer,
1998).
To compress a molecule database, we project the space of
small molecules onto a subspace by removing nodes and edgesthat do not participate in simple cycles (Figure S2); note that a
molecule without cycles will collapse to a single node. Clusters
are exactly pre-images of this projection operator (i.e., all mole-
cules that are isomorphic after simplification form a cluster).
Coarse search is performed by finding the MCS on this much
smaller projection subspace. This step increases speed by
reducing both the required number of MCS operations and the
time required for each MCS operation, which scales with the
size of the molecule. Further reduction in search time is accom-
plished by grouping clusters according to size of the molecules
within; because Tanimoto distance relies on molecule size, clus-
ters containing molecules that are significantly larger or smaller
than the query need not be searched at all.
The time required to cluster a large database such as Pub-
Chem is, nonetheless, significant; clustering the 306-GB Pub-
Chem required approximately 400 hr on a 12-core Xeon X5690
running at 3.47 GHz, and required 128 GB RAM. However, this
database can easily be appended as new molecules become
available, and the clustering time can be amortized over future
queries. It is worth noting that this preprocessing of molecular
graphs can cause the triangle inequality to be violated; while
the distance function is a metric, the clustering does not respect
that metric. Ammolite can be readily incorporated into existing
analysis pipelines for high-throughput drug screening.
Our entropy-scaling framework can be applied to PubChem
because it has both low fractal dimension and low metric en-
tropy. In particular, we determined the mean local fractal dimen-
sion of PubChem to be approximately 0.2 in the neighborhood
between 0.2 and 0.4 Tanimoto distance and approximately 1.9
in the neighborhood between 0.4 and 0.5. The expected
speedup is measured by the ratio of database size to metric en-
tropy, which, for PubChem, is approximately 11:1. This is not
taking into account the clustering according to molecule size,
which further reduces the search space.
Because SMSD is not computationally tractable on the entire
PubChem database, we benchmarked Ammolite against SMSD
on a subset of 1millionmolecules fromPubChem. Since SMSD’s
running time should scale linearly with the size of the database,
we extrapolated the running time of SMSD to the entire Pub-
Chem database. Benchmarking Ammolite and SMSD required
60 GB RAM and used 12 threads, although Ammolite’s search,
used normally, requires <20 GB RAM. For these benchmarks,
we used five randomly chosen query molecules with at least
two rings (PubChem IDs 1504670, 19170294, 28250541,
4559889, and 55484477), as well as five medically interesting
molecules chosen by hand (adenosine triphosphate [atp], clinda-
mycin, erythromycin, teixobactin, and thalidomide). We also
used SMSD as a gold standard against which we measured
Ammolite’s recall.
Ammolite achieves an average of 92.5% recall with respect to
SMSD (Table 1). This recall is brought down by one poorly per-
forming compound, PubChem ID 1504670, with only 62.5%
recall, but is otherwise over 80%. Furthermore, Ammolite’s
speed gains with respect to SMSD grow as the database grows
(Table 1).
Application to Metagenomics
Metagenomics is the study of genomic data sequenced directly
from environmental samples. It has led to improvedCell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc. 133
Table 2. MICA Running Time in Minutes
BLASTX RapSearch2 DIAMOND MICA-DIAMOND MICA-BLASTX
58215
(1561.8)
206 (5.4) 54 (1.1) 15.6 (0.5) 21.9 (1.7)
SDs are in parentheses. Dataset is the American Gut Microbiome Project
read sets ERR335622, ERR335625, ERR335631, ERR335635, and
ERR335636.
Table 1. Benchmarks of Ammolite versus SMSD on Databases of
1 Million Molecules and 47 Million Molecules
PubChem ID and
Benchmark
SMSD
(Hours)
Ammolite
(Hours) Speedup
Recall
(%)
Ammolite Benchmark on Database of 1 Million Molecules
5957 (atp) 4.4 0.14 31 81
446598 (clindamycin) 18.7 1.5 11.7 90
12560 (erythromycin) 849.6 3.0 279.2 91
86341926
(teixobactin)
618.5 2.3 265.5 100
5426 (thalidomide) 48.9 0.81 60.4 100
1504670 8.1 0.8 10.3 62.5
19170294 31.3 0.8 39.7 100
28250541 43.3 4.8 9.0 100
4559889 108.8 2.7 41.0 100
55484477 23.3 2.5 9.1 100
Ammolite Benchmark on Entire PubChem Database as of October
2013
5957 (atp) 4.1 51.3
446598 (clindamycin) 28.4 14.5
12560 (erythromycin) 79.1 512.9
86341926
(teixobactin)
96.5 305.9
5426 (thalidomide) 29.2 80.0
1504670 4.6 84.4
19170294 6.0 247.4
28250541 38.9 53.2
4559889 57.3 90.7
55484477 35.5 31.4
See also Figure S2.understanding of how ecosystems recover from environmental
damage (Tyson et al., 2004) and how the human gut responds
to diet and infection (David et al., 2014). Metagenomics has
even provided some surprising insights into disorders such as
autism spectrum disorder (Macfabe, 2012).
BLASTX (Altschul et al., 1990) is widely used in metagenomics
to map reads to protein databases such as KEGG (Kanehisa and
Goto, 2000) and NCBI’s NR (Sayers et al., 2011). This mapping is
additionally used as a primitive in pipelines such as MetaPhlAn
(Segata et al., 2012), PICRUSt (Langille et al., 2013), andMEGAN
(Huson et al., 2011) to determine the microbial composition of a
sequenced sample. Unfortunately, BLASTX’s runtime require-
ments scale linearly with the product of the size of the full read
dataset and the targeted protein database and, thus, each
year require exponentially more runtime to process the exponen-
tially growing read data. These computational challenges are, at
present, a barrier to widespread use of metagenomic data
throughout biotechnology, which constrains genomic medicine
and environmental genomics (Frank and Pace, 2008). For
example, Mackelprang et al. (2011) reported that using BLASTX
to map 246 million reads against KEGG required 800,000 CPU
hours at a supercomputing center.
Although this is already a problem for major research centers,
it is especially limiting for on-site analyses in more remote loca-134 Cell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc.tions. In surveying the 2014 Ebola outbreak, scientists physically
shipped samples on dry ice to Harvard University for sequencing
and analysis (Gire et al., 2014). Even as sequencers become
moremobile and can thus be brought on site, lack of fast Internet
connections in remote areas canmake it impossible to centralize
and expedite processing (viz., the cloud); local processing on
resource-constrained machines remains essential. Thus, a bet-
ter scaling and accurate version of BLASTX raises the possibility
of not only faster computing for large research centers but also of
performing entirely on-site sequencing and desktop metage-
nomic analyses.
Recently, approaches such as RapSearch2 (Zhao et al., 2012)
and DIAMOND (Buchfink et al., 2015) have provided faster alter-
natives to BLASTX. We have applied our entropy-scaling frame-
work to the problem of metagenomic search and demonstrate
MICA, a method whose software implementation provides an
acceleration of DIAMOND by a factor of 3.5, and BLASTX by a
factor of up to 3,700. This application illustrates the potential of
entropy-scaling frameworks while providing a useful tool for
metagenomic research. It can be readily incorporated into exist-
ing analysis pipelines (e.g., for microbial composition analysis
using MEGAN). MICA clustering of the September 17, 2014,
NCBI NR database (containing 49.3 million sequences) required
39 hr on a 12-core Xeon X5690 running at 3.47 GHz; it used
approximately 84 GB of resident memory.
Our entropy-scaling framework can be applied to the NCBI’s
NR database because it, like PubChem, exhibits low fractal
dimension and metric entropy. We determined the mean local
fractal dimension of the NCBI’s NR database, using sequence
identity of alignment as a distance function, to be approximately
1.6, in the neighborhood between 70% and 80% protein
sequence identity. The ratio of database size to metric entropy,
which gives an indicator of expected speedup, is approximately
30:1. Indeed, the notion that protein sequence space exhibits
structure, and lends itself to clustering, has precedent (Linial
et al., 1997).
To evaluate the runtime performance of MICA, we tested it
against BLASTX, RapSearch2 (Zhao et al., 2012), and DIAMOND
(Buchfink et al., 2015). On five read sets (ERR335622,
ERR335625, ERR335631, ERR335635, and ERR335636) totaling
207,623 151-nucleotide (nt) reads from the American Gut Micro-
biome Project, we found thatMICA providesmeasurable runtime
improvements over DIAMOND with no further loss in accuracy
(Table 2) and substantial runtime improvements over BLASTX.
Notably, the mean running time for BLASTX was 58,215 min,
while MICA took an average of 15.6 min, a speedup of 3,7243.
MICA uses DIAMOND for its coarse search and can use either
DIAMOND or BLASTX for its fine search.
We also evaluated MICA using BLASTX for both the coarse
and the fine search; this approach performed slightly slower
Table 3. MICA Accuracy against BLASTX
RapSearch2 DIAMOND MICA-DIAMOND MICA-BLASTX
79.5% (1.63) 90.4% (3.10) 90.4% (3.10) 90.4% (3.10)
SDs are in parentheses. Dataset is the American Gut Microbiome Project
read sets ERR335622, ERR335625, ERR335631, ERR335635, and
ERR335636.than DIAMOND, requiring an average of 89 min, though it was
somewhat more accurate, at 95.9% recall compared to
DIAMOND’s 90.4% recall. MICA using BLASTX for both coarse
and fine searches relied on a query-side clustering (discussed
in Supplemental Experimental Procedures); we note that the
time spent performing query-side clustering is included here;
without query-side clustering, this variant of MICA takes
2,278 min, a speedup of 25x over BLASTX.
MICA accelerates DIAMOND with no further loss in accuracy:
90.4% compared to unaccelerated BLASTX (Table 3). Experi-
ments validating accuracy treated BLASTX as a gold standard.
Since MICA accelerates DIAMOND using entropy-scaling tech-
niques, false-positives with respect to DIAMOND are not
possible, but false-negatives are. We report as accuracy the
fraction of BLASTX hits that are also returned by MICA.
DIAMOND’s clever indexing and alphabet reduction provide
excellent runtime performance already, though its running
time still scales linearly with database size. In contrast, as an
entropy-scaling search, MICA will demonstrate greater acceler-
ation as database sizes grow (Daniels et al., 2013). Moreover,
MICA can use standard BLASTX for its fine search, which al-
lows the user to pass arbitrary parameters to the underlying
BLASTX call but which also comes at a small runtime penalty
(40% in our testing). This option allows for additional BLAST ar-
guments that DIAMOND does not support, such as XML
output, which may be useful in some pipelines. Thus, MICA
with BLASTX may be suitable for a wider variety of existing
analysis pipelines.
Application to Protein Structure Search
The relationship between protein structure and function has
been a subject of intense study for decades, and this strong
link has been used for the prediction of function from structure
(Hegyi andGerstein, 1999). Specifically, given a protein of solved
(or predicted) structure but unknown function, the efficient iden-
tification of structurally similar proteins in the Protein Data Bank
(PDB) is critical to function prediction. Finding structural neigh-
bors can also give insight into the evolutionary origins of proteins
of interest (Yona et al., 1999; Nepomnyachiy et al., 2014).
One approach to finding structural neighbors is to attempt to
align the query protein to all the entries in the PDB using a struc-
tural aligner, such as STRUCTAL (Subbiah et al., 1993), ICE
(Shindyalov and Bourne, 1998), or Matt (Menke et al., 2008).
However, performing a full alignment against every entry in the
PDB is prohibitively expensive, especially as the database
grows. To mitigate this, Budowski-Tal et al. (2010) introduced
the tool FragBag, which avoids performing full alignments but
rather describes each protein as a ‘‘bag of fragments,’’ where
each fragment is a small structural motif. FragBag has been re-
ported as comparable to structural aligners such as STRUCTAL
or ICE, and its bag-of-fragments approach allows it to performcomparisons much faster than standard aligners. Importantly
for us, the bag of fragments is just a frequency vector, making
FragBag amenable to acceleration through entropy scaling.
By first verifying that the local fractal dimension of PDB Frag-
Bag frequency vectors is low in most regimes (d z 2  3; Fig-
ure S3), we are given reason to think that this problem is
amenable to entropy-scaling search. As an estimate of potential
speedup, the ratio of PDB database size to metric entropy at the
chosen cluster radii is, on average, 10:1. We directly applied
our entropy-scaling framework without any additional augmen-
tation: esFragBag (entropy-scaling FragBag) is able to achieve
an average speedup factor of 10 of the highly optimized FragBag
with <0.2% loss in sensitivity and no loss in specificity.
For this last example, we intentionally approach the applica-
tion of entropy-scaling frameworks to FragBag in a blindmanner,
without using any domain-specific knowledge. Instead, we use
the very same representation (bag of fragments) and distance
functions (Euclidean and cosine distances) as FragBag, coupled
with a greedy k-centers algorithm to generate the clustered rep-
resentation. Note that this is in contrast to MICA and Ammolite,
which both exploit domain knowledge to further improve perfor-
mance. Thus, esFragBag only involves extending an existing co-
debase with new database generation and similarity search
functions.
We investigated the increases in speed resulting from directly
applying the entropy-scaling framework for both Euclidean and
cosine distances and found that the acceleration is highly depen-
dent on both the search radius and cluster radius (Figure 3). For
cosine distance, we generated databases with maximum cluster
radii of 0.1, 0.2, 0.3, 0.4, and 0.5. Then, for each query protein
from the set {PDB: 4rhv, 1ake, 1bmf, 1rbp} (identified by PDB
IDs), we ran both naı¨ve and accelerated similarity searches
with radii of 0.02i, ci ˛ {0, ., 49}. This test was repeated five
times for each measurement, and the ratio of average acceler-
ated versus naı¨ve times is shown in Figure 3A. For Euclidean dis-
tance, we generated databases with maximum cluster radii of
10, 20, 25, 50, and 100.
Again, for each query protein drawn from the same set, we
compared the average over five runs of the ratio of average
accelerated versus naı¨ve times (Figure 3B). The cluster genera-
tion required anywhere from 65 to 23,714 s, depending on the
choice of radii (Tables 4 and 5) and nomore than a small constant
(<3) times as much memory as it takes to simply load the PDB
database (no more than 2 GB RAM). Clustering used 20 threads
on a 12-core Xeon X5690, while search used only one thread.
Not only is the acceleration highly dependent on both the
search radius r and themaximum cluster radius rc, but the choice
of query protein also affects the results. We suspect that this ef-
fect is due to the geometry of protein fragment frequency space
being very ‘‘spiky’’ and ‘‘star-like.’’ Proteins that are near the core
(and, thus, similar to many other proteins) show very little accel-
eration when our framework is used because the majority of the
database is nearby, whereas proteins in the periphery have
fewer neighbors and are, thus, foundmuchmore quickly. Chang-
ing the maximum cluster radius effectively makes more proteins
peripheral proteins but at the cost of overall acceleration.
Naturally, as the search radius expands, it quickly becomes
necessary to compare against nearly the entire database, de-
stroying any acceleration. For the cosine space in particular,Cell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc. 135
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Table 4. Cluster Generation Times for esFragBag: Cosine
Distance
Radius 0.1 0.2 0.3 0.4 0.5
Times 21,037 11,088 7,409 5,288 3,921
Table 5. Cluster Generation Times for esFragBag: Euclidean
Distance
Radius 10 20 30 40 50
Times 23,714 3,062 483 144 65note that the maximum distance between any two points is 1, so
once the coarse search radius of r + rcR 1.0, there cannot ever
be any acceleration as the fine search encompasses the entire
database. Similarly, once the coarse search encompasses all
(or nearly all) the clusters in Euclidean space, the acceleration di-
minishes to a factor of 1, and the overhead costs make the en-
tropy-scaling framework perform worse than a naı¨ve search.
However, as we are most interested in proteins that are very
similar to the query, the low-radius behavior is of primary inter-
est. In the low-radius regime, esFragBag demonstrates varying
though substantial acceleration (2–303, averaging >103 for
both distance functions for the proteins chosen) over FragBag.
It is instructive to note that because of the very different geom-
etries of Euclidean versus cosine space, acceleration varies
tremendously for some proteins, such as 4rhv and 1bmf, which
display nearly opposite behaviors. Whereas there is nearly 303
acceleration for 4rhv in cosine space for low radius, and the
same for 1bmf in Euclidean space, neither achieves better than
2.53 acceleration in the other space.
Finally, while Euclidean distance is a metric—for which the tri-
angle inequality guarantees 100%sensitivity—cosine distance is
not. Empirically, however, for all of the queries we performed, we
achieve >99.8% sensitivity (Table 6).
Application to Other Domains
We anticipate that our entropy-scaling approach will be useful to
other kinds of biological datasets; applying it to new datasets will
require several steps. Here, we provide a ‘‘cookbook’’ for
applying our entropy-scaling framework to a new dataset. Given
a new dataset, we first define what the high-dimensional space
is. For metagenomic sequence data, it is the set of enumerable
protein sequences up to some maximum length, while for
small-molecule data, it is the set of connected chemical graphs
up to some maximum size, and for protein structure data (using
the FragBag model), it is the set of ‘‘bag-of-words’’ frequency
vectors of length 400.
Given the high-dimensional space, we determine how data-
base entries map onto points (for example, in the case of
MICA, they are greedily broken into subsequences with a mini-
mum length). Next, clustering can be implemented; a simple
greedy clustering may suffice (as for esFragBag) but clustering
of sequence data may be dramatically accelerated by using
BLAST-style seed-and-extend matching (as used in MICA).
Finally, coarse and fine search can be implemented; in many
cases, existing tools may be used ‘‘out of the box,’’ as with
esFragBag and MICA. With MICA, we note that coarse searchFigure 3. Scaling Behavior of esFragBag
(A and B) EsFragBag benchmarking data with parameters varied until the accel
fraction of the database returned by the coarse search increases, ultimately retur
the coarse search results, there are no benefits to using entropy-scaling framew
>99.8% sensitivity, whereas (B) Euclidean distance as a metric is guaranteed by
See also Figure S3.by default uses DIAMOND, while fine search provides a choice
of DIAMOND or BLASTX. With Ammolite, we used the SMSD
library, but incorporated it into our own search tool.DISCUSSION
We have introduced an entropy-scaling framework for acceler-
ating approximate search, allowing search on large omics data-
sets to scale, even as those datasets grow exponentially. The
primary advance of this framework is that it bounds both time
and space as functions of the dataset entropy (albeit using two
different notions of entropy: metric entropy bounds time, while
information-theoretic entropy bounds space). We proved that
runtime scales linearly with the entropy of the database, but
we also show (see ‘‘Theory’’ in Supplemental Experimental Pro-
cedures) that under certain additional constraints, this entropy-
scaling framework permits a compressed representation on
disk. This compression is particularly applicable in the case of
metagenomic analysis, where the collection of read data pre-
sents a major problem for storage and transfer. Although we
did not optimize for on-disk compression in any of our applica-
tions, choosing instead to focus on search speed, implementing
this compression is feasible using existing software tools and li-
braries such as Blocked GZip (BZGF); each cluster would be
compressed separately on disk.
Furthermore, we have justified and demonstrated the effec-
tiveness of this framework in three distinct areas of computa-
tional molecular biology, providing the following open-source
software: Ammolite for small-molecule structure search, MICA
for metagenomic analysis, and esFragBag for protein structure
search. All of our software is available under the GNU Public Li-
cense, and not only can the tools we are releasing be readily
plugged into existing pipelines, but the code and underlying
methods can also be easily incorporated into the original soft-
ware that we are accelerating.
The reason for the speedup is the combination of low fractal
dimension and low metric entropy. Low fractal dimension en-
sures that runtime is dominated by metric entropy. The size of
the coarse database provides an estimate of metric entropy.
Furthermore, we can directly measure the local fractal dimension
of the database by sampling points from the database and look-
ing at the scaling behavior of the number of points contained in
spheres of increasing radii centered on those sampled points.
We have shown that for three domains within biological data sci-
ence, metric entropy, and fractal dimension are both low.eration advantage of esFragBag disappears. As search radius increases, the
ning the whole database. Unsurprisingly, when returning the whole database in
orks. (A) Cosine distance gives on the whole better acceleration but results in
the triangle inequality to get 100% sensitivity.
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Table 6. Average Sensitivity of esFragBag Compared to FragBag
when Using Cosine Distance for the Trials described in Figure 3A
Cluster Radii
Query protein
PDB: 4RHV PDB: 1AKE PDB: 1BMF PDB: 1RBP
0.10 1 0.999840 0.998490 0.999950
0.20 1 0.999918 0.999001 0.999978
0.30 1 0.999926 0.999649 1
0.40 1 0.999974 0.999796 1
0.50 1 0.999984 0.999934 1
This table averages the sensitivities for each choice of search radii {0,
0.01, ., 0.49}. NB, no analogous table is given for Euclidean distance
as the triangle inequality ensures perfect recall.As discussed in the theoretical results, although the data live
locally on a low-dimensional subspace, the data are truly high-
dimensional globally. At small scales, biological data often live
ona low-dimensional polytope (Hart et al., 2015).However, omics
data are, by nature, comprehensive and include not just one but
many suchpolytopes.Althougheachpolytopecanbe individually
projected onto a subspace using techniques such as PCA, the
same projection cannot be used for all the polytopes at once
because they live on different low-dimensional subspaces.
Furthermore, as is the case with genomes, the low-dimensional
polytopes are also often connected (e.g., through evolutionary
history). Thus, collections of local projections become unwieldy.
By using our clustering approach, we are able to take advantage
of the existence of these low-dimensional polytopes for acceler-
ated search without having to explicitly characterize each one.
A hierarchical clustering approach, rather than our flat clus-
tering, has the potential to produce further gains (Loh et al.,
2012). We have taken the first steps in exploring this idea here;
the molecule size clustering in Ammolite can be thought of as
an initial version of a multi-level or hierarchical clustering.
Entropy-scaling search is related to succinct, compressed,
and opportunistic data structures, such as the compressed suf-
fix array, the FM-index, and the sarray (Grossi and Vitter, 2005;
Ferragina and Manzini, 2000; Conway and Bromage, 2011).
However, these solve the problem of theoretically fast and scal-
able pattern matching (Box 1), whereas we solve, theoretically
and practically, the much more general similarity search prob-
lem. An entropy-scaling search tree is also related to a metric
ball tree (Uhlmann, 1991), although with different time
complexity. Querying a metric ball tree requires O(log n) time,
assuming the relatively uniform distribution of data points in a
metric space. This distribution differs from the non-uniform dis-
tribution under which entropy-scaling search behaves well. In
future work, we will investigate further acceleration of coarse
search by applying a metric ball tree to the cluster representa-
tives themselves; this approach may reduce the coarse search
time toO(log k). This step, too, can be thought of as an additional
level of clustering.
Other metric search trees can also be found in the database
literature (Zezula et al., 2006), although, to our knowledge, they
have not been explicitly applied to biological data science. The
closest analog to entropy-scaling search trees is the M-tree
(Ciaccia et al., 1997, 1998), which resembles a multi-level varia-
tion of our entropy-scaling search trees. However, the M-tree138 Cell Systems 1, 130–140, August 26, 2015 ª2015 Elsevier Inc.time-complexity analysis (Ciaccia et al., 1998) does not have a
nice closed form and is more explicitly dependent on the exact
distribution of points in the database. By using and combining
the concepts of metric entropy and fractal dimension for our
analysis, we are able to give an easier to understand and more
intuitive, if somewhat looser, bound on entropy-scaling search
complexity.
Entropy-scaling frameworks have the advantage of becoming
proportionately faster and space efficient with the size of the
available data. Although the component pieces (e.g., the clus-
tering method chosen) of the framework can be either standard
(as in esFragBag) or novel (as in Ammolite), the key point is that
these pieces are used in a larger framework to exploit the under-
lying complex structure of biological systems, enabling massive
acceleration by scaling with entropy.We have demonstrated this
scaling behavior for common problems drawn frommetagenom-
ics, cheminformatics, and protein structure search, but the gen-
eral strategy can be applied directly or with simple domain
knowledge to a vast array of other problems faced in data sci-
ence. We anticipate that entropy-scaling frameworks should
be applicable beyond the life sciences, wherever physical or
empirical laws have constrained data to a subspace of low en-
tropy and fractal dimension.
EXPERIMENTAL PROCEDURES
Ammolite Small Molecule Search
Ammolite’s clustering approach relies on structural similarity. We augmented
the entropy-scaling data structure by using a clustering scheme based on
molecular structural motifs instead of a distance function. Each molecule
is ‘‘simplified’’ by removing nodes and edges that do not participate in
simple cycles. Clusters are formed of molecules that are isomorphic
after this simplified step. Each cluster can then be represented by a
single molecular structure, along with pointers to ‘‘difference sets’’ between
that structure and each of the full molecules in the cluster it represents. For
both coarse search and fine search, we use the Tanimoto distance metric,
defined as:
dðG1;G2Þ= 1 jmcsðG1;G2Þ jjG1 j + jG2 j  jmcsðG1;G2Þ j ;
wheremcs refers to the maximum common subgraph of two chemical graphs.
The coarse search is performed in compressed space by searching the coarse
database with the goal of identifying possible hits. The query molecule is
simplified in exactly the same manner as the molecular database during clus-
tering, and this transformed query graph is matched against the coarse data-
base. To preserve sensitivity, this coarse search is performed with a permis-
sive similarity score. Any possible hits—molecular graphs from the coarse
database whose MCS to the transformed query molecule was within the sim-
ilarity score threshold—are then reconstructed by following pointers to the
removed atom and bond information and recreating the original molecules.
Since the Tanimoto distance is used, we can bound the size of candidate mol-
ecules based on the size of the query molecule and the desired Tanimoto cut-
off. Thus, a second level of clustering, at query time, based on molecule size,
allows further gains in runtime performance. Finally, the fine search is per-
formed against these decompressed possible hits that are within the appro-
priate size range based on the Tanimoto distance cutoff.
MICA Metagenomic Search
CaBLASTX’s clustering approach relies on sequence similarity. We
augmented the entropy-scaling data structure by using different distance
functions for clustering and search. For clustering, we relied on sequence iden-
tity, while for search, we used the E-value measure that is standard for BLAST.
All benchmarks were performed with an E-value of 107. For coarse search,
MICA uses the DIAMOND argument --top 60 in order to return all queries
with a score within 60% of the top hit. When MICA was tested using BLASTX
for the coarse search, it used an E-value of 1,000. This seemingly surprisingly
large coarse E-value is used because E-values are poorly behaved for short
sequences; in sensitivity analysis, coarse E-values of 1 and 10 exhibited recall
below 10%, and an E-value of 100 exhibited recall below 60%. Furthermore,
during clustering (compression), we apply a preprocessing step that identified
subsequences to be treated as distinct points in the database. We applied a
reversible alphabet reduction to the protein sequences, which projected
them into a subspace (Supplemental Experimental Procedures).
When applied to high-coverage, next-generation sequencing queries,
caBLASTX can also perform clustering on the reads (Supplemental Experi-
mental Procedures). In this instance, coarse search is performed by matching
each representative query with a set of representative database entries. Fine
search thenmatches the original queries within each cluster with the candidate
database entries resulting from the coarse search.
esFragBag Protein Structure Search
In FragBag, the bag of fragments is essentially a term frequency vector repre-
senting the number of occurrences of each structural motif within the protein.
FragBag turns out to be amenable to acceleration using an entropy-scaling
data structure because much of the computation is spent in doing a similarity
search on that frequency vector.
For the cluster generation, we trivially used a naı¨ve randomized greedy
two-pass approach. First, all proteins in the PDB were randomly ordered.
Then in the final pass, proteins were selected as cluster centers if, and
only if, they were not within a user-specified Euclidean distance rc from an
existing center (i.e., the first protein is always selected, and the second if
further away than rc from the first, etc.). Recall that this generation of cluster
centers is the same as the one used to generate covering spheres in Figure 2;
the covering spheres were overlapping, but we assigned every protein
uniquely to a single cluster by assigning it to the nearest cluster center in the
second pass.
Similarity search here was performed exactly as described earlier in the sec-
tion ‘‘Entropy-Scaling Similarity Search,’’ with no modification. For a given
search query q and search radius r, a coarse search was used to find all cluster
centers within distance r + rc of q. Then, all corresponding clusters were un-
ioned into a set F. Finally, a fine search was performed over the set F to find
all proteins within distance r of q.
SUPPLEMENTAL INFORMATION
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