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If G is a p-solvable ﬁnite group, P is a self-normalizing Sylow p-
subgroup of G with derived subgroup P ′, and Ψ is the sum of all
the irreducible characters of G of degree not divisible by p, then
we prove that the integer Ψ (P ′zP ′) is divisible by |P | for all z ∈ G .
This answers a question of J. Alperin.
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1. Introduction
Recall that the McKay conjecture asserts that given a ﬁnite group G and a prime p, the number
of irreducible characters of G having degree not divisible by p and the corresponding number for
the normalizer of a Sylow p-subgroup of G are equal. Recent work of J. Alperin [1] on connections
between double-coset algebras and the McKay conjecture has led him to suspect that if P is a self-
normalizing Sylow p-subgroup of a p-solvable group G , then certain divisibility properties should
hold for characters summed over double cosets of the form P ′zP ′ , where P ′ is the derived subgroup
of P . In fact, Theorem A below shows that Alperin’s insight was correct.
In order to state our result, we introduce a bit of notation. If G is a ﬁnite group and p is a
prime, we write Irrp′ (G) to denote the set of those complex irreducible characters χ ∈ Irr(G) such
that the degree χ(1) is not divisible by p. (Note that if P is a p-group, then Irrp′ (P ) is the set of
linear characters of P .) Also, if X ⊆ G is an arbitrary subset and χ is a character of G , we write
χ(X) =∑g∈X χ(g).
Theorem A. Suppose that G is a p-solvable group, and assume that NG(P ) = P , where P ∈ Sylp(G). Then for
each element z ∈ G, the quantity
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χ∈Irrp′ (G)
χ(P ′zP ′)
is a rational integer divisible by |P |.
Theorem A would not remain true without the assumption that G is p-solvable, and in fact, the
symmetric group S5 is a counterexample for p = 2. (We mention that by [2], nonsolvable groups can
have self-normalizing Sylow p subgroups only for p = 2 and p = 3. Also, for all primes, p-solvable
groups that have a self-normalizing Sylow p-subgroup must actually be solvable. Both of these results,
of course, rely on the classiﬁcation of simple groups.)
We will exploit two signiﬁcant consequences of the hypotheses that G is p-solvable and that it
has a self-normalizing Sylow p-subgroup P . First, we shall see that these assumptions guarantee that
the p′-degree irreducible characters of G are monomial, which allows us to deal with the otherwise
complicated double sums that arise in Theorem A. Also, we shall see that these assumptions imply the
existence of a canonical bijection from Irrp′(P ) → Irrp′ (G), and this is relevant in Theorem B, below.
(Of course, the existence of such a bijection establishes the McKay conjecture in this case.) Both the
monomiality of the members of Irrp′ (G) and the existence of a canonical bijection between Irrp′ (P )
and Irrp′ (G) follow from some of the deeper character theory of p-solvable groups. (See, for example,
[6] and [5].) In Sections 2 and 3 of this paper, however, we give a relatively easy and self-contained
presentation of these results.
Assuming that it is true, Broué’s abelian defect group conjecture would yield an explanation of the
McKay conjecture in the case where the Sylow p-subgroup P is abelian. Alperin’s work [1] is devoted
to ﬁnding a corresponding structural explanation of the McKay conjecture (at least in some special
cases) where P is not abelian. His idea is to compare the Hecke algebra of the double cosets of P ′ in
G with the group algebra of NG(P )/P ′ .
Inspired by Alperin’s idea and Broué’s work, we speculate that perhaps to some extent, double
cosets of the form P ′zP ′ can replace elements in Broué’s perfect isometries. Our next result shows
that this works for p-solvable groups with self-normalizing Sylow p-subgroups. Note that Theorem A
is the special case of the following where x = 1.
Theorem B. Suppose that G is a p-solvable group with a self-normalizing Sylow p-subgroup P . Then there
exists a natural bijection λ → χλ from Irrp′(P ) to Irrp′ (G) such that for all elements x ∈ P and z ∈ G, the
quantity
∑
λ∈Irrp′ (P )
λ(x)χλ(P
′zP ′)
is a rational integer divisible by |P |.
A key ingredient in the deﬁnition of Broué’s perfect isometries is that the bijections Irrp′ (G) →
Irrp′ (NG(P )) are associated with signs. This suggests that perhaps a version of Theorem A would hold
more generally if we allow signs, and we ask whether or not
∑±χ(P ′zP ′) is always divisible by |P |,
where the signs depend on the characters χ ∈ Irrp′ (G), but not on the double cosets P ′zP ′ .
Indeed, if we allow signs in Theorem A, the symmetric group S5 (with p = 2) is no longer a
counterexample. In other words, there exists a choice of signs χ for χ ∈ Irrp′ (G) such that
∑
χ∈Irrp′ (S5)
χχ(P
′zP ′)
is divisible by |P | for all z ∈ G . In fact, experiments show that an appropriate choice of signs exists
surprisingly often, but unfortunately, not always. Examples exist where NG(P ) = P , and yet no choice
of signs yields the desired divisibility. (One such counterexample is GL(2,5), with p = 2.)
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with perfect isometries, we might hope that there exist a bijection
( )∗ : Irrp′ (G) → Irrp′
(
NG(P )
)
and signs χ such that the algebraic integers
∑
χ∈Irrp′ (G)
χχ
∗(1)χ(P ′zP ′)
are divisible by |P | for all z ∈ G . (Of course, in the self-normalizing case, we have χ∗(1) = 1, and so
this reduces to the situation we discussed above.) Although this can fail even in the self-normalizing
case, we do not know of any p-solvable counterexample to this more general assertion. The following
theorem is a small step in the positive direction.
Theorem C. Suppose that G has a normal p-complement K , and let P ∈ Sylp(G). Then for each P -invariant
character θ ∈ Irr(K ), the algebraic integer
∑
χ∈Irrp′ (G)
[χK ,θ]=0
χ(P ′zP ′)
is divisible by |P | for all z ∈ G.
2. Extending characters
A key ingredient in the proof Theorem A is the following striking fact. Let P ∈ Sylp(G) and θ ∈
Irr(P ). Then if G is p-solvable, there exists a unique subgroup Mθ of G with P ⊆ Mθ , and such that
Mθ is maximal with the property that θ extends to Mθ . (A somewhat more general version of this
appears in [4].) We shall need this result here only for linear characters θ , and in this case, the
existence of the unique subgroup Pθ is an easy consequence of the following purely group-theoretic
result, which we believe has some independent interest.
Theorem 2.1. Let P ∈ Sylp(G), where G is p-solvable, and let K 	 P . Then there is a unique subgroup U ⊆ G,
maximal with the property that P ⊆ NG(U ) and U ∩ P = K .
Proof. Assume that G is a counterexample of minimal order, and let U and V be distinct subgroups
of G , each maximal such that it is normalized by P and that its intersection with P is K . We argue
ﬁrst that G = 〈U , V 〉.
Let H = 〈U , V 〉, and assume that H < G . Write S = H ∩ P , and note that S ∈ Sylp(H) because
P ⊆ NG(H). Now K 	 S , and U , V ⊆ H are normalized by S , and we have U ∩ S = K = V ∩ S . By the
minimality of G , there is a unique largest subgroup of H with these properties, and since this sub-
group contains both U and V , it must be all of H = 〈U , V 〉. Then H∩ P = K , and this is a contradiction
since H ⊆ NG(P ) and H > U . Thus G = 〈U , V 〉, as claimed.
Let X = Op′ (G), and note that U X is normalized by P . Now K ∈ Sylp(U ) since U normalizes P and
K = U ∩ P . Also |U X : U | is a p′-number and thus K ∈ Sylp(U X), and we conclude that U X ∩ P = K .
By the maximality of U , therefore, we have U = U X , so X ⊆ U , and similarly, X ⊆ V .
Now let G = G/X , and observe that P ∈ Sylp(G), and U ∩ P ⊇ K . Also, K ∈ Sylp(U ), and thus
U ∩ P = K . Furthermore U normalizes P , and of course, V satisﬁes similar conditions.
If X > 1, then by the minimality of G , there is a subgroup W ⊆ G containing both U and V , and
such that W ∩ P = K . Since U and V generate G , we have W = G , and thus K = W ∩ P = P . But the
canonical homomorphism P → P is an isomorphism since X is a p′-group, and it follows that K = P .
Then G satisﬁes the deﬁning properties of U and V , and thus U = G = V , which is a contradiction.
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[P ,U ] ⊆ U , so [Y ,U ] ⊆ Y ∩ U = Y ∩ P ∩ U = Y ∩ K . Thus [Y ∩ K ,U ] ⊆ Y ∩ K , and so U normalizes
Y ∩ K . Similarly, V normalizes Y ∩ K , and hence Y ∩ K 	 G . If Y ∩ K = 1, then [Y ,U ] = 1, and similarly,
[Y , V ] = 1, so Y ⊆ Z(G), contradicting Lemma 1.2.3 of Hall and Higman. Thus Y ∩ K > 1, and we write
D = Y ∩ K , so D 	 G .
We work now in G = G/D . Since D is contained in P , U and V , all of the hypotheses (including
the maximality of U and V ) hold in G , and thus U = V . Then U = V and we are done. 
Corollary 2.2. Let P ∈ Sylp(G), where G is p-solvable, and let λ ∈ Irr(P ) be linear. Then there exists a unique
subgroup R of G containing P , and maximal such that λ extends to R.
Proof. Let K = ker(λ). By Theorem 2.1, there exists a unique subgroup U normalized by P , and max-
imal such that P ∩ U = K . Write R = PU , and observe that λ extends to R since ker(λ) = K = P ∩ U .
Suppose now that λ extends to some subgroup S of G with S ⊇ P . We can choose an extension ν
of λ to S such that ν has p-power order, and we write V = ker(ν). Then V 	 S and S/V is a p-group,
and hence S = V P . Also, V ∩ P = ker(λ) = K , and since V 	 S , we see that P normalizes V . It follows
that V ⊆ U , and thus S = V P ⊆ U P = R , as required. 
3. A natural correspondence
In this section, we prove the assertions mentioned in the introduction: that if G is p-solvable and
P ∈ Sylp(G) is self-normalizing, then there is a natural bijection between Irrp′(P ) and Irrp′(G), and
also that every member of Irrp′(G) is monomial. (Recall that Irrp′ (P ) is just the set of linear characters
of P .)
Theorem 3.1. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . If χ ∈ Irrp′ (G), then χP
has a unique linear constituent λ, and [χP , λ] = 1. Also, λ extends to a linear character ν of some subgroup M
such that P ⊆ M ⊆ G, and νG = χ .
We begin with a preliminary result.
Lemma 3.2. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . Then Op′ (G) is contained in
the kernel of every member of Irrp′ (G).
Proof. Write U = Op′ (G), and let χ ∈ Irrp′ (G). Since the number of distinct constituents of χU divides
χ(1), this number is not divisible by p, and it follows that χU has a P -invariant constituent θ . If
θ = 1U , then by the Glauberman correspondence, CU (P ) > 1, and this contradicts the assumption that
P = NG(P ). (See Chapter 13 of [3].) Thus θ = 1U , and U ⊆ ker(θ), as wanted. 
Proof of Theorem 3.1. Let K = ker(χ). Then K is contained in the kernel of each irreducible con-
stituent of χK P , and thus restriction deﬁnes a bijection from the set of irreducible constituents of
χK P onto the set of irreducible constituents of χP . It thus suﬃces to show that χK P has a unique
linear constituent λ, that λ occurs with multiplicity 1 in χK P , and that λ extends to a linear character
that induces to yield χ . We can thus replace G by G/K , and so we can assume that χ is faithful. We
can also assume, of course, that G > 1.
Now Op′ (G) ⊆ ker(χ) = 1 by Lemma 3.2, and we let V = Op(G), so that V is not central in G by
Lemma 1.2.3 of Hall and Higman. Since all irreducible constituents of χP have p-power degree and p
does not divide χ(1), it follows that χP has some linear constituent λ, and we write τ = λV .
Now τ is not G-invariant since χ is faithful and V is not central, and we write T = Gτ , the
stabilizer of τ in G . Then T < G , and we have P ⊆ T since τ extends to λ ∈ Irr(P ). Let η ∈ Irr(T )
be the Clifford correspondent of χ with respect to τ , so that ηG = χ and [χV , τ ] = [ηV , τ ], and we
observe that η ∈ Irrp′ (T ).
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show that ΔP has no linear constituent. Assuming this for the moment, it follows that every linear
constituent of χP is a constituent of ηP , and in particular, λ is a linear constituent of ηP and [χP , λ] =
[ηP , λ]. Working by induction on |G| and applying the inductive hypothesis to η ∈ Irrp′ (T ), we see that
λ is the unique linear constituent of ηP and that [ηP , λ] = 1, and thus the same conclusions hold with
χ in place of η. Also, λ extends to a linear character ν of some subgroup R such that P ⊆ R ⊆ T and
νT = η. Thus νG = ηG = χ , as wanted.
To complete the proof, it suﬃces to show that Δ has no linear constituent, and so we suppose
that μ is a linear constituent of Δ. Then μ does not lie over τ , but μV is a linear character of V
lying under χ , and thus μV = τ g for some element g ∈ G − T . Now P stabilizes τ g since μ is linear,
and thus P g
−1
stabilizes τ . Then P g
−1 ⊆ T , and thus by Sylow’s theorem, P g−1 = Pt for some element
t ∈ T . Then tg ∈ NG(P ) = P ⊆ T , and thus g ∈ T , and this is the desired contradiction. 
In the situation of Theorem 3.1, we can construct a map π : Irrp′ (G) → Irrp′ (P ), by deﬁning π(χ)
to be the unique linear constituent of χP . Using the following result, we will construct an inverse for
the map π , thereby proving that it is a bijection.
Theorem 3.3. Let G be p-solvable, and suppose that M ⊆ G has p′-index, and thatμ is a linear character of M
with p-power order. Assume that μ does not extend to any subgroup of G properly containing M. Then μG is
irreducible.
Proof. We proceed by induction on |G|. If 1 < N 	 G and N ⊆ ker(μ), we can apply the inductive
hypothesis in the group G/N , and the result follows. We can assume, therefore, that no such subgroup
N exists.
Now let U = Op′ (G), and note that U ∩ M ⊆ ker(μ) since μ has p-power order. It follows that μ
extends to MU , and so by hypothesis, MU = M and U ⊆ M . Then U ⊆ ker(μ), and thus by the result
of the ﬁrst paragraph, U = 1. Let V = Op(G), and note that since we can assume that G > 1, we have
V  Z(G).
Write τ = μV , and observe that τ cannot be G-invariant or else [V ,G] ⊆ ker(τ ) ⊆ ker(μ), and
thus [V ,G] = 1 by the result of the ﬁrst paragraph, and this is a contradiction. Thus T < G , where
T = Gτ , and we have M ⊆ T since τ extends to μ ∈ Irr(M). By the inductive hypothesis applied in T ,
we have μT ∈ Irr(T ), and since μT lies over τ , we see that τ G = (τ T )G is irreducible by the Clifford
correspondence. 
Theorem 3.4. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . If λ ∈ Irrp′ (P ), then there
is a unique subgroup M ⊇ P maximal with the property that λ extends to M. Also, λ has a unique extension μ
to M, and μG ∈ Irrp′ (G). Furthermore, if μG = νG , where ν is a linear character of some subgroup K , where
P ⊆ K ⊆ G, then K = M and ν = μ.
Proof. By Corollary 2.2, there exists of a unique subgroup M ⊇ P , maximal with the property that λ
extends to M . Let μ be an extension of λ to M , and note that M/ker(μ) is an abelian group having
a self-normalizing Sylow p-subgroup, and thus by the Frattini argument, M/ker(μ) is a p-group, and
μ has p-power order. Also, if m ∈ M , we can write m = xk, where x ∈ P and k ∈ Op(M) ⊆ ker(μ), and
thus μ(m) = λ(x), and hence μ is uniquely determined. Finally, we see by Theorem 3.3 that μG is
irreducible, and thus μG ∈ Irrp′(G).
Now write μG = χ , and suppose that we also have χ = νG , where ν is a linear character of some
subgroup K with P ⊆ K ⊆ G . Then, νP and μP = λ are linear constituents of χP , and since χ lies
over a unique linear character of P by Theorem 3.1, we have νP = λ. Then λ extends to K , and hence
K ⊆ M . But |G : M| = χ(1) = |G : K |, and thus K = M , and since μ is the unique extension of λ to M ,
it follows that ν = μ, as claimed. 
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σ(λ) = μG . We will show that the maps σ and π between Irrp′(G) and Irrp′ (P ) are inverses of each
other.
Lemma 3.5. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . Let χ ∈ Irrp′ (G), and assume
that a linear constituent λ of χP extends to μ ∈ Irr(G). Then χ = μ.
Proof. It suﬃces to show that μχ = 1G . We have μχ ∈ Irrp′ (G), and this character lies over 1P .
Replacing χ by μχ , therefore, we can suppose that χ ∈ Irrp′(G) lies over the principal character of P ,
and we work to show that χ = 1G .
Let K = ker(χ), and observe that G/K satisﬁes the hypotheses, and so we can view χ ∈ Irrp′ (G/K ),
and as such, χ lies over the principal character of a Sylow p-subgroup. We can thus replace G by G/K
and assume that χ is faithful. We have Op′(G) ⊆ ker(χ) = 1 by Lemma 3.2. Also, Op(G) ⊆ ker(χ) = 1
since χ lies over the principal character of P . It follows that G = 1, and the proof is complete. 
Theorem 3.6. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . Then the maps
π : Irrp′(G) → Irrp′ (P ) and σ : Irrp′ (P ) → Irrp′ (G) are inverse bijections.
Proof. First, let λ ∈ Irrp′ (P ). Then σ(λ) = μG , where μ is an extension of λ to some subgroup M .
Then μG lies over μ and hence over λ, and since μG ∈ Irrp′(G), it follows that λ = π(μG) = π(σ (λ)),
as required.
Now let χ ∈ Irrp′ (G) and let λ = π(χ), so that λ is the unique linear constituent of χP . Let M ⊇ P
be the unique subgroup maximal such that λ extends to M , and let μ be the unique extension of λ
to M . Then σ(π(χ)) = σ(λ) = μG , and it suﬃces to show that μG = χ . But μG is irreducible, so it is
enough to show that μ is a constituent of χM .
Since χ(1) is not divisible by p, we see that χM has some irreducible constituent ψ with p′-
degree, and it suﬃces to show that ψ = μ. Now ψP must have a linear constituent, and since λ is
the unique linear constituent of χP , it follows that λ must be a constituent of ψP . Since λ extends to
μ ∈ Irr(M), Lemma 3.5 applies, and so ψ = μ, as wanted. 
We mention an alternative description of the map σ from Irrp′ (P ) to Irrp′(G).
Corollary 3.7. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . Then for each linear char-
acter λ of P , the character χ = σ(λ) is the unique member of Irrp′(G) that occurs as a constituent of λG , and
furthermore, [λG ,χ ] = 1.
Proof. Given λ ∈ Irrp′ (P ), let χ = σ(λ). Then λ = π(χ), and thus [λG ,χ ] = [λ,χP ] = 1. Also, if ψ ∈
Irrp′ (G) is a constituent of λG , then λ is a constituent of ψP , and it follows that λ = π(ψ), and thus
ψ = σ(λ) = χ , and this completes the proof. 
4. Sums over double cosets
We have introduced the notation χ(X) to denote the sum of the values of a character χ over
the elements of a subset X of a group G . In this section, we also use the corresponding notation for
representations. Thus if X is a representation of G and X ⊆ G is a subset, we write X (X) to denote
the matrix
∑
g∈X X (g).
We start with the following well known result.
Lemma 4.1. Suppose that X is a complex representation of G affording the character χ , and assume that
[χ,1G ] = 0. Then X (G) = 0.
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ducible and nontrivial, we can assume that X itself is irreducible and nontrivial. The sum S = X (G)
is a matrix that commutes with all of the matrices X (g) for g ∈ G , and it follows by Schur’s lemma
that S is a scalar matrix. We can thus write S = α I , where α ∈ C and I is the identity matrix of
size χ(1). Then
χ(1)α = tr(S) =
∑
g∈G
χ(g) = |G|[χ,1G ] = 0,
and thus α = 0, and the result follows. 
Corollary 4.2. Let χ be a character of G, and suppose that H ⊆ G is a subgroup such that [χH ,1H ] = 1.
Choose a representation X affording χ such that
XH = diag(1,Y).
Let g ∈ G, and suppose that the (1,1)-entry of the matrixX (g) is the complex number a. Then χ(Hg) = |H|a.
Proof. By Lemma 4.1, we have
X (H) = diag(1,Y(H))= diag(1,0),
where here, the zero is the square zero matrix of size χ(1) − 1. Then
X (Hg) =X (H)X (g) = diag(1,0)X (g),
and since the upper-left entry of X (g) is a, the upper left entry of diag(|H|,0)X (g) is |H|a. Also, all
entries of this matrix below the ﬁrst row are zero, and so the result follows. 
We shall need the following easy consequence of this result in Section 8.
Corollary 4.3. Let H = K ′ be the derived subgroup of K , where K ⊆ G. Also, let χ be a character of G such
that χK has a unique linear constituent λ, and assume that [χK , λ] = 1. Then
λ(k)χ(Hg) = χ(Hkg)
for all k ∈ K and g ∈ G.
Proof. First, observe that [χH ,1H ] = 1. Let X be a representation that affords χ and such that XK =
diag(λ,Y). Then XH = diag(1,YH ) and we can apply Corollary 4.2 to deduce that χ(Hg) = |H|a,
where g ∈ G is arbitrary, and a is the upper-left entry of X (g). Now let k ∈ K , and observe that
X (kg) =X (k)X (g) = diag(λ(k),Y(k))X (g),
and we see that the upper-left entry of this matrix is λ(k)a. It follows by Corollary 4.2 that χ(Hkg) =
|H|λ(k)a = λ(k)χ(Hg), as required. 
Summing characters over double cosets of the form W = HgH is not fundamentally different from
computing such sums over right cosets Hg . The transition is given by the following elementary result.
Lemma 4.4. Suppose that χ is a character of G, and let W = HgH, where H ⊆ G is a subgroup and g ∈ G.
Then χ(W ) = (|W |/|H|)χ(Hg).
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form Hgh, where h ∈ H and thus |W | = t|H|. Now χ(Hgh) = χ(hHg) = χ(Hg), and it follows that
χ(W ) = tχ(Hg) = (|W |/|H|)χ(Hg),
as wanted. 
Theorem 4.5. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . Given χ ∈ Irrp′ (G), write
(as we may) χ = μG , where μ is a linear character of some subgroup M, with P ⊆ M ⊆ G. Then for each
double coset W = P ′zP ′ , we have
1
|W |χ(W ) =
{
μ(z) if z ∈ M,
0 otherwise.
Proof. Let T be a transversal for the right cosets of M in G . Then χ = μG is afforded by a monomial
representation X with rows and columns indexed by T , and where for s, t ∈ T , the (s, t)-entry of X (z)
is zero except when sz ∈ Mt , in which case the entry is equal to μ(szt−1). Assuming that the element
of T in M is the identity, and that this corresponds to the ﬁrst row and column of X , it follows for
elements g ∈ G that the upper-left entry of X (g) is 0 if g /∈ M , and that it is μ(g), otherwise.
Theorem 3.1 guarantees that μP is the unique linear constituent of χP , and hence [χP ′ ,1P ′ ] = 1.
Corollary 4.2 thus applies, and we have
χ(P ′z) =
{ |P ′|μ(z) if z ∈ M,
0 otherwise.
Now let W = P ′zP ′ . By Lemma 4.4, we have χ(W ) = (|W |/|P ′|)χ(P ′z), and the result follows. 
We mention that the simple group M11 has a self-normalizing Sylow 2-subgroup P , and an irre-
ducible character χ of degree 11, and although χ is monomial, it is not true that (1/|W |)χ(W ) is
always either zero or a root of unity, where W = P ′zP ′ . What goes wrong here is that unlike the
situation in p-solvable groups, the restriction of χ to P does not have a unique linear constituent.
5. Some matrices
Suppose that G is a ﬁnite group, and let P be a Sylow p-subgroup of G . We consider the matrix
X =
(
1
|P ′|χ(P
′zP ′)
)
,
where the rows of X are indexed by the characters χ ∈ Irrp′(G), and the columns are indexed by the
double cosets of P ′ in G . (Of course, some ordering must be chosen for the rows and columns.)
Note that if we limit our attention to the Sylow p-subgroup P (in place of G), and we compute
the matrix corresponding to X in that setting, the resulting matrix (which we call Y ) is simply the
character table of the abelian group P/P ′ . (This is because λ(P ′zP ′)/|P ′| = λ(P ′z)/|P ′| = λ(z) for
linear characters λ of P .)
Now assume that G is p-solvable and that NG(P ) = P . By the results of Section 3, we have a
bijection σ : Irrp′(P ) → Irrp′ (G), and so we can assume that the rows of the matrices Y and X are
arranged correspondingly. (In other words, if the i th row of Y corresponds to λ ∈ Irrp′ (P ), then the
ith row of X corresponds to σ(λ) ∈ Irrp′(G).)
We change notation now, and we write χλ ∈ Irrp′ (P ) to denote the character σ(λ) corresponding
to λ. Given λ, we know that there is a unique largest subgroup containing P to which λ extends. We
call that subgroup Mλ , we let μλ be the unique extension of λ to Mλ , and we recall from Theorem 3.4
that (μλ)G = χλ .
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shall see in Section 8 that it is not really necessary to assume that G is p-solvable in Corollary 5.1
provided that there is a suitably well-behaved bijection between Irrp′ (G) and Irrp′ (P ).
Corollary 5.1. Suppose that G is p-solvable, and let P ∈ Sylp(G) with NG(P ) = P . Then the submatrix of X
consisting of the |P : P ′| columns corresponding to the double cosets of P ′ in P is identical to the matrix Y .
Proof. Let z ∈ P , and write W = P ′zP ′ = P ′z. Then |W | = |P ′|, and must show that
1
|W |χλ(W ) = λ(z)
for all λ ∈ Irrp′ (P ). But χ = (μλ)G , and thus μλ(z) = λ(z), and the result follows by Theorem 4.5. 
Continuing to assume that G is p-solvable and that NG(P ) = P , where P ∈ Sylp(G), we consider
the matrix Y t X , where Y t is the transpose of Y . Observe that the rows of Y t X are indexed by the
cosets P ′x for elements x ∈ P , and the columns are indexed by the double cosets P ′zP ′ , for z ∈ G .
Theorem 5.2. Suppose that G is p-solvable with P = NG(P ), where P ∈ Sylp(G). Let x ∈ P and z ∈ G, and
write K = 〈P , z〉. Then the entry e of the matrix Y t X in the row corresponding to P ′x and the column corre-
sponding to P ′zP ′ is given by the formula
e =
{ |P ′zP ′ ||K :K ′|
|P ′ | if xz ∈ K ′,
0 otherwise.
Proof. Write K = 〈P , z〉 and W = P ′zP ′ . Our goal is to show that e = 0 unless xz ∈ K , and that in this
case e = |W ||K : K ′|/|P ′|. We have
e = 1|P ′|
∑
λ∈Irrp′ (P )
λ(x)χλ(W ),
and since χλ = (μλ)G , it follows by Theorem 4.5, that χλ(W ) = |W |μλ(z) if z ∈ Mλ , and χλ(W ) = 0,
otherwise. The quantity that we must compute, therefore, is given by the formula
e = |W ||P ′|
∑
λ
λ(x)μλ(z),
where the sum runs over all of those characters λ ∈ Irrp′(P ) such that z ∈ Mλ .
Now z ∈ Mλ if and only if K ⊆ Mλ , and since Mλ is the unique largest subgroup containing P
to which λ extends, we see that z ∈ Mλ if and only if λ extends to K . Since P is self-normalizing
in K , it follows that K/K ′ is a p-group, and we can write K = P K ′ . The characters λ of P that extend
to K , therefore, are exactly those linear characters such that Q ⊆ ker(λ), where we have written
Q = P ∩ K ′ . Furthermore, if λ extends to a linear character μ of K , then μ(z) = λ(z0), where z0 ∈ P
is chosen so that K ′z0 = K ′z.
We now have
e = |W ||P ′|
∑
λ
λ(x)λ(z0) = |W ||P ′|
∑
λ
λ(xz0),
where λ runs over Irr(P/Q ). This quantity is 0 if xz0 /∈ Q , and it is equal to |W ||P : Q |/|P ′| if
xz0 ∈ Q . Since xz0 ∈ P , we see that xz0 ∈ Q if and only if xz0 ∈ K ′ , and since z0 ∈ K ′z, it follows that
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wanted. 
In particular, since P is self-normalizing in Theorem 5.2, it follows that the integers |K : K ′| are
powers of p, and thus all of the nonzero entries in the matrix Y t X are powers of p. Note that the
assertion of Theorem B of the introduction is essentially that all entries of the matrix Y t X are divisible
by |P : P ′|. To prove Theorem B (and Theorem A, which is a special case) it therefore suﬃces to show
that for all elements z ∈ G , the integers |K : K ′||P ′zP ′|/|P ′| are divisible by |P : P ′|, and we proceed
to do that in the next section. First, however, we discuss another consequence of Theorem 5.2.
Recall that (following Alperin) the motivation for studying our matrices X and Y is to attempt to
ﬁnd an analog of Broué’s abelian-defect-group conjecture in cases where the Sylow p-subgroup P of
G is not necessarily abelian. (Although Broué works with p-blocks and their defect groups, we will
ignore that reﬁnement, and we focus on his conjecture as applied to a full Sylow p-subgroup.)
In the situation where a Sylow p-subgroup P of G is abelian, but where P is not necessarily self-
normalizing and G is not necessarily p-solvable, Broué predicts the existence of a perfect isometry,
which would be a signed bijection χ → χ∗ from Irrp′(G) to plus-or-minus members of Irrp′ (N),
where N = NG(P ). The map ( )∗ is expected to satisfy certain conditions, as we will explain.
Consider our matrices X and Y in Broué’s setting. For now, therefore, X is the truncated character
table of G , where all rows except those corresponding to characters in Irrp′(G) have been deleted, and
the matrix Y is the similarly truncated character table of N , where the rows are ordered and signed
according to the isometry ( )∗ .
Broué’s two perfect-isometry conditions yield two conclusions about the matrix Y t X . The ﬁrst of
these is that the matrix entry corresponding to x ∈ N and z ∈ G should be divisible by the p-parts
of |CN (x)| and |CG(z)|, and in particular, if x ∈ P , this matrix entry should be divisible by |P |. (Recall
that we are assuming that P is abelian.) This is the direct analog of our Theorem B: that the entries
of Y t X are all divisible by |P |.
Broué’s second perfect-isometry condition asserts that if the entry of Y t X corresponding to x ∈ N
and z ∈ G is nonzero, then either x and z are both p-regular, or neither of them is. In particular, this
gives a group-theoretic necessary condition on the elements x ∈ N and z ∈ G for the corresponding
entry in the matrix Y t X to be nonzero.
Let us return now to p-solvable groups with a self-normalizing (but not necessarily abelian) Sylow
p-subgroup P . If x ∈ P and z ∈ G , the corresponding entry of Y t X is
1
|P ′|
∑
λ∈Irrp′ (P )
λ(x)χλ(P
′zP ′),
and it is immediate from Theorem 5.2 that in our situation too, there is an easy group-theoretic
condition for this quantity to be nonzero.
Corollary 5.3. Suppose that G is p-solvable with P = NG(P ), where P ∈ Sylp(G). Let z ∈ G and x ∈ P , and
assume that the entry of the matrix Y t X in the position corresponding to P ′x and P ′zP ′ is nonzero. Then
xz ∈ K ′ , where K = 〈P , z〉.
We shall see in Section 8 that p-solvability is not really required for Corollary 5.3 (although Theo-
rem 5.2 does require this assumption). All that is needed for Corollary 5.3 is that there is a bijection
from Irrp′ (P ) onto Irrp′ (G) such that if λ → χ , then λ is the unique linear constituent of χP and
[χP , λ] = 1. (Here, of course, P ∈ Sylp(G).) By the results of Section 3, we know that such a bijection
always exists if G is p-solvable and P is self-normalizing in G , but it is surprising how often this
happens in groups that are not p-solvable. We mention that, a bijection of this kind can exist only if
P = NG(P ), and so by [2], this situation can arise for groups that are not p-solvable only if p = 2 or
p = 3.
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In order to prove Theorems A and B, we shall need the following group-theoretic result.
Theorem 6.1. Let P ∈ Sylp(G), where G is p-solvable and P = NG(P ), and let g ∈ G with G = 〈P , g〉. Then
|P | divides |P ′gP ′||G : G ′|.
Proof. We proceed by induction on |G|, and for notational simplicity, we write D = P ′ . Observe that
if N 	 G and we write G = G/N , then |G : (G)′| divides |G : G ′|. Also, P ∈ Sylp(G), and by the Frat-
tini argument, P = NG(P ). Furthermore, G = 〈P , g〉 and D = (P )′ . If N > 1, therefore, the inductive
hypothesis tells us that |P | divides |DgD||G : G ′|.
Suppose ﬁrst that Op′(G) > 1, and take N = Op′ (G) in the previous paragraph. Then |DgD| = |DgD|
is a p-power at most equal to the p-power |DgD|. Then |P | = |P | divides |DgD||G : G ′|, which in turn,
divides |DgD||G : G ′|, and this completes the proof in this case.
We can now assume that Op′ (G) = 1, and we write L = Op(G), so that L ⊆ P . Now [L, P ] ⊆ L∩ P ′ =
L ∩ D , and so if L ∩ D = 1, then P ⊆ CG(L), and this is contained in L by Lemma 1.2.3 of Hall and
Higman. Then P 	 G , and hence P = G and |DgD| = |D| = |G ′|, and the result follows. We can thus
assume that L ∩ D > 1, and we observe that L ∩ D 	 L since D 	 P . Let R = (L ∩ D)(L ∩ Dg), so that R
is a subgroup. We have R > 1, and we write M = NG(R). Now
[R, P ] ⊆ [L, P ] ⊆ L ∩ D ⊆ R,
and so P ⊆ M . Also,
[
R, P g
]⊆ [L, P g]= [L, P ]g ⊆ (L ∩ D)g = L ∩ Dg ⊆ R,
and so P g ⊆ M . We conclude by Sylow’s theorem that P gm = P for some element m ∈ M , and thus
gm ∈ NG(P ) = P ⊆ M , and we have g ∈ M . Since G = 〈P , g〉, it follows that M = G , so R 	 G .
Next, we compute that
RDgD = Dg RD = Dg(L ∩ Dg)(L ∩ D)D = DgD,
and thus DgD is a union of cosets of R . Writing G = G/R , this yields the third equality of the follow-
ing:
|DgD| = ∣∣g−1DgD∣∣= ∣∣DgD∣∣= |R|∣∣DgD∣∣= |R|∣∣(D)g D∣∣= |R||DgD|.
By the ﬁrst paragraph of the proof applied to G , we see that |P | divides |DgD||G : G ′|. Multiplication
by |R| yields that |R||P | = |P | divides |R||DgD||G : G ′| = |DgD||G : G ′|, as required. 
Since Theorem A is a special case of Theorem B, it suﬃces to prove the latter result.
Proof of Theorem B. Expressed in matrix form, the theorem asserts that all entries of the matrix Y t X
are rational integers divisible by |P : P ′|. (Note that we divided by |P ′| in the construction of the
matrix X , so it suﬃces to establish divisibility by |P : P ′| here.) By Theorem 5.2, each of these entries
is either 0, or it has the form |K : K ′||W |/|P ′|, where K = 〈P , z〉 and W = P ′zP ′ . By Theorem 6.1
applied in the group K , we know that |P | divides |K : K ′||W |, and the result follows. 
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We begin with a general fact that is presumably well known.
Lemma 7.1. Let H be an arbitrary subgroup of a ﬁnite group G, and let χ be a character of G. Then for all
z ∈ G, the algebraic integer χ(HzH) is divisible by |H|.
Proof. Working in the group algebra C[G], write X̂ to denote the sum of the elements of an arbitrary
subset X of G . We argue ﬁrst that if u, v ∈ G , then ĤuH ĤvH is a linear combination of double coset
sums ĤtH , and that the coeﬃcients are rational integers divisible by |H|. To see this, observe that
the element ĤuH ĤvH is invariant under left and right multiplication by elements of H , and thus
all elements of a double coset HtH occur with equal multiplicity in ĤuH ĤvH . It suﬃces, therefore,
to show that each element t of G occurs with multiplicity divisible by |H|. But ĤuH is a sum of
elements of the form xĤ , where x runs over a set of representatives of the left cosets of H in HuH .
Similarly, Ĥ vH is a sum of elements of the form Ĥ y, where y runs over a set of representatives for
the right cosets of H in HvH . It suﬃces, therefore, to show that every element of G occurs with
multiplicity divisible by |H| in products of the form xĤ Ĥ y. This is clear, however, since Ĥ Ĥ = |H|Ĥ .
Now let T be a set of representatives for the (H, H)-double cosets in G , and let Ct = (1/|H|)ĤtH
in C[G]. By the result of the previous paragraph, it follows that each product CuCv for u, v ∈ T is a
Z-linear combination of the elements Ct for t ∈ T .
Let X be a representation that affords χ , and write Mt = X (Ct) for t ∈ T . Then MuMv is a Z-
linear combination of the matrices Mt , and it follows that the Z-span of these matrices is a subring
of the corresponding matrix algebra. (Note that Mt is the identity matrix if t ∈ H .)
Given t ∈ T , the subring Z[Mt] consisting of the polynomials in Mt with coeﬃcients in Z is
commutative, and since it is a submodule of a ﬁnitely generated Z-module, it is itself ﬁnitely gen-
erated as a Z-module. It follows that the matrix Mt is integral over Z, and thus there exists a
monic integer polynomial f such that f (Mt) = 0. We conclude that the eigenvalues of Mt are roots
of f , and thus they are algebraic integers, and hence the trace of Mt is an algebraic integer. But
tr(Mt) = χ(Mt) = (1/|H|)χ(HtH), and the result follows since HzH is one of the double cosets
HtH . 
We also need the following elementary observation.
Lemma 7.2. Let Λ be a group of linear characters of a group G, where |Λ| is a power of some prime p. Then Λ
acts by multiplication on Irrp′ (G), and this action is semiregular.
Proof. If λ ∈ Λ and χ ∈ Irrp′ (G), then certainly χλ is irreducible, and since its degree is equal to that
of χ , we have χλ ∈ Irrp′ (G). It remains to show that if χλ = χ , then λ = 1G . Let K = ker(λ), and note
that χ vanishes on G − K , and thus if K < G , then χK is reducible, and hence |G : K | is not coprime
to χ(1). But |G : K | = o(λ) is a power of p, and this is a contradiction since χ ∈ Irrp′ (G). It follows
that K = G , and thus λ = 1G , as required. 
For convenience, we restate Theorem C here.
Theorem 7.3. Suppose that G has a normal p-complement K , and let P ∈ Sylp(G). Then for each P -invariant
character θ ∈ Irr(K ), the algebraic integer
∑
χ∈Irrp′ (G)
[χK ,θ]=0
χ(P ′zP ′)
is divisible by |P | for all z ∈ G.
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and |G : D| = |P : P ′|, and we let Λ be the group of linear characters of G/D (viewed as characters
of G). Then Λ acts by multiplication on Irrp′ (G) by Lemma 7.2, and each orbit has size equal to
|Λ| = |G : D| = |P : P ′|.
Now let Δ be one of these Λ-orbits and let Ξ be the sum of the characters in Δ. It suﬃces to
show that Ξ(P ′zP ′) is divisible by |P | for every choice of Δ and every element z ∈ G .
If λ ∈ Λ, then Ξλ = Ξ , and thus Ξ vanishes on G − ker(λ). Since the intersection of the kernels
of the members of Λ is D , it follows that Ξ vanishes on G − D , and since P ′ ⊆ D , we see that if
z ∈ G − D , then Ξ vanishes on every element of the double coset P ′zP ′ , and thus Ξ(P ′zP ′) = 0.
There is nothing further to prove in this case, and so we can assume that z ∈ D .
All members of the orbit Δ have equal restrictions to D , and thus ΞD = |P : P ′|χD , where χ ∈ Δ.
If z ∈ D , then P ′zP ′ ⊆ D , and it follows that Ξ(P ′zP ′) = |P : P ′|χ(P ′zP ′). But χ(P ′zP ′) is divisible by
|P ′| by Lemma 7.1, and this completes the proof. 
8. Nonsolvable groups
Suppose that G is a ﬁnite group with a self-normalizing Sylow p-subgroup P , but do not assume
that G is p-solvable. (As we have mentioned, G is guaranteed to be solvable unless p = 2 or p = 3, so
those are the only cases of interest now. Both of these cases actually do occur, and in fact, there are
many nonsolvable groups with self-normalizing Sylow 2-subgroups.)
We saw in Section 3 that if G is p-solvable and a Sylow p-subgroup P of G is self-normalizing,
then there is a bijection from Irrp′ (P ) to Irrp′ (G) such that if λ → χ , then λ is the unique linear
constituent of χP , and [χP , λ] = 1. More generally, and without assuming that the group G is p-
solvable or that a Sylow p-subgroup is self-normalizing, we will say that G satisﬁes hypothesis (∗) if
a bijection of this type exists. In other words, G satisﬁes (∗) if P ∈ Sylp(G), and there is a bijection
between Irrp′(P ) and Irrp′ (G) such that when λ ∈ Irrp′ (P ) and χ ∈ Irrp′ (G) correspond, we can write
χP = λ + Δ,
where Δ is a (possibly zero) character of P having no linear constituent. We shall see that a necessary
condition for a group G to satisfy (∗) is that the relevant Sylow subgroup is self-normalizing, but this
is deﬁnitely not suﬃcient.
We know that p-solvable groups with self-normalizing Sylow p-subgroups satisfy (∗), and so too
do a number of other groups, although the property seems fairly rare. J. Alperin has pointed out to us
that the symmetric groups S2n satisfy (∗) for the prime p = 2. (Although all symmetric groups have
self-normalizing Sylow 2-subgroups, it is not generally true that they satisfy (∗).) Also, the groups
PGL(2,q) for Mersenne primes q satisfy (∗) for the prime p = 2. (We thank G. Malle for checking this
latter fact for us.) Finally, we mention that the extension of PSL(2,27) with the ﬁeld automorphism
of order 3 satisﬁes (∗) for p = 3.
Lemma 8.1. Suppose that G satisﬁes (∗) for the prime p, and let P ∈ Sylp(G). Then P = NG(P ).
In particular, since a Sylow p-subgroup is self-normalizing in a group that satisﬁes (∗) for the
prime p, this condition can hold in a nonsolvable group only when p = 2 or p = 3.
Lemma 8.1 is an easy consequence of the following.
Lemma 8.2. Suppose that G satisﬁes (∗) for the prime p. Let P ∈ Sylp(G), and suppose that P ⊆ K ⊆ G. Then
K satisﬁes (∗), and there is a bijection Irrp′(G) → Irrp′ (K ) such that if χ → ψ , then χK = ψ + Ξ , where Ξ
(which may be zero) has no constituent in Irrp′ (K ).
Proof. If ψ ∈ Irrp′ (K ), then ψP and ψG have degrees not divisible by p, and thus ψP has a constituent
λ ∈ Irrp′ (P ), and ψG has a constituent χ ∈ Irrp′ (G). Then λ lies under χ , and since G satisﬁes (∗),
it follows that no constituent of ψG other than χ lies in Irrp′(G) and that no constituent of ψP
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Irrp′ (K ) to Irrp′ (P ), and we can write ψP = λ + Δ and χK = ψ + Ξ , where no constituent of Δ and
no constituent of ΞP lies in Irrp′(P ). It follows that no constituent of Ξ lies in Irrp′ (K ).
Our map from Irrp′ (K ) to Irrp′ (G) is surjective since if χ ∈ Irrp′ (G), then some irreducible con-
stituent ψ of χK has degree not divisible by p, and thus ψ ∈ Irrp′(K ) and ψ maps to χ . Similarly,
our map from Irrp′ (K ) to Irrp′(P ) is surjective since if λ ∈ Irrp′ (P ), then some irreducible constituent
ψ of λG has degree not divisible by p, and thus ψ ∈ Irrp′ (K ) and ψ maps to λ.
Our map from Irrp′ (K ) to Irrp′(G) is injective since if ψ → χ , we can write χK = ψ + Ξ , where
no constituent of Ξ lies in Irrp′ (K ), and thus it follows that no member of Irrp′ (K ) other than ψ
lies under χ , and thus no such character can map to χ . Also, if ψ and η in Irrp′ (K ) both map to
λ ∈ Irrp′(P ) then the images of ψ and η in Irrp′ (G) both lie over λ, and so by (∗), they are equal. Since
the map Irrp′(K ) → Irrp′ (G) is injective, it follows that ψ = η, and hence our map Irrp′(K ) → Irrp′ (P )
is injective. It follows that K satisﬁes (∗), and the proof is complete. 
Proof of Lemma 8.1. Let K = NG(P ), and observe that K satisﬁes (∗) by Lemma 8.2. Let λ ∈ Irrp′ (P )
and let ψ ∈ Irrp′ (K ) correspond to λ under the bijection given by (∗). Then ψP = λ + Δ, where no
constituent of Δ lies in Irrp′ (P ). But P 	 K , and thus all constituents of ψP have equal degree, and
it follows that ψP = λ. But then all irreducible characters of K that lie over λ have the form ψβ for
β ∈ Irr(K/P ), and these characters are distinct for distinct β . All of these characters lie in Irrp′ (K ),
and thus there is only one such character, and it follows that K/P is the trivial group. 
The main result of this section is that the conclusion of Corollary 5.3 holds for groups that sat-
isfy (∗), even if they are not p-solvable. (Recall that this result is an analog of one of the properties
of a perfect isometry in the sense of Broué. It gives a group-theoretic necessary condition for an entry
of the matrix Y t X to be nonzero.)
Theorem 8.3. Suppose that G satisﬁes (∗)with respect to the prime p, and let λ → χλ be the relevant bijection
from Irrp′ (P ) to Irrp′ (G). Let x ∈ P and z ∈ G, and assume that∑
λ∈Irrp′ (P )
λ(x)χλ(P
′zP ′) = 0.
Then xz ∈ K ′ , where K = 〈P , z〉.
Proof. First, we consider the case where x = 1, so that λ(x) = 1 for all λ ∈ Irrp′ (P ). Then∑
χ∈Irrp′ (G)
χ(P ′zP ′) = 0 ,
and we must prove that z ∈ K ′ .
Let χ ∈ Irrp′ (G), so that [χP ′ ,1P ′ ] = 1. By Lemma 8.2, the character χK has a unique constituent
χ∗ ∈ Irrp′ (K ), and we have [(χ∗)P ′ ,1P ′ ] = 1. We can thus choose a representation X affording χ such
that XK = diag(Y,Z), where Y affords χ∗ and YP ′ = diag(1,W). Then the upper-left entries of X (z)
and Y(z) are identical, and hence χ(P ′zP ′) = χ∗(P ′zP ′) by two applications of Lemma 4.2. We thus
have ∑
χ∈Irrp′ (G)
χ∗(P ′zP ′) = 0,
and since the map χ → χ∗ is a bijection from Irrp′(G) onto Irrp′(K ), we can write this as∑
ψ∈Irrp′ (K )
ψ(P ′zP ) = 0.
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lows that for some orbit, we have Ξ(P ′zP ′) = 0, where Ξ is the sum of the characters in the orbit,
and thus Ξ(y) = 0 for some element y ∈ P ′zP ′ . If λ ∈ Irr(K/K ′), however, then Ξλ = Ξ , and so
λ(y) = 1. This holds for all λ ∈ Irr(K/K ′), and it follows that y ∈ K ′ . Then z ∈ P ′ yP ′ ⊆ K ′ , as wanted.
We can now prove the general case. By Corollary 4.3 and Lemma 4.4, we have
λ(x)χλ(P
′zP ′) = χλ(P ′xzP ′),
and so we can write
∑
χ∈Irrp′ (G)
χ(P ′xzP ′) = 0.
It follows by the ﬁrst part of the proof that xz ∈ K ′ , as required. 
We saw in Section 5 that if G is p-solvable with a self-normalizing Sylow p-subgroup, then the
nonzero entries in the matrix Y t X are always powers of p. If G is not p-solvable, however, this can
fail, even if (∗) holds. (The symmetric group S8 is a counterexample.) On the other hand, although
we have not been able to ﬁnd a proof, it appears that if we assume (∗), then all entries in Y t X are
divisible by |P : P ′|, and if this is correct, the conclusions of Theorems A and B hold in this generality.
Finally, we show that the conclusion of Corollary 5.1 holds if G satisﬁes (∗), even if G is not p-
solvable. Recall that in terms of our matrices X and Y , the assertion of 5.1 is that Y is the submatrix
of X obtained by considering only the columns corresponding to double cosets P ′xP ′ = P ′x for x ∈ P .
This is an immediate consequence of the following.
Corollary 8.4. Let G satisfy (∗) for the prime p, and let P ∈ Sylp(G). Then if λ → χ in the relevant bijection
Irrp′(P ) → Irrp′ (G), we have
1
|P ′|χ(P
′x) = λ(x)
for all x ∈ P .
Proof. By Corollary 4.3, we have
λ
(
x−1
)
χ(P ′x) = χ(P ′) = |P ′|[χP ′ ,1P ′ ] = |P ′|,
and the result follows. 
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