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This paper is dedicated to the memory of our colleague Hans-Otto Georgii (1944-2017).
He played a crucial role in the rigorous development of the theory of Gibbs measures.
Abstract
We investigate Sineβ , the universal point process arising as the thermodynamic
limit of the microscopic scale behavior in the bulk of one-dimensional log-gases, or β-
ensembles, at inverse temperature β > 0. We adopt a statistical physics perspective,
and give a description of Sineβ using the Dobrushin-Landford-Ruelle (DLR) formalism
by proving that it satisfies the DLR equations: the restriction of Sineβ to a compact
set, conditionally to the exterior configuration, reads as a Gibbs measure given by a
finite log-gas in a potential generated by the exterior configuration. Moreover, we show
that Sineβ is number-rigid and tolerant in the sense of Ghosh-Peres, i.e. the number,
but not the position, of particles lying inside a compact set is a deterministic function
of the exterior configuration. Our proof of the rigidity differs from the usual strategy
and is robust enough to include more general long range interactions in arbitrary
dimension.
1 Introduction and main results
1.1 The log-gas and the Sine-beta process
The (finite, one-dimensional) log-gas is a random system of n particles confined on the
real line R, or the unit circle T, interacting via a repulsive pair potential given by the
logarithm of the inverse distance between particles. Physically, it represents a statistical
gas of identically charged particles living in a one-dimensional environment and interacting
according to the laws of two-dimensional electrostatics. For a fixed value of the inverse
temperature parameter β > 0, the distribution of the n-tuple of particles is given by the
canonical Gibbs measure for this interaction, whose density reads as
d Log-gas
d Lebesgue⊗n
∝ exp (−β × Logarithmic interaction energy of the particles) , (1.1)
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where “∝” means “up to a multiplicative normalizing constant”.
Random matrices and β-ensembles. From the statistical physics point of view, the
log-gas is interesting because of the singular and long-range nature of its interaction po-
tential. Another important motivation comes from the link between log-gases and random
matrix theory; we refer to [Forrester, 2010] for an extensive treatment of this connection.
There are several models of random n × n matrices whose random eigenvalues exhibit a
joint density of the form,
dEigenvalues
d Lebesgue⊗n
∝ exp
−β
∑
j<l
− log |xj − xl|
 n∏
j=1
ω(xj) =
n∏
j<ℓ
|xj − xℓ|β
n∏
j=1
ω(xj) ,
(1.2)
where ω is an appropriate weight function supported on (a subset of) R or T.
⋄ The Gaussian ensembles correspond to ω(x) = e−x2. For the specific values β = 1 or
2 or 4, one recovers the celebrated orthogonal/unitary/symplectic invariant random
matrix ensembles.
⋄ The Wishart, or Laguerre ensembles correspond to ω(x) = xαe−x1R+(x).
⋄ The MANOVA, or Jacobi ensembles correspond to ω(x) = xα1(1− x)α21[0,1](x).
These three models are random Hermitian matrices with eigenvalues on R. Another ex-
ample is given by the Circular β-ensemble, hereafter denoted CβE, which is a random
unitary matrix with eigenvalues on the unit circle T and joint law (1.2) with ω(x) = 1.
When β = 2, an integrable structure comes into play: the eigenvalues process is a
determinantal point process, allowing exact computations for most quantities of interest,
such as the correlation functions that one can express in terms of determinants. Similarly,
when β = 1 or 4, some computations are still tractable due to a Pfaffian point process
structure, although at the price of more involved formulas. In contrast, the present paper
deals with “β arbitrary”.
The Sineβ process. Under an appropriate scaling within the bulk (the interior) of the
spectrum, chosen so that the typical distance between consecutive points is of order 1, the
large n limit of the random point process of the eigenvalues exists and is called the Sineβ
process. Stated otherwise, Sineβ is the microscopic thermodynamic limit in the bulk of
one-dimensional log-gases, and it is the probability law of a certain random infinite point
configuration on R.
The Sineβ process is universal in the sense it only depends on the inverse temperature
β > 0 and not on the initial weight ω, for a large family of weights ω, see Bourgade et al.
[2014, 2012]. It is also “universal in the interaction”, in the sense that it appears when
considering pair potential interactions that only have a logarithmic singularity at zero, see
[Venker, 2013].
In the β = 1, 2, 4 cases, this limiting process is rather well understood due to the
determinantal/Pfaffian structure, see e.g. [Deift and Gioev, 2009] and references therein.
However, in the general β > 0 setting, the mere existence of this limit is a difficult result,
which was obtained, together with a rather involved description of the limiting object, by
Valkó and Virág [2009] for the Gaussian β-ensemble and by Killip and Stoiciu [2009] for
the Circular β-ensemble. The fact that these two descriptions coincide is checked e.g. in
[Nakano, 2014].
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These descriptions of Sineβ use systems of coupled stochastic differential equations
to derive the number of eigenvalues/particles falling in a given interval. This turns
out to be tractable enough to study fine properties of the point process, such as to
obtain large gap probability estimates [Valkó and Virág, 2010], a Central Limit The-
orem [Kritchevski et al., 2012] and large deviation and maximum deviation estimates
[Holcomb and Valkó, 2015, 2017, Holcomb and Paquette, 2018] for the number of points
in an interval, as well as the Poissonian behavior of Sineβ as β → 0 [Allez and Dumaz,
2014].
More recently, the process has been characterized by Valkó and Virág [2017] as the
spectrum of a random infinite-dimensional operator. In particular this allows a better
understanding on the β-dependency of the process [Valkó and Virág, 2018].
However, among particularly relevant features of Sineβ, its correlation functions, and
even the asymptotic behavior of its two-point correlation function, remain unknown for
generic β > 0; see however [Forrester, 1993, Chapter 13] for special cases.
The goal of this work is to study Sineβ from a statistical physics perspective, so as to
obtain an alternative description as an infinite Gibbs measure, characterized by canonical
Dobrushin-Landford-Ruelle equations. In short, Sineβ is the natural infinite Gibbs measure
at inverse temperature β > 0 associated with the logarithmic pair potential interaction.
1.2 Sine-beta as an infinite Gibbs measure
1.2.1 Context for the DLR formalism
For any fixed number n of particles, the canonical Gibbs measure of the Log-gas mentioned
in (1.1) minimizes the quantity
β × Expected logarithmic energy + Entropy with respect to Lebesgue⊗n
among all probability laws of random n-point configuration. This is a famous variational
principle for Gibbs measures, see e.g. [Friedli and Velenik, 2017, Section 6.9] for a discus-
sion. On the other hand, in the infinite-volume setting, it is shown in [Leblé and Serfaty,
2017, Corollary 1.2] that Sineβ minimizes a free energy functional of the type,
β × Expected renormalized energy + Entropy with respect to Poisson, (1.3)
among laws of stationary point processes, where Poisson is the Poisson point process with
intensity 1 on R. Here “renormalized energy” is a way to define the logarithmic energy
of infinite configurations at microscopic scale, see Section 2.4. It is thus natural to ask
whether one can obtain a description of Sineβ as an infinite Gibbs measure. In view of
(1.1), the naive guess would be that
d Sineβ
dPoisson
∝ exp (−β × Renormalized energy) , (1.4)
which is well-known to be illusory because any stationary process absolutely continuous
with respect to a Poisson process is the said Poisson process itself. The Dobrushin-
Landford-Ruelle (DLR) formalism provides the correct setting to possibly recast (1.4) in
a local way; we refer e.g. to the book [Georgii, 2011] for a general presentation in the
lattice case, see also [Dereudre, 2017] for a pedagogical introduction in the setting of point
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processes. Informally, we will show that, given any bounded Borel set Λ ⊂ R and any
configuration γΛc outside of Λ, the law of the configuration γΛ in Λ drawn from Sineβ
knowing the exterior configuration γΛc can be written as
d
(
Sineβ in Λ
∣∣∣γΛc)
dLebesgue⊗N
(γΛ)
∝ exp (−β × Logarithmic energy of γΛ with itself and with γΛc) ,
where the number of points N of the configuration γΛ is almost surely determined by the
exterior configuration γΛc .
1.2.2 Terminology and notation
A point configuration in R is a locally finite subset of R, which can be also identified
with a purely atomic Radon measure on R. If γ is a point configuration, we also denote
by γ the associated Radon measure. That is we write γ =
∑
p∈γ δp, and if f is a test
function, we let
∫
fdγ :=
∑
p∈γ f(p). The space of point configurations Conf(R), seen
as a subspace of the Radon measures, is equipped with the topology coming by duality
with the space of continuous functions R → R with compact support, making Conf(R)
a Polish space, see e.g. [Kallenberg, 1983, Section 15.7]. It is also the smallest topology
that makes the mapping γ 7→ γ(B) continuous for every bounded Borel set B. We then
endow Conf(R) with its Borel σ-algebra. In the following, by a point process we mean a
probability measure on Conf(R). Let us introduce some additional notation: for any Borel
set Λ ⊂ R,
⋄ the set of all configurations in Λ is denoted by Conf(Λ)
⋄ γ ∈ Conf(R) 7→ γΛ ∈ Conf(Λ) stands for the restriction of a configuration to Λ
⋄ |γ| ∈ N ∪ {∞} stands for the number of points of a configuration γ.
1.2.3 Statement of the results
The central result of this paper is the next theorem.
Theorem 1.1. For any β > 0 and any bounded Borel set Λ ⊂ R the following holds.
(A) Rigidity. There exists a measurable function NumberΛ : Conf(Λ
c)→ N such that
N := |γΛ| = NumberΛ(γΛc) for Sineβ-almost every (a.e.) γ.
(B) Definiteness of the exterior potential. For any x ∈ Λ and Sineβ-a.e. configura-
tion γ, the following limit exists and is positive,
ω(x|γΛc) := lim
p→∞
∏
u∈γΛc
|u|≤p
∣∣∣∣1− xu
∣∣∣∣β . (1.5)
Moreover, the partition function
Z(γΛc) :=
∫
ΛN
N∏
j<ℓ
|xj − xℓ|β
N∏
j=1
ω(xj |γΛc)
N∏
j=1
dxj (1.6)
is finite and positive.
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(C) DLR equations. For any bounded measurable function f : Conf(R)→ R, we have
ESineβ
[
f
]
=
∫ ∫
ΛN
f({x1, . . . , xN} ∪ γΛc) ρΛc(x1, . . . , xN )
N∏
j=1
dxj
Sineβ(dγ)
where, with the notation of (1.5), (1.6), we let ρΛc be defined by
ρΛc(x1, . . . , xN ) :=
1
Z(γΛc)
N∏
j<k
|xj − xk|β
N∏
j=1
ω(xj |γΛc). (1.7)
Number-rigidity: Part (A) of Theorem 1.1 states that, conditionally on the configura-
tion outside a given bounded Borel set Λ, the number of points drawn by Sineβ inside Λ is
deterministic. This property has been recently put forward under the notion of number-
rigidity of point processes, starting from the pioneering work of Ghosh and Peres [2017].
Thus, Sineβ is number-rigid for any β > 0. The notion of rigid processes can be compared
to the older notion of (non) hereditary processes, see e.g. [Dereudre, 2017, Definition 1]
for a presentation. Roughly speaking, if P is not hereditary, it means that certain points
cannot be deleted with positive probability, whereas number-rigidity implies that no point
can be deleted. In particular, although Sineβ has finite specific relative entropy with re-
spect to the Poisson point process, they are very different on this aspect - a Poisson process
being, of course, far from rigid.
Shortly before the present work was completed, the rigidity property for Sineβ has
been proven independently by Chhaibi and Najnudel [2018]. Their proof follows the strat-
egy introduced by Ghosh and Peres [2017], namely to show that the variance of linear
statistics for a smooth approximation of the characteristic function of a bounded inter-
val can be made arbitrary small. To do so, they use variance estimates for polynomial
test functions that were proven in [Jiang and Matsumoto, 2015] for the CβE, and proceed
by approximation. The latter work relies on exact computations involving Jack’s special
functions which are tied to the specific structure of the Circular ensemble.
In contrast, our proof for the number-rigidity only involves material from classical
statistical physics and seems more flexible since it only relies on a weak form of DLR
equations, the so-called canonical DLR equations, and Campbell measures arguments.
This may be of independent interest to prove number-rigidity for a larger class of point
processes, in particular when the two-point correlation functions are not explicit, or simply
not asymptotically tractable. To the best of our knowledge, this is the first alternative
strategy with respect to the Ghosh-Peres method to prove number-rigidity. In particular,
we prove the more general result that for large a class of long range interactions on Rd,
any solution of the canonical DLR equations is indeed number-rigid, see Theorem 3.18.
Tolerance: There are other notions of rigidity than number-rigidity, such as barycenter-
rigidity or super-rigidity. Barycenter-rigidity states that the barycenter of the configura-
tion inside a domain is a deterministic function of the exterior configuration, and super-
rigidity expresses the fact that the interior configuration is completely prescribed by the
exterior. On the other hand, the notion of tolerance, introduced in [Ghosh and Peres,
2017], states that, roughly speaking, the number of points is the only rigid quantity pre-
scribed by the exterior. It follows from part (C) of Theorem 1.1 that Sineβ is tolerant,
which is a new result for general β > 0. More precisely, we have:
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Corollary 1.2 (Sineβ is tolerant). For any bounded Borel set Λ and Sineβ-a.e. point
configuration γ, the law of the particles drawn from Sineβ inside Λ given the exterior
configuration γΛc is mutually absolutely continuous with respect to the N -fold Lebesgue
measure, where N is the number of points in Λ (which is prescribed, by rigidity).
We also obtain the following result (which will follow from Corollary 3.3).
Corollary 1.3. For any disjoint bounded Borel setsB1, . . . , Bk ⊂ R with positive Lebesgue
measure and any integers n1, . . . , nk, we have
Sineβ
(|γB1 | = n1, . . . , |γBk | = nk) > 0.
Relation to previous results: As mentioned above, when β = 2 the process benefits
from an integrable structure with explicit correlations functions: it is the determinantal
point process associated with the sine kernel. Using this structure, previous to the work
of Chhaibi and Najnudel [2018], Ghosh [2015] obtained the rigidity for β = 2. More-
over, parts (B) and (C) of the theorem, and thus the tolerance, have been obtained by
Bufetov [2016] for a class of number-rigid determinantal point processes, including the
Sine2 process.
1.3 Related questions and perspectives
Fluctuations of smooth linear statistics. Let ϕ : R→ R be a smooth and compactly
supported test function. One may define the fluctuation of ϕ as the random variable
Fluct[ϕ](γ) :=
∫
ϕ(x) (γ(dx)− dx) ,
and ask for the behavior, as ℓ→∞, of
Fluct[ϕℓ](γ) :=
∫
ϕ
(
x
ℓ
)
(γ(dx)− dx) . (1.8)
when the random configuration γ has law Sineβ. Having in mind similar results for β-
ensembles, see e.g. [Shcherbina, 2014], [Bekerman and Lodhia, 2018], [Bekerman et al.,
2018], and since Theorem 1.1(C) shows that Sineβ is conditionally a β-ensemble, we could
expect the fluctuation in (1.8) to converge in law without normalization to a centered
Gaussian random variable with standard deviation proportional to the fractional Sobolev
H1/2 norm of the test function ϕ. This Central Limit Theorem is proven in [Leblé, 2018]
for ϕ smooth enough, using Theorem 1.1 as a key input.
Uniqueness. It is natural to ask the following:
(a) Is Sineβ the only stationary process satisfying the DLR equations?
The answer to this question is positive when β = 2, as a consequence of the work
[Kuijlaars and Miña-Díaz, 2017] where, for Sine2 a.e γ ∈ Conf(R), the asymptotic of
the conditional measure ρΛc(x1, . . . , xN ) has been shown to be Sine2 in the limit where
Λ := [−R,R] and R→∞. We expect the answer to be positive for any value of β.
(b) Is Sineβ the only minimizer of the free energy functional (1.3)? For a rigorous
definition of this functional, see [Leblé and Serfaty, 2017].
(c) Are minimizers of the free energy the same as the solutions to the DLR equations?
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We expect all two answers to be positive for any β > 0. Indeed, uniqueness of infinite-
volume Gibbs measures is usually expected in dimension one, see e.g. [Friedli and Velenik,
2017, Section 6.5.5] for such a result (that is not applicable here because our interaction
is not short-range). For log-gases in dimension 2, namely Coulomb gases, or in higher
dimension, it might happen however that the uniqueness of minimizers/solutions to DLR
equations, even up to symmetries, fails to hold for certain values of β.
1.4 Strategy for the proof and plan of the paper
In order to prove Theorem 1.1, we first prove part (B), together with a weaker version
of part (C), which form the canonical DLR equations, where we further condition on the
number |γΛ| of particles lying in Λ. These two results form Theorem 2.1, which is proven
in Section 2. We start from the Circular ensemble, for which a, finite n, periodic version
of the canonical DLR equations holds, and we perform several approximations. As a
technical ingredient, we use discrepancy estimates, i.e. controls on the difference |γΛ|− |Λ|
between the number of points of a typical configuration γ in a bounded set Λ, and the size
of Λ (in the sense of its Lebesgue measure).
Next, in Section 3, we leverage on Theorem 2.1 in order to obtain the rigidity result
of Theorem 1.1 part (A). In fact, we prove a possibly more general result: Any stationary
point process P satisfying the canonical DLR equations is number-rigid, see Theorem 3.2.
The proof of rigidity goes by contradiction: if P were not rigid, then we could deduce from
the canonical DLR equations a particular structure for its Campbell measures that turns
out to be absurd due to the long range nature of the logarithmic interaction. This result
is stated and proven for the logarithmic interaction and in dimension one, but our proof
is robust enough to yield that the same result, that we state in Theorem 3.18, holds for
more general long range interactions in dimension d ≥ 1.
Acknowledgments: This work has been partially supported by ANR JCJC BoB (ANR-
16-CE23-0003) and Labex CEMPI (ANR-11-LABX-0007-01).
2 Canonical DLR equations
We consider here and prove a weaker version of Theorem 1.1, which we refer to as the
canonical DLR equations, which involves conditioning on the number of particles lying
inside Λ. The term canonical refers to the fact that the number of particles is fixed, as in
the canonical ensemble of statistical physics or the canonical Gibbs measure, in contrast
with e.g. a grand canonical setting.
Theorem 2.1. For any β > 0 and any bounded Borel set Λ ⊂ R the following holds true.
(B) Definiteness of the exterior potential. For any x ∈ Λ and Sineβ-a.e. γ, the
following limit exists and is positive,
ω(x|γΛc) := lim
p→∞
∏
u∈γΛc
|u|≤p
∣∣∣∣1− xu
∣∣∣∣β . (2.1)
7
Moreover, for Sineβ-a.e. γ, the partition function
Z(γΛc , |γΛ|) :=
∫
Λ|γΛ|
|γΛ|∏
j<ℓ
|xj − xℓ|β
|γΛ|∏
j=1
ω(xj|γΛc)dxj (2.2)
is finite and positive.
(C*) Canonical DLR equations. Let f : Conf(R) → R be a bounded, measurable
function. We have the identity
ESineβ
[
f
]
=
∫ ∫ f({x1, . . . , x|γΛ|} ∪ γΛc) ρΛc(x1, . . . , x|γΛ|) |γΛ|∏
j=1
dxj
Sineβ(dγ),
with ρΛc defined similarly to (1.7) by
ρΛc(x1, . . . , x|γΛ|) :=
1
Z(γΛc , |γΛ|)
|γΛ|∏
j<k
|xj − xk|β
|γΛ|∏
j=1
ω(xj|γΛc). (2.3)
Parts (B) of Theorem 2.1 and Theorem 1.1 are the same statement. It will be thus
enough to combine Part (A) of Theorem 1.1 with Theorem 2.1 in order to obtain Part
(C) of Theorem 1.1 and to conclude the proof - this shall be done in Section 3 and will
strongly rely on the canonical form of the DLR equations.
The remainder of this section is devoted to the proof of Theorem 2.1.
Some terminology.
⋄ We say that a measurable function f is local if there exists a compact subset K ⊂ R
such that f(γ) = f(γK) for every γ ∈ Conf(R).
⋄ We use the notation Λp for the line segment [−p2 , p2 ].
⋄ If n is an integer, and Λ a bounded Borel set, we denote by Bn,Λ(dη) the law of the
Bernoulli process drawing a random configuration of n independent points uniformly
in Λ.
For the rest of this section, we fix Λ ⊂ R a bounded Borel set and f : Conf(R)→ R a
bounded Borel local function. The integer p used below is always assumed large enough
so that Λ ⊂ Λp.
2.1 Move functions, Gibbs kernels, and proof of Theorem 2.1(B)
First, we introduce move functions and Gibbs kernels, and use them to rephrase Theo-
rem 2.1.
2.1.1 Heuristics for the move functions
The basic idea is the following: for a given bounded Borel set Λ we want to define a
Gibbs measure, formally written GibbsΛ( · |Ext) on interior configurations Int in Λ, given
an exterior configuration Ext in Λc, namely
GibbsΛ(Int|Ext) ∝ exp (−β Energy (Int ∪ Ext)) .
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The physical energy reads
Energy (Int ∪ Ext) = Int× Int + Ext× Ext + 2 · Ext× Int,
where the product sign means “interact with”, but the exterior configuration Ext could be
infinite, yielding two infinite terms in the definition of the energy. Since Ext is fixed, the
interaction term Ext×Ext can be absorbed by the normalization constant, and we are left
with
GibbsΛ(Int|Ext) ∝ exp (−β (Int× Int + 2 · Ext× Int)) . (2.4)
To deal with the fact that Int × Ext could correspond to an infinite, or undefined, sum-
mation, we introduce the move functions: we fix some reference interior configuration Int0
and we define MoveΛ(Int,Ext) as the energetic cost to move the points in Λ from Int0 to
those of Int, as felt by the points of Ext, namely:
MoveΛ(Int,Ext) := 2 · Ext× Int− 2 · Ext× Int0 = 2 · Ext× (Int− Int0). (2.5)
Thus we can write,
2 · Ext× Int = MoveΛ(Int,Ext) + 2 · Ext× Int0. (2.6)
The second term in the right-hand side of (2.6) is independent of Int and can again be
absorbed by the normalization constant in (2.4), yielding
GibbsΛ(Int|Ext) ∝ exp (−β (Int× Int + MoveΛ(Int,Ext))) ,
which is the form of the Gibbs kernels (or Gibbs specifications) that we introduce more
precisely below. If Ext is infinite, it is still not clear why MoveΛ(Int,Ext) would yield a finite
quantity, but we can hope for some compensation between the two terms Ext × Int and
Ext× Int0. These manipulations are valid in the finite case, and in the case of an infinite
exterior configuration the rigorous approach consists in truncating the said configuration
outside some large, but finite domain, and to show that the infinite-volume limit of these
partial move functions exists, as we shall do next.
2.1.2 Gibbs kernels (finite window)
In order to prove Part (B) of Theorem 2.1, we wil need to define the move functions for
slightly more general objects than configurations. We say that a Radon measure η on R
is a generalized configuration and we write η ∈ Gconf(R), if there exist an integer n and
(x1, . . . , xn) ∈ Rn such that η =
∑n
i=1 δxi . We denote by |η| = n the number of points of η
counted with multiplicity. Otherwise stated, in this particular context, we want to allow
multiple points.
Definition 2.2 (Logarithmic interaction). We set for convenience1
g(x) :=
{
− log |x| if x ∈ R \ {0}
0 if x = 0
(2.7)
1This allows to include the diagonal in double sums, since g(xi − xi) is set to be zero. Of course, g is
not continuous at 0, but neither is log...
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For any p ≥ 1, any γ ∈ Conf(R) and η ∈ Gconf(R), we introduce2:
(Interaction energy) HΛ(γ) :=
1
2
∫∫
g(x− y) dγ⊗2Λ (2.8)
(Move function) MΛ,Λp(η, γ) :=
∫∫
g(x− y) d(ηΛ − γΛ)⊗ γΛp\Λ (2.9)
(Normalization) ZΛ,Λp(γ) :=
∫
e−β(HΛ(η)+MΛ,Λp (η,γ))B|γΛ|,Λ(dη) (2.10)
(Gibbs kernel) GΛ,Λp(dη, γ) :=
1
ZΛ,Λp(γ)
e−β(HΛ(η)+MΛ,Λp (η,γ))B|γΛ|,Λ(dη). (2.11)
The measure GΛ,Λp(dη, γ) is the central object for the DLR formalism, called a Gibbs
kernel, or specification. Moreover we set,
fΛ,Λp(γ) :=
∫
f(η ∪ γΛp\Λ)GΛ,Λp(dη, γ). (2.12)
The right-hand side of (2.12) should be read as follows: take γ ∈ Conf(R) and a
test function f . Keep the configuration γ in Λp\Λ and sample a new set of points η
inside Λ with the same number of points as the old one, namely |γΛ|. This sampling
is done according to the Gibbs measure GΛ,Λp(dη, γ) defined in (2.11), associated to the
inverse temperature β and the energy HΛ(η) + MΛ,Λp(η, γ), which represents the sum of
the interaction energy of the points of η (inside Λ) with themselves and the cost of moving
points from the old configuration γΛ to the new one η, as felt by the points in Λp\Λ (in
particular, the “reference interior configuration” Int0 as in (2.5) is here chosen to be γΛ).
Then, combine η and γΛp\Λ into a configuration in Λp, and test it against the function
f . The quantity fΛ,Λp(γ) is the expectation of this operation; let us emphasize that the
randomness comes from the re-sampling in Λ, while γΛc is fixed.
2.1.3 Gibbs kernels (infinite window) and reformulation of Theorem 2.1
We will show in Lemma 2.15 below that the limit p → ∞ of the quantities in Definition
2.2 exists. In particular, we obtain:
Lemma 2.3 (Existence of the move functions). For Sineβ-a.e. configuration γ and any
η ∈ Gconf(Λ) satisfying |γΛ| = |η|, the limit
MΛ,R(η, γ) := limp→∞
MΛ,Λp(η, γ) (2.13)
exists and is finite. Moreover, for γ fixed, the convergence in (2.13) is uniform in the
choice of η.
This allows us to extend the notation of Definition 2.2 to “p = +∞”, namely to give
a meaning to
ZΛ,R :=
∫
e−β(HΛ(η)+MΛ,R(η,γ))B|γΛ|,Λ(dη). (2.14)
GΛ,R(dη, γ) :=
1
ZΛ,R(γ)
e−β(HΛ(η)+MΛ,R(η,γ))B|γΛ|,Λ(dη). (2.15)
fΛ,R(γ) :=
∫
f(η ∪ γΛc)GΛ,R(dη, γ). (2.16)
2In these definitions, the 1/2 factor has been introduced for aesthetic reasons, so that the usual CβE is
an approximation of Sineβ.
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Remark 2.4. At this point, an important observation is that the probability measure
GΛ,R(dη, γ) only depends on the exterior γΛc and the number of points |γΛ|. Indeed,
if one changes γΛ to another configuration with the same number of points, then the
move functions is changed by an additive constant which can be incorporated into a new
partition function.
Moreover, Lemma 2.3 already yields part (B) of the theorem.
Proof of Theorem 2.1, part (B). Since Sineβ is stationary, we know that 0 is not a point
of γ for Sineβ-a.e γ. Moreover, since |γΛ| and |η| have the same number of points, one can
write
MΛ,Λp(η, γ) =
∑
u∈γΛc
|u|≤p
∑
x∈γΛ
−
∑
x∈η
 log ∣∣∣∣1− xu
∣∣∣∣ ,
where the sum over the points of η is to be understood with multiplicity. This yields
e−βMΛ,Λp (η,γ) =
∏
x∈η
(∏
u∈γΛc
|u|≤p
∣∣1− xu ∣∣β )∏
y∈γ
(∏
u∈γΛc
|u|≤p
∣∣1− yu ∣∣β ) =
∏
x∈η
(∏
u∈γΛc
|u|≤p
∣∣1− xu ∣∣β )
e−βMΛ,Λp(0,γ)
, (2.17)
where 0 = |γΛ|δ0 is the generalized configuration with a point of multiplicity |γΛ| at 0.
Letting p → ∞, and using Lemma 2.3 we obtain the existence of the weight ω(·|γΛc), as
defined in (2.1).
Clearly, ZΛ,Λp(γ) ∈ (0,+∞) for every p, and the convergence (2.13) is uniform in η,
hence ZΛ,R(γ) ∈ (0,+∞). We may observe that, by definition of Z(γΛc , |γΛ|), as in (2.2),
and by (2.17), we have ZΛ,R(γ) = Z(γΛc , |γΛ|)), which concludes the proof.
Finally, let us observe that part (C*) of Theorem 2.1 can be written as
ESineβ (f − fΛ,R) = 0. (2.18)
The remainder of this section is devoted to prove (2.18). To do so, we rely on the conver-
gence of the microscopic statistics of CβE towards Sineβ.
2.2 Circular ensembles and the associated DLR equations
2.2.1 Circular ensembles as model of log-gases
As mentioned in the introduction, the one-dimensional log-gas is related to the Circular
ensembles appearing in random matrix theory. In the CβE, see e.g. Forrester [2010], the
joint law of the eigenvalues (eiθ1 , . . . , eiθn) is given by
1
Cn,β
∏
j<ℓ
∣∣∣eiθj − eiθℓ ∣∣∣β n∏
j=1
dθj, (2.19)
where dθj is the Lebesgue measure on [−π, π]. The normalization constant Cn,β is known:
Cn,β := (2π)
nΓ(
β
2n+ 1)
Γ(β2 + 1)
n
. (2.20)
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In this section, the central role is played by the point process Qn,β, defined as the push-
forward of the density in (2.19) by the map
(θ1, . . . , θn) 7→
(
nθ1
2π
, . . . ,
nθn
2π
)
.
The realizations of Qn,β are point configurations in Λn = [−n2 , n2 ], that we will use as finite
window approximations of Sineβ. It can be equivalently defined as follows.
Definition 2.5 (Periodic logarithmic interaction). For any n ≥ 1, we set
gn(x) :=
− log
∣∣∣∣2 sin(πxn
)∣∣∣∣ if x ∈ R \ {0}
0 if x = 0
. (2.21)
For any γ ∈ Conf(R), we introduce the interaction energy
H
n−per
Λ (γ) :=
1
2
∫∫
gn(x− y)dγ⊗2Λ . (2.22)
Definition 2.6 (The canonical Gibbs measure of the finite periodic log-gas). For any
β > 0, we consider the point process of n points in Λn given by
Qn,β(dγ) :=
1
Zn,β
e−β H
n−per
Λn
(γ)Bn,Λn(dγ), (2.23)
where the partition function is given by, see (2.20),
Zn,β :=
∫
e−βH
n−per
Λn
(γ)Bn,Λn(dγ) =
Cn,β
(2π)n
=
Γ(β2n+ 1)
Γ(β2 + 1)
n
. (2.24)
The probability measure Qn,β can be taken as a model of a finite log-gas: (2.23) gives
a rigorous meaning to the informal definition (1.1). Let us emphasize that the choice of a
periodic logarithmic potential is not the usual one, but it is more convenient for us, and
yields the same microscopic limit.
2.2.2 Gibbs kernels (periodic setting)
We introduce the following notation, which should be compared to Definition 2.2. We
add the superscript n− per, in order to stress the fact that the n-periodic logarithmic
interaction is used.
Definition 2.7.
(Move function) Mn−perΛ,Λp (η, γ) :=
∫∫
gn(x− y) d(ηΛ − γΛ)⊗ γΛp\Λ (2.25)
(Normalization) Zn−perΛ,Λp (γ) :=
∫
e
−β(Hn−per
Λ
(η)+Mn−per
Λ,Λp
(η,γ))
B|γΛ|,Λ(dη) (2.26)
(Gibbs kernel) Gn−perΛ,Λp (dη, γ) :=
1
Zn−perΛ,Λp (γ)
e
−β(Hn−per
Λ
(η)+Mn−per
Λ,Λp
(η,γ))
B|γΛ|,Λ(dη). (2.27)
We moreover use the notation,
fn−perΛ,Λp (γ) :=
∫
f(η ∪ γΛp\Λ)Gn−perΛ,Λp (dη, γ). (2.28)
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2.2.3 DLR equations for the Circular ensemble
The first step towards the canonical DLR equations (2.18) is the following result.
Proposition 2.8 (canonical DLR equations for the finite log-gas). For any bounded Borel
set Λ ⊂ Λn and any bounded Borel function f : Conf(Λn)→ R, we have
EQn,β(f − fn−perΛ,Λn ) = 0. (2.29)
Proof. Let us write for convenience Λc := Λn \ Λ. The definitions (2.27)–(2.23) of fn−perΛ,Λn
and Qn,β yield
Zn,β EQn,β(f
n−per
Λ,Λn
)
=
∫∫
f(η ∪ γΛc) 1
Zn−perΛ,Λn (γ)
e−β(H
n−per
Λ
(η)+Mn−per
Λ,Λn
(η,γ))e−βH
n−per
Λn
(γ)B|γΛ|,Λ(dη)Bn,Λn(dγ).
Next, we use the following algebraic identity: for any η ∈ Conf(Λ),
H
n−per
Λn
(γ) + Mn−perΛ,Λn (η, γ) + H
n−per
Λ (η) = H
n−per
Λn
(η ∪ γΛc) + Hn−perΛ (γ). (2.30)
It can be easily checked from the definitions; indeed, using the informal notation “×” for
“interact with”, we can write
(η ∪ γΛc)×2 = η×2 + γ×2Λc + 2 · η × γΛc
γ×2 = (γΛ ∪ γΛc)×2 = γ×2Λ + γ×2Λc + 2 · γΛ × γΛc ,
and substracting the second line from the first one, we obtain (2.30). Combined with the
relation,
Zn−perΛ,Λn (γ) = Z
n−per
Λ,Λn
(η ∪ γΛc) e−βMΛ,Λn (η,γ) = Zn−perΛ,Λn (η ∪ γΛc) eβMΛ,Λn (γ,η ∪γΛc),
this yields
Zn,β EQn,β(f
n−per
Λ,Λn
) =
∫∫
f(η ∪ γΛc)
1
Zn−perΛ,Λn (η ∪ γΛc)
× e−β(Hn−perΛn (η ∪γΛc )+MΛ,Λn (γ,η∪γΛc )+Hn−perΛ (γ))B|γΛ|,Λ(dη)Bn,Λn(dγ).
Making the change of variables (η, γ) 7→ (ζ, ξ) with ξ := η ∪ γΛc and ζ := γΛ, we obtain
Zn,β EQn,β(f
n−per
Λ,Λn
)
=
∫∫
f(ξ)
1
Zn−perΛ,Λn (ξ)
e−β(H
n−per
Λn
(ξ)+MΛ,Λn (ζ,ξ)+H
n−per
Λ
(ζ))B|ξΛ|,Λ(dζ)Bn,Λn(dξ)
= Zn,β EQn,β(f),
and the proposition is proved.
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2.2.4 Local convergence of the circular ensembles to Sine-beta
As mentioned in the introduction, the point process Qn,β is known to converge towards
Sineβ as n → ∞. This convergence was first studied by Killip and Stoiciu [2009]. They
have shown that for any C∞ function ψ : R→ R with compact support,
lim
n→∞
EQn,β
[
exp
(∫
ψ dγ
)]
= ESineβ
[
exp
(∫
ψ dγ
)]
. (2.31)
To be more precise, the limiting process was called CβE in [Killip and Stoiciu, 2009];
almost at the same time, Valkó and Virág [2009] have shown a similar result for the bulk
limit of the Gaussian β-ensemble, with a limiting process called Sineβ. A bit later, it has
been observed that Sineβ and CβE are identical, so that the result from [Killip and Stoiciu,
2009] can now be stated under the form (2.31); see [Nakano, 2014, Corollary 1.7] or
[Valkó and Virág, 2017, Theorem 28]. For our purpose, we will need a slightly stronger
convergence result that we state in the next proposition.
Proposition 2.9. The sequence of point processes (Qn,β)n≥1 converges to Sineβ in the
topology of local convergence: for any bounded, Borel and local test function ϕ : Conf(R)→
R, we have
lim
n→∞
EQn,β [ϕ] = ESineβ [ϕ].
Proof. The convergence (2.31) implies the weak convergence Qn,β → Sineβ, see [Killip and Stoiciu,
2009, Definition 1.2 and 1.3] and [Daley and Vere-Jones, 2008, Proposition 11.1.VIII].
Now, we show that the sequence (Qn,β)n≥1 has an accumulation point in the local
topology. Indeed, consider the relative entropy of two point processes P,Q defined by
I(P |Q) :=
∫
log
dP
dQ
dP
when P has a density with respect to Q and set I(P |Q) := +∞ otherwise. Let ΠΛn be
the Poisson point process of intensity 1 on Λn. According to [Georgii and Zessin, 1993,
Proposition 2.6], it is enough to check that
sup
n∈N∗
1
n
I(Qn,β|ΠΛn) <∞. (2.32)
One can compute explicitly
I(Qn,β|ΠΛn) =
∫
log
dQn,β
dBn,Λn
dQn,β +
∫
log
dBn,Λn
dΠΛn
dQn,β
= − logZn,β − β EQn,β
[
H
n−per
Λn
(γ)
]
− log
(
e−n
nn
n!
)
.
Recalling (2.24) and using Stirling formula, we see that
lim
n→∞
1
n
logZn,β − β
2
log
n
2π
(2.33)
exists and is finite. Moreover,
EQn,β
[
H
n−per
Λn
(γ)
]
=
1
Zn,β
∫
H
n−per
Λn
(γ)e−βH
n−per
Λn
(γ)Bn,Λn(dγ)
= − d
dβ
logZn,β = − d
dβ
log
Γ(β2n+ 1)
Γ(β2 + 1)
n
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which yields that
1
n
EQn,β
[
H
n−per
Λn
(γ)
]
+
1
2
log
n
2π
= −1
2
ψ
(
β
2
n+ 1
)
+
1
2
ψ
(
β
2
+ 1
)
+
1
2
log n− 1
2
log(2π),
with ψ(x) := (log Γ(x))′ the so-called digamma function. Moreover using that, ψ(x) =
log x− 12x + o
(
1
x
)
as x→∞, see [Abramowitz and Stegun, 1964, 6.3.18], we obtain that
log n− ψ(β2n+ 1) remains bounded. We get
sup
n
∣∣∣∣ 1nEQn,β
[
H
n−per
Λn
(γ)
]
+
1
2
log
n
2π
∣∣∣∣ < +∞. (2.34)
Putting (2.33) and (2.34) together, we obtain (2.32), which proves the claim.
Finally, since the convergence in the local topology is stronger than the weak con-
vergence of point processes, see [Georgii and Zessin, 1993, Section 2.1], any accumulation
point of (Qn,β)n≥1 has to be Sineβ and the proof of the Proposition is complete.
2.3 From the finite, periodic DLR equations to Theorem 2.1 (C*)
To prove Theorem 2.1 (C*), namely that
ESineβ (f − fΛ,R) = 0,
we start from Proposition 2.8
EQn,β(f − fn−perΛ,Λn ) = 0,
use the convergence of Qn,β to Sineβ as expressed by Proposition 2.9, and perform several
approximations.
⋄ First, we show that one can replace fn−perΛ,Λn by f
n−per
Λ,Λp
in the DLR equations for Qn,β.
The contribution of the exterior configuration is indeed negligible when forgetting
about the configuration in Λn \ Λp.
⋄ Next, we prove that one can further replace fn−perΛ,Λp by fΛ,Λp , which means we can
replace the periodic logarithmic interaction by the usual one up to negligible terms.
⋄ Finally, we let n→∞ and replace Qn,β by Sineβ, using Proposition 2.9. Moreover,
we replace fΛ,Λp by fΛ,R in the remaining DLR equations.
This shall complete the proof of Theorem 2.1 up to the proof of technical estimates
on the discrepancy, which will be deferred to Section 2.5; preliminary material for proving
these estimates is provided in Section 2.4.
2.3.1 Step 1: Truncation errors in the periodic DLR setting
The DLR equations (2.29) obtained for Qn,β involve the Gibbs kernel f
n−per
Λ,Λn
, defined in
(2.27), where the index n appears twice: as the period of the interaction, and as the size
of the window. The following estimate allows us to decouple size and period.
Proposition 2.10 (Truncation error, periodic case). Let ε > 0. For any p large enough
(depending on Λ, ε), for any n ≥ p, and for any bounded measurable test function f on
Conf(R), we have ∣∣∣EQn,β(fn−perΛ,Λn − fn−perΛ,Λp )∣∣∣ ≤ ε‖f‖∞ .
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The only difference between fn−perΛ,Λn and f
n−per
Λ,Λp
lies in the size of the exterior config-
uration that is taken into account. To prove Proposition 2.10, we thus need to control
the difference of periodic move functions over different large windows. This motivates the
following definition.
Definition 2.11 (Configurations with small truncation error). For any δ > 0, we denote
by An−perΛ,Λp (δ) the set
A
n−per
Λ,Λp
(δ) :=
γ ∈ Conf(R) : supη∈Conf(Λ)
|η|=|γΛ|
∣∣∣Mn−perΛ,Λn (η, γ) −Mn−perΛ,Λp (η, γ)∣∣∣ ≤ δ
 . (2.35)
In plain words, if γ belongs to An−perΛ,Λp (δ), then we can change γΛ into any other con-
figuration η in Λ with the same number of points, and the energy cost of this operation
as felt by the points in Λn\Λp is always less than δ. The main ingredient for the proof of
Proposition 2.10 is that An−perΛ,Λp (δ) has large probability under Qn,β.
Lemma 2.12 (The truncation error is often small, finite case). For any ε, δ > 0, we have
Qn,β
(
A
n−per
Λ,Λp
(δ)
)
≥ 1− ε
provided that p ≤ n are large enough, depending on ε, δ,Λ.
Roughly speaking “the far exterior does not count”. This would be obvious for a short-
ranged interaction, but in the case of the logarithm we need to show that some effective
cancellations occur. The proof of Lemma 2.12 is deferred to Section 2.5.2, and we now
prove Proposition 2.10, using Lemma 2.12
Proof of Proposition 2.10. For any γ ∈ An−perΛ,Λp (δ) and η ∈ Conf(Λ) satisfying |η| = |γΛ|,
|Zn−perΛ,Λp (γ)− Z
n−per
Λ,Λn
(γ)| ≤ (eβδ − 1)Zn−perΛ,Λp (γ).
Then, writing Λc := Λn \ Λ for convenience, we have for any γ ∈ An−perΛ,Λp (δ),∣∣∣fn−perΛ,Λn (γ)− fn−perΛ,Λp (γ)∣∣∣
=
∣∣∣∣∫ f(η ∪ γΛc)Gn−perΛ,Λn (dη, γ) −
∫
f(η ∪ γΛc)Gn−perΛ,Λp (dη, γ)
∣∣∣∣
≤
∣∣∣∣∫ f(η ∪ γΛc)(e−β(Mn−perΛ,Λn (η,γ)−Mn−perΛ,Λp (η,γ)) − 1) Gn−perΛ,Λp (dη, γ)
∣∣∣∣
+
∣∣∣∣∣∣
∫
f(η ∪ γΛc)
Zn−perΛ,Λp (γ) − Zn−perΛ,Λn (γ)
Zn−perΛ,Λn (γ)
 Gn−perΛ,Λn (dη, γ)
∣∣∣∣∣∣
≤ (eβδ − 1)
∫
|f(η ∪ γΛc)|Gn−perΛ,Λp (dη, γ) + (e2βδ − 1)
∫
|f(η ∪ γΛc)|Gn−perΛ,Λn (dη, γ)
≤ 2(eβδ − 1)‖f‖∞.
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Given ε > 0, assume that δ satisfies 2(eβδ − 1) ≤ ε and assume further that p ≤ n are
large enough so that Qn,β(A
n−per
Λ,Λp
(δ)) ≥ 1 − ε, which is possible thanks to Lemma 2.12.
By using that ‖fn−perΛ,Λp ‖∞ ≤ ‖f‖∞ for any p ≤ n, we thus obtain∣∣∣EQn,β(fn−perΛ,Λn − fn−perΛ,Λp )∣∣∣ ≤
∣∣∣∣EQn,β((fn−perΛ,Λn − fn−perΛ,Λp )1AnΛ,Λp (δ))
∣∣∣∣
+ 2‖f‖∞Qn,β
(
Conf(R) \ AnΛ,Λp(δ)
)
≤ 3ε‖f‖∞
and the lemma follows since ε is arbitrary.
2.3.2 Step 2: From periodic to non-periodic interaction
Next, we show that one can replace the periodic potential gn by the logarithmic potential
g at a small cost.
Proposition 2.13 (From periodic to non-periodic potentials). Let ε > 0. We have∣∣∣EQn,β(fΛ,Λp − fn−perΛ,Λp )∣∣∣ ≤ ε‖f‖∞,
provided that p is large enough (depending on Λ, ε) and n ≥ p is large enough (depending
on p).
This is fairly intuitive: in the Gibbs kernel fΛ,Λp, all the interactions take place between
points that are at distance at most p. The precise value of the period n of the interaction
is thus not really important, because for |x| ≤ p≪ n, we have
log
∣∣∣∣sin(πxn )
∣∣∣∣ ≈ log ∣∣∣∣πxn
∣∣∣∣ ≈ log |x|,
up to an additive constant in the energy, which is irrelevant for a Gibbs specification. The
only issue is that this approximation comes with a certain negligible cost for each pair
of points, so the main ingredient that we will use in the proof of Proposition 2.13 is the
fact that it is unlikely under Qn,β to have too many points in a given bounded set. More
precisely, if we set
Bp :=
{
γ ∈ Conf(R) : |γΛ| ≤ p, |γΛp | ≤ p2
}
,
the following estimate holds true.
Lemma 2.14 (No overcrowding). For any ε > 0, for p large enough (depending on Λ, ε),
and for n ≥ p, we have
Qn,β (Bp ) ≥ 1− ε.
The proof of Lemma 2.14 is deferred to Section 2.4.3, and we now prove Proposition
2.13 using Lemma 2.14.
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Proof of Proposition 2.13. Let δ > 0. For any n large enough (depending on δ and p) we
have, for any x, y ∈ Λp,∣∣∣∣gn(x− y) + log 2πn − g(x− y)
∣∣∣∣ =
∣∣∣∣∣log
∣∣∣∣∣2 sin
π(x−y)
n
2π(x−y)
n
∣∣∣∣∣
∣∣∣∣∣ ≤ δp3 .
Let γ ∈ Bp and η ∈ Conf(Λ) satisfying |η| = |γΛ|. Then, for n large enough (depending on
δ, p), ∣∣∣∣Hn−perΛ (η) + 12 |γΛ|2 log 2πn − HΛ(η)
∣∣∣∣ ≤ δp3
∫
dγ⊗2Λ ≤
δ
p
≤ δ (2.36)∣∣∣Mn−perΛ,Λp (η, γ)−MΛ,Λp(η, γ)∣∣∣ ≤ δp3 2|γΛ|
∫
dγΛp\Λ ≤ 2δ, (2.37)
where we used for the second string of inequalities that |η| = |γΛ|. It follows,∣∣Zn−perΛ,Λp (γ) e−β2 |γΛ|2 log 2πn − ZΛ,Λp(γ)∣∣ ≤ (e3βδ − 1)ZΛ,Λp(γ).
Moreover, by writing
fn−perΛ,Λp (γ) =
∫
f(η ∪ γΛ)
Zn−perΛ,Λp (γ) e
−β
2
|γΛ|2 log
2π
n
e
−β(Hn−per
Λ
(η)+ 1
2
|γΛ|
2 log 2π
n
+Mn−per
Λ,Λp
(η,γ))
B|γΛ|,Λ(dη)
and using again (2.36)–(2.37) together with Lemma 2.14, the proposition is obtained by
following the same lines than in the proof of Proposition 2.10.
2.3.3 Step 3: Truncation errors in the infinite DLR setting
The results of this section are valid not only for Sineβ, but for any stationary point process
P on R with finite expected renormalized energy EP [W(γ)]. We refer the reader to Section
2.4 for a precise definition but for now it is enough to keep in mind that ESineβ [W(γ)] <∞.
Lemma 2.15 (Definiteness of the move functions, infinite case). Let P be a stationary
point process on R satisfying EP [W(γ)] < ∞. Then, for P -a.e. γ ∈ Conf(R) and every
η ∈ Gconf(Λ) satisfying |η| = |γΛ|, the limit
MΛ,R(η, γ) = limp→∞
MΛ,Λp(η, γ)
exists and is finite, and the convergence is uniform for such η’s.
Lemma 2.15 is proven in Section 2.5.3
We now state a result concerning the truncation error in the infinite, non-periodic
setting.
Proposition 2.16 (Truncation error, infinite setting). Let P be a stationary point process
on R satisfying EP [W(γ)] <∞ and let ε > 0. For any p large enough (depending on Λ, ε,
and P ), for any bounded measurable function f , we have∣∣∣EP (fΛ,R − fΛ,Λp)∣∣∣ ≤ ε‖f‖∞ .
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Proposition 2.16 should be compared to Proposition 2.10. As for the proof of the
latter, we rely on a result saying that the truncation error is often small.
The following definition is the counterpart of Definition 2.11 in the infinite setting.
Definition 2.17 (Infinite configurations with small truncation error). For any δ > 0, set
AΛ,Λp(δ) :=
γ ∈ Conf(R) : supη∈Conf(Λ)
|η|=|γΛ|
∣∣∣MΛ,R(η, γ)−MΛ,Λp(η, γ)∣∣∣ ≤ δ
 .
Lemma 2.18 (The truncation error is often small, infinite case). For any ε, δ > 0, we
have for every p large enough (depending on P, ε, δ,Λ),
P
(
AΛ,Λp(δ)
)
≥ 1− ε. (2.38)
Lemma 2.18 is the counterpart of Lemma 2.12 in the infinite, non-periodic setting. Its
proof is postponed to Section 2.5.3.
Proof of Proposition 2.16. Using Lemma 2.18, the proposition is obtained exactly as in
the proof of Proposition 2.10.
2.3.4 Proof of the canonical DLR equations
We may now give the proof of the canonical DLR equations for Sineβ.
Proof of Theorem 2.1 (C*). Let ε > 0 and f be a bounded Borel local function on Conf(R).
We write,
∣∣∣ESineβ (f − fΛ,R)∣∣∣ ≤ ∣∣∣ESineβ (f)− EQn,β(f)∣∣∣ (A)
+
∣∣∣EQn,β(f − fn−perΛ,Λn )∣∣∣ (B)
+
∣∣∣EQn,β(fn−perΛ,Λn )− EQn,β(fn−perΛ,Λp )∣∣∣ (C)
+
∣∣∣EQn,β(fn−perΛ,Λp )− EQn,β(fΛ,Λp)∣∣∣ (D)
+
∣∣∣EQn,β(fΛ,Λp)− ESineβ(fΛ,Λp)∣∣∣ (E)
+
∣∣ESineβ (fΛ,Λp − fΛ,R)∣∣. (F)
Proposition 2.8 states that (B) = 0, Proposition 2.10 that (C) ≤ ε‖f‖∞, Proposition 2.13
that (D) ≤ ε‖f‖∞, and Proposition 2.16 that (F) ≤ ε‖f‖∞, provided that p is chosen
large enough (depending on Λ, ε) and n is large enough (depending on p). Moreover, since
f and fΛ,Λp are both bounded Borel local functions, it follows from Proposition 2.9, that
(A) and (E) can be made arbitrary small provided that n is large enough (depending on
f,Λ, p), and the proof is complete under the extra assumption that f is a local function.
In order to extend the result to arbitrary, possibly non local, bounded Borel functions,
we proceed as follows. LetM be the class of all measurable events A such that 1A satisfies
the DLR equations, and let Π be the class of all measurable events A which are local in
the sense that 1A is a local function as above. So far, we have proven that Π ⊂ M. We
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want to prove that M is the whole Borel σ-algebra. The set Π is clearly stable under
finite intersections. Moreover, we can check that M is a monotone class, using monotone
convergence and the linearity of DLR equations. By the monotone class theorem, M
contains σ(Π), the σ-algebra generated by Π. Next, consider the countable collection of
open sets {γ ∈ Conf(R) : |γ ∩ (a, b)| < c}a,b,c∈Q ⊂ Π, which generate the topology of
Conf(R). Since this collection is countable the σ-algebra it generates, which is included in
σ(Π), is the whole Borel σ-algebra. This finally shows thatM is the whole Borel σ-algebra
of Conf(R), and we have thus obtained the DLR equations for any indicator function of
a Borel subset of Conf(R), which by linearity the DLR equations extends to every simple
function, and finally, by density, to every bounded measurable function.
2.4 Renormalized energy and discrepancy estimates
2.4.1 Renormalized energy
We gather here the definition of the renormalized energy, which is a way to define the
logarithmic energy of an infinite point configuration, and some useful properties. A first
version of this object was introduced by Sandier and Serfaty [2012] but we use here the
variation introduced in [Petrache and Serfaty, 2017]. In the present work, we do not work
directly with the energy, we mostly make use of the connection between the renormalized
energy and discrepancy estimates, as explained in the next paragraph.
The following definitions can be found, with more details and justification for existence,
e.g. in [Leblé and Serfaty, 2017, Section 2.6].
Definition 2.19 (Compatible electric fields). For any γ ∈ Conf(R), a vector field E :
R2 → R2 is said to be an electric field compatible with γ, and we write E ∈ Comp(γ), if it
satisfies:
−divE = 2π(γ − δR),
in the sense of distributions, where by definition, the action of the measure δR on a smooth
and compactly supported function ϕ : R2 → R is ∫R ϕ(·, 0)dx.
Definition 2.20 (Renormalized energy of an infinite point configuration). Given any
configuration γ ∈ Conf(R) and E ∈ Comp(γ), we first consider for any η ∈ (0, 1) the
regularized field Eη: we set for any z = (x, y) ∈ R2,
Eη(z) := E(z) +
∑
p∈γ
∇fη(x− p, y), where fη(z) := 1|z|≥η log
∣∣∣∣zη
∣∣∣∣ for z ∈ R2.
Then, the renormalized energy of γ is defined by
W(γ) := inf
E∈Comp(γ)
{
lim
η→0
(
lim sup
R→∞
1
R
∫
[−R,R]×R
|Eη(x, y)|2dxdy
)
+ 2π log η
}
.
For a periodic configuration, the renormalized energy can be computed explicitly in
terms of the periodic logarithmic energy of the configuration in a fundamental domain.
Proposition 2.21 (Energy of a periodic point configuration). Given a configuration γ
of n distinct points γ := {γ1, . . . , γn} ∈ Conf(Λn), let γn−per ∈ Conf(R) be the n-periodic
configuration defined by
γn−per :=
⋃
k1,...,kn∈Z
{
γ1 + k1n, . . . , γn + knn
}
.
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Then, we have
W(γn−per) =
π
n
(
2Hn−perΛn (γ) + n log
n
2π
)
.
Proof. We refer to [Petrache and Serfaty, 2017, Proposition 1.5, d = 1] or [Borodin and Serfaty,
2013, Proposition 2.10]
2.4.2 Discrepancy estimates
We introduce an important quantity for our purpose: the discrepancy, as well as bounds
on the average discrepancy for log-gases.
Definition 2.22 (Discrepancy). The discrepancy of γ ∈ Conf(R) relative to a bounded
Borel set Λ ⊂ R of Lebesgue measure |Λ| is defined by
DiscrΛ(γ) := |γΛ| − |Λ|.
A crucial fact for our purpose is that a bound on the renormalized energy translates
into a discrepancy estimate, see e.g. [Leblé and Serfaty, 2017, Section 3.2].
Lemma 2.23 (Energy bound yields discrepancy estimate). There exists C > 0 such that,
for any stationary point process P on R satisfying EP [W(γ)] <∞ and any bounded Borel
set Λ ⊂ R, we have
EP
[
Discr2Λ(γ)
]
≤ C (C + EP [W(γ)]) |Λ|. (2.39)
Proof. This is [Leblé and Serfaty, 2017, Lemma 3.2].
In particular, for the periodic log-gas Qn,β, we obtain the following bound.
Lemma 2.24. There exists a constant Cβ > 0 depending on β only such that, for any
bounded Borel set Λ ⊂ R, and n ≥ 1 large enough so that Λ ⊂ Λn, we have
EQn,β
[
Discr2Λ(γ)
]
≤ Cβ|Λ| and EQn,β
[
|γΛ|2
]
≤ 2|Λ|(Cβ + |Λ|).
Proof. As Qn,β is the law of a stationary point process, one can apply Lemma 2.23 together
with Proposition 2.21 to obtain, provided that Λ ⊂ Λn,
EQn,β
[
Discr2Λ(γ)
]
= EQn,β
[
Discr2Λ(γ
n−per)
]
≤ C
(
C +
π
n
EQn,β
[
2Hn−perΛn (γ) + n log
n
2π
])
|Λ|.
Using (2.34), the first inequality follows. The second inequality is obtained from the first
one by writing
EQn,β
[
|γΛ|2
]
≤ 2
(
EQn,β
[
Discr2Λ(γ)
]
+ |Λ|2
)
.
We will also use the following asymptotic behavior for the discrepancy.
Lemma 2.25. If γ ∈ Conf(R) satisfies W(γ) <∞ then, as k →∞,
Discr[0,k](γ) = o(k).
Proof. This is a consequence of [Petrache and Serfaty, 2017, Lemma 2.1].
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2.4.3 Proof of Lemma 2.14
An easy consequence of Lemma 2.24 is the following.
Proof of Lemma 2.14. Lemma 2.24 and Markov inequality yield the existence of CΛ > 0
such that, for any 1 ≤ p ≤ n and n large enough so that Λ ⊂ Λn,
Qn,β(Conf(R) \ Bp) ≤ Qn,β(|γΛ| > p) +Qn,β(|γΛp | > p2)
≤ 1
p2
EQn,β(|γΛ|2) +
1
p4
EQn,β(|γΛp |2) ≤
CΛ
p2
,
and the lemma follows.
2.5 Auxiliary proofs
We now provide proofs for Lemmas 2.12, 2.15, and 2.18.
In this section, we always assume p ≥ n are large enough so that 3Λ ⊂ Λp ⊂ Λn. We
use the following notation:
⋄ The distance of x ∈ R to a subset Λ ⊂ R is dist(x,Λ) := infy∈Λ |x − y|, and the
distance from a subset I ⊂ R to Λ is dist(I,Λ) := infx∈I dist(x,Λ).
⋄ For any γ1, γ2 ∈ Gconf(R) with |γ1| = |γ2| =M <∞, say γj =
∑M
i=1 δγi
j
, we set
W1(γ1, γ2) := inf
σ∈SM
M∑
i=1
|γi1 − γσ(i)2 | (2.40)
where SM is the set of permutations of {1, . . . ,M}. Note that the definition does
not depend on the indexing.
⋄ We denote by Leb the Lebesgue measure of R and by LebΛ its restriction to Λ ⊂ R.
2.5.1 Intermediary results
Lemma 2.26 (The electrostatic potential generated when moving points). Take any con-
figurations γ in Conf(R) and η in Gconf(Λ) such that |η| = |γΛ|. Recalling the definitions
(2.7) and (2.21), we set for convenience
Ψn := gn ∗ (η − γΛ), Ψ := g ∗ (η − γΛ). (2.41)
Given ε > 0, the following holds true for p large enough (depending on ε) and n large
enough (depending on p).
(a) ∣∣∣∣∣
∫
Λp
Ψ(s)ds
∣∣∣∣∣ ≤ εW1(η, γΛ)
(b) ∣∣∣∣∣
∫
Λn\Λp
Ψn(s)ds
∣∣∣∣∣ ≤ ε(W1(η, γΛ) + |γΛ|).
(c) For any x ∈ Λn \ Λp,
|Ψn(x)| ≤ W1(η, γΛ)
dist(x,Λ)
and |Ψ′n(x)| ≤
8W1(η, γΛ)
dist(x,Λ)2
.
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(d) For any x ∈ R \ Λp,
|Ψ(x)| ≤ W1(η, γΛ)
dist(x,Λ)
and |Ψ′(x)| ≤ 8W1(η, γΛ)
dist(x,Λ)2
.
Proof. Let us enumerate the configurations as γΛ =
∑M
i=1 δγi and η =
∑M
i=1 δηi . To prove
(a), we start by writing
∫
Λp
Ψ(s)ds =
M∑
i=1
∫
Λp
(
log |γi − s| − log |ηi − s|
)
ds.
Now, set
V(t) :=
∫ 1
−1
− log |t− s|ds = (1 + t) log(1 + t) + (1− t) log(1− t).
and let k > 0 be fixed so that Λ ⊂ Λk. We obtain, by a linear change of variables sending
[−1, 1] on Λp = [−p2 , p2 ]:∣∣∣∣∣
∫
Λp
Ψ(s)ds
∣∣∣∣∣ =
∣∣∣∣∣p2
M∑
i=1
(
V
(
2ηi
p
)
− V
(
2γi
p
))∣∣∣∣∣ ≤ sup
[− k
p
, k
p
]
|V′|
M∑
i=1
|ηi − γi|.
Since V′ is continuous near the origin, since V′(0) = 0 and since the enumeration of η and
γΛ is arbitrary, (a) follows by taking p large enough, depending on Λ and ε.
We now turn to (b). Since gn ∗ LebΛn = 0 on Λn, see e.g. [Borodin and Serfaty, 2013,
Equation (2.49)], we have ∫
Ψn LebΛn\Λp = −
∫
Ψn LebΛp .
For any fixed p, we have for n large enough and for any x, y ∈ Λp,∣∣∣∣gn(x− y) + log(2πn
)
− g(x− y)
∣∣∣∣ =
∣∣∣∣∣log
∣∣∣∣∣2 sin
π(x−y)
n
2π(x−y)
n
∣∣∣∣∣
∣∣∣∣∣ ≤ 1p2 . (2.42)
We may thus write∣∣∣∣∫ Ψn LebΛn\Λp∣∣∣∣ = ∣∣∣∣∫ Ψn LebΛp∣∣∣∣ ≤ ∣∣∣∣∫ ΨLebΛp∣∣∣∣+ |γΛ|pp2 ,
where we have used the fact that η and γΛ have the same number of points, hence the
contribution of the constant term log
(
2π
n
)
in (2.42) vanishes. Using point (a) of the
present lemma, we obtain∣∣∣∣∫ Ψn LebΛn\Λp∣∣∣∣ ≤ ε (W1(η, γΛ) + |γΛ|) ,
for p large enough (depending on Λ, ε) and n large enough (depending on p).
Finally, we prove (c) and (d). For any x ∈ Λn\Λp, by applying the mean value theorem
to gn(x− ·) between ηi and γi, we obtain
|gn(x− ηi)− gn(x− γi)| ≤ |ηi − γi|π
n
1
| tan (πn dist(x,Λ)) | ≤
|ηi − γi|
dist(x,Λ)
,
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and the first inequality of (c) is obtained by summing over i ∈ {1, . . . ,M}. We obtain
the second inequality of (c), as well as (d), by the same argument but using g′n, g and g
′
instead of gn respectively.
2.5.2 Proof of Lemma 2.12
We want to show that in the finite periodic model, with high probability, it is possible to
move the points in Λ at a small cost.
Proof of Lemma 2.12. In view of (2.41), and in order to obtain the controls on the move
functions from discrepancy estimates, it is convenient to work with “move functions with
background” defined by
M˜
n−per
Λ,Λp
(γ, η) :=
∫
Λp\Λ
Ψn d(γ − Leb). (2.43)
They are related to the usual move functions defined in (2.25) as follows:
M
n−per
Λ,Λp
(γ, η) = M˜n−perΛ,Λp (γ, η) +
∫
Λp\Λ
Ψn dLeb. (2.44)
Given any γ ∈ Conf(R), let us set for convenience,
E := sup
η∈Conf(Λ)
|η|=|γΛ|
∣∣∣Mn−perΛ,Λn (γ, η) −Mn−perΛ,Λp (γ, η)∣∣∣ ,
E˜ := sup
η∈Conf(Λ)
|η|=|γΛ|
∣∣∣M˜n−perΛ,Λn (γ, η) − M˜n−perΛ,Λp (γ, η)∣∣∣ .
Using (2.44) we see that
E ≤ E˜ + sup
η∈Conf(Λ)
|η|=|γΛ|
∣∣∣∣∣
∫
Λn\Λp
Ψn dLeb
∣∣∣∣∣ .
Using Lemma 2.26(b) and the fact that W1(η, γΛ) ≤ |Λ| |γΛ|, given any α > 0, we have, if
p is large enough (depending on Λ, α) and n is large enough (depending on p)
E ≤ E˜ + α|γΛ|.
Next, for any δ, L > 0, we have
Qn,β
(
Conf(R) \ An−perΛ,Λp (δ)
)
= Qn,β
(
E > δ
)
≤ Qn,β(E > δ, |γΛ| ≤ L) +Qn,β(|γΛ| > L)
≤ Qn,β(E˜ > δ − αL, |γΛ| ≤ L) +Qn,β(|γΛ| > L)
≤ 1
δ − αLEQn,β
[
E˜ 1|γΛ|≤L
]
+
1
L2
EQn,β [|γΛ|2].
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To prove the lemma, it is enough to show that, given any L > 0,
EQn,β
[
E˜1|γΛ|≤L
]
can be made arbitrarily small by taking first p, then n, large enough. Indeed, given
any δ > 0, by taking p, n, L large enough and α := δ/2L the lemma would follow from
Lemma 2.24.
To prove this claim, we split Λn \ Λp into the subintervals
Ij :=

(
j
2 ,
j+1
2
]
if j > 0[
j
2 ,
j+1
2
)
if j < 0,
so as to write
M˜
n−per
Λ,Λn
(γ, η) − M˜n−perΛ,Λp (γ, η) =
−p−1∑
j=−n
+
n−1∑
j=p
∫
Ij
Ψn d(γ − Leb). (2.45)
By applying the mean value theorem to Ψn and Lemma 2.26(c), we obtain for any x ∈ Ij ,∣∣∣∣Ψn(x)−Ψn ( j2
)∣∣∣∣ ≤ 8W1(η, γΛ)dist(x,Λ)2 ,
and thus, for any −n ≤ j < n,∣∣∣∣∣
∫
Ij
Ψn d(γ − Leb)−Ψn
(
j
2
)
DiscrIj(γ)
∣∣∣∣∣ ≤ 8W1(η, γΛ)dist(Ij ,Λ)2 (DiscrIj(γ) + 1).
Since p is arbitrarily large and Λ is fixed, there exists c > 0 such that, for any |j| ≥ p,
dist(Ij ,Λ) ≥ j
c
.
Combined with (2.45), we obtain∣∣∣∣∣∣M˜n−perΛ,Λn (γ, η) − M˜n−perΛ,Λp (γ, η) −
−p−1∑
j=−n
+
n−1∑
j=p
Ψn (j
2
)
DiscrIj(γ)
∣∣∣∣∣∣
≤ 8c2W1(η, γΛ)
−p−1∑
j=−n
+
n−1∑
j=p
 DiscrIj(γ) + 1
j2
. (2.46)
By performing a summation by parts, we can write
n−1∑
j=p
Ψn
(
j
2
)
DiscrIj(γ) = Ψn
(
n
2
)
Discr(0,n
2
](γ)−Ψn
(
p
2
)
Discr(0, p
2
](γ)
+
n−1∑
j=p
(
Ψn
(
j
2
)
−Ψn
(
j + 1
2
))
Discr(0, j+1
2
](γ). (2.47)
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Using again the mean value theorem and Lemma 2.26(c), we have∣∣∣∣∣∣
n−1∑
j=p
(
Ψn
(
j
2
)
−Ψn
(
j + 1
2
))
Discr(0, j+1
2
](γ)
∣∣∣∣∣∣ ≤ 8c2W1(η, γΛ)
n−1∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
(2.48)
and similar estimates holds for the sum where j ranges from −n to −p − 1. Moreover,
since x/dist(x,Λ) is bounded when x /∈ 2Λ, it follows from Lemma 2.26(c) that there
exists κ > 0 independent on η, γ such that
sup
x/∈2Λ
|xΨn(x)| ≤ κW1(η, γΛ). (2.49)
As a consequence, we obtain from (2.46)–(2.49),
∣∣∣M˜n−perΛ,Λn (γ, η)− M˜n−perΛ,Λp (γ, η)∣∣∣ ≤ 2κW1(η, γΛ)

∣∣∣Discr(0,n
2
](γ)
∣∣∣
n
+
∣∣∣Discr(0, p
2
](γ)
∣∣∣
p

+ 2κW1(η, γΛ)

∣∣∣Discr(−n
2
,0](γ)
∣∣∣
n
+
∣∣∣Discr(− p
2
,0](γ)
∣∣∣
p

+ 8c2W1(η, γΛ)
n−1∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
+
−p−1∑
j=−n
∣∣∣Discr( j+1
2
,0](γ)
∣∣∣
j2

+ 8c2W1(η, γΛ)
−p−1∑
j=−n
+
n−1∑
j=p
 DiscrIj (γ) + 1
j2
=:W1(η, γΛ) Errn,p(γ), (2.50)
Given any L > 0, we obtain from (2.50) and the upper bound W1(η, γΛ) ≤ |γΛ| |Λ| that
EQn,β
[
E˜ 1|γΛ|≤L
] ≤ L|Λ|EQn,β [Errn,p(γ)]. (2.51)
Finally, we use Cauchy-Schwarz inequality and Lemma 2.24, to obtain
EQn,β
( |Discr(0,n
2
](γ)|
n
)
≤
√
Cβ
2n
.
and
EQn,β
n−1∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
 ≤
√
Cβ
2
∞∑
j=p
√
j + 1
j2
,
and this yields that EQn,β
[
Errn,p(γ)
]
can be made arbitrarily small when p ≤ n are large
enough. The lemma follows from (2.51).
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2.5.3 Proof of Lemma 2.15 and Lemma 2.18
Proof. Let P be a stationary point process such that EP [W(γ)] <∞. We start by showing
that, for P -a.e. γ ∈ Conf(R) and η ∈ Gconf(Λ) such that |η| = |γΛ|, the sequence
{MΛ,Λp(η, γ)}p≥1 is a Cauchy sequence, thus proving Lemma 2.15.
As in the proof of Lemma 2.12, we introduce the move functions with a background,
M˜Λ,Λp(γ, η) :=
∫
Λp\Λ
Ψd(γ − Leb).
Since by definition,
MΛ,Λp(γ, η) = M˜Λ,Λp(γ, η) +
∫
Ψ LebΛp\Λ,
it follows from Lemma 2.26(a) that it is enough to show that {M˜Λ,Λp(η, γ)}p≥1 is a Cauchy
sequence, uniformly in η. For any m ≥ p, by following the same steps as in the proof of
Lemma 2.12, using estimates on Ψ instead of Ψn, we have with Errm,p(γ) defined in (2.50),∣∣∣M˜Λ,Λm(γ, η)− M˜Λ,Λp(γ, η)∣∣∣ ≤W1(η, γ) Errm,p(γ) ≤ |γΛ||Λ|Errm,p(γ). (2.52)
Now, using Lemma 2.23, we obtain
EP
 ∞∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
 ≤ √C(C + EP (W)) ∞∑
j=p
√
j + 1
j2
<∞
so that,
∞∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
< +∞ P -a.s
and in particular,
lim
p→∞
∞∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
= 0 P -a.s.
By similar arguments, we have
lim
p→∞
∞∑
j=p
|DiscrIj (γ)|+ 1
j2
= 0 P -a.s,
and the same holds true for the sums involving negative j’s. Moreover, since Lemma 2.25
yields that
lim
m→∞
∣∣∣Discr(0,m
2
](γ)
∣∣∣
m
= 0 P -a.s,
we have obtained that
lim
p→∞
lim
m→∞
Errm,p(γ) = 0 P -a.s
and our claim follows from (2.52).
Moreover, the previous estimates show that,∣∣∣M˜Λ,R(γ, η) − M˜Λ,Λp(γ, η)∣∣∣ ≤ |γΛ||Λ|Err∞,p(γ)
27
where
Err∞,p(γ) := 2κ

∣∣∣Discr(0, p
2
](γ)
∣∣∣
p
+
∣∣∣Discr(− p
2
,0](γ)
∣∣∣
p
 (2.53)
+ 8c2
 ∞∑
j=p
∣∣∣Discr(0, j+1
2
](γ)
∣∣∣
j2
+
−p−1∑
j=−∞
∣∣∣Discr( j+1
2
,0](γ)
∣∣∣
j2

+ 8c2
−p−1∑
j=−∞
+
∞∑
j=p
 DiscrIj(γ) + 1
j2
(2.54)
exists P -a.s. Now the proof of (2.38) is exactly the same as in Lemma 2.12 but using the
estimates on Ψ instead of Ψn.
3 Number-rigidity for solutions of canonical DLR equations
In this section we prove that Sineβ is number-rigid in the sense of Ghosh and Peres [2017],
that is part (A) of Theorem 1.1. In fact, we prove that any stationary process satisfying
(2.18) is number-rigid, which is the main result of this section. Recall that a point process
on R stands for a probability measure on Conf(R), and that a point process is stationary
when it is invariant under translations of the configurations γ 7→ γ + x := {x+ y : y ∈ γ}
for any x ∈ R . Recall also that fΛ,R was introduced in (2.16).
Definition 3.1 (Canonical DLR). Let us fix β > 0. We say that a stationary point
process P on R satisfies the canonical DLR equations if EP [W(γ)] <∞ and
EP (f − fΛ,R) = 0 (canonical DLR)
for every bounded Borel set Λ ⊂ R and every bounded Borel function f : Conf(R)→ R.
The assumption that P has finite renormalized energy EP [W(γ)] is here to ensure that
the move functions and thus fΛ,R are well-defined. Our goal is now to prove:
Theorem 3.2. If P is a stationary point process on R that satisfies canonical DLR, then
P is number-rigid.
Thus, Theorem 1.1(A) follows from Theorem 2.1(C*) and Theorem 3.2. As a con-
sequence of Theorem 1.1(A), Theorem 2.1(C*) upgrades to Theorem 1.1(C) and, since
Theorem 1.1(B) has already be proven in the previous section, the proof of our main
theorem is complete.
The proof of Theorem 3.2 is based on canonical and grand canonical descriptions of
a Gibbs point process via its Campbell measures. These descriptions have been studied
intensively in the seventies and eighties, see for instance [Georgii, 1979, Kozlov, 1976,
Nguyen and Zessin, 1979, Wakolbinger and Eder, 1984]. The proof goes by contradiction
and follows three steps:
Step 1: First, we show in Section 3.2 that any point process satisfying the canonical
DLR equations admits a canonical description via its Campbell measures, see Theorem 3.7.
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Step 2: Next, if we further assume that the process is ergodic and, for the sake of
contradiction, not number-rigid, then we show in Section 3.3 that this representation can
be extended into a grand canonical version, see Theorem 3.15.
Step 3: Finally, we show that the grand canonical representation yields a contradiction
because of the long range of the logarithmic interaction, see Section 3.5. Roughly speak-
ing, we use this representation to move points far away from the origin and show that the
configurations obtained should have a much larger weight than it is allowed.
It turns out these three steps can be performed in a much more general setting than
the one dimensional logarithmic interaction. This leads to a more general result than
Theorem 3.2 that we present in Section 3.5.7, see Theorem 3.18; we focused on the one
dimensional log-gas for the sake of the presentation.
Convention: For convenience, if xn = (x1, . . . , xn) ∈ Rn, given any γ ∈ Conf(R) with
an abuse of notation we write γ \xn (resp. γ∪xn, etc) instead of γ \{xn} (resp. γ∪{xn},
etc). Moreover, given γ ∈ Conf(R), the sum∑
xn⊂γ
means that we are summing over all ordered n-tuples of points from the configuration γ,
namely ∑
xn⊂γ
f(xn) =
∑
x1,...,xn∈γ
xi 6=xj for i6=j
f(x1, . . . , xn)
3.1 A first consequence of the canonical DLR equations
The following corollary will be useful in the sequel.
Corollary 3.3. Let P satisfy be a stationary point process on R that satisfies canonical DLR.
Then, for any disjoint bounded Borel sets B1, . . . , Bk ⊂ R with positive Lebesgue measure
and any integers n1, . . . , nk, we have
P
(|γB1 | = n1, . . . , |γBk | = nk) > 0.
In particular, Corollary 1.3 now follows from Theorem 2.1.
Proof. Set n :=
∑
j nj. Let Λ ⊂ R be a bounded Borel set so that Λ \ (B1 ∪ . . . ∪ Bk)
has positive Lebesgue measure and P (|γΛ| ≥ n) > 0. The latter is ensured as soon
as Λ is large enough since P is stationary and in particular EP |γ| = +∞. If we set
f(γ) :=
∏k
j=1 1|γBj |=nj , then by applying canonical DLR on Λ we have
P
(|γB1 | = n1, . . . , |γBk | = nk) = ∫ k∏
j=1
f({x1, . . . , x|γΛ|})ρΛc(x1, . . . , x|γΛ|)
|γΛ|∏
i=1
dxi P (dγ).
Now, if P
(|γB1 | = n1, . . . , |γBk | = nk) = 0, then for P -a.e. γ,∫ k∏
j=1
f({x1, . . . , x|γΛ|})ρΛc(x1, . . . , x|γΛ|)
|γΛ|∏
i=1
dxi = 0,
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but by the definition of ρΛc , see (2.3), this yields that |γΛ| < n for P -a.e γ, which is not
possible.
3.2 Campbell measures
In this section, we introduce the Campbell measures and prove that the canonical DLR
equations yield a result on the representation for these measures.
Definition 3.4 (Campbell measure). The Campbell measure of order n ≥ 1 of a point
process P on R is the measure C
(n)
P on R
n × Conf(R) defined by, for any positive Borel
test function f ,
C
(n)
P (f) :=
∫ ∑
xn⊂γ
f(xn, γ \ xn)P (dγ). (3.1)
The Campbell measure encodes the joint distribution of n typical points xn and their
neighborhood γ \ xn for a random configuration γ with law P . For example, in the case
of a Poisson point process Π of intensity measure ρ, the Campbell measure is given by
C
(n)
Π = ρ
⊗n ⊗Π,
which is known as the Slivnyak-Mecke Theorem, see e.g. [Moller and Waagepetersen,
2003, Section 3.2].
In the following, we need to introduce the following cost function.
Definition 3.5 (Cost of moving n points from 0 in γ). Let γ ∈ Conf(R) and take xn ⊂ γ.
We consider the cost of moving of the n-tuple (0, . . . , 0) to xn = (x1, . . . , xn) defined by
Cost(xn, γ) =
∑
i<j
g(xi − xj) + lim
p→∞
∫ p
−p
n∑
i=1
(
g(xi − y)− g(y)
)
γ(dy) (3.2)
provided the limit exists. Note that Cost(xn, γ) does not depend on the ordering of xn.
Remark 3.6. If P be a stationary process satisfying EP [W(γ)] < +∞, then the limit
(3.2) exists for P -a.e. γ and any xn (the proof is the same to that of Proposition 2.15).
The following theorem is a first description of the structure of Campbell measure for
point processes satisfying canonical DLR equations.
Theorem 3.7. Let P be a stationary point process on R satisfying canonical DLR. Then,
for every n ≥ 1, there exists a Borel measure Qn on Conf(R) such that C(n)P is absolutely
continuous with respect to Leb⊗n ⊗ Qn and has density
dC
(n)
P
dLeb⊗n ⊗ Qn
(xn, γ) = e
−βCost(xn,γ). (3.3)
Proof. Consider the tilted measure,
C˜
(n)
P := e
βCost C
(n)
P . (3.4)
It is thus enough to show that C˜
(n)
P = Leb
⊗n ⊗ Qn for some measure Qn on Conf(R).
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Let f : Rn×Conf(R)→ [0,∞) be a measurable function satisfying f(x, γ) = 0 as soon
as x /∈ K for some compact set K ⊂ Rd. Let Λ ⊂ R be a bounded Borel set such that
K ⊂ Λn. Using the definition (3.1), canonical DLR, and setting
FΛ(xn, η, γ) := HΛ(η) + MΛ,R(η, γ) − Cost(xn, η ∪ γΛc \ xn),
we find
C˜
(n)
P (f) =
∫ ∑
xn⊂γΛ
eβCost(xn,γ\xn)f(xn, γ \ xn)P (dγ)
=
∫ ∑
xn⊂η
eβCost(xn, η ∪ γΛc\xn)f(xn, (η \ xn) ∪ γΛc)
× 1
ZΛ,R(γ)
e−β(HΛ(η)+MΛ,R(η,γ))B|γΛ|,Λ(dη)P (dγ)
=
∫ ∑
xn⊂η
f(xn, (η \ xn) ∪ γΛc) e
−βFΛ(xn,η,γ)
ZΛ,R(γ)
B|γΛ|,Λ(dη)P (dγ)
=
∫
Bn,Λ(dxn)
∫ 1|γΛ|≥n |γΛ|!
(|γΛ| − n)!
f(xn, η˜ ∪ γΛc)
e−βFΛ(xn,η˜∪xn,γ)
ZΛ,R(γ)
B|γΛ|−n,Λ(dη˜)P (dγ)
where we made the change of variables η˜ := η \ xn. Since one can check by direct compu-
tation that the map
xn 7→ FΛ(xn, η˜ ∪ xn, γ) =: FΛ(η˜, γ),
is constant, we obtain the factorization
C˜
(n)
P (f) =
∫
f(xn, ζ)Leb
⊗n(dxn)Q
Λ
n (dζ) (3.5)
where the measure QΛn is defined for any measurable map g : Conf(R)→ [0,∞) by,∫
g(ζ)QΛn (dζ) :=
∫ 1|γΛ|≥n |γΛ|!
|Λ|n(|γΛ| − n)!
g(η˜ ∪ γΛc)
e−βFΛ(η˜,γ)
ZΛ,R(γ)
B|γΛ|−n,Λ(dη˜)P (dγ).
Finally, since (3.5) holds true after replacing Λ by any bounded Borel set Λ′ ⊃ Λ, we
obtain by taking f := 1Λn ⊗ g,∫
g(ζ)QΛn (dζ) =
∫
g(ζ)QΛ
′
n (dζ)
for any measurable map g : Conf(R)→ [0,∞), and thus Qn := QΛn does not depend on Λ.
3.3 Rigidity and ergodicity
We now provide a convenient characterization of number-rigidity. First, in the next lemma
we show that, when one wants to prove number-rigidity, it is enough to restrict to an
increasing countable family instead of all bounded measurable subsets Λ ⊂ R.
Lemma 3.8. Given any countable family (Bm)m≥1 of bounded Borel subsets of R satisfy-
ing ∪mBm = R, P is number-rigid if and only if, for any m ≥ 1, there exists a measurable
function NumberBm : Conf(B
c
m)→ N such that |γBm | = NumberBm(γBcm) P -a.s.
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Proof. Let Λ ⊂ R be measurable and bounded and m ≥ 1 such that Λ ⊂ Bm. If one
assumes that |γBm | is a measurable function of γBcm , then by writing |γΛ| = |γBm |−|γBm\Λ|
we see that |γΛ| coincides almost surely with a measurable function of γΛc .
Next, we need a few definitions.
Definition 3.9. For any bounded Borel set Λ and for a fixed γ, we introduce the event
Ext
γ
Λ :=
{
η ∈ Conf(R) : ηΛc = γΛc
}
of having the same exterior configuration than γ outside of Λ. We also need the event
HasPointsk,Λ :=
{
η ∈ Conf(R) : |ηΛ| = k
}
of having k ≥ 0 points in Λ and, given a point process P on R and n ≥ 1,
CanRmvPn,Λ :=
{
γ ∈ Conf(R) : ∃k ∈ N,
P
(
HasPointsk,Λ
∣∣∣ExtγΛ) > 0 and P (HasPointsk+n,Λ∣∣∣ExtγΛ) > 0}. (3.6)
The latter can be informally understood as the set of configurations γ for which, with
positive probability under P , it is possible to generate two configurations with a number
of points in Λ which differs by n, conditionally on having the same exterior configuration
given by γΛc . Formally, since we may have P (Ext
γ
Λ) = 0, one has to proceed more carefully.
Let us define FΛc as the σ-algebra generated by the random variables |γA|, for all Borel
subset A of Λc and consider the conditional expectation EP [1HasPointsk,Λ |FΛc ], which is a
FΛc-measurable random variable. It can be seen as a Borel function from Conf(Λ
c) to
[0, 1], and we set
P
(
HasPointsk,Λ
∣∣∣ExtγΛ) := EP [1HasPointsk,Λ |FΛc ](γΛc).
Finally, recalling that Λm := [−m2 , m2 ], we consider the events
CanRmvPn :=
⋃
m≥1
CanRmvPn,Λm
and the set of non-rigid configurations
CanRmvP∗ :=
⋃
n≥1
CanRmvPn . (3.7)
Proposition 3.10. A point process P on R is number-rigid if and only if P (CanRmvP∗ ) =
0.
Proof. First, let us assume that P is number-rigid, namely that for any bounded Borel set
Λ ⊂ R, there exists a measurable function NumberΛ : Conf(Λc)→ N such that
|γΛ| = NumberΛ(γΛc) for P -a.e. γ.
Then for any m ≥ 1, for P -a.e. γ and k 6= NumberΛm(γΛcm),
P
(
HasPointsk,Λm
∣∣ExtγΛm) = 0,
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and P (CanRmvPn,Λm) = 0 for any n ≥ 1, from which P (CanRmvP∗ ) = 0 follows.
Conversely, let us assume that P is not number-rigid. Then by Lemma 3.8 there exists
an integer m ≥ 1, two integers 0 ≤ k1 < k2, and an event E such that P (E) > 0 and, for
any γ ∈ E,
P
(
HasPointsk1,Λm
∣∣ExtγΛm) > 0, P (HasPointsk2,Λm∣∣ExtγΛm) > 0.
Thus, if n := k2 − k1, we have P (CanRmvPn,Λm) > 0 and hence P (CanRmvP∗ ) > 0.
We next make use in a crucial way of the notion of ergodic point processes (which
are in this work always assumed to be stationary). An event E ⊂ Conf(R) is P -a.s.
translation-invariant, if for P -a.e. γ ∈ Conf(R) and every x ∈ R, 1E(γ) = 1E(γ + x).
Definition 3.11 (Ergodic point process). We say that a point process P on R is ergodic if
it is stationary and, for any P -a.s. translation-invariant event E, we have P (E) ∈ {0, 1}.
Proposition 3.10 has the following consequence for ergodic point processes.
Corollary 3.12. Let P be an ergodic point process on R which is not number-rigid. Then
there exists n ≥ 1 such that P (CanRmvPn ) = 1 and furthermore
lim
m→∞
P (CanRmvPn,Λm) = 1. (3.8)
Proof. If P is an ergodic point process on R which is not number-rigid, Proposition 3.10,
yields P (CanRmvP∗ ) > 0 and therefore there exists n ≥ 1 such that P (CanRmvPn ) > 0. Since
the event CanRmvPn is P -a.s. translation-invariant this implies that P (CanRmv
P
n ) = 1.
Moreover, (3.8) follows by monotone convergence.
The interest we have in ergodic processes comes from the following decomposition.
Proposition 3.13. Let P be a point process on R which is stationary and satisfies
canonical DLR. Let I be the σ-algebra of the translation-invariant Borel sets of Conf(R).
Then there exists a family of probability measures (Pη)η∈Conf(R) such that for P -a.e. η,
the probability Pη is ergodic, satisfies canonical DLR and
Pη(·) := EP [1·|I ](η). (3.9)
In particular we have the standard decomposition of P via its Gibbsian ergodic phases
P =
∫
Pη P (dη). (3.10)
Proof. Since Conf(R) is a Polish space, there exists a regular conditional probability with
respect to I (see [Dudley, 2002, Theorem 10.2.2]), namely there exists a version of the
conditional expectation A 7→ EP [1A|I ] such that, for any η ∈ Conf(R),
A 7→ Pη(A) := EP [1A|I ](η) (3.11)
defines a probability measure on Conf(R) and we have
P (A) = EP
[
EP [1A|I ]
]
=
∫
Pη(A)P (dη).
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Note that Pη is stationary for P -a.e. η since P is stationary and by definition of I . More-
over, the quantity EPη [W(γ)] is necessarily finite for P -a.e. η since otherwise EP [W(γ)]
would be infinite, and since for any A ∈ I we have
Pη(A) = EP [1A|I ](η) = 1A(η) ∈ {0, 1},
we see that Pη is ergodic. Moreover, let FΛc be the σ-algebra generated by the random
variables γΛc and |γΛ|, and let F∞ := ∩m≥1FΛcm . In particular, I ⊂ F∞.
Since P satisfies canonical DLR, [Preston, 1976, Theorem 2.2] states that there exists a
version of A 7→ EP [1A|F∞], such that, for any ξ ∈ Conf(R), EP [1·|F∞](ξ) is a probability
measure on Conf(R) that satisfies canonical DLR. By writing
Pη(A) = EP [EP [ 1A|F∞ ]|I ](η) =
∫
EP [ 1A|F∞ ](ξ)Pη(dξ)
we see that Pη satisfies canonical DLR, and thus P can be written as a mixture of ergodic
probability measures satisfying canonical DLR.
Combined with the previous proposition, the next result will allow us to restrict to
ergodic processes to prove Theorem 3.2.
Proposition 3.14. Let us write P =
∫
Pη P (dη) as in Proposition 3.13. If Pη is number-
rigid for P -a.e. η, then P is number-rigid.
Proof. In view of Lemma 3.8, it is enough to show that, for all m ≥ 1, the equality
|γΛm | = EP
[
|γΛm | |FΛcm
]
,
holds P -almost surely.
By assumption, for P -a.e. η, the process Pη is number-rigid, hence we have
|γΛm | = EPη
[
|γΛm | |FΛcm
]
, Pη-a.s.,
thus it suffices to show
EP
[
|γΛm |
∣∣∣FΛcm] = EPη [|γΛm |∣∣∣FΛcm] , Pη-a.s. (3.12)
Both sides of (3.12) are FΛcm -measurable random variables. Let f be a bounded, FΛcm-
measurable random variable. We may write
EPη
[
fEP
[
|γΛm |
∣∣∣FΛcm]] = EPη [EP [f |γΛm |∣∣∣FΛcm]] ,
and by definition of Pη we have,
EPη
[
EP
[
f |γΛm|
∣∣∣FΛcm]] = EP
[
EP
[
f |γΛm|
∣∣∣FΛcm]
∣∣∣∣∣I
]
(η),
where I is as in Proposition 3.13. Since I ⊂ FΛcm , we have, by the “tower property” of
conditional expectation,
EP
[
EP
[
f |γΛm|
∣∣∣FΛcm]
∣∣∣∣∣I
]
(η) = EP
[
f |γΛm|
∣∣∣I ] (η),
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so we obtain
EPη
[
fEP
[
|γΛm |
∣∣∣FΛcm]] = EP [f |γΛm |∣∣∣I ] (η), (3.13)
but by definition of Pη we have
EP
[
f |γΛm|
∣∣∣I ] (η) = EPη [f |γΛm |] . (3.14)
Combining (3.13) and (3.14) we see that
EPη
[
fEP
[
|γΛm |
∣∣∣FΛcm]] = EPη [f |γΛm|] = EPη [fEPη [|γΛm |∣∣∣FΛcm]] ,
where the last equality is simply the definition of a conditional expectation. Since this is
true for any f bounded and FΛcm-measurable, we get (3.12), which concludes the proof.
3.4 Ergodic solutions of DLR equations which are not number-rigid
Theorem 3.7 gave a description of the Campbell measures of stationary solutions of
canonical DLR. In this section we further assume these solutions are ergodic and not
number-rigid and improve on the previous description. Let us recall that the main rigid-
ity result we have in mind, as stated in Theorem 3.2, claims that solutions of the DLR
equations are all rigid, so the result of the present section should turn out to be empty;
the next theorem is the main part of our proof by contradiction.
Theorem 3.15. Let P be an ergodic point process on R satisfying canonical DLR and
assume that P is not number-rigid. Then there exists n ≥ 1 and a measurable function
createn : Conf(R)→ [0,∞) such that the Campbell measure C(n)P is absolutely continuous
with respect to Leb⊗n ⊗ P and with density
dC
(n)
P
dLeb⊗n ⊗ P (xn, γ) = createn(γ) e
−βCost(xn,γ), (3.15)
where Cost is defined in (3.2).
Compared to Theorem 3.7, the important change is that we gained information on the
second marginal of C
(n)
P : Instead of being some abstract measure Qn as in (3.3), here we
see that it is absolutely continuous with respect to P itself and obtain crucial information
on its density.
Proof. Let P be an ergodic point process on R satisfying canonical DLR which is not
number-rigid. Corollary 3.12 provides n ≥ 1 such that P (CanRmvPn ) = 1. Recalling
Theorem 3.7 it is enough to prove that the measure Qn of (3.3) is absolutely continuous
with respect to P . To do so, let E be an event such that P (E) = 0 and prove that
Qn(E) = 0, which is enough to prove the existence of createn according to the Radon-
Nikodym theorem.
Since Cost(xn, γ) is finite for P -a.e. γ and xn ∈ Rn, the density (3.3) is positive and it
is enough to show that C
(n)
P ([0, 1]
n×E) = 0. By definition of Campbell measures, we have
C
(n)
P ([0, 1]
n × E) =
∫ ∑
xn⊂γ
1[0,1]n(xn)1E(γ \ xn)P (dγ).
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Since P (CanRmvn) = 1, by monotonicity we also have limm→∞ P (CanRmvn,Λm) = 1 and
thus, by monotone convergence:
C
(n)
P ([0, 1]
n × E) = lim
m→∞
∫
1CanRmvn,Λm (γ)
∑
xn⊂γ
1[0,1]n(xn)1E(γ \ xn)P (dγ).
Recalling (3.6), for any integers n, k, we define
APn,k,Λ :=
{
γ ∈ Conf(R) : ∃ p ≤ k,
P
(
HasPointsp,Λ
∣∣∣ExtγΛ) > 0 and P (HasPointsp+n,Λ∣∣∣ExtγΛ) > 0}. (3.16)
and
CanRmvn,k,Λm := A
P
n,k,Λ \APn,k−1,Λ,
so that one can write the disjoint union: CanRmvn,k,Λm = ∪kCanRmvn,k,Λm. Now, if we
set:
Termk,m :=
∫
1HasPointsk,Λm (γ)1CanRmvn,k,Λm (γ)
∑
xn⊂γ
1[0,1]n(xn)1E(γ \ xn)P (dγ),
we obtain
C
(n)
P ([0, 1]
n ×E) ≤ lim
m→∞
∞∑
k=0
Termk,m. (3.17)
We introduce for convenience
DensΛmγΛcm ,k
(η) :=
1
ZΛm,R(γ)
e−β(HΛm (η)+MΛm,R(η,γ)) 1|η|=k
the density with respect to Bk,Λm of P conditionally to γΛcm and having k points in Λm,
provided it makes sense. Recalling Remark 2.4, the right hand side does only depend
on γΛm through its cardinality, which explains the notation. By using canonical DLR we
obtain
Termk,m =
∫
1CanRmvn,k,Λm (η ∪ γΛcm)
×
∑
xn⊂η
1[0,1]n(xn)1E(η ∪ γΛcm \ xn)DensΛmγΛcm ,k(η)Bk,Λm(dη)P (dγ).
Similarly as in the proof of Theorem 3.7, we set η˜ := η \ xn and obtain,
Termk,m =
k!
mn(k − n)!
∫
1CanRmvn,k,Λm (η˜ ∪ xn ∪ γΛcm)1E(η˜ ∪ γΛcm)
× DensΛmγΛcm ,k(η˜ ∪ xn)Bn,[0,1](dxn)Bk−n,Λm(dη˜)P (dγ)
=
k!
mn(k − n)!
∫
1CanRmvn,k,Λm (η˜ ∪ xn ∪ γΛcm)1E(η˜ ∪ γΛcm)DensΛmγΛcm ,k−n(η˜)
×
∫ DensΛmγΛcm ,k(η˜ ∪ xn)
DensΛmγΛcm ,k−n
(η˜)
Bn,[0,1](dxn)
Bk−n,Λm(dη˜)P (dγ). (3.18)
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The integrand inside the parentheses is finite since the denominator is positive on the
event where η˜∪xn∪γΛcm ∈ CanRmvn,k,Λm. Since canonical DLR yields for any k, n,m ≥ 0
and xn ∈ Rn,
P (E) =
∫
1E(η˜ ∪ γΛcm)DensΛmγΛcm ,|γΛm |(η˜)B|γΛm |,Λm(dη˜)P (dγ)
≥
∫
1CanRmvn,k,Λm (η˜ ∪ xn ∪ γΛcm)1E(η˜ ∪ γΛcm)DensΛmγ˜Λcm ,k−n(η)Bk−n,Λm(dη˜)P (dγ)
and P (E) = 0 by assumption, we obtain with (3.18) that Termk,m = 0 for every k,m.
Thus C
(n)
P ([0, 1]
n × E) = 0 and this concludes the proof of Theorem 3.15.
Now let us give some properties of the function createn. In Lemmas 3.16 and 3.17, we
work under the same assumptions as in Theorem 3.15.
First, we have the following simple result concerning the effect of translations on createn
appearing in Theorem 3.15, which is a direct consequence of the stationarity.
Lemma 3.16. Under the assumptions of Theorem 3.15, for any x ∈ R, P -a.e. γ and
Leb⊗n-a.e. xn, we have
createn(γ) e
−βCost(xn,γ) = createn(γ − x) e−βCost(xn+x,γ−x).
The following property of createn will be the crucial for the forthcoming proof by
contradiction of number-rigidity.
Lemma 3.17. Under the assumptions of Theorem 3.15, for P -a.e. γ, Leb⊗n-a.e. yn, and
any xn ⊂ γ, we have
createn(γ) = createn (γ \ xn ∪ yn) enβ
∑n
j=1
g(yj)−g(xj). (3.19)
Proof. It is enough to show that, for Qn-a.e. γ and Leb
⊗n-a.e. xn,yn, we have
createn(γ ∪ xn) enβ
∑n
j=1
g(xj) = createn (γ ∪ yn) enβ
∑n
j=1
g(yj). (3.20)
Indeed, let h : Rn × Rn × Conf(R) → [0,∞) be a measurable test function. We have by
definition of C
(n)
P , Theorem 3.7 and (3.20),∫ ∑
xn⊂γ
h(xn,yn, γ) createn(γ)P (dγ)Leb
⊗n(dyn)
=
∫
C
(n)
P
[
(xn, γ) 7→ h(xn,yn, γ ∪ xn)createn(γ ∪ xn)
]
Leb⊗n(dyn)
=
∫
h(xn,yn, γ ∪ xn)createn(γ ∪ xn)e−βCost(xn,γ)Leb⊗n(dxn)Qn(dγ)Leb⊗n(dyn)
=
∫
h(xn,yn, γ ∪ xn)createn(γ ∪ yn)enβ
∑n
j=1
g(yj)−g(xj)e−βCost(xn,γ)Leb⊗n(dxn)Qn(dγ)Leb
⊗n(dyn)
=
∫
C
(n)
P
[
(xn, γ) 7→ h(xn,yn, γ ∪ xn)createn(γ ∪ yn)enβ
∑n
j=1
g(yj)−g(xj)
]
Leb⊗n(dyn)
=
∫ ∑
xn⊂γ
h(xn,yn, γ) createn(γ ∪ yn \ xn)enβ
∑n
j=1
g(yj)−g(xj) P (dγ)Leb⊗n(dyn),
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from which our claim follows.
Let f : Rn ×Rn × Conf(R)→ [0,∞) be any measurable function, and set
f1(xn, γ) :=
∑
yn⊂γ
f(xn,yn, γ \ yn), f2(yn, γ) :=
∑
xn⊂γ
f(xn,yn, γ \ xn).
We have (writing (xn,yn) = z2n ∈ R2n),
C
(2n)
P (f) =
∫ ∑
z2n⊂γ
f(z2n, γ \ z2n)P (dγ)
=
∫ ∑
xn⊂γ
( ∑
yn∈γ\xn
f(xn,yn, γ \ (xn ∪ yn)
)
P (dγ)
= C
(n)
P (f1)
and similarly C
(2n)
P (f) = C
(n)
P (f2). Next, using Theorem 3.15 and then Theorem 3.7, we
obtain
C
(n)
P (f1) =
∫
createn(γ)e
−βCost(xn,γ)
∑
yn∈γ
f(xn,yn, γ \ yn)
 Leb⊗n(dxn)P (dγ)
=
∫
C
(n)
P
[
(yn, γ) 7→ createn(γ ∪ yn)e−βCost(xn,γ∪yn)f(xn,yn, γ)
]
Leb⊗n(dxn)
=
∫
createn(γ ∪ yn)e−βCost(xn,γ∪yn)−βCost(yn,γ)
× f(xn,yn, γ)Leb⊗n(dxn)Leb⊗n(dyn)Qn(dγ).
The same computation with f2 yields
C
(n)
P (f2) =
∫
createn(γ ∪ xn)e−βCost(yn,γ∪xn)−βCost(xn,γ)
× f(xn,yn, γ)Leb⊗n(dxn)Leb⊗n(dyn)Qn(dγ).
Thus, since the test function f is arbitrary, we have for Qn-a.e. γ and Leb
⊗n-a.e. xn,yn,
createn(γ ∪ xn)e−βCost(yn,γ∪xn)−βCost(xn,γ) = createn(γ ∪ yn)e−βCost(xn,γ∪yn)−βCost(yn,γ),
from which, after using the definition of Cost and several simplifications, we obtain (3.20).
3.5 Proof of Theorem 3.2
We are finally in position to provide a proof for Theorem 3.2. Let P be a stationary point
process satisfying canonical DLR.
3.5.1 Restriction to ergodic processes.
First, as a consequence of Proposition 3.13 and Proposition 3.14, we assume without loss
of generality that P is further ergodic in the assumptions of Theorem 3.2 to prove this
theorem.
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3.5.2 Strategy of the proof.
The proof goes by contradiction.
Assume that the ergodic point process P is not number-rigid. By Theorem 3.15, there
exists n ≥ 1 and a function createn such that (3.15) holds true; from now this n is fixed.
For any m ≥ 1 and K ≥ 0, we denote by NKm the event
NKm :=
{
γ ∈ Conf(R) : |γ[m,m+1]| ≤ K
}
(3.21)
and consider the test function Testm,K defined by
Testm,K(xn, γ) = 1[0,1]n(xn)1NK0
(γ)1NKm(γ)
∑
yn⊂γ
1[m,m+1]n(yn). (3.22)
In the following K is fixed and always assumed to be larger than 2n.
We compute, using that xn ∈ [0, 1]n and m ≥ 1,
C
(n)
P (Testm,K) =
∫ ∑
xn⊂γ
1[0,1]n(xn)1NK0
(γ \ xn)1NKm(γ \ xn)
∑
yn⊂γ\xn
1[m,m+1]n(yn)P (dγ)
=
∫
1
N
K+n
0
(γ)1NKm(γ)
∑
xn⊂γ
1[0,1]n(xn)
∑
yn⊂γ
1[m,m+1]n(yn)P (dγ).
Thus, forgetting about the truncation 1
N
K+n
0
(γ)1NKm(γ), we should think of C
(n)
P (Testm,K)
as encoding the correlation between the number of n-tuples from γ with law P falling
into [0, 1] and [m,m + 1] respectively. The main idea to reach the contradiction is that
C
(n)
P (Testm,K) is bounded from above independently on m, since we have the rough upper
bound,
C
(n)
P (Testm,K) ≤ (K + n)n ×Kn, (3.23)
but we will prove that its Cesáro series diverges by using the long range of the logarithmic
interaction.
3.5.3 Manipulations on the test function - Part I
By using Theorem 3.15, introducing phantom variables zn and then using Lemma 3.17,
we can write
C
(n)
P (Testm,K)
=
∫
createn(γ)e
−βCost(xn,γ)1NK0
(γ)1NKm(γ)
∑
yn⊂γ
1[m,m+1]n(yn)P (dγ)Leb
⊗n
[0,1](dxn)
=
∫
createn(γ)e
−βCost(xn,γ)1NK0
(γ)1NKm(γ)
∑
yn⊂γ
1[m,m+1]n(yn)P (dγ)Leb
⊗n
[0,1](dxn)Leb
⊗n
[1,2](dzn)
=
∫
e−βCost(xn,γ)1NK0
(γ)1NKm(γ)
∑
yn⊂γ
createn(γ \ yn ∪ zn)1[m,m+1]n(yn)enβ
∑n
j=1
g(zj)−g(yj)
× P (dγ)Leb⊗n[0,1](dxn)Leb⊗n[1,2](dzn).
Next, we use that for any zn ∈ [1, 2]n and yn ∈ [m,m+ 1]n we have
e
nβ
∑n
j=1
g(zj)−g(yj) ≥ e−Cg(m), (3.24)
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for any m large enough and C > 0 only depending on n, β. This yields
C
(n)
P (Testm,K) ≥ e−Cg(m)
∫
e−βCost(xn,γ)1NK0
(γ)1NKm(γ)
×
∑
yn⊂γ
createn(γ \ yn ∪ zn)1[m,m+1]n(yn)P (dγ)Leb⊗n[0,1](dxn)Leb⊗n[1,2](dzn) (3.25)
for any m sufficiently large.
3.5.4 Manipulations on the test function - Part II
The integrand in (3.25) can also be interpreted in terms of a Campbell measure, and using
again Theorem 3.15, we have for any fixed xn, zn,∫
e−βCost(xn,γ)1NK0
(γ)1NKm(γ)
∑
yn⊂γ
createn(γ \ yn ∪ zn)1[m,m+1]n(yn)P (dγ)
=
∫
e−βCost(xn,γ∪yn)−βCost(yn,γ)1NK0
(γ ∪ yn)1NKm(γ ∪ yn)createn(γ ∪ zn)createn(γ)
× P (dγ)Leb⊗n[m,m+1](dyn)
=
∫
e−βCost(xn,γ∪yn)−βCost(yn,γ)1NK0
(γ)1
N
K−n
m
(γ)createn(γ ∪ zn)createn(γ) (3.26)
× P (dγ)Leb⊗n[m,m+1](dyn).
Moreover, recalling Definition 3.5, we have for any xn ∈ [0, 1]n and yn ∈ [m,m+ 1]n,
∣∣Cost(xn, γ ∪ yn)− Cost(xn, γ)∣∣ =
∣∣∣∣∣∣
n∑
i,j=1
g(yj − xi)− g(yj)
∣∣∣∣∣∣ ≤ c (3.27)
for some c > 0 depending only on n, β. Thus, together with (3.25)–(3.26), we obtain
C
(n)
P (Testm,K) ≥ e−(Cg(m)+c)
∫
e−βCost(xn,γ)−βCost(yn,γ)1NK0
(γ)1
N
K−n
m
(γ)
× createn(γ ∪ zn)createn(γ)P (dγ)Leb⊗n[0,1](dxn)Leb⊗n[m,m+1](dyn)Leb⊗n[1,2](dzn). (3.28)
Finally, in order to isolate the dependence in m in the remaining integral, let us set
IIm,K(γ) :=
∫
createn(γ)e
−βCost(yn,γ)1
N
K−n
m
(γ)Leb⊗n[m,m+1](dyn) (3.29)
so that the previous inequality reads
C
(n)
P (Testm,K) ≥ e−(Cg(m)+c)
∫
IIm,K(γ) e
−βCost(xn,γ)1NK0
(γ)createn(γ ∪ zn)
× P (dγ)Leb⊗n[0,1](dxn)Leb⊗n[1,2](dzn). (3.30)
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3.5.5 An ergodic argument
We now make change the change of variables yn 7→ yn + m in (3.29) to obtain from
Lemma 3.16,
IIm,K(γ) =
∫
createn(γ)e
−βCost(yn+m,γ)1
NK−nm
(γ)Leb⊗n[0,1](dyn)
=
∫
createn(γ −m)e−βCost(yn,γ−m)1NK−n0 (γ −m)Leb
⊗n
[0,1](dyn)
= II0,K(γ −m).
Since P is ergodic by assumption, the ergodic theorem implies that P -a.s.
lim
M→∞
1
M
M∑
m=1
IIm,K(γ) = EP
[
II0,K
]
.
Note that EP
[
II0,K
]
> 0, since
EP
[
II0,K
]
=
∫
createn(η)e
−βCost(yn,η)1
N
K−n
0
(η)Leb⊗n[0,1](dyn)P (dη)
= C
(n)
P
(
1[0,1]n(yn)1NK−n0
(γ)
)
=
∫ ∑
yn⊂γ
1[0,1]n(yn)1NK0
(γ \ yn)P (dγ) (3.31)
≥ P (|γ[0,1]| = n) > 0
by Corollary 3.3; we used that K ≥ n by assumption. Fatou’s lemma then yields
lim inf
M→∞
1
M
M∑
m=1
C
(n)
P (Testm,K) ≥
(
lim inf
M→∞
1
M
M∑
m=1
e−(Cg(m)+c)
)
EP
[
II0,K
]
×
∫
e−βCost(xn,γ)createn(γ ∪ zn)1NK0 (γ)P (dγ)Leb
⊗n
[0,1](dxn)Leb
⊗n
[1,2](zn). (3.32)
3.5.6 The remaining integral and conclusion
If the integral in (3.32) vanishes, then
e−βCost(xn,γ)createn(γ ∪ zn)1NK0 (γ) = 0, (3.33)
P ⊗Leb⊗n[0,1]⊗Leb⊗n[1,2]-almost everywhere. Let us fix m0 ≥ 1. Note that when we proved the
lower bound (3.28), the only inequalities we have used were (3.24) and (3.27). Since the
converse inequality also holds in (3.24) after changing the constant C to another positive
constant and (3.27) is both-sided, the exact same line of arguments yields κ > 0 only
depending on m0, n, β such that
C
(n)
P (Testm0,K) ≤ κ
∫
IIm0,K(γ) e
−βCost(xn,γ)createn(γ ∪ zn)1NK0 (γ)
× P (dγ)Leb⊗n[0,1](dxn)Leb⊗n[1,2](dzn). (3.34)
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Recalling (3.31), we have EP [IIm0,K ] = EP [II0,K ] ≤ (K + n)n < ∞ and thus (3.33)–(3.34)
imply together that C
(n)
P (Testm0,K) = 0. However, we have the rough lower bound
C
(n)
P (Testm,K) ≥ P
(
|γ[0,1]| = n ∩ |γ[m,m+1]| = n
)
,
as soon as K ≥ 2n, and Corollary 3.3 then yields that C(n)P (Testm0,K) > 0.
As a consequence, the remaining integral in (3.32) is positive and, because g(m) =
− log(m)→ −∞ as m→∞, it follows from (3.32) that
lim inf
M→∞
1
M
M∑
m=1
C
(n)
P (Testm,K) =∞. (3.35)
Recalling the upper bound (3.23) on C
(n)
P (Testm,K), we finally reached a contradiction.
The proof of Theorem 3.2 is therefore complete.
3.5.7 A more general statement for number-rigidity
A careful examination of the proof of Theorem 3.2 reveals that we did not use much of
the properties of the vector space R nor of the logarithmic interacting potential g. More
precisely, the properties of g are only used in equalities (3.24), (3.27) and when stating
that
lim inf
M→∞
1
M
M∑
m=1
e−(Cg(m)+c) =∞.
As for the compact sets [0, 1], [1, 2] and [m,m + 1] appearing in the proof, they can be
replaced by arbitrary disjoint compacts sets K0,K1,Km with unit Lebesgue volume and
such that the distance from Km to K0 and K1 goes to infinity with m.
Thus, let us consider more general interaction potentials g : Rd → R ∪ {+∞} for
d ≥ 1 and redefine (2.8)–(2.16) accordingly by using this new g in their definition (where
we now set Λm := [−m2 , m2 ]d). Let us also assume there exists a non-trivial class C of
stationary point processes for which the move functions exists, namely so that the results
of Lemma 2.15 holds for any P ∈ C and, having in mind the proof of Proposition 3.13,
that C is stable by desintegration: if P ∈ C can be written as (3.10), then Pη ∈ C for
P -a.e. η (recall that for the one dimensional logarithmic interaction C were the class
of stationary point processes that have finite renormalized energy). We then say that a
stationary point process P on Rd satisfies the canonical DLR equations with respect to g
if P ∈ C and canonical DLR holds with the new definition for fΛ,Rd . In this more general
setting, cosmetic modifications of the proof of Theorem 3.2 leads to the following result.
Theorem 3.18. Let d ≥ 1 and g : Rd → R ∪ {+∞} be a measurable function which
satisfies g(x)→ −∞ when ‖x‖ → ∞ and assume that there exists a compact set K ⊂ Rd
such that g is continuous on Rd\K. If P is a stationary point process on Rd which satisfies
the canonical DLR equations with respect to g, then P is number-rigid.
In particular, this results applies to the logarithmic potential g(x) = − log ‖x‖ on Rd
for any d ≥ 1, including the d = 2 Coulomb interaction. The question of identifying
an appropriate class C for this setting will be investigated in another work. Note that
Theorem 3.18 does not cover, however, the Coulomb interaction g(x) = ‖x‖−(d−2) in
dimension d ≥ 3 or, more generally, the Riesz interactions g(x) = ‖x‖−s for any s ∈ R.
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