We consider the liquid drop model for nuclei interacting with a neutralizing homogeneous background of electrons. The regime we are interested in is when the fraction between the electronic and the nuclear charge density is small. We show that in this dilute limit the thermodynamic ground state energy is given to leading order by that of an isolated nucleus.
Introduction and Main Theorem
Gamow's liquid drop model [8] is a simple model in nuclear physics which has recently attracted a lot of attention in mathematics, see, for instance, [4, 5, 2, 11, 13, 16, 7, 14, 3, 12] .
We begin with the description of a single nucleus in this model. Possible shapes of a nucleus are (measurable) sets Ω ⊂ R 3 and their measure |Ω| is interpreted as the number of nucleons in suitable units. The energy of such a nucleus is, again in suitable units, It is known [7] that there is an A * > 0 such that E(A * )
and that there is a minimizing set Ω * ⊂ R 3 with |Ω * | = A * such that E[Ω * ] = E(A * ). This set Ω * is strongly conjectured, but not known, to be a ball. Physically, it corresponds to a nucleus with the greatest binding energy per nucleon, which is a certain isotope of nickel.
In this paper, we are interested in a system consisting of a large number of nuclei interacting with a uniform background of electrons, as arises, for instance, in the crust of a neutron star. As usual in statistical mechanics, we confine the system to a box [−L/2, L/2] 3 and are interested in the thermodynamic limit L → ∞. For finite L > 0, allowed nuclear configurations are described by measurable sets Ω ⊂ [−L/2, L/2] 3 and their energy is c 2018 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.
The parameter ϑ ∈ (0, 1] here describes the quotient between the electron and the nucleon charge density. We are interested in the ground state energy Note that the constraint |Ω| = ϑL 3 means that we only consider neutral configurations. Our main result concerns the behavior of the energy per unit volume, E ϑ,L /L 3 , in the dilute limit ϑ → 0. The crucial point is to establish this uniformly in L. While it is not difficult, using for instance the techniques of our paper, to prove the existence of the thermodynamic limit, we will not need this fact in the following. Theorem 1.1 significantly improves the main result of Knüpfer, Muratov and Novaga [14] , who show a similar asymptotic equality in the ultra-dilute limit ϑ ∼ L −2 , where the background density vanishes in the limit L → ∞. In contrast, we can perform first the limit L → ∞ and then ϑ → 0. In the regime ϑ ∼ L −2 screening does not yet play a role and controlling this phenomenon is, in fact, the main accomplishment in this paper. We achieve this with the help of the sliding method of Conlon, Lieb and Yau [6] . We should also stress that [14] consider a slightly different and physically slightly less natural system where the Coulomb kernel |x − y| −1 is replaced by its periodic analogue. In yet another, slightly different model, namely involving the Neumann Green's function, the existence of the thermodynamic limit and a sharp bound on the difference between the ground state energy on a finite box and the thermodynamic limit was shown in a remarkable paper by Alberti, Choksi and Otto [1] .
The even more dilute situation where ϑ ∼ L −3 was considered by Choksi and Peletier [4] . In this case the leading order E(A * )/A * in (2.1) and (3.1) should be replaced by E(ϑL 3 )/(ϑL 3 ). In this situation our upper bound (2.1) is not applicable (at least not if ϑL 3 is too small) and our lower bound (3.1) is not tight. However, a simple variation of our arguments would also cover this regime. On the other hand, [4] also establishes a lower order correction.
As we will explain momentarily, it is conjectured that for small ϑ minimizers are given, at least in the bulk, by a periodic arrangement of nearly spherical sets. Our main result provides evidence for the latter prediction. If it is true, then as the nucleon density ϑ tends to zero, the balls on the lattice should move infinitely far apart. Each of the balls should therefore be asymptotically equal to an energy-per-volume minimizer of the full-space energy functional (1.1), and hence the energy per unit volume should be given to leading order by inf 0<|Ω|<∞ |Ω| −1 E[Ω] = (A * ) −1 E(A * ). This intuition guides us in the proof of the upper bound (2.1).
We emphasize that our result is valid independently of whether Ω * is a ball or not. This is particularly relevant for the proof of the upper bound (2.1). When Ω * is a ball, or more generally, when the quadrupole moment of Ω * vanishes, the proof of the upper bound (2.1) is straightforward following the above intuition. When the quadrupole moment of Ω * does not vanish, we need to distort the lattice to achieve the required cancellation in the long range behavior of the Coulomb potential.
The problem of proving periodicity of minimizers in this and other, multi-dimensional minimization problems is a well-known and long standing open problem (crystallization conjecture). The strongest result about local order for the present problem was shown in the work [1] mentioned before. Remarkably, for the present problem it was proposed in the physics literature [18, 10] that there are phase transitions at
where the dimensionality of the periodicity changes. For 0 < ϑ < ϑ c1 , minimizers are expected to be sphere shaped and arranged in a three dimensional lattice, for ϑ c1 < ϑ < ϑ c2 , minimizers are expected to be cylinder shaped and arranged in a two-periodic lattice and for ϑ c2 < ϑ < ϑ c3 minimizers are expected to be slab shaped with respect to a one-dimensional lattice. For ϑ > 1/2 the situation reverses (since ϑ → 1 − ϑ corresponds to Ω → R 3 \ Ω) and one expects a transition to cylindrical holes and then to spherical holes. This phenomenon is sometimes referred to as 'nuclear pasta phases'. Numerically, one has ϑ c1 ≈ 0.20 and ϑ c2 ≈ 0.35 [17] . We refer to a recent result [9] where the optimality of slab-like structures was rigorously established in a multi-dimensional lattice model which, similarly to the present model, contains an attractive short range term competing with a repulsive long-range term.
The remainder of this paper consists of two sections, the first one dealing with the upper bound (2.1) and the second one with the lower bound (3.1). In an appendix we describe the necessary changes in the proof of the upper bound in the situation when Ω * is not a ball.
Notation. Since cubes with different sizes and centers will be a recurring tool in our analysis, it is convenient to introduce the following notation. For r = (r 1 , r 2 , r 3 ) ∈ R 3 , we set |r| ∞ = max{|r i | : i = 1, 2, 3}.
Then, for r ∈ R 3 and l > 0, we define
and Q l := Q l (0). Pay attention to the fact that by definition, Q l (r) is the cube of side length l centered at the point lr, not at r! In other words, to obtain Q l (r), one first takes a cube of unit side length centered at r and then dilates it by the factor l. We found this slightly unusual definition better suited for our purposes.
Upper Bound of the Ground State Energy
The purpose of this section is to prove the first statement of Theorem 1.1, which we restate here for convenience.
Proof. For simplicity, we assume in the following the minimizer Ω * of the whole space problem to be a ball B(0, r * ) of the appropriate radius r * centered at 0. In the appendix it is explained how the proof has to be modified if this is not so. To prove Proposition 2.1, we construct, for every pair (ϑ, L), a suitable competitor set Ω ϑ,L for E ϑ,L . The idea is to take Ω ϑ,L to be given by a cubic lattice arrangement on Q L of sets Ω * . The period length l > 0 of the lattice will be chosen so that the requirement |Ω ϑ,L | = ϑL 3 is fulfilled. Since we want each box of side length l to contain one copy of Ω * , for the mass density to be equal to ϑ, we need to require ϑl 3 = A * , or
Let C ϑ,L := {r ∈ Z 3 : Q l (r) ⊂ Q L } be the set of lattice points r such that the cubes Q l (r) are fully contained in Q L . Let N ϑ,L := #C ϑ,L denote the number of these cubes.
We now define the set Ω ϑ,L to be the following disjoint union
where the rescaling factor λ ϑ,L is given by
Note that the union in (2.2) is disjoint whenever ϑ is small enough. Informally, our construction of the competitor set Ω ϑ,L can thus be described as follows. We fill Q L with small boxes Q l (r) of side length l as completely as possible, place a copy of Ω * in the middle of each box and enlarge the whole configuration slightly by the factor λ ϑ,L .
The definition of λ ϑ,L now ensures that the boxes Q λ ϑ,L l (r) cover Q L completely and that the mass constraint
is fulfilled. Note also that with this choice, we even have local neutrality of Ω ϑ,L on every box Q λ ϑ,L l (r), i.e. for every r ∈ C ϑ,L ,
Since the number of boundary boxes is of order L 2 l 2 , it is easy to see that N ϑ,L satisfies the bounds
for some C > 0 independent of ϑ and L. From (2.3), we thus obtain the bound
and so, in particular, lim L→∞ λ ϑ,L = 1.
In many situations below, to estimate subleading terms, the crude bound
is enough. It follows from (2.7) whenever l
Our proof of the bound (2.1) consists in computing in three separate steps the self-energy, the near-field and the far-field interaction energy of the set Ω ϑ,L . That is, we split
by partitioning the double integral from the interaction term of E ϑ,L . To simplify notation, we will writel
in the rest of this proof. Hence, we define
Here, M ∈ N is a number fixed throughout our proof (let us say M = 10). Lastly, we define
Step 1: Self-Energy. Similarly tol, we writẽ
here and in the rest of this proof. Since Ω ϑ,L consists of N ϑ,L disjoint copies ofΩ * , we have
for the last inequality. Moreover, recall l ≤l = λ ϑ,L l ≤ 2l, from (2.8).
Step 2: Near Field Interaction. Due to the periodicity of Ω ϑ,L , we have
where we used the fact that the integral over the symmetric-decreasing function 1/| · | is largest on the cube centered at 0. This follows from the observation that three Steiner symmetrizations with respect to the coordinate directions e 1 , e 2 , e 3 transform any cube Q l (µ) into the centered cube Q l (0). Furthermore, for every r = s and x, y ∈ Ω * we have
as long asl ≥ 2 diam(Ω * ). Hence, the right hand side of (2.17) is bounded from above by
where we used the bound (2.6). For the last inequality, recall the choice ϑl 3 = |Ω * | = A * and the bound 1 ≤ λ ϑ,L ≤ 2 from (2.8).
Step 3: Far Field Interaction. Due to the periodicity of Ω ϑ,L , we have
We now use the Taylor expansion
valid for a, b ∈ R 3 with |a| ≥ 4|b|, and choose a = (r − s)l + x and b = y. By our assumption that Ω * = B(0, r * ), the monopole, the dipole and the quadrupole moments of 1 Ω * − ϑ1 Ql vanish.
That is, for all a ∈ R 3 \{0}, we have the equation
This follows from our neutrality condition (2.5) and the symmetries of a ball and a cube centered at 0. More precisely, the function 1Ω * (y) − ϑ1 Ql (y) is invariant under the reflection of one coordinate y i → −y i as well as under the exchange of two coordinates y i and y j . These symmetries cause the dipole, respectively the quadrupole moment to vanish. We stress that this is the only place where the additional assumption Ω * = B(0, r * ) enters in our proof. We again refer to the Appendix for the necessary modifications to obtain an equation similar to (2.21) in the absence of this assumption.
By ( 
where we again used 1 ≤ λ ϑ,L ≤ 2, and hence, l ≤l ≤ 2l, from (2.8).
Since ϑl 3 = A * , it remains to evaluate the last sum over the set V far . Recalling the bound on the number of boxes N ϑ,L ≤ L 3 l 3 , we have
(2.24)
Putting together (2.19), (2.23) and (2.24) and using ϑl 3 = A * , we obtain
Step 4: Conclusion. Inserting the bounds proved in Steps 1-3 back into (2.9), we obtain
The proof of Proposition 2.1 is therefore complete.
Lower Bound of the Ground State Energy
In this section, we give the proof of the lower bound from Theorem 1.1. Again, we restate here for convenience the result we want to prove.
Proposition 3.1 (Lower Bound). There is a constant C > 0 such that for all ϑ ∈ (0, 1], L > 0,
The proof of Proposition 3.1 is based on reducing the problem to a smaller length scale 1 ≪ K ≪ L. The most challenging part is to localize the Coulomb interaction term in (1.3) . We now begin by describing the setup of the localization scheme that we employ to achieve this, namely the sliding method developed in [6] (see also [15] ).
Let t ∈ (0, 1] be a parameter to be chosen later. We choose a localization function χ = χ t ∈ C 4 c (R 3 ) satisfying the following conditions.
(iv) All derivatives of order m for m ≤ 3 of the functions χ and 1 − χ 2 are uniformly bounded by Ct −m , where C > 0 is some universal constant.
We define the Yukawa potential
Our main technical ingredient, based on Lemma 2.1 in [6] , is the following. 
where
Proof. For χ = χ t satisfying assumptions (i)-(iv), let γ t be a normalization constant such that γ t R 3 χ(x) 2 dx = 1. Then γ t ≥ 1.
We define the convolution h = γ t χ * χ. Then, by evenness of χ, we have for all x, y ∈ R 3 that
Moreover, we have h(0) = γ t R 3 χ(µ) 2 dµ = 1 by our choice of γ t . Therefore, h satisfies all the assumptions of Lemma 2.1 in [6] . This lemma states that the Fourier transform of the function
As ω has to control the fourth derivative of h, we can indeed choose ω(t) = C ω t −4 . Hence, we have
After rescaling, the lemma follows using (3.2) and Fubini, because γ t ≥ 1 and because the Fourier transform of Y ω is positive.
Besides localizing the interaction, we also need to control the behavior of the perimeter term under localization of Ω ⊂ Q L to smaller boxes. The following lemma is useful for this purpose. 
Proof. In every box, the boundary of Ω ∩ Q K (m + µ) consists of two parts: the portion of ∂Ω lying inside Q K (m + µ), and the portion of Ω intersecting ∂Q K (m + µ), which is added by partitioning Ω into boxes. We therefore have that
It remains to evaluate the second term in (3.3). Since all sets appearing there are subsets of faces of cubes, we can decompose
i.e. we distinguish the 'slices' of Ω ∩ ∂Q K (m + µ) according to the coordinate hyperplane they are parallel to. Note that H 2 -almost every point in one hyperplane is contained in the boundary of exactly two cubes adjacent to the plane. Since the union 3 i=1 is disjoint up to an H 2 -null set, we therefore obtain
Note that the integrand on the right hand side only depends on one of the µ i . We can therefore do the dµ j -integrations with j = i to find that
by Fubini's theorem. Plugging this in (3.3) completes the proof of Lemma 3.3.
As a next step towards reducing our problem to the whole space setting, we now turn to localizing the energy E ϑ,L . Since we intend to estimate the cutoff function χ of Lemma 3.2 from below by an indicator function, we define
The cube Q(t, K; µ) should be thought of as a slightly (by a factor 1 − t) shrunken version of the cubes Q K (m + µ), keeping the midpoints of the cubes fixed. Most importantly, we thus have χ(x/K − µ) ≥ 1 Q(t,K;µ) (x). We now define the localized energỹ
which will play a central role in our subsequent analysis. For later use, we also introduce analogously to (1.2), for A > 0,
Our next lemma combines the previous Lemmas 3.2 and 3.3 into an estimate of the ground state energy E ϑ,L in terms of the localized energyẼ t,K;µ .
Corollary 3.4 (Estimate in Terms of the Localized Energy). For every
Proof. We estimate the dµ-integrand of Lemma 3.2
where we estimated Q K (µ) Y ω(t)/K (x − y) dy ≤ Q K 1 |y| dy ≤ CK 2 by the same rearrangement argument as in (2.17). The last inequality in (3.7) follows from the fact that 0 ≤ χ ≡ 1 on Q 1−t . Since 1 Q 1−t x K − µ = 1 Q(t,K;µ) (x) by the definition of the cubes Q(t, K; µ) in (3.4), the double integrals appearing in (3.5) and (3.7) respectively coincide. Combining Lemma 3.2 with (3.7), we therefore have
where the term P accounts for the error made by localizing the perimeter which we can estimate using Lemma 3.3. To be precise, we have
by Lemma 3.3. Since Per(Ω) − (1 − t) 3 Per(Ω) ≥ 0, we therefore obtain
We now turn to the second error term appearing in (3.8) . We have
Putting together (3.8) and the error estimates (3.9) and (3.10), we obtain that
for every Ω ⊂ Q L , which is the claimed bound.
The next lemma provides the necessary lower bound on the localized energyẼ t,K;0 =:Ẽ t,K .
Lemma 3.5. For every Ω ⊂ Q (1−t)K with |Ω| > 0 and every R > 0, we have that
In particular, forẼ t,
for every A > 0.
Proof. Let Ω ⊂ Q (1−t)K = Q(t, K; 0) and R > 0. We split Ω into the (finite) disjoint union
for some µ 0 ∈ Q 1 to be chosen below. Note that our choice of Ω (m) in (3.12) ensures that diam(Ω (m) ) ≤ √ 3R. Hence, neglecting the Coulomb interactions between different boxes, we can estimate the energy E t,K;0 [Ω] from below as follows.
with the perimeter error term P t,K := Per(Ω) − m∈Z Per(Ω (m) ).
A * , and hence
Together with (3.14) , the lower bound (3.13) implies
To bound the perimeter error P t,K appropriately, recall from Lemma 3.3 that we have the averaged estimate 16) and therefore there exists µ 0 ∈ Q 1 depending on Ω such that
With this choice of µ 0 , we arrive at the bound
Combining (3.15) and (3.18) and dividing by |Ω|, the statement of Lemma 3.5 follows.
We are now ready to give the main part of the proof of the lower bound to the ground state energy E ϑ,L .
Proof of Proposition 3.1. Observe that for every fixed µ ∈ R 3 and Ω ⊂ Q L , we can estimatẽ
where the first equality follows from translation invariance ofẼ t,K;µ (with respect to µ). Hence, similarly to (3.14) ,
Here, the last equality follows from a calculation analogous to the one done in (3.10).
We can now combine (3.20) with the previous Corollary 3.4 and Lemma 3.5 to estimate, for every Ω ⊂ Q L ,
Dividing by |Ω| and taking the infimum over all Ω ⊂ Q L with |Ω| = ϑL 3 , we obtain
It remains to prove that the error term can be bounded by a constant times ϑ 1/13 by optimizing the choice of our parameters K, t and R with respect to ϑ. Indeed, assume that t ≤ 1 3 (it will be ensured below that this is valid). Since (1 − t) 3 ≥ 1 − 3t and e −x ≥ 1 − x, from (3.21) we obtain
Optimizing first in R, we take R = t 2 K 1/2 . With that choice, we have the inequality
Optimizing in t gives t = K −1/6 , and hence, we get
where we additionally could drop the term C K , which is dominated by K −1/6 . One last optimization in K now gives K = 3 6 ϑ − 6 13 (where the factor 3 6 is included for the sole purpose of ensuring that t ∈ (0, 1/3] for every ϑ ∈ (0, 1]), and therefore
The proof of Proposition 3.1 is now complete.
A. Appendix
We give here the necessary modifications to obtain the upper bound from Theorem 1.1 if one does not make any symmetry assumption on the energy-per-volume minimizer Ω * . The proof strategy of Theorem 1.1 in the absence of symmetry of Ω * is identical to the one of the upper bound in Section 2. One constructs a competitor set made from energy-per-volume minimizers Ω * arranged on a lattice. The difficulty one faces is that in proving the error bound on the far-field interaction term, one cannot invoke the symmetry of Ω * to prove that the monopole, dipole and quadrupole moments vanish as in (2.21).
We resolve this difficulty by fine-adjusting the parameters of our lattice. More precisely, we show that the analogue of (2.21) can still be achieved by considering a suitably translated and rotated copy of Ω * , arranged on a slightly distorted lattice.
Notation. To deal with cuboids instead of cubes, it is necessary to introduce some appropriate notation. For r ∈ R 3 and l ∈ R 3 , we define Q l (r) := {x ∈ R 3 : |x i − l i r i | < l i /2 for i ∈ {1, 2, 3}}, (A.1) and Q l := Q l (0). Once again, pay attention to the fact that by definition, Q l (r) is the cuboid of side lengths l centered at the point with coordinates l i r i , not centered at r! This is because we intend to cover Q L with many copies of the cuboid of side lengths l . Then, the parameter r ∈ Z 3 simply counts those cuboids in each direction. More generally, given λ = (λ 1 , λ 2 , λ 3 ) ∈ R 3 and Ω ⊂ R 3 , we define the 'inhomogeneous dilation' by λ of the set Ω to be λΩ := {(λ 1 x 1 , λ 2 x 2 , λ 3 x 3 ) : x ∈ Ω}. Observe that with these definitions, one has λQ L = Q Lλ . We shall use both notations according to convenience.
Furthermore, for Ω ∈ λQ L , we set
and define the corresponding ground state energy by
: Ω ⊂ λQ L , |Ω| = ϑ|λQ L |}.
With this notation at hand, we can prove the following two key lemmas.
Lemma A.1 (Vanishing Multipole Moments).
Let Ω ⊂ R 3 be a bounded set. Assume that two numbers l 0 > 0 and ϑ ∈ (0, 1] are given such that |Ω| = ϑl 3 0 . If η 0 := l 0 diam(Ω) is large enough, then there is an orthogonal matrix U ∈ R 3×3 , a translation vector y ∈ R 3 and a scaling vector l = λl 0 such that the set Ω 0 := U (Ω + y) is contained in Q l and satisfies
for all i, j ∈ {1, 2, 3}. Furthermore, the scaling parameters λ = (λ 1 , λ 2 , λ 3 ) satisfy
for a universal constant C > 0.
Remark A.2. We point out that since the proof below does not use the special form of 1 Ω as an indicator function, the statement of Lemma A.1 remains true if one replaces 1 Ω by an arbitrary charge distribution ρ ≥ 0, ρ ∈ L 1 (R 3 ), with compact support.
Proof of Lemma A.1.
Let Ω ⊂ R 3 satisfy |Ω| = ϑl 3 0 . We first observe that since rotations and translations do not change the volume |Ω| = ϑl 3 0 , we always have
as long as the constraint λ 1 λ 2 λ 3 = 1 is satisfied, which implies |Q l | = l 3 0 . Next, we claim that up to replacing Ω by its translate Ω + y for a suitable vector y ∈ R 3 , we may achieve that
for every l ∈ R 3 . Indeed, the cube Q l is symmetric with respect to the coordinate planes and thus
Moreover, for y ∈ R 3 one has
Hence it suffices to set y i = − 1 |Ω| Ω x i dx. We continue for simplicity to denote the translated version Ω + y which satisfies (A.2) by Ω. Note also that if Ω satisfies (A.2), then so does U Ω, for any invertible matrix U ∈ R 3×3 .
It remains to ensure the quadrupole moment to vanish by introducing appropriate U ∈ R 3×3 and l = λl 0 ∈ R 3 . Since the quadrupole moment of Ω,
That is, up to replacing Ω by its rotated version U Ω =: Ω 0 , whose monopole and dipole moments still vanish by the remarks made above, we can assume that its quadrupole moment is diagonal.
To make the quadrupole moment of (1 Ω 0 − ϑ1 Q l ) vanish, we thus need to find a cuboid Q l of volume |Q l | = l 3 0 which contains Ω 0 and satisfies
(A.4)
Setting l 1 = λ 1 l 0 , l 2 = λ 2 l 0 and l 3 = λ 3 l 0 = l 0 λ 1 λ 2 (by the volume constraint), then by rescaling and using the relation |Ω| = ϑl 3 0 , the system (A.4) is equivalent to
By adding these two equations, respectively subtracting them, we obtain the equations
Inserting the second equation of (A.6) into the first one and changing to the center of mass coordinate X = (λ 2 1 + λ 2 2 )/2 we get the equation
which is equivalent to the cubic equation
It can be seen from (A.3) that |a + b| ≤ 8 diam(Ω 0 ) 2 |Ω 0 |. Therefore the definition (A.6) of the
is large enough, the polynomial p will be very close to X 3 − 1. Since X 3 − 1 has exactly one complex zero close to 1 (namely 1), we can apply Rouché's theorem in a ball of radius ∼ η −2 0 around 1. Hence there exists exactly one complex zero X 0 of p with |X 0 − 1| ≤ Cη −2 0 . Since the coefficients of p are real, uniqueness of the zero implies that X 0 is in fact real.
We therefore get solutions λ 1 , λ 2 > 0 of (A.6) which satisfy
Note that λ 3 = 1/(λ 1 λ 2 ) also satisfies |λ 3 − 1| ≤ Cη −2 0 . Moreover, the fact that Ω 0 x i dx = 0 implies easily that Ω 0 ⊂ Q l 0 for every l 0 ≥ 2 diam(Ω). This completes the proof of Lemma A.1.
Our next lemma shows that for λ close to (1, 1, 1), we can replace the ground state energy of Q L by that of the cuboid Q λL with only a small error. Proof.
Let Ω ⊂ Q L arbitrary and consider, for λ as in the statement, the set λΩ. Note that since λ 1 λ 2 λ 3 = 1, we have |λΩ| = |Ω| and |λQ L | = |Q L |.
To prove (A.9), we consider the perimeter and Coulomb terms separately. Let us assume for definiteness in the following that λ 1 ≤ λ 2 ≤ λ 3 . Firstly, recall the definition
For any ϕ as in (A.11) and λ ∈ R 3 with λ 1 λ 2 λ 3 = 1, define the vector field
Moreover, we estimate
In view of the definition (A.11) of the perimeter, we can take the sup over all ϕ ∈ C 1 c (R 3 , R 3 ) with ϕ ∞ ≤ 1 to obtain
where we have used (A.13) for the last inequality.
To estimate the Coulomb term, it is convenient to pass to the Fourier representation. Set f (x) := 1 Ω (x) − ϑ1 Q L (x), then
and one easily computes that f λ (p) = f (λ 1 p 1 , λ 2 p 2 , λ 3 p 3 ). Therefore we have
Combining estimates (A.14) and (A.15), the proof of (A.9) is complete. The bound (A.10) on the ground state energy follows from (A.9) simply by taking the infimum over all Ω ⊂ Q L with |Ω| = ϑL 3 . The proof of Lemma A.3 is therefore complete.
Using Lemmas A.1 and A.3, we are now ready to give the proof of the upper bound from Proposition 2.1 without assuming any symmetry on Ω * . Since most parts are identical to the proof in Section 2, we only give the necessary modifications in the construction of the competitor set at the beginning of the proof.
Proof of Proposition 2.1 without symmetry of Ω * . As in the proof given in Section 2, let us set l 0 := A * 1/3 ϑ −1/3 to be the characteristic length of the small boxes. Let Ω * be some set satisfying |Ω * | = A * and E[Ω * ] = E(A * ). We may assume (up to changing Ω * on a null-set) that diam(Ω * ) < ∞, see [13, Lemma 4.1] and [16, Lemma 4] . By Lemma A.1, there are U ∈ R 3×3 orthogonal, y ∈ R 3 and λ ∈ R 3 with |λ i − 1| ≤ Cl −2 0 and λ 1 λ 2 λ 3 = 1 such that setting l = λl 0 , the set Ω * 0 := U (Ω * + y) is contained in Q l and satisfies 0 = we obtain λQ L as a union of the boxes Q λ ϑ,L,λ l 0 (r). That is, we can cover the large box exactly by an integer number of small boxes. We therefore define Ω ϑ,L,λ = r∈C l λ ϑ,L,λ Ω * 0 + l r, where l r := (l 1 r 1 , l 2 r 2 , l 3 r 3 ).
Note that this definition fulfills the mass constraint |Ω ϑ,L | = |C l |A * λ 3 ϑ,L = ϑL 3 .
(A.20)
The proof of Theorem 1.1 can now be finalized by following exactly the same steps as in the proof of the upper bound of Theorem 1.1, using the vanishing of the multipole moments from (A.16) in the bound on the far-field interaction. We omit the remaining details.
