The universal asymptotic amplitude ratio between the gyration radius and the hydrodynamic radius of selfavoiding walks is estimated by high-resolution Monte Carlo simulations. By studying chains of length of up to N = 2 25 ≈ 34 × 10 6 monomers, we find that the ratio takes the value R G /R H = 1.5803940(45), which is several orders of magnitude more accurate than the previous state of the art. This is facilitated by a sampling scheme which is quite general, and which allows for the efficient estimation of averages of a large class of observables. The competing corrections to scaling for the hydrodynamic radius are clearly discernible. We also find improved estimates for other universal properties that measure the chain dimension. In particular, a method of analysis which eliminates the leading correction to scaling results in a highly accurate estimate for the Flory exponent of ν = 0.58759700(40).
I. INTRODUCTION
A few years ago [1, 2] , one of the present authors demonstrated significant progress in calculating universal properties of self-avoiding walks (SAWs) [3] on a lattice, which is the standard model to describe the static equilibrium properties of isolated polymer chains in good solvent. These advances were made possible through the use of a recursive data structure called the SAW-tree, which allows for very fast checking of self-overlaps in Monte Carlo (MC) simulations based upon the pivot algorithm [4] [5] [6] [7] , such that chains with up to N ≈ 34 × 10 6 monomers (repeat units) could be studied. Universal quantities that are accessible include critical exponents such as the Flory exponent ν = 0.587597 (7) [1] , which connects the mean polymer size R with the degree of polymerization N via the scaling law R ∝ bN ν , where b is the typical monomer size, and universal amplitude ratios such as the ratio of two different ways to define the size of the coil. The two most popular measures are the mean squared radius of gyration, R 2 G , and the mean squared end-to-end distance, R 2 E . Denoting the coordinates of the monomers by r i , i = 1, · · · , N, the corresponding observables are defined as
In the limit of infinite chain length, Ref. [1] found the universal ratio lim N→∞ R 2 E / R 2 G ≈ 6.254.
Besides R 2 G and R 2 E , the hydrodynamic radius is a third important measure of the coil dimension which is measured in dynamic light scattering experiments [8] . The inverse hydrodynamic radius is defined as
with corresponding mean value R −1 H . This gives rise to another interesting amplitude ratio, R 2 G 1/2 R −1 H , which is a universal constant in the limit of infinitely long chains that we denote as R G /R H by abuse of notation. In the present paper we will utilize the efficient algorithm of Refs. [1, 2] to accurately calculate this universal quantity.
Only two recent high-resolution simulation studies have attempted to calculate the asymptotic ratio R G /R H with good accuracy: Dünweg et al. [9] find a value R G /R H = 1.591 (7) , while Caracciolo et al. [10] quote R G /R H = 1.581 (1) . These values are compatible with each other, and also agree nicely with the prediction of renormalization-group calculations [11] , R G /R H ≈ 1.595. Mansfield and Douglas [12] have recently calculated the hydrodynamic radius in the infinitechain length limit. However, while we calculate R −1 H according to the definition Eq. 4, they define a related quantity R * H (which is an expectation value) via the Stokes-Einstein relation
where D is the translational diffusion coefficient of the molecule in infinitely diluted solution, k B is the Boltzmann constant, T is the absolute temperature, and η is the solvent viscosity. R −1 H according to Eq. 4 gives rise to the shorttime (or Kirkwood) approximation to the diffusivity, while the true long-time value differs somewhat from the Kirkwood value [12] [13] [14] . Therefore their result is not directly comparable with ours. It will be shown that the present study has been arXiv:2001.03138v1 [cond-mat.stat-mech] 9 Jan 2020 able to obtain R −1 H according to Eq. 4 with substantially increased accuracy, and our estimate, R G /R H = 1.5803940(45), is again in good agreement with Refs. [9, 10] .
A crucial aspect of the analysis of MC data is the observation that such simulations necessarily deal with finite chains of length N, while the above-mentioned values for the universal numbers hold in the asymptotic limit N → ∞. For this reason, a good understanding of the finite chain length effects (or corrections to scaling) is imperative for a correct and meaningful extrapolation. This is particularly true for the hydrodynamic radius since the corrections to scaling are very strong [9, 10, 12] . While for R 2 G and R 2 E the corrections are given by [1] 
where the correction-to-scaling exponent ∆ 1 ≈ 0.53 [1] , the hydrodynamic radius has an additional correction of order N −(1−ν) , with an exponent that is fairly close to ∆ 1 , but which will ultimately be the dominant correction:
The origin of the N −(1−ν) term has been discussed in detail in Ref. [9] . These arguments shall not be repeated here; we rather refer the interested reader to that paper. It turns out that the Monte Carlo sampling of R −1 H with the algorithm of Refs. [1, 2] is somewhat more tricky than one might expect at first glance. The reason for that problem is intricately related to the underlying recursive data structure, and it will be outlined in Sec. II. We have found a solution to the problem by inventing a sampling strategy, which will be elucidated in Sec. III. We then proceed in Sec. IV by outlining computational details of our study. In Sec. V we analyze our data and present a summary of results including our estimate for R G /R H , and a much improved estimate for ν obtained by eliminating the leading correction to scaling. Our simulations are more accurate than those of Ref. [1] and hence allow us to also present improved estimates for the universal amplitude ratio lim N→∞ R 2 E / R 2 G = D E /D G and ∆ 1 . Finally, we conclude in Sec. VI.
II. THE COMPUTATIONAL CHALLENGE
For our polymer simulations we utilize the pivot algorithm [4, 5] , which is the most powerful known method for sampling self-avoiding walks at fixed length. For SAWs on the simple cubic lattice with N monomers, the probability of a pivot move being successful decays as N −p with p ≈ 0.11. The standard hash table implementation [5] then requires mean CPU time O(N) to generate an essentially new configuration with respect to global observables such as R 2 E . Recent algorithmic improvements [1, 2, 7] have further increased the relative advantage of the pivot algorithm over other methods.
We utilize the SAW-tree data structure of Ref. [2] which allows us to perform pivot moves for an N-step SAW in mean CPU time O(log N), resulting in mean CPU time O(N p log N) to generate an essentially new configuration with respect to global observables.
The main ingredient of this implementation is a binary tree data structure that recursively decomposes a chain into subchains of decreasing length, until finally the monomer level is reached. Each node on the tree stores aggregate information about its respective subchain, such as the coordinates of its center of mass, its end-to-end vector, its squared radius of gyration, and, most importantly, its bounding box (the smallest rectangular parallelepiped aligned with the lattice that completely encloses the subchain). Each geometric object within a bounding box is stored not in terms of absolute coordinates, but rather in terms of coordinates relative to the origin and the orientation of the box. Now, a pivot move will always mean that a geometric transformation (combination of rotation, reflection, and translation) is applied to some monomers. Instead of moving all these monomers individually, the algorithm just moves those bounding boxes that need to be moved. Some bounding boxes will be big, some small, but the algorithm will always pick those boxes that are as big as possible. For example, in the simple case that the algorithm happens to just move the monomers number 1, 2, · · · , N/2, only one single bounding box, corresponding to these monomers, is being transformed. Because of the storing of relative coordinates, all the data within such a box can be left as-is and do not need to be updated. In other words, the algorithm always attempts to work at the highest-possible levels of the tree and to avoid the data-intensive low levels as much as possible. Furthermore, since the coordinates of a box are known both from the outside and from the inside, this information makes it possible to recursively retrieve, starting from the top, the absolute coordinates of any geometric object if they are needed.
After a node has been updated, it needs to pass information to its higher-level node. For example, the end-to-end vector, the center of mass, and the gyration radius at the higher level will be changed, and so will be the bounding box. From there this passing will be done recursively all the way to the very top. However, information-passing to lower levels is not needed, and this is what makes the method fast. It can thus be shown that the number of nodes that need to be updated is O(log N). The check for overlaps can also be done with average case O(log N) computational complexity. The crucial observation is here that if two bounding boxes do not overlap, then this is also true for all monomers that they contain. Only in case of box overlap further investigation is needed, and this is again done in a top-down recursive fashion.
It is also clear that the evaluation of the end-to-end vector and of the center of mass are compatible with that approach. The end-to-end vector of a subchain that is decomposed into two sub-subchains is the sum of the end-to-end vectors of those sub-subchains, and therefore it is sufficient to pass information just to the higher-level node. Exactly the same statement holds for the center of mass, where instead of a sum we have an appropriately weighted average.
Although the method is slightly less obvious, the gyration radius may also be calculated in such a recursive fashion, as a few lines of straightforward algebra show that the following decomposition holds:
Here R 2 G is the squared gyration radius of the subchain with N monomers, while R 2 G1 and R 2 G2 are the corresponding squared gyration radii of the two sub-subchains, with N 1 and N 2 monomers, respectively, while R CM is the center of mass of the subchain, and R CM1 , R CM2 are the corresponding centers of mass of the sub-subchains. Thus, Eq. 10 allows us to calculate the gyration radius recursively as well.
However, the hydrodynamic radius is an observable that cannot be decomposed into sub-observables of subchains. The reason is that R −1 H involves interactions between distinct monomers and cannot be written in a form that involves only one-body terms (meaning that only sums of the form ∑ i · · · occur, but not terms of the form ∑ i j · · · , ∑ i jk · · · and the like). In contrast, R E and also R 2 G can straightforwardly be written in such a form. Therefore, calculating R −1 H is in principle much harder than R E or R G , because a recursive evaluation cannot be done. The brute-force approach, in which one would evaluate the full double sum ∑ i = j r −1 i j for each generated chain conformation, will obviously not work: the computational complexity of the sum, if done exactly, scales as O(N 2 ) (perhaps with an additional factor of O(log N) depending on the details of the implementation). This could be improved to O(N) if the hydrodynamic radius were evaluated via the fast multipole method [15] . If we were using the hash table implementation of the pivot algorithm then this would indeed be a very effective approach, as the mean CPU time to generate a new SAW would also be O(N). However, both the naive and fast multipole methods would dominate the mean CPU time required to generate a new SAW for the SAW-tree implementation of O(N p log N). In other words, evaluation of the full sum for the hydrodynamic radius would lead to an algorithm for which nearly all advantages of the SAW-tree implementation would be lost! Our simple solution, whose computational complexity is logarithmic in N, shall be outlined in the next section. From the structure of the method as explained below, it is clear that it can be applied to any observable that has the form ∑ i A 1 ( r i ), ∑ i j A 2 ( r i , r j ), ∑ i jk A 3 ( r i , r j , r k ), and so on, as well as combinations of these, and is thus quite general. However, it may fail if one is interested in complex observables such as knot types.
III. SAMPLING STRATEGY FOR CALCULATION OF THE HYDRODYNAMIC RADIUS
The key to our approach to solve the abovementioned problem is the following simple observation: we write
where [· · · ] denotes an average over all pairs. This means that, for a given conformation of the chain, we can find the observable R −1 H not only by brute-force calculation of the sum, but also by Monte Carlo sampling: we simply pick a pair of monomers (i, j) uniformly at random from the set of all monomer pairs, and evaluate r −1 i j . If we do this often, and average over the results, this will stochastically converge to-
. Actually, it is sufficient to do this only once per generated chain conformation, since the average over pairs will be automatically included in the overall sampling. We thus write
where the average · · · means the average over chain conformations, and [· · · ] the average over monomer pairs; these averaging operations are interchangeable. This strategy gives rise to O(log N) computational complexity for the operations being done for one chain conformation, since finding the actual coordinates of monomers i and j involves a recursive search along the binary tree. In other
6 is the asymptotic long-chain value for the gyration radius R 2 G 1/2 . In other words, corrections to scaling are taken into account only for the hydrodynamic radius but not for the gyration radius. The argument on the abscissa, N −1/2 , reflects the leading-order correction to scaling. Note also that the asymptotic value for N → ∞ is words, the computational complexity of the observable evaluation is comparable to the computational complexity to perform a single update by attempting to perform a pivot move.
In order to test this idea, we first studied a Gaussian chain in three-dimensional continuous space, with r 2 i j = b 2 |i − j|, as a simple toy model. For this model one finds analytically by a Gaussian integral r −1 i j = 6/πb −1 |i − j| −1/2 , and the remaining double sum is easily numerically evaluated to yield an exact value for R −1 H for any reasonable chain length (including all corrections to scaling). The result is shown in Fig. 1 .
It is also very easy to stochastically generate such a chain using Gaussian random numbers, based upon the Box-Muller transformation. We therefore studied chains of length 8 ≤ N ≤ 8192 and sampled R −1 H from 10 6 stochastic realizations. We first calculated R −1 H in the conventional way by brute-force evaluation of the double sum. Using the same kind of plot as in Fig. 1 , the results are indistinguishable from the exact values. We hence rather show the deviation from the exact result, using the same normalization as in Fig. 1 (i.e. we study R −1 H normalized by the asymptotic gyration radius of a chain with the same N). The result is shown in Fig. 2 . As it should be, the sampled results are well compatible with the exact values within error bars.
Using the same chains, we then sampled R −1 H by the "one pair of monomers per chain" sampling strategy as outlined above. As seen in Fig. 3 , again the results are nicely compatible with the exact values within error bars. The important point to notice is that the latter are only roughly a factor of 10 larger than in the case of full evaluation, and this ratio varies only very weakly (possibly logarithmically) with chain length, as shown in Fig. 4 . This however means quite clearly that the immense computational effort to evaluate the double sum does not pay off in terms of a substantially increased statistical accuracy, and that rather the "one pair of monomers per chain" method is a much more efficient overall sampling strategy. One may think of a variant of this scheme, where one rather picks pairs (i, j) not uniformly, but rather with a probability ∝ |i − j| −α for some α. However, we expect such a change to only slightly improve the statistical accuracy, compared to the tremendous gain obtained by discarding the double sum. We hence did not try such a refinement and kept using simple uniform sampling.
At this point, we wish to remark that it may also be useful to pick more than just one pair of monomers per chain. This of course helps to improve the statistical accuracy somewhat. More importantly, however, this is needed if one is interested not only in the average value but also in higher moments of the distribution or in time correlation functions that characterize the efficiency of the algorithm. Let us discuss this in more detail for the variance of the inverse hydrodynamic ra-dius. Obviously, we have
where the last step is performed by using the same trick as in (11) to convert the sum over monomers to an average. To sample this by a one-pair-per-chain strategy is impossible, however, since the form [1/r] 2 no longer permits us to just exchange the averages · · · and [· · · ]. Rather we have
where [[· · · ]] is now an average involving four monomers i, j, k, l with i = j and k = l. To obtain this average, one needs to randomly pick such four monomers and calculate r −1 i j r −1 kl . This latter average is again interchangeable with · · · and hence is in accord with our general strategy. Similar considerations apply for even higher moments, or time correlation functions. These considerations have motivated us to run the simulation by not sampling one but rather two monomer pairs per chain.
In practice, for the main computer experiment of selfavoiding walks, the observable we sample is
which satisfies [[Q]] = R −1 H .
IV. DETAILS OF COMPUTER EXPERIMENT
We now briefly describe the details of the computer experiment, which involved the pivot algorithm sampling of selfavoiding walks for which the number of monomers N varied from 512 to 33554432 (2 25 ).
The pivot algorithm is ergodic and satisfies the detailed balance condition [5] , and so samples self-avoiding walks uniformly at random. However, to avoid initialization bias it is necessary to run the pivot algorithm until the Markov chain is indistinguishably close to equilibrium. In each case the seed self-avoiding walk was generated using the pseudo-dimerize algorithm described in Ref. [2] ; the system was then equilibrated by performing approximately 20N successful pivots (no data were collected during the initialization stage).
Now that an appropriate initial SAW configuration had been generated, the computer experiment to collect data was begun. At each time step various observables were sampled: the exact values for the squared end-to-end distance and the radius of gyration were used, while the inverse hydrodynamic radius, and the square of the inverse hydrodynamic radius were estimated using an unbiased estimator, as described in Sec. III.
The computer experiment was run for 195 thousand CPU hours on Dell PowerEdge FC630 machines with Intel Xeon E5-2680 CPUs (these were run in hyperthreaded mode which gave a modest performance boost; 390 thousand CPU thread hours were used). In total there were 1.70×10 6 batches of 10 8 attempted pivots, and thus there were a grand total of 1.70 × 10 14 attempted pivots across all walk sizes.
We confirmed that the batching method of error estimation was reliably converging even for the largest values of N. This indicates that the degree of correlation between consecutive batches of 10 8 pivot attempts was minimal for each of our global observables R 2 E , R 2 G , and R −1 H , even for the largest size where N = 2 25 .
The raw data that have been produced in this way are given in the tables of Appendix B. We include estimates of the amplitude ratios R 2 E / R 2 G and R We now briefly consider the properties of our novel Markov chain sampling method, with a view to gauging the relative effectiveness of our method for R −1 H versus the observable R 2 E which can be calculated exactly in an efficient manner.
Given an observable A with variance var(A) = A 2 − A 2 , we follow Ref. [6] and define the autocorrelation function for this observable as
The key quantity which measures the efficiency with which A is sampled is the integrated autocorrelation time τ int , defined as
τ int may be thought of as the number of Markov chain steps required before the state is effectively new with respect to the observable A. For a sampling scheme where consecutive estimates are completely uncorrelated we would have τ int (A) = 1/2. While τ int may well be different for different observables, for the pivot algorithm we expect that global observables such as R 2 G , R 2 E , and R −1 H should decorrelate after a constant number of successful pivots.
We can then calculate an a priori estimate of the expected error on our estimate of the sample meanĀ for n sample Markov chain time steps:
Our goal in performing our Monte Carlo simulation is to estimate A as accurately as possible for a given amount of computer time. Usually, this entails either finding an observable A for which A = A but var(A ) < var(A), thus allowing for more efficient sampling (variance reduction), or finding a Markov chain with an improved move set which reduces τ int (A), or improving the efficiency of the computer implementation which allows n sample to be increased for the same computational effort. Our situation is a unique mix of these: We instead estimate an observable Q from Eq. 15 which can be much more efficiently evaluated, thus increasing n sample , but at the expense of increasing the variance. The key question is: what is the performance penalty from doing this, relative to an efficient exact method?
We examine this question by calculating the ratio of relative errors in the estimates of R −1 H and R 2 E which we plot in Fig. 5 . There we see that the relative error for R −1 H is substantially below that for R 2 E , although the ratio is growing with N, perhaps logarithmically. This behavior is qualitatively the same as the situation for a Gaussian chain as shown in Fig. 4 . In fact, we expect that the relative performance penalty should be somewhat less than that case, because pivot moves are only successful on average once every O(N p ) attempts (p ≈ 0.11 for the simple cubic lattice), and so Q is sampled on O(N p ) occasions over a time period for which R −1 H remains frozen. Thus it seems that the performance penalty is quite modest. Whether there exist alternatives to the observable Q which could significantly improve sampling performance is an open research question.
V. ANALYSIS AND RESULTS
In this section we describe the analysis of data collected in the tables of Appendix B. We initially fit the data for standard observables with a model derived from their expected asymptotic behavior; this is the conventional method. We then describe a method which has been used previously for the Ising model [16, 17] , which eliminates the leading order correction to scaling term and allows for a much improved estimate for ν. Next we analyze our data for the hydrodynamic radius, and present a summary of our results together with estimates from the literature in Table I .
We first study the data for R 2 G . Starting from Eq. 7, we apply four-parameter fits to the data, where D G , a G , ν, and ∆ 1 are considered as fit parameters, while the higher-order corrections to scaling are neglected. Because of the large range of chain lengths and the high resolution accessible to our simulation, these higher-order corrections cause systematic errors in the fits at a comparable level to the statistical error. For this reason, we do the fits for various ranges of chain lengths (N ≥ N min , where N min is varied systematically). The effect of the higher-order corrections is then a systematic dependence of the fit parameters on N min . In fact, the deviations for D G and ν are expected to scale as N −y min , where y is the correctionto-scaling exponent corresponding to the first neglected term (for a derivation, see Appendix A). In Eq. 7 it is believed that there are in fact three competing next-to-leading correction terms with exponents 1 (analytic), 2∆ 1 ≈ 1.06, and ∆ 2 ≈ 1 (∆ 2 is not known with any precision). Assuming a value y ≈ 1 we thus plot the estimates for D G and ν as a function of N −1 min . For R 2 E we can apply the same analysis to Eq. 8. We perform one further trick to reduce the influence of unfitted correction to scaling terms and make extrapolation eas- ier. We multiply our raw data by 1 − c/N, where c is an arbitrary constant chosen to reduce the curvature observed in fits. Note that this trick does not change the leading or nextto-leading asymptotic behavior of the observables, and so if extrapolation is performed carefully this will not affect our final estimates. We found that a good choice for R 2 G was c = 0.0, for R 2 E we had c = 0.6, for
We plot the resulting estimates in Figs. 6, 7 , and 8. Note that all error bars shown are statistical and arise from the fitting procedure. To take into account the systematic error from corrections to scaling we extrapolate to the left-hand side of the plots where N min → ∞. We choose our final extrapolated value for the parameters by performing linear fits of subsequent estimates, with an error bar which is sufficiently large so as to account for both the observed statistical error and unobserved systematic error which manifests itself in the plots as non-linear convergence. In the case of Fig. 8 we have the benefit of two observables giving estimates for ν which have different unfitted corrections, which increases the reliability of the extrapolation procedure.
The fit in Fig. 8 gives ν = 0.5875970 (14) which improves significantly on the literature, but we can do better as we show later in this section! Note that throughout this work we usually report two significant figures for our confidence intervals. This is not because we claim that these confidence intervals are so precise, but because information is lost when only one significant figure is used. For example, confidence intervals of 35 × 10 −8 and 44 × 10 −8 would both be reported as a confidence interval of 4 × 10 −7 if only one significant figure were used.
Similarly, we can also study the ratio R 2 E / R 2 G , which converges towards the universal amplitude ratio D E /D G . Taking the ratio reduces the fits from four to three parameters, as the powers of N 2ν cancel out, and for this reason the estimate D E /D G is more accurate than for the individual amplitudes . 10 . Systematic variation of the fitted value of ∆ 1 with N min , using data for R 2 G , R 2 E and their ratio. The line of best fit to the final six values is shown, and we show our best estimate from these fits of ∆ 1 = 0.528 (8) .
The estimated values should again vary systematically like N −1 min , and the corresponding plot is Fig. 9 . The universal ratio is therefore found to take the asymptotic value D E /D G = 6.253531 (10) .
Finally, we can also use these data to determine ∆ 1 , whose value is found to be ∆ 1 = 0.528 (8) . Again taking the next to leading correction exponent as −1, the fitted value should vary with N min like N ∆ 1 −1 min ≈ N −0.472 min . The results are shown in Fig. 10 .
We now describe a method of analysis which allows us to eliminate the leading correction to scaling and obtain a much improved estimate for ν.
It is a standard technique to use improved models for simulations in statistical mechanics, where typically a parameter is chosen so that the leading correction to scaling term for all observables is reduced sufficiently so that their contributions are below the level of statistical error. For models in the selfavoiding walk universality class, two such improved models are the Domb-Joyce model [10] and the bead model [18] .
The basic idea of the method is very simple: instead of attempting to find an improved model, we find an improved observable instead. This technique was previously used for the three-dimensional dilute Ising model [16] and models in the universality class of the three-dimensional Ising model [17] . Since R 2 G and R 2 E are independent measures of the size of a polymer, the relative size of the leading correction to scaling term for each of these observables is different. By forming an improved observable R 2 imp via the linear combination
we find that we are able to reduce the amplitude of the leading correction to scaling to a level below the statistical noise.
We are then able to fit R 2 imp by the truncated model
where we only fit D imp and ν, neglecting the O(ε) term. We confirm that this is indeed an excellent model for the data for N min ≥ 8192 as the reduced χ 2 of the fits is approximately 1. By reducing the order of the fits from four parameters to two, we obtain sensible fits even for N min up to 262144 which are far more accurate than the estimates from fits of R 2 E and R 2 G . We plot the resulting estimates for ν against N −1 min in Fig. 11 , where it can be seen that convergence in the limit N min → ∞ is smooth.
Note that in this case we did not use the additional trick of multiplying by 1 − c/N. We have also checked the stability of the method by varying the constant in Eq. 19, and find that within the interval (4.473, 4.483) the plot in Fig. 11 is quite linear and can be extrapolated easily.
Note the substantial decrease in range and domain for the plots from the standard approach in Fig. 8 as compared to the new approach in Fig. 11 . Purely from this novel method of analysis we have managed to decrease the error by more than a factor of three, from 14 × 10 −7 to 4 × 10 −7 . Our central estimate has not changed, and our final estimate is ν = 0.58759700(40).
We now perform one final trick to obtain improved estimates for D E and D G . We first plot the estimates for D imp obtained from our two-parameter fits in Fig. 12 . We then use the fact that our estimate of D E /D G is more accurate than the estimates of D E and D G individually, and form the combinations:
We combine the errors from D imp and D E /D G as if they were independent, and obtain the improved estimates D G = 0.1951413 (26) and D E = 1.220322 (18) . We now turn to the R −1 H data, where Eq. 9 applies. Again, we start with a four-parameter fit, where we take the leading order into account, plus the dominant correction to scaling. The latter should be the analytic term, which is absent for R 2 G and R 2 E . If only those two terms are present, the fit function can be written as
where the analytic value ∆ a is one. This contribution is difficult to distinguish from the next-order contribution, which scales as N −(ν+∆ 1 ) ≈ N −1.116 , where the exponent is only slightly different. However, our data are accurate enough that this is actually possible. We therefore apply a four-parameter fit to the data according to Eq. 23, where ∆ a is left as a fit parameter. Using the results of Appendix A, these data should then vary with N min according to ∆ a ∝ N ∆ a −ν−∆ 1 min = N −0.116 min . As seen in Fig. 13 , they nicely extrapolate to ∆ a ≈ 1, with a value that is clearly distinguishable from the next order (1.116) .
Finally, we focus on the universal amplitude ratio R G /R H , which was the original motivation to perform the present study. This can be written as
where the omitted leading-order correction is O(N −1 ). We now use the value for ν as obtained from the R 2 G and R 2 E data, and treat the parameters R G /R H , B, C, and ∆ 1 in Eq. 24 as fit parameters in a four-parameter fit. The parameter R G /R H should then vary linearly with N −1 min . The data are shown in Fig. 14 and give rise to an estimate for the universal amplitude ratio of R G /R H = 1.5803940(45). Table I summarizes our results, with a comparison with previous results from Monte Carlo, series expansion, field theoretic, and conformal bootstrap methods. We wish to highlight the recent conformal bootstrap estimate of ν = 0.58775(83) [19] as this approach shows a great deal of promise.
The method has been spectacularly successful for the three-dimensional Ising model giving ν = 0.6299748(40) [20] ; in this case it is far superior to Monte Carlo methods.
VI. CONCLUSION
The combination of the pivot algorithm and the SAW-tree data structure of Refs. [1, 2] provides an extremely efficient method to obtain the properties of long SAWs with high accuracy. The SAW-tree allows for the efficient computation of obervables such as R 2 G and R 2 E , but not for other observables such as R −1 H , which leads to a unique problem: How to efficiently sample an observable whose calculation would dominate the runtime of the Markov chain sampling algorithm?
The key insight is that the observable does not need to be calculated exactly in order to obtain accurate estimates, instead we only need to find an unbiased estimator of the observable which can be calculated efficiently and which has moderate variance.
Starting from the observation that a large class of observables can be written as the sum of n-body terms involving n monomers, where this series typically stops at low (and in most cases at second) order, we propose a double sampling scheme, where not only the chain conformations are generated at random, but also the monomers that contribute to the n-body interactions are picked at random, such that this eval- uation involving just a few monomers replaces an exhaustive sum over all sets of n monomers. This leads to an efficient Monte Carlo sampling for many observables, and the present work demonstrates its usefulness by applying it to the problem of sampling the hydrodynamic radius of three-dimensional SAWs. Using this technique we estimated with high accuracy the universal amplitude ratio R G /R H = 1.5803940(45), and discerned the competing corrections to scaling for R −1 H . Finally, we have constructed an improved observable for which the leading correction to scaling has negligible amplitude, and used it to obtain an improved estimate for the Flory exponent of ν = 0.58759700(40). We now perform fits according to Eq. A3 in an interval N ≥ N min , where N min is systematically varied but where it must be sufficiently large that the truncated model is accurate. The errors in estimates depend on this choice N min , and so ∆α i and ∆x i should be understood to be implicit functions of N min . Eq. A6 is valid for any value of N in the fitting range, and therefore is valid for N min :
Neglecting logarithmic corrections, and assuming that all error terms on the left-hand side of Eq. A7 are of the same order as the right-hand side, we thus find for the error in the exponents that
and similarly for the amplitudes
How are we to interpret these expressions, and use them to obtain the most accurate estimates of α i and x i possible? Firstly, note that ∆R(N min ) is the statistical error, and is a known quantity. The corresponding statistical error in the estimates for α i and x i are of order N −x i min ∆R(N min ). Typically, we expect that the statistical errors will increase as N min increases, but the rate of increase will be smallest for the leading term with i = 1. In contrast, the systematic errors, of order N −(x i −x M+1 ) min (neglecting logarithmic factors) are unknown, and decay with increasing N min . This decay is most rapid for the leading term. By definition, the systematic error from truncation is not fitted, and so the only way which it can be accounted for in the analysis is to extrapolate to N min → ∞ where this error vanishes. Now, we expect that for sufficiently large N min , a plot of α i and x i against N −(x i −x M+1 ) min would be linear. If we have an idea of the value of x M+1 -even if we do not know it exactly -plotting our estimates in this way can greatly facilitate extrapolation. These observations are the motivation for the various power laws appearing in plots in the main text. Then, to interpret these fits requires judgment to decide when N min is sufficiently large that a reliable extrapolation can be made, but as small as possible so as to reduce statistical error.
Interpretation of the fits is a balancing act between systematic error and statistical error. Acquiring more data at large values of N may reduce systematic error at the expense of increasing statistical error. One of us (N.C.) is perennially surprised at how subtle the interpretation of such fits is: In principle, being able to perform accurate computer experiments for extremely large systems should make it possible to reduce the influence of corrections to scaling until they are negligible, but what happens in practice is that the extremely accurate values make it necessary to incorporate the leadingorder correction to scaling even for N of the order of tens of millions, and in order to get a good handle on this term it is necessary to perform computer experiments for N of the order of tens of thousands, where poorly controlled next-toleading corrections make things extremely difficult! One circumstance where this trap has been avoided is the calculation of the growth constant µ for SAWs in Ref. [27] , but this relies on the fact that the asymptotic corrections for µ are smaller than for critical exponents.
