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NON-LOCAL TUG-OF-WAR AND THE INFINITY FRACTIONAL
LAPLACIAN
C. BJORLAND, L. CAFFARELLI, A. FIGALLI
Abstract. Motivated by the “tug-of-war” game studied in [12], we consider a “non-local”
version of the game which goes as follows: at every step two players pick respectively a direction
and then, instead of flipping a coin in order to decide which direction to choose and then moving
of a fixed amount ǫ > 0 (as is done in the classical case), it is a s-stable Levy process which
chooses at the same time both the direction and the distance to travel. Starting from this
game, we heuristically we derive a deterministic non-local integro-differential equation that
we call “infinity fractional Laplacian”. We study existence, uniqueness, and regularity, both
for the Dirichlet problem and for a double obstacle problem, both problems having a natural
interpretation as “tug-of-war” games.
1. Introduction
Recently Peres et al., [12], introduced and studied a class of two-player differential games
called “tug-of-war”. Roughly, the game is played by two players whose turns alternate based
on a coin flip. The game is played in some set Ω with a payoff function f defined on ∂Ω. A
token is initially placed at a point x0 ∈ Ω. Then, on each turn, the player is allowed to move
the token to any point in an open ball of size ǫ around the current position. If the players move
takes the token to a point xf ∈ ∂Ω then the game is stopped and the players are awarded or
penalized by the payoff function f(xf ). In the limit ǫ → 0, the value function of this game
is shown to solve the famous “infinity Laplacian” (see [6] and the references therein). There
are many variations on the rules of the game, for example adding a running cost of movement,
which give rise to a class of related “Aronsson equations”, see [1, 11, 12].
In this paper we consider a variation of the game where, instead of flipping a coin, at each
turn the players pick a direction and the distance moved in the chosen direction is determined by
observing a stochastic process. If the stochastic process is Brownian motion the corresponding
limit of the value function will be the infinity Laplacian equation as before, but if the stochastic
process is a general Levy process the result will be a (deterministic) integro-differential equation
with non-local behavior. We call such a situation “non-local tug-of-war” and herein we study
the case of a symmetric s-stable Levy process with s ∈ (12 , 1) (such processes are connected to
the “fractional Laplacian” (−△)s). As we will show through a heuristic argument in Section
2, this game will naturally lead to the following operator (see also Subsection 2.3 for further
considerations and a comparison with another possible definition of solution):
Definition 1.1. For s ∈ (12 , 1) the “infinity fractional Laplacian” ∆
s
∞ : C
1,1(x)∩BC(RN)→ R
at a point x is defined in the following way:
• If ∇φ(x) 6= 0 then
∆s∞φ(x) =
∫ ∞
0
φ(x+ ηv) + φ(x− ηv)− 2φ(x)
η1+2s
dη,
where v ∈ SN−1 is the direction of ∇φ(x).
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• If ∇φ(x) = 0 then
∆s∞φ(x) = sup
y∈SN−1
∫ ∞
0
φ(x+ ηy)− φ(x)
η1+2s
dη + inf
z∈SN−1
∫ ∞
0
φ(x− ηz) − φ(x)
η1+2s
dη.
In the above definition, BC(RN) is used to denote the set of bounded continuous functions
on RN , and functions which are C1,1 at a point x are defined in Definition 2.2.
Given a domain Ω ⊂ RN and data f : RN \ Ω→ R, we will be interested in solutions of the
integro-differential equation{
∆s∞u(x) = 0 if x ∈ Ω,
u(x) = f(x) if x ∈ RN \ Ω.
(1)
(This is the Dirichlet problem for the infinity fractional Laplacian. In Section 5 we will also
consider a double obstacle problem associated to the infinity fractional Laplacian.)
As we will see, a natural space for the data f is the set of uniformly Ho¨lder continuous with
exponent 2s− 1, that is,
sup
x,y∈RN\Ω
|f(x)− f(y)|
|x− y|2s−1
<∞.
If f belongs to this space, we will show that (sub-super)solutions of (1), if they exist, are also
uniformly Ho¨lder continuous with exponent 2s − 1, and have a Ho¨lder constant less then or
equal to the constant for f . This is analogous to the well known absolutely minimizing property
of the infinity Laplacian [8, 10], and is argued through “comparison with cusps” of the form
C(x) = A|x− x0|
2s−1 +B. (2)
Indeed, this follows from the fact that these cusps satisfy ∆s∞C(x) = 0 at any point x 6= x0
(see Lemma 3.6), so they can be used as barriers. If the data f in (1) is assumed uniformly
Lipschitz and bounded, one can use this Ho¨lder continuity property to get enough compactness
and regularity to show that, as s→ 1, solutions converge uniformly to the (unique) solution of
the Dirichlet problem for the infinity Laplacian △∞u = D
2u[∇u,∇u].
Let us point out that uniqueness of viscosity solutions to (1) is not complicated, see for
instance Theorem 3.2. Instead, the main obstacle here is in the existence theory, and the
problem comes from the discontinuous behavior of ∆s∞φ at points where ∇φ = 0. Consider for
example a function obtained by taking the positive part of a paraboloid: p : R2 → R is given
by p(x, y) = (1−2x2−y2)∨0. (Here and in the sequel, ∨ [resp. ∧] denotes the maximum [resp.
minimum] of two values.) Note
lim
h→0
∆s∞p(h, 0) 6= lim
h→0
∆s∞p(0, h) 6= ∆
s
∞p(0, 0).
In particular ∆s∞φ(x) can be discontinuous even if φ is a very nice function, and in particular
∆s∞ is unstable under uniform limit at points where the limit function has zero derivative.
This is actually also a feature of the infinity Laplacian if one defines ∆∞φ =
D2φ[∇φ,∇φ]
|∇φ|2 .
However, in the classical case, this problem is “solved” since one actually considers the operator
D2φ[∇φ,∇φ], so with the latter definition the infinity Laplacian is zero when ∇φ = 0. In our
case we cannot adopt this other point of view, since u = 0 in Ω would always be a solution
whenever f : RN \ Ω → R vanishes on ∂Ω, even if f is not identically zero. As we will discuss
later, in game play this instability phenomenon of the operator is expressed in unintuitive
strategies which stem from the competition of local and non-local aspects of the operator, see
Remark 2.1.
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In order to prevent such pathologies and avoid this (analytical) problem, we will restrict
ourselves to situations where we are able to show that ∇u 6= 0 (in the viscosity sense) so that
∆s∞ will be stable. This is a natural restriction guaranteeing the players will always point in
opposite directions. Using standard techniques we also show uniqueness of solutions on compact
sets, and uniqueness on non-compact sets in situations where the operator is stable.
We will consider two different problems: (D) the Dirichlet problem; (O) a double obstacle
problem. As we will describe in the next section, they both have a natural interpretation as the
limit of value functions for a “non-local tug-of-war”. Under suitable assumptions on the data,
we can establish “strict uniform monotonicity” (see Definition 4.2) of the function constructed
using Perron’s method (which at the beginning we do not know to be a solution), so that we
can prove prove existence and uniqueness of solutions.
In situation (D) we consider Ω to be an infinite strip with data 0 on one side and 1 on the
other, this is the problem given by (16). Assuming some uniform regularity on the boundary of
Ω we construct suitable barriers which give estimates on the growth and decay of the “solution”
near ∂Ω implying strict uniform monotonicity.
In situation (O) we consider two obstacles, one converging to 0 at negative infinity along the
e1 axis which the solution must lie below, and one converging to 1 at plus infinity along the e1
axis which the solution must lie above. Then, we will look for a function u : Rn → [0, 1] which
solves the infinity fractional Laplacian whenever it does not touch one of the obstacles. This is
the problem given by (31). We prove that the solution must coincide with the obstacles near
plus and minus infinity, and we use this to deduce strict uniform monotonicity. In addition
we demonstrate Lipschitz regularity for solutions of the obstacle problem, and analyze how the
solution approaches the obstacle.
Before concluding this section we would like to point out a related work, [5], which considers
Ho¨lder extensions from a variational point of view as opposed to the game theoretic approach
we take here. In [5] the authors construct extensions by finding minimizers for the W ps,∞(Ω)
norm with s ∈ (0, 1), then taking the limit as p→∞.
Now we briefly outline the paper: In Section 2 we give a detailed (formal) derivation for
the operator ∆s∞, and we introduce the concept of viscosity solutions for this operator. In
Section 3 we prove a comparison principle on compact sets and demonstrate Ho¨lder regularity
of solutions. This section also contains a stability theorem and an improved regularity theorem.
In Section 4 we investigate a Dirichlet monotone problem, and in Section 5 we investigate a
monotone double obstacle problem.
2. Derivation of the Operator and Viscosity Definitions
2.1. Heuristic Derivation. We give a heuristic derivation of ∆s∞ by considering two different
non-local versions of the two player tug-of-war game:
(D) Let Ω be an open, simply connected subset of RN where the game takes place, and let
f : RN → R describe the payoff function for the game (we can assume f to be defined
on the whole RN ). The goal is for player one to maximize the payoff while player two
attempts to minimize the payoff. The game is started at any point x0 ∈ Ω, and let xn
denote the position of the game at the the beginning of the nth turn. Then both players
pick a direction vector, say yn, zn ∈ S
N−1 (here and in the sequel, SN−1 denotes the unit
sphere), and the two players observe a stochastic process Xt on the real line starting
from the origin. This process is embedded into the game by the function gn : R→ R
N
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defined:
gn(Xt) =
{
Xtvn + xn if Xt ≥ 0,
Xtwn + xn if Xt < 0.
On each turn the stochastic process is observed for some predetermined time ǫ > 0
which is the same for all turns. If the image of the stochastic process remains in Ω the
position of the game moves to xn+1 = gn(Xǫ), and the game continues. If the image of
the stochastic process leaves Ω, that is, gn(Xǫ) ∈ R
N \Ω, then the game is stopped and
the payoff of the game is f(gn(Xǫ)).
(O) Consider two payoff functions, Γ+,Γ− : RN → R, such that Γ+(x) ≥ Γ−(x) for all
x ∈ RN . Again the goal is for player one to maximize the payoff while player two
attempts to minimize the payoff. The game starts at any point x0 ∈ R
N (now there is
no boundary data), and let xn denote the position of the game at the the beginning of
the nth turn. In this case, at the beginning of each turn, both players are given the
option to stop the game: if player one stops the game the payoff is Γ−(xn), and if player
two stops the game the payoff is Γ+(xn). If neither player decides to stop the game,
then both players pick a direction vector and observe a stochastic process as in (D).
Then, the game is moved to the point xn+1 = gn(Xǫ) as described in case (D), and they
continue playing in this way until one of the players decides to stop the game.
The game (D) will correspond to the Dirichlet problem (16), while (O) corresponds to the
double obstacle problem (31) where the payoff functions Γ+,Γ− will act as an upper and lower
obstacles.
In order to derive a partial differential equations associated to these games, we use the
dynamic programming principle to write an integral equation whose solution represents the
expected value of the game starting at x ∈ Ω. Denote by pt(η) the transition density of the
stochastic process observed at time t, so that for a function f : R → R the expected value of
f(Xt) is p
t ∗ f(0). The expected value u(x) of the game starting at x ∈ Ω, and played with
observation time ǫ, satisfies
2u(x) = sup
y∈SN−1
inf
z∈SN−1
{∫ ∞
0
pǫ(η)u(x+ ηy) dη +
∫ ∞
0
pǫ(η)u(x − ηz) dη
}
,
or equivalently
0 = sup
y∈SN−1
inf
z∈SN−1
{∫ ∞
0
pǫ(η)
ǫ
[u(x+ ηy) + u(x− ηz)− 2u(x)] dη
}
. (3)
We are interested in the limit ǫ→ 0.
We now limit the discussion to the specific case where the stochastic process is a one dimen-
sional symmetric s-stable Levy process for s ∈ (12 , 1). That is
Ex
[
eiξ·(Xt−X0)
]
= e−t|ξ|
2s
.
It is well known that this process has an infinitesimal generator
−(−△)su(x) = 2(1 − s)
∫ ∞
0
u(x+ η) + u(x− η)− 2u(x)
η1+2s
and a transition density which satisfies
pǫ(η) ∼
ǫ
(ǫ
1
s + η2)
2s+1
2
.
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Hence, in the limit as ǫ→ 0 (3) becomes
0 = sup
y∈SN−1
inf
z∈SN−1
{∫ ∞
0
u(x+ ηy) + u(x− ηz)− 2u(x)
η1+2s
dη
}
. (4)
As we will show below, it is not difficult to check that, if u is smooth, this operator coincides
with the one in Definition 1.1. From this game interpretation, we can also gain insight into the
instability phenomenon mentioned in the introduction:
Remark 2.1. As evident from Definition 1.1 the players choice of direction at each term
is weighted heavily by the gradient, a local quantity (and in the limit ǫ = 0, it is uniquely
determined from it). However, after this direction is chosen, the jump is done accordingly to
the stochastic process, a non-local quantity, and it may happen that the choice dictated by the
gradient is exactly the opposite to what the player would have chosen in order to maximize its
payoff.
Consider for example the following situation: Ω ⊂ R2 is the unit ball centered at the origin,
and f(x, y) is a smooth non-negative function (not identically zero) satisfying f(x, y) = f(x,−y)
and supported in the unit ball centered at (2, 0). If a solution u for (1) exists, by uniqueness
(Theorem 3.2) u is symmetric with respect to y = 0. Hence it must attain a local maximum at
a point (r0, 0) with r0 ∈ (−1, 1), and there are points (r, 0) with r > r0 such that the gradient
(if it exists) will have direction (−1, 0). Starting from this point the player trying to maximize
the payoff will pick the direction (−1, 0) since this will be the direction of the gradient, but the
maximum of f occurs exactly in the opposite direction (1, 0).
2.2. Viscosity Solutions. As we said, the operator defined in (4) coincides with the one in
Definition 1.1 when u is smooth. If u is less regular, one can make sense of the inf sup with a
“viscosity solution” philosophy (see [9]), but first let us define C1,1 functions at a point x0:
Definition 2.2. A function φ is said to be C1,1(x0), or equivalently “C
1,1 at the point x0” if
there is a vector p ∈ RN and numbers M,η0 > 0 such that
|φ(x0 + x)− φ(x0)− p · x| ≤M |x|
2 (5)
for |x| < η0. We define ∇φ(x0) := p.
It is not difficult to check that the above definition of ∇φ(x0) makes sense, that is, if u
belongs to C1,1(x0) then there exists a unique vector p for which (5) holds.
Turning back to (4), let u ∈ C1,1(x) be bounded and Ho¨lder continuous. We can say u is a
supersolution at x ∈ Ω if, for any ǫ > 0, there exists zǫ ∈ S
N−1 such that
sup
y∈SN−1
{∫ ∞
0
u(x+ ηy) + u(x− ηzǫ)− 2u(x)
η1+2s
dη
}
≤ ǫ. (6)
If ∇u(x) = 0 the above integral is finite for any choice of y and zǫ. As SN−1 is compact, there
is a subsequence ǫ→ 0 and zǫ → z0 such that, in the limit,
sup
y∈SN−1
{∫ ∞
0
u(x+ ηy) + u(x− ηz0)− 2u(x)
η1+2s
dη
}
≤ 0.
So, in the case ∇u(x) = 0, we say that u is a supersolution if there is a z0 such that the above
inequality holds.
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If ∇u(x) 6= 0 we rewrite∫ ∞
0
u(x+ ηy) + u(x− ηzǫ)− 2u(x)
η1+2s
dη
=
∫ ∞
0
u(x+ ηy) + u(x− ηzǫ)− η∇u(x0) · (y − zǫ)− 2u(x)
η1+2s
dη
+∇u(x0) · (y − zǫ)
∫ ∞
0
η−2s dη.
The first integral on the right hand side is convergent for all choices of y, zǫ but the second
diverges when s > 12 . (Strictly speaking, one should argue in the limit of (3) to understand the
second integral.) Let v ∈ SN−1 denote the direction of ∇u(x). Since v is a possible choice for
y and ∇u(x) · (v − zǫ) ≥ 0 for any choice of zǫ we are compelled to choose zǫ = v. Likewise,
once we set zǫ = v the supremum in (6) is obtained when y = v. Hence, in the case ∇u(x) 6= 0,
we say that u is a supersolution if∫ ∞
0
u(x+ ηv) + u(x− ηv)− 2u(x)
η1+2s
dη ≤ 0, v =
∇u(x)
|∇u(x)|
A similar argument can be made for subsolutions and with these considerations the right hand
side of (4) leads to Definition 1.1.
In addition to u ∈ C1,1 we have assumed u is bounded and Ho¨lder continuous. As we will
demonstrate in Section 3.2, both assumptions can be deduced from the data when the payoff
function f is bounded and uniformly Ho¨lder continuous. When u /∈ C1,1 we use the standard
idea of test functions for viscosity solutions, replacing u locally with a C1,1 function which
touches it from below or above.
Definition 2.3. An upper [resp. lower] semi continuous function u : RN → R is said to be a
subsolution [resp. supersolution] at x0, and we write ∆
s
∞u(x0) ≥ 0 [resp. ∆
s
∞u(x0) ≤ 0], if
every time all of the following happen:
• Br(x0) is an open ball of radius r centered at x0,
• φ ∈ C1,1(x0) ∩ C(B¯r(x0)),
• φ(x0) = u(x0),
• φ(x) > u(x) [resp. φ(x) < u(x)] for every x ∈ Br(x0) \ {x0},
we have ∆s∞u˜(x0) ≥ 0 [resp. ∆
s
∞u˜(x0) ≤ 0], where
u˜(x) :=
{
φ(x) if x ∈ Br(x0)
u(x) if x ∈ RN \Br(x0).
(7)
In the above definition we say the test function φ “touches u from above [resp. below]
at x0”. We say that u : Ω → R is a subsolution [resp. supersolution] if it is a subsolution
[resp. supersolution] at every point inside Ω. We will also say that a function u : Ω → R is
a “subsolution [resp. supersolution] at non-zero gradient points” if it satisfies the subsolution
[resp. supersolution] condition on Definition 2.3 only when ∇φ(x) 6= 0. If a function is both a
subsolution and a supersolution, we say it is a solution.
With these definitions, game (D) leads to the Dirichlet problem (16), and game (O) leads to
the double obstacle problem (31).
2.3. Further Considerations. As mentioned in the introduction, the definition of solution we
adopt is not stable under uniform limits on compact sets. We observe here a weaker definition
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for solutions which is stable under such limits by modifying Definition 2.3 when the test function
has a zero derivative.
One may instead define a subsolution to require only that
sup
y∈SN−1
∫ ∞
0
u˜(x+ ηy) + u˜(x− ηy)− 2u˜(x)
η1+2s
dη ≥ 0 (8)
when u is touched from above at a point x0 by a test function φ satisfying ∇φ(x0) = 0. Likewise,
one may choose the definition for a supersolution to require only
inf
y∈SN−1
∫ ∞
0
u˜(x+ ηy) + u˜(x− ηy)− 2u˜(x)
η1+2s
dη ≤ 0 (9)
when u is touched from below at a point x0 by a test function φ satisfying ∇φ(x0) = 0. When φ
satisfies ∇φ(x0) 6= 0 we refer back to Definition 2.3. It is straightforward to show this definition
is stable under uniform limits on compact sets, and it should not be difficult to prove that the
expected value functions coming from the non-local tug-of-war game converge to a viscosity
solution of (8)-(9). However, although this definition may look natural, unfortunately solutions
are not unique and no comparison principle holds. (Observe that, in the local case, by Jensen’s
Theorem [10] one does not need to impose any condition at points with zero gradient.)
For example, in one dimension consider the classical fractional Laplacian on (0, 1), with non-
negative data in the complement vanishing both at 0 and 1. This has a unique non-trivial
positive solution v(x). When extended in one more dimension as u(x, y) = v(x) we recover a
non-trivial solution in the sense of Definition 2.3 to the problem in the strip (0, 1) × R with
corresponding boundary data, and of course this is also a solution in the sense of (8)-(9).
However, with the latter defintion, also u ≡ 0 is a solution.
To further show the lack of uniqueness for (8)-(9), in the appendix we also provide an
example of a simple bi-dimensional geometry for which the boundary data is positive and
compactly supported, and u ≡ 0 is a solution. However, for this geometry there is also a
positive subsolution in the sense of (8)-(9), which show the failure of any comparison principle.
In light of these examples, we decided to adopt Definition 2.3, for which a comparison prin-
ciple holds (see Theorems 3.2 and 4.15).
3. Comparison Principle and Regularity
3.1. Comparison of Solutions. Our first goal is to establish a comparison principle for sub-
solutions and supersolutions. To establish the comparison principle in the “∇u(x0) = 0” case
we will make use of the following maximal-type lemma:
Lemma 3.1. Let u,w ∈ C1,1(x0) ∩BC(R
N ) be such that ∇u(x0) = ∇w(x0) = 0. Then
2 inf
z∈SN−1
∫ ∞
0
[u−w](x0 − ηz)− [u− w](x0)
|η|1+2s
dη
≤ ∆s∞u(x0)−∆
s
∞w(x0)
≤ 2 sup
y∈SN−1
∫ ∞
0
[u− w](x0 + ηy)− [u− w](x0)
|η|1+2s
dη.
Proof. We use the notation
L(u, y, x0) =
∫ ∞
0
u(x0 + ηy)− u(x0)
|η|1+2s
dη
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so that
∆s∞u(x0) = sup
y∈SN−1
L(u, y, x0) + inf
y∈SN−1
L(u, y, x0).
For any δ > 0 there exists yˆ, y¯ ∈ SN−1 such that
sup
y∈SN−1
L(u, y, x0)− L(u, yˆ, x0) < δ, sup
y∈SN−1
L(w, y, x0)− L(w, y¯, x0) < δ.
This implies
L(u, y¯, x0) ≤ sup
y∈SN−1
L(u, y, x0) < δ + L(u, yˆ, x0),
−L(w, y¯, x0)− δ <− sup
y∈SN−1
L(w, y, x0) ≤ −L(w, yˆ, x0).
All together, and using the linearity of L,
inf
z∈SN−1
L(u− w,−z, x0)− δ
< sup
y∈SN−1
L(u, y, x0)− sup
y∈SN−1
L(w, y, x0)
< sup
y∈SN−1
L(u− w, y, x0) + δ.
A similar argument holds for the infimums in the definition of ∆s∞ and the proof is completed
by combining them and letting δ → 0. 
We now show a comparison principle on compact sets. We assume that our functions grow
less than |x|2s at infinity (i.e., there exist α < 2s, C > 0, such that |u(x)| ≤ C(1 + |x|)α), so
that the integral defining ∆s∞ is convergent at infinity. Let us remark that, in all the cases
we study, the functions will always grow at infinity at most as |x|2s−1, so this assumption will
always be satisfied.
Theorem 3.2. (Comparison Principle on Compact Sets) Assume Ω is a bounded open set. Let
u,w : RN → R, be two continuous functions such that
• ∆s∞u(x) ≥ 0 and ∆
s
∞w(x) ≤ 0 for all x ∈ Ω (in the sense of Definition 2.3),
• u, w grow less than |x|2s at infinity,
• u ≤ w in RN \ Ω.
Then u ≤ w in Ω.
The strategy of the proof is classical: assuming by contradiction there is a point x0 ∈ Ω such
that u(x0) > w(x0), we can lift w above u, and then lower it until it touches u at some point
x¯. Thanks to the assumptions, (the lifting of) w will be strictly greater then u outside of Ω,
and then we use the sub and supersolution conditions at x¯ to find a contradiction. However,
since in the viscosity definition we need to touch u [resp. w] from above [resp. below] by a
C1,1 function at x¯, we need first to use sup and inf convolutions to replace u [resp. w] by a
semiconvex [resp. semiconcave] function:
Definition 3.3. Given a continuous function u, the “sup-convolution approximation” uǫ is
given by
uǫ(x0) = sup
x∈RN
{
u(x) + ǫ−
|x− x0|
2
ǫ
}
.
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Given a continuous function w, the “inf-convolution approximation” wǫ is given by
wǫ(x0) = inf
x∈RN
{
w(x)− ǫ+
|x− x0|
2
ǫ
}
.
We state the following lemma without proof, as it is standard in the theory of viscosity
solutions (see, for instance, [2, Section 5.1]).
Lemma 3.4. Assume that u,w : RN → R are two continuous functions which grow at most as
|x|2 at infinity. The following properties hold:
• uǫ ↓ u [resp. wǫ ↑ w] uniformly on compact sets as ǫ → 0. Moreover, if u [resp. w] is
uniformly continuous on the whole RN , then the convergence is uniform on RN .
• At every point there is a concave [resp. convex] paraboloid of opening 2/ǫ touching uǫ
[resp. wǫ] from below [resp. from above]. (We informally refer to this property by saying
that uǫ [resp. wǫ] is C
1,1 from below [resp. above].)
• If ∆s∞u ≥ 0 [resp. ∆
s
∞w ≤ 0] in Ω in the viscosity sense, then ∆
s
∞u
ǫ ≥ 0 [resp.
∆s∞w
ǫ ≤ 0] in Ω.
Proof of Theorem 3.2. Assume by contradiction that there is a point x0 ∈ Ω such that u(x0) >
w(x0). Replacing u and w by u
ǫ and wǫ, we have u
ǫ(x0) − wǫ(x0) ≥ c > 0 for ǫ sufficiently
small, and (uǫ −wǫ)∨ 0→ 0 as ǫ→ 0 locally uniformly outside Ω. Thanks to these properties,
the continuous function uǫ − wǫ attains its maximum over Ω at some interior point x¯ inside
Ω. Set δ = uǫ(x¯) − wǫ(x¯) ≥ c > 0. Since u
ǫ is C1,1 from below, wǫ + δ is C
1,1 from above,
and wǫ + δ touches u
ǫ from below at x¯, it is easily seen that both uǫ and wǫ + δ are C
1,1 at x¯
(in the sense of Definition 2.2), and that ∇uǫ(x0) = ∇wǫ(x0). So, can evaluate ∆
s
∞u
ǫ(x0) and
∆s∞wǫ(x0) directly without appealing to test functions.
As uǫ is a subsolution and wǫ is a supersolution, we have ∆
s
∞u
ǫ(x¯) ≥ 0 and ∆s∞(wǫ+ δ)(x¯) =
∆s∞wǫ(x¯) ≤ 0. We now break the proof into two cases, reflecting the definition of ∆
s
∞.
Case I: Assume ∇uǫ(x¯) = ∇wǫ(x¯) 6= 0 and let v ∈ S
N−1 denote the direction of that vector.
Then,
0 ≥ ∆s∞(wǫ + δ)(x¯)−∆
s
∞(u
ǫ)(x¯)
≥
∫ ∞
0
[wǫ − u
ǫ](x¯+ ηv) + [wǫ − u
ǫ](x¯− ηv)− 2[wǫ − u
ǫ](x¯)
η1+2s
dη.
As [wǫ + δ − u
ǫ](x¯) = 0 and [wǫ + δ − u
ǫ](x) ≥ 0 on RN , we conclude [wǫ + δ − u
ǫ] = 0 along
the line {x¯+ ηv}η∈R, which for ǫ small contradicts the assumption u ≤ w in R
N \ Ω.
Case II: Assume ∇uǫ(x¯) = ∇wǫ(x¯) = 0. We proceed similarly to the previous case but use in
addition Lemma 3.1 applied to uǫ and wǫ. Then,
0 ≥ ∆s∞(w˜ǫ + δ)(x¯)−∆
s
∞(u˜
ǫ)(x¯)
≥ 2 inf
z∈SN−1
(∫ ∞
0
[wǫ − u
ǫ](x¯− ηz)− [wǫ − u
ǫ](x¯)
η1+2s
dη
)
.
Using [wǫ + δ − u
ǫ](x¯) = 0 and [wǫ + δ − u
ǫ] ≥ 0 on RN we deduce the existence of a ray
{x¯+ ηv}η≥0, such that [wǫ + δ − u
ǫ] = 0 along this ray. This contradicts again the assumption
u ≤ w in RN \ Ω, and our proof is complete. 
3.2. Regularity of Solutions. The aim of this section is to show that (sub/super)solutions
are Ho¨lder continuous of exponent 2s− 1 whenever the boundary data is.
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u
Figure 1. The cusp C touching u from above.
Definition 3.5. A function f : Ω→ R is Ho¨lder continuous with exponent γ on the set Ω if
[f ]C0,γ(Ω) := sup
x,y∈Ω
|f(x)− f(y)|
|x− y|γ
<∞.
In this case we write f ∈ C0,γ(Ω). Moreover, if
lim
δ→0
sup
x,y∈Ω, |x−y|≤δ
|f(x)− f(y)|
|x− y|γ
= 0,
then we write f ∈ C0,γ0 (Ω).
Let us observe that C0,γ0 (Ω) is a separable subspace of the (non-separable) Banach space
C0,γ(Ω). This subspace can be characterized as the closure of smooth function with respect to
the norm ‖f‖C0,γ (Ω) = ‖f‖L∞(Ω)+ [f ]C0,γ(Ω). In this section we will show that solutions belong
to C0,γ . Then, in Section 3.4 we will prove a Liouville-type theorem which shows that solutions
are actually C0,γ0 .
As mentioned in the introduction, the natural space for solutions of this problem is C0,2s−1(Ω).
This follows from the fact that the cusps
C(x) = A|x− x0|
2s−1 +B
are solutions of ∆s∞ at all points but the tip of the cusp, so they can be used as barriers.
Lemma 3.6. For all x 6= x0, ∆
s
∞C(x) = 0.
Proof. For any x 6= x0, ∇C(x) 6= 0 and the direction of ∇C(x) is the same as the direction of
x− x0. Moreover C is smooth in a neighborhood of x so we may evaluate ∆
s
∞C(x) classically.
Thus, to evaluate ∆s∞C(x) we need only to evaluate the 1-D s-fractional Laplacian on the
1-D function R ∋ η 7→ |η|2s−1. It can be checked through Fourier transform that |η|2s−1 is
the fundamental solution for the 1-D s-fractional Laplacian (i.e., ∆s∞|η|
2s−1 = csδ0), which
completes the proof. 
By considering data f ∈ C0,2s−1(RN \ Ω) and comparing (sub/super)solutions of (1) with
these cusps, we will establish regularity. The intuition is that if u is for instance a subsolution,
and we choose a cusp with A > 0 sufficiently large, for every x0 ∈ Ω we can first raise the
cusp centered at x0 above the solution, and then lower the cusp until it touches the function u
at some point. If we have assumptions on the data that ensure that the contact point cannot
occur outside Ω (at least for A sufficiently large), then by the (strict) comparison principle this
contact point can only happen at the tip, from which the Ho¨lder regularity follows easily (see
Figure 1).
We state the following result for subsolutions. By changing u with −u, it also holds for
supersolutions (with obvious modifications).
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Theorem 3.7. Let u be a subsolution of ∆s∞ in the sense of Definition 2.3 inside an open set
Ω, with u = f on RN \ Ω. Furthermore, assume there exist A > 0, C0 <∞, such that
sup
z∈RN\Ω
{
f(z)−A|x− z|2s−1
}
≤ u(x) ≤ C0 ∀x ∈ Ω. (10)
Then u ∈ C0,2s−1(RN ) and
[u]C0,2s−1(RN ) ≤ A.
In particular, since u = f on RN \ Ω,
|u(x)| ≤ inf
z∈RN\Ω
{
f(z) +A|x− z|2s−1
}
∀x ∈ Ω.
Proof. As we said above, this theorem is proved through comparison with cusps.
Fix x0 ∈ Ω. We will show that, for any x ∈ R
N ,
u(x) ≤ u(x0) +A|x− x0|
2s−1. (11)
Choosing x ∈ Ω and exchanging the role of x and x0, this will prove the result.
Fix ǫ > 0 and consider cusps of the form C(x) = B+(A+ǫ)|x−x0|
2s−1. Thanks to assumption
(10) we see that, if we choose B = u(x0), then C > f on R
N \ Ω. This implies that, if we first
choose B = C0 with C0 as in (10) so that C ≥ u on the whole R
n, and then we lower B until C
touches u from above at a point x¯, then x¯ ∈ Ω.
We claim that x¯ = x0. Indeed, if not, C would be smooth in a neighborhood of x¯, and we can
use it as a test function to construct u˜ as in (7). (Observe that, strictly speaking, we do not
necessarily have C(x) > u(x) when x 6= x¯, but this can be easily fixed by an easy approximation
argument.) Since u is a subsolution it must be that ∆s∞u˜(x¯) ≥ 0. So, for any r ∈ (0, |x¯ − x0|)
we have
0 ≤ ∆s∞u˜(x¯) =
∫ r
0
C(x¯+ ηv) + C(x¯− ηv)− 2C(x¯)
η1+2s
dη (12)
+
∫ ∞
r
u(x¯+ ηv) + u(x¯− ηv)− 2u(x¯)
η1+2s
dη
≤
∫ r
0
C(x¯+ ηv) + C(x¯− ηv)− 2C(x¯)
η1+2s
dη
+
∫ ∞
r
C(x¯+ ηv) + C(x¯− ηv)− 2C(x¯)
η1+2s
dη = 0,
where v ∈ SN−1 denotes the direction of ∇C(x¯) 6= 0. This chain of inequalities implies∫ ∞
r
u(x¯+ ηv) + u(x¯− ηv) − 2u(x¯)
|η|1+2s
dη
=
∫ ∞
r
C(x¯+ ηv) + C(x¯− ηv)− 2C(x¯)
|η|1+2s
dη = 0.
Using C(x¯) ≥ u(x¯) with equality at x¯ we conclude u = C for all x on the ray {x¯ + ηv}η≥r,
contradicting u = f in RN \ Ω.
Thus x¯ = x0, which implies
u(x) ≤ C(x) = u(x0) + (A+ ǫ)|x− x0|
2s−1 ∀x ∈ RN .
Letting ǫ→ 0 we finally obtain (11), which concludes the proof. 
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The following result can be thought as the analogous of the absolutely minimizing property
of infinity harmonic functions [8, 10].
Corollary 3.8. Let u be a solution of ∆s∞ in the sense of Definition 2.3 inside a bounded open
set Ω, with u = f on RN \ Ω, f ∈ C0,2s−1(RN \ Ω). Then u ∈ C0,2s−1(RN ) and
[u]C0,2s−1(RN ) ≤ [f ]C0,2s−1(RN\Ω).
Proof. We want to show that (10) holds with C0 = ‖u‖L∞(Ω) and A = [f ]C0,2s−1(RN\Ω). Since u
is a solution it is continuous and C0 <∞.
Observe that, for any z ∈ RN \ Ω and B ∈ R, the cone
Cz(x) = f(z)−A|x− z|
2s−1
solves ∆s∞Cz = 0 inside Ω, and Cz ≤ f on R
N \ Ω (by the definition of [f ]C0,2s−1(RN\Ω)). So,
we can apply Theorem 3.2 to conclude that Cz ≤ u, so (10) follows by the arbitrariness of
z ∈ RN \ Ω. 
3.3. Stability. The goal of this section is to show that the condition of being a “(sub/super)solution
at non-zero gradient points” (see the end of Section 2 for the definition) is stable under uniform
limit. First we establish how subsolutions and supersolutions can be combined.
Lemma 3.9. The maximum [resp. minimum] of two subsolutions [resp. supersolutions] is a
subsolution [resp. supersolution].
Proof. Let u1 and u2 be subsolutions, we argue w = u1 ∨ u2 is a subsolution. Let x0 ∈ Ω. If
φ ∈ C1,1(x0) ∩ BC(R
N) touches w from above at x0 then it must either touch u1 from above
at x0 or touch u2 from above at x0. Assuming with no loss of generality that the first case
happens, using the monotonicity properties of the integral in the operator we get
∆s∞w˜(x0) ≥ ∆
s
∞u˜1(x0) ≥ 0,
where w˜ and u˜ are described by (7). The statement about supersolutions is argued the same
way. 
Theorem 3.10. Let Ω ⊂ RN and un be a sequence of “subsolutions [resp. supersolutions] at
non-zero gradient points”. Assume that
• un converges to a function u0 uniformly,
• there exist α < 2s, C > 0, such that |un(x)| ≤ C(1 + |x|)
α for all n.
Then u0 is a “subsolution [resp. supersolution] at non-zero gradient points”.
Proof. We only prove the statement with subsolutions.
Let φ ∈ C1,1(x0) touch u0 from above at x0, with ∇φ(x0) 6= 0, and φ > u0 on Br(x0) \ {x0}.
Since un converges to a function u0 locally uniformly, for n sufficiently large there exists a small
constant δn such that φ+δn touches un above at a point xn ∈ Br(x0). Define rn = r−|xn−x0|.
Observe that xn → x0 as n→∞, so rn → r as n→∞. Define
u˜n =
{
φ(x) + δn if |x− xn| < rn,
un(x) if |x− xn| ≥ rn.
Since ∇φ(x0) 6= 0, taking n large enough we can ensure ∇φ(xn) 6= 0. So, since un is a
subsolution at non-zero gradient points, ∆s∞u˜n(xn) ≥ 0. Let vn ∈ S
N−1 denote the direction
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of ∇φ(xn) and v0 denote the direction of ∇φ(x0). We have
0 ≤
∫ rn
0
φ(xn + ηvn) + φ(xn − ηvn)− 2φ(xn)
η2s+1
dη
+
∫ ∞
rn
un(xn + ηvn) + un(xn − ηvn)− 2un(xn)
η2s+1
dη.
By the C1,1 regularity of φ, the integrand in the first integral on the right hand side is bounded
by the integrable function Mη1−2s. By the assumption on the growth at infinity of un, also
the integrand in the second integral on the right hand side is bounded, independently of n,
by an integrable function. Finally, also vn → v0 (as xn → x0). Hence, by the local uniform
convergence of un and applying the dominated convergence theorem, we find
0 ≤
∫ r
0
φ(x0 + ηv0) + φ(x0 − ηv0)− 2φ(x0)
η2s+1
dη
+
∫ ∞
r
u0(x0 + ηv0) + u0(x0 − ηv0)− 2u0(x0)
η2s+1
dη
= ∆s∞u˜0(x0).
This proves ∆s∞u0(x) ≥ 0, as desired. 
3.4. Improved Regularity. The aim of this section is to establish a Liouville-type theorem
which will allow to show that solutions belong to C0,2s−10 (see Definition 3.5). The strategy is
similar to the blow-up arguments employed in [7, 8].
Lemma 3.11. Let u ∈ C0,2s−1(RN ) be a global “solution at non-zero gradient points”. Then u
is constant.
Proof. Let M = [u]C0,2s−1(RN ). Our goal is to prove M = 0. By way of contradiction, assume
M > 0. Then, there are two sequences xn 6= yn such that
|u(xn)− y(xn)| >
(
M −
1
n
)
|xn − yn|
2s−1.
The assumptions of this lemma are preserved under translations, rotations, and the scaling
u(x) → λ1−2su(λx) for any λ > 0. Therefore, if Rn : R
N → RN is a rotation such that
Rne1 =
yn−xn
|yn−xn|
, then the sequence of functions
un(x) = |yn − xn|
1−2s
[
u(xn + |yn − xn|Rnx)− u(xn)
]
satisfies the assumptions of the lemma, and un(e1) > M − 1/n. Then, Arzela`-Ascoli Theorem
gives the existence of a subsequence (which we do not relabel) and a function u0 such that
un → u0 uniformly on compact sets. Moreover u0(0) = 0, u0(e1) = M , and Theorem 3.10
shows u0 satisfies the assumptions of the lemma.
Let us observe that the cusp C+ = M |x|2s−1 touches u0 from above at e1, while C
− =
−M |x− e1|
2s−1 +M touches u0 from below at 0. Since ∇C
+(e1) 6= 0 we may use it as a test
function and arguing as in (12) we conclude u = C+ along the e1 axis. Similarly C
− touches u
from below at 0, so we have also u = C− along the e1 axis. However this is impossible since
C+ 6= C− along the e1 axis. 
Corollary 3.12. Let Ω ⊂ RN be open, and let u ∈ C0,2s−1(Ω) “solution at non-zero gradient
points” inside Ω. Then u ∈ C0,2s−10,loc (Ω).
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Proof. We have to prove that, for any Ω′ ⊂ Ω with d(Ω′, ∂Ω) > 0,
lim
δ→0
sup
x,y∈Ω′, |x−y|≤δ
|f(x)− f(y)|
|x− y|2s−1
= 0.
Assume by contradiction this is not the case. Then we can find as sequence of points xn 6= yn ∈
Ω′, with |xn − yn| ≤ 1/n, such that
|u(xn)− u(yn)|
|xn − yn|2s−1
≥ c0 > 0.
Let us define the sequence of functions
un(x) = |yn − xn|
1−2s
[
u(xn + |yn − xn|Rnx)− u(xn)
]
,
where Rn : R
N → RN is a rotation such that Rne1 =
yn−xn
|yn−xn|
. Then un are “solution at non-zero
gradient points” inside the ball Bδ/|yn−yn| (since Bδ(xn) ⊂ Ω). Moreover,
un(0) = 0, un(e1) ≥ c0. (13)
Let us observe that d(Ω
′,∂Ω)
|yn−yn|
→∞ as n→∞. So, as in the proof of Lemma 3.11, by the uniform
Ho¨lder continuity of un we can combine Arzela`-Ascoli Theorem with the stability Theorem 3.10
to extract a subsequence with limit u0 which satisfies the assumptions of Lemma 3.11. Hence
u0 is constant, which is impossible since u0(0) = 0 and u0(e1) ≥ c0. 
4. A Monotone Dirichlet Problem
For the “ith” component of x write xi and use ei to denote the unit vector in the “i”
direction. We take Ω as a strip orthogonal to the e1 axis described as follows: Consider two
maps Γ1,Γ2 : R
N−1 → R which define the boundaries
∂Ω− = {(Γ1(xˆ), xˆ1, ..., xˆn−1) : xˆ ∈ R
N−1},
∂Ω+ = {(Γ2(xˆ), xˆ1, ..., xˆn−1) : xˆ ∈ R
N−1}.
We assume Γ1 and Γ2 are C
1,1 and uniformly separated. More precisely:
• There are constants M > m > 0 such that, for all xˆ ∈ RN−1,
0 ≤ Γ1(xˆ) ≤ Γ2(xˆ) ≤M,
Γ2(xˆ)− Γ1(xˆ) ≥ m.
(14)
• There exists a constant C1 such that
sup
xˆ∈RN−1
|∂kΓi(xˆ)|+ |∂l∂kΓi(xˆ)| ≤ C1 (15)
for each i = 1, 2 and k, l = 1, ..., n − 1.
We also use the notation
Ωc,− = {x ∈ RN : x1 ≤ Γ1(x2, ..., xn)},
Ωc,+ = {x ∈ RN : x1 ≥ Γ2(x2, ..., xn)},
to denote the two connected components of RN \ Ω.
Consider the problem 

∆s∞u(x) = 0 if x ∈ Ω,
u(x) = 1 if x ∈ Ωc,+,
u(x) = 0 if x ∈ Ωc,−.
(16)
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Figure 2. The monotone Dirichlet problem.
Following Perron’s method, we will show the supremum of subsolutions is a solution for (16) in
the sense of Definition 2.3.
More precisely, consider the family of subsolutions F given by
u ∈ F if


∆s∞u(x) ≥ 0 if x ∈ Ω,
u(x) ≤ 0 if x ∈ Ωc,−,
u(x) ≤ 1 if x ∈ Ω ∪Ωc,+.
(17)
(Recall that, by Definition 2.3, the set of functions in F are continuous inside Ω by assumption.)
The function u ≡ 0 belongs to F , so the family is not empty. Moreover, every element of F is
bounded above by 1. So, we define our solution candidate
U(x) = sup{u(x) : u ∈ F}.
Let us remark that, since the indicator function of Ωc,+ belongs to F , we have
U = 0 in Ωc,−, U = 1 in Ωc,+. (18)
The remainder of this section is devoted to proving the following theorem (recall Definition
3.5):
Theorem 4.1. Let Ω satisfy the above assumptions. Then U(x) ∈ C0,2s−1(RN ) ∩ C0,2s−10,loc (Ω),
and it is the unique solution to the problem (16).
This theorem is a combination of Lemma 4.12 and Theorems 4.13 and 4.15 which are proved
in the following sections. The strategy of the proof is to find suitable subsolutions and super-
solutions to establish specific growth and decay rates of U , which will in turn imply a uniform
monotonicity in the following sense:
Definition 4.2. We say a function u : Ω→ R is uniformly monotone in the e1 direction with
exponent α > 0 and constant β > 0 if the following statement holds: For every x ∈ Ω there
exists h0 > 0 such that
u(x) + βhα ≤ u(x+ e1h) ∀ 0 ≤ h ≤ h0.
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By constructing suitable barriers we will show U grows like ds(x, ∂Ω−) near ∂Ω−, and decays
like 1− ds(x, ∂Ω+) near ∂Ω+. This sharp growth near the boundary influences the solution in
the interior in such a way that U is uniformly monotone with exponent α = 1 + s away from
∂Ω. As shown in Lemma 4.10, this uniform monotonicity implies we can only touch U by test
functions which have a non-zero derivative. Thanks to this fact, the operator ∆s∞ will be stable
under uniform limits (see Theorem 3.10). This will allow to prove that U is a solution to the
problem.
Concerning uniqueness, let us remark that Ω is not a compact set, so we cannot apply our
general comparison principle (see Theorem 3.2). However, in this specific situation we will be
able to take advantage of the fact that Ω is bounded in the e1 direction, that our solution
U is uniformly monotone in that direction, and that being a subsolution or supersolution is
stable under translations, to show a comparison principle for this problem (Theorem 4.15).
This comparison principle implies uniqueness of the solution.
4.1. Basic Monotone Properties of U . Let L denote the Lipschitz constant of Γ1 and Γ2
(see assumption (15)). Set θ = arccot(L) ∈ (0, π2 ), and consider the open cone
C+ =
{
x ∈ RN \ {0} : cos(θ) <
x · e1
|x|
≤ 1
}
. (19)
If x0 ∈ ∂Ω
− the cone x0+C
+ does not intersect ∂Ω− except at x0, that is x0+C
+∩Ωc,− = {x0}.
The aim of this section is to show that C+ defines the directions of monotonicity for U . More
precisely, we want to prove the following:
Proposition 4.3. U(x+ y) ≥ U(x) for all x ∈ RN , y ∈ C+.
Thanks to this result, in the sequel, whenever y ∈ SN−1 ∩ C+ (that is, cos(θ) < y · e1 ≤ 1),
we will say that such direction lies “in the cone of monotonicity for U”.
Proof. Fix y ∈ C+. We want to show that
U(x+ y) ≥ U(x) ∀x ∈ RN .
Thanks to (18) and the L-Lipschitz regularity of Γ1 and Γ2, it suffices to prove the results for
x ∈ Ω. Fix x0 ∈ Ω, and let u
δ ∈ F be a sequence of subsolutions such that U(x0) ≤ u
δ(x0)+ δ,
with δ → 0. Since increasing the value of uδ outside Ω increases the value of ∆s∞u
δ inside Ω,
we may assume the subsolutions satisfy
uδ(x) =
{
1 if x ∈ Ωc,+,
0 if x ∈ Ωc,−.
Then, we claim that the function
uδy(x) =


uδ(x− y) if x ∈ Ω,
1 if x ∈ Ωc,+,
0 if x ∈ Ωc,−,
(20)
is also a subsolution. To check this, first note uδ(x−y) ≤ uδ(x) for all x ∈ RN \Ω (since y ∈ C+
and by the Lipschitz assumption for the boundary), so uδy ≥ u
δ(· − y) and they coincide inside
Ω. Hence, since uδ is a subsolution and the value of ∆s∞ increase when increasing the value of
the function outside Ω, we get ∆s∞u
δ
y(x) ≥ ∆
s
∞u
δ(x) ≥ 0 for all x ∈ Ω (see Figure 3). Hence,
uδh is a subsolution as well, so it must be less then U everywhere in Ω. This gives
U(x0) ≤ u
δ(x0) + δ = u
δ
h(x0 + hy) + δ ≤ U(x0 + hy) + δ,
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Figure 3. Translation of a subsolution.
and the result follows by letting δ → 0. 
The monotonicity of U has an immediate implication on the possible values for the gradient
of test functions which touch U : if φ is a test function which touches U from above at a point
x0 ∈ Ω, then either ∇φ(x0) = 0 or cos(
π
2 − θ) ≤ v · e1 ≤ 1, where v ∈ S
N−1 is the direction of
∇φ(x0). To see this, let y ∈ S
N−1 be in the cone of monotonicity. Then
∇φ(x0) · y = lim
h→0
φ(x0 − hy)− φ(x0)
h
≥ lim sup
h→0
U(x0 − hy)− U(x0)
h
≥ 0.
This implies the angle between ∇φ(x0) and y is less then
π
2 and in turn, since y was arbitrary
in the cone of monotonicity, the angle between ∇φ(x0) and e1 is less then
π
2 − θ. A similar
argument holds for test functions touching U from below.
The angle π2 − θ is important in our analysis, so from here on we denote
Cθ = cos
(π
2
− θ
)
> 0. (21)
In the sequel, we will also use the cones opening in the opposite direction:
C− = −C+ =
{
x ∈ RN : −1 ≤
x · e1
|x|
< − cos(θ)
}
4.2. Barriers and Growth Estimates. Now, we want to construct suitable barriers to show
that U detaches from ∂Ω− at least as ds(x, ∂Ω−), and from ∂Ω+ at least as ds(x, ∂Ω+).
This ds growth is naturally suggested by the fact that the function (x+1 )
s = (x1 ∨ 0)
s :
R
N → R+ solves ∆s∞(x
+
1 )
s = 0 for x1 > 0. Indeed, this follows immediately from the fact
that R ∋ η 7→ (η+)s solves the s-fractional Laplacian on the positive half-line in one dimension:
∆s(η+)s = 0 on (0,∞) (see [3, Propositions 5.4 and 5.5]).
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Our goal is to show the existence of a small constant ǫ > 0 such that the function
gǫ(x) =


ǫds(x, ∂Ω−) if x ∈ Ω,
1 if x ∈ Ωc,+,
0 if x ∈ Ωc,−.
(22)
is a subsolution near ∂Ω−. The reason why this should be true is that, by the discussion above,
∆s∞
(
ds(·, ∂Ω−)
)
(x0) = 0
near ∂Ω− for x0 ∈ Ω (here we use that ∂Ω
− is C1,1). Now, when evaluating the integral
∆s∞gǫ(x0) for some x0 ∈ Ω, this integral will differ from ∆
s
∞(ǫd
s(·, ∂Ω−))(x0) in two terms: if
x ∈ Ωc,+ and ǫds(x, ∂Ω−) ≤ 1 then we “gain” inside the integral since gǫ(x) = 1 ≥ ǫd
s(x, ∂Ω−).
On the other hand, if x ∈ Ωc,+ and ǫds(x, ∂Ω−) ≥ 1 then we have a “loss”. So, the goal becomes
to show that the gain compensate the loss for ǫ sufficiently small.
This argument is however not enough to conclude the proof on the growth of U , since
ds(x, ∂Ω−) is a solution only in a neighborhood of ∂Ω− (which depends on the C1,1 regularity
of ∂Ω−). In order to handle this problem, we first show U grows like d2s(x, ∂Ω−) inside Ω, so
for ǫ small we will only need to consider (22) near the boundary. This is the content of the next
lemma.
Lemma 4.4. There is a constant C > 0 such that Cd2s(x, ∂Ω−) ≤ U(x) ≤ 1− Cd2s(x, ∂Ω+).
We will prove the lower bound on U by constructing a subsolution obtained as an envelope
of paraboloids. The construction is contained in the following lemma. We use the notation
∂Ω+t0 = {x− t0e1 : x ∈ ∂Ω
+} and ∂Ω−t0 = {x+ t0e1 : x ∈ ∂Ω
−}.
Lemma 4.5. There is a small constant c0 ∈ (0, 1), depending only on s and the geometry of
the problem such that, for any set S ⊂ RN and constants A > 0, t0 ∈ (0,M ] (M as in (14))
satisfying AC2−2sθ t
2−2s
0 ≤ c0 (Cθ as in (21)), the function
P+(x) =


P+S (x) if x ∈ Ω,
1 if x ∈ Ωc,+,
0 if x ∈ Ωc,−,
(23)
P+S (x) = sup
x0∈∂Ω
−
t0
∩S
(
sup
x′−x0+t0e1∈C+
{
−A(|x− x′|2 −C2θ t
2
0) ∨ 0
})
is a subsolution. Likewise,
P−(x) =


P−S (x) if x ∈ Ω,
1 if x ∈ Ωc,+,
0 if x ∈ Ωc,−,
(24)
P−S (x) = inf
x0∈∂Ω
+
t0
∩S
(
inf
x′−x0−t0e1∈C−
{
1 +A(|x− x′|2 − C2θ t
2
0) ∧ 1
})
is a supersolution.
The idea in the construction of P+ (see Figure 4) is that we will calculate how high we
can raise a paraboloid −A(|x − x′|2 − C2θ t
2
0) near the boundary ∂Ω
−, and have a subsolution
using the boundary value 1 inside Ωc,+ to compensate the concave shape of the paraboloid
when computing the operator. In order to take advantage of the value inside Ωc,+, we have to
ensure that the derivative of our test function is always inside C+ or C−. This is the reason to
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Figure 4. The barrier P+ for S = {y0}.
construct our barrier as a supremum of these paraboloids in the cone of monotonicity (indeed,
the gradient of P+S always points inside C
+). Finally, having a general set S allows us to
construct more general barriers of this form, so we can use them locally or globally, as needed.
Before proving the lemma, we estimate the value of ∆s∞ for a “cut” paraboloid −A(|x −
x0|
2 − r20) ∨ 0. The following result follows by a simple scaling argument. We leave the details
to the interested reader.
Lemma 4.6. For any s ∈ (1/2, 1) there exists a constant Cs, depending only on s, such that
∆s∞[−A(|x− x0|
2 − r20) ∨ 0] ≥ −CsAr
2−2s
0 .
Proof of Lemma 4.5. We will prove P+ is a subsolution. Showing P− is a supersolution follows
a similar argument. If x ∈ Ω is such that P+(x) = 0, then ∆s∞P
+(x) ≥ 0 since P+ ≥ 0. So, it
remains to check ∆s∞P
+(x) ≥ 0 if P+(x) 6= 0. We estimate by computing lower bounds for the
positive and negative contributions to the operator.
Let r0 = Cθt0. For the positive part we estimate from below the contribution from Ω
c,+.
Since ∇P+ ∈ C+, the worst case is when the direction v in the integral satisfies Cθ = v · e1.
So, since d(x, ∂Ω+) ≤M , the contribution from Ωc,+ is greater or equal than∫ ∞
M/Cθ
1−Ar20
η1+2s
dη =
1−Ar20
2s
(
Cθ
M
)2s
.
To estimate the negative contribution, we use Lemma 4.6 to get that
inf
x′∈Br0 (x0)
{
∆s∞[−A(|x− x0|
2 − r20) ∨ 0](x
′)
}
≥ −CsAr
2−2s
0 . (25)
bounds the negative contribution from below. Hence, all together we have
∆s∞P (x) ≥
1−Ar20
2s
(
Cθ
M
)2s
− CsAr
2−2s
0 .
Since r0 ≤ t0 ≤ M , it is easily seen that there exists a small constant c0, depending only on s
and the geometry of the problem, such that ∆s∞P
+(x) ≥ 0 if Ar2−2s0 = AC
2−2s
θ t
2−2s
0 ≤ c0. 
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Figure 5. The barrier w in the proof of Lemma 4.4.
Proof of Lemma 4.4. For any point x0 ∈ Ω there exists t0 ∈ (0,M ] such that x0 ∈ ∂Ω
−
t0
. It
is clear that t0 ≥ d(x0, ∂Ω
−), so it suffices to prove U(x0) ≥ Ct
2s
0 for some constant C > 0
independent of x0. Lemma 4.5 gives the existence of a constant c0, independent of x0, so that
if AC2−2sθ t
2−2s
0 ≤ c0 then P
+(x) given by (23) with S = {x0} is a subsolution, and therefore
U(x) ≥ P+(x). In particular U(x0) ≥ P
+(x0) = AC
2
θ t
2
0, so choosing A = c0C
2s−2
θ t
2s−2
0 we get
U(x0) ≥ c0C
2s
θ t
2s
0 , as desired.
Similarly, P−(x) given by (24) with S = {x0} is a supersolution which is equal to 1 for all
values of x ∈ Ω outside of a compact subset. Using the comparison principle on compact sets
(Theorem 3.2) we conclude u ≤ P− for any u ∈ F , so the same must be true of the pointwise
supremum of the family F , and we conclude as above. 
Lemma 4.7. There is a constant ǫ > 0 such that ǫds(x, ∂Ω−) ≤ U(x) ≤ 1− ǫds(x, ∂Ω+) inside
Ω.
Proof. We will prove the statement on the growth near ∂Ω− by constructing a subsolution
which behaves like ds(x, ∂Ω−) near the boundary.
The uniform C1,1 assumption for the boundary implies the existence of a neighborhood N
of ∂Ω− such that:
(a) for t0 > 0 small enough, x+ 2t0e1 ∈ N for all x ∈ ∂Ω
−;
(b) for any x ∈ N the line with direction ∇ds(x, ∂Ω−) and passing through x intersects
∂Ω− orthogonally.
Fix t0 > 0 small so that (a) holds, and pick A such that AC
2−2s
θ t
2−2s
0 ≤ c0, where c0 is
the constant given by Lemma 4.5. Then the barrier P+(x) given by (23) with S = Rn is a
subsolution. Let gǫ be defined by (22). Choosing ǫ small enough we can guarantee gǫ(x) ≤
P+(x) for all x ∈ Ω \ N . Hence, the growth estimate will be established once we show w(x) =
gǫ(x) ∨ P
+(x) is a subsolution (see Figure 5).
Consider any point x ∈ Ω and let φ ∈ C1,1(x) be a test function touching w from above at
x. If P+(x) ≥ gǫ(x) then ∆
s
∞w˜(x) ≥ ∆
s
∞P˜
+(x) ≥ 0, where w˜ and P˜+ are described by (7).
To conclude the proof, it suffices to show ∆s∞gǫ(x) ≥ 0 when gǫ(x) > P
+(x) (in particular,
x ∈ N ), since ∆s∞w˜(x) ≥ ∆
s
∞gǫ(x) in this case.
The assumed regularity of the boundary ∂Ω− allows us to compute ∆s∞gǫ(x) directly without
appealing to test functions when x ∈ N . Let v ∈ SN−1 be the direction of ∇d(x, ∂Ω−). As
x ∈ N , by (b) above the line {x+ηv}η∈R intersects ∂Ω
− orthogonally. Let t > 0 [resp. t′ > 0] be
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Figure 6. Measure of the distance to the boundary in the proof of Lemma 4.4.
the distance between x and ∂Ω− [resp. ∂Ω+] along this line (see Figure 6.) Replacing N with a
possibly smaller neighborhood, we may assume t < t′. Since v lies in the cone of monotonicity,
the maximum value for t′ is M/Cθ. We further assume ǫ is small enough that ǫ
−1/s > 2M/Cθ.
Using the exact solution (η+)s to the one dimensional s-fractional Laplacian on the positive
half-line [3, Propositions 5.4 and 5.5] (that is, for all η > 0,
∫∞
−∞
((η+τ)+)s−(η+)s
|τ |1+2s
dτ = 0 in the
principal value sense) we have
∆s∞gǫ(x) ≥
∫ ǫ− 1s−t
t′
1− ǫ(t+ η)s
η1+2s
dη −
∫ ∞
ǫ−
1
s−t
ǫ(t+ η)s − 1
η1+2s
dη.
The first integral on the right hand side represents the “gain” where ǫ(t + η)s ≤ 1 while the
second integral represents the “loss” where ǫ(t+ η)s ≥ 1 (see Figure 5). We now show the right
hand side is positive if ǫ is small enough. For any η > t′ > t it holds t+ηη ≤ 2. So, by choosing
ǫ < C2θ/(8M
s) and recalling that t′ < M/Cθ < ǫ
−1/s/2 we get
∫ ǫ−1s−t
t′
1− ǫ(t+ η)s
η1+2s
dη ≥
∫ ǫ− 1s−t
t′
(
1
η1+2s
−
ǫ2s
η1+s
)
dη
≥
1
s
1
(t′)s
(
1
2
1
(t′)s
− ǫ2s
)
−
1
2s
1
(ǫ−
1
s − t)2s
≥
1
4s
C2sθ
M2s
−
22s−1
s
ǫ2.
Also, ∫ ∞
ǫ−
1
s−t
ǫ(t+ η)s − 1
η1+2s
dη ≤
∫ ∞
ǫ−
1
s−t
(
2sǫ
η1+s
−
1
η1+2s
)
dη
≤
1
s
ǫ2s
(ǫ−
1
s − t)s
≤
22s
s
ǫ2.
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Hence, combining all together,
∆s∞gǫ(x) ≥
1
4s
C2sθ
M2s
−
22s + 22s−1
s
ǫ2.
From this we conclude that for ǫ sufficiently small (the smallness depending only on s and
the geometry of the problem) we have ∆s∞gǫ(x) ≥ 0. Hence w is a subsolution, which implies
U ≥ w and establishes the growth estimate from below.
To deduce the decay of U moving away from the boundary ∂Ω+, one uses similar techniques
as above to construct a supersolution with the desired decay and then applies the comparison
principle on compact sets (Theorem 3.2), arguing essentially as in the last paragraph of the proof
of Lemma 4.4. The key difference is that the comparison needs to be done on a compact set.
So, instead of using the equivalent of (22) which would require comparison on a non-compact
set one should construct barriers like
gǫ(x) =


1− ǫds(x, ∂P) if x ∈ Ω ∩ P,
1 if x ∈ Ωc,+ ∪ (Ω \ P),
0 if x ∈ Ωc,−.
(26)
where P is a “parabolic set” touching ∂Ω+ from the left. More precisely, at any point xˆ ∈ RN−1
the regularity of the boundary implies the existence of a paraboloid p : RN−1 → R, with uniform
opening, which touches Γ2 from below at (Γ2(xˆ), xˆ). Define P = {x ∈ R
N : x1 ≤ p(x2, ..., xn)},
and choose S in (24) to be a large ball centered at (Γ2(xˆ), xˆ), which contains Ω∩P. In this way
one constructs a family of supersolutions gǫ∧P− (depending on the point (Γ2(xˆ), xˆ)) which are
equal to 1 outside a compact subset of Ω, so that one can apply the comparison on compact
sets. Since xˆ is arbitrary, this proves the desired decay. 
Remark 4.8. Arguing similar to the above proof one can show the ds growth and decay proved
in the previous lemma is optimal: there exists a universal constant C > 0 such that
1− Cds(x, ∂Ω+) ≤ U(x) ≤ Cds(x, ∂Ω−).
Indeed, if P ⊂ Ωc,− is a “parabolic set” touching ∂Ω− from the left, then the function
g(x) =
{
Ads(x, ∂P) ∧ 1 if x ∈ Ω ∪ Ωc,+,
0 if x ∈ Ωc,−.
(27)
is a supersolution for A > 0 large enough so that Ads(x, ∂P) ≥ 1 for all x ∈ Ωc,+. Also, g ≥ 1
outside a compact subset of Ω. So Theorem 3.2 implies that any u ∈ F is bounded from above
by g, and the same is true for U . The decay is argued in an analogous way.
4.3. Existence and Comparison. We are now in a position to show U is uniformly monotone.
This will allow us to apply Perron’s method to show that U is a solution, and establish a
comparison principle, proving Theorem 4.1.
Lemma 4.9. There exists β > 0 such that U is uniformly monotone in the e1 direction (away
from ∂Ω) in the sense of Definition 4.2 with α = s+1. More precisely, there exists h0 > 0 such
that, for any x0 ∈ Ω,
U(x0) + βh
1+s ≤ U(x0 + e1h) ∀h < min {d(x0, ∂Ω), h0} .
Proof. Fix a point x0 ∈ Ω, and consider a sequence of subsolutions u
δ such that U(x0) ≤
uδ(x0) + δ, with δ → 0. Arguing as in the proof of Proposition 4.3, up to replace u
δ with
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Figure 7. Gain and loss for uδh.
supy∈C+ u
δ
y with u
δ
y as in (20), we can assume that u
δ is monotone in all directions y ∈ C+.
Moreover, let u be a subsolution such that
ǫds(x, ∂Ω−) ≤ u(x) ≤ 1− ǫds(x, ∂Ω+) (28)
for some ǫ small enough, and u is monotone in all directions y ∈ C+. We know such a
subsolution u exists because we constructed one in the proof of Lemma 4.7. By possibly taking
the maximum of uδ and u (and applying Lemmas 3.9 and 4.7) we can assume (28) holds for uδ.
With this in mind we define, for any β > 0 and h < d(x0, ∂Ω),
uδh(x) =


uδ(x) if x ∈ Ω and d(x, ∂Ω) ≤ h,
uδ(x) ∨ (uδ(x− he1) + βh
1+s) if x ∈ Ω and d(x, ∂Ω) > h,
1 if x ∈ Ωc,+,
0 if x ∈ Ωc,−.
(See figure 7.) We will show that there exists a universal β > 0 such that, for h small (the
smallness depending only on the geometry of the problem), uδh is a subsolution. Once we have
established uδh is a subsolution it follows that U(x) ≥ u
δ
h(x) and therefore, if d(x0, ∂Ω) > h,
U(x0) ≤ u
δ(x0) + δ = u
δ
h(x0 + he1)− βh
1+s + δ ≤ U(x0 + he1)− βh
1+s + δ.
Since δ > 0 is arbitrary this will establish the lemma.
Let φ ∈ C1,1(x) ∩ BC(RN) touch uδh from above at x. If u
δ(x) ≥ uδ(x− he1) + βh
1+s then
∆s∞u˜
δ
h(x) ≥ ∆
s
∞u˜
δ(x) ≥ 0 where u˜δh and u˜
δ are described by (7). So, it remains to check the
case uδ(x− he1) + βh
1+s > uδ(x).
To show ∆s∞u˜
δ
h(x) ≥ 0 in this case, we use that ∆
s
∞(u˜
δ(x − he1) + βh
1+s) ≥ 0, and then
estimate the difference between the operator applied to uδ(· − he1) + βh
1+s and the operator
applied to uδh. There is a positive contribution from the growth (and decay) near the boundaries
(see (28)), and there is a negative contribution from changing the value of uδ(· − he1) + βh
1+s
inside RN \ Ω, as depicted in Figure 7. So, the goal will be to show the gain overpowers the
loss for β and h small.
24 C. BJORLAND, L. CAFFARELLI, A. FIGALLI
Observe that φ(·) − βh1+s touches uδ from above at x− he1. So, by the monotonicity of u
δ
along directions of C+, we know that either ∇φ(x) = 0 or Cθ ≤ v · e1, where v is the direction
of ∇φ(x). Consider first the case where ∇φ(x) 6= 0. Let t > 0 denote the distance from x to the
set {z : d(z, ∂Ω−) ≤ h} along the line passing through x with direction ∇φ(x), and let t′ > 0
denote the distance between x and the set {z : d(z, ∂Ω+) ≤ h} along this same line. Then
t+ h, t′ + h <
M
Cθ
. (29)
Moreover, thanks to the growth estimate (28) on uδ near ∂Ω, we can estimate
∆s∞u˜
δ
h(x) ≥∆
s
∞u˜
δ(x− e1h)−
∫ −t−h
−∞
βh1+s
|η|1+2s
dη +
∫ −t
−t−h
[ǫ(t+ h+ η)s − βh1+s]
|η|1+2s
dη
+
∫ t′+h
t′
[ǫ(t′ + h− η)s − βh1+s]
|η|1+2s
dη −
∫ ∞
t′+h
βh1+s
|η|1+2s
dη.
The third and fourth terms represent the gain from the growth near the boundary, while
in the second and fifth terms we considered the worst case in which x + ηv ∈ RN \ Ω for
η ∈ (−∞,−t− h] ∪ [t′ + h,∞) so that we have a loss from the change in RN \ Ω. We need to
establish
1
2s
βh1+s
(t+ h)2s
=
∫ −t−h
−∞
βh1+s
|η|1+2s
dη ≤
∫ −t
−t−h
[ǫ(t+ h+ η)s − βh1+s]
|η|1+2s
dη,
and a similar statement replacing t by t′.
In that direction, we estimate∫ −t
−t−h
[ǫ(t+ h+ η)s − βh1+s]
|η|1+2s
dη ≥
1
(t+ h)1+2s
∫ −t
−t−h
[ǫ(t+ h+ η)s − βh1+s] dη
=
1
(t+ h)1+2s
(
ǫ
1 + s
hs+1 − βh2+s
)
.
The same statement holds replacing t with t′. Hence,
∆s∞u˜
δ
h(x0) ≥
hs+1
(t′ + h)2s
(
ǫ
1 + s
1
t′ + h
−
β
2s
−
βh
t′ + h
)
+
h1+s
(t+ h)2s
(
ǫ
1 + s
1
t+ h
−
β
2s
−
βh
t+ h
)
.
Thanks to (29), it suffices to choose β = min
{
ǫ
2(1+s) ,
sCθǫ
(1+s)M
}
to get ∆s∞u˜
δ
h ≥ 0. This concludes
the proof when ∇φ(x0) 6= 0.
A nearly identical argument holds for the case ∇φ(x0) = 0. Indeed, if y is the supremum in
the definition of ∆s∞u˜
δ
h then Cθ ≤ y ·e1, a consequence of the monotonicity of u
δ in all directions
of C+. Analogously, if z ∈ SN−1 is the direction for the infimum in the definition of ∆s∞u˜
δ
h,
then z ∈ C−. Let t′ is the distance from x to the set {z : d(z, ∂Ω+) ≤ h} along the line with
direction y, and let t be the distance from x to {z : d(z, ∂Ω+) ≤ h} along the line with direction
z. Then (29) holds and we can follow the same argument as above to establish ∆s∞u˜
δ
h ≥ 0. 
As we already said before, this uniform monotonicity implies we can only touch U by test
functions which have a non-zero derivative. Indeed the following general lemma holds:
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Lemma 4.10. Let u be uniformly monotone in the sense of Definition 4.2 for some α < 2.
If a test function φ ∈ C1,1(x0) ∩ BC(R
N ) touches u from above or from below at x0 ∈ Ω then
∇φ(x0) 6= 0.
Proof. Say φ touches u from above at x0 and ∇φ(x0) = 0. Applying the uniformly monotone
assumption then the C1,1 definition we find
βhα ≤ u(x0 + hy)− u(x0) ≤ φ(x0 + hy)− φ(x0) ≤Mh
2
for some constant M > 0 and small h > 0. As α < 2, this gives a contradiction for small h. A
similar argument is made if φ touches U from below at x0. 
The above lemma combined with Lemma 4.10 immediately gives the following:
Corollary 4.11. If a test function φ ∈ C1,1(x0)∩BC(R
N) touches U from above or from below
at x0 ∈ Ω, then ∇φ(x0) 6= 0.
Thanks to above result, we can take advantage of the fact that the operator ∆s∞ is stable at
non-zero gradient point to show that U is a solution. We start showing that it is a subsolution.
Lemma 4.12. U is a subsolution. Moreover U ∈ C0,2s−1(Rn).
Proof. Fix x0 ∈ Ω and let φ ∈ C
1,1(x0) touch U from above at x0. Corollary 4.11 implies
∇φ(x0) 6= 0. Setting m0 := d(∂Ω
−, ∂Ω+) ≥ Cθm > 0 (here m is as in (14)), the cusp 1 −
m1−2s0 |x − x0|
2s−1 is a member of the family F defined by (17) when x0 ∈ ∂Ω
+. So, using
Lemma 3.9 and Theorem 3.7 together with the Arzela`-Ascoli theorem, we can easily construct
a sequence of equicontinuous and bounded subsolutions un such that:
• 0 ≤ un(x) ≤ 1 for all x ∈ R
N ,
• un converges uniformly to U in compact subsets of Ω.
This sequence satisfies the assumptions of Theorem 3.10 and we conclude U is a subsolution.
The Ho¨lder regularity of U follows from the one of un (equivalently, once we know U is a
subsolution, we can deduce its Ho¨lder regularity using Theorem 3.7). 
Theorem 4.13. U(x) is a solution. Moreover U ∈ C0,2s−10,loc (Ω).
Proof. The C0,2s−10,loc regularity of U will follow immediately from Corollary 3.12 once we will
know that U is a solution. Let us prove this.
We will assume by contradiction U is not a supersolution, and we will show there exists a
subsolution to (17) which is strictly grater than U at some point, contradicting the definition
of U .
If U is not a supersolution then there is a point x0 ∈ Ω, a test function ψ ∈ C
1,1(x0) touching
U from below at x0, and two constants r, ρ > 0 such that ∆
s
∞Uˆ(x0) ≥ 2ρ where
Uˆ(x) :=
{
ψ(x) if x ∈ Br(x0),
U(x) if x ∈ RN \Br(x0).
By possibly considering a smaller r and ρ we may assume ψ ∈ C2(Br) (for instance, it suffices
to replace ψ by a paraboloid). We will show there are δ0, r0 > 0 small such that, for any
δ ∈ (0, δ0), wδ(x) = U(x) ∨ [(ψ(x) + δ)χBr0 (x0)] is a subsolution. (Here and in the sequel, χS
denotes the indicator function for the set S.) Clearly w(x0) > U(x0), which will contradict the
definition of U(x) and prove that U is a supersolution.
For x ∈ Br(x0) we can evaluate ∆
s
∞Uˆ(x) directly, without appealing to test functions. First
we note ∆s∞Uˆ(x) is continuous near x0, an immediate consequence of the continuity of ψ,
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∇ψ, U , along with ∇ψ(x0) 6= 0 given by Corollary 4.11. Hence, we deduce the existence of a
constant r0 <
r
2 such that ∆
s
∞Uˆ(x) > ρ and ∇ψ(x) 6= 0 for x ∈ Br0(x0). Since by assumption
ψ < U on Br(x0) \ {x0}, there exists δ1 > 0 small enough that ψ(x) + δ1 < U(x) for all
x ∈ Br(x0) \Br0(x0).
Consider now wδ for any δ < δ1. If φ ∈ C
1,1(x) touches wδ from above at x ∈ Ω, then
it touches either U or ψ + δ from above at x. In the first case we use the fact that U is a
subsolution and calculate ∆s∞w˜δ(x) ≥ IU˜(x) ≥ 0. Here w˜ and U˜ are as described in (7). If φ
touches ψ from above, then x ∈ Br0(x0) and ∇φ(x) = ∇ψ(x) 6= 0. So, since ψ(x) + δ1 < U(x)
for all x ∈ Br(x0) \Br0(x0) and r − r0 ≥ r0, we get
∆s∞w˜δ(x) ≥ ∆
s
∞Uˆ(x)− 2δ
∫ ∞
r−r0
1
η1+2s
ds ≥ ρ− 2δ
∫ ∞
r0
1
η1+2s
dη = ρ−
δr2s0
s
.
Hence it suffices to choose δ0 = sρr
2s
0 to deduce that ∆
s
∞w˜δ ≥ 0 and find the desired contra-
diction. 
Remark 4.14. Using Corollary 3.12 we obtained that U ∈ C0,2s−10,loc (Ω). However, one can
actually show that U ∈ C0,2s−10 (R
N ). To prove this, one uses a blow-up argument as in the
proof of Corollary 3.12 together with the fact that U grows at most like ds(·, ∂Ω)≪ d2s−1(·, ∂Ω)
near ∂Ω (see Remark 4.8) to show that any blow-up profile u0 solves ∆
s
∞u0 = 0 inside some
infinite domain Ω˜ ⊂ RN , and vanishes outside. Then, arguing as the proof of Lemma 3.11 one
obtains u0 = 0. We leave the details to the interested reader.
We finally establish uniqueness of solutions by proving a general comparison principle which
does not rely on compactness of Ω but uses the stability of ∆s∞ when the limit function cannot
be touched by a test function with zero derivative.
Theorem 4.15. Let Ω be bounded in the e1 direction (i.e., Ω ⊂ {−M ≤ x1 ≤ M} for some
M > 0). Consider two functions u,w : RN → R such that
• ∆s∞u ≥ 0 and ∆
s
∞w ≤ 0 “at non-zero gradient points” inside Ω (in the sense of Defini-
tion 2.3),
• u ≤ w on RN \ Ω,
• u,w ∈ C0,2s−1(RN ),
• u or w is uniformly monotone along e1 away from ∂Ω (see Lemma 4.9) for some α < 2.
Then u ≤ w in Ω.
Proof. By way of contradiction, we assume there is a point x ∈ Ω such that u(x) > w(x).
Replacing u and w by uǫ and wǫ, we have u
ǫ(x) − wǫ(x) ≥ c > 0 for ǫ sufficiently small.
Moreover, since u,w ∈ C0,2s−1(RN ), the uniform continuity of u and w, together with the
assumption u ≤ w on RN \Ω, implies that (uǫ−wǫ)∨ 0→ 0 as ǫ→ 0 uniformly on R
N \Ω (see
Lemma 3.4). So, assume that ǫ is small enough that uǫ − wǫ ≤ c/2 on R
N \ Ω, and define
δ0 = inf{δ : wǫ(x) + δ ≥ u
ǫ(x) ∀x ∈ RN}
= inf{δ : wǫ(x) + δ ≥ u
ǫ(x) ∀x ∈ Ω}.
Observe that δ0 ≥ c > 0.
If there is a point x0 ∈ Ω such that wǫ(x0) + δ0 = u
ǫ(x0) we can proceed as in the proof
of the comparison principle for compact sets (Theorem 3.2) to obtain a contradiction. If no
such x0 exists, let xn ∈ Ω be a sequence such that wǫ(xn) + δ0 ≤ u
ǫ(xn) +
1
n . Let us observe
that since u ≤ w in RN \ Ω, u,w ∈ C0,2s−1(RN ), and uǫ − u,wǫ − w are uniformly close to
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Γ+
Γ-
u
1
0
Figure 8. The dual obstacle problem.
zero, the points xn stay at a uniform positive distance from ∂Ω for ǫ sufficiently small . Let
τn ∈ {0} × R
N−1 be such that x˜n := xn − τn = (e1 · xn)e1, that is τn is the translation for
which x˜n ∈ R×{(0, ..., 0)}. The sequence x˜n lies in a bounded set of R
N since Ω is bounded in
the e1 direction, so we may extract a subsequence with a limit x0. Being (sub/super)solution
invariant under translations, un(x) = u
ǫ(x − τn) and wn(x) = wǫ(x − τn) form a family of
“sub and supersolutions at non-zero gradient points” which are uniformly equicontinuous and
bounded. Using the Arzela`-Ascoli theorem, up to a subsequence we can find two functions
u0(x) and w0(x) such that un(x)→ u0(x) and wn(x) → w0(x) uniformly on compact sets. By
the stability Theorem 3.10, u0 [resp. w0] is a “subsolution [resp. supersolution] at non-zero
gradient points”. Moreover u0(x) ≤ w0(x) + δ0 for all x ∈ R
N , u0(x0) = w0(x0) + δ0, and
w0(x)− u0(x) ≥ δ0 on R
N \Ω. (30)
Furthermore, the uniform C1,1 bounds from below [resp. above] on uǫ [resp. wǫ] (see Lemma
3.4) implies that also u0 [resp. w0] is C
1,1 from below [resp. above]. Finally, if we assume for
instance that u is uniformly monotone along e1 away from ∂Ω (see Lemma 4.9) for some α < 2,
then also u0 is uniformly monotone along e1 away from ∂Ω for the same value of α.
Now, to find the desired contradiction, we can argue as in the proof of Theorem 3.2: at
the point x0 both functions are C
1,1 at x0, so Lemma 4.10 applied with u = u0 and φ = w0
implies ∇w0(x0) 6= 0, and the sub and supersolution conditions at x0 give a contradiction. This
concludes the proof. 
5. A Monotone Obstacle Problem
In this section we consider the problem of finding a solution u : RN → R of the following
dual obstacle problem:

∆s∞u(x) ≥ 0 if Γ
−(x) < u(x),
∆s∞u(x) ≤ 0 if Γ
+(x) > u(x),
u(x) ≥ Γ−(x) for all x ∈ RN ,
u(x) ≤ Γ+(x) for all x ∈ RN .
(31)
Here Γ+ and Γ− are upper and lower obstacles which confine the solution and we interpret
the above definition in the viscosity sense. The model case one should have in mind is Γ+ =
[(x1)−]
−γ1 ∧ 1 and Γ− = (1 − [(x1)+]
−γ2) ∨ 0, γ1, γ2 > 0. (Here and in the sequel, x1 denotes
the component of x in the e1 direction.)
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When u does not coincide with Γ− we require it to be a subsolution, and likewise it must
be a supersolution when it does not coincide with Γ+. In particular, when it does not coincide
with either obstacle it must satisfy ∆s∞u(x) = 0.
We make the following assumptions:
• 0 ≤ Γ− < Γ+ ≤ 1.
• Γ+,Γ− are uniformly Lipschitz on RN (and we denote by L0 be a Lipschitz constant
for both Γ+ and Γ−).
• Γ+ [resp. Γ−] is uniformly C1,1 inside the set {Γ+ < 1} [resp. {Γ− > 0}].
• Γ+(x) → 0 uniformly as x1 → −∞ and Γ
−(x) → 1 uniformly as x1 → ∞. More
precisely,
lim
x1→−∞
sup
x¯∈RN−1
Γ+(x1, x¯) = 0, (32)
lim
x1→+∞
sup
x¯∈RN−1
Γ−(x1, x¯) = 1. (33)
• Γ+,Γ− are monotone in all directions for some cone of monotonicity C+ with θ ∈ (0, π/2)
(see (19)). Moreover, the monotonicity is strict away from 0 and 1: for every M > 0
there exists lM > 0 such that
lM ≤
|Γ+(x)− Γ+(y)|
|x− y|
∀x, y ∈ {Γ+ < 1} ∩ {|x1| ≤M}, x− y ∈ C
+;
lM ≤
|Γ−(x)− Γ−(y)|
|x− y|
∀x, y ∈ {Γ− > 0} ∩ {|x1| ≤M}x− y ∈ C
+.
(34)
Again, we write Cθ = cos(π/2 − θ).
• For each M > 0 there is a constant LM such that if x, y ∈ {x : M < |x1| < 2M} then
|Γ+(x)− Γ+(y)|
|x− y|
+
|Γ−(x)− Γ−(y)|
|x− y|
≤ LM , (35)
and LM → 0 as M →∞.
• There exist α > 2s and global constantsM0 > 0, ρ0 ∈ (0, 1) with the following property:
For every x˜ with x˜1 > M0 there exists A > 0 (which may depend on x˜) satisfying
C|x˜1|
−α ≥ As
(
1− Γ−(x˜) +
|∇Γ−(x˜)|2
4A
)1−s
, (36)
ρ0 >
(
1− Γ−(x˜) +
|∇Γ−(x˜)|2
4A
)
, (37)
such that Γ− can be touched from above by the paraboloid
p−x˜ (x) = Γ
−(x˜) +∇Γ−(x˜) · (x− x˜) +A(x− x˜)2. (38)
For every x˜ with x˜1 > M there exists A > 0 satisfying
C|x˜1|
−α ≥ As
(
Γ+(x˜) +
|∇Γ+(x˜)|2
4A
)1−s
, (39)
ρ0 >
(
Γ+(x˜) +
|∇Γ+(x˜)|2
4A
)
, (40)
such that Γ+ can be touched from below by the paraboloid
p+x˜ (x) = Γ
+(x˜) + Γ+(x˜) · (x− x˜)−A(x− x˜)2. (41)
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Assumption (34) is used to establish uniform monotonicity of the solutions. Assumptions (36)-
(41) control the asymptotic behavior of the obstacles and guarantee the solution coincides with
the obstacle in some neighborhood of infinity. It is important to note that a different A maybe
chosen for each x˜. These assumptions are realized in the two following general situations:
• (Polynomial Control of the Obstacles) Let γ1, γ2 > 0, and Γ
+,Γ− be such that the
following holds: There are global constants C,M > 0 such that
i. Γ+(x) ≤ C|x1|
−γ1 when x1 < −M , and 1− Γ
−(x) ≤ C|x1|
−γ2 when x1 > M .
ii. 1C |x1 + 1|
−γ1−1 ≤ |∇Γ+(x)| ≤ C|x1 + 1|
−γ1−1 for all x ∈ RN .
iii. 1C |x1 + 1|
−γ2−1 ≤ |∇Γ−(x)| ≤ C|x1 + 1|
−γ2−1 for all x ∈ RN .
iv. The paraboloids (38) and (41) satisfy 1C |x1|
−γ1−2 ≤ A ≤ C|x1|
−γ1−2 if x1 < −M
and 1C |x1|
−γ2−2 ≤ A ≤ C|x1|
−γ2−2 if x1 > M , respectively.
Then Γ+ and Γ− satisfy (34)-(41).
• If we choose A ∼ |∇Γ+|2 for (41) and A ∼ |∇Γ−|2 for (38) then
1
C
|x1 + 1|
−γ1−1 ≤ |∇Γ+(x)| ≤ C|x1 + 1|
−γ1−1,
1
C
|x1 + 1|
−γ2−1 ≤ |∇Γ−(x)| ≤ C|x1 + 1|
−γ2−1,
(42)
implies (36)-(37) and (39)-(40) for any γ1, γ2 > 0. In particular, if Γ
+ and Γ− are
concave and convex respectively in a neighborhood of infinity on the x1 axis, then the
paraboloids (38) and (41) touch for any A ≥ 0, and (42) is enough to ensure (34)-(41).
To define the family F of admissible subsolutions, we say u ∈ F if it satisfies

∆s∞u(x) ≥ 0 if Γ
−(x) < u(x),
u(x) ≥ Γ− for all x ∈ RN ,
u(x) ≤ Γ+ for all x ∈ RN .
(43)
This set in non-empty because it contains Γ−(x). Again we will use Perron’s method to show
the supremum of functions in this set solves the problem (31). Our solution candidate is:
U(x) = sup{u(x) : u ∈ F}.
We prove the following existence and uniqueness result:
Theorem 5.1. Let Γ+ and Γ− satisfy the stated assumptions, then U(x) is the unique solution
to the problem (31).
Arguing the existence and uniqueness given by this theorem is similar to the work in the
previous section. We will build barriers from paraboloids which will show U coincides with the
obstacle near infinity along the e1 axis. From here, we will make use of the structure of the
obstacles to show U is uniformly monotone in the sense of Definition 4.2 so that it may only
be touched by test functions with non-zero derivatives (actually, we will show U has locally a
uniform linear growth). Again, this implies stability, allowing us show that U is the (unique)
solution.
We also show the solution is Lipschitz, and demonstrate that U approaches the obstacle in
a C1,s fashion along the direction of the gradient. This is the content of the following theorem.
Recall that L0 denotes a Lipschitz constant for both Γ
+ and Γ−.
Theorem 5.2. There exists a constant Aθ ≥ 1, depending only on the opening of the cone
C+, such that U is (AθL0)-Lipschitz. Furthermore, U approaches the obstacle in a C
1,s−1/2
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fashion along the direction of the gradient: If x is such that Γ+(x) = U(x) and y ∈ SN−1 is the
direction of ∇Γ+(x), then
Γ+(x+ ry)− U(x+ ry) = O(r1+(s−1/2))
as r → 0. (Here, the right hand side O(r1+(s−1/2)) is uniform with respect to the point x.)
Similarly, if x is such that Γ−(x) = U(x) and y ∈ SN−1 is the direction of ∇Γ−(x), then
U(x− ry)− Γ−(x− ry) = O(r1+(s−1/2))
as r → 0.
5.1. Barriers and Uniform Monotonicity. One may show U is monotone in the directions
of C+ by arguing similar to Section 4.1. Indeed, given u ∈ F and a direction y ∈ C+, one can
easily show that u(·+ y) ∨ Γ− still belongs to F .
Our first goal is to demonstrate how the solution coincides with the obstacle in a neighborhood
of infinity. We begin with a lemma similar in spirit to Lemma 4.5, constructing barriers with
paraboloids. Recall that C− = −C+.
Lemma 5.3. Let p+ and p− be given by (38) and (41) respectively. For any S ⊂ RN define
P+(x) = P+S (x) ∨ Γ
−(x), (44)
P+S (x) = sup
x0∈S
(
sup
x′−x0∈C+
{
p+x0(x
′) ∨ 0
})
,
and
P−(x) = P−S (x) ∧ Γ
+(x), (45)
P−S (x) = infx0∈S
(
inf
x′−x0∈C−
{
p−x0(x
′) ∧ 1
})
.
Then there exists M˜ > 0 such that if S ⊂ {x : x1 < −M˜} then P
+ ∈ F , and if S ⊂ {x : x1 >
M˜} then u ≤ P− for any u ∈ F .
Proof. We will first prove P+(x) ∈ F when S ⊂ {x : x1 < −M˜}. Let ρ0 ∈ (0, 1) be given by
the left hand side of (40), and choose M so that Γ−(x) ≥ 1+ρ02 when x1 > M . The existence of
such M is guaranteed by (32). Instead of working directly with P+ we will instead show that
P (x) = P+S (x) ∨
(1− ρ0)
2
χ{x1>M}(x)
is a subsolution for any x such that x1 < M . This will imply P
+ ∈ F since P+ = P whenever
P+ does note coincide with Γ−.
To begin we rewrite
p+(x) = Γ+(x˜) +
|∇Γ−(x˜)|2
4A
−A
(
x− x˜−
∇Γ−(x˜)
2A
)2
.
From here, we use Lemma 4.6 with
r20 = r0(x˜)
2 =
1
A
(
Γ−(x˜) +
|∇Γ−(x˜)|2
4A
)
,
NON-LOCAL TUG-OF-WAR AND THE INFINITY FRACTIONAL LAPLACIAN 31
and arguing as in the proof of Lemma 4.5 yields
∆s∞P (x) ≥
1+ρ0
2 −Ar
2
0
2s
(
Cθ
M − x˜1
)2s
− CsAr
2−2s
0 .
By assumption Ar20 ≤ ρ < 1 and Ar
2−2s
0 ≤ C|x˜1|
−α for some α > 2s (thanks to (39)). Hence,
there exists a large constant M˜ > 0 such that if x˜1 < −M˜ then ∆
s
∞P (x) ≥ 0. This implies
that P+ ∈ F if S ⊂ {x : x1 < −M˜}, as desired.
Similarly one argues ∆s∞P
−(x) ≤ 0 when S ⊂ {x : x1 > M˜}.
The final statement in the lemma is now an application of the comparison principle on
compact sets (Theorem 3.2): for any point x¯ ∈ {x : x1 > M˜}, we choose S = {x¯}. Then, there
exists a large ball BR(x¯) such that Γ
+ ≤ P− outside this ball. Since any function u ∈ F lies
below Γ+, we conclude using Theorem 3.2. 
Corollary 5.4. Let M˜ > 0 be given by the previous lemma. Then U(x) = Γ−(x) when x1 > M˜ ,
and U(x) = Γ+(x) when x1 < −M˜ .
Proof. If x˜ is such that x˜1 < −M˜ , choose S = {x˜} and consider P
+ as in the previous lemma.
Since U is the maximal subsolution, it must be greater than or equal to P+(x), In particular
U(x˜) ≥ P+(x˜) = Γ+(x˜), from which we conclude U(x˜) = Γ+(x˜) (since U ≤ Γ+).
One argues similarly when x˜1 > M˜ , but using the comparison principle on compact sets as
at the end of the proof of the previous lemma. We leave the details to the reader. 
We will now use the fact that U coincides with the obstacles for large |x1| to show that U
is uniformly monotone (compare with Lemma 4.9). In fact we can do a little better in this
situation, and show that the growth is linear.
The strategy of the proof is analogous to the one of Lemma 4.9: given u ∈ F that coincides
with the obstacles in a neighborhood of infinity, we compare it with u(x− he1) + βh for some
small β > 0. When we modify u(x−he1)+βh to take into account the obstacle conditions there
will be a loss coming from changing the function near infinity, and a gain coming from changing
the function near the obstacle contact point (since that point is far from infinity, assumption
(34) implies that the gradient of the obstacle bounded uniformly away from zero). The goal
will be to show that the gain dominates the loss when β is small, so the shifted function is a
subsolution as well.
To estimate the loss, given h > 0 and y ∈ SN−1 ∩ C+, we consider the sets
Σ+h,y = {x : Γ
+(x− yh) + βh ≥ Γ+(x)},
Σ−h,y = {x : Γ
−(x− yh) + βh ≥ Γ−(x)}.
We have the following lemma:
Lemma 5.5. For every β > 0 there exist Mβ > 0 such that
Σ+h,y ∩ Σ
−
h,y ⊂ {x : |x1| ≥Mβ} ∀h ∈ (0, 1).
Moreover Mβ →∞ as β → 0.
Proof. Let y ∈ SN−1 be any direction in the assumed cone of monotonicity. Consider first the
obstacle Γ+, and for any M > 0 let LM be given by (35). Then, if x is such that x1 < −M we
have
Γ+(x− hy) + βh− Γ+(x) ≥ βh− LMh
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so that if LM ≤ β the inclusion for Σ
+
h,y follows. For the obstacle Γ
−, if x1 > 2M and h < M
then
Γ−(x− hy) + βh− Γ−(x) ≥ βh− L2Mh
so that if L2M ≤ β we have the inclusion for Σ
−
h,y. Since LM → 0 asM →∞, for any fixed β we
may takeM large enough so that LM , L2M ≤ β. Then the conclusion holds withMβ = 2M . 
Lemma 5.6. Let M˜ be given by Lemma 5.3. Then U is uniformly monotone in any direction
of C+ inside {|x1| ≤ M˜}. More precisely, there is a β > 0 such that, for any x ∈ {|x1| ≤ M˜},
there exists hx > 0 such that
U(x) + βh ≤ U(x+ yh) ∀h ∈ (0, hx), y ∈ S
N−1 ∩C+.
Hence, in the sense of distributions,
DyU(x) ≥ β > 0 ∀x ∈ {|x1| ≤ M˜}, y ∈ S
N−1 ∩ C+.
Proof. Thanks to assumption (34) it suffices to prove the result when Γ− < U < Γ+.
The proof is similar in spirit to the one of Lemma 4.9. Fix a point x such that Γ−(x) <
U(x) < Γ+(x), and for any δ > 0 let uδ ∈ F be such that U(x) ≤ uδ(x) + δ. Using Lemmas 5.3
and 3.9 (see also Corollary 5.4) and by considering the maximum of two subsolutions, we may
assume that uδ coincides with Γ+ for all x such that x1 < −M˜ . Moreover, since u
δ ≤ U , by
Corollary 5.4 it coincides with Γ− for all x such that x1 > M˜ . Furthermore, as in the proof of
Lemma 4.9, up to replacing uδ by supy∈C+ u
δ(·−y)∨Γ−, we can assume that uδ is monotone in
all directions of C+. For any β > 0, let Mβ be given by Lemma 5.5. We assume β is sufficiently
small so that the inclusion in Lemma 5.5 holds with Mβ > M˜ + 1.
For 0 < h < 1 and y ∈ SN−1 in the assumed cone of monotonicity, consider
uδh(x) =


Γ−(x) if x ∈ {x : x1 > Mβ},
Γ+(x) if x ∈ {x : x1 < −Mβ},
uδ(x) ∨ (uδ(x− yh) + βh) otherwise.
This is the maximum of uδ and “uδ shifted and raised”, then pushed above Γ− and below Γ+.
We wish to show uδh ∈ F so we need to check ∆
s
∞u
δ
h(x) ≥ 0 when u
δ
h(x) 6= Γ
−(x). Fix x ∈ RN
such that Γ−(x) < uδh(x) and let φ ∈ C
1,1(x) touch uδh from above at x. If φ touches u
δ from
above, we use that uδ is a subsolution and uδh ≥ u to get ∆
s
∞u˜
δ
h(x) ≥ ∆
s
∞u˜
δ(x) ≥ 0 (here u˜δh is
the usual modification given by (7)). In the other case, we assume ∇φ(x) 6= 0 (as indicated in
the proof of Lemma 4.9 the case ∇φ(x) = 0 is handled in a nearly identical way). Then,
∆s∞u˜
δ
h(x) ≥ ∆
s
∞u˜
δ(x− hy)−
∫
x+vη∈Σ+
h,y
∩Σ−
h,y
βh
η1+2s
dη
+
∫
x+vη∈Λ
uδ(x+ vη)− uδ(x+ vη − h)− βh
η1+2s
dη.
Here v ∈ SN−1 is the direction of ∇φ(x) (which satisfies v ·e1 ≥ Cθ, thanks to the monotonicity
of uδ), and Λ is the set of values where uδ(·) ≥ uδ(· − h)− βh.
First, ∆s∞u˜
δ(x − hy) ≥ 0 since uδ is a subsolution. So, we need to work on the remaining
terms. To estimate the loss term (second term on the right hand side) we use Lemma 5.5 to
see ∫
x+vη∈Σ+
h,y
∩Σ−
h,y
βh
η1+2s
dη ≤ 2βh
∫ ∞
|x1+Mβ |/Cθ
η−2s−1 dη =
C2sθ βh|x1 +Mβ|
−2s
s
.
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To estimate the gain term (third term on right hand side), we note that, if β ≤ lM˜ and
x+ vη ∈ {−M˜ − 1 ≤ x1 ≤ −M˜}, then
uδ(x+ vη) − uδ(x+ vη − h)− βh = Γ+(x+ vη)− Γ+(x+ vη − h)− βh
≥ (lM˜ − β)h > 0.
Hence {−M˜ − 1 ≤ x1 ≤ −M˜} ⊂ Λ, and we get∫
x+vη∈Λ
uδ(x+ vη) − uδ(x+ vη − h)− βh
η1+2s
dη
≥
∫
x+vη∈{−M˜−1≤x1≤−M˜}
(lM˜ − β)h
η1+2s
dη
≥ (lM˜ − β)h
(
Cθ
|x1|+ M˜ + 1
)1+2s
.
Since |x1| < M , it is clear that ∆
s
∞u˜
δ
h(x) ≥ 0 for β sufficiently small. 
5.2. Existence and Regularity. This subsection contains the proofs of Theorems 5.1 and
5.2.
Proof of Theorem 5.1. The first step is to check U ∈ F . Since U may only be touched from
below by a test function with non-zero derivative (as a consequence of Lemma 5.6) this is an
immediate consequence of the stability Theorem 3.10, arguing as in the proof of Theorem 4.12.
Next one checks ∆s∞U(x) ≤ 0 whenever U(x) < Γ
+(x). This is argued similar to the proof
of Theorem 4.13: arguing by contradiction, one touches U from below at any point where it is
not a supersolution, then raising the test function one finds another member of the set F which
is strictly greater than U at some point. Thus U is a solution to (31).
To prove the uniqueness of the solutions we first notice that, if W is any other solution,
then W must also coincide with the obstacles for all x with |x1| > M˜ , where M˜ is given by
Lemma 5.3. This follows through comparison on compact sets, using the barriers constructed
in Lemma 5.3 with S = {x} (see the proof of Lemma 5.3 and Corollary 5.4). From there, we
can apply the monotone comparison principle in Theorem 4.15 to conclude uniqueness of the
solution. 
Proof of Theorem 5.2. To prove the Lipschitz regularity it suffices to show thatW (x) = (U(x+
y)−L0|y|)∨Γ
−(x) is a subsolution for any y ∈ C+. Indeed, recalling that both Γ+ and Γ− are
L0-Lipschitz, this would imply
U(x+ y) ≤ U(x) + L0|y| ∀x ∈ R
N , y ∈ C+. (46)
Now, given any two points x, z ∈ RN , by a simple geometric construction one can always find
a third point w such that
x− w, z − w ∈ C+, |x− w|+ |z − w| ≤ Aθ|x− z|,
where Aθ ≥ 1 is a constant depending only on the opening of the cone C
+. (The point w can
be found as the (unique) point of (x + C−) ∩ (x + C−) closest to both x and z.) So, by (46)
and the monotonicity of U in directions of C+ we get
U(z) ≤ U(w) + L0|z − w| ≤ U(x) +AθL0|x− z| ∀x, z ∈ R
N ,
and the Lipschitz continuity follows.
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The fact that W ∈ F follows as in many previous arguments by using that U(x+ y)− L0h
is a subsolution and that U(x+ yh)−L0h ≤ Γ
+(x) for all x ∈ RN (since U ≤ Γ+ and Γ+ is L0
Lipschitz).
We now examine how U leaves the obstacle near the free boundary ∂{U = Γ+} (the case of
Γ− is similar). Consider a point x ∈ RN such that U(x) = Γ+(x). Since U solves (31) inside the
set {U > Γ−} ⊃ {U = Γ+}, we know ∆s∞U(x) ≥ 0. Moreover, Γ
+ is a C1,1 function touching
U from above at x, so ∆s∞U(x) may be evaluated classically in the direction of ∇Γ
+(x) (see,
for instance, [4, Lemma 3.3]). Let y ∈ SN−1 denote this direction. For any r > 0, we have
0 ≤
∫ ∞
0
U(x+ ηy) + U(x− ηy)− 2U(x)
η1+2s
dη
=
∫ r
0
U(x+ ηy)− Γ+(x+ ηy) + U(x− ηy)− Γ+(x− ηy)
η1+2s
dx
+
∫ r
0
Γ+(x+ ηy) + Γ+(x− ηy)− 2Γ+(x)
η1+2s
dη
+
∫ ∞
r
U(x+ ηy) + U(x− ηy)− 2U(x)
η1+2s
dη.
Since U is bounded, Γ+ is uniformly C1,1 and monotone inside the set {Γ+ < 1}, and U ≤ Γ+,
we get
0 ≤
∫ r
0
Γ+(x+ ηy)− U(x+ ηy)
η1+2s
dx ≤ C
for some constant C < ∞ independent of r. Set δ = Γ+(x + ry) − U(x + ry). Since Γ+ is
L0-Lipschitz, we have Γ
+(x+ ηy)− U(x+ ry) ≥ δ2 for all η ∈ (r − δ/(2L0), r). Then,
δ2
4L0
1
(r − δ/(2L0))1+2s
≤
δ
2
∫ r
r−δ/(2L0)
1
η1+2s
dη
≤
∫ r
0
Γ+(x+ ηy)− U(x+ ηy)
η1+2s
dx ≤ C.
This implies δ2 ≤ C ′r1+2s for some universal constant C ′. Hence
Γ+(x+ ry)− U(x+ ry) = O(r1+(s−1/2))
as r → 0, as desired. 
6. Appendix
Figure 9 describes a simple bi-dimensional geometry for which u ≡ 0 is a solution in the
sense of (8)-(9), and we can also exhibit a positive subsolution.
In this figure, A, B, and C form an equilateral triangle centered at the origin. The curves lA
and LA are both sections of a circle centered at A. Likewise lB , LB , lC and LC are sections of a
circle centered at B and C respectively. The sets FA, FB , and FC are obtained by intersecting
an annulus centered at the origin with sectors of angle π/3, and they contain the support of the
boundary data. Notice that, for α = A,B,C, any line perpendicular to either Lα or lα passes
through the interior of Fα. Finally, Ω is the unit disc centered at the origin.
To define the data consider the smaller set F δA = {x ∈ FA|d(x, ∂FA) > δ}. For some small
δ > 0 let fA be a smooth function equal to 1 in F
2δ
A , and equal to 0 in R
2 \ F δA. With a
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Figure 9. Geometry for non-uniqueness example.
similar definition for fB and fC , let f = fA+ fB + fC . We choose δ small enough that any line
perpendicular to lα or Lα intersects {x|fα(x) = 1} (α = A,B,C).
Consider now the problem (1). We first note that u ≡ 0 is a solution in the sense of (8)-(9).
Indeed, (8) trivially holds. Moreover, for any point x ∈ Ω there is a line passing through the
point which does not intersect the support of f , so also (9) is satisfied. We now construct a
subsolution which is larger than this solution, showing that a comparison principle cannot hold.
Let S be the compact set whose boundary is given by the C1,1 curve
⋃
α∈{A,B,C}
(
Lα ∪ lα
)
.
For ρ > 0 small, let φρ ∈ C
∞
c (R) be such that φ(t) = 0 for t ≤ 0 and t = 1 for t > ρ. Finally,
define
u(x) =
{
φρ
(
d(x, ∂S)
)
if x ∈ S,
0 if x ∈ SC .
Since ∂S is C1,1, by choosing ρ sufficiently small we can guarantee u is C1,1 as well.
Define now uǫ = ǫu. For any x ∈ S such that ∇uǫ(x) 6= 0, the line with direction ∇uǫ(x)
passing through the point x will intersect the set {x|f(x) = 1}, and thus there will be a uniform
positive contribution to the integral defining the operator. Analogously, for any point x ∈ S
such with ∇u(x) = 0 there is a line which intersects the set {x|f(x) = 1}, so there will be again
a uniform positive contribution to the operator.
Hence, by choosing ǫ sufficiently small, we can guarantee that this positive contribution
outweighs any negative contribution coming from the local shape of uǫ (since this contribution
will be of order ǫ), and therefore u is a subsolution both in the sense of Definition 2.3 and of
(8)-(9).
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