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Abstract
We prove completeness and interpolation for infinitary predicates
intuitionistic logic, by proving new neat embedding theorems for Heyt-
ing polyadic algebras. Also we formulate and solve the analogue of
the lengthy discussed finitizability problem in (classical) algebraic logic,
which has to do with finding finitely based varieties adequate for the
algebraisation of predicate intuinistic logic circumventing non-finite ax-
iomatizability results.
1
We follow standard notation. G will always be a semigroup of transforma-
tions on a set or ordinal (well ordered set) under the operation of composition.
All undefined terms, concepts in this part of the paper which we use extensively
without warning are found in Part 1. Cross references will be given.
This part is organized as follows. In section 2 we give a simple proofs
of representation theorems for the countable case, using ideas of Ono. In
section 2, we prove various representation theorems in the presence of diagonal
elements.
1 Simpler proofs
Throughout G is a semigroup. We start by giving a simpler proof of our rep-
resentability results when G consists only of finite transformations and G is
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strongly rich. We assume that everything is countable; algebras, dimensions
and semigroups. We do not study the case when G consists of all transfor-
mations since in this case we have uncountably many operations (even if the
dimension is countable.
Dimensions will be specified by countable ordinals for some time to come.
An ω dilation of an algebra of dimension α is its minimal dilation of dimension
α + ω. Our next proof is a typical Henkin construction that does not involve
zigzagging. It as an algebraic version of a proof of Ono, but it proves much
more.
We treat the two cases simultaneously; V denotes the class of algebras and
Fr
ρ
βV denotes the free countable V algebra, where ρ is not dimension restricting
in the second case while α ∼ ρ(i) is infinite in the first case [cf. definition ? in
part 1].
Definition 1.1. (1) Let A be an algebra. Let Γ,∆ ⊆ A. We write Γ →
∆, if there exist n,m ∈ ω, a1, . . . an ∈ Γ, b1, . . . bm ∈ ∆ such that a1 ∧
. . . an ≤ b1 ∨ . . . bm. Recall that a pair (Γ,∆) is consistent if not Γ→ ∆.
(2) We say that a theory (Γ,∆) is complete, if it is consistent and Γ∪∆ =
A.
(3) A theory (Γ,∆) is Henkin complete in A if it is complete and satu-
rated. Γ ⊆ A is saturated, if there exists (equivalently for all) ∆ ⊆ A,
such that (Γ,∆) is saturated.
Definition 1.2. (1) Let Γ ⊆ SgAX1 and Θ,Λ ⊆ Sg
AX2. Then a ∈
SgA(X1 ∩ X2) separates Γ from (Θ,∆) if Γ → {a} and Θ ∪ {a} → Λ.
In this case we say that Γ can be separated from (Θ,∆). Otherwise Γ is
inseparable from (Θ,∆) with respect to A, X1, X2, or simply inseparable,
when A, X1 and X2 are clear from context.
(2) We say that a ∈ SgA(X1 ∩ X2) separates Γ from ∆ if a separates Γ
from (∅,∆), that is to say, if Γ→ {a} and {a} → ∆.
Lemma 1.3. (Essentially Ono’s) let G be the semigroup of all finite transfor-
mations on α. Let A ∈ GPHAα and assume further that α ∼ ∆x is infinite
for every x in A. Suppose that Γ ⊆ SgAX1 and Θ,Λ ⊆ Sg
A2X2. If Γ is in-
separable from (Θ,Λ) with respect to X1 and X2, then there exist an ω dilation
B of A, Γ′ ⊆ SgBX1 and Θ
′,∆′ ⊆ SgBX2, such that
1. Γ ⊆ Γ′ and Γ′ is saturated in SgBX1.
2. Θ ⊆ Θ′ and Λ ⊆ Λ′ and (Θ′,Λ′) is Henkin complete.
3. (Γ′ ∩Θ′,∆′) is Henkin complete and ∆′ = Λ′ ∩SgB(X1 ∩X2).
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4. Γ′ is inseparable from (Θ′,Λ′).
Proof. For each i ∈ ω, we will construct subsets Γi of Sg
B(X1) and Θi, Λi of
SgB(X2) satisfying the following
(1) Γ = Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ...,
Θ = Θ0 ⊆ Θ1 ⊆ Θ2 ⊆ ...,
Λ = Λ0 ⊆ Λ1 ⊆ Λ2 ⊆ ....
(2) Γi is inseparable from (Θi,Λi) with respect to Sg
B(X1 ∩X2).
Let (ai : i ∈ ω) be an enumeration of Sg
B(X1 ∩ X2), (bi : i ∈ ω) be an
enumeraton of SgB(X1) ∼ Sg
B(X1 ∩X2) and (ci : i ∈ ω) be an enumeration
of SgB(X2) ∼ Sg
B(X1 ∩X2).
First observe that Γ is inseparable from (Θ,Λ) with respect to the big
algebra B and X1 and X2. For if not, then there exists b ∈ Sg
B(X1 ∩ X2)
such that Γ → {b} and Θ ∪ {b} → Λ. By lemma ??, there is a finite set J,
such that
c(J)b ∈ NrαSg
B(X1 ∩X2) = Sg
NrαB(X1 ∩X2) = Sg
A(X1 ∩X2),
but then we would have Γ→ {c(J)b} and Θ∪{c(J)b} → Λ which is impossible.
So, (2) holds when i = 0. Next, suppose that i > 0 and inductively for each
k < i, Γk,Θk and Λk satisfying the conditions (1), (2), are defined. We also
assume inductively that
β ∼
⋃
x∈Γi
∆x ∪
⋃
x∈Θi
∆x ∪
⋃
x∈Λi
∆x
is infinite for all i. This is clearly satisfied for the base of induction. We treat
three cases separately.
1. i = 3m + 1. Since the sentence am belongs to Sg
B(X1 ∩ X2) either
Γi−1∪{am} is inseparable from (Θi−1∪{am,Λi−1), or Γi−1 is inseparable
from (Θi−1,Λi−1 ∪ {am}). Suppose that the former case holds.
We distinguish between two subcases:
Subcase (1): am 6= ckx for all k < β and x ∈ B. Set Γi = Γi−1 ∪ {am},
Θi = Θi−1 ∪ {am} and Λi = Λi−1.
Subcase (2): am = cka for some k < β and a ∈ B. Then set Γi =
Γi−1 ∪ {am, s
k
ja}, Θi = Θi−1 ∪ {am, s
k
ja} and Λi = Λi−1, where
j ∈ β ∼
⋃
x∈Γi−1
∆x ∪
⋃
x∈Θi−1
∆x ∪
⋃
x∈Λi−1
∆x.
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Such a j exists by the induction hypothesis. Then Γi is inseparable from
(Θi,Λi).
Suppose next that the latter case holds. Then, define Γi = Γi−1, Θi =
Θi−1 and Λi = Λi−1 ∪ {am}.
In each subcase, as easily checked, the conditions (1) and (2) hold for Γi,
Θi and Λi.
2. The case where i = 3m+2. Suppose first that some sentence inSgB(X1∩
X2) that separates Γi−1∪{bm} from (Θi−1,Λi−1). Then, define Γi = Γi−1,
Θi = Θi−1, Λi = Λi−1. Next suppose otherwise.
Subcase 1: When bm is not of the form ckb for any k ∈ β and b ∈ B;
we define Γi = Γi−1 ∪ {bm}, Θi = Θi−1 and Λi = Λi−1.
Subcase 2: When bm is equal to ckb for some k ∈ β and b ∈ B, define
Γi = Γi−1 ∪ {bm, s
k
j b}, Θi = Θi−1 and Λi = Λi−1 where
j ∈ β ∼
⋃
x∈Γi−1
∆x ∪
⋃
x∈Θi−1
∆x ∪
⋃
x∈Λi−1
∆x.
In any case, we have Γi is inseparable from (Θi,Λi).
3. The case where i = 3m + 3. As in the two previous cases, either
Γi−1 is inseparable from (Θi−1 ∪ {cm},Λi−1) or Γi−1 is inseparable from
(Θi−1,Λi−1∪{cm}). If it is the latter case, then set Γi = Γi−1, Θi = Θi−1
and Λi = Λi−1 ∪ {cm}. If it is the former case, when cm is not of the
form ckc for any k ∈ β and c ∈ B, define Γi = Γi−1, Θi = Θi−1 ∪ {cm}
and Λi = Λi−1. If there exists c ∈ B, and k ∈ β such that cm = ckc, set
Γi = Γi−1, Θi = Θi−1 ∪ {cm, s
k
j c} and Λi = Λi−1 where
j ∈ β ∼
⋃
x∈Γi−1
∆x ∪
⋃
x∈Θi−1
∆x ∪
⋃
x∈Λi−1
∆x.
In each case, the conditions (1) and (2) are satisfied.
Now, we define Γ′ =
⋃
i<ω Γi, Θ
′ =
⋃
i<ωΘi and Λ
′ =
⋃
i<ω Λi. Clearly, Γ
′ is
inseparable from (Θ′,Λ′), by (1) and (2).
We will prove that Γ′ is saturated in SgB(X1).
We first prove
Claim For any b in SgBX1, b is in Γ
′ if and only if Γi ∪ {b} is inseparable
from (Θi,Λi) for every i.
Proof of Claim. Suppose that for each i, Γi∪{b} is inseparable from (Θi,Λi).
Assume that b = bm and let k = 3m + 1 if b belongs to Sg
B(X1 ∩ X2) and
k = 3m + 2 otherwise. Then b ∈ Γk ⊆ Γ
′, by the fact that Γk−1 ∪ {bm} is
inseparable from (Θk−1,Λk−1).
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Conversely, suppose that b ∈ Γ′. Let J = {i ∈ ω : b ∈ Γi} and let
h = minJ. Then for any i such that h ≤ i,Γi∪{b} is inseparable from (Θi,Λi),
since Γi ∪ {b} = Γi. So, suppose, seeking a contradiction that for some i < h,
we have Γi∪{b} is separated from (Θi,Λi). Then, it follows that Γh(= Γh∪{b})
is also separated from (Θh,Λh). But, this contradicts (2). Hence, Γi ∪ {b} is
inseparable from (Θi,Λi) for each i.
Now, we will show that (Γ′,SgBX1 ∼ Γ
′) is consistent. If not, then, there
exist a1 . . . am in Γ
′ and b1 . . . bn in Sg
B(X1) ∼ Γ such that
∧m
j=1 aj ≤
∨n
j=1 bj .
For each j, there exist a number kj and an element dj ∈ Sg
B(X1 ∩X2), such
that dj separates Γkj ∪ {bj} from (Θkj ,Λkj). Take k ∈ ω, such that kj < k
for each j and a1 . . . am ∈ Γk. Such a k of course exists. Now
∨n
j=1 dj in
SgB(X1 ∩ X2), separates Γk ∪ {
∨n
j=1 bj} from (Θk,Λk). Since a1 . . . am ∈ Γk
and
∧m
j=1 aj ≤
∨n
j=1 bj , then we can infer that
∨n
j=1 dj separates also Γk from
(Θk,Λk). But this contradicts (2).
Hence, (Γ′,SgBX1 ∼ Γ
′) is consistent. By construction it is also Henkin-
complete in SgBX1. Thus, Γ
′ is saturated inSgB(X1). That (Θ
′,Λ′) is Henkin-
complete in SgBX2 is absolutely straightforward. From this, it immediately
follows that (Γ′ ∩Θ′,∆′) is consistent. Let a ∈ SgB(X0 ∩X1). Suppose that
a /∈ ∆′. Then, a ∈ Θ′, since (Θ′,Λ′) is complete in SgBX1. On the other
hand, a is in either Γ′ or Λ′ by our construction. Hence, a ∈ Γ′ and, therefore,
a ∈ Γ′∩Θ′. This means that (Γ′∩Θ′,∆′) is complete, and also Henkin-complete
by construction.
Remark 1.4. The proof works verabtim when G is stronly rich.
.
Theorem 1.5. Let A = FrρµV , where |µ| = ω, Γ0 ⊆ Sg
AX1 and Θ0,Λ0 ⊆
SgAX2. If Γ0 is inseperable from (Θ0,Λ0) then the theory (Γ0 ∪ Θ0,Λ0) is
satisfiable. That is to say, there exists K = (K,≤ {Xk}k∈K{Vk}k∈K), a homo-
morphism ψ : A → FK , k0 ∈ K, and x ∈ Vk0, such that for all p ∈ Γ0 ∪Θ0 if
ψ(p) = (fk), then fk0(x) = 1 and for all p ∈ Λ0 if ψ(p) = (gk), then gk0(x) = 0.
Proof. We provide the proof when G is the set of all finite transformations.
Fix ρ such that α ∼ ρ(i) is infinite for every i ∈ µ. Form a sequence of minimal
dilations A = B0 ⊆ B1 ⊆ . . .B∞, where for n ≤ ω, Bn ∈ GPHAα+n. Now by
lemma ??, we have for k < l ≤ ω, Bk = NrkBl and for all X ⊆ Bk, we have
SgBkX = NrkSg
BlX . In this case we can give a more concrete description of
the dilations. It will turn out, as we proceed to show in a minute, thatBl is the
dimension restricted free algebra on µ generators in α+ l dimensions restricted
by ρ. For n ≤ ω, let β = α + n. For brevity, we write Hom(A,B) for the set
of all homomorphisms from A to B. Let VI = GPHAI . In view of lemma ??,
it suffices to show that the sequence 〈η/CrρµVβ : η < µ〉 Vα - freely generates
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NrαFr
ρ
µ(Vβ). Towards this end, let B ∈ Vα and a = 〈aη : η < µ〉 ∈
µB
be such that ∆aη ⊆ ρ(η) for all η < µ. Since Fr
ρ
µ(Vα) is in Dcα, we have
|α \
⋃
ξ∈Γ ρξ| ≥ ω for each finite Γ ⊆ µ. Assuming that Rga generates B, we
have B ∈ Dcα. Therefore B ∈ SNrαVβ. Let D = Fr
ρ
µ(Vβ).
We claim that x = 〈η/CrρµVβ : η < µ〉 ∈
µD SNrαKβ - freely generates
SgNrαDRgx. Indeed, consider C ∈ NrαVβ and y ∈
µC such that ∆yη ⊆ ρη for
all η < µ. Let C′ ∈ Vβ be such that C = NrαC
′. Then clearly y ∈ µC ′ and
∆yη ⊆ α for all η < µ. Then there exists h ∈ Hom(D,C
′) such that h ◦ x = y.
Hence h ∈ Hom(RdαD,RdαC
′), thus h ∈ Hom(SgRdαDRgx,SgRdαC
′
h(Rgx)).
Since Rgx ⊆ NrαD, we have h ∈ Hom(Sg
NrαDRgx,C). We have proved our
claim.
Therefore there exists, by universal property of dimension restricted free
algebras, a homomorphism h : SgNrαDRgx→ B such that h(η/CrρµKβ) = aη.
But NrαFr
ρ
µ(Kβ) = Nrα(Sg
DRgx) = SgNrαDRgx. Therefore 〈η/Crρµ(Vβ) : η <
µ〉 Vα freely generates NrαFr
ρ
µ(Vβ). We have proved that Fr
ρ
µVα
∼= NrαFr
ρ
µVβ,
via an isomorhism that fixes the generators. Hence the (minimal) dilations are
nothing more than dimension restricted free algebras in extra dimensions ≤ ω,
also restriced by ρ
Now Γ0 is inseparable from (Θ0,Λ0) with respect to B, X1 and X2, and
so there exist by lemma 1.3, Γ′0 ⊆ Sg
B1(X1), and Θ
′
0,Λ
′
0 ⊆ Sg
B1(X2) such
that (Γ′0,Σ
′
0), (Θ
′
0,Λ
′
0) and (Γ
′
0 ∩ Θ
′
0,∆
′
0) are Henkin complete in Sg
B1(X1),
SgB2(X2) and Sg
B(X1 ∩ X2) respectively, where Σ
′
0 = Sg
B1(X1) ∼ Γ
′
0 and
∆′0 = Λ
′
0 ∩Sg
B1(X1 ∩X2).
We define inductively for each k ∈ ω a set Mk each of whose members is a
pair of the form (Γ, θ) such that Γ ⊆ SgBk(X1), and Θ ⊆ Sg
Bk(X2), and the
following hold:
(1) Γ′0 ⊆ Γ,Θ
′
0 ⊆ Θ,
(2) (Γ,Σ), (Θ,Λ) and (Γ∩Θ,Σ∩Λ) are Henkin complete inSgBkX1,Sg
Bk(X2)
and SgBk(X1 ∩ X2), respectively, where Σ = Sg
Bk(X1) ∼ Γ and Λ =
SgBk(Xk) ∼ Θ.
1. At k = 0, set W0 = {(Γ
′
0,Θ
′
0)}.
2. Suppose that Wk−1 has already been defined and that each member of
Wk−1 satisfies (1) and (2). For each (Γ,Θ) ∈ Mk−1 for all a ∈ Σ ∪ Λ of the
form d → e or qia we construct a pair satisfying (1) and (2) and put in into
Mk. Here (a) and (b) are analogous to Claims 1 and 2 in the proof of ??.
First take d→ e ∈ Λ. Then Γ is inseperable from (Θ∪{d}, e) with respect
to SgBk−1(X1 ∩ X2), so there exists Γ
′ ⊆ SgBk(X1) and Θ
′,Λ′ ⊆ SgBk(X2)
satisfying (1) and (2), and Θ ∪ {d} ⊆ Θ′ and e ∈ Λ′. If qia ∈ Λ. Then
Γ is inseprable from (Θ, sika) where k ∈ dimBk ∼ dimBk−1, with respect
to SgBk−1(X1 ∩ X2). Now let K =
⋃
k∈ωWk; K is the set of worlds. If
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i = (∆,Γ) ∈ Wk, let Mk = ω + k.n. If i1 = (∆1,Γ1) and i2 = (∆2,Γ2) are in
K, then set
i1 ≤ i2 ⇐⇒Mi1 ⊆Mi2 ,∆1 ⊆ ∆2.
This is a preorder on K; define the kripke system K based on the set of worlds
K as before. Set ψ : A → FK by ψ1(p) = (fl) such that if l = (∆,Γ) ∈ K is
saturated in Ak, and Mk = dimAk, then for x ∈ Vk =
⋃
p∈Gn
αM
(p)
k ,
fk(x) = 1⇐⇒ s
An
x∪(IdMk∼α)
p ∈ ∆.
Let k0 = (∆ω,Γω) be provided by lemma 1.3, that is a Henkin complete satu-
rated extension of (∆0,Γ0) in B1, then ψ, k0 and Id are as desired.
Remark 1.6. The proof works verabtim when G is stronly rich. Theorem is
the special case of MAIN proved in part 1, when the first pair is just (Θ,⊥).
This weaker version suffices to prove interpolation, see the proof of theorem ?
in part 3.
2 Presence of diagonal elements
All results, in Part 1, up to the previous theorem, are proved in the absence of
diagonal elements. Now lets see how far we can go if we have diagonal elements.
Considering diagonal elements, as we shall see, turn out to be problematic but
not hopeless.
Our representation theorem has to respect diagonal elements, and this
seems to be an impossible task with the presence of infinitary substitutions,
unless we make a compromise that is, from our point of view, acceptable. The
interaction of substitutions based on infinitary transformations, together with
the existence of diagonal elements tends to make matters ‘blow up’; indeed this
even happens in the classical case, when the class of (ordinary) set algebras
ceases to be closed under ultraproducts [44]. The natural thing to do is to
avoid those infinitary substitutions at the start, while finding the interpolant
possibly using such substitutions. We shall also show that in some cases the
interpolant has to use infinitary substitutions, even if the original implication
uses only finite transformations.
So for an algebra A, we letRdA denote its reduct when we discard infinitary
substitutions. RdA satisfies cylindric algebra axioms.
Theorem 2.1. Let α be an infinite set. Let G be a semigroup on α containing
at least one infinitary transformation. Let A ∈ GPHAEα be the free G algebra
generated by X, and suppose that X = X1 ∪ X2. Let (∆0,Γ0), (Θ0,Γ
∗
0) be
two consistent theories in SgRdAX1 and Sg
RdAX2, respectively. Assume that
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Γ0 ⊆ Sg
A(X1 ∩X2) and Γ0 ⊆ Γ
∗
0. Assume, further, that (∆0 ∩Θ0 ∩Sg
AX1 ∩
SgAX2,Γ0) is complete in Sg
RdAX1 ∩Sg
RdAX2. Then there exist K = (K,≤
{Xk}k∈K{Vk}k∈K), a homomorphism ψ : A → FK , k0 ∈ K, and x ∈ Vk0, such
that for all p ∈ ∆0 ∪ Θ0 if ψ(p) = (fk), then fk0(x) = 1 and for all p ∈ Γ
∗
0 if
ψ(p) = (fk), then fk0(x) = 0.
Proof. The first half of the proof is almost identical to that of lemma ??.
We highlight the main steps, for the convenience of the reader, except that we
only deal with the case when G is strongly rich. Assume, as usual, that α,
G, A and X1, X2, and everything else in the hypothesis are given. Let I be
a set such that β = |I ∼ α| = max(|A|, |α|). Let (Kn : n ∈ ω) be a family
of pairwise disjoint sets such that |Kn| = β. Define a sequence of algebras
A = A0 ⊆ A1 ⊆ A2 ⊆ A2 . . . ⊆ An . . . such that An+1 is a minimal dilation of
An and dim(An+1) = dimAn ∪Kn.We denote dim(An) by In for n ≥ 1. The
proofs of Claims 1 and 2 in the proof of ?? are the same.
Now we prove the theorem when G is a strongly rich semigroup. Let
K = {((∆,Γ), (T, F )) : ∃n ∈ ω such that (∆,Γ), (T, F )
is a a matched pair of saturated theories in SgRdAnX1,Sg
RdAnX2}.
We have ((∆0,Γ0), (Θ0,Γ
∗
0)) is a matched pair but the theories are not sat-
urated. But by lemma ?? there are T1 = (∆ω,Γω), T2 = (Θω,Γ
∗
ω) extend-
ing (∆0,Γ0), (Θ0,Γ
∗
0), such that T1 and T2 are saturated in Sg
RdA1X1 and
SgRdA1X2, respectively. Let k0 = ((∆ω,Γω), (Θω,Γ
∗
ω)). Then k0 ∈ K, and k0
will be the desired world and x will be specified later; in fact x will be the
identity map on some specified domain.
If i = ((∆,Γ), (T, F )) is a matched pair of saturated theories in SgRdAnX1
and SgRdAnX2, let Mi = dimAn, where n is the least such number, so n is
unique to i. Let
K = (K,≤, {Mi}, {Vi})i∈K,
where Vi =
⋃
p∈Gn,p a finitary transformation
αM
(p)
i (here we are considering only
substitutions that move only finitely many points), and Gn is the strongly
rich semigroup determining the similarity type of An, with n the least number
such i is a saturated matched pair in An, and ≤ is defined as follows: If
i1 = ((∆1,Γ1)), (T1, F1)) and i2 = ((∆2,Γ2), (T2, F2)) are in K, then set
i1 ≤ i2 ⇐⇒Mi1 ⊆Mi2 ,∆1 ⊆ ∆2, T1 ⊆ T2.
We are not yet there, to preserve diagonal elements we have to factor out K by
an infinite family equivalence relations, each defined on the dimension of An,
for some n, which will actually turn out to be a congruence in an exact sense.
As usual, using freeness of A, we will define two maps on A1 = Sg
RdAX1 and
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A2 = Sg
RdAX2, respectively; then those will be pasted to give the required
single homomorphism.
Let i = ((∆,Γ), (T, F )) be a matched pair of saturated theories inSgRdAnX1
and SgRdAnX2, let Mi = dimAn, where n is the least such number, so n is
unique to i. For k, l ∈ dimAn = In, set k ∼i l iff d
An
kl ∈ ∆ ∪ T . This is well
defined since ∆ ∪ T ⊆ An. We omit the superscript An. These are infinitely
many relations, one for each i, defined on In, with n depending uniquely on
i, we denote them uniformly by ∼ to avoid complicated unnecessary notation.
We hope that no confusion is likely to ensue. We claim that ∼ is an equivalence
relation on In. Indeed, ∼ is reflexive because dii = 1 and symmetric because
dij = dji; finally E is transitive because for k, l, u < α, with l /∈ {k, u}, we have
dkl · dlu ≤ cl(dkl · dlu) = dku,
and we can assume that T ∪∆ is closed upwards. For σ, τ ∈ Vk, define σ ∼ τ
iff σ(i) ∼ τ(i) for all i ∈ α. Then clearly σ is an equivalence relation on Vk.
Let Wk = Vk/ ∼, and K = (K,≤,Mk,Wk)k∈K , with ≤ defined on K as
above. We write h = [x] for x ∈ Vk if x(i)/ ∼= h(i) for all i ∈ α; of course X
may not be unique, but this will not matter. Let FK be the set algebra based
on the new Kripke system K obtained by factoring out K.
Set ψ1 : Sg
RdAX1 → FK by ψ1(p) = (fk) such that if k = ((∆,Γ), (T, F )) ∈
K is a matched pair of saturated theories in SgRdAnX1 and Sg
RdAnX2, and
Mk = dimAn, with n unique to k, then for x ∈ Wk
fk([x]) = 1⇐⇒ s
An
x∪(IdMk∼α)
p ∈ ∆ ∪ T,
with x ∈ Vk and [x] ∈ Wk is define as above.
To avoid cumbersome notation, we write sAnx p, or even simply sxp, for
sAn
x∪(IdMk∼α)
p. No ambiguity should arise because the dimension n will be clear
from context.
We need to check that ψ1 is well defined. It suffices to show that if σ, τ ∈ Vk
if σ ∼ τ and p ∈ An, with n unique to k, then
sτp ∈ ∆ ∪ T iff sσp ∈ ∆ ∪ T.
This can be proved by induction on the cardinality of J = {i ∈ In : σi 6=
τi}, which is finite since we are only taking finite substitutions. If J is empty,
the result is obvious. Otherwise assume that k ∈ J . We recall the following
piece of notation. For η ∈ Vk and k, l < α, write η(k 7→ l) for the η
′ ∈ V that
is the same as η except that η′(k) = l. Now take any
λ ∈ {η ∈ In : σ
−1{η} = τ−1{η} = {η}}r∆x.
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This λ exists, because σ and τ are finite transformations and An is a dilation
with enough spare dimensions. We have by cylindric axioms (a)
sσx = s
λ
σksσ(k 7→λ)p.
We also have (b)
sλτk(dλ,σk ∧ sσp) = dτk,σksσp,
and (c)
sλτk(dλ,σk ∧ sσ(k 7→λ)p)
= dτk,σk ∧ sσ(k 7→τk)p.
and (d)
dλ,σk ∧ s
λ
σksσ(k 7→λ)p = dλ,σk ∧ sσ(k 7→λ)p
Then by (b), (a), (d) and (c), we get,
dτk,σk ∧ sσp = s
λ
τk(dλ,σk · sσp)
= sλτk(dλ,σk ∧ s
λ
σksσ(k 7→λ)p)
= sλτk(dλ,σk ∧ sσ(k 7→λ)p)
= dτk,σk ∧ sσ(k 7→τk)p.
The conclusion follows from the induction hypothesis. Now ψ1 respects all
quasipolyadic equality operations, that is finite substitutions (with the proof
as before; recall that we only have finite substitutions since we are considering
SgRdAX1) except possibly for diagonal elements. We check those:
Recall that for a concrete Kripke frame FW based onW = (W,≤, Vk,Wk),
we have the concrete diagonal element dij is given by the tuple (gk : k ∈ K)
such that for y ∈ Vk, gk(y) = 1 iff y(i) = y(j).
Now for the abstract diagonal element in A, we have ψ1(dij) = (fk : k ∈ K),
such that if k = ((∆,Γ), (T, F )) is a matched pair of saturated theories in
SgRdAnX1, Sg
RdAnX2, with n unique to i, we have fk([x]) = 1 iff sxdij ∈ ∆∪T
(this is well defined ∆ ∪ T ⊆ An).
But the latter is equivalent to dx(i),x(j) ∈ ∆∪T , which in turn is equivalent to
x(i) ∼ x(j), that is [x](i) = [x](j), and so (fk) ∈ d
FK
ij . The reverse implication
is the same.
We can safely assume that X1∪X2 = X generates A. Let ψ = ψ1∪ψ2 ↾ X .
Then ψ is a function since, by definition, ψ1 and ψ2 agree on X1 ∩ X2. Now
by freeness ψ extends to a homomorphism, which we denote also by ψ from A
into FK. And we are done, as usual, by ψ, k0 and Id ∈ Vk0.
Theorem ??, generalizes as is, to the expanded structures by diagonal ele-
ments. That is to say, we have:
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Theorem 2.2. Let G be the semigroup of finite transformations on an infinite
set α and let δ be a cardinal > 0. Let ρ ∈ δ℘(α) be such that α ∼ ρ(i) is
infinite for every i ∈ δ. Let A be the free G algebra with equality generated
by X restristed by ρ; that is A = FrρδGPHAEα, and suppose that X = X1 ∪
X2. Let (∆0,Γ0), (Θ0,Γ
∗
0) be two consistent theories in Sg
AX1 and Sg
AX2,
respectively. Assume that Γ0 ⊆ Sg
A(X1 ∩X2) and Γ0 ⊆ Γ
∗
0. Assume, further,
that (∆0 ∩ Θ0 ∩Sg
AX1 ∩Sg
AX2,Γ0) is complete in Sg
AX1 ∩Sg
AX2. Then
there exist a Kripke system K = (K,≤ {Xk}k∈K{Vk}k∈K), a homomorphism
ψ : A→ FK , k0 ∈ K, and x ∈ Vk0, such that for all p ∈ ∆0∪Θ0 if ψ(p) = (fk),
then fk0(x) = 1 and for all p ∈ Γ
∗
0 if ψ(p) = (fk), then fk0(x) = 0.
Proof. RdA is just A.
Remark 2.3. Theorem extends to the presence of diagonal elements by using
a simpler version of the congruence relation defined above. For n ∈ ω, and a
pair i = (∆,Γ) in An, for k, l ∈ dimAn, set k ∼i l iff d
An
kl ∈ ∆.
2.1 Neat Embedings and the finitizability problem for
intuitionistic predicate logic
Let α be an infinite ordinal. We set:
RGAα = SP{FK : K a Kripke system of dimension α}.
We refer to RGAα as the class of representable G algebras. The next theorem
is analogous to the celebrated so-calle neat embedding theorem of Henkin in
cylindric algebras. For α < β, let SNrαGβPHAβ = {A ∈ GαPHAα : ∃B ∈
GβPHAβ : A ⊆ NrαB}.
Now using the previous lemmas, we prove a neat embedding theorem:
Theorem 2.4. (1) When G is strongly rich (and α is countable) or G
consists of all transformations, then RGAα = GPHAα
(2) When G consists only of finite transformtations, then we have RGAα =
SNrαGα+ωPHAα+ω. In particular, RGAα is a variety.
Proof. First it is easy, but tedious, to verify soundness, namely, that RGAα ⊆
GPHAα. One just has to check that equational axioms for G algebras hold in
set algebras based on Kripke systems. The other inclusion of (i) follows from
??, since for a class K ⊆ GPHAα, we have A ∈ SPK, if and only if, for all
non-zero a ∈ A, there exists B ∈ K and a homomorphism f : A → B such
that f(a) 6= 0.
We now show (ii). It suffices to show that for infinite ordinals α < β,
if K is a Kripke system of dimension α and M is one of dimension β, then
11
FK ⊆ NrαFM. Assume that FK = {f = (fk : k ∈ K); fk :
αX(Id) → O, k ≤
k′ =⇒ fk ≤ f
′
k} and that FM = {g = (gk : k ∈ K); gk :
βX(Id) → O, k ≤
k′ =⇒ gk ≤ g
′
k} are Kripke set algebras based on the given Kripke systems
of dimension α and β, respectively, with operations defined as usual. Define
Ψ : FK → FM by (ψf)k = hk where hk ↾ α = fk and otherwise is equal to the
zero element. Then Ψ neatly embeds FK into FM, that is it embeds FK into
NrαFM. This shows that RGAα ⊆ SNrαGα+ωPHAα+ω.
The converse inclusion (which is basically an algebraic version of a com-
pleteness theorem) is slighly more difficult. Assume that A ⊆ NrαB. LetB
′ =
SgBA. Then B′ ∈ Gα+ωPHAα+ω. This follows from the following reasoning.
Let β = α + ω. Then |β ∼ α| ≥ ω, and ∆a ⊆ α for all a ∈ A, it follows by a
simple inductive argument that for all y ∈ SgBA, |β ∼ ∆y| ≥ ω. Hence by ??,
B′ is representable, and so is A, for NrαB
′ is representable and a subalgebra of
a representable algebra is representable. To show that NrαB
′ is representable,
it suffices to take FK = {f = (fk : k ∈ K); fk :
βX
(Id)
k → O, k ≤ k
′ =⇒ fk ≤
f ′k} and show that NrαFK is representable. But clearly the latter is isomorphic
to Fα
K
= {(fk ↾ α : k ∈ K) : fk ↾ α :
αX
(Id)
k → O, k ≤ k
′, fk ≤ f
′
k}.
Now we prove something stronger than what is required at the end of item
(ii). We show that for infinite ordinals α < β, SNrαGβPHAβ is a variety.
It is closed under forming subalgebras by definition. It is closed under prod-
ucts, since for any system of algebras (Bi : i ∈ I) we have
∏
i∈I NrαBi =
Nrα
∏
i∈I Bi, via the map (ai : i ∈ I) 7→ (ai : i ∈ I) which is evidently one to
one, surjective and a homomorphism.
We show that the SNrαGβPHAβ is also closed under homomorphic images.
Let A ⊆ NrαB, and I an ideal of A. We will show that that homomorphic
image A/I of A is in SNrαGβPHAβ. Let J be the ideal generated by I in B.
Then J ∩ A = I. Define f : A/I → Nrα(A/J) by f(x/I) = x/J , then f is an
embedding, and we are done.
2.2 The Finitizability for Heyting Polyadic algebras with
and without equality
Item (1) in theorem 2.4 says that there is a finite schema axiomatizable vari-
ety consisting of subdirect products of set algebras based on Kripke systems
(models) of a natural extension of ordinary predicate intuitionistic logic. This
schema can be strictly cut to be a finite axiomatization, that can be easily
implemented, using the methods of Sain in [44] where an analagous result
addressing first order (classical) logic without equality is proved.
The following theorem is the algebraic version of weak completeness see
theorem ? in part 3. The theorem for classical algebras and its logical conse-
quences are proved in [44]. Almost the same proof works in our intuitionistic
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context (note that (i) and (ii)) are obvious. We omit the proof, which can be
easily recovered from [44] using fairly standard machinery of algebraic logic
dealing with the “bridge” between universal algebraic results and their logical
counterparts.
In the presence of diagonal elements we have:
Theorem 2.5. Let G be rich, then we have
(i) GPHAEω consists of subreducts of full polyadic equality Heyting al-
gebras.
(ii) SRdcaGPHAEω = RGAω. In other words, the class of representable
algebras of dimension ω coincides with the class of subreducts of GPHAEω
(iii) HGPHAEω is a finitely based variety.
Proof. [44].
Theorem 2.6. For rich G, GPHAEα is not closed under ultraproducts
In the absence of diagonal elements, a stronger form of the above theorem
holds, for in this case GPHEω is itself is a finitely based variety. In fact in thi
case we have:
Theorem 2.7. Let G be strongly rich, then we have
(i) GPHAω consists of subreducts of full polyadic Heyting algebras.
(ii) SRdcaGPHAEω = RGHω. In other words, the class of representable
algebras of dimension ω coincides with the class of subreducts of GPHAEω
(iii) RGHω is a finitely based variety that has SUPAP .
Proof. [44].
In a forthcoming publication for different semigroups G , we introduce an
intuitionistic logic (with equality) LG(L
=
G), where formulas have infinite length
extending predicate intuitionistic logic.
We show using our algebraic results that several such logics are complete
and have the interpolation properties, while others do not, pending on G. In
the presence of equality, our positive results are weaker.
When we deal with those logics whoe atomic formulas exhaust the set of
all variables; no variables lie outside formulas, we discover that the borderline,
that turns negative results to positive ones are the presence of infinitary trans-
formations, at least two, where one is injective and not onto and the other is
its left inverse. These transformations move infinitely many variables, and per-
mits one to form dilations in spare dimensions, an essential feature in forming
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succesive extensions of theories. We show that the presence of such transfor-
nations is also necessary, in the sense that their presence cannot be dispensed
with. If only finite transformations are available, then, without imposing any
conditions on dimension sets of elements, representability and amalgamation
fail in a strong sense.
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