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Abstract
■ Resting state fMRI may help identify markers of risk for
affective disorder. Given the comorbidity of anxiety and de-
pressive disorders and the heterogeneity of these disorders
as defined by DSM, an important challenge is to identify alter-
ations in resting state brain connectivity uniquely associated
with distinct profiles of negative affect. The current study
aimed to address this by identifying differences in brain con-
nectivity specifically linked to cognitive and physiological pro-
files of anxiety, controlling for depressed affect. We adopted a
two-stage multivariate approach. Hierarchical clustering was
used to independently identify dimensions of negative affec-
tive style and resting state brain networks. Combining the
clustering results, we examined individual differences in rest-
ing state connectivity uniquely associated with subdimensions
of anxious affect, controlling for depressed affect. Physiolog-
ical and cognitive subdimensions of anxious affect were iden-
tified. Physiological anxiety was associated with widespread
alterations in insula connectivity, including decreased con-
nectivity between insula subregions and between the insula
and other medial frontal and subcortical networks. This
is consistent with the insula facilitating communication be-
tween medial frontal and subcortical regions to enable control
of physiological affective states. Meanwhile, increased con-
nectivity within a frontoparietal–posterior cingulate cortex–
precunous network was specifically associated with cognitive
anxiety, potentially reflecting increased spontaneous nega-
tive cognition (e.g., worry). These findings suggest that phys-
iological and cognitive anxiety comprise subdimensions of
anxiety-related affect and reveal associated alterations in brain
connectivity. ■
INTRODUCTION
It has been suggested that resting state fMRI may be used
to obtain biomarkers of disease state (Cole, Smith, &
Beckmann, 2010). Recently, there has been increasing
recognition within the psychiatric community that, given
the heterogeneity of many disorders, attempts to map
neural or genetic biomarkers directly onto DSM-defined
diagnostic status may be of limited value in advancing
our understanding of the mechanisms involved in risk
for and etiology of disease state.
In the case of anxiety disorders, an additional challenge
arises from the extent of common variance and indeed
shared heritability between anxiety and depressive dis-
orders (Hettema et al., 2008; Kendler, Gardner, Gatz, &
Pedersen, 2007; Costa & McCrae, 1995; Clark & Watson,
1991). It is probable that some alterations in resting state
brain connectivity will be unique to anxiety whereas
others will be shared with depression. Given the hetero-
genous symptomatology of anxiety disorders, it also
seems likely that distinct alterations in regional brain
function or connectivity will underlie different dimen-
sions of anxiety-related affect.
In meeting this challenge, we are helped by the avail-
ability of a number of standardized continuous self-report
measures of negative affect. These derive from both the
clinical and personality literatures and span cognitive and
physiological aspects of anxious affect, depressed affect,
and neurotic personality style. Within the neuroimaging
literature, there has been a tendency to use one of these
measures at a time. This makes it difficult to reconcile
findings between studies and to determine whether iden-
tified alterations in resting brain connectivity are specific
to anxiety versus depression or indeed associated with a
particular profile of anxiety-related affect.
In the 1990s, recognition of the need to distinguish
anxious and depressed affect led to the development of
the Mood and Anxiety Symptom Questionnaire (MASQ;
Watson & Clark, 1991). This measure has not previously
been used to differentiate resting state connectivity cor-
relates of anxious versus depressed affect. It may be valu-
able for differentiating physiological symptoms of anxiety
from symptoms of anhedonia linked to depression. How-
ever, the MASQ does not provide optimal coverage of
cognitive aspects of anxiety (e.g., worry) or of the pres-
ence of negative mood in depression (as opposed to
absence of positive affect). Other standardized measures
that do provide this coverage are available (Meyer, Miller,1University of Oxford, 2University of California-Berkeley
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Metzger, & Borkovec, 1990; Radloff, 1977; Beck, Ward,
Mendelson, Mock, & Erbaugh, 1961). Through combined
use of these measures, it may be possible to advance our
understanding of alterations in resting state brain func-
tion that are unique to anxiety as opposed to depression.
Above, we have focused on the potential value in going
beyond DSM diagnostic categories and single self-report
measures in investigating anxiety-related alterations in
resting state functional brain connectivity. Another im-
portant issue pertains to the choice of resting state fMRI
analysis for probing individual differences in brain con-
nectivity. In the literature to date, seed-based approaches
have been most common, whereas a smaller number of
studies have used data-driven approaches such as inde-
pendent component analysis (ICA).
Seed-based analyses of altered resting state functional
connectivity in anxiety have primarily focused on patterns
of amygdala connectivity. These studies have revealed re-
duced connectivity between the amygdala and both the
medial OFC and the middle temporal gyrus in patients
with social phobia (Pannekoek et al., 2013; Hahn et al.,
2011). Meanwhile, decreased connectivity between the
amygdala and both the insula and ACC has been reported
in generalized anxiety disorder (Etkin, Prater, Schatzberg,
Menon, & Greicius, 2009). In contrast, elevated trait anxi-
ety, as measured by the Spielberger State–Trait Anxiety
Inventory (STAI), has been linked to increased amygdala–
insula connectivity (Baur, Hänggi, Langer, & Lutz, 2012). In
addition, both high STAI state and trait anxiety have been
associated with altered balance of connectivity between
the amygdala and ventral versus dorsal medial pFC (Kim,
Gee, Loucks, Davis, & Whalen, 2011). A further study using
Neuroticism as the measure of interest and precuneous as
the seed region reported increased connectivity between
the precuneous and dorsomedial pFC (Adelstein et al.,
2011).
Adopting a contrasting data-driven approach, two stud-
ies have used ICA to examine brain networks modulated
by global state anxiety (measured using a single self-
report item). One study reported that high global state
anxiety was linked to increased connectivity within a
“salience” network including the dorsal anterior cingu-
late, amygdala, and insula (Seeley et al., 2007). Another
showed increased connectivity between the left insula
and the default mode network (Dennis, Gotlib, Thompson,
& Thomason, 2011).
In the current work, we seek to combine the advan-
tages of the hypothesis-driven approach afforded by
seed-based analyses, with the greater data-driven flexi-
bility and breadth that characterizes dimension reduction
approaches such as ICA. One potential hybrid approach
involves the application of multivariate clustering analysis
to a relatively large number of a priori ROIs previously
implicated in the domain under consideration. Here,
we apply a hierarchical clustering approach in parallel
to both resting state fMRI data and to participantsʼ scores
on multiple standardized self-report measures of negative
affect. This two-phase multivariate approach enables us
to identify alterations in resting state functional con-
nectivity uniquely linked to dimensions of anxious as
opposed to depressed affect. Previous work has adopted
a conceptually comparable multivariate approach (partial
least squares) to explain the relationship between re-
gional brain activity or volumetric measures and task per-
formance (McIntosh, Chau, & Protzner, 2004; McIntosh,
Bookstein, Haxby, & Grady, 1996).
The aim of this work was to identify resting state
correlates of anxious affective style that are independent
of depressed affect. We adopted a two-phase approach
to maximize power for our multivariate analyses. In the
first phase, over 300 participants completed a battery of
standardized self-report measures of negative affect
online. Hierarchical clustering analysis of these data
enabled us to identify four subdimensions of negative
affect: two anxiety-related and two depression-related.
Subsequently, we applied a parallel hierarchical cluster-
ing analysis to resting state data collected from a novel
sample of 19 participants who also completed the same
battery of self-report measures. Bringing the self-report
and imaging results together revealed individual differ-
ences in brain connectivity patterns uniquely linked to
each of the emergent subdimensions of anxiety, indepen-
dent of variance associated with depressed affect.
METHODS
Participants
In Phase 1, 379 participants filled out a battery of self-
report measures of negative affect online. Complete data
were obtained from 327 participants (203 women; mean
age = 21.1 years). In Phase 2, 19 participants (14 women,
all right-handed, aged 18–28 years, mean age = 21.5 years)
took part in a resting state study while fMRI data were
acquired. In Phase 2, participants were selectively recruited
to show a wide range of scores on anxiety-related measures
using a local database of potential participants who had
been screened for inclusion (e.g., age range) and exclusion
(e.g., metal implant free) criteria and administered a range
of self-report measures. This maximized statistical power
for the investigation of anxiety-related dimensions of
negative affect. This study was approved by the University
of California Berkeleyʼs Committee for the Protection of
Human Subjects and carried out in compliance with their
guidelines. Written informed consent was obtained from
participants before participation. Individuals with a history
of psychiatric care, neurological disease or head injury,
or recent use of psychotropic medication, were excluded.
Questionnaire Measures of Negative Affect
Participants completed nine standardized measures of
negative affect. These were chosen to broadly cover the
domain of negative affect as assessed in the anxiety,
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depression, and personality literatures and to encompass
both cognitive and physiological or somatic features.
Trait anxiety was measured using the STAI, form Y
(Spielberger, 1983). The STAI trait subscale is the main
standardized trait measure of anxiety available and widely
used in the affective cognitive neuroscience literature.
Scores on the STAI trait subscale are elevated in indi-
viduals meeting criteria for anxiety disorders across sub-
types (Chambers, Power, & Durham, 2004; Bieling,
Antony, & Swinson, 1998) and predict future anxiety dis-
order diagnosis (Plehn & Peterson, 2002). However, STAI
trait anxiety scores are also elevated in individuals with
major depressive disorder (Chambers et al., 2004). It
has been argued that the STAI trait subscale can be bro-
ken down into two clusters of items: one tapping trait
anxiety and one tapping trait depression (Bieling et al.,
1998). These two subclusterings of items were used here.
Consideration of item content reveals that the “depres-
sion” items are best described as “anhedonic” items as
they pertain to the absence of positive mood or normal
enjoyment of life and everyday activities.
We also administered the MASQ (Watson & Clark,
1991). This includes subscales for anxious arousal and
anhedonic depression. The anxious arousal subscale
addresses physiological/somatic aspects of anxiety. To
obtain a measure of cognitive aspects of anxiety, we
included a commonly used measure of worry, the Penn
State Worry Questionnaire (PSWQ; Meyer et al., 1990).
As a final measure on the anxiety side, fear of anxiety-
related symptoms was measured using the Anxiety Sen-
sitivity Index (ASI; Reiss, Peterson, Gursky, & McNally,
1986). On the depression side, we added in the Beck
Depression Inventory (BDI; Beck et al., 1961) and the
Center for Epidemiologic Studies Depression Scale (CESD;
Radloff, 1977). These are the two most commonly used
measures of depressive affect and provide coverage of
the negative mood aspects of depression. From the per-
sonality literature, we administered the 48-item short-scale
version of the Eysenck Personality Questionnaire (EPQ;
Eysenck, Eysenck, & Barrett, 1985; Eysenck & Eysenck,
1975). The EPQ includes one measure relevant to negative
affect, namely the 12-item Neuroticism scale, which we
used in our analyses.
Phase 1: Procedure and Clustering Analysis of
Questionnaire Data
Participants completed the questionnaire measures out-
lined above online. Incomplete data sets were excluded,
and scores on each questionnaire scale were zero-
meaned. The data were then submitted to a hierarchical
nearest neighbor clustering analysis (using Wardʼs link-
age criterion; Ward, 1963). Hierarchical clustering calcu-
lates pairwise distance values between each combination
of scales based on correlation coefficients and uses these
to create a hierarchical cluster tree, with branches rep-
resenting different dimensions and subdimensions of
affect (Figure 1). Using different cutoffs, it is possible to
Figure 1. Results from a
hierarchical clustering analysis
performed on questionnaire
data obtained online (n = 327)
using nine measures obtained
from standardized self-report
questionnaires assessing
aspects of negative affective
style. The cluster tree (top)
reveals four main clusters
of negative affect. Colors
and numeric values in the
correlation matrix (bottom)
indicate correlation strength
(Pearsonʼs r). BDI = Beck
Depression Inventory; CESD =
Center for Epidemiologic
Studies Depression Scale.
Anhedonic Depression and
Anxious Arousal subscales are
from the MASQ. STAI trait
depression and STAI trait
anxiety together comprise
the Spielberger STAI trait
subscale (Spielberger,
1983). The Neuroticism
Scale is from the Eysenck
Personality Questionnaire.
PSWQ = Penn State Worry
Questionnaire. ASI =
Anxiety Sensitivity Index.
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focus on alternate levels of analysis (e.g., depression
versus anxiety-related affect or the next level down within
the anxiety “branch”). Previous studies have performed
clustering and correlational analyses both at the level of
individual items (Bieling et al., 1998) and at the level of
questionnaire scales (Watson et al., 1995). The item-level
approach has been particularly valuable in measure devel-
opment and validation. In this study, our aim was to
extend beyond previous imaging studies that have typi-
cally focused on a single existing questionnaire scale, while
providing an approach that could easily be adopted by
the psychiatric neuroimaging community and that would
also facilitate cross-study comparability. As such, we chose
to perform our clustering at the level of existing validated
(sub)scales.
Phase 2: Procedure and Data Acquisition
for the Resting State fMRI Study
After arriving at the University of California Berkeley
Brain Imaging Center, participants completed the nega-
tive affect questionnaires, as described above. After this,
they took part in a motion training session initially de-
vised for children being scanned at the Brain Imaging
Center facility. This involved lying inside our mock scan-
ner (decommissioned 4T), watching a video. A sensor
attached to the participantʼs forehead allowed a receiver
attached to the headcoil to constantly record head mo-
tion. This in turn signaled the video to cut out if motion
greater than a given threshold occurred. The threshold
was incrementally lowered using cutoffs from 4 mm down
to 0.5 mm. As such, participants were trained to become
familiar with and avoid small head movements. After
motion training, participants were accompanied to the
3T MRI suite where the scan session was conducted
using a Tim Trio 3T MR system with 12-channel head coil.
Structural images were acquired using a T1-weighted 3-D
MPRAGE sequence with whole brain coverage (1 mm ×
1 mm × 1 mm voxel size, echo time = 2.98 msec, flip
angle = 9°). During the two 6-min resting state scans,
participants were asked to lie still and rest, eyes open,
maintaining fixation on a central cross. BOLD images
were acquired with echo-planar T2* weighted (EPI)
imaging (36 slices, repetition time = 2210 msec, slice
thickness = 3mm, in-plane resolution=3.5×3.5mm, field
of view = 64 × 64 matrix, echo time = 30 msec).
fMRI Preprocessing
Preprocessing was conducted using FSL (FMRIB Software
Library, www.fmrib.ox.ac.uk/fsl). Motion correction was
conducted using FMRIBʼs Linear Image Registration Tool
(MCFLIRT; Jenkinson, Bannister, Brady, & Smith, 2002;
Jenkinson & Smith, 2001). B0 unwarping using acquired
field maps was performed using FMRIBʼs Utility for
Geometrically Unwarping EPIs (FUGUE; Cusack, Brett, &
Osswald, 2003; Jezzard & Balaban, 1995). Slice timing
correction, spatial smoothing with a Gaussian kernel of
5 mm FWHM, and high-pass temporal filtering (cut-off
full-width 100 sec) to remove low-frequency drift were
applied. EPI data were registered to the individualʼs skull-
stripped structural (Smith, 2002) using linear affine regis-
tration (FLIRT; Jenkinson et al., 2002; Jenkinson & Smith,
2001). Structural to standard space registration was con-
ducted using both linear and nonlinear registration (FNIRT;
Andersson, Jenkinson, & Smith, 2007a, 2007b).
To minimize influences of scanner-related and physio-
logical noise, single-subject ICA was performed using
FSLʼs MELODIC (Multivariate Exploratory Linear Opti-
mized Decomposition into Independent Components;
Beckmann & Smith, 2004). Components related to noise
were identified by eye and verified using an automatic
classifier algorithm (fsl.fmrib.ox.ac.uk/fsl/fslwiki/FIX)
before removal. Components were classified as noise
when either (i) the component time series revealed large
individual spikes, (ii) the component only contained
power in high frequencies (i.e., above 0.1 Hz) as identi-
fied in the frequency spectrum, or (iii) the component
map showed characteristic “ringing” around the edge
of the brain indicative of movement (Kelly et al., 2010).
Additional denoising was achieved by removing variance
associated with outside brain, white matter, and move-
ment parameter time series.
In the light of recent work (Power, Barnes, Snyder,
Schlaggar, & Petersen, 2012; VanDijk, Sabuncu, & Buckner,
2012), we conducted additional checks for the influence
of potential remaining motion-related artifacts on our
findings. Quantitative comparison of approaches for
reducing movement-related noise revealed that including
either ICA cleanup or scrubbing (volume removal based
on frame-wise displacement, cutoff 0.2 mm; Power et al.,
2012) led to reduction of mean whole-brain intensity
changes from one time point to the next (DVARS) over
and above noise regression (ICA: average reduction =
18.3, p < .01; scrubbing: average reduction = 11.4, p <
.01). The results of this comparison closely paralleled
those using a 0.5-mm displacement cutoff as reported pre-
viously by Bijsterbosch, Smith, Forster, and Bishop (2013).
An average of 19.5 frames (i.e., 13%) exceeded the FD>0.2
threshold (range, 1–69). The number of frames removed
did not correlate with any of the individual difference
measures ( ps > .1). Our choice to use noise regression
plus ICA cleanup as the locally (FMRIB) in-house preferred
approachwas reinforced by the similar performance, across
participants, of ICA and scrubbing for reducing DVARS,
together with the potential superiority of ICA cleanup for
reducing outliers on this measure (Bijsterbosch et al.,
2013). However, for completeness, we repeated the ana-
lyses reported in the manuscript after a combination of
both ICA and scrubbing. In all cases, noise regression
was also always conducted. Use of ICA clean up, scrubbing
(at a 0.2-mm displacement cutoff ) and noise regression
led to a decrease in DVARS relative to ICA and noise
regression (average reduction = 8.2, p < .01) and relative
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to scrubbing and noise regression (average reduction =
13.3, p < .01). Addition of scrubbing did not, however,
impact the reported results, which remained significant
using the thresholds previously adopted (for threshold
details, see the section on “Hierarchical clustering analysis
of resting state networks”). The results reported through-
out the Results section are hence those following our
locally preferred cleanup approach of ICA combined with
noise regression.
Selection and Redefinition of ROIs
ROIs for cortical and subcortical regions previously impli-
cated in emotion-related processing (amygdala, caudate,
hippocampus, thalamus, cingulate, paracingulate, ventro-
medial pFC [VMPFC, medial frontal Harvard–Oxford tem-
plate], insula, and precuneous) were taken from the
Harvard–Oxford atlas. For ROIs difficult to define ana-
tomically, functionally defined ROIs were derived from
a second-level group analysis of task-related fMRI data
obtained from the same participants. Bilateral ROIs for
lateral OFC were obtained using a localizer requiring pro-
cessing of emotionally provocative stimuli. Participants
viewed negative, ambiguously valenced, and neutral
images from the International Affective Picture System
(Lang, Bradley, & Cuthbert, 2008) in two imaging runs
(60 images per run). Each image was displayed for 1 sec,
and the ISI was jittered using an exponential function
(min = 3 sec, mean = 6 sec). The second-level group con-
trast between emotionally ambiguous and negative images
was used to create ROIs for the left OFC (peak Montreal
Neurological Institute [MNI] coordinate [−36 52 −8])
and the right OFC (peak MNI coordinate [40 56 −4]).
Additional ROIs were functionally localized using an fMRI-
optimized version of the sustained attention to response
(SART) task. (Forster, Nunez-Elizalde, Castle, & Bishop,
2013; Fassbender et al., 2004; Robertson, Manly, Andrade,
Baddeley, & Yiend, 1997). Participants were presented
with single digits in a randomized order and instructed
to respond to every digit that appeared (SART go trials),
with the exception of the digit “3” (SART no-go trials).
Each stimulus was presented for 250 msec followed
by mask presentation (750–1050 msec). SART task blocks
were alternated with control blocks that used letter stimuli
and contained only go trials. There were 30 SART and 30
control blocks in total. Each block comprised 28 trials,
the SART blocks including three no-go trials. The second-
level group activation map to SART no-go trials was used to
define ROIs for the SMA (peak MNI coordinate [−6 0 58]),
left anterior insula (peak MNI coordinate [−38 10 −2]),
right anterior insula (peak MNI coordinate [30 12 14]), left
intraparietal cortex (IPC; peak MNI coordinate [−58 −40
38]), and right IPC (peak MNI coordinate [54 −48 36]).
The second-level group contrast for SART go trials minus
control go trials was used to define the right dorsolateral
pFC (DLPFC; peak MNI coordinate [40 20 34]), and the left
DLPFC was defined by flipping this right DLPFC cluster.
Bilateral posterior insula ROIs were obtained by subtrac-
tion of the anterior insula ROIs from the Harvard–Oxford
anatomical ROIs for the insula. The Harvard–Oxford
ROIs for the anterior and posterior cingulate cortex (ACC
and PCC) were also further subdivided into pregenual
ACC, anterior midcingulate cortex (aMCC), posterior mid-
cingulate cortex (pMCC), and PCC. The subdivisions were
guided by previous work addressing this issue (Shackman
et al., 2011). The boundary between pregenual ACC and
the aMCC was placed at y = 30, the boundary between
aMCC and pMCCwas positioned at y= 4.5, and the bound-
ary between pMCC and PCC was placed at y=−22. Lastly,
the Harvard–Oxford ROI for the paracingulate cortex was
subdivided into anterior, middle, and posterior sections.
Here, the middle paracingulate cortex ROI was defined
based on the “dorsomedial pFC” region described in Kim
et al. (2011), extending 10 mm anterior and 10 mm poste-
rior from the peakMNI coordinates reported [0 32 36]. ROI
subdivisions are illustrated in Figure 2.
Subject-specific Redefinition of ROI Boundaries
Given that exact locations of functional brain regions
vary from participant to participant, template or group-
defined ROIs can never be optimal. As a step toward
improving upon this, we conducted an additional pro-
cessing stage of redefining ROI boundaries on a subject-
by-subject basis. For each participant, median time courses
were calculated from each of the original 29 predefined
ROIs described above. These ROIs were then combined
to form a single binary mask, which was dilated using a
3× 3× 3mmkernel, leading to a dilation of approximately
one voxel in all directions. Time courses for all voxels
within this dilated mask were extracted and correlated
against the median time course of each of the original
ROIs. (The median time series was chosen as the summary
statistic as it is minimally biased by potential heterogeneity
of the predefined ROIs). Each voxel was then reassigned
to the ROI with which it showed the highest correlation
coefficient in both resting state fMRI runs. Voxels were
excluded from further analysis if the maximum correlation
did not result in a consistent ROI allocation across both
fMRI runs. The largest contiguous cluster of voxels reallo-
cated to a given ROI (i.e., correlating higher with the
median time series of that ROI than any other ROI, across
both runs) was used as the redefined ROI for that par-
ticipant. In this manner, we created redefined subject-
specific ROIs for all participants (Figure 2B and D). Mean
time series were extracted from these subject-specific
redefined ROIs and were used for all further analyses.
Hierarchical Clustering Analysis of
Resting State Networks
Hierarchical nearest neighbor clustering was performed
on time courses extracted from the 29 ROIs (temporally
concatenated across participants). We identified a level of
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the resulting hierarchical tree that distinguished networks
of similar complexity and potential functional relevance
(Figure 3). These networks were used to investigate rest-
ing state correlates of the emergent anxiety-related dimen-
sions of negative affect. Between-ROI correlation matrices
were calculated for each participant and z-transformed
using Fisherʼs transform, with the sign removed, before
calculating connectivity indices. These were entered as
dependent variables into a series of regression analyses.
The indices used comprised (i) mean within-network
connectivity, (ii) mean node-to-network connectivity (a
“node” corresponding to a single ROI), and (iii) mean
between-network connectivity. Questionnaire scale sum-
mary scores (zero-meaned) were entered as predictor
variables. By entering one or more summary scores, while
partialling out the effects of others, it was possible to
examine differences in brain connectivity uniquely asso-
ciated with the anxiety-related dimensions of affect derived
from Phase 1. Nonparametric permutation testing (using
Randomise: fsl.fmrib.ox.ac.uk/fsl/fslwiki/Randomise) was
used for all analyses, and cross-run test–retest replicability
was established using a threshold of (i) p < .025 in Run 1
and p < .05 in Run 2 (or vice versa) or (ii) p < .05 in
Run 1 and p < .1 in Run 2 (or vice versa). These thresh-
olds were chosen to reflect a two-sided t test in Run 1,
followed by a confirmatory one-sided t test in Run 2 (or
vice versa). Nonparametric permutation testing permutes
subject labels and creates a null distribution of the maxi-
mum voxel-wise test statistic across the results obtained
for each permutation (Nichols & Holmes, 2002). All re-
ported within-network results additionally passed family-
wise error correction for multiple comparisons, across
the six networks that were tested, in at least one of the
two resting state runs (at p < .05).
Additional Node-to-Node Analyses of
Amygdala Connectivity
In addition to these primary analyses, we additionally
examined node-to-node connectivity between the amyg-
dala and medial prefrontal ROIs. This was conducted to
facilitate comparisons with previous seed-based analyses
of amygdala connectivity and its modulation by trait anxi-
ety (e.g., Kim et al., 2011). In addition to our VMPFC ROI,
Figure 2. Illustration of
predefined ROIs (left) and
the voxel-wise mode of
subject-specific redefined ROIs
(right). (A, B) Illustration of
the redefinition of boundaries
between the anterior
and posterior insula on
a transverse slice (z = 8).
(C, D) Illustration of the
redefinition of boundaries
in the cingulate cortex on
a sagittal slice (x = 0).
VMPFC = ventromedial pFC.
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two dorsal medial prefrontal regions were examined. As de-
tailed above, our middle paracingulate cortex ROI equates
most directly to the dorsomedial prefrontal cortical re-
gion reported by Kim and colleagues. The nearby aMCC
region, at times referred to as dorsal ACC (Bush, 2010),
has been suggested to have closely related functionality
(Kimet al., 2011; Shackman et al., 2011). Subject-specific
z-transformed correlation coefficients between left and
right amygdala, VMPFC, aMCC, and middle paracingulate
cortex were regressed against trait anxiety and against
the questionnaire summary scores (as described above).
RESULTS
Phase 1: Clustering Analysis of Questionnaire Data
Hierarchical clustering analysis of the questionnaire data
revealed a top-level distinction between measures tapping
anxiety and depression-related affect (Figure 1). Two sub-
clusters were anxiety related: one cognitive (Neuroticism,
PSWQ, and STAI trait anxiety) and one physiological
(MASQ anxious arousal and Anxiety Sensitivity Index). In
addition, two depression-related subclusters indexed
negative mood (BDI and CESD) and anhedonia (MASQ
anhedonic depression and STAI trait depression).
Phase 2: Cross-subject Brain Network Clustering
Analysis of fMRI Data
Hierarchical clustering of ROI time series revealed six
small-scale networks (Figure 3). Bilateral anterior and
posterior insula regions formed one network (insula net-
work). VMPFC, anterior paracingulate, and pregenual
and subgenual ACC formed a second network (medial
prefrontal network). The third “amygdala–hippocampal”
network comprised bilateral amygdala and hippocampus
ROIs. Bilateral caudate, thalamus, and lateral OFC ROIs
Figure 3. Mean resting state connectivity networks as measured by hierarchical clustering analysis of correlation between resting state BOLD time
series derived from 29 subject-specific redefined ROIs (see also Figure 2). The cluster tree (top) shows that the 29 regions cluster into six
subnetworks. Colors within the correlation matrix (bottom) indicate correlation strength.
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formed an “OFC–subcortical” network. A “frontoparietal–
PCC–precuneous” network consisted of PCC, precuneous,
and middle and posterior paracingulate cortices together
with bilateral DLPFC and IPC. It is of note that a further
level of subdivision splits this into two networks compris-
ing executive regions (DLPFC, middle paracingulate cortex,
and IPC) versus default mode regions (PCC and precu-
neous). Lastly, the “cingulate network” comprised SMA,
aMCC, and pMCC.
Relating Resting State Connectivity to
Anxiety-related Dimensions of Negative Affect
The primary aim of the current study was to identify changes
in resting state connectivity unique to anxious affect.
Hence, after establishing the dimensional structure of our
measures of negative affect in Phase 1, followed by cross-
subject identification of resting state networks in Phase 2,
we turned to investigating whether resting state connecti-
vity varied as a function of the emergent anxiety-related
dimensions of negative affect. Regression analyses were
conducted to examine how (i) within-network, (ii) node-
to-network, and (iii) between-network patterns of func-
tional connectivity varied as a function of anxiety-related
affect while controlling for depression-related measures.
Our first analysis positively weighted all anxiety-related
measures, while controlling for depression-related mea-
sures, and hence reflects the top-level division between
anxious and depressed affect. Results revealed that ele-
vated anxiety-related affect was linked to decreased within-
network connectivity in the insula network (Figure 4).
To further explore this, we conducted an analysis of node-
to-network connectivity using all ROIs within the insula
network as nodes of interest. This revealed that all insula
regions showed reduced within-network connectivity as
a function of anxiety-related affect (Figure 5). Addition-
ally, connectivity between right posterior insula and the
amygdala–hippocampal network was decreased in partici-
pants with elevated anxiety-related affect. The latter was
confirmed by analysis of insula to amygdala–hippocampal
between-network connectivity (mean connectivity over
all nodes that make up one network with all nodes that
make up the other; p < .05 in Run 1 and p < .1 in Run 2).
Breaking the insula network down into anterior and pos-
terior subregions (i.e., one level further down in the
hierarchical tree) revealed that the reduction in within-
network insula connectivity was driven by reduced con-
nectivity between anterior and posterior insula subregions
(Run 1: T = 3.44, p < .01; Run 2: T = 1.81, p = .05, see
Figure 6).
Figure 4. Differences in within-network connectivity associated with negative affective style. The image on the left shows all redefined ROIs
on a three-dimensional image of the brain viewed from the left side (as visualized with the BrainNet Viewer; www/nitrc.org/projects/bnv).
ROI colors reflect network membership as indicated in Figure 3 (purple = insula, green = medial prefrontal, light sky blue = amygdala–
hippocampal, red = OFC–subcortical, yellow = frontoparietal–PCC–precunous, dark blue = cingulate). The table on the right shows differences
in within-network connectivity as a function of (i) anxious affect (controlling for depressed affect)—representing the top level of branching
within the hierarchical cluster tree of negative affect, (ii) cognitive anxiety (one subdimension of anxious affect), and (iii) physiological anxiety
(the other subdimension of anxious affect). Each row in the table represents a different brain network (color coding as in Figure 3). Cell
color indicates direction and strength of differences in connectivity. Blue indicates a decrease in within-network connectivity, and red indicates
an increase. Dark blue and red indicate connectivity differences that were significant at a threshold of p < .025 in Run 1 and p < .05 in Run 2
(or vice versa). Light blue indicates connectivity decreases that were significant at p < .05 in Run 1 and p < .1 in Run 2 (or vice versa); t statistics
for Runs 1 and 2 are provided.
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Cognitive versus Physiological Subdimensions
of Anxiety
We next investigated the subdimensions of anxiety iden-
tified in Phase 1 (namely cognitive and physiological
anxiety) again using regression analyses with zero-meaned
questionnaire scores entered as between-participant
regressors. Here, only summary scores belonging to the
subdimension of interest were weighted positively, en-
abling us to examine changes in connectivity uniquely
Figure 5. Differences in node-to-network resting state connectivity associated with (A) anxious affect, (B) the physiological subdimension
of anxiety, and (C) the cognitive subdimension of anxiety. Each table row represents a different node and each column a different brain
network (color coding as in Figures 3 and 4). Cell color indicates direction and strength of differences in connectivity. Blue indicates a decrease
in node-to-network connectivity, and red indicates an increase. Dark blue and red indicate connectivity differences that were significant at a threshold
of p < .025 in Run 1 and p < .05 in Run 2 (or vice versa). Light blue and light red indicate connectivity decreases that were significant at
p < .05 in Run 1 and p < .1 in Run 2 (or vice versa).
Figure 6. Node-to-node
insula connectivity as a function
of anxious affect in general (A)
and for physiological anxiety in
specific (B). Both anxious affect
in general and physiological
anxiety specifically were
associated with reduced
connectivity between anterior
and posterior insula subregions.
Dark blue indicates connectivity
decreases that were significant
at a threshold of p < .025 in
Run 1 and p < .05 in Run 2
(or vice versa). Light blue
indicates connectivity decreases
that were significant at p < .05
in Run 1 and p < .1 in Run 2
(or vice versa).
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associated with a given subdimension of affect while ac-
counting for variance explained by the other measures.
Physiological anxiety was characterized by reduced
within-network and node-to-network insula connectiv-
ity (Figures 4 and 5). The latter revealed widespread
reduced connectivity of insula nodes, both with other
insula subregions and with medial frontal and OFC–
subcortical networks (Figure 5). Results from a between-
network analysis confirmed decreased connectivity
between the insula network as a whole and the OFC–
subcortical network ( p < .05 in Run 1 and p < .1 in
Run 2).
A second major finding was that within-network con-
nectivity in the frontoparietal–PCC–precunous network
was significantly decreased as a function of physiological
anxiety and increased as a function of cognitive anxiety
(Figure 4). Node-to-network results revealed that this
reflected altered involvement of DLPFC, paracingulate,
and PCC (Figure 5).
Additional Node-to-Node Analyses of
Amygdala Connectivity
The aim of the current study was to perform a data-
driven multivariate analysis to identify differences in brain
connectivity linked to cognitive and physiological anxiety.
As such, we did not focus specifically on amygdala con-
nectivity. However, given the value of comparability across
studies, we additionally directly examined node-to-node
connectivity between amygdala ROIs and both ventro-
medial and dorsomedial (aMCC and middle paracingulate
cortex) ROIs included in this study. We investigated the
extent to which node-to-node connectivity was modulated
by STAI anxiety and by our clustering-derived summary
measures of anxious affect. STAI trait anxiety was positively
associated with amygdala–aMCC connectivity ( p= .05, un-
corrected). A parallel result was obtained using the physio-
logical subdimension of anxiety ( p = .03 uncorrected).
There was no significant relationship between any of our
anxiety indices and amygdala–middle paracingulate con-
nectivity ( p > .1). STAI trait anxiety also showed a trend
level negative association with amygdala–VMPFC con-
nectivity ( p = .07 uncorrected). Here, parallel findings
were observed using the physiological subdimension of
anxiety ( p= .02 uncorrected). These results broadly repli-
cate previous findings using the STAI trait subscale (Kim
et al., 2011).
DISCUSSION
The aim of the current study was to identify alterations in
resting state functional connectivity specific to individual
differences in anxiety. We used a two-stage multivariate
clustering approach to first identity subdimensions of
anxiety-related affect and then, controlling for depressed
affect, to examine how resting state connectivity varied
as a function of these dimensions of anxious affect.
Our hierarchical clustering analysis of data from stan-
dardized self-report measures of negative affect revealed
a high degree of correlation between zero-meaned
scores on these measures, in line with there being a com-
mon element to vulnerability for negative affect. The
first major “branch” separated measures tapping tendency
to anxious versus depressed affect, in line with Clark
and Watsonʼs tripartite model (Clark & Watson, 1991).
The “anxiety” branch further subdivided into measures
tapping physiological versus cognitive anxiety. Following
this hierarchical structure, we investigated differences in
resting state brain function linked to general tendency to
anxious affect (controlling for depressed affect). Addi-
tionally, the emergent subdimensions of cognitive versus
physiological anxiety were used to identify patterns of
resting brain activity uniquely linked to each of these
subdimensions over and above the other.
Findings revealed that both anxious affect (controlling
for depressed affect), in general, and physiological anxiety,
in specific, were associated with reduced connectivity
between bilateral anterior and posterior insula (Figure 4).
Furthermore, reduced connectivity between the insula
and amygdala–hippocampal networks was linked to
anxious affect in general, whereas decreased connec-
tivity between insula nodes and both medial prefrontal
and OFC–subcortical networks was additionally associ-
ated with physiological anxiety (Figure 5). Meanwhile, the
cognitive anxiety subdimension of negative affective
style was linked to greater connectivity between frontal–
parietal and default mode (posterior cingulate, precuneous)
regions.
The finding of widespread reductions in insula con-
nectivity linked to anxiety and, in particular, the physio-
logical subdimension of anxiety is of interest given that
the insula has been implicated in a range of cognitive,
emotional, and homeostatic processes including salience
detection, awareness of bodily state, response to pain,
and risky decision-making (Andreescu et al., 2011; Levens
& Phelps, 2010; Paulus & Stein, 2010; Xue, Lu, Levin, &
Bechara, 2010; Craig, 2002, 2009; Wiech & Tracey, 2009).
There have been a number of recent parcellation studies
of insular subregions, using a combination of resting
state functional connectivity, structural connectivity, and
meta-analyses of task-based coactivation (Chang, Yarkoni,
Khaw, & Sanfey, 2013; Cauda et al., 2012; Kelly et al.,
2012; Deen, Pitskel, & Pelphrey, 2011). These studies
have consistently differentiated posterior and anterior
insula subregions, with further differentiation within ante-
rior insula being suggested by some reports (Chang et al.,
2013; Kelly et al., 2012; Deen et al., 2011). The findings
from these studies indicate extensive connectivity be-
tween the anterior insula and “executive control” regions
(both medial and lateral frontal and parietal cortex). Mean-
while, findings from both imaging and anatomical tracing
studies converge to suggest that the posterior insula
plays a central role in the integration of interoceptive
input received via the thalamus (Craig, 2002).
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A recent integrative network model of insula func-
tion proposed by Menon and Uddin (2010) postulates
that the insula acts as a key hub region, facilitating the
controlled processing by attentional and working mem-
ory networks of information pertaining to stimulus sa-
lience and internal state. As in the earlier work by Craig
(2002), interoceptive information is thought to pass via
the thalamus to the posterior insula and then on to the
anterior insula. Hence, connectivity between insula sub-
regions may be as important for regulation of internal state
as connectivity between the insula and other networks.
Here, we report an association between anxious affect
and reduced connectivity between anterior and posterior
insula subregions as well as between insula nodes and
other networks (the amygdala–hippocampal, medial pre-
frontal and OFC–subcortical networks). This may reflect
diminished ability of the insula to activate regulatory con-
trol processes in response to changes in internal state and/
or external events. The particular link with physiological
anxiety is consistent with a major aspect of this dysregula-
tion entailing inability to regulate internal affective state,
in particular its physiological expression. Here, it is of in-
terest that regions belonging to the medial frontal net-
work are widely thought to play a key role in emotion
regulation. Our findings potentially suggest that the insula
may act as an important intermediary hub in this process
and that its functionality, including connectivity between
anterior and posterior subregions, as well as with other
cortical and subcortical regions, may play a role in indi-
vidual differences in emotion regulation abilities.
Our analyses also revealed that connectivity within
a frontoparietal–PCC–precuneous network was a differ-
ential marker of cognitive versus physiological anxiety
(Figures 4 and 5). This network combines areas that are
traditionally assigned to the “default mode network” with
frontal and parietal regions associated with the “executive
control network.” In healthy volunteers, these two com-
monly found resting state networks are often observed
to be anticorrelated. (Fox et al., 2005; Greicius, Krasnow,
Reiss, & Menon, 2003). While our cross-subject clustering
results did show that this network subdivides down into
these two smaller networks (Figure 3), they were not anti-
correlated. However, such anticorrelations may result from
preprocessing strategies such as global signal regression
and band pass filtering (Fox, Zhang, Snyder, & Raichle,
2009; Murphy, Birn, Handwerker, Jones, & Bandettini,
2009), which were not adopted in the current study. Fur-
thermore, the deliberate inclusion of high anxious par-
ticipants in our current study might account for the
cross-group clustering of these regions in line with
reported coactivation of these regions during “mind wan-
dering” and worry (Christoff, 2012; Christoff, Gordon,
Smallwood, Smith, & Schooler, 2009). Indeed, our finding
that connectivity between these regions varies positively
as a function of cognitive anxiety is in line with the view
that cognitive aspects of anxiety may be linked to increased
preoccupation with negative self-referential thoughts. In
contrast, the reduced connectivity of the frontoparietal–
PCC–precunous network in physiological anxiety may re-
flect superfluous attention on current physiological state,
as opposed to internally generated cognitions. These dif-
ferential resting state correlates of specific underlying con-
structs of anxiety potentially throw light on why some
individuals show anxiety symptomatology with a strong
“physiological” flavor, whereas others show more worry-
related symptomatology. This in turn might suggest differ-
ential treatment routes for these subgroups of individuals.
In future larger-scale studies, we wish to explore whether
the resting state patterns identified here are robust across
different populations (as characterized by gender and
ethnicity) and to establish if they are indeed of value in
predicting response to treatment. It is also our hope that
the results presented here will encourage other research-
ers (in particular those conducting large-scale studies that
lead to freely available databases) to include a wide range
of self-report measures to allow more extensive identi-
fication and investigation of subdimensions of negative
affect.
In conclusion, using a two-stage multivariate analysis of
resting state fMRI data, we have identified alterations in
within- and between-network functional connectivity
uniquely associated with anxious as opposed to depressed
affect. Furthermore, we report patterns of altered resting
state brain connectivity linked specifically with physiologi-
cal versus cognitive subdimensions of anxious affect. Our
findings indicate that connectivity within a frontoparietal–
PCC–precunous network comprising both frontal–parietal
and default mode regions is differentially increased in cogni-
tive anxiety and decreased in physiological anxiety. In addi-
tion, our findings suggest that altered insula connectivity
with multiple regions may be a critical hallmark of physi-
ological anxiety. These results are in line with proposals
that the insula functions to facilitate regulatory control of
affective state, acting as a key junction between medial
frontal and subcortical regions (Menon & Uddin, 2010).
We additionally observed that altered connectivity between
posterior and anterior insula characterized both anxiety in
general and physiological anxiety in specific. This finding
raises the need, in future research, to establish whether
the disrupted insula connectivity patterns observed here
primarily arise from dysfunction of one or both of these
subregions.
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