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Abstract—Communication between devices can be done in 
various ways, one of them is the Publish / Subscribe model that 
uses the MQTT protocol From the shortcomings that exist in 
JSON, such as long processing time, Google recently introduced 
a new data format called Flatbuffers. Flatbuffers has a better 
data format serialization process than other data formats. This 
paper will discuss the implementation and testing of the 
Flatbuffers data format performance compared to other data 
formats through the MQTT Publish / Subscribe communication 
model. Testing is done by measuring the value of payload, 
latency, and throughput obtained from each data format. The 
test results show that the Flatbuffers data format is very well 
used as a data extraction format based on data processing 
latency of 0.5002 ms and throughput 518.4649 bytes/ms with 
payload 0.996108949 character/byte. 
Keywords— flatbuffers, data format, MQTT, performance, 
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I. INTRODUCTION
The Internet of Things is a technology that can be 
connecting devices to be able to connect with other devices 
and can communicate via the internet[1]. Data sent on IoT 
devices can use various data formats. This paper implements 
the flatbuffers data format for sending data, then compared to 
other data formats. Besides, data transmission can also use 
various protocols, one of which is Message Queuing 
Telemetry Transport (MQTT) which has a publish/subscribe 
communication model[2]. 
Publish/Subscribe is a model of sending data in a protocol. 
In publish/sub, publishers work as senders of data that send 
data to subscribers without knowing who the subscribers are. 
While subscribers will receive data that fits the chosen topic. 
There is also a broker who works to filter the data sent by the 
publisher before being received by the subscriber. The 
advantage of using this model is that it can work offline. So if 
the publisher sends data when the subscriber is offline, the 
data sent can be received when the subscriber is online 
again[3]. The publish/subscribe communication model uses 
the MQTT protocol which is the most widely used protocol 
because it has a large value of Quality of Service and can be 
connected with many devices. Also, the MQTT protocol is 
open source, and many libraries support the use of this 
protocol in publish/ subscribe communication[2][4]. 
The data formats that usually use is JSON, XML, and 
CSV. JavaScript Object Notation (JSON) contains data in the 
form of name and value[5]. Extensible Markup Language 
(XML) uses defined tags to adjust the needs[6]. Comma 
Separated Values (CSV) is a data format that separates data 
using commas (,)[7]. Each data format has a different 
serialization process. To use this data format, usually, various 
types of data delivery protocols can be used[8]. 
Generally, the data format that is often used in 
communication is JSON[4]. JSON is considered to have a 
compact file size, easy to use and can be read by humans or 
machine[9][10]. But when using JSON on communication 
between machines to machines, JSON is still ineffective 
because it still need a little bit of time when processing the 
received data[11]. 
From the shortcomings in JSON, Google introduced a new 
data format called flatbuffers. Flatbuffers has a better data 
format serialization process compare to other data formats. 
That way, it is expected to overcome problems that exist in 
JSON and other data formats[12]. 
Initially, the Flatbuffers data format was used for game 
development. Flatbuffers are claimed to be able to do the 
fastest data processing between JSON and XML[12]. 
However, Flatbuffers have not been used as a format for data 
delivery format in the MQTT protocol. That is the reason for 
using Flatbuffers as a format for data delivery to the MQTT 
communication protocol. MQTT was chosen because it was 
designed to use by devices that have low specifications[3]. 
This paper is expected to see the compatibility of Flatbuffers 
in the MQTT protocol from the results of this paper 
experiment. 
Based on the above problems, in this study, Flatbuffers 
data format was implemented using the MQTT protocol. After 
that, Flatbuffers data format performance on MQTT protocol 
is compared to other data formats based on throughput, 
latency, and payload. Flatbuffers itself has several advantages, 
which is faster serialization, it can be use without 
deserialization, and better processing data after being transfer. 
II. LITERATURE  REVIEW
A. Related Works
This paper uses several related studies from several papers 
and scientific articles that have become references. The use 
of data formats is considered efficient in sending data 
at publish/subscribe with the Message Queuing 
Telemetry Transport (MQTT) protocol for 
mobile-based applications[13]. The experiment was 
done by sending 5000 notifications with various data 
formats. The data compression method used in the study is 
the Share Dictionary compared to the Deflate method. 
After the research has been done, the results of 
throughput obtained that indicate the use of Shared 
Dictionary can speed up the delivery of notifications 
three times faster than Deflate time. 
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The use of publish/subscribe in research[14] was used to 
compare serialization processes by measuring throughput and 
latency using 10 middleware and 25 serializations. The result 
is that JSON is the best data format among the others. 
In the research conducted by[11] a comparison of libraries 
for the serialization process on XML data, JSON and Binary. 
There are twelve serialization libraries used to make these 
comparisons. 
The MQTT communication model has been applied to 
NATO Core Services profiling for Hybrid Tactical Networks. 
The study is carried out in a "perfect world" condition where 
all nodes are connected. The study used 30 mobile nodes. 
From the experiments carried out obtained throughput of 1400 
KB / s generated by 30 publishers and 200 subscribers without 
any missing message and a small delay per message[15]. 
B. MQTT
MQTT is a protocol commonly used to transmit
publish/subscribe based data. MQTT is widely used in 
machine to machine communication and IoT devices[16]. 
MQTT has relatively good Quality of Service (QoS), does not 
require a lot of bandwidth, and open source, so many libraries 
support the use of this protocol[17]. MQTT is lighter than the 
HTTP 1.1 protocol and can be reliable when used for sending 
data in real-time[16]. 
In the publish/subscriber communication, MQTT model 
works as a broker that is the middleman  between the publisher 
who is publish the messages and the subscriber who is the 
recipient of messages, then the broker will filter the data 
according to a particular topic and forward it to the 
subscribers. MQTT has the following characteristics : 
• Simple, because MQTT aims to work on devices that
have low resources.
• Does not require an administrator, so it can
automatically respond to unwanted things.
• Can minimize data sent, to maintain bandwidth
efficiency.
• Flexible, can process all types of data.
Fig. 1. Application diagram of the Broker MQTT protocol 
The MQTT protocol has concepts ranging from 
Publish/Subscribe, Messages, Topics, and Brokers. Messages 
are data sent and received by each data. Topics are ways that 
are used to register messages that are. So, every publisher that 
sends data with a particular topic will be received only by the 
subscribers who have the same topic as well, as seen in Fig. 
1[18]. 
C. Flatbuffers
Flatbuffer is a data format released by Google in 2014 and
has reached a stable version in 2018. Flatbuffers have a faster 
process than other data formats because they can be accessed 
directly without first being copied to memory, thus speeding 
up device performance. Besides that, flatbuffers have the 
flexibility to determine the type of data structure to be written. 
Flatbuffer can directly read data that has been serialized 
without the need to convert the data types, copying into 
separate memory, and unpacking first, thereby reducing the 
processing time needed. And then, Flatbuffers can read the 
data without deserialization. Also, Flatbuffers can be used 
even though there are changes to the new data and it only load 
data that we need[12][19]. In the Fig. 2 it shown the 
mechanism of how flatbuffers format data format being made. 
III. PROPOSED SYSTEM
In this paper, the first thing to do is to find and understand 
the papers relating to data delivery format, serialization data 
formats and the MQTT protocol. By doing this, the problem 
can be identified more easily. As in this paper, which uses the 
Flatbuffers for data delivery format to compare with other data 
formats. And then the system is built to implement the using 
of Flatbuffers data format for Publish/Subscribe 
communication. The system is designed using the MQTT 
protocol, which can transmit data via the pub/sub mechanism. 
The system built is illustrated in Fig. 3.  
Fig. 3. Diagram for proposed system 
Before sending data using the MQTT protocol, the 
preprocessing and data conversion is carried out first. The 
preprocessing step of this system is to create a data structure 
in a format schema and produce the source code for converting 
IoT sensor data from JSON to several other data formats. After 
the preprocessing and data conversion done, the process of 
sending data through the MQTT protocol begins with a 
specific topic. Then measure the performance of each data 
format for evaluation and analysis.  
A. Preprocessing
This preprocessing stage uses a mechanism, in Flatbuffers, 
it is called "schema". Schema is the process of creating files 
that contain various types of data that can be serialized. The 
serialization process is to encode data that converts the data 
Fig.2. Mechanism flatbuffers diagram
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format into binary data before sending it through the MQTT 
protocol. After creating a schema, a generated file is used 
using the flatc module, which will produce files in a 
predefined programming language to be used as a serialization 
process, as shown in Fig. 4. In this paper, the serialization 
process uses the python programming language. The file 
generated in preprocessing is a python module that represents 
tables from the file schema that was created previously. 
B. Data Conversion
At this stage of data conversion, a new file is used to serves 
serialize the data. This serialization process uses IoT sensor 
data in JSON format. The serialization mechanism illustrated 
in Fig. 5 and Fig. 6 will retrieve the data in the JSON file, then 
the data will be stored in the buffer using python modules that 
generated from the preprocessing stage. The buffer is then 
saved into a file with the BIN data. 
Fig. 5. Diagram data conversion for BIN 
Fig. 6. Diagram data conversion for CSV/XML 
Besides data with BIN format, there are other data formats 
such us, CSV and XML. Both of these files are obtained from 
JSON files that are converted into CSV and XML data formats 
using the python library named "csv" and "dicttoxml". 
TABLE I. FILE SIZE 
File Size (Byte) 
Flatbuffers Json XML CSV 
256 322 697 222
IV. RESULTS AND DISCUSSION
System testing is done to test the performance for each 
data format. Performance of each data format is obtained by 
calculating the value of Throughput, Latency, and Payload 
using the Flatbuffers data format and then compared with 
other data formats such as JSON, XML, and CSV. Throughput 
is the average amount of data sent. Latency is the time needed 
to send data. The payload is selected as the performance 
measurement value because each data format has a different 
serialization that affects the size of the file being sent. Latency 
is chosen because data transfer relies heavily on time taken 
from the publisher to reach subscribers. In addition to the 
delivery time, there is also processing time for the data 
received, which affects the efficiency of storing data. 
Throughput is chosen because it can show how large files can 
be sent at a certain time. 
The three values are measured when data is delivery and 
processing, data processing is the process of storing files that 
are done right after the data is received by the subscriber. The 
process of data processing is illustrated in Fig. 7. The data 
used for testing is sensor data that has 1 row of data with 15 
attributes. The size of each data format is shown in TABLE I. 
This predetermined data is useful so that the test conditions 
remain the same in each data format. In order to get an average 
value, the test is done by 10 times for each data format. 
Testing is performed on computers using the Ubuntu 
18.04.2 LTS operating system. The programming 
language used is Python 3 with the library paho-mqtt 
1.4.0. This experiment also uses the CloudMQTT Broker 
service. This experiment was run on a laptop with the 
specifications of a Intel Pentium Dual Core B950 processor 
and 4GB RAM. 
A. Payload
The CSV data format owns the smallest payload with a
value of 0.9955 characters/byte. While the biggest payload is 
owned by XML with a value of 0.9985. Payload value affects 
the size of the file so that the larger the payload, the higher file 
size becomes. Based on the payload numbers obtained, XML 
is less efficient as a data format because it requires a storage 
area greater than 0.00303134 times than the CSV data format, 
as shown in TABLE II. The counting formula for determine 
payload is showing in Equation (1). 
ܲ ൌ ܨ݈݅݁	ܵ݅ݖ݁ߑ ܥ݄ܽݎܽܿݐ݁ݎ (1) 
 Where: 
• P is the amount of payload
• File Size of each data format
• Σ is total character of each data format
TABLE II. PAYLOAD 
Payload 
Flatbuffers Json XML CSV 
0.996108949 0.996914 0.99856734 0.995536 
Fig. 4. Diagram flatbuffers 
Fig. 7. Flowchart data processing 
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B. Latency 
The results obtained during testing are shown in Fig. 8. 
These results show that the fastest time for sending data is 
owned by JSON followed by XML. Whereas CSV and 
Flatbuffer take longer than other data formats. This indicates 
that the Flatbuffer data format serialization process does not 
affect performance at the time of delivery. 
 
Fig. 8. Graph of delivery latency 
 
Fig. 9. Latency of processing data after received by subscriber 
However, very different results are obtained when 
processing data, as shown in Fig. 9, it appears the opposite 
result when delivery. When processing, Flatbuffer shows the 
best performance with a value of around 0.5002 ms. This 
occurs because the Flatbuffers data format does not perform 
deserialization when it is received by the subscriber. For 
determine latency, counting method is shown in (2). 
 ܮ ൌ ܧ௧ െ ௧ܵ (2)
Where: 
• L is Latency for measure how long the data being 
transferred 
• ܧ௧ is End time, to know exact time when the has 
been received 
• ௧ܵ is Start time, to know exact time when the data 
has been sent 
C. Throughput 
Fig. 10 shows that in testing, XML has the largest 
throughput value at the time of sending with a value of around 
1,1800 bytes/ms followed by JSON, Flatbuffer and then CSV 
with the smallest value. This happens because XML has the 
largest size and the latency is small enough to produce large 
throughput. Compared to other data formats that have small 
file sizes but with little latency. 
XML is also the best for data processing because it has the 
highest throughput value of 1130.86 bytes/ms as seen in Fig. 
11. During processing, Flatbuffer achieves a throughput value 
of 518.46 bytes/ms, higher than the JSON and CSV data 
formats. This happens because Flatbuffer has the smallest 
latency and small file size, so it can improve Flatbuffers 
performance to be better than JSON and CSV which have 
small file size but significant latency. The counting method 
for measure throughput is shown in (3). 
ܶ ൌ ܨ݈݅݁	ܵ݅ݖ݁ܮ  (3) 
Where: 
• T is Throughput for measure how large files can 
be sent  
• File Size of each data 
• L  is Latency for measure how long the data being 
transferred 
V. CONCLUSION 
The implementation results are tested by measuring 
payload, latency, and throughput when sending and 
processing data. The payload value of Flatbuffers is quite 
small, so it is efficient because it only requires a small storage 
area of 0.996108949 bytes for each character. When testing 
latency, Flatbuffers data format shows the best performance 
when processing with a value of 0.5002 ms. But the 
Flatbuffers serialization process does not give a significant 
effect on the delivery process, because Flatbuffers show a 
large latency value. The value obtained from the results of 
testing throughput at the time of sending Flatbuffers cannot 
Fig. 10. Graph of delivery throughput
Fig. 11. Throughput of processing data after received by subscriber
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exceed the throughput that collects by JSON and XML. 
Whereas Flatbuffers can improve their performance during 
data processing. Based on the results of the above analysis, it 
can be concluded that the Flatbuffers data format is very well 
used as a data storage format. But it is not good if it is used as 
a format for sending data. Flatbuffers data format can still be 
explored, one of that is by changing the delivery protocol other 
than MQTT. 
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