Coincidence points for single and set valued maps are discussed in this paper. We show if F is essential and F^ G then G has a coincidence point.
§1. Introduction
The notion of an essential map was introduced by Granas in [4] . He showed in [4] that if F is essential and F^G then G is essential. Since the property of being essential is quite general Granas was only able to show this homotopy property for particular classes of maps. However from an application point of view he was asking too much. What one needs usually in applications is the following question to be answered: if F is essential and F^G, does G have a fixed (or more generally a coincidence) point? Recall two maps F:X-*2 Y and G:X-+2 Y have a coincidence if F(x 0 )nG(x 0 )^0 for some x 0 eX' 9 the point x 0 is called a coincidence point. In this paper we discuss this question in detail. In Section 2 we discuss single valued maps which satisfy the Monch-Precup condition and in Section 3 multivalued fc-set contractive maps. Our results extend those in Precup [9] and Volkmann [1 1] . For the remainder of this section we present some concepts which will be needed in Section 2 and in We now use Theorem 2.1 to obtain a nonlinear alternative of LeraySchauder type for Monch-Precup maps. To prove our result we need the following well known result from the literature [2] . For the remainder of this section X and E will be Banach spaces. 
Theorem 2.3. Let X and E be Banach spaces, U an open subset of X, QeUndomL and 9eH L (X,E^ is such that (L + 9)~19(U) is a bounded set in kerL. Suppose G: U-*E is a continuous map which satisfies the Monch-Precup condition (i.e. if C^U is countable, W^kerL is compact and Cv (L + ®)~lG(C)) + W then C is compact) and assume (2.4) Lx^tG(x) + (l -t)(-®(x)) for xeBUndomL and /e(0, 1) is satisfied. Then there exists xeUnidomL with Lx = G(x).
Proof. We assume Lx^G(x) for xedUndomL (otherwise we are finished). Then 
Notice for xeC, (jR M + *)(x) = /i(x)[G(x) + O(x)] and as a result
In addition since u{0}) and co((L + ^)~1(G + $)(C)u{0}) is convex we havê 
co(co((L + ^)-i (G + ^)(C)u{Q}))+ W

Proof. Assume Lx^G(x) for xedUndomL. Let H(x,t) = tG(x) + (l-t) QG(x)
. To see (2.2) notice if Lx = H t (x) for some xedUn domL&nd Je(0, 1] then (2.11)
Lx = tG(x) + (l-t)QG(x).
It is easy to see that (2.11) is equivalent to (2.12)
Lx = t(I-Q)G(x) and QG(x)= 0.
This together with (2.9) gives Lx = tG(x) for xedU^domLXX^ a contradiction. As an application of the results above consider the system of « first order differential equations 
) = u(t)-u(Q).
let a denote the cc immediate that For each 0eR" let a denote the constant function in C P with value a. It is and ImL = {veC 0 : v(l) = 0}.
Since each veC 0 can be expressed as v(t) = tv(l) + [v(i) -tv(lj]
we have the direct sum decomposition C Q =(tW)@ImL. Thus L is a Fredholm map of index zero and we may set Pu = u(l), (Qv) (t) = tv(l), Ja = ta and 3>=JP.
We will assume/: Remark 3.3. One could also discuss in this section (for example in Theorem 3.1) (L,<£) admissible maps [6] , (L,®) closed maps [7] , and (L,®) approximable maps [7, 8] Proof. We assume Lx£G(x) for xedUndomL (otherwise we are finished). Then (3.6) There is an obvious analogue of Theorem 2.4 in this setting. We leave the details to the reader. Also it is possible to apply our results to differential inclusions following the ideas in Section 2.
Lx$tG(x) + (l-t)(-®(x)) for xedUndomL and Let H(x,t) = tG(x)+(l-t)(-®(x)) for (x,t)eUx
