ABSTRACT The analysis and prediction of slope stability are very important, because slope failure can lead to large disasters. This paper focused on a performance comparison of four supervised learning methods for slope stability prediction. Based on characteristics of slope instability and analysis of data availability, six typical slope parameters-the unit weight, cohesion, internal friction angle, slope inclination, slope height, and pore water ratio-were chosen to establish the evaluation index system. The gravitational search algorithm (GSA), random forest (RF), support vector machine, and naive Bayesian (Bayes) were proposed to establish classifiers. A data set from more than 10 domestic and abroad slope projects was established to train and test the four classifiers, and then, key parameters of the four models were optimized by using the method of 10-fold cross validation. The prediction performances of the four supervised learning methods were compared and analyzed. The results of accuracy, Kappa, and receiver operating characteristic curves reveal that both GSA and RF models can achieve satisfactory results, and the GSA model can obtain the best results when compared with the other three learning methods. Finally, seven models with varying indicators are investigated to obtain the parameter sensitivity based on RF and GSA models.
I. INTRODUCTION
Analysis and prediction of slope stability is of great importance in geotechnical engineering. With the development of economics, the number of slopes is increasing and landslides caused by slope instability have become one of the three major geological disasters in the world along with earthquakes and volcanoes. To reduce or prevent landslide damage, slope stability analysis and stabilization are required. However, accurately predicting slope stability is challenging because of the complexity of slope structures and the difficulty to determine the precise input data associated with key geotechnical parameters [1] - [3] .
Although there are still many difficulties for accurate prediction and analysis of slope stability, extensive slope stability research has been conducted in many countries, such as China, Iran, America, India, South Africa, Canada, Australia, and many valuable models have been applied in the past several decades by many authors for understanding and predicting slope failures. Overall these methods can be divided into four categories, namely qualitative analysis [4] , [5] , quantitative analysis [6] , [7] , physical simulation [8] - [10] and field monitoring analysis [11] . These research has greatly improved our understanding of slope stability, but cannot solve it completely because of the following disadvantages of the above methods:
a. The models are not accurate. For example, the limit equilibrium method can reflect the relationship between the main influencing factors and the slope stability, but the nonuniformity of the stressXX distribution and the influence of the deformation are not taken into account. Therefore, this method cannot reflect the real safety and reliability of the slope. b. The boundaries of the safety factor are indefinite and unclear. In general, a slope with FS>1.20 is safe. However, there have been failed slopes with FS>1.2 in actual engineering. c. Human subjective factors influence these methods.
In recent years, data-mining techniques and intelligent evaluation models have been widely accepted in mining and geotechnical applications, e.g. mechanical property [12] - [14] , landslide displacement [15] - [18] , rock bursts [19] - [22] , open stope hangingwall [23] , [24] and the strength of backfill [25] , [26] . Meanwhile, many supervised leaning methods have been successfully used for slope stability prediction, and have achieved remarkable results with the increasing availability of slope parameters. For example, Liu et al. [27] proposed comprehensive stability evaluation of complicated rock slopes with a cloud model in mountainous areas, and the result showed that the cloud model is a feasible and reliable method for comprehensive stability evaluation of rock slopes. Manouchehrian et al. [28] applied a genetic algorithm to develop a regression model for predicting the safety factor of slope cases, and found that this is an efficient and simple tool for evaluating the factor of safety for slopes. Sung used an ANN model (which is trained) to obtain the probability of slope failure by firstand second-order reliability methods and the technique of Monte Carlo [29] . Xue et al. [30] proposed particle swarm optimization (PSO) to select the appropriate parameters for a SVM model, and the results showed that the combined model based on SVM and PSO is a powerful computational tool for slope stability prediction. Li et al. [31] and Samui [32] also predicted the stability of slopes based on SVM and obtained good results. Wen and Zhang collected data from 30 cases and used them as a training data set to train the RF slope stability prediction model. Then, the other 12 groups of data were used to test the performance of the trained prediction models. They found that training the model is useful [33] . Khajehzadeh et al. [34] and Raihan et al. [35] successfully applied a gravitational search algorithm (GSA) to solve global optimization problems and minimization of the safety factor in slope stability analysis. Shi trained the Bayes model with collected slope cases, then applied the model to actual engineering, and found that the prediction results were identical to actual situations. This model could be used to analyze slope stability with good classifying performance, high prediction accuracy and a low misdiscrimination rate [36] .
All of the above intelligent models can help us to understand slope failures, but they are not sufficient to solve them completely. A certain method may be favorable for some cases but not effective enough for other cases [37] , [38] , and there has been no comparison of intelligent models in their slope stability estimation. Thus, the performance and accuracy of these models are far from understood completely. Meanwhile, cross validation (CV) method is an effective and reliable method to validate the generalization capability of the models [17] , [21] , [38] , [39] , and it is necessary to propose cross validation for performance validation of optimized models.
In this study, six relative parameters of slope stability are used to derive intelligent models. Based on 80% of 107 cases, four supervised learning models, RF, SVM, Bayes and GSA,
are established and applied to analyze the slope stability with the parameters optimized by 10-fold CV method. Then the remaining 20% of the cases are used as test samples to test the prediction performance of the models. The performance of RF, SVM, Bayes and GSA are discussed and compared using the statistical analysis of three metrics (Accuracy, Kappa and the ROC curves). Finally, the sensitivity of parameters is analyzed.
II. MATERIALS AND METHODOLOGY

A. PARAMETERS ANALYSIS
To avoid overtraining the model, three principles of choosing parameters need be relied upon. The results of much theoretical research and engineering practice have shown that the slope structure parameters, the physical and mechanical properties of slopes, are the main factors influencing slope stability. Therefore, the first principle is that the sensitive and stable parameters reflecting properties of slope stability should be used as the discriminant indicators. Next, the parameters should be physically independent of each other. Finally, the parameter data should be obtained easily or readily available. Based on the above consideration, six relative parameters are selected. These six parameters are the unit weight (γ ), the cohesion (c), the internal friction angle (ϕ), the inclination of slope (β), the height of slope (H ) and the pore water ratio (r u ). The three indexes of the unit weight (γ ), the cohesion (c), the internal friction angle (ϕ) can reflect the physical and mechanical properties of slope geological materials. The inclination of slope (β) and the height of slope (H ) represent the structural characteristics of slopes. The pore water ratio (r u ) reflects the external triggering factor of slope failures.
B. SLOPE DATA AND PRELIMINARY ANALYSIS
To measure and compare the performance of the four models, 132 slope cases were collected from seven publications over the period 1990-2015 [1] , [28] , [30] , [36] , [40] - [42] . A box graph of all cases is shown in Fig. 1 . Apart from cohesion, the medians of most of the parameters are not in the center of the boxes; i.e., the distribution of the other five parameters is not symmetric. Meanwhile, for the unit weight, cohesion and height samples, there are several outliers with very large or small values. Supervised learning algorithms are very sensitive to outliers, and a small number of outliers can have a very large impact on the models. As can be seen in Fig. 1 , the medians of the unit weight and the cohesion are about 20.0 kN/m3 and 10.0 kPa, respectively. Based on the study of Liu et al. [43] and Zhang et al. [44] , it can be obtained that most of these slopes are soil slopes or highly weathered soil-like rock slopes. These outliers cases with very large cohesion values are probably rock slopes. The result of Zhang et al. [44] showed that the removal of these cases result in improvements of the performance of models. Hence, these outliers (25 cases) should be removed. Therefore, 107 cases remained (available in S1 Table) . The statistical features (maximum, minimum, mean and standard deviation) of the reduced data set are shown in Table 1 . There are two types of slope stability for the 107 cases: stability (48 cases) and failure (59 cases), and Fig. 2 shows the distribution of the two types of slope stability data used in this study. The two types of slope stability cases are relatively balanced.
In supervised classification problems, the performance of classification models are required to be verified on a new dataset to test its generalization capability. Therefore, the whole dataset needs to be divided into two subsets: the training set and the testing set. The training set is used for the model training and the hyper-parameters tuning, and the testing set is used individually to test the generalization capability of classification models. In this study, approximately 80% of the original dataset (89 cases) are used as the training set and the remaining approximately 20% (18 cases) are used for the testing set.
C. DISCRIMINATION METHODS
Comparing and analyzing the performance of supervised learning models for the prediction of slope stability is the VOLUME 6, 2018 main purpose of this study. According to this, four supervised learning algorithms, including RF, SVM, Bayes and GSA, were considered in this study. The four models share certain characteristics that make them interesting to the current analysis: x they are increasingly used; y some of them have been used in slope stability prediction tasks with good results; z they have efficient implementations; { they are derived based on strict mathematical theory; | they use different classifiers to reduce the uncertainty of the results that might be related to the algorithm that each classifier use; and } they are known to enable the analysis of more complex nonlinear relationships.
1) RANDOM FOREST (RF)
The RF is a combinatorial classifier algorithm proposed by Breiman [45] in 2001 and is composed of many decision-tree classification models {h (X , k) , k = 1, 2, . . .}, where A is the input vector and the parameter set (k) is an independent and identically distributed random vector. The discriminant results are determined by the method of voting. The main idea of RF is as follows:
Through the resampling technique, many sample sets are generated on the basis of the original sample set, and each sample set is the total training data for each category tree. When each sample set grows into a single tree, m try properties are randomly selected from the M properties at each node of the tree. Then one of the m try properties is chosen to mature until the purity of each node is at a minimum. Then the RF classifier can be composed by the generated n tree trees, and the new data set is discriminated by the RF classifier. The classification result depends on the number of votes by tree classifiers.
where c is the classification result and n tree is the number of trees.
2) SUPPORT VECTOR MACHINE (SVM)
The algorithm of support vector machine is developed from the optimal problem of the classification hyper-plane under the linearly separable condition [32] , [46] . The idea of the algorithm is to maximize the interval of the training set.
In linearly non-separable cases, nonnegative relaxation variables (ξ n , n = 1, 2, . . . , k) must be introduced for generalized optimal classifications. Then, the optimization problem of the classification hyperplane is:
which subject to
where C ∈ (0, +∞) is the penetrating parameter, w is the normal vector and b is the bias of the hyperplane.
By non-linear transformations, SVM algorithm have the ability to transform the input space into the high-dimensional space. And the nonlinear transformation can be defined with the kernel function K x i , x j = (x i ) × (x j ). There are four kernel functions, and the radial basis function (RBF) kernel is the most widely used. The function of the radial basis function kernel is
where σ is the key kernel parameter that gives the width of the kernel, and σ ∈ (0, 1).
3) BAYESIAN (BAYES)
Bayesian model is a statistical analysis method based on bayesian formula, which can be used to discriminate the classifiers of samples [36] , [47] . The Bayes algorithm is widely used and much research on the model has been published. The main idea of the method is the Bayesian formula, the basic form of which is
where P(Y ) is the prior probability of the unknown Y and the initial probability obtained from the known a priori information, which reflects the perception of Y before sampling. P(X |Y ) is the sampling density of the sample X , which represents the sample information and the general information of the unknown Y . P(X ) is the boundary distribution of the random variable. The formula illustrates the Bayes algorithm, which is able to obtain a new conditional probability P (Y | X ) by modifying the prior probabilities of the unknown Y with the sampling information of the sample X .
4) GRAVITATIONAL SEARCH ALGORITHM (GSA)
The GSA is a heuristic optimization algorithm proposed by Rashedi in 2009, and is developed by the law of gravitation and the interaction between objects [48] , [49] . Recently, increasing research on the GSA has been published. The basic idea of the gravitational search algorithm can be described as follows [50] .
If there are N objects in a D-dimensional search space, and then the position of the object i can be expressed as
where x d i represents the position of the object i in the d-dimensional space, and n is the dimension.
The inertial mass of each object is
and
where fit i (t) is the fitness value of the object i at time t, and best (t) and worst(t) are the best and worst of the fitness value, respectively, and they are defined as
At time t, the gravitation of object i to object j can be defined as
where G(t) is the gravitational constant at time t, M i (t) and M j (t) are the inertial mass of the object i and j, ε is an arbitrary number, R ij (t) is the Euclidean distance between object i and j. At time t, the resultant force of the object i in the d-dimensional space is
where rand is a random number in the range [0, 1], kbest is a linear function that decreases over time, and the initial value of kbest is N (the minimum value is 1). At time t, the acceleration of the object
In the GSA, the particle updates its velocity and position for each iteration process according to the following formula
where
i is velocity and a d i is acceleration. The gravitational constant G(t) has a great effect on the performance of the GSA and the value of the constant is decided by the true age of the universe, its value becoming smaller with the increasing age of the universe. It can be defined as
where G 0 is the initial value, β is a constant, k is the current number of iterations and K is the maximum value of the iterations.
D. DISCRIMINATION PERFORMANCE
There is no generally accepted measure of performance for classification models. According to previous research results [21] , [37] - [39] , [51] - [55] , three metrics (discrimination accuracy, Kappa and the area under the ROC curve) are used to evaluate the predictive performance of machine learning methods. A confusion matrix is needed to calculate the three metrics. The confusion matrix is one of the basic tools for evaluating the confidence of different algorithms.
In this study, the confusion matrix is a 2×2 matrix because the slope stability analysis is a two-class problem. The confusion matrix can be shown as
where x 11 and x 22 represent the number of samples which are correctly predicted, and x 11 is the number samples belonging to class 1, x 22 is the number samples belonging to class 2, x 12 represents the number of samples belonging to class 1, which are predicted to class 2, and x 21 represents the number of samples belonging to class 2, which are predicted to class 1. In this study, class 1 means the slope is stable, and class 2 means failure. The discriminant ability of the four models can be evaluated according to the discriminant accuracy rate and the accuracy can be calculated as Eq. 17. Cohen's Kappa is the index used to evaluate inter-rater reliability when coding categorical variables. This statistic is considered an improvement over using percentages to evaluate reliability [54] , [56] . The Kappa can be given using Eq. 18.
where n is the number of total cases in the data set, m is the number of types of slope stability, m is 2 in this study, x i+ is the number of samples belonging to class i, and x +i is the number of samples that are predicted to belong to class j.
The range of Kappa values is from −1 to 1, and can be divided into six groups to represent different levels of consistency (as shown in Table 2 ). In general, if the Kappa value is less than 0.4, the strength of agreement is poor, and if the Kappa value is greater than or equal to 0.4, the strength of agreement is good [57] . The ROC curve is a graphical representation of true positives out of the positives and false positives out of the negatives [58] . The ROC curve can compare the performance of different algorithms based on the shape of the curve and the area under the ROC curve (AUC). To compare the performance of discriminant algorithms, the ROC curves of VOLUME 6, 2018 FIGURE 3. Overall procedure fl of slope reliability analysis using supervised learning methods.
each algorithm can be drawn into the same graph to identify their performance visually. The algorithm, corresponding to the ROC curve in the upper-left corner, has superior discriminant performance and can obtain the most accurate results. It is also possible to compare the performance of different algorithms based on the AUC of each ROC curve, and the classification standard of the AUC value [55] is shown in Table 3 . The algorithm of the ROC curve with the largest AUC has the best discriminant performance. The ROC curve was originally used to evaluate radar performance. In this study, the method is applied to evaluate and compare the discriminant performance of RF, SVM, Bayes and GSA models for predicting slope stability. 
E. VALIDATION METHOD OF THE PROPOSED MODELS
All four models have hyper-parameters (called key parameters in this study) that need to be optimized to improve the generalization capability of the proposed models. There are several methods including simple substitution method, holdout method, bootstrap method, and bolstered method [39] . One of these methods, and probably the most popular one, is k-fold cross validation (CV). It is generally considered that a model with better generalization capability can be obtained by the k-fold CV method. Thus, the 10-fold CV method (10 is the number of folds which was recommended by Kohavi [59] ) was used to optimize the generalization capability of the models in this paper during the hyper-parameters tuning. In this procedure [21] , [38] , [60] , the training set is randomly divided into 10 folds. Nine of them are used as training sub-set to develop models, and the holdout one is used as validation set to validate models' performance. The process will be repeated for 10 time with different fold being used as the validating fold. The overall performance of the supervised models on the training set is achieved by averaging performances from 10 iterations. This procedure was used for the selection of parameters and to avoid overfitting of the models. The testing set was never used for the development of the models during the process, but was used to test the predictive power of the final model. Based on the above describe, the overall flowchart of the study is shown in Fig. 3 .
III. PARAMETER OPTIMIZATION AND MODEL DEVELOPMENT
As the procedure of the 10-fold CV, the final results (overall prediction accuracy of the four algorithms with different key parameters) are shown in Fig. 4 . Details of the key parameter choice in this study are as follows:
(1) RF model: The algorithm has two parameters (one is the number of classification trees n tree , the other is the number of variables m try ) that need to be optimized; m try is more sensitive for discriminant accuracy and the discriminant accuracy is affected little by n tree ; in this paper, n tree is a constant with a value of 500 according to the research results of Dong et al. [19] and Zhou et al. [21] , and then m try is tested for the number of input factors of the slope cases. There are six indexes in this study, so the values of m try can be (1, 2, 3, 4, 5, 6).The best choice of m try is 6, as shown in Fig. 4a. (2) SVM model: According to the research of Dong et al. [37] , Zhou et al. [21] , and Samui [32] , the key parameters of SVM algorithm are the constraints violation C and sigma. Based on the 10-fold CV method, the value of sigma can be acquired, and then C is tuned for 10 values (2 −1 , 2 0 , 2 1 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 , 2 7 and 2 8 ) to find the optimal parameter in this study. Finally, C = 2 5 and sigma = 0.186 are the best values, as shown in Fig. 4b. (3) Bayes model: The distribution of type is the key parameter for Bayes algorithm, and has two types: normal and kernel. Normal denotes the Gaussian distribution, and kernel represents the density estimation of the kernel density. Fig. 4c shows that a kernel distribution type is the better choice.
(4) GSA model: The parameters that affect the performance of GSA model are G 0 and β. Vapnik [61] has shown that the algorithm with G 0 = 100 has the best performance. To study the effect of parameter β, the value of parameter β is chosen from eight values (10, 20, 30, 40, 50, 60, 70, 80) and the results in Fig. 4d show that the GSA can achieve high accuracy with the values of 10 and 40. In this study, the best value of β is 40 based on the influence of the parameter on the algorithm and the research results of other authors [50] , [62] , [63] .
As discussed above, the optimal models are developed. From Fig.4 , we can conclude that the generalization capability of the optimal models are higher. But their predict performance also need to be tested by the independent testing set which has not been used to model development.
IV. RESULTS AND DISCUSSION
A. DISCRIMINANT RESULTS
The numbers of each type of slope stability in the testing set and predict results for the four models are given in Table 4 . The values in true columns are numbers of samples that are truly predicted, and the values in false columns are incorrectly predicted sample numbers. GSA method can generate satisfactory results for the testing set according to the results in Table 4 . Though the numbers in true columns of testing samples are lower than those of the GSA model (16 cases are truly predicted), the RF model can also achieve satisfactory results, with 15 cases being truly predicted. Hence, both the GSA and RF models have superior discriminant power for slope stability compared with the other methods, and the comprehensive performance of the GSA model is better than the other three models for slope stability prediction.
B. COMPARISON OF THE FOUR MODELS
For the testing set, the value of accuracy and Kappa for each model are shown in Table 5 . As can be seen, the accuracy of the four models is from 0.5556 to 0.8889, and GSA has the highest accuracy rate (88.89%), then RF, SVM and Bayes models, with accuracy rates of 83.33%, 66.67% and 55.56%, respectively. Meanwhile, the Kappa values of RF, SVM, Bayes and GSA models fall into the range [0.111-0.778]. The agreement strength of Kappa is from slight to substantial and only the Kappa values of GSA and RF are above 0.4. It is obvious that the Kappa of GSA is the highest with a value of 0.778, and then RF, SVM and Bayes models rank successively, as shown in Table 5 . GSA has the superior generalization ability over the testing samples. That is, the GSA model is feasible and applicable for slope stability prediction. For the testing set, the ROC curves of the four models are given in Fig. 5 . Comparisons of the shape of the ROC curves show that the algorithms corresponding to the four ROC curves are RF, SVM, Bayes and GSA models from right to left, successively. The AUCs of the four discriminators in slope stability prediction fall into the range [0.556-0.889], and the highest AUC is obtained by the GSA model with an AUC equal to 0.889, followed by the RF method (AUC = 0.833) and then SVM and Bayes models. Thus, the GSA and RF models can achieve satisfactory results for each type of slope stability, and the GSA method has superior performance compared with RF, SVM and Bayes methods.
In this study, the applicability and performance of RF, SVM, Bayes and GSA models for slope stability are investigated above. The accuracy, Kappa and ROC curves of each model have demonstrated that both GSA and RF can achieve reasonably good discriminating results, but the performance of the GSA model is more superior.
C. RELATIVE SENSITIVITY OF PARAMETERS
It is necessary to analyze the sensitivity of parameters when taking measures to prevent slope failure. Based on RF and GSA algorithms which achieve superior performance on slope stability classification, 7 models involving different slope parameters are established to obtain the qualitative sensitivity of the six slope parameters. Table 6 shows the parameters involved in the 7 models. The results of RF models and GSA models are shown in Fig. 6 and Fig. 7 , respectively. Proportions of correctly and incorrectly classified slope stability are shown in Fig. 6a and Fig. 7a , and the performance (in terms of Kappa) of the testing set (18 cases) is shown in Fig. 6b and Fig. 7b for each model. In Fig. 6a and Fig. 7a , STS represents the number of slope cases where both the actual type and the predicted type are stability, STF is the number of slope cases where the actual type is stability and the predicted type is failure, FTF means the number of slope cases where both the actual and predicted type are failure, and FTS is the number of slope cases where the actual type is failure and the predicted type is stability. The x-axis is the number of models (as shown in Table 6 ), and the y-axis represents the proportion of each type of discriminant results. Fig. 6a illustrate that the parameter of unit weight γ is slightly sensitive in analyzing the stability of the 18 slope cases. It can also be found that the cohesion c is a little sensitive when comparing the Model 1 and Model 3 (without c and five slope cases are misdiscriminated). When comparing Model 1 and Model 4 (without the internal friction angle ϕ and three slope cases are misdiscriminated), the results demonstrate that the internal friction angle is poorly sensitive to slope failure. Based on analyzing the comparisons of Model 1 with Model5 (without the slope inclination β and four cases are misdiscriminated), the slope inclination is also slightly sensitive. Meanwhile, when comparing the discriminant results of Model 1 and Model 6 (without the slope height H and six cases are misdiscriminated) and Model 7 (without the pore water ratio r u and six cases are misdiscriminated), it can be acquired that the slope height and pore water ratio are both sensitive to slope failure. A similar analysis process can be applied to the analysis of Fig. 7a . The results of RF and GSA models show that all of the parameters are more or less sensitive to slope stability analysis. Therefore, the purpose of studying slope stability prediction in this paper is to find scientific and reasonable measures to prevent or reduce this hazard. Hence, analysis of the sensitivity order of parameters is an effective method to propose targeted measures to prevent slope damage. The sensitivity of the six parameters can be measured by calculating the Kappa value of 6 models (with different parameters removed) compared with the value of model 1(with all parameters). The more the degree of performance decrease, the more sensitive the parameter is. From Fig. 6(b) , it can be concluded that r u was the most sensitive indicator in RF models, followed by H , c, β, γ and ϕ. From Fig. 7(b) , not surprisingly, the result demonstrates that r u was the most sensitive factor among the indicators in GSA model. The indicator H takes second place for sensitivity. The indexes of β and c were a bit sensitive. ϕ and γ were not as sensitive. These results demonstrate that r u was the most relevant predictor among the indicators for predicting slope stability. Hence, it can be concluded that the aspects of slope drainage is a promising orientation for slope reinforcement.
It can also be concluded that the slope height H and the slope inclination β are both sensitive to slope stability. Both are geometry parameters of slopes. This illustrates that the geometry parameters of slopes are of high importance, and the measures of optimizing the two parameters in practice in slope design may be a feasible way to guarantee slopes' stability.
V. CONCLUSIONS
Models for predicting slope stability can be valuable methods in actual projects. In this study, RF, SVM, Bayes and GSA methods are applied to discriminate slope stability. Six parameters (γ , c, ϕ, β, H and r u ) are measured, and 107 slope cases from published research are collected to construct the four models. The conclusions are as follows.
(1) Among the four algorithms, the GSA and RF perform superior to the SVM and Bayes in predictive analysis of slope stability. The GSA with accuracy, Kappa and AUC of 88.89%, 0.778 and 0.889, respectively, which could be considered to be excellent predictions.
(2) All of the parameters selected in the study are sensitive to slope failure, and discriminating slope stability with a sole parameter is unreliable. The parameter r u is the most sensitive factor to RF and GSA models and the geometry parameters of slopes are also of high importance.
It should also be noted that none of the supervised learning models should be used blindly because none of them is favorable for all slope cases, and none was completely sufficient to solve the problem.
