Abstract. Modelling electron statistics in a cold, dense plasma by the Fermi-Dirac distribution leads to complications in the calculations of atomic rate coefficients. The Pauli exclusion principle slows down the rate of collisions as electrons must find unoccupied quantum states and adds a further computational cost. Methods to calculate these coefficients by direct numerical integration with a high degree of parallelism are presented. This degree of optimization allows the effects of degeneracy to be incorporated into a time-dependent collisional-radiative model. Example results from such a model are presented.
INTRODUCTION
Recent experimental studies have created plasmas at densities up to and exceeding that of solid material, by intense optical lasers [1] , extreme ultraviolet [2] /x-ray free electron lasers [3] and pinches. If plasmas of this type remain cold, collisional-radiative models must take into account free electron degeneracy. Such models calculate opacities, degrees of ionization energy transport and other quantities necessary to simulate and diagnose dense plasmas. Experimental studies have recently driven interest in taking full account of the electron degeneracy in such plasmas [4, 5] .
The distribution of free electrons in a plasma is governed by the statistics of fermions. For a gas of fermions at temperature T , the probability that a quantum state with energy ϵ is occupied is given by
where µ is the chemical potential. The Fermi-Dirac energy distribution for electrons is given by f FD (ϵ) = (G √ ϵ/n e )F(ϵ), where n e is the electron density and G = 4π(2m e /h 2 ) 3/2 (the other symbols with their usual meanings) is the degeneracy of a free electron. The chemical potential µ(T e , n e ) is defined by the normalization condition of the distribution function:
In practice, the chemical potential may be calculated efficiently by a series expansion [6] . The Maxwell-Boltzmann distribution, used in most plasma models, is a high-temperature asymptote for the Fermi-Dirac distribution; these two are compared in Figure 1 .
The effect of the Pauli exclusion principle must also be taken into account in the calculation of atomic rates. A collision involving a change of energy by a fermion requires that the final energy state be unoccupied. Therefore, for each outgoing electron the integrals for the rates of atomic processes must include a Pauli blocking factor,
DEFINITION OF RATE COEFFICIENTS
The rates of atomic processes are calculated by the usual integrals over a product of the energy distribution function, speed and appropriate cross section, with the addition of a Pauli blocking factor for every outgoing electron. The Fermi-Dirac distribution is mathematically more complicated than the Maxwell-Boltzmann and procludes an analytic solution to such integrals. T e = 10 eV T e = 2 eV The rate of collisional excitation between two atomic levels is given by
where E j is the energy separating the two atomic levels, N i is the density of ions in the initial state and Ω the collision strength. Micro-reversibility relations may be applied to calculate the inverse rate,
where g denotes the degeneracy of the respective levels. The process of collisional ionization involves a pair of indistinguishable outgoing electrons; the total available energy left over after the collision is distributed among these electrons according to the appropriate differential cross section. The rate of collisional ionization is given by
where E i is the ionization energy and dσ/dϵ 1 the differential cross section. The differential cross section for collisional ionization is poorly studied experimentally and theoretically; Pauli blocking factors are not normally included in calculations and the differential cross section may be integrated to the total cross section through the relation σ =
One experimentally verified form for the differential cross section is due to Mott [7] , but it is inconsistent with more recent forms of the total cross section, such as those due to Lotz [8] . Previously, we have suggested [5] a modification to make it consistent with the Lotz and BELI [9] cross sections. The rate of the inverse process, three-body recombination, is given by
The rate of photoionization is largely unaffected by electron degeneracy, except for a blocking factor for the outgoing electron, so that the rate of photoionization is given by
where σ γ (ϵ γ ) is the photoionization cross section and f γ (ϵ γ ) is the distribution of photons. The present blocking factor does not make a significant difference for high-energy photons, but can lead to a significant drop in photoionization and therefore opacity if the photon energy is close to the ionization potential [5] . The rate of the inverse process, radiative recombination, is negligible compared to three-body recombination at high densities and is not considered here.
ALGORITHMS FOR RATE CALCULATION
As the integrals in Equation 3, 5 and 7 cannot be solved analytically, they must be evaluated by numerical quadrature sufficiently rapidly to make possible large-scale inline calculations. The infinite uppper limit of integration poses a challenge for numerical quadrature. The integrals may be truncated at some finite upper value and the "tail" discarded, so that the resultant finite region of integration contains the integral's dominant portion. A change of variables of the form x ∝ 1/ϵ 0 can be used to shift the limits to 0 and 1, which guarantees fixed finite integral limits. However, in this case the bulk contribution is often localised to a small sub-region making integration over this entire region counterproductive. For example, if the region from x = 0 to x = 0.9 contributes a fraction of only 10 −6 to the total integral, truncation is required to avoid spending calculation time on this region.
Numerical quadrature replaces a continuous integral with a finite sum of the form
where x j are the nodes and w j the weights of the quadrature method. The computational complexity of numerical integration is shared between the calculation of an efficient set of nodes and weights and the evaluation of the integrand [10] . For example, the Newton-Cotes methods (such as the trapezoidal) require many, but straightforwardly regularly spaced nodes to achieve convergence. The large number of atomic transitions in a typical model justifies the initial computational investment into a more efficient quadrature method, such as the Gaussian. The Golub-Welsch algorithm [11] may be used to calculate the nodes and weights in this case.
Collisional-radiative models require the repeated population of the rate matrix, which depends upon only a few variables such as the temperature and density; crucially, the elements do not depend upon one another. This allows straightforward massive parallelization, particularly suited to a Graphics Processing Unit (GPU), as shown in Figure 2 . GPUs have a very high theoretical speed of computation, provided that the problem can be solved by single instruction, multiple data (SIMD) operation; naturally, repeated evaluations of an integrand function is such an example. Many GPUs have in-built capabilities for fast vector reduction (summation), so that a sum of N elements may be carried out in a time ∝ log(N) instead of ∝ N as expected from sequential addition. The inherent latency of data transfer between GPUs and their host CPU may be overcome if the atomic model contains a sufficiently large number of transitions. Since the rate calculation for all atomic processes depends only on a small number of variables, such as density and temperature, the corresponding memory copy time is short compared to the integral calculation meaning that the calculation is largely compute bound. We restrict our discussion in this work to nVidia GPUs, with threads executed in warps of 32 and code written using the CUDA API [12] . We choose the number of nodes in Equation 8 to be a multiple of 32 to both allow the same set of weights to be used for all the integrals and apportion each integral to a single warp. We compare the average time taken to calculate the collisional rates for 14 atomic levels using a GPU from nVidia's Kepler generation to a single, typical modern CPU in Table 1 . This calculation has achieved 0.43 TFLOPS working in double precision, equivalent to 30% of the stated maximum 1.4 TFLOPS. A similar speedup may be achieved by parallelizing the calculation over many CPUs, which is readily achievable. Outline for an algorithm to carry out calculation of the atomic rate coefficients by numerical quadrature on a Graphics Processing Unit (GPU). The integrand is evaluated at many nodes in parallel and summed by an efficient tree reduction operation. Integrals for each atomic level are pipelined, further increasing the parallelism. The process is efficient if the calculation is largely compute bound, i.e. the time taken for function evaluations is much larger than the latency of copying the integral parameters to and the results from the GPU.
EXAMPLE COLLISIONAL-RADIATIVE CALCULATION
We have assembled a simple collisonal-radiative model [13] (with present version available here [14] ) in order to investigate the prospects of rapid calculation of atomic rate coefficients. We consider 14 atomic levels of four ionization stages of solid-density aluminum, from 3+ to 6+. We treat the valence electrons to be free, so lower-lying ionization stages are not present in the plasma. We consider radiation incident on the plasma to be a black-body spectrum, with a distribution given by
where ϵ γ is the photon energy and T r the radiation temperature. Absorption by inverse bremsstrahlung is also included in the model. The results of the simulation, with the radiation temperature T r = 300 eV, are shown in Figure 3 . We see a significant difference in the temporal evolution between the two models; all atomic rates in the case of the FermiDirac distribution are lowered by blocking factors, but this lowering affects collisional rates more than photoionization (compare Equations (5) and (7)) and as a result the net rate of ionization rises. This leads to a higher ionization fraction and hence higher electron density and as a result, the thermal energy of the free electrons is distributed amongst a larger population, leading to a lower final temperature. This calculation required 5 × 10 6 time points, taking 10 hours to complete on a single CPU and only 40 minutes to complete with the aid of a Tesla K40 GPU.
CONCLUSION
Simulations of cold, dense plasmas are greatly complicated by the effects of electron degeneracy. The computationally intensive Fermi-Dirac energy distribution takes the place of the familiar Maxwell-Boltzmann and Pauli blocking factors must be used to account for electrons undergoing a change in kinetic energy. This leads to a drop in collisional rates and absorption of radiation. We have shown that this change in rates may have a large effect on macroscopic plasma properties, such as the electron temperature, and therefore may affect large-scale plasma dynamics.
We have shown that calculations of the rates of atomic processes in degenerate plasmas may be carried out by numerical quadrature, which may be readily parallelized. In particular, GPUs may be used to achieve a significant increase in the speed of such calculations, because they are able to evaluate the integrand at many nodes simultaneously and sum the results with high efficiency. This work may help increase plasma models' utilization of modern supercomputers, which are becoming increasingly heterogeneous.
