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Abstract
We discuss an electrostatics problem whose solution must lie in the setS of all real n-by-n
symmetric matrices with all row sums equal to zero. With respect to the Frobenius norm, we
provide an algorithm that finds the member of S which is closest to any given n-by-n matrix,
and determines the distance between the two. This algorithm makes it practical to find the
distances to S of finite element approximate solutions of the electrostatics problem, and to
reject those which are not sufficiently close. © 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
This paper is a report on the mathematics behind an indicator that is currently
being used to measure the computational quality of a particular finite element calcu-
lation. It is offered as an example of an application of linear algebra. The study is
prompted by a physical problem; the solution is based upon familiar best approxim-
ation techniques.
 Corresponding author.
E-mail address: robinson@math.byu.edu (D.W. Robinson)
0024-3795/99/$ - see front matter ( 1999 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 1 7 5 - 5
368 A.C. Robinson, D.W. Robinson / Linear Algebra and its Applications 302–303 (1999) 367–375
The physical problem consists of an electrostatic system with n conducting plates.
The charge on each conductor can be related to the voltages on all the conductors
through a linear transformation in the form of an n-by-n matrix. The physics of
the situation require that the solution matrix be symmetric with a special property:
every row sum adds to zero. However, if the solution is calculated numerically by
a finite element method, then the output matrix A is an approximation to the the-
oretically correct solution Ae. In particular, A may not be symmetric nor have zero
row and column sums. This leads to the question: is A an acceptable solution to the
problem?
One response to this question is to view the totality S of symmetric, zero row
sum matrices as a subspace of the real n-by-n matrices with an inner product. The
distance between A andAe provides an indication of the computational quality of the
finite element calculation: that is, A is considered to be an acceptable approximation
toAe only if the distance between A andAe is sufficiently small. Generally, however,
this distance is not known. Nevertheless, it is at least as large as the distance from A
to the closest element A0 of S. In particular, an excessive distance between A and
A0 warns of a possible calculation error or an input or coding problem, and A should
be rejected. In other words, the distance between A and A0 provides a computational
quality indicator, a notion that is central in simulation based engineering.
In this paper, we detail the construction of this particular indicator. Specifically,
with respect to the Frobenius inner product, we show how to project any matrix A
onto the closest matrix A0 of the subspaceS and to determine the distance between
A and A0. Sandia National Laboratories has implemented this best approximation
method into a production code, where the algorithm has proven to be both effective
and inexpensive.
2. The electrostatics problem
This study is motivated by a physical problem: what is the electrical output when
a piezoelectric material is hit by a shock wave? This problem can be addressed
within the quasi-static electric field approximation of electromechanics. A complete
description of this theory and related material modeling issues is not required here,
and we give only a simplified description of the relevant multiconductor capacitance
portion of this physical problem.
The material is represented by a region X; embedded in X is a capacitor system
consisting of n constant potential surfaces oXi ; the electric field E in X is assumed
to be −r, where  is a scalar potential; specifically, E D −rIX is considered
to be charge free, so assuming that the permittivity is the scalar one, r  E D 0, and
r  r D 0 in X; finally, on the non-conducting boundary oX0 of X we assume
E m D 0, where m is the outward normal from X.
If vj is the voltage on oXj , then the preceding conditions are satisfied by a
potential of the form
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 D
nX
jD1
jvj
provided that, for j; k D 1; : : : ; n; r  rj D 0 with boundary conditions j D jk
on oXk , and rj m D 0 on oX0.
The charge on oXi is given by the surface integralZ
oXi
.−E/ m da D
nX
jD1
Z
oXi
.rj m/ da

vj :
We define an n-by-n matrix A D .aij / by
aij D
Z
oXi
(rj m da:
Since i D ik on oXk; rj m D 0 on oX0, and oX DSnkD0 oXk , by the diver-
gence theorem and the fact that r  rj D 0 in X,
aij D
nX
kD1
Z
oXk
ik
(rj m da D Z
oX
i
(rj m da
D
Z
X
r  (irj  dv D Z
X
(ri  rj  dv:
Of special interest in this paper are two properties of the matrix A. First, ri 
rj D rj  ri , so aij D aji and A is symmetric. Second, since oX DSn
kD0 oXk;rj m D 0 on oX0, and r  rj D 0 in X, then
nX
iD1
aij D
nX
iD1
Z
oXi
(rj m da D nX
kD0
Z
oXk
(rj m da
D
Z
oX
(rj m da D Z
X
(r  rj  dv D 0:
That is, the column sums, hence also the row sums of A are all zero. (Additional
information on capacitance in multiconductor systems can be found in [3, pp. 204–
206].)
If the integrals which define the entries of A are calculated numerically using,
for example, a finite element code, then the calculated A may not be symmetric nor
satisfy the zero row and column sum property. This leads one to question the validity
of the finite element calculation and to seek an indicator of its quality.
One approach is to consider A as an approximation to the theoretically correct
solution Ae. Although the distance from A to Ae is generally not known, since Ae
belongs to the subspace S of symmetric, zero row sum matrices, this distance is at
least as large as the distance from A to any closest matrix A0 of S. In particular, an
excessively large distance between A and A0 implies an excessive distance between
A and Ae, and A is not a good approximation to Ae. This in turn suggests that the
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computation of A is suspect. In other words, the distance from A to A0 serves as a
quality control indicator.
Furthermore, if the norm on the space of matrices is induced by an inner product,
thenA0 is unique and the distances kA− Aek and kA− A0k belong to a Pythagorean
triple
kA− Aek2 D kA− A0k2 C kA0 − Aek2:
Thus, not only is kA− A0k 6 kA− Aek but also kA0 − Aek 6 kA− Aek. In
particular, A0 may be viewed as being closer to the exact solution Ae than the com-
puted matrix A. Consequently, of the two, A0 rather than A itself may be preferred
as the approximate solution to the electrostatics problem.
3. The theory of best approximation
We proceed with a brief review of the theory of best approximation in a real
inner product space. Specifically, in terms of the inverse of a Gram matrix and with
respect to the norm induced by the inner product, we determine the minimal distance
between a given vector and a given finite-dimensional subspace of the space.
Lemma 1. Let V be a real vector space with inner product h ; i; W a subspace of V
with basis .w1; : : : ; wm/, and v 2 V . The Gram matrix G D .hwi;wj i/ of the basis
is invertible. Set
 D .hv;w1i; : : : ; hv;wmi/ :
Let i D .G−1/i be the ith component of G−1, and set b D 1w1 C    C
mwm. Then, for every w 2 W ,
kv − wk > kv − bk;
with equality iff w D b, and
kv − wk > kb −wk;
with equality iff v 2 W . Moreover,
kvk2 D kv − bk2 C G−1T:
Proof. The invertibility of the Gram matrix is an immediate consequence of the
linear independence of .w1; : : : ; wm/. (See, for example, [1, p.274; 2, p.407].)
Next, by use of the properties of the inner product,
hv − b;wkiDhv;wki −
mX
jD1

G−1

j
hwj ;wki
Dhv;wki −

G−1G

k
Dhv;wki − k D 0:
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That is v − b is orthogonal to each of the wk’s. Since .w1; : : : ; wm/ spans W, then
v − b is orthogonal to every vector w of W. Since b −w 2 W , then by the Py-
thagorean theorem of inner product spaces,
kv − wk2 D kv − b C b − wk2 D kv − bk2 C kb −wk2:
Consequently, kv −wk > kv − bk with equality iff w D b, and kv − wk >
kb −wk with equality iff v D b iff v 2 W .
Finally, since G is symmetric, then .G−1/j D .G−1T/j and
kbk2 D hb; biD
*X
i
.G−1/iwi;
X
j
.G−1/jwj
+
D
X
i;j
.G−1/ihwi;wj i.G−1T/j
DG−1GG−1T D G−1T:
Thus, with w D 0 in the above expression of the Pythagorean theorem,
kvk2 D kv − bk2 C kbk2 D kv − bk2 C G−1T:
(Compare [1, p. 250].) 
The vector b is the unique orthogonal projection of the vector v onto the subspace
W, and is the vector of W which is closest to v.
4. The main problem
The problem of interest in this paper is the following: determine the symmetric,
zero row sum matrix that is closest to a given square matrix. The solution provided
here sets this problem in the space Rnn, selects the Frobenius inner product as the
inner product of choice, and applies Lemma 1.
Specifically, for a given positive integer n, letS be the subspace of Rnn consist-
ing of the totality of symmetric matrices with zero row sums. For example, if n D 3,
then 0@a C b −a −b−a a C c −c
−b −c b C c
1A
represents a general matrix ofS, and
S12 D
0@ 1 −1 0−1 1 0
0 0 0
1A ; S13 D
0@ 1 0 −10 0 0
−1 0 1
1A ; S23 D
0@0 0 00 1 −1
0 −1 1
1A
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provides a basis ofS. In general, for n > 1, let Sij with i < j be the matrix of Rnn
with 1 in positions .i; i/ and .j; j/;−1 in positions .i; j/ and .j; i/, and 0 elsewhere.
Then the lexicographically ordered list
.Sij /16i<j6n
of n.n− 1/=2 matrices provides a basis of S.
The space Rnn is an inner product space with respect to the Frobenius inner
product
hA;Bi D trABT D
X
i;j
aij bij ;
with A D .aij /; B D .bij /, [2, p. 291]. If i < j and if p < q , and fi; j g D fp; qg,
then i D p; j D q and hSij ; Spq i D 12 C .−1/2 C .−1/2 C 12. If fi; j g \ fp; qg con-
sists of a single element, then hSij ; Spq i D 12; and if fi; j g \ fp; qg is empty, then
hSij ; Spqi D 0. That is, if jfi; j g \ fp; qgj is the number of elements in the intersec-
tion of the sets fi; j g and fp; qg, then
hSij ; Spq i D
8<:
4
1
0
as jfi; j g \ fp; qgj D
8<:
2
1
0
:
Consequently, the Gram matrix G D .hSij ; Spq i/ has elements 4, 1, 0. Specific-
ally, in the cases where n D 2; n D 3, and n D 4, the Gram matrices are, respect-
ively,
.4/;
0@4 1 11 4 1
1 1 4
1A ;
0BBBBBB@
4 1 1 1 1 0
1 4 1 1 0 1
1 1 4 0 1 1
1 1 0 4 1 1
1 0 1 1 4 1
0 1 1 1 1 4
1CCCCCCA :
For general n, the set of all entry locations (row( i; j ), column(p; q)) of the Gram
matrix G are partitioned into at most three classes as jfi; j g \ fp; qgj D 2; 1 or 0.
The first class consists of the diagonal locations; the second class corresponds to the
location of the 1’s of the matrix G− 4I . Consequently, if J is the matrix of all 1’s,
M D G− 4I , and N D J − I −M , then the partition corresponds to the locations
of 1’s in the respective matrices I;M and N.
The basic relationships between these matrices are provided by the following
lemma.
Lemma 2. Let I, M, N and J be the matrices of order n.n− 1/=2 as just described.
Each of these matrices is symmetric,
JM D MJ D 2.n− 2/J;
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and
M2 D 2.n− 2/I C .n− 2/M C 4N:
Proof. Since I; J; and G are symmetric, M D G− 4I and N D J − I −M are
also symmetric.
Next, let .i; j Ip; q/ denote the entry of M in row .i; j/ and column .p; q/,
where i < j and p < q . Then .i; j Ip; q/ D 1 if jfi; j g \ fp; qgj D 1 and is zero
otherwise. For a fixed row index .i; j/, the intersection fi; j g \ fp; qg is a singleton
iff one of the elements of fp; qg is either i or j and the other is neither i nor j; that
is, pairs of the form fi; kg with k =D i; j or fj; kg with k =D i; j . Consequently, the
number of 1’s in row .i; j/ of M is .n− 2/C .n− 2/ D 2.n− 2/.
Since each row, and likewise each column, of M has 2.n− 2/ entries equal to 1
with the remaining entries zero, and J is the matrix with each entry 1, then MJ D
JM D 2.n− 2/J .
Next, the entry ofM2 in row .i; j/ and column .k; ‘/ isX
16p<q6n
.i; j Ip; q/  .p; qI k; ‘/:
Since the product.i; j Ip; q/  .p; qI k; ‘/ is zero except when both factors are 1,
then this sum is the number of indices .p; q/ such that fp; qg intersects fi; j g and
fk; ‘g in singletons.
The intersection fi; j g \ fk; ‘g consists of 2, 1 or 0 elements. In the first instance,
i D k and j D ‘. Thus, the required pairs are just those that meet fi; j g in a single
element. As noted above, the number of such pairs is 2.n− 2/.
Second, suppose fi; j g \ fk; ‘g consists of one element. Then fi; j; k; ‘g consists
of three distinct elements, say, fr; s; tg with, say, t 2 fi; j g \ fk; ‘g. The pairs fp; qg
having singleton intersections with both fr; tg and fs; tg are the pairs fr; sg and ft; kg
with k =D r; s nor t. The number of such pairs is 1C .n− 3/ D n− 2.
Finally, if fi; j g \ fk; ‘g is empty, then i; j; k and ‘ are all distinct. In this case
there are exactly four pairs with singleton intersections with both fi; j g and fk; ‘g;
specifically, fi; kg; fi; ‘g; fj; kg and fj; ‘g.
Consequently, the entry ofM2 in row .i; j/ and column .k; ‘/ is 2.n− 2/; .n− 2/
or 4 as jfi; j g \ fk; ‘gj is 2, 1 or 0. In terms of the matrices described above, this says
that
M2 D 2.n− 2/I C .n− 2/M C 4N: 
With this information we are able to describe the inverse of the Gram matrix.
Theorem 1. Let S be the subspace of symmetric, zero row sum matrices in Rnn,
and let G be the Gram matrix of the basis .Sij /16i<j6n of S with respect to the
Frobenius inner product. If M D G− 4I and J is the matrix of order n.n− 1/=2
with every entry 1, then
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G−1 D 1
2n2
.n.n− 2/I − nM C 2J /:
Proof. By Lemma 2,
MN D NM D .J − I −M/M D .n− 3/M C 2.n− 4/N:
A further computation gives
.4I CM/..n2 − 2nC 2/I − .n− 2/M C 2N/ D 2n2I:
Since G D 4I CM and N D J − I −M;
G−1D 1
2n2
..n2 − 2nC 2/I − .n− 2/M C 2N/
D 1
2n2
.n.n− 2/I − nM C 2J /: 
As is now shown, for any given matrix A, the expression for G−1 in the theorem
leads to useful explicit formulae for the closest symmetric, zero row sum matrix A0
to A as well as the distance between the two.
Corollary 1. Let the conditions be as in the theorem. For A D .aij / 2 Rnn, define
sij D aii − aij − aji C ajj ;
and
ij D n− 22n sij −
1
2n
0@X
k =Dj
sik C
X
k =Di
skj
1AC 1
n2
 X
k<l
skl
!
:
Then A0 DPi<j ijSij is the matrix ofS of minimal distance to A, and
kA− A0k2 D
X
i;j
a2ij −
X
i<j
ij sij :
Proof. Let A D .aij / 2 Rnn. For i < j ,
hA; Sij i D trASTij D aii − aij − aji C ajj D sij :
Consequently, if  is the list .sij /16i<j6n and .G−1/.i;j/ is the .i; j/ entry of
G−1, then, by Lemma 1, the matrix ofS closest to A isA0 DPi<j .G−1/.i;j/Sij .
The .i; j/ entries of I and J are clearly sij and
P
k<l skl . The .i; j/ entry of
M is
P
.p;q/ spq  .p; qI i; j/; hence, it is
P
.p;q/ spq , summed over .p; q/ withfp; qg equal to fi; kg; k =D i; j and fj; kg; k =D i; j . Since sii D 0 and sji D sij , then
.M/.i;j/ DPk =Dj sik CPk =Di skj . Consequently, the .i; j/ entry of
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G−1 D n− 2
2n
I − 1
2n
M C 1
n2
J
is ij as defined above, and A0 DPi<j ij Sij .
Finally, by Lemma 1,
kA− A0k2 D kAk2 − G−1T D
X
i;j
a2ij −
X
i<j
ij sij : 
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