v i = (v i,1 ,
. . . , v i,n )
T from the n-dimensional vector space F n q over F q and a polynomial
we consider the linear recurring sequence S = {s(k)} defined by
We note that the elements of the sequence S can be considered as elements of the field F q n which is an n-dimensional vector space over F q .
It is easy to see that without loss of generality we can suppose that f (0) = 0. Thus, it is possible to define the order of f , denoted by τ , as the least positive integer t for which f (x) divides x t − 1. It is known from [4] that the period of the sequence S does not exceed τ . For other details concerning polynomials and linear recurring sequence over F q , see [4] .
In this paper we improve and generalize some results from the papers [1] , [2] , [6] , [7] which are also devoted to studying the distribution of values of linear recurring sequences over finite fields. For some applications of such sequences see [1] , [2] .
It is easy to check that if α, µ ∈ F q n then for any fixed basis of F q n over F q , the coordinate-vectors {c k } of the powers αµ
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an equation corresponding to the minimal polynomial of α over F q . More generally, for an n × n matrix A and a vector a over F q the sequence {aA k } satisfies such an equation corresponding to the minimal polynomial of A over F q .
Thus, results on the distribution of values of such linear recurring sequences are related to the well-known discrete logarithm problem and to the orbit problem in finite fields (see [3] and [5] for background and references).
For an integer P > 1 denote by V (P ) the set of all possible values which occur among the first P elements s 1 , . . . , s P of the sequence S, and by V the set of all possible vectors which occur among elements of the sequence S. In [1] , some sufficient conditions were stated under which such a sequence consists of all nonzero elements of F Denote by m the dimension of the vector space generated by the initial vectors (v 1 , . . . , v n ). It has been shown in [1] that in this case
where |V | denotes the cardinality of the set V . It is clear that the n × n matrix (v 1 , . . . , v n ) contains m ≤ n linearly independent rows which we denote by
Thus we can define m linear recurring sequences
Note that the sequence of vectors (
Denote by M m (P ) the number of different vectors which occur among
Let us set for brevity
Then it has been shown in Theorem 3.
. Furthermore, when m = 1 it has been noted in [1] that there is an asymptotic formula for the number of solutions of certain equations with a linear recurring sequence which enables the authors to prove that M = q whenever τ > (q − 1)q n/2 . Now we are going to show that the result of [6] for systems of equations with linear recurring sequences allows us to extend this result to any m ≥ 1. by N P (θ 1 , . . . , θ m ) the number of solutions of the system of equations
It follows from [6] that
for P ≤ t and that
for P ≤ τ , for any non-zero tuple (θ 1 , . . . , θ m ), with absolute implied constants in the O-symbol (see Theorems 1 and 2 of [6] , respectively). From (2) and (3) we get that
for any P and any tuple (θ 1 , . . . , θ m ).
It has been noted in [6] that in the cases P = t and P = τ the logarithmic factor in the error terms of (2) and (3) Moreover, it is an easy matter to explicitly compute constants in all of the above mentioned bounds (in fact, they are quite reasonable, about 1).
Since t ≥ τ /q the condition τ > Cnq
. This is a generalization (up to the constant C) of the above mentioned result concerning the case m = 1. An evident deficiency of Theorem 1 is that it can be utilized only if the period is sufficiently large.
The following results give other lower bounds for M m (P ) that are nontrivial for any τ . First we get new lower bounds for the number M (P ). It is easy to prove that M > τ
(see the proof of Theorem 3 below). We show that for fields F q of small characteristic p this bound can be improved.
We need the following refinement of Theorem 1 of [7] :
where l is the least integer with M (P ) ≤ p l . In order to obtain this result we can replace the trivial bound M (P ) ≤ q = p r in the proof of Theorem 1 of [7] with the inequality M (P ) ≤ p l . Theorem 2. We have the bound
The next theorem generalizes the above result to the m-dimensional case.
Theorem 3. Let f (x) be an irreducible polynomial over F q of order τ . Then we have the bounds
. . , λ n be the roots of f (x) (lying in F q n ). Then we have the representations
Let β 1 , . . . , β m ∈ F q n be any nonzero solution of the following system of m − 1 linear homogeneous equations
Define the sequence
Then for some γ j , j = 1, . . . , n − m + 1, we have
It is evident that the sequences W i , i = 1, . . . , m are linearly independent over F q n as well. Thus Ω = {ω(k)} is a nonzero linear recurring sequence of elements of the field F q n of order at most n − m + 1. Now we are going to show that the period of the sequence Ω equals τ .
Since Evidently, M m (P ) is greater than or equal to the number of different values which occur among ω (1), . . . , ω(P ). On the other hand, taking into account that Ω is a linear recurring sequence of order n − m + 1 and of period τ , we conclude that for P ≤ τ all tuples
≥ P and we obtain the first bound.
It is easy to note that for P = τ we could consider τ pairwise different tuples (ω(k), . . . , ω(k + n − m)), k = 1, . . . , τ , rather than τ − n + m. Then the sequence Ω takes at least τ
and applying Theorem 2 we get the second bound.
The following theorem is a generalization and an improvement of Theorem 1 of [7] . It is nontrivial for all q but is especially effective when p is a fixed prime.
. . , θ m be a basis of the field F q m over F q . Applying Theorem 2 to the linear recurring sequence Thus, for p fixed, M m (P ) = M m for some P = exp(O(m log q log n)). In particular, if m and q are fixed, then the number of vectors (w 1 (k) , . . . , w m (k)) that we need to compute in order to determine the set of all possible distinct values, is bounded by n O (1) , i.e. the computation can be done in polynomial time.
In fact, when q is fixed, for an arbitrary m the number of vectors which we need to compute can be estimated by exp(O(log M m log n)) which is a quasi-polynomial function exp(log 
