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I. INTRO)DUCIION
This paper aims at finding optimal estimators for properties of digitized straight lines in an image. To find these, we first need a precise understanding of the measurement process since this will reveal how improvement over existing methods can be achieved. This knowledge can then be used to arrive at "optimal" estimators, in some specified sense.
The measurement situation is the following. Before digitization, there is a line in the continuous world with specific properties (such as slope, length, intercept, etc.) If one wishes to measure a property, a digitization of the continuous line is performed, leading to a chain-code string. This digitization reduces the information in an essential way since it maps a set of continuous lines into a set of discrete strings. Therefore, exact measurement is impossible; the best one can do is estimate the continuous property from the string.
We will discriminate two steps in this estimation procedure (Section II): a characterization in which the information present in the actual chain-code string is reduced to some characterizing paManuscript received August 6, 1984 rameters, and a calculation in which these parameters are used in a formula for an estimator of the property. The results by other investigators on measuring line length [1]- [4] may also be expressed in these two terms (Section III). The importance of this unraveling of the estimation procedure (recognized here for the first time) follows from the fact that given the digitization, one can optimize estimators in two independent ways: by improving the characterization step, and by improving the calculation, i.e., the formula used as an estimator. Both are considered in Section IV. It is shown that to every characterization there corresponds a "BLUE" estimator, which is the optimal estimator for that particular characterization (optimal in the sense of minimal MSE, linearity, and being unbiased). The search for optimal estimators therefore becomes a search for an optimal characterization. It is shown that a so-called "faithful characterization," in which no information is lost, results in optimal BLUE estimators.
In Section V, this basic result is applied to the measurement of the length per chain-code of a digital straight line.
II. A FORMAL DESCRIPTION OF THE MEASUREMENT PROCESS
In this section, the digitization and measurement process is described in detail. This is necessary to arrive at a precise formulation of the optimal measurement methods.
All continuous straight lines form a set S12. An element I of this set can be characterized by intercept e and slope et in a Cartesian grid (1: v = ax + e). A property.f can be associated with each 1. 
Thus, the set of domains indicates the finest distinction of the original continuous lines that is still possible after digitization. The digitized line c can be represented in various ways, for instance, as a string of (x, v) coordinates, a series of run codes, or the Freeman directional code [1] . Furthermore, one can digitize in different ways, such as grid intersection quantization (GIQ) or object boundary quantization (OBQ) [2] . The difference between these methods is not essential to the basic idea of the present paper. Specific results will be given for OBQ, 8-connected Freeman chain codes. For this case, the domains have been given in a previous paper [5] . In Fig. 1 , they are depicted for all lines having a chain code consisting of 6 codes 0 or 1. The representation is in a part of the parameter space (e, a) where each point (e, a) represents a continuous line l:y = ax + e.
The estimation of the original continuous propertyf is to be based on the discrete string resulting from the digitization. This is done by characterization and calculation. The characterization K reduces the chain-code string c to a tuple t of parameters (where t = Kc) characterizing the string. For instance, one might characterize a string by the number of odd and even Freeman codes in the string. Characterizing all strings of eC leads to the set of all tuples 3. A tuple can be used in an estimator g which attributes a value g (t) to the tuple t. This value g (t) = g (Kc) = g (KDI) is used as an estimate of the original continuous property f(l), based on the digitization Dl. The recognition of the characterization K is essential in optimizing the estimator g of the property f.
In the same way as domains are the equivalence classes into which the set of lines is divided by digitization, we have equiva-0162-8828/86/0300-0276$01.00 © 1986 IEEE This work can be described within the framework of terms associated with the measurement process introduced in the previous section.
A very simple and straightforward way to associate a length to a given chain-code string might be the total number n of chain codes in the string. In this case, the string is characterized by the "tuple" (n); the regions in £ corresponding to this (n) characterization are indicated in (e, u) space in Fig. 3(a) . As a length estimator, we have ls(n) = n. lence classes into which the set of strings is divided by characterization. Therefore, we introduce the scope SK(t) of a tuple t as the equivalence class of all strings having the same tuple t under the counts even codes as having length 1 and odd codes as 12. Freeman thus gave an exact measure of the length of the digital arc. But as Groen and Verbeek [2] and Proffitt and Rosen [3] almost simultaneously realized, this is not necessarily a good measure of the length of the arc before digitization. The estimator (6) has a limit root mean-square error of 6.6 percent for long strings (see Table   I ).
Groen and Verbeek [2] used the same (ne, no) characterization, but calculated the probability of occurrence of even and odd codes based on the distribution of continuous lines. This led to different coefficients for the length estimator, namely, 1G(n,e nO) = 1.059ne + l.183nO.
This estimator is somewhat less accurate than IF (Table I) .
Proffitt and Rosen [3] independently calculated a length estimator, again based on the (ne, n,) characterization, which also took into account the relative probabilities of even and odd-codes. In contrast to [2] where the probabilities were calculated for strings with n = 1, they performed their calculations for the case n -f oo, obtaining lp(ne, n,) = 0.984fne + 1.340nO. (8) (Actually, this estimator can be found in [4] since there the basic idea which was applied to 4-connected strings in [3] was applied to 8-connected strings.) This estimator has a limit root MSE of 2.7 percent, which is considerably better than 1F (see Table I ).
In the same paper [3] , an essential new step was taken, which we would now describe as choosing a new characterization. A new (6) 
where the function g can be found in [4] . This estimator is much more accurate than the previous methods (Table I) . A comparison to lc, which is also based on the (ne, no, nc) characterization, shows the importance of optimizing the "calculation" step in the estimation procedure.
In a previous paper [5], we defined four parameters (n, q, p, s) which can be extracted from a straight string (i.e., a string that could be the digitization of a straight line), and showed that there is a unique correspondence between the string and this quadruple.
In terms of the present paper, this (n, q, p, s) characterization is a faithful characterization. As is illustrated in Fig. 3(d) , this faithful characterization leads to the finest tesselation of the (e, a) plane still possible after digitization, and therefore a length estimator can be tuned to each individual chain-code string. It is obvious from the previous that this (n, q, p, s) characterization can potentially lead to the most accurate estimators possible. In the next section, we will show that is indeed the case.
IV. BLUE ESTIMATORS
In the previous section, it was seen that estimators based on increasingly finer characterizations can be better tuned to individual strings, and can thus in principle be a more accurate estimate for the original continuous property. It was also seen that given the characterization, still many formulas are possible for the estimator.
In this section, we will show that for each characterization, there exists an "optimal" estimator in the sense that an unbiased estimate of the length is provided, with minimal mean-square error (MSE). This kind of estimator is well known from parameter estimation theory, and is called BLUE: Best (minimal MSE), Linear (being an average over the "observations"), Unbiased Estimator.
In the case of measuring line properties, the continuous property f(l) of the line I is estimated by a function g(t) based on the tuple t = Kc of the string c = Dl corresponding to the line 1. The requirements for g (t) to be a BLUE estimatorf(l) are as follows.
1) The estimator should be linear in f(l). This implies that the estimator g (t) for a tuple t should have the form g(t) = EQ(t){f(l)} (11) where Ex {x} denotes the expectation of x over a set 9C and (i(t) is some set dependent on the tuple t.
2) The estimator g (t) should be an unbiased estimate of f(l)
over the set of all straight line segments £: E.{f(l-g(t)} = 0.
3) Of all estimators satisfying (11) and (12), the BLUE estimator gK(t) for a given characterization K should have minimal MSE over C:
Ej{[f(l) gK(t)]2} minimal.
(13) Note that in all three requirements, t = Kc denotes the tuple corresponding to the string c = Dl, so t = KD1.
It turns out that the estimator obtained by attributing to a tuple t the expectation of f(l) over the region R (t) is BLUE. 
Hence, gK has a smaller MSE than any linear unbiased estimator based on averaging over more than one region. Hence, it is the Best Linear, Unbiased Estimator.
Q. E. D.
Thus, for any given characterization K, the BLUE estimator for a given t is obtained by averaging over the region (RK,D(t). An example is the estimator lv(ne, n0, n,) given in formula (10), which is the BLUE estimator for the (ne, no, n,) characterization. 
Hence, the MSE of gF is smaller than that of an arbitrary gK, unless K = F. As in the proof of Theorem 1, no decrease of the set over which is averaged is possible beyond 61F,D(FDl) = DD(Dl), without resulting in an unbiased estimator. Therefore, gF is the optimal BLUE estimator.
Q. E. D.
In principle, this solves the optimal estimation problem, not only for straight lines, but for any two-step digitization and characterization measurement process. To derive the result of Theorem 2, only the terminology was borrowed from the straight line case. In all cases, the estimator (15) is "optimal BLUE.'" Note that since (RF D(FDI) = DD(DI), the estimator (15) can be written as (16) which is independent of the specific faithful characterization used (as it should be).
To evaluate (15) in a particular situation, one needs * a faithful characterization F * an expression of the domains DD(DI) in terms of this faithful characterization, as regions (RF D(FDI) * calculation of the expectation of any desired function f over this domain.
For straight lines, this will be done in the next section.
V. OPTIMAL BLUE ESTIMATORS FOR PROPERTIES OF STRAIGHT LINES
To evaluate (15) for properties of straight lines, we need both a faithful characterization and an expression for the domains. Both have already been given in [5] . Here we repeat these results in the terminology of the present paper.
Main Theorem (from S/S)
A straight string c (with ith element cj) can be faithfully characterized by the quadruple (n, q, p, s) where n is the number of elements of c, q is the shortest period present in c or any of its extensions: 
The proofs are given in [5] .
The general shape of the domain of the string with tuple (n, q, p, s) is quadrangular (see also [6] ). The domain is widest at ae = plq, indicating that this slope is the most probable slope in agreement with the string with tuple (n, q, p, s). The domain tapers linearly and reaches a width 0 at a = p_lq and a = p+lq +. It can be shown that p /q _, plq, and p+/q + are three consecutive terms in the Farey series of order n [6] , [7] , implying that q . n and q + < n.
With these results, formula (15) becomes gF(n, q, p, s) = 3plq 3 I+(s+)pq q-aFs(+)
f(e, ae) P(e, a) de da
* f(e, a) P(e, a) de da, (17) where P(e,a) is the probability density describing the distribution of the lines.
This formula is the main result of this paper, applied to straight lines, in its most general form. It provides the BLUE estimator for an arbitrary propertyf(e, a) of a continuous straight line segment, given a particular chain-code string c, faithfully characterized by the tuple (n, q, p, s).
Evaluation of the BLUE Estimators
Estimator (17) will now be calculated for the property "line length per code element," which is f(e, a) -1 + a2. This requires an assumption to be made about P(e, ae). Generally, we can assume a uniform distribution of the lines in distance to an origin, and orientation [7] . This implies P(e, a) -(1 + a (2) (As an aside at this point, it should be noted that the estimators of formulas (19)- (21) can easily be generalized to 4-and 6-connected grids and other regular grids, using the concept of a "column" introduced in [4] . Calculating the appropriate linear transformations to transform a skew grid [ Fig. 4(a) ] to a square grid [ 
Approximate Behavior
The formulas (20)- (24) do not reveal the behavior of the estimator with varying f(a) nor do they reveal the dependence of the estimators on (n, q, p, s). Extensive calculations yield Taylor approximations to order O(n -2) clarifying these issues: gF(n, q, p, sq) + 4)
ere K is a normalization constant which cancels out in the computation of gF and var (gF) with formulas (20) and (21). We will not use (19'); it is mentioned here for completeness.)
Since the property line length per code only depends on a, we will from now on only treat properties independent of e: f(e, oa) = f(oa). In that case, the integral over e in (19) can be performed, yielding (n, q, p, s)= (p+ -aq+) (1 + a2) 3/2fi(a) da 
With (20) and (23) 1) Digitization: The complete description of this step for straight lines and the loss of information it unavoidably implies were studied in [5] . An optimal estimation procedure aims at using all information remaining after digitization.
2) Characterization: This is an essential step in the whole process, which can potentially destroy information. This step accounts, to a large extent, for the differences in accuracy of estimators previously given. An optimal estimator must be based on a faithful characterization, which is loss free.
3) Calculation: Based on a specific characterization, many estimators can be given. BLUE estimators are optimal in the sense of being linear and unbiased with minimal MSE. It was shown how they are related to a specific characterization.
Optimal BLUE estimators result from a calculation of BLUE estimators based on a faithful characterization preserving all information left after digitization. This is the general recipe. For some properties of straight lines, this procedure was performed.
For the property "line length per chain code, " the optimal BLUE estimators are briefly compared to those of previous authors in Table I with respect to BLUEness and values of the root mean-square error (We hope to give a more detailed comparison, including algorithmic issues, in a future paper. A preview is given in [8] .) (n(, n,, n,.) characterization, but still using a linear formula, leads to kc, which has a limit MSE of 0.6 percent. The BLUE estimator for this characterization is lv, which is much more accurate, especially for longer strings. The optical BLUE estimator lo of formulas (23)-(28) is even more accurate, and the proofs of this paper show that beyond 10, no improvement in accuracy is possible.
I. INTRODUCTION
A simple method of applying l-D techniques in the design of discrete m-D filters is raster scanning whereby the m-D domain set is linearly ordered. Raster scanning has been used both in the frequency domain [7] and in the time domain. In particular, it has enabled the design of recursive, Kalman type filters [4] , [6] Most authors have assumed that the scanning is a priori fixed. However, in studying related problems [11 we have shown that the choice of scan can affect the performance of the subsequent filter. Scan selection can also be important in the sequential processing of bidimensional sensor arrays and other multiplexed data aquisition systems.
In this correspondence we consider scan selection as a special case of selective mnemory (formally defined later). We determine an optimal mean square filter with respect to a general selective memory constraint. Using simple comnputational examples we show that the error may vary significantly with the specified scan. The total numiiber of possible scans in an N x N raster is (N2)!. In only the most trivial cases is an exhaustive search for the best scan practical. We present a search algorithm, which in simulation tests, produces a scan procedure close to the optimal. A search technique derived from dynamic programming is also considered.
II. MArHEMxrNCAL PRELIMINARIES
We use the basic ideas of causality theory [5] , [10] to develop our concept of selective memory. For sake of brevity we consider 2-D signals only, and make use of the power of functional analysis concepts [81, [9] . The index or time set will be taken as the set ,u = {a -(i, j) : O < i, j < N } . We shall model the image space by X = 1(y) and use the orthoprojector family {A(a); a E glA de- For a given subset a C it define the related projector p= E Z A(a); aa and consider the equality A(a)Lx= A(a)LP ax, allx. Since P7x is always zero for all points outside the subset a, the value of the output at a E It does not depend on the input outside the subset a. We say that the projector Pa identifies the memory of the system L at a E a.
For each a E it let there be specified a subset a(a) C it and a projector pa = pa(a). A given processor L has the specified selec- (1)
The projectors {p(i} need not have any relationship among themselves nor with the projectors {IA(a)} . However, for every scanning of the elements in the index we can choose the p0 so that (1) implies causality.
We shall use the name "i-causal" to denote a map with selective memory specified by a linear order "1.'" If the input is scanned one pixel at a time according to the order / then /-causal maps are realizable by on line sequential processing.
III. THE RESTRICTED OPTIMAL FILTER We will determine the filter which is mean square optimal with respect to the constraint of a specified selective memory. The standard such problem is shown in Fig. 1 0162-8828/86/0300-0282$01.00 © 1986 IEEE
