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No presente trabalho utilizamos a arquitetura de Eletrodinaˆmica Quaˆntica de Circui-
tos (EQCc) para estudar a interac¸a˜o entre um “a´tomo artificial” e um u´nico modo do
campo eletromagne´tico quantizado confinado dentro de um ressonador de guia de onda
sobre um chip supercondutor. Devido a EDQc ser formulado em um ambiente de alto
controle de suas propriedades materiais, consideramos que um ou mais paraˆmetros do
sistema sofre modulac¸o˜es temporais perio´dicas impostas externamente, o que caracteriza
um sistema de EDQc na˜o-estaciona´rio. Constru´ımos um formalismo matema´tico fechado
utilizando a base de estados vestidos para descrever o comportamento geral do sistema.
A principal equac¸a˜o que descreve a dinaˆmica do circuito e´ deduzida de acordo com um
me´todo consistente de aproximac¸a˜o, o famigerado me´todo da RWA, que e´ justificado e
generalizado neste trabalho.
Da equac¸a˜o principal, descreveremos a dinaˆmica para modulac¸o˜es simultaˆneas e multi-
frequeˆncias, onde cada efeito f´ısico sera´ caracterizado pelo valor estipulado a frequeˆncia
de modulac¸a˜o. Efeitos ja´ conhecidos sa˜o recuperados rigorosamente, como: o efeito Ca-
simir dinaˆmico (ECD) e o regime anti-Jaynes Cummings (AJC). Ale´m desses efeitos,
identificamos um novo comportamento, o anti-efeito Casimir dinaˆmico (AECD), onde um
par de excitac¸o˜es pode ser coerentemente aniquilado devido a` modulac¸a˜o de um ou mais
paraˆmetro do sistema. Constru´ımos Hamiltoniano efetivo que descreve a criac¸a˜o de pares
de fo´tons via ECD, e propomos um Toy Model para o ECD na presenc¸a de uma placa
diele´trica oscilante, vista como um conjunto de a´tomos de dois-n´ıveis. O nosso modelo
prediz que o crescimento do nu´mero me´dio de fo´tons na cavidade e´ limitado devido a`
presenc¸a de um termo na˜o-linear no Hamiltoniano efetivo - o termo Kerr. Por u´ltimo,
discutimos a criac¸a˜o de estados quaˆnticos emaranhados devido a poss´ıveis modulac¸o˜es do






In this work we consider the circuit Quantum Electrodynamics (circuit QED) archi-
tecture to study the interaction between an “artificial atom”and a single mode of the
quantized Electromagnetic field confined in a microwave waveguide resonator on a super-
conducting chip. The circuit QED is formulated in the solid state environment where
the material properties are highly controllable, so we consider that one or more system
parameters undergo periodic time-modulation prescribed externally. This regime cha-
racterizes the nonstationary circuit QED. By writing the wavefunction in the “dressed
states”basis we develop a closed mathematical formalism to describe the general behavior
of the system. The main equation that describes the dynamics of the circuit is derived
using a consistent method of successive approximations employing the Rotating Wave
Approximation (RWA), which is justified and generalized in our work.
From the main equation we will describe the dynamics for a single-tone and multi-
tone modulations, pointing out that each physical effect takes place for a well defined
modulation frequency. We derive in a rigorous manner the previously known effects, such
as the dynamical Casimir effect (DCE) and the Anti-Jaynes-Cummings behavior. Besides,
we discover a new effect we coined Anti-DCE, when a pair of system excitations can be
coherently annihilated due to the modulation of one or more system parameters. We also
deduce a effective Hamiltonian that describes the photon generation from vacuum via
DCE and propose a Toy Model for the DCE in the presence of a oscillating dielectric slab,
pictured as a set of noninteracting two-level atoms. Our model predicts that the photon
growth is limited due to the presence of a nonlinear term in the effective Hamiltonian,
namely, the Kerr term. Finally, we discuss schemes to create entangled light-matter states






AECD: Anti-efeito Casimir dinaˆmico
AJC: Anti-Jaynes Cummings
APL: Amplificac¸a˜o parame´trica da Luz
CG: Coeficiente Gama
CM: Centro de massa
ECD: Efeito Casimir dinaˆmico
ECDg: Comportamento para o efeito Casimir dinaˆmico fundamental
ECDe: Comportamento para o efeito Casimir dinaˆmico excitado
ED: Estado de Dicke
EDQc: Eletrodinaˆmica Quaˆntica de Circuitos







RWA: Aproximac¸a˜o de onda girante (Rotating Wave Approximation)
SFN: Shift de frequeˆncia negligenciado
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moduladas externamente por campo ele´trico ou magne´tico. A onda harmoˆnica
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Em 1970, o trabalho de G. T. Moore [1] marcou o in´ıcio da pesquisa sobre um efeito que
relata a criac¸a˜o de part´ıculas em cavidade, que ocorre devido a distu´rbios causados no va´cuo
quaˆntico pelo movimento de uma das paredes que compo˜e a cavidade, implicando em uma
forc¸a dissipativa que age sobre a parede em movimento. Tal efeito foi denominado por E.
Yablonovitch [2] de efeito Casimir dinaˆmico (ECD) e consolidado por J. Schwinger em seu
trabalho sobre sonoluminesceˆncia [3]. Ale´m do trabalho de G. T. Moore [1], outros autores
foram pioneiros na investigac¸a˜o sobre o ECD, dentre esses destacamos os trabalhos [4–8].
Ate´ aproximadamente o final da de´cada de 80 todos os trabalhos sobre ECD consideravam
casos ideais, sem nenhuma proposta experimental para o efeito. Um dos trabalhos teo´ricos
pioneiros onde se inicia a idealizac¸a˜o de um poss´ıvel experimento para o ECD e´ dado por [9].
Desde enta˜o, va´rios trabalhos teo´ricos foram feitos, viabilisando esquema onde o ECD pudesse
ser observado [10–16]. Em 1994 C. K. Law descreve pela primeira vez a condic¸a˜o de ressonaˆncia
do ECD [17,18], atrave´s de Hamiltoniano efetivo equivalente ao de uma cavidade o´ptica com um
meio na˜o-linear, caracterizando o ECD como um fenoˆmeno de amplificac¸a˜o parame´trica da luz,
outros trabalhos tambe´m fazem a explanac¸a˜o do ECD como um caso de amplificac¸a˜o parame´trica
[10,12–15]. Um trabalho bastante importante foi feito em [14], onde os autores estudam a gerac¸a˜o
e detecc¸a˜o de fo´tons atrave´s do ECD em cavidade 3D ressonante, estimulados por experimentos
realizados em cavidades o´pticas. No trabalho se constata o crescimento exponencial do nu´mero
me´dio de fo´tons e gerac¸a˜o de estados comprimidos, tambe´m atribuindo o ECD a` ressonaˆncia
parame´trica.
Uma das primeiras propostas de experimento para o ECD foi apresentada em 2005 por C.
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2Braggio et al [19]. Desde enta˜o alguns esquemas experimentais [20–27] e teo´ricos [28–36] foram
propostos para a verificac¸a˜o do efeito. No entanto, somente em 2011 C. M. Wilson et al [23]
anunciaram a detecc¸a˜o experimental do ECD no contexto da Eletrodinaˆmica Quaˆntica de Cir-
cuitos (EDQc). A EDQc [37–41] estuda a interac¸a˜o entre um campo eletromagne´tico confinado
em ressonador de guia de onda 1D com um a´tomo artificial (a´tomos artificiais sa˜o compostos por
uma ou mais junc¸o˜es de Josephon [37–40]). A EDQc e´ uma a´rea derivada da Eletrodinaˆmica
Quaˆntica de Cavidades (EDQC), pore´m em uma formulac¸a˜o onde as propriedades de estado
so´lido do circuito sa˜o altamente controladas. A EDQC [42–45] e´ uma a´rea fundamental de
pesquisa em O´ptica Quaˆntica por ter alta aplicabilidade experimental. Em nosso trabalho na˜o
faremos uma explanac¸a˜o profunda a respeito da EDCc, pore´m indicamos como excelente artigo
de revisa˜o a tese de doutorado de D. I. Schuster [46].
Para primeiros experimentos de EDQc A. Blais et al [37] estimaram os seguintes valores
para paraˆmetros do sistema: ωr/2π = 10 GHz (valores para frequeˆncia de cavidade e transic¸a˜o
atoˆmica) e g/2π = 100 MHz (frequeˆncia de acoplamento a´tomo-campo). Em experimento
para medir ana´logo do ECD em EDQc P. La¨hteenma¨ki et al [27] implementam a frequeˆncia de
cavidade ressonante com o valor ωr/2π = 5.4 GHz.
O efeito Casimir na˜o-estaciona´rio foi proposto inicialmente para circuitos em [47], onde
a frequeˆncia da cavidade tinha dependeˆncia temporal. Com o desenvolvimento de EDQc a
modulac¸a˜o temporal de paraˆmetros do sistema se tornou poss´ıvel, assim, va´rios trabalhos na
literatura estudam o ECD na arquitetura da EDQc variando a frequeˆncia da cavidade [48,
49]. Ja´ outros trabalhos propo˜em o estudo variando a frequeˆncia de transic¸a˜o atoˆmica [50]
ou a modulac¸a˜o do paraˆmetro de acoplamento a´tomo-campo [51], o que caracteriza a EDQc
na˜o-estaciona´rio. Em recente trabalho A. V. Dodonov [52] utiliza descric¸a˜o matema´tica geral
para EDQc na˜o-estaciona´rio, considerando as poss´ıveis modulac¸o˜es simultaˆneas de todos os
paraˆmetros do sistema, possibilitando a construc¸a˜o de um Toy Model para o ECD.
Para extensa revisa˜o sobre o ECD quando o fenoˆmeno e´ analisado devido a variac¸a˜o da
geometria da cavidade ou a mudanc¸a das propriedades dentro da cavidade ver [25, 53–55], e
em particular deixamos indicado o excelente artigo de revisa˜o escrito em 2010 por V. V. Dodo-
nov [54]. Embora o ECD tenha sido estudado teoricamente por mais de quatro de´cadas, alguns
aspectos sobre o efeito ainda na˜o sa˜o claros. Um caso bem espec´ıfico e´ o comportamento as-
sinto´tico da gerac¸a˜o de fo´tons: alguns modelos predizem a saturac¸a˜o do nu´mero de fo´tons dentro
da cavidade [13,56] enquanto outros modelos predizem o crescimento exponencial na auseˆncia de
2
3forte dissipac¸a˜o [53,54]. Para resolver a controve´rsia, iremos introduzir um modelo microsco´pico
completo que descreve a interac¸a˜o entre um campo eletromagne´tico quantizado e um objeto que
se move ou tem suas propriedades materiais moduladas no tempo, considerando que o objeto
e´ constitu´ıdo por a´tomos individuais. No entanto, a maioria dos estudos variam no tempo as
condic¸o˜es de contorno do campo da cavidade, no intuito de ignorar interac¸o˜es complicadas entre
luz e mate´ria [57–59].
Nosso estudo e´ motivado pelo seguinte argumento: as condic¸o˜es de contorno sa˜o artefatos
matema´ticos que controlam a interac¸a˜o entre fo´tons e um largo nu´mero de a´tomos (que formam
a fronteira), portanto, ECD pode ser originado da interac¸a˜o entre luz e mate´ria quando os
paraˆmetros do Hamiltoniano sa˜o na˜o-estaciona´rios. Portanto, consideraremos o caso especial
onde ECD e´ implementado usando uma placa diele´trica, que tem movimento e propriedades
materiais moduladas externamente, sendo tratada como um ensemble de N a´tomos de dois
n´ıveis. Na cavidade cada a´tomo se acopla com o campo via interac¸a˜o de dipolo ele´trico [60] e as
interac¸o˜es inter-atoˆmicas sa˜o ignoradas em primeira ana´lise.
Quando considerado o modelo de interac¸a˜o a´tomo-campo, para cavidade com meio material,
generalizaremos a descric¸a˜o usual de ECD. Em particular expressaremos a taxa de criac¸a˜o
de fo´tons em termos dos paraˆmetros microsco´picos. Constatararemos que o crescimento de
fo´tons dentro da cavidade e´ limitado pelo efeito Kerr (efeito o´ptico na˜o-linear). Ale´m disso,
consideraremos a influeˆncia de um bombeio externo de luz na cavidade [37], que de acordo
com a fase escolhida podera´ aumentar significamente a taxa de criac¸a˜o de fo´tons. Por u´ltimo,
consideraremos uma u´nica modulac¸a˜o ou a multimodulac¸a˜o de todos os paraˆmetros do sistema
e descreveremos um novo efeito, que denominamos de Anti-efeito Casimir dinaˆmico (AECD).
Formulac¸a˜o matema´tica do problema
Descreveremos a formulac¸a˜o matema´tica do problema baseando-se na figura 1.1. Como se ob-
serva, o sistema se constitui de uma cavidade com paredes fixas, dentro da qual ha´ uma pequena
placa diele´trica em uma posic¸a˜o arbitra´ria, sujeita a um movimento pre´-determinado com pe-
quena amplitude. Ale´m disso, as propriedades materiais da placa (por exemplo, permissividade
diele´trica) sa˜o moduladas externamente por um feixe de laser, como exemplificado na figura.
Assim, podemos quantizar o campo dentro da cavidade utilizando me´todos padro˜es [60]. Consi-




na˜o dependera˜o explicitamente do
tempo, com o estado de va´cuo sendo definido aˆ |0〉 = 0 para todo o tempo. Caso oposto acontece
3
4quando alguma das paredes da cavidade se movimenta, de modo que os operadores do campo
tornam-se dependentes da frequeˆncia instantaˆnea da cavidade.
Figura 1.1: Ilustrac¸a˜o art´ıstica do Toy Model para o ECD. A placa diele´trica oscila de
acordo com lei externa de movimento, as propriedades diele´tricas da placa podem ser
moduladas externamente por campo ele´trico ou magne´tico. A onda harmoˆnica representa
o campo confinado na cavidade, o feixe vermelho representa a modulac¸a˜o das propriedades
materiais da placa. A ampliac¸a˜o na figura exemplifica a´tomo composto por um pro´ton e
ele´tron.
O fenoˆmeno de criac¸a˜o de fo´tons a partir do estado de va´cuo em uma cavidade na˜o-
estaciona´ria e´ o que nomeamos de ECD. Dentro desta perspectiva o fenoˆmeno deve estar in-
trinsecamente contido em qualquer forma de interac¸a˜o entre a luz e a mate´ria em cavidades.







Aˆ (rˆ, t) · pˆ+ e
2
2m
Aˆ2 (rˆ, t) + eΦ (rˆ, t) +H, (1.1)
onde m representa o termo de massa da part´ıcula, e a carga, pˆ o operador momento, Aˆ (rˆ, t)
operador associado ao poteˆncial vetor do campo eletromagne´tico, Φ (rˆ, t) o potencial escalar.
Toda a formulac¸a˜o da interac¸a˜o entre o a´tomo e o campo e´ vista em [60]. Na equac¸a˜o (1.1)
representamos o Hamiltoniano do campo livre como H = ∫ d3r [12ε0Eˆ2 (rˆ, t) + 12µ0Hˆ2 (rˆ, t)],
onde ε0 e´ a permissividade do va´cuo e µ0 e´ a permeabilidade do va´cuo, Eˆ e Hˆ representam
os operadores do campo ele´trico e magne´tico, respectivamente. A equac¸a˜o (1.1) e´ formulada
quando adotado o calibre de Coulomb e o operador momento como pˆ = ~i
~∇, o que dara´ ao
Hamiltoniano o cara´ter quaˆntico. Consideraremos V (rˆ) = eΦ (rˆ, t), que denota o termo da
4
5energia potencial.
Quando consideramos um simples modelo microsco´pico, interpretamos a placa como um
conjunto de N a´tomos de Hidrogeˆnio que na˜o interagem entre si. Como podemos ver na am-
pliac¸a˜o encontrada na figura 1.1, cada a´tomo e´ composto por um pro´ton (ele´tron) com carga
−e (e) sendo a massa mp(me). O operador associado a` posic¸a˜o da part´ıcula e´ rˆp (rˆe). Tambe´m
introduzimos o operador posic¸a˜o Rˆ relativo ao movimento do centro de massa (CM) do a´tomo.
Para se construir a interac¸a˜o do campo com o u´nico a´tomo de Hidrogeˆnio devemos considerar




o potencial que descreve interac¸a˜o coulombiana entre pro´ton e ele´tron. Assim, escrevemos
Hamiltoniano total para um a´tomo de Hidrogeˆnio interagindo com o campo eletromagne´tico
Hˆ = Hˆe + Hˆp + V (rˆe − rˆp) . (1.3)
Em (1.3) para simplificar a notac¸a˜o na˜o levaremos em considerac¸a˜o o termo do campo livre H
escrito em (1.1). Baseando-se na equac¸a˜o (1.1) escreveremos os Hamiltonianos respectivos aos







Aˆ (rˆp, t) · pˆp+ e
2
2mp







Aˆ (rˆe, t) · pˆe+ e
2
2me
Aˆ2 (rˆe, t) . (1.5)
Escreveremos o operador posic¸a˜o para o movimento do CM como Rˆ = (mprˆp +merˆe) /M ,
sendo M a massa total das duas part´ıculas M = me + mp. O operador de posic¸a˜o relativa
das part´ıculas sera´ escrito da seguinte forma rˆ = rˆe − rˆp, onde expressamos os operadores
rˆe = Rˆ+(mprˆ) /M e rˆp = Rˆ− (merˆ) /M . Referente ao operador momento canoˆnico escrevemos
Pˆ = pˆe + pˆp que esta´ associado com o movimento da massa total M . Para expressar operador
momento em func¸a˜o do pro´ton(ele´tron) introduzimos pˆ = (mppˆe −mepˆe) /M , que e´ operador
associado ao movimento da massa reduzida µ = memp/M . Com as definic¸o˜es podemos escrever
os operadores pˆe = mePˆ/M + pˆ e pˆp = mpPˆ/M − pˆ. Portanto, decompomos a energia cine´tica
total do sistema em um termo referente ao movimento do CM e outro relacionado ao movimento





6Com as definic¸o˜es feitas escrevemos o Hamiltoniano (1.3) como
























































Definimos HˆH como HˆH = Pˆ
2/2M + pˆ2/2µ + V (rˆ), Hamiltoniano que descreve o a´tomo de
Hidrogeˆnio na auseˆncia do campo eletromagne´tico. A equac¸a˜o (1.6) descreve o acoplamento do
a´tomo com o operador potencial vetor. Temos na equac¸a˜o acima duas formas de interac¸a˜o: a
primeira interac¸a˜o acopla o operador momento pˆ com a soma dos operadores potenciais vetoriais
do ele´tron e pro´ton; a segunda interac¸a˜o tem o acoplamento do momento Pˆ em relac¸a˜o ao
movimento do CM com a diferenc¸a dos operadores potenciais vetoriais do ele´tron e pro´ton.
O u´ltimo termo de (1.6) na˜o caracteriza nenhuma forma de acoplamento, apenas representa o
quadrado do potencial vetorial das part´ıculas em func¸a˜o do movimento do CM Rˆ e das posic¸o˜es
relativas rˆ.
Para simplificar o Hamiltoniano (1.6) iremos aplicar o que chamamos de aproximac¸a˜o de




, onde podemos definir que
























Quando usamos a relac¸a˜o me/mp ≪ 1 e considerando que rˆ seja do tamanho do a´tomo esti-







)∣∣∣ em relac¸a˜o a ∣∣∣Aˆ(Rˆ)∣∣∣.
Consideramos que a proporc¸a˜o tamanho do a´tomo/comprimento de onda e´ muito menor que







conclu´ımos que o operador potencial vetorial na˜o se altera consideravelmente sobre o valor do
a´tomo. Portanto, o operador potencial vetorial para o ele´tron e o pro´ton sa˜o o mesmo operador,
com dependeˆncia apenas da coordenada do CM. Escrevemos





A aproximac¸a˜o apresentada acima e´ nomeada aproximac¸a˜o de dipolo (nome utilizado mesmo




· pˆ). Utilizando o primeiro termo da expansa˜o em
6

























Na formulac¸a˜o de interac¸a˜o apresentada na equac¸a˜o acima o operador de posic¸a˜o relativa rˆ na˜o
se acopla com o campo. O Hamiltoniano (1.9) e´ obtido no que chamamos aproximac¸a˜o de dipolo
de ordem zero. No entanto, estamos interessados na aproximac¸a˜o de dipolo de ordem maior e
onde possamos ter o acoplamento de rˆ com o campo, descrevendo um Hamiltoniano completo e
simplificado para a interac¸a˜o da luz com um a´tomo de Hidrogeˆnio.































































+ V (rˆ) . (1.10)
A equac¸a˜o (1.10) na˜o e´ invariante por transformac¸a˜o de calibre, uma vez que conte´m o termo
do operador potencial vetorial e termo de derivada relativo a ∇
Rˆ
.
Procederemos com a transformac¸a˜o de calibre cla´ssica. Expressaremos o Hamiltoniano fi-
nal em termos do operador campo ele´trico e magne´tico. No entanto, devemos ressaltar que a
construc¸a˜o intuitiva da interac¸a˜o entre luz e mate´ria pode ser feita de duas maneiras: quando




·pˆ ou quando consideramos o a´tomo como um dipolo




, que chamamos interac¸a˜o
de dipolo. Como mostrado em [60], os dois acoplamentos sa˜o equivalentes quando desconside-
rado o movimento do CM e as func¸o˜es de onda apropriadas aos Hamiltonianos sa˜o obtidas por
transformac¸a˜o de calibre. Quando considerado o movimento do CM, as transformac¸o˜es para os
acoplamentos sa˜o mais complicadas. Trataremos os termos referentes a interac¸a˜o de dipolo com
o s´ımbolo (˜). Por meio da transformac¸a˜o de Legendre escrevemos o Lagrangeano
L(1) = R˙ · Pˆ+ r˙ · pˆ− Hˆ(1). (1.11)
Para obter expressa˜o completa para (1.11) devemos calcular as quantidades que tratam a
evoluc¸a˜o da velocidade do movimento do CM e part´ıculas, assim, calculamos











































8Escrevendo Lagrangeano ana´logo a (1.11), trataremos o caso para a interac¸a˜o de dipolo




















Derivaremos a equac¸a˜o acima com respeito ao tempo e usaremos a relac¸a˜o Eˆ = −∂Aˆ/∂t que
expressa a relac¸a˜o entre o potencial vetorial e o campo ele´trico no calibre de Coulomb. Negligen-
ciaremos as derivadas de segunda ordem ao adotar somente a primeira ordem da expansa˜o em









































A aproximac¸a˜o de dipolo utilizada para a obtenc¸a˜o de (1.14) e´ ana´loga a (1.8) onde escrevemos





Escreveremos o Hamiltoniano H˜(1) que corresponde ao Lagrangeano (1.14)
H˜(1) = R˙ · Pˆ+ r˙ · pˆ− L˜(1). (1.15)








/2M , tambe´m fazendo o uso das expresso˜es ja´ definidas

































Este resultado expressa Hamiltoniano para a interac¸a˜o luz-mate´ria em termos dos campos
ele´trico e magne´tico, retrantando a interac¸a˜o de dipolo. Apropriado ao tratamento quaˆntico






























Em (1.17) o termo de Hˆf e´ oriundo da quantizac¸a˜o canoˆnica do campo eletromagne´tico,
sendo Hˆf = ~ωnˆ o termo livre da cavidade, com ω sendo a frequeˆncia da cavidade e nˆ o
operador nu´mero. O termo de Hˆa representa o Hamiltoniano para a dinaˆmica interna do a´tomo,
8
9sendo Hˆa = pˆ
2/2µ+ V (rˆ). Os campos ele´trico e magne´tico dentro da cavidade quantizada sa˜o
escritos como


















onde V e´ o volume efetivo do modo e u (R) e´ a func¸a˜o adimensional de modo determinada
pelas condic¸o˜es de contorno independentes do tempo nas paredes da cavidade. Para o Toy
Model da figura 1.1, consideraremos o caso simples de um a´tomo de dois n´ıveis. O a´tomo e´
representado pelos estados de excitac¸a˜o atoˆmica |g〉 e |e〉, que denotam os estados fundamental
e excitado, respectivamente. Ao considerar a interac¸a˜o de dipolo de acordo com o Hamiltoniano
Hˆ
rˆ.Eˆ = −erˆ · Eˆ escreveremos operador Oˆ em termos dos estados de excitac¸a˜o do a´tomo de




k |j〉 〈j| Oˆ |k〉 〈k|. Com isso, o Hamiltoniano do a´tomo se torna
Hˆa = ~Ωσˆz, sendo Ω a frequeˆncia de transic¸a˜o atoˆmica e σˆz = |e〉 〈e| − |g〉 〈g|. O operador
posic¸a˜o e´ escrito como rˆ = r0σˆ+ + r
∗
0σ−, sendo r0 elemento na˜o-diagonal na representac¸a˜o dos
estados de energia. O termos σˆ+ e σˆ− sa˜o escritos como σˆ+ = |e〉 〈g| e σˆ− = |g〉 〈e|. Em
(1.17) o quadrado do operador posic¸a˜o e´ rˆ2 = |r0|2 e o quadrado do campo magne´tico aparecem
naturalmente, sendo porporcionais a ∝ (aˆ+ aˆ†)2.
Portanto, para o Toy Model apresentado podemos escrever o Hamiltoniano equivalante para
a interac¸a˜o luz-mate´ria. Baseando-se na equac¸a˜o (1.17) e nos operadores obtidos para o Hamil-
toniano Hˆ


























Na equac¸a˜o (1.20) o ı´ndice l relata os a´tomos ideˆnticos e na˜o interagentes. O termo ω repre-
senta a frequeˆncia da cavidade, Ω e´ a frequeˆncia de transic¸a˜o atoˆmica, o termo proporcional ao
acoplamento a´tomo-campo e´ dado por g e χ pode ser visto como o termo de squeezing. Por
considerar um sistema na˜o-estaciona´rio, todos os termos descritos estara˜o sujeitos a pequenas
modulac¸o˜es externas, e a formulc¸a˜o da modulac¸a˜o temporal em EDQc sera´ feita no pro´ximo
cap´ıtulo. Em (1.20) o termo de d representa o “bombeio”de cla´ssico do campo por um u´nico
fo´ton (“one-photon process”, em ingleˆs), que pode descrever um feixe laser ou o campo produ-
zido por um gerador cla´ssico de voltagem [61]. Referente a equac¸a˜o (1.20) ignoramos a forma
exata dos termos dados pela equac¸a˜o (1.17), a estrutura geral da equac¸a˜o (1.17) e´ justamente a
dada pela equac¸a˜o (1.20). Neste trabalho na˜o perseguimos o valor exato dos parametros g, Ω e χ
9
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em func¸a˜o dos paraˆmetros do a´tomo de Hidrogeˆnio, ja´ que esta identificac¸a˜o seria de pouco uso,





Eletrodinaˆmica Quaˆntica de circuitos
Efeito Casimir dinaˆmico em cavidades [1] (ECD) e´ um fenoˆmeno na˜o-estaciona´rio que tem
como caracter´ıstica a criac¸a˜o de fo´tons reais a partir do estado inicial de va´cuo (e tambe´m para
outros estados iniciais). O fenoˆmeno ocorre quando alteramos a geometria da cavidade (por
exemplo, o deslocamento de uma das paredes) ou suas propriedades materiais (por exemplo, a
permissividade diele´trica do meio que preenche a cavidade). Nos u´ltimos anos o ECD foi alvo
de estudos por parte de va´rios pesquisadores, que estudaram diversas maneiras de implementar
e detectar o fenoˆmeno [9–18, 23, 27]. O ECD foi proposto em 1970 [1], pore´m sua confirmac¸a˜o
experimental so´ foi anunciada em 2011 [23].
A observac¸a˜o do ECD [23, 27] se deu no contexto de Eletrodinaˆmica Quaˆntica de Circuitos
(EDQc) [37–41], uma vertente recente da a´rea bem estabelecida, conhecida como Eletrodinaˆmica
Quaˆntica de Cavidades (EDQC) [42–45]. Com o avanc¸o da EDQc tornou-se poss´ıvel estudar
a interac¸a˜o de um a´tomo artificial com um modo do campo eletromagne´tico acoplados em um
ressonador 1D de linha de transmissa˜o. O estudo da interac¸a˜o e´ feito em um ambiente de alto
controle das propriedades materiais dos componentes do circuito e temperaturas de ordem de
alguns milikelvin. Assim, e´ poss´ıvel modular experimentalmente as propriedades do sistema
a´tomo-campo em tempo real ao aplicar campos ele´tricos e magne´ticos externos. Com isso, a
dinaˆmica do sistema muda drasticamente, como mostraremos nesta dissertac¸a˜o.
Estudaremos circuitos na˜o-estaciona´rios [52], onde todos os paraˆmetros do sistema esta˜o
sujeitos a pequenas modulac¸o˜es temporais prescritas externamente. O estudo anal´ıtico tera´
11
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como objetivo encontrar um me´todo eficiente que possibilite a ana´lise completa de todos os
fenoˆmenos decorrentes das modulac¸o˜es temporais perio´dicas. Como a dinaˆmica unita´ria do sis-
tema e´ bastante sofisticada por si so´, neste trabalho na˜o vamos considerar os efeitos de dissipac¸a˜o
e decoereˆncia, deixando estes to´picos para futuras dissertac¸o˜es.
2.1 Descric¸a˜o geral do problema
O sistema que analisamos se constitui de uma cavidade, onde um u´nico modo do campo eletro-
magne´tico interage com N a´tomos de dois n´ıveis (usualmente chamados na literatura de qubits).
A descric¸a˜o da interac¸a˜o entre o a´tomo e o campo e´ feita via interac¸a˜o de dipolo. A dinaˆmica


















onde ω representa a frequeˆncia da cavidade, Ω a frequeˆncia de transic¸a˜o atoˆmica e g o paraˆmetro





os operadores bosoˆnicos, de aniquilac¸a˜o e criac¸a˜o, respectivamente. O termo nˆ e´ o operador
nu´mero representado por nˆ = aˆ†aˆ. Os operadores que representam as transic¸o˜es entre os estados
atoˆmicos sa˜o escritos como: σˆ
(l)
− = |g(l)〉〈e(l)|, σˆ(l)+ = |e(l)〉〈g(l)| e σˆ(l)z = |e(l)〉〈e(l)| − |g(l)〉〈g(l)|,
onde |g(l)〉 e |e(l)〉 denotam os estados fundamental e excitado do l−e´simo a´tomo. No sistema em
ana´lise tambe´m e´ considerado que o campo da cavidade pode ser alimentado por dois processos.










onde o termo proporcional a d representa o “bombeio”cla´ssico do campo (pumping, em ingleˆs).
Ja´ o termo proporcional a χ tem duas interpretac¸o˜es: quando e´ independente do tempo se refere
ao termo de correc¸a˜o do Hamiltoniano de Rabi, devido ao quadrado do potencial vetorial no
Hamiltoniano de interac¸a˜o radiac¸a˜o-mate´ria; quando o paraˆmetro χ e´ dependente do tempo,
dizemos que ele representa o termo de squeezing, responsa´vel pelo processo de amplificac¸a˜o
parame´trica do campo na cavidade devido a processos o´pticos na˜o-lineares. Ademais, como
demonstrado por C. K. Law [17], este termo tambe´m descreve o caso mais simples de ECD em
cavidades. O Hamiltoniano total que descreve a dinaˆmica do sistema e´ Hˆ = HˆR + HˆF .
Como estudamos um circuito na˜o-estaciona´rio os paraˆmetros do sistema esta˜o sujeitos a
modulac¸o˜es temporais e supomos que cada paraˆmetro modulado obedece a` seguinte func¸a˜o:
12
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X = X0 + εXfX , onde X = {ω,Ω, g, χ, d}. O termo X0 representa os respectivos paraˆmetros
na˜o perturbados, εX e´ a profundidade da modulac¸a˜o temporal (depth, em ingleˆs). Escrevemos



































X ≤ 1 e´ o peso
correspondente a` modulac¸a˜o de X com a j − e´sima frequeˆncia, φ(j)X e´ a respectiva fase.
2.1.1 Soluc¸a˜o Geral
Uma maneira simplificada de escrever a interac¸a˜o dos N qubits indistingu´ıveis com o campo na
cavidade e´ propor um estado coletivo de N qubits. O estado que utilizaremos para simplificar o
problema e´ o (normalizado) estado de Dicke (ED) [62] (a descric¸a˜o completa do ED, bem como




k! (N − k)!/N !
∑
p
|e(1)〉|e(2)〉 · · · |e(k)〉|g(k+1)〉 · · · |gN 〉. (2.4)
A soma presente na equac¸a˜o (2.4) e´ referente a todas poss´ıveis permutac¸o˜es entre os qubits
com estados excitados e na˜o-excitados. O ı´ndice k assume os valores k = 0, 1..., N . Quando
se escolhe a base do ED e´ necessa´rio que transformemos o Hamiltoniano (2.1). A partir deste









†)(σˆk+1,k + σˆk,k+1), (2.5)
onde definimos o operador que descreve o conjunto dos estados atoˆmicos σk,j = |k〉〈j|. Em (2.1)
os paraˆmetros presentes apo´s a transformac¸a˜o assumem a forma Ek = kΩ ≡ E0,k+εE,kfΩ e Gk =
g
√
(k + 1) (N − k) ≡ G0,k + εG,kfg. A equac¸a˜o (2.5) conte´m termo denominado contra-girante











Ao considerar somente os termos girantes, o Hamiltoniano (2.5) ira´ descrever a interac¸a˜o entre
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A equac¸a˜o acima e´ o ce´lebre Hamiltoniano de Jaynes-Cummings (JC), aqui escrito na base do
ED. Desejamos escrever um Hamiltoniano Hˆ que una todos as dinaˆmicas presentes no problema,
logo a construc¸a˜o geral sera´
Hˆ = Hˆ0 + Hˆ1 + Hˆ2. (2.7)
Devido a forma da func¸a˜o modulac¸a˜o dos paraˆmetrosX = X0+εXfX , sendoX = {ω,Ek, Gk, χ, d},

















Os termos que ira˜o compor Hˆ2 sa˜o dois, o primeiro oriundo da parte contra-girante de (2.5) e


















A func¸a˜o de onda
Utilizaremos o formalismo de Schro¨dinger para escrever a func¸a˜o de onda correspondente ao







onde o coeficiente An,S(t) e´ a amplitude de probabilidade do autoestado que adotaremos, |ϕn,S〉
conhecido como estado vestido (termo auto´ctone da expressa˜o em ingleˆs, dressed state) (EV). O
Hamiltoniano Hˆ0 ao ser aplicado nos EV fornece o autovalor λn,S (a formulac¸a˜o dos EV e dos
autovalores e´ encontrada no apeˆndice B), onde o ı´ndice S representa os autovalores de diferentes





|ψ(t)〉 = Hˆ|ψ(t)〉. (2.12)
1No caso de um u´nico a´tomo de dois n´ıveis, estudado nos cap´ıtulos posteriores, o ı´ndice S assumira´
os poss´ıveis valores S = ±.
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Derivando temporalmente (2.11) para obter a parcela do lado esquerdo (LE) de (2.12) e aplicando


















Restara´ agora multiplicar (2.13) por 〈ϕm,T |, onde introduzimos o ı´ndice T 2. Usaremos a de-
finic¸a˜o do delta de Kronecker 〈ϕm,T |ϕn,S〉 = δm,nδT ,S devido a ortonormalidade dos autoestados











eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (2.14)
A partir da equac¸a˜o (2.14) buscaremos uma soluc¸a˜o aproximada para a amplitude de probabi-
lidade Am,S(t) resolvendo as equac¸o˜es diferenciais que se apresentara˜o e fazendo uma se´rie de
aproximac¸o˜es de maneira consistente.
Coeficiente Gama
Na equac¸a˜o (2.14) um novo termo e´ apresentado, Γm,T ,S , que denominaremos de coeficiente
gama (CG). Ele e´ definido como
Γm,T ,S = 〈ϕm,T | Hˆ1|ϕm,S〉, (2.15)
sendo essa a definic¸a˜o mais geral referente ao Hamiltoniano Hˆ1. Podemos escrever (2.15) em




























g 〈ϕm,T | (aˆσˆk+1,k + aˆ†σˆk,k+1)|ϕm,S〉
}
. (2.16)
2Aqui o ı´ndice T tem o mesmo significado S.
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Da equac¸a˜o (2.16) iremos definir novos termos que sera˜o congeˆneres ao CG, pore´m cada termo
estara´ restrito ao seu respectivo paraˆmetros X = {ω,Ω, g}
Γω,jm,T ,S = εωw
(j)












g 〈ϕm,T | (aˆσˆk+1,k + aˆ†σˆk,k+1)|ϕm,S〉. (2.19)
Os coeficiente definidos em (2.17), (2.18) e (2.19) sera˜o calculados em termos dos seus autoes-













2.1.2 Primeira transformac¸a˜o: eliminando Hˆ1
A equac¸a˜o obtida para a amplitude de probabilidade Am,S(t) em (2.14) esta´ escrita em termos
do CG. Em (2.20) a definic¸a˜o encontra-se em func¸a˜o da frequeˆncia de modulac¸a˜o η(j) que pode
ser considerada como baixa ou alta. Portanto, iremos eliminar os termos de alta frequeˆncia que
encontrarmos em (2.14), pois estes na˜o va˜o produzir acoplamento ressonante entre diferentes
amplitudes de probabilidades Am,S(t). Abrindo o primeiro somato´rio, a equac¸a˜o (2.14) assume
a forma









eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (2.21)
A definic¸a˜o obtida em (2.20) sera´ substitu´ıda no primeiro termo do LD de (2.21). Ao realizar
a substituic¸a˜o e comparando a frequeˆncia de modulac¸a˜o η(j) com a frequeˆncia da cavidade
ω0, dizemos que a frequeˆncia de modulac¸a˜o sera´ alta quando η
(j) ≥ ω0; para denotar a alta
frequeˆncia usaremos o somato´rio
∑′
j . A frequeˆncia de modulac¸a˜o sera´ baixa quando η
(j) ≤ ω0
16
2.1 Descric¸a˜o geral do problema 17
e para descrever os termos de baixa frequeˆncia de modulac¸a˜o usaremos o somato´rio
∑′′
j . Assim































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (2.22)
A equac¸a˜o diferencial para a amplitude de probabilidade Am,T (t) (2.22) e´ composta por
quatro termos no LD. No entanto, ao considerarmos que o coeficiente contido no primeiro termo
do LD e´ muito maior que os demais, podemos escrever (2.22) como












A soluc¸a˜o para (2.23) e´ encontrada no apeˆndice C. Portanto, propomos o seguinte ansatz para
Am,T


























Em (2.24) o termo B
(1)
m,T (t) e´ um novo coeficiente dependente do tempo, tambe´m visto como
amplitude probabilidade. O ı´ndice (1) em B
(1)
m,T (t) denota o nu´mero de transformac¸o˜es alusivas
a Am,T (t), ou em outras palavras, quantas novas soluc¸o˜es foram dadas para a amplitude de
probabilidade. Escrevendo (2.22) em func¸a˜o da soluc¸a˜o do ansatz (2.24), obtemos
iB˙
(1)







































































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (2.25)
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Ao comparar (2.25) com (2.22) pode-se perceber a eliminac¸a˜o de um termo de alta frequeˆncia.
O objetivo e´ eliminar todos os termos que sejam relativos a`s ra´pidas oscilac¸o˜es. Faremos agora





∣∣∣ΓX,jm,S,S − ΓX,jm,T ,T ∣∣∣
η(j)
≪ 1. (2.26)
A aproximac¸a˜o (2.26) e´ explicitada no apeˆndice D, aproximac¸o˜es ana´logas a essas sera˜o feitas
no decorrer do trabalho. Referente ao primeiro termo do LD de (2.25) introduziremos nova
definic¸a˜o com o desejo de simplificar a notac¸a˜o da equac¸a˜o. A definic¸a˜o descreve o termo com













Em (2.25) substituiremos o CG e escreveremos a definic¸a˜o feita acima. Apo´s pequenas mani-
























































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (2.28)
2.1.3 Segunda Transformac¸a˜o: Eliminando termos de
∑′
j
Na obtenc¸a˜o da equac¸a˜o (2.28) foi feita uma u´nica aproximac¸a˜o, o que na˜o foi suficiente para
o nosso problema, pois ainda pode-se encontrar termos de altas frequeˆncias. Novamente busca-
remos alternativas para que se possa eliminar os termos indesejados. Para proceder, usaremos
um me´todo semelhante ao que fora usado para obtenc¸a˜o de (2.24) por interme´dio de ansatz.























m,S (t) . (2.29)
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Como esta equac¸a˜o pode ser resolvida aproximadamente (ver apeˆndice E), propomos o seguinte
ansatz para a soluc¸a˜o geral
B
(1)




















it(λm,T −λm,S−η(j)) − 1








Em (2.30) definimos novo coeficiente, B
(2)
m,T (t) que e´ um segundo n´ıvel de soluc¸a˜o dado a am-
plitude Am,T (t). Desejando eliminar os termos com alta oscilac¸a˜o, seguiremos o procedimento
padra˜o, escrevendo nova equac¸a˜o diferencial, agora em termos da amplitude B
(2)
m,T (t). Para

























it(λm,T −λm,S−η(j)) − 1












































































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (2.31)
A equac¸a˜o (2.31) foi obtida por interme´dio de um ansatz, gerando novo n´ıvel de soluc¸a˜o
para a amplitude de probabilidade. A equac¸a˜o obtida passara´ por transformac¸o˜es matema´ticas,
pois ainda conte´m os termos indesejados relativos a`
∑′
j . Na equac¸a˜o (2.31) sera´ feita a apro-
ximac¸a˜o mais presente em todo o trabalho, o podereso e conhecido me´todo da Aproximac¸a˜o de
Onda Girante (termo auto´ctone da expressa˜o em ingleˆs, Rotating Wave Approximation) (RWA).
Todo o detalhamento do me´todo de RWA e´ visto no apeˆndice F. Procedendo de acordo com a
19
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metodologia proposta pela RWA consideraremos que
∣∣∣ΓX,jm,S,R6=S∣∣∣ se´ra muito menor que o argu-
mento da exponencial
(
λm,S − λm,R6=S ± η(j)
)
, termos que correspondem a q e W introduzidos
no apeˆndice F. Portanto, no limite em que q/W ≪ 1 eliminaremos termos de altas frequeˆncias
e negligenciaremos os shifts de frequeˆncias (o termo em ingleˆs Frequency Shift sera´ escrito no










λm,S − λm,R6=S ± η(j)
≪ 1. (2.32)
A cada aproximac¸a˜o por meio da RWA alteramos ligeiramente o valor efetivo das auto-frequeˆncias
de ordem dos shifts de frequeˆncias. Tais termos tera˜o leve influeˆncia sobre o valor ressonante
da frequeˆncia de modulac¸a˜o. Portanto, na eliminac¸a˜o das altas frequeˆncias no´s introduzimos
erros intr´ınsicos nos valores efetivos das auto-frequeˆncias, que chamamos de shifts de frequeˆncia











λm,S − λm,R6=S ± η(j)
. (2.33)

























it(λm,T −λm,S−η(j)) − 1


































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉〉. (2.34)
A equac¸a˜o (2.34) ainda conte´m termos ta´citos, como por exemplo, os relacionados ao Hamil-
toniano Hˆ2 e derivada de termo ja´ conhecido como B
(2)
m,S (t), fato que nos conduzira´ a futuras
aproximac¸o˜es e substituic¸o˜es.
2.2 Grandes Aproximac¸o˜es
A equac¸a˜o (2.34) e´ relativa a` amplitude de probabilidade Am,T (t), em um segundo n´ıvel de
soluc¸a˜o. Na obtenc¸a˜o da equac¸a˜o (2.34) eliminamos termos relativos aos Hamiltonianos Hˆ0 e
20
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Hˆ1, o que nos forneceu a soluc¸a˜o encontrada na equac¸a˜o (2.24). Tambe´m levamos em con-
siderac¸a˜o duas aproximac¸o˜es correntes: a primeira aproximac¸a˜o procedida pela expansa˜o de
termo exponencial e a segunda feita pelo me´todo da RWA (vista no apeˆndice F). Escreveremos



















it(λm,T −λm,S−η(j)) − 1

















































λm,S − λm,R6=S ± η(j)
≪ 1. (2.36)
2.2.1 Coeficientes de Hˆ2
Quando nos deparamos com (2.34) encontramos 〈ϕm,T | Hˆ2|ϕn,S〉, termo que deve ser explicitado
para o prosseguimento da soluc¸a˜o. Relembrando (2.10) definimos os coeficientes relativos a Hˆ2
Λk,m+2,T ,S = 〈ϕm,T | aˆσˆk,k+1|ϕm+2,S〉
Lk,m+k,T ,S = 〈ϕm,T | aˆk|ϕm+k,S〉
Λ∗k,m,S,T = 〈ϕm,T | aˆ†σˆk+1,k|ϕm−2,S〉
L∗k,m,S,T = 〈ϕm,T | aˆ†k|ϕm−k,S〉.




eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉 =
N−1∑
k=0
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Na equac¸a˜o (2.37) os termos do LE esta˜o escritos em func¸a˜o de n, ja´ no LD os termos sa˜o escritos
em func¸a˜o de m, ambos ı´ndices expressam o nu´mero total de excitac¸o˜es do sistema.
2.2.2 Equac¸a˜o Exata para B
(2)
m,T (t)
























it(λm,T −λm,S−η(j)) − 1



















































it(λm,T −λm−1,S) − L1,m+1,T ,SAm+1,S(t)eit(λm,T −λm+1,S)
)}
.
No u´ltimo termo do LD da equac¸a˜o acima ha´ amplitudes de probabilidade escritas em termos
de Am,S(t). No entanto, ja´ conhecemos a soluc¸a˜o da amplitude Am,S(t), encontrada em um
22
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it(λm,T −λm,S−η(j)) − 1





















































































































































































Devido a (2.39) ser recorrente de substituic¸a˜o da primeira soluc¸a˜o de Am,S(t), os termos ex-
ponenciais acompanhados de
∑′
j reaparecera˜o. Enta˜o, expandiremos os termos exponenciais
que teˆm argumentos com ra´pida oscilac¸a˜o, me´todo ana´logo ao feito em (2.26) (ver apeˆndice D).





























it(λm,T −λm,S−η(j)) − 1






































−L1,m+1,T ,SB(1)m+1,S (t) eit(λm,T −λm+1,S)
}
. (2.41)
No resultado de (2.41) temos o intereresse de eliminar o termo relativo a` derivada do coeficiente
B˙
(2)
m,S(t). Portanto, como e´ conhecido a soluc¸a˜o (2.30), podemos escrever B˙
(2)
m,S(t) de forma
aproximada, considerando a menor ordemO(Γ/η(j)) [considerac¸a˜o ana´loga ao apeˆndice F quando
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it(λm,T −λm,S−η(j)) − 1






































it(λm,T −λm,S−η(j)) − 1



































it(λm,T −λm,S−η(j)) − 1



































it(λm,T −λm,S−η(j)) − 1


































it(λm,T −λm−1,S) − L1,m+1,T ,SB(1)m+1,S (t) eit(λm,T −λm+1,S)
}
.








λm,T − λm,S ± η(j)
≪ 1,











λm,T − λm,S ± η(j)
.
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it(λm,T −λm,S−η(j)) − 1



































it(λm,T −λm,S−η(j)) − 1






























it(λm,T −λm,S+η(j)) − 1











































it(λm,T −λm−1,S) −L1,m+1,T ,SB(1)m+1,S (t) eit(λm,T −λm+1,S)
}
.











A equac¸a˜o (2.45) expressa a forma mais exata e completa para o segundo n´ıvel de soluc¸a˜o dada a
Am,T (t). No entanto, devido ao extenso tamanho dos termos que compo˜em (2.45) introduzimos
a abreviac¸a˜o de linhas. Cada linha sera´ escrita separadamente na sec¸a˜o seguinte, onde faremos
sucessivas aproximac¸o˜es seguindo a RWA. Cada linha foi separada de acordo com o paraˆmetro
X = {Gk, χ, d}.
26
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2.2.3 Aproximac¸o˜es
A equac¸a˜o (2.45) e´ exata para o segundo n´ıvel de soluc¸a˜o dada a Am,T (t). Pore´m, para se
chegar ao resultado foram feitas substituic¸o˜es das soluc¸o˜es para a amplitude de prabilidade, em
primeiro e segundo n´ıvel de soluc¸a˜o. Tambe´m foram consideradas aproximac¸o˜es, por me´todos
de expanso˜es e pelo me´todo da RWA. Em (2.45) encontra-se termos que remetem a`s altas
frequeˆncias. Faremos um conjunto de aproximac¸o˜es na equac¸a˜o (2.45) no desejo de eliminar os
termos indesejados. Escreveremos os paraˆmetros do sistema obedecendo sua forma presumida
X = X0+εXfX , com X = {Gk, χ, d}. Com isso, os termos referentes a modulac¸a˜o externa sera˜o
escritos explicitamente. Devido ao extenso tamanho de (2.45), procederemos as aproximac¸o˜es
em linhas separadas. O primeiro termo de (2.45)
∑
S Hm,T ,SB(2)m,S (t) na˜o passara´ pelos pro-
cedimentos de aproximac¸o˜es por conter termos que na˜o podem ser simplificados no caso geral
abordado aqui.
Linha 2



















it(λm,T −λm,S−η(j)) − 1






















Na equac¸a˜o (2.46) iremos substiuir o paraˆmetro Gk de acordo com sua definic¸a˜o
Gk = G0,k + εG,kfg,
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λm,T − λm,S + η(h)
− e
−iφ(h)X















O resultado encontrado em (2.47) e´ obtido quando levamos em considerac¸a˜o as aproximac¸o˜es
adicionais3 ∑N−1
k=0 G0,kΛk,m+2,S,R





λm,S − λm−2,R + η(h)
. 1. (2.48)
O mecanismo utilizado na obtenc¸a˜o de (2.47) e das linhas que sera˜o aproximadas a seguir pode
ser visto no apeˆndice G.
Linha 3



















it(λm,T −λm,S−η(j)) − 1


















λm,S − λm+2,R − η(h)
,
χ0L2,m+2,S,R
λm,S − λm+2,R . 1, (2.50)
3Para manter a escrita menos carregada, a`s vezes omitimos o s´ımbolo do mo´dulo nas desigualdades
referentes a`s aproximac¸o˜es. Lembramos ao leitor que ao aplicar estas fo´rmulas os mo´dulos devem ser
restaurados, o que pode ser feito de maneira imediata.
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λm,T − λm,S + η(h)
− e
−iφ(h)X




































it(λm,T −λm,S−η(j)) − 1


















Como o paraˆmetro d representa o termo de bombeio cla´ssico, em nossa ana´lise iremos considerar
d0 = 0, portanto d = εdfd. Escrevemos a aproximac¸a˜o
1
2εdL1,m+1,S,R
λm,S − λm+1,R − η(h)
. 1, (2.53)
para obter




















λm,T − λm,S + η(h)
− e
−iφ(h)X
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Linha 5
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onde foi considerado o conjunto de aproximac¸o˜es:∑
S
∑N−1
k=0 {G0,k, εG,k}Λk,m+2,T ,S
λm,T − λm+2,S . 1. (2.57)
Linha 6
A equac¸a˜o que representara´ a sexta linha de (2.45) e´
31
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o u´ltimo resultado sendo obtido quando procedido pelas aproximac¸o˜es
{χ0, εχ}L∗2,m,S,T
λm,T − λm−2,S . 1. (2.60)
Linha 7
Para finalizar o conjunto das grandes aproximac¸o˜es, vamos escrever o termo que representa a
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2.2.4 Combinando Todas as Linhas
A forma completa encontrada para a amplitude de probabilidade Bm,T (t) e´ representada por
(2.45). Na equac¸a˜o encontram-se termos de altas frequeˆncias, fato que nos levou a realizar
conjuntos de aproximac¸o˜es. Consideramos (2.45) em linhas e a cada linha realizamos as apro-
ximac¸o˜es cab´ıveis. Assim, obtemos as equac¸o˜es (2.47), (2.51), (2.54), (2.56), (2.59) e (2.63).
Para escrever a forma aproximada referente a` equac¸a˜o (2.45) devemos somar todas as equac¸o˜es
relativas a`s linhas aproximadas. Para realizar a soma, iremos considerar as equac¸o˜es que teˆm os
mesmos paraˆmetros do sistema X = {Gk, χ, d}, operaremos as equac¸o˜es: (2.47) + (2.56), (2.51)
+ (2.59), (2.54) + (2.63). Cada operac¸a˜o de soma entre as linhas sera´ seguida de aproximac¸o˜es,
as mesmas utilizadas na obtenc¸a˜o das linhas aproximadas. Quando somamos todas as linhas e
realizamos todas aproximac¸o˜es definimos um novo termo, com o intuito de simplificar a equac¸a˜o
ε
(j)
X ≡ εXw(j)X eiφ
(j)




G,k ≡ εG,kw(j)g eiφ
(j)
g . (2.65)
As definic¸o˜es acima englobam o peso, profundidade e a fase do respectivo paraˆmetro modulado.





































































































































































































































it(λm,T −λm−1,S−η(j))B(2)m−1,S . (2.66)
2.2.5 Eliminando os Shifts de Frequeˆncia
O resultado de (2.66) ainda sera´ reescrito, mas grande parte da equac¸a˜o sa˜o termos que na˜o





























Wm,T ,S (t)B(2)m,S (t) ,
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onde
∑
m,SWm,T ,S (t)B(2)m,S (t) representa os demais termos de (2.66). Interessando em poss´ıveis
































λm+1,S − λm,R + η(j)













m−1,S(t) basta a substituic¸a˜o m → m − 2. A metodologia utilizada na obtenc¸a˜o
de (2.68) e´ demonstrada de forma completa no apeˆndice H. Nas equac¸o˜es acima dizemos que o
termo B
(2c)
m+1,S e´ constante sob o segundo n´ıvel de soluc¸a˜o dado a` amplitude de probabilidade. Ja´
os termos representados por αi sa˜o algumas constantes de pequena ordem e que sera˜o canceladas
no final, portanto na˜o as especificamos. Substituiremos (2.68) em (2.67), mantendo somente os













λm,T − λm−1,S + η(j)
− |L1,m+1,T ,S(t)|
2








Wm,T ,S (t)B(2)m,S (t) . (2.69)





λm+1,S − λm,T + η(j)
≪ 1. (2.70)
Na equac¸a˜o (2.69) encontramos na primeira parcela do LD termos que sa˜o independentes do












λm,T − λm−1,S + η(j)
− |L1,m+1,T ,S |
2
λm+1,S − λm,T + η(j)
]
, (2.71)











Wm,T ,S (t)B(2)m,S (t) . (2.72)
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Neste momento definiremos nova amplitude de probabilidade, escrita em um terceiro n´ıvel de
soluc¸a˜o para a amplitude Am,T (t)
B
(2)
m,T (t) = e
−itν(1)m,T B(3)m,T (t). (2.73)






Wm,T ,S (t)B(2)m,S (t) eitν
(1)
m,T , (2.74)
a equac¸a˜o (2.74) conte´m a definic¸a˜o feita previamente quando sintetizamos (2.66) em (2.67).












































































Pm,T ,S (t)B(3)m,T (t) , (2.75)
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onde e´ definido que
∑
m,S

































































































































































Resolveremos a equac¸a˜o (2.75) pelo mesmo me´todo usado em (2.67). Escreveremos as






































} e−it(λm+4,R−λm+2,S+ν(1)m+4,R−ν(1)m+2,S+η(j)) − eitα8






































































m−2,S(t) basta levar m → m − 4. Em (2.77) o termo B(3c)m+2,S(t) e´ constante no
terceiro n´ıvel de soluc¸a˜o e todos αi sera˜o irrelevantes devido a sua ordem de grandeza e porque se
cancelam no final. Em (2.75) usaremos o resultado obtido em (2.77), em seguida procederemos
com algumas aproximac¸o˜es e manipulac¸o˜es. Portanto, encontraremos nova equac¸a˜o diferencial
para a amplitude de probabilidade, apresentada em terceiro n´ıvel de soluc¸a˜o. Temos
iB˙
(3)







Pm,T ,S (t)B(3)m,S (t) , (2.78)




k,m,S,T G0,k + iL
∗
2,m,S,T χ0











λm,T − λm−2,S + ν(1)m,T − ν(1)m−2,S + η(j)
≪ 1. (2.79)
Em (2.78) aparece ν
(2)
m,T tambe´m chamado de shift de ressonaˆncia em segundo n´ıvel de definic¸a˜o.








∣∣∣∑N−1k=0 Λk,m,S,T G0,k − iL2,m,S,T χ0∣∣∣2
λm,T − λm−2,S + ν(1)m,T − ν(1)m−2,S
−
∣∣∣∑N−1k=0 Λk,m+2,T ,SG0,k − iL2,m+2,T ,Sχ0∣∣∣2








∣∣∣∑N−1k=0 iΛk,m,S,T ε(j)∗G,k + L2,m,S,T ε(j)∗χ ∣∣∣2
λm,T − λm−2,S + ν(1)m,T − ν(1)m−2,S + η(j)
−
∣∣∣∑N−1k=0 iΛk,m+2,T ,Sε(j)∗G,k + L2,m+2,T ,Sε(j)∗χ ∣∣∣2
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B
(3)
m,T (t) = e
−itν(2)m,T bm,T , (2.81)




Pm,T ,S (t)B(3)m,S (t) eitν
(2)
m,T . (2.82)












bm,S (t). Portanto, a equac¸a˜o final para amplitude de

















































A equac¸a˜o obtida (2.83) e´ o resultado principal deste cap´ıtulo e um dos mais importantes do
trabalho. Em sua obtenc¸a˜o consideramos a modulac¸a˜o temporal de todos os paraˆmetros do sis-
tema e procedemos com sucessivas aproximac¸o˜es. A equac¸a˜o (2.83) descreve toda a dinaˆmica do
sistema (a´tomo-campo interagindo em cavidade) usando a base dos EV. Em (2.83) obtemos nos
argumentos exponenciais autovalores corrigidos, que aparecem devido a aproximac¸o˜es realizadas
e que sera˜o escritos logo mais. Tambe´m definimos os coeficientes de acoplamentos, termos inde-
pendentes do tempo que fornecem valores para a taxa de acoplamento entre os EV. A equac¸a˜o
(2.83) servira´ como equac¸a˜o piloto e poderemos simplifica´-las ainda mais de acordo com os
poss´ıveis cena´rios f´ısicos. Em particular, vamos estudar os regimes de fa´cil implementac¸a˜o expe-
rimental: ressonante e dispersivo (em relac¸a˜o a` dissintonia entre as frequeˆncias na˜o-perturbadas
40
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k=0 G0,kΛk,m+2,T ,R − iχ0L2,m+2,T ,R








k=0 G0,kΛk,m+2,R,S − iχ0L2,m+2,R,S













G,kΛk,m+2,T ,S − iε(j)χ L2,m+2,T ,S
}
. (2.84)
Os autovalores corrigidos sa˜o definidos por
λ˜m,T ≡ λm,T + ν(1)m,T + ν(2)m,T , (2.85)
ou seja, os shifts de ressonaˆncia sa˜o de suma importaˆncia para o ajuste fino da frequeˆncia
ressonante de modulac¸a˜o.
No pro´ximo cap´ıtulo aplicaremos a equac¸a˜o (2.83) para o caso de um u´nico qubit intera-
gindo com um modo da cavidade, como acontece no caso mais simples e marcante de EDQc.
Os coeficientes definidos neste cap´ıtulo sera˜o calculados nos apeˆndices e indicados no desen-
volvimento do trabalho, o que possibilitara´ dar valores a`s taxas de acoplamento e autovalores




Regime dispersivo: ECD e similares
Neste cap´ıtulo consideraremos que o Hamiltoniano (2.7) tratara´ o caso mais fundamental N = 1,
quando consideramos um u´nico qubit interagindo com o campo. A simples interac¸a˜o entre a luz
e a mate´ria estara´ sob condic¸o˜es na˜o-estaciona´rias, pois consideramos que todos os paraˆmetros
do sistema X = {ω,Ω, g, χ, d} sa˜o elementos com pequenas modulac¸o˜es temporais, prescritas
externamente pelas func¸o˜es fX . A motivac¸a˜o para considerar o sistema na˜o-estaciona´rio para
um u´nico qubit e´ baseada no desenvolvimento da Eletrodinaˆmica Quaˆntica de Circuitos (EDQc)
[37–41], a´rea que estuda a interac¸a˜o luz-mate´ria, considerando um a´tomo artificial acoplado a
um ressonador unidimensional de linha de transmissa˜o (cavidade). A EDQc e´ implementada em
um ambiente de estado so´lido com alto grau de controle dos componentes, o que permite que as
propriedades do sistema como a cavidade e qubit sejam modulados temporalmente por campos
ele´trico ou magne´tico externos ou por um bombeio cla´ssico de luz coerente, como exemplificado
no modelo apresentado pela figura 1.1.
O controle sobre os paraˆmetros do sistema nos possibilita modular a frequeˆncia η(j) de acordo
com as frequeˆncias ressonantes do sistema composto a´tomo-campo. As aplicac¸o˜es recorrentes ao
sistema adotado podem ser vistas em efeitos como: criac¸a˜o de pares de fo´tons (ECD) para um
qubit no estado fundamental ou excitado; quando considerado o regime ressonante acoplaremos
estados emaranhados |ϕn,S〉 = 1√2 {|g, n〉 ± |e, n− 1〉}; um novo efeito tambe´m e´ encontrado,
onde um par de excitac¸o˜es e´ aniquilado devido a modulac¸a˜o de um ou todos os paraˆmetros do
sistema, no que chamamos de Anti-efeito Casimir dinaˆmico (AECD). Outros efeitos tambe´m
sera˜o descritos posteriormente.
No cap´ıtulo anterior descrevemos a formulac¸a˜o matema´tica apropriada a EDQc na˜o-estaciona´ria,
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onde o principal resultado foi apresentado por (2.83) e que serve como equac¸a˜o piloto para descre-
ver toda dinaˆmica do sistema. Escrevemos a func¸a˜o de onda (2.11) apropriada ao Hamiltoniano







A equac¸a˜o (3.1) e´ corresponde ao modelo de Jaynes-Cummings (JC) e para simplificar a notac¸a˜o
omitimos pequenas correc¸o˜es a` esta equac¸a˜o vistas no cap´ıtulo anterior. O coeficiente bn,S
representa a amplitude de probabilidade dos estados vestidos |ϕn,S〉 e os termos λ˜0 e λ˜n,S sa˜o
autovalores corrigidos de JC e definidos em (2.85). A dinaˆmica do modelo de JC e´ governada
pelo Hamiltoniano






Os autovalores de (3.2) sa˜o obtidos na formulac¸a˜o dos estados vestidos (EV) (apeˆndice B) e sa˜o
escritos como







∆2− + 4g20n, e definimos como termo de dissintonia entre a´tomo-campo ∆− =
ω0 − Ω0, sendo o ı´ndice S = ±. Para o estado fundamental temos λ0 = 0.
Analisaremos dois poss´ıveis regimes quando comparamos a frequeˆncia de acoplamento a´tomo-
campo g0 com o termo de dissintonia ∆−: se considerado que g0 ≫ |∆−|, em particular ∆− = 0,
estaremos na formulac¸a˜o do regime ressonante (RR); se considerado que |∆−|/2 ≫ |g0|
√
n




≪ 1, adotando o regime dispersivo (RD). Em uma formulac¸a˜o mais
geral os EV sa˜o escritos como
|ϕn,S〉 = sn,S |g, n〉+ cn,S |e, n− 1〉 (3.4)
|ϕ0〉 = |g, 0〉 ,






sn,+ = sin θn; sn,− = cos θn
cn,+ = cos θn; cn,− = − sin θn.
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Neste cap´ıtulo adotaremos os limites do RD, considerando todas suas poss´ıveis implicac¸o˜es.
A ana´lise referente ao RR sera´ feita em cap´ıtulo posterior. Quando consideramos o RD (toda
















O termo proporcional a n posteriormente sera´ relacionado a um shift de ressonaˆncia, enquanto os
termos de ordem mais alta sera˜o interpretados como coeficientes de na˜o-linearidades, por serem




. Outros shifts de ressonaˆncia aparecera˜o, sendo derivados




























Referente a ∆± podemos escrever
∆+ = ω0 +Ω0 = 2ω0 −∆− (3.7)
2ω0 +∆− = 3ω0 − Ω0. (3.8)
No RD, podemos fazer duas considerac¸o˜es fundamentais referentes ao termo de dissintonia:
considerar ∆− > 0 ou ∆− < 0. Para simplificar a notac¸a˜o introduzimos a definic¸a˜o D =
∆−/ |∆−|, que denominaremos como s´ımbolo de dissintonia.
Na equac¸a˜o piloto (2.83), a resposta sobre a dinaˆmica do sistema, como por exemplo, os
valores de ressonaˆncia para η(j) esta˜o contidas nos termos exponenciais. A diferenc¸a entre
os autovalores corrigidos λ˜m,T − λ˜m,S (ja´ que o valor exato depende do SFN) fornecera´ um
valor aproximado de ressonaˆncia para η(j). Ademais, calcularemos os valores dos coeficientes de
acoplamento Θm+2,T ,S definidos em (2.84). O valor da taxa de acoplamento estara´ de acordo
com cada valor de ressonaˆncia de η(j). Quando escolhemos os valores T ,S = ±D, cada coeficiente
de acoplamento servira´ para indicar um fenoˆmeno f´ısico, que estara´ de acordo com as poss´ıveis
transic¸o˜es entre ±D ↔ ±D (no apeˆndice J sa˜o calculados os autovalores corrigidos e coeficientes
para o RR e RD).
Calcularemos inicialmente a equac¸a˜o (2.84) escolhendo m = 0, representando o coeficiente









g0Λ0,2,T ,R − iχ0L2,2,T ,R














Tambe´m consideraremos a menor ordem de g0∆−
√
m. Quando substitu´ımos os valores dos coefi-












































































































2 g0 g0∆− − iχ0



























g0Λ0,m+2,T ,R − iχ0L2,m+2,T ,R















ε(j)g Λ0,m+2,T ,S − iε(j)χ L2,m+2,T ,S
}
. (3.12)
Escolhendo S = ±D e substituindo os valores de Γm,T ,S , Λ0,m+2,T ,S e L2,m+2,T ,S (de acordo




































































































































































Para calcular a diferenc¸a entre as autoenergias corrigidas λ˜m,T − λ˜m,S , devemos lembrar a
definic¸a˜o feita em (2.85)
λ˜m,T ≡ λm,T + ν(1)m,T + ν(2)m,T ,
para as definic¸o˜es (2.71) e (2.80). Continuaremos com a menor ordem de g0∆−
√
m e negligencia-























































Os autovalores de JC sa˜o bem conhecidos e no RD sa˜o escritos como
λm,D ≈ ω0m+ δ−m− αm2 + α3m3 (3.21)
e
λm,−D ≈ ω0m−∆− − δ−m+ αmn2 − α3m3. (3.22)
Com os resultados de (3.17)-(3.22), escolhendo S = ±D, a definic¸a˜o (2.85) torna-se








(2m+ 1) δεχ (3.23)
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e







(2m− 1) δεχ . (3.24)
O shift de frequeˆncia ν
(1)
m≥0,T devido ao bombeio cla´ssico e´ constante no RD, sendo negligenciado
no ca´lculo. Para o estado fundamental a autofrequeˆncia corrigida e´ escrita como
λ˜0,D ≡ λ0,D + ν(1)0,D + ν(2)0,D,
tornando-se





Temos toda formulac¸a˜o necessa´ria ao RD, com isso calcularemos os poss´ıveis efeitos de acordo
com os poss´ıveis valores de η(j).
3.1 Efeito Casimir Dinaˆmico η(D) ≈ 2ω0
O efeito Casimir dinaˆmico (ECD) e´ um fenoˆmeno relacionado com a criac¸a˜o de fo´tons em
cavidades, que ocorre quando alteramos a geometria da cavidade ou suas propriedades materiais
de acordo com uma modulac¸a˜o temporal prescrita externamente. Por ser um efeito ressonante,
a literetura prediz que a ressonaˆncia natural do ECD e´ em torno de η(D) ≈ 2ω0 [17], sendo ω0
a frequeˆncia da cavidade. Para analisar o ECD na arquitetura da EDQc, vamos considerar que
existe uma u´nica modulac¸a˜o externa, η(D). Assim, escreveremos (2.83) de maneira apropriada














it(λ˜m,T −λ˜m−2,S−η(D))bm−2,S (t) . (3.25)
A dinaˆmica do ECD sera´ extra´ıda dos termos exponenciais de (3.25) que apresentam em seus
argumentos as quantidades λ˜m+2,S − λ˜m,T e λ˜m,T − λ˜m−2,S . Baseado na diferenc¸a entre os
autovalores corrigidos, escreveremos as diferenc¸as sem as correc¸o˜es. Considerando T ,S = ±D
teremos
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Considerando a menor ordem em g0∆−
√
m temos as poss´ıveis diferenc¸as de auto-valores e calcu-
lamos as poss´ıveis diferenc¸as
λm+2,D − λm,D ≃ 2 (ω0 + δ−)
λm+2,−D − λm,D ≃ 2ω0 −∆− − 2δ− (m+ 1)
λm+2,D − λm,−D ≃ 2ω0 +∆− + 2δ− (m+ 1)
λm+2,−D − λm,−D ≃ 2 (ω0 − δ−) .
Dentre as diferenc¸as apresentadas acima, as que podemos aproximar ao valor de ressonaˆncia
η(D) sa˜o as diferenc¸as que acoplam os estados D ↔ D e −D ↔ −D.



















Em ordem zero de g0∆−
√
m, teremos aproximadamente
|ϕm,D〉 ≃ |g,m〉, |ϕm,−D〉 ≃ −D|e,m− 1〉. (3.26)
Com os EV aproximados, podemos analisar o ECD de duas maneiras poss´ıveis: a primeira e´
dizer que em (3.25) so´ havera´ acoplamento entre os coeficientes bm,D ↔ bm±2,D, com o qubit
partindo do estado fundamental de acordo com (3.26) (para tal acoplamento denominaremos o
comportamento ECDg); a segunda ana´lise consiste em considerar que havera´ acoplamento
somente entre os coeficientes bm,−D ↔ bm±2,−D, com qubit partindo do estado excitado de acordo
com (3.26) (comportamento ECDe).
Os coeficientes de acoplamento apropriados a (3.25) sera˜o calculados ao considerarmos a
frequeˆncia de modulac¸a˜o η(D) ≈ 2ω0. Realizaremos aproximac¸o˜es como χ0/ω0 ≪ 1 e esceveremos





























































































































































































3.1.1 Comportamento para o efeito Casimir dinaˆmico funda-
mental (ECDg)














it(λ˜m,T −λ˜m−2,S−η(D))bm−2,S (t) . (3.33)
Na equac¸a˜o acima, expandiremos o somato´rio
∑
















it(λ˜m,D−λ˜m−2,−D−η(D))bm−2,−D (t) . (3.34)
Das diferenc¸as ja´ calculadas entre os autovalores de JC (voltando a considerar ordens mais altas
em g0∆−
√
m), percebemos que somente as diferenc¸as que indicam acoplamento entre D ↔ D
estara˜o dentro da ressonaˆncia apropriada ao ECD. Pore´m, iremos corrigir o valor de ressonaˆncia
escrevendo η(D) ≈ 2 (ω0 + δ−). Portanto, na equac¸a˜o (3.34), somente alguns termos exponenciais
estara˜o em ressonaˆncia para o regime do ECDg, com isso, os termos fora de ressonaˆncia sera˜o
considerados de alta frequeˆncia. Assim, usaremos o me´todo da RWA para eliminar os termos
fora de ressonaˆncia. Ao comparar os valores das exponenciais de (3.34) com seus respectivos
coeficientes de acoplamento, escrevemos as aproximac¸o˜es
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|∆−| ≪ 1, (3.35)






































it(λ˜m,D−λ˜m−2,D−η(D))bm−2,D (t) . (3.37)
A equac¸a˜o diferencial (3.37) descreve a dinaˆmica do ECDg. Os coeficientes de acoplamento
contidos na equac¸a˜o (3.37) sa˜o definidos por (3.29). No coeficiente, seu valor e´ acompanhado de√
(m+ 1) (m+ 2), que aparece quando aplicamos aˆ†2 em |m〉.
Com o regime ECDg podemos de acordo com a modulac¸a˜o de η(D), criar novos estados
quaˆnticos, que se acoplam da seguinte forma |ϕm,D〉 ↔ |ϕm±2,D〉. Em cada acoplamento entre
novos estados teremos a criac¸a˜o e aniquilac¸a˜o de pares de excitac¸o˜es m. Como aproximamos
|ϕm,D〉 ≃ |g,m〉 o efeito sempre sera´ entre estados de excitac¸a˜o atoˆmica fundamental, variando
somente o estado de Fock |m〉. O acoplamento |ϕm,D〉 ↔ |ϕm±2,D〉 quando m = 0 e´ visto como
|g, 0〉 ↔ |g, 2〉 e evidenciando a criac¸a˜o de pares de fo´tons quando os estados sa˜o acoplados.
Definiremos nova forma para a amplitude de probabilidade: bm,D (t) ≡ cm>0 (t) e b0 (t) ≡
c0 (t) (os coeficientes para o estado fundamental sa˜o b0 (t) ≡ b0,D (t) e b0,−D (t) ≡ 0). Escrevemos









Calcularemos a diferenc¸a entre os autovalores corrigidos contidos nas exponenciais de (3.38)
λ˜m+2,D−λ˜m,D = 2ω0+2δ−−2δ+−2δχ−2δεχ−4α (m+ 1)+2α3 (m+ 2)3+2α3
[
4m2 + 6m+ 4
]
.
Portanto, definiremos definiremos frequeˆncia efetiva para a cavidade
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ωg ≡
(
ω0 + δ− − δ+ − δχ − δεχ
)
. (3.39)
Reescrevendo a diferenc¸a entre as auto frequeˆncias corrigidas, teremos


















it(2ωg−α[m2−(m−2)2]+α3[m3−(m−2)3]−η(D))cm−2 (t) . (3.40)
Com o desejo de otimizar a dinaˆmica do regime ECDg, escreveremos η(D) como
η(D) = 2 (ωg − ζ) , (3.41)
onde definimos o paraˆmetro ζ como um paraˆmetro de ajuste fino. O ajuste do paraˆmetro tera´
como func¸a˜o a otimizac¸a˜o do nu´mero de fo´tons criados dentro da cavidade. A frequeˆncia natural
do ECD como dito anteriormente oscila em torno de 2ω0, e em (3.41) a presenc¸a dos termos ωg
e ζ aparece devido a outros subsistemas que sa˜o colocados dentro da cavidade e aproximac¸o˜es








it(2ζ−α[m2−(m−2)2]+α3[m3−(m−2)3])cm−2 (t) . (3.42)
































Usando as definic¸o˜es de (3.43) em (3.42), escrevemos ϑ+ = |ϑ+| eiφ+ e ϑ∗+ = |ϑ+| e−iφ+ . Portanto,











m (m− 1)eit(2ζ−α[m2−(m−2)2]+α3[m3−(m−2)3])cm−2 (t)
}
, (3.44)
onde o resultado de (3.44) e´ va´lido nos limites de aproximac¸a˜o dada por (3.35).
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Hamiltoniano efetivo
Desejamos escrever um Hamiltoniano efetivo, onde possamos descrever a dinaˆmica do regime





{−it [z1m+ z2m2 + z4m3]} cm (t) |m〉, (3.45)
sendo |m〉 o estado de Fock e cm (t) coeficiente relativo a amplitude de probabilidade. Os
coeficientes z1, z2 e z3 sa˜o paraˆmetros que sera˜o definidos posteriormente. Um Hamiltoniano



















e que quando aplicado
ao estado de Fock |n〉 resulta em Sˆ|n〉 = √n|n − 1〉; outra propriedade dita e´ Sˆ† Sˆ |n〉 = n|n〉.




|ψ(t)〉 = Hˆeff |ψ(t)〉. (3.47)





















3]cn−2 (t) |n− 2〉.(3.48)
Multiplicaremos por 〈m| e dividiremos a equac¸a˜o acima por exp{−it [z1m+ z2m2 + z4m3]},
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Comparando o resultado encontrado em (3.49) com o resultado de (3.44) escolheremos apropri-
adamente os paraˆmetros
z1 = ζ, z2 = α, z3 =
|ϑ+|
2
























O Hamiltoniano efetivo apresentado em (3.50) e´ bastante estudado em O´ptica Quaˆntica Na˜o
Linear, por caracterizar a amplificac¸a˜o parame´trica da luz e efeitos na˜o lineares como o efeito
Kerr. Mais discusso˜es sobre o Hamiltoniano sera˜o introduzidas no cap´ıtulo seguinte, quando
descreveremos um Toy Model microsco´pico para o efeito ECD.
3.1.2 Comportamento para o efeito Casimir dinaˆmico excitado
(ECDe)
Para o regime ECDe consideraremos o qubit inicialmente no estado excitado. Usaremos todos
os coeficientes calculados nas equac¸o˜es (3.27)-(3.32). A frequeˆncia de modulac¸a˜o seguira´ a




























it(λ˜m,−D−λ˜m−2,−D−η(D))bm−2,−D (t) , (3.51)
as diferenc¸as entre os autovalores corrigidos ja´ sa˜o calculadas e extra´ımos o valor de ressonaˆncia
η(D) ≈ 2 (ω0 − δ−). Ao comparar o limite de ressonaˆncia com as diferenc¸as dos autovalores
corrigidos, perceberemos que havera´ acoplamento entre −D ↔−D. Utilizaremos o me´todo da











|δ−| ≪ 1, (3.52)
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it(λ˜m,−D−λ˜m−2,−D−η(D))bm−2,−D (t) . (3.53)
A equac¸a˜o diferencial (3.53) descreve a dinaˆmica do regime ECDe. Os coeficientes de acopla-
mento contidos em (3.53) sa˜o encontrados em (3.29) e em seu valor encontramos a quantidade√
(m+ 1)m que surgem divido aplicarmos aˆ†2 em |m− 1〉.
Os poss´ıveis acoplamentos entre os estados quaˆnticos no regime ECDe podem ser escritos
como |ϕm,−D〉 ↔ |ϕm±2,−D〉, confirmando a criac¸a˜o de pares de excitac¸o˜es entre as transic¸o˜es
dos estados. No RD aproximamos |ϕm,−D〉 ≃ −D|e,m−1〉, assim, conclu´ımos que todos os aco-
plamentos sera˜o entre qubits com estados atoˆmicos excitados. Por exemplo, quando escolhemos
m = 1 teremos |e, 0〉 ↔ |e, 2〉, o que representa a criac¸a˜o de fo´tons do va´cuo, pore´m condicio-









it(λ˜m,−D−λ˜m−2,−D−η(D))bm−2,−D (t) . (3.54)
Para obter ana´lise completa sobre a dinaˆmica, calcularemos a diferenc¸a λ˜m+2,−D− λ˜m,−D escrita
como










onde definimos a frequeˆncia efetiva
ωe ≡
(
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o termo λ˜m,−D − λ˜m−2,−D tem valor semelhante ao resultado anterior.
Definindo Cm (t) = bm+1,−D (t)1 (consideraremos aproximadamente que Cm (t) corresponde















































As autoenergias corrigidas e apresentadas nas exponenciais de (3.58) sa˜o escritas como
λ˜m+3,−D − λ˜m+1,−D = 2ωe + 4α (m+ 2)− 2α3
(
3m2 + 12m+ 13
)
.
Igualmente ao regime ECDg escreveremos a frequeˆncia de modulac¸a˜o η(D) como
η(D) = 2 (ωe − ζ) , (3.59)
onde definimos o paraˆmetro de ajuste fino ζ. Substituiremos (3.59) em (3.58) e escreveremos












m (m− 1)eit(2ζ+4αm−2α3(3m2+1))Cm−2 (t)
}
. (3.60)
A equac¸a˜o obtida sempre sera´ va´lida nos limites de aproximac¸a˜o encontrados em (3.52).
Hamiltoniano efetivo
Para obter o Hamiltoniano efetivo ao regime em questa˜o, seguiremos os mesmos passos utilizados





{−it [z1m+ z2m2 + z4m3]}Cm (t) |m〉. (3.61)
1Para o regime ECDe sempre adotaremos m ≥ 0
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Ao substituirmos (3.46) e (3.61) em (3.47) e com manipulac¸o˜es teremos equac¸a˜o semelhante a













Ao compararmos (3.62) com (3.60) escolhemos apropriadamente os valores
ζ = (z1 − 2z2 + 3z4) , α = (z2 − 3z4) , α3 = − z4
e
z1 = (ζ + 2α− 3α3) , z2 = α− 3α3, z3 = |ϑ−|
2
, z4 = −α3, z6 = φ− + π
2
.
Assim, escrevemos o Hamiltoniano efetivo para o regime ECDe
Hˆeff = (ζ + 2α− 3α3) Aˆ†Aˆ+ (α− 3α3)
(
Aˆ†Aˆ






O resultado de (3.63) se assemelha ao de (3.50), pore´m algumas constantes se diferem. Apesar de
ter como caracter´ıstica a criac¸a˜o de pares de fo´tons, o Hamiltoniano tem dinaˆmica quantitativa
diferente de (3.50) devido a diferenc¸a no valor eficaz da “frequeˆncia da cavidade”, dado pelo
primeiro termo do LD da equac¸a˜o (3.63).
3.2 Comportamento Anti-efeito Casimir dinaˆmico (AECD)
Partiremos da equac¸a˜o (3.25) para descrever um novo efeito que demoninaremos de anti-efeito
Casimir dinaˆmico (AECD). Consideraremos que a frequeˆncia de modulc¸a˜o sera´ em torno de
η(AC) ≈ 2ω0 +∆−. Relembrando as diferenc¸as entre as autoenergias apropriadas para (3.25) e
calculadas no desenvolvimento do ECDg, percebemos que somente a diferenc¸a entre autovalores
que acoplam −D ↔ D estara´ de acordo com a ressonaˆncia dada a η(AC). Os coeficientes de





















































































































































it(λ˜m,−D−λ˜m−2,−D−η(AC))bm−2,−D (t) . (3.67)
Dentro do limite de η(AC) somente a diferenc¸a λ˜m+2,D−λ˜m,−D estara´ de acordo com a ressonaˆncia
atual. Portanto, havera´ somente o acoplamentoentre os coeficientes bm,−D ↔ bm+2,D. Os demais
coeficientes estara˜o acompanhados de termos fora da ressonaˆncia. Assim, recorremos ao me´todo








|∆−| ≪ 1, (3.68)



























−it(λ˜m+2,D−λ˜m,−D−η(AC))bm+2,D (t) . (3.70)
O valor da diferenc¸a entre as autoenergias corrigidas λ˜m+2,D − λ˜m,−D e´
λ˜m+2,D−λ˜m,−D = 2ω0+∆−−3δχ−3δεχ+2 (δ− − δ+) (m+ 1)−α
(




m3 + (m+ 2)3
)
.
Escreveremos a frequeˆncia de modulac¸a˜o η
(AC)




M = 2ω0 +∆− − 3δχ − 3δεχ + 2 (δ− − δ+) (M + 1) ,
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sendo M um nu´mero inteiro e positivo.
Ao substituir a frequeˆncia de modulac¸a˜o em (3.70) escreveremos equac¸a˜o diferencial para as
amplitudes de probabilidade, sendo




it2(δ−−δ+)(m−M)bm,−D (t) . (3.71)
O resultado de (3.71) e´ va´lido para os limites de aproximac¸a˜o dados por (3.68). Quando mo-
dulamos um ou todos os paraˆmetros do sistema simultaneamente de acordo com frequeˆncia de
modulac¸a˜o com valor η(AC) ≈ 2ω0 + ∆−, realizamos acoplamento entre as amplitudes de pro-
babilidade bm,−D ↔ bm+2,D. O coeficiente de acoplamento apropriado para a ressonaˆncia η(AC)
e´ o apresentado em (3.64), que em seu resultado apresenta a quantidade
√
m (m+ 1) (m+ 2),
que implica em destruic¸a˜o de treˆs fo´tons a partir do estado |g,m+ 2〉 acompanhada de criac¸a˜o
de uma excitac¸a˜o atoˆmica (de modo a preservar o cara´ter de transic¸a˜o entre autoestados que
diferem por duas excitac¸o˜es).
Quando modulamos o sistema com η(AC) os estados quaˆnticos criados se acoplam da se-
guinte maneira |ϕm,−D〉 ↔ |ϕm+2,D〉. Por estar na formulac¸a˜o do RD, aproximamos os estados
acoplados como |e,M − 1〉 ↔ |g,M + 2〉. As transic¸o˜es entre os estados de fato fornece a inter-
pretac¸a˜o que treˆs excitac¸o˜es do campo sa˜o destru´ıdas acompanhada da mudanc¸a do estado de
excitac¸a˜o atoˆmica. Outro modo em que podemos analisar o fenoˆmeno e´ pelo acoplamento entre
|ϕm,D〉 ↔ |ϕm−2,−D〉 que fornecera´ a informac¸a˜o |g,M〉 ↔ |e,M −3〉, evidenciando que pares de
excitac¸o˜es sa˜o destru´ıdos e o estado de excitac¸a˜o do qubit se altera. Portanto, denominaremos
de anti-efeito Casimir Dinaˆmico (AECD) a destruic¸a˜o de um par de excitac¸o˜es. O AECD e´
um fenoˆmeno que ate´ enta˜o na˜o e´ encontrado na literatura, talvez em parte devido a` taxa de
acoplamento muito baixa, que e´ de terceira ordem em g0∆− , como visto na equac¸a˜o (3.64).
3.3 Regime Anti-Jaynes Cummings (AJC)
O regime Anti JC (AJC) e´ formulado quando escolhemos a frequeˆncia de modulac¸a˜o como
η(A) ≈ 2ω0 −∆− = ∆+. O termo AJC e´ referente a` parte contra girante que encontramos no
Hamiltoniano (2.7) e que representamos como
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Formularemos o regime partindo da equac¸a˜o (3.25), as diferenc¸as entre as autoenergias foram
calculadas no desenvolvimento do ECDg. Das diferenc¸as inferimos que o regime AJC estara´
em ressonaˆncia quando houver acoplamento entre D → −D. Calcularemos os coeficientes de



















































































































































































it(λ˜m,D−λ˜m−2,−D−η(A))bm−2,−D (t) . (3.78)
De acordo com η(A) ≈ ∆+ manteremos as diferenc¸as entre as autoenergias que sera˜o ressonante.
As demais diferenc¸as por serem termos de ra´pidas oscilac¸o˜es, nos possibilitara˜o aproximar (3.78)









|∆+| ≪ 1, (3.79)
e SFN obtemos
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−it(λ˜m+2,−D−λ˜m,D−η(A))bm+2,−D (t) . (3.80)
Calculando a diferenc¸a entre as autoenergias corrigidas contida no termo exponencial de (3.80)
λ˜m+2,−D − λ˜m,D, escrevemos
λ˜m+2,−D−λ˜m,D = ∆+−2 (δ− − δ+) (m+ 1)−δχ−δεχ+α
(










M de maneira corrigida
η
(A)
M = ∆+ − 2 (δ− − δ+) (M + 1)− δχ − δεχ , (3.82)
com M sendo nu´mero inteiro e na˜o-negativo. Escreveremos (3.80) substituindo o valor de (3.82)








it2(δ−−δ+)(M−m)bm,D (t) . (3.84)
Os resultados obtidos acima sa˜o va´lidos quando considerados os limites de aproximac¸a˜o apresen-
tados em (3.79). Ao modular o sistema com o valor de frequeˆncia imposto por η(A) acoplamos
somente as amplitudes de probabilidade bm,D ↔ bm+2,−D. Os estados quaˆnticos se acoplara˜o
de acordo com |ϕm,D〉 ↔ |ϕm+2,−D〉. De acordo com os limites do RD escreveremos a transic¸a˜o
entre os estados |g,M〉 ↔ |e,M + 1〉, assim, interpretamos o regime AJC como um processo de
criac¸a˜o de u´nico fo´ton acompanhado da mudanc¸a do estado de excitac¸a˜o atoˆmica. O coefici-
ente de acoplamento que estara´ de acordo com a ressonaˆncia ∆+ sera´ o apresentado em (3.76),
onde identificamos a interpretac¸a˜o de um u´nico fo´ton criado quando consideramos a quantidade
√
m+ 1, que sugere a criac¸a˜o de uma u´nica excitac¸a˜o do campo (e para preservar o cara´ter de
transic¸a˜o por duas excitac¸o˜es, o a´tomo deve ficar excitado no processo).
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3.4 Bombeio Externo cla´ssico de 1-fo´ton
O sistema que consideramos pode ser bem representado pela figura 1.1. Sua dinaˆmica e´ represen-
tada pelo Hamiltoniano (2.7), onde consideramos que todos os paraˆmetros do sistema podem ser
modulados no tempo quando inserimos feixes de lasers ou fluxos magne´ticos externos, alterando
as propriedades materiais do sistema. Outro caso de modulac¸a˜o e´ considerado ao inserirmos o
bombeio cla´ssico de luz, o que pode ser implementado de maneira direta em circuitos de mi-
croondas. A parcela do Hamiltoniano apropriado ao bombeio e´ apresentada como id
(
aˆ† − aˆ).
Ao analisarmos a equac¸a˜o (2.83) obtida no cap´ıtulo anterior, podemos considerar uma simples





















Ja´ que o bombeio cla´ssico e´ o que chamamos de processo de 1-fo´ton (“one-photon process”, em
ingleˆs), acoplaremos somente os coeficientes bm,T ↔ bm±1,S . As diferenc¸as entre autoenergias
cab´ıveis a equac¸a˜o (3.85) sera˜o









e negligenciando os termos na˜o lineares α e α3 obtemos
λm+1,D − λm,D ≃ ω0 + δ−.
As outras poss´ıveis diferenc¸as sa˜o escritas como
λm+1,−D − λm,D ≃ ω0 −∆− − δ− (2m+ 1) = Ω0 − δ− (2m+ 1)
λm+1,D − λm,−D ≃ ω0 +∆− + δ− (2m+ 1)
λm+1,−D − λm,−D ≃ (ω0 − δ−) .
3.4.1 Comportamento de cavidades no estado fundamental sob
influeˆncia do bombeio
Ao consideramos as diferenc¸as entre as autoenergias para o caso do bombeio externo, aproxi-
mamos a ressonaˆncia η(p) ≈ (ω0 + δ−). Portanto, acoplaremos somente D↔D. Escrevendo a
equac¸a˜o (3.85) considerando T = D, teremos
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Na equac¸a˜o (3.86) substituiremos os valores referentes aos paraˆmetros L1,m+1,T ,S e L∗1,m,S,T

























Na equac¸a˜o acima eliminaremos os termos que estara˜o fora da ressonaˆncia η(p) ≈ (ω0 + δ−).







com o SFN estimamos























Da equac¸a˜o (3.89) calcularemos a diferenc¸a de autoenergias contida no termo exponencial
λ˜m+1,D − λ˜m,D









o termo de ωg foi definido previamente em (3.39) quando analisamos o regime ECDg. Escolhe-
mos apropriadamente a frequeˆncia de modulac¸a˜o como
η(p) = ωg − ζ, (3.90)
62
3.4 Bombeio Externo cla´ssico de 1-fo´ton 63
sendo ζ frequeˆncia de ajuste fino. Substituindo (3.90) em (3.89), considerando as diferenc¸as entre




















Da equac¸a˜o (3.89) visualizamos que havera´ o acoplamento entre os coeficientes bm,D ↔ bm±1,D.
Quando modulamos nosso sistema com a frequeˆncia η(p) teremos a gerac¸a˜o de estados quaˆnticos
que se acoplam como |ϕm,D〉 ↔ |ϕm±1,D〉. Nos limites que compo˜e o RD assumimos sem-
pre a menor ordem de g0∆−
√
m, assim podemos analisar as transic¸o˜es entre os estados como
|g,m〉 ↔ |g,m ± 1〉. Assim, interpretamos que na presenc¸a do bombeio externo o qubit per-
manecera´ no estado de excitac¸a˜o fundamental, pore´m havera´ a criac¸a˜o de um u´nico fo´ton entre
as transic¸o˜es dos estados. O efeito e´ ana´logo ao encontrado no regime ECDg, pore´m devido o
termo id
(
aˆ† − aˆ) geramos transic¸o˜es entre estados que se diferem por uma excitac¸a˜o.
Hamiltoniano Efetivo









































n cn−1 (t) |n− 1〉.
Multiplicaremos a equac¸a˜o acima por 〈m| e dividiremos por e−it[z1m+z2m2+z4m3]. Utilizaremos
as propriedades do delta 〈m|n〉 = δm,n e obtemos
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e comparando (3.93) com (3.91), escrevemos




, z4 = α3.

















† − ε(p)d Aˆ
)
. (3.94)
Como era de se esperar o Hamiltoniano efetivo obtido na˜o contem termos que caracterizara´ a
amplificac¸a˜o parame´trica da luz (criac¸a˜o de pares de fo´tons). Uma ana´lise sobre (3.94) sera´
abordada no cap´ıtulo seguinte, quando formularmos o Toy Model para o ECD.
3.4.2 Comportamento de cavidades no estado excitado sob in-
flueˆncia do bombeio
Dentro das poss´ıveis diferenc¸as entre autovalores para o bombeio externo extra´ımos a ressonaˆncia

























































3.4 Bombeio Externo cla´ssico de 1-fo´ton 65
Utilizando o me´toda da RWA, escrevemos a aproximac¸a˜o∣∣∣ε(p)∗d √m∣∣∣
|δ−| ≪ 1,
e com o SFN estimamos






















A diferenc¸a entre as autoenergias λ˜m+1,−D − λ˜m,−D e´ escrita como









Escreveremos η(p) de forma corrigida
η(p) = ωe − ζ. (3.98)
sendo ωe frequeˆncia efetiva ja´ definida em (3.56) e ζ frequeˆncia de ajuste fino.
Definindo nova amplitude de probabilidade como Cm (t) = bm+1,−D (t), onde m > 0. Escre-



















Em (3.97) acoplamos as amplitudes bm,−D ↔ bm±1,−D. Com isso, concluimos que os estados
quaˆnticos se acoplam como |ϕm,−D〉 ↔ |ϕm±1,−D〉 e dentro dos limites do RD analisamos |e,m−
1〉 ↔ |e,m〉. Portanto conclu´ımos que ha´ como efeito a criac¸a˜o de fo´tons um a um com o estado
atoˆmico inalterado, resultado ana´lgo ao regime ECDe, sendo o processo guiado por um u´nico
fo´ton.
Hamiltoniano efetivo





{−it [z1m+ z2m2 + z4m3]}Cm (t) |m〉.
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Substituiremos (3.92) e (3.61) em (3.47) obteremos equac¸a˜o semelhante a (3.93) (a diferenc¸a











Ao comparar (3.100) com (3.99) escolheremos os paraˆmetros por comparac¸a˜o
ζ = (z1 − 2z2 + 3z4) , α = (z2 − 3z4)
e




d , z4 = −α3.
Portanto, o Hamiltoniano efetivo torna-se
Hˆeff = (ζ + 2α− 3α3) Aˆ†Aˆ+ (α− 3α3)
(
Aˆ†Aˆ






† − ε(p)d Aˆ
)
. (3.101)
A equac¸a˜o (3.101) se assemelha com (3.94), pore´m as equac¸o˜es se diferenciam por algumas
constantes. Mesmo sendo responsa´vel pela criac¸a˜o de fo´tons um a um, o Hamiltoniano (3.101)
tem dinaˆmica pouco diferente de (3.94) devido a “frequeˆncia efetiva da cavidade”diferente, como
visto no primeiro termo do LD da equac¸a˜o (3.101).
3.4.3 Comportamento de excitac¸a˜o atoˆmica
Outro efeito pode ser considerado quando extra´ımos das diferenc¸a entre os autovalores o limite
de ressonaˆncia η(p) ≈ Ω0, que acoplara´ somente os ı´ndices D ↔ −D. Escreveremos (3.85)

























Na equac¸a˜o acima eliminaremos os termos que estara˜o fora da ressonaˆncia η(p) ≈ Ω0, com o
me´todo da RWA escrevemos as aproximac¸o˜es∣∣∣ε(p)d √m+ 1∣∣∣
|∆−| ≪ 1,
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com o SFN teremos







M de forma corrigida
η
(p)
M = Ω− (δ− − δ+) (2M + 1) , (3.103)












it2(δ−−δ+)(M−m)bm,D (t) . (3.105)
Com a ressonaˆncia de excitac¸a˜o atoˆmica acoplamos os coeficientes bm,D ↔ bm+1,−D. Os novos
estados quaˆnticos gerados devido ao bombeio externo modulado por η
(p)
M podem ser visto como
|ϕm,D〉 ↔ |ϕm+1,−D〉. Quando consideramos os limites do RD os estados sa˜o escritos como
|g,m〉 ↔ |e,m〉. Assim, conclu´ımos que o efeito do bombeio cla´ssico sera´ suave, fazendo apenas
com que os estados atoˆmicos do qubit transitem entre os estados fundamental e excitado, na˜o
havendo o processo de criac¸a˜o de fo´tons.
3.4.4 Comportamento do tipo anti-ECD (AECD)
O u´ltimo efeito que analisaremos no cap´ıtulo sera´ caracterizado pela frequeˆncia de modulac¸a˜o
com limite de ressonaˆncia escrito como η(p) ≈ ω0 + ∆−, onde acoplamos os ı´ndices −D ↔ D.

























O termo L1,m+1,−D,D ≈ 0 (apeˆndice I). Portanto, a equac¸a˜o acima tambe´m vai a zero, pois todos
os termos exponenciais esta˜o fora da ressonaˆncia η(p) ≈ ω0 +∆−. Assim, conclu´ımos que para
o bombeio externo na˜o havera´ nunca havera´ aniquilac¸a˜o coerente de excitac¸o˜es. Isso comprova
que AECD e´ um fenoˆmeno novo que se deve exclusivamente a` modulac¸a˜o temporal de um dos
treˆs (ou todos os treˆs) paraˆmetros do sistema: ω, Ω ou g.
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Cap´ıtulo 4
Toy Model ao efeito Casimir
dinaˆmico
Um Toy Model (modelo de brinquedo) para o efeito Casimir dinaˆmico (ECD) e´ constru´ıdo a
partir das seguintes considerac¸o˜es: ha´ uma cavidade com paredes fixas e estamos interessados
em um u´nico modo do campo eletromagne´tico com frequeˆncia fixa e bem conhecida ω. Dentro da
cavidade ha´ N a´tomos de dois n´ıveis (representado pelos estados de excitac¸a˜o atoˆmica |g〉 e |e〉,
fundamental e excitado) com frequeˆncia de transic¸a˜o atoˆmica Ω. Portanto, havera´ interac¸a˜o luz-
mate´ria e desconhecemos os poss´ıveis valores da frequeˆncia de transic¸a˜o atoˆmica Ω e frequeˆncia
de acoplamento a´tomo-campo g, pore´m sabemos que Ω e´ bem diferente de que ω. A figura 1.1
desenha um modelo bastante interessante de Toy Model para o ECD, como visto, a cavidade tem
paredes fixas e com um modo do campo eletromagne´tico, contendo placa diele´trica fixa em um
ponto arbitra´rio. A placa oscila de acordo com uma lei externa de movimento (como representado
pela mola na figura). No entanto, para consolidar o Toy Model, consideraremos a placa um
ensemble de N a´tomos de dois-n´ıveis, assim manteremos a diferenc¸a ω−Ω bem maior que a taxa
de acoplamento a´tomo-campo g, ou seja, |ω − Ω| ≫ |g|. Os paraˆmetros do sistema X = {Ω, g, χ}
sera˜o perturbados externamente com variac¸o˜es escritas de acordo com X = X0+εxfX , sendo fX
representado pela equac¸a˜o (2.3). Na figura, a perturbac¸a˜o externa dos paraˆmetros e´ feita pelo
feixe vermelho, caracterizando a modulac¸a˜o das propriedades atoˆmicas. Assim, teremos sistema
com comportamento na˜o-estaciona´rio. Estudaremos o processo de criac¸a˜o de part´ıculas a partir
do estado de va´cuo, caracterizado pelo ECD. Analisaremos o fenoˆmeno por meio de uma das
formas mais simples de interac¸a˜o na natureza, a interac¸a˜o luz-mate´ria na aproximac¸a˜ de dipolo.
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4.1 Toy Model para ECDg
Ao considerar que a cavidade e a´tomos se encontram inicialmente no estado fundamental, escre-
veremos Hamiltoniano efetivo extra´ıdo da equac¸a˜o (3.50). O Hamiltoniano foi obtido na ocasia˜o
onde um u´nico a´tomo interage com um modo da cavidade. A modulac¸a˜o externa e´ feita quando
consideramos a frequeˆncia η(D) = 2 (ωg − ζ), ocasionando o fenoˆmeno que chamamos ECDg.




















resultado obtido quando considerado a menor ordem de g0∆− , sendo ∆− = ω − Ω o termo de
dissintonia. Definimos os operadores Aˆ = Sˆeiz6 e Aˆ† = Sˆ†e−iz6 , que sa˜o ana´logos aos operadores




, obedencendo as mesmas propriedades alge´bricas. Para
simplificar a notac¸a˜o vamos usar o operador de aniquilac¸a˜o “rotacionado”
aˆr = Sˆe
iz6 , (4.1)






= 1. A evoluc¸a˜o do operador sera´ governada pelo Hamil-
toniano independente do tempo e na˜o-linear escrito para o ECD











(termo na˜o-linear de Kerr),
qr =
|ϑ+|
2 (termo de squeezing) e nˆr = aˆ
†
raˆr. Ademais, desprezamos o termo proporcional a




. O Hamiltoniano (4.2) e´ bem conhecido das
predic¸o˜es teo´ricas em O´ptica Quaˆntica Na˜o Linear, pois descreve cavidade com meio o´tico na˜o-
linear (efeito Kerr) guiado pelo processo de amplificac¸a˜o parame´trica da luz (parametric down
conversion) (APL) [63]. A APL e´ interpretada como: um feixe de luz com frequeˆncia 2ω, ao
ser inserido em meio o´tico na˜o-linear, gera dois feixes distintos, um com frequeˆncia ω1 e outro
com frequeˆncia 2ω − ω1, mantendo a conservac¸a˜o de energia. No caso lidamos com o processo
degenerado, pois ω1 = ω2. O processo tem duas caracter´ısticas fundamentais: a criac¸a˜o de





, que descreve o caso mais simples para o ECD, como ja´ previsto em
[17]. Ale´m disso, outros trabalhos na literatura consideram o ECD um efeito de amplificac¸a˜o
parame´trica [54]. A presenc¸a do termo na˜o-linear α tem efeito f´ısico interessante, pois altera
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a dinaˆmica da criac¸a˜o de fo´tons dentro da cavidade, com o crescimento de fo´tons limitado por
saturac¸a˜o [13, 56].
Assim, faremos a primeira conclusa˜o resultante do Toy Model sugerido: o processo de criac¸a˜o
de fo´tons a partir do estado de va´cuo acontecera´ juntamente com a excitac¸a˜o dos graus de
liberdade internos dos a´tomos que compo˜e a placa. Portanto, teremos um sistema com a´tomo-
campo emaranhando-se. Isto ocorre porque na pra´tica sa˜o criados estados vestidos a´tomo-campo
(que no RD sa˜o aproximadamente |g, n〉), portanto o a´tomo adquire uma probabilidade pequena
pore´m finita de ser encontrado em estado excitado. Para descric¸a˜o real´ıstica do ECD devemos
considerar a soluc¸a˜o do Hamiltoniano na˜o-linear (4.2). No entanto, conhecemos separadamente
no formalismo de Heisenberg a soluc¸a˜o para Hamiltoniano com termo referente ao simples caso
do ECD ou caso que conte´m somente o termo de Kerr. Quando considerados em conjunto o
termo de ECD e Kerr, ainda na˜o se conhece a soluc¸a˜o anal´ıtica. Assim, buscaremos respostas
sobre a dinaˆmica de (4.2) considerando o caso da APL. Reescrevemos o Hamiltoniano (4.2) como










nu´mero. Escreveremos a evoluc¸a˜o de aˆr no formalismo de Heisenberg, usando apropriadamente
a equac¸a˜o de Heisenberg [63]
d
dt













































Para obter resposta completa sobre dinaˆmica do operador aˆr derivaremos (4.5) em respeito









aˆr = 0. (4.6)
A soluc¸a˜o proposta para a equac¸a˜o sera´ do tipo aˆr (t) = aˆr (0) e
λt. Com isso, ao substituirmos a






= 0. Portanto, teremos
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aˆr (t) = Aˆ1e
Bt + Bˆ1e−Bt,
sendo Aˆ1 e Bˆ1 operadores definidos posteriormente. A primeira condic¸a˜o para a soluc¸a˜o e´
considerar que para t = 0 teremos aˆr (t) = aˆr (0) e assim
aˆr (0) = Aˆ1 + Bˆ1. (4.7)











aˆr (0) + 2qraˆ
†





















Com os resultados obtidos em (4.7) e (4.8) temos conjunto de duas equac¸o˜es com duas varia´veis
a definir, Aˆ1 e Bˆ1. Assim, procederemos com sucessivas manipulac¸o˜es, partindo da primeira
considerac¸a˜o Aˆ1 = aˆr (0) − Bˆ1 que sera´ substitu´ıda em (4.8) fornecendo o valor para Bˆ1. Con-
sequentemente, obtemos reposta para Aˆ1. Portanto, escrevemos a soluc¸a˜o final para a dinaˆmica
de aˆr (t)
aˆr (t) = F∗aˆr (0) + Gaˆ†r (0) , (4.9)
onde definimos F ≡
{
cosh (Bt) + i〈Dˆr〉B sinh (Bt)
}
e G ≡ 2 qrB sinh (Bt) .
Com o resultado de (4.9) escrevemos a segunda conclusa˜o do Toy Model : na˜o havera´ o
crescimento exponencial no nu´mero de fo´tons dentro da cavidade caso tenhamos o termo na˜o-
linear de Kerr αr 6= 0. Isto ocorre porque quando tomamos 〈nˆr〉 → ∞ e fixamos um valor para
a dissintonia efetiva ωr, o valor de B torna-se imagina´rio. Portanto, a dinaˆmica de aˆr (t) para
tempos longos sera´ limitada, fato que atribu´ımos ao meio na˜o-linear de Kerr. Este resultado esta´
de acordo com as predic¸o˜es de [54], onde e´ sugerido que o crescimento de fo´tons dentro de uma
cavidade sem perdas e´ limitado. Assim, pelo menos neste caso super-idealizado, a controve´rsia
para o crescimento do nu´meros de fo´tons para longos tempos e´ resolvida. Para o caso onde
consideramos tempo finito, temos resposta encontrada na equac¸a˜o apresentada em (3.50), que
deve ser resolvida numericamente.
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4.2 Toy Model na presenc¸a bombeio externo
Outra considerac¸a˜o importante a respeito do Toy Model e´: a cavidade pode ser conduzida por
modulac¸o˜es prescritas por bombeio de luz cla´ssica. Portanto, estudaremos o Toy Model levando
em considerac¸a˜o o efeito dos termos id
(
aˆ† − aˆ) encontrados em (2.7). Partiremos do resultado
obtido em (3.94), para o caso de cavidade contendo um u´nico a´tomo sendo conduzida pelo


















† − ε(p)d Aˆ
)
,
resultado obtido quando considerado a menor ordem de g0∆−
√
m. Quando na˜o levamos em
considerac¸a˜o o termo na˜o-linear de Kerr α e desprezamos termos de ordens maiores que g0∆−
√
m









† − ε(p)d Aˆ
)
. (4.10)
Assim, ao somar (4.10) no lado direito de (3.50), mantendo os mesmos crite´rios de eliminac¸a˜o
usado na obtenc¸a˜o de (4.10), definimos Hamiltoniano apropriado para ECD considerando o
bombeio externo







sendo aˆr definido em (4.1). Introduzimos ρ e ξ coeficientes complexos e independentes do tempo.






































e portanto reescrevemos (4.12)
d
dt





O procedimento para obter a soluc¸a˜o de (4.13) sera´ ana´logo ao que fora utilizado na obtenc¸a˜o
de (4.9). Portanto, derivaremos (4.13) em func¸a˜o do tempo, obtendo equac¸a˜o diferencial de
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segunda ordem. Propomos soluc¸a˜o escrita em func¸a˜o de termos exponenciais com constantes
arbitra´rias a serem definidas posteriormente. Em seguida, impomos condic¸o˜es iniciais para
a soluc¸a˜o e a primeira derivada quando considerado t = 0. Consequentemente, conseguimos
encontrar valores para as constantes arbitra´rias e assim escrevemos a soluc¸a˜o de aˆr como




r (0) sinh(|ξ| t) +
ρ
ξ
[cosh(|ξ| t)− 1]− i ρ
∗
|ξ| sinh(|ξ| t). (4.14)
Analisaremos a dinaˆmica de (4.14) calculando o nu´mero me´dio de fo´tons 〈nˆr〉 dentro da cavi-
dade.O caso mais importante e´ considerando quando a´tomo e campo se encontram inicialmente
no estado fundamental, para qual aˆr |0〉 = 0. O ca´lculo do nu´mero me´dio sera´ conduzido por
〈nˆr〉 = 〈0| aˆ†raˆr |0〉, onde substituiremos o resultado de (4.14) e seu hermitiano conjulgado na
me´dia. Assim, procederemos com algumas manipulac¸o˜es e obteremos o nu´mero me´dio dado por
〈nˆr〉 = sinh2(|ξ| t) + 2 |ρ|
2
|ξ|2 [cosh(|ξ| t)− sinh(|ξ| t) sin (2φρ − φξ)] [cosh(|ξ| t)− 1] , (4.15)
onde escrevemos ξ e ρ em termos de seus mo´dulos e fases, ξ = |ξ| eiφξ e ρ = |ρ| eiφρ .
A primeira considerac¸a˜o que faremos para o nu´mero me´dio de fo´tons consiste em analisar a
dinaˆmica para o tempo inicial. Para isso, consideraremos |ξ| t≪ 1, e expandiremos em se´rie as







Portanto, conclu´ımos que o nu´mero me´dio de fo´tons na˜o tem dependeˆncia com as fases, quando
consideramos o processo para o tempo inicial. No entanto, quando consideramos o nu´mero me´dio
para tempos longos, as fases φρ e φξ tera˜o grande importaˆncia. A diferenc¸a apropriada entre
as fases (2φρ − φξ) alterara´ o comportamento do nu´mero me´dio dos fo´tons gerados na cavidade
quando considerado o bombeio externo, como mostra a expressa˜o exata
〈nˆr〉 = sinh2(|ξ| t) + 2 |ρ|
2
|ξ|2 e
±|ξ|t [cosh(|ξ| t)− 1] , para 2φρ − φξ = ∓π
2
+ 2πk, (4.17)
com k sendo definido nu´mero inteiro. Podemos considerar os casos particulares para a diferenc¸a
de fase considerada na equac¸a˜o acima. O valor do nu´mero me´dio de fo´tons para tempos grandes



















4.2 Toy Model na presenc¸a bombeio externo 74
Portanto, o nu´mero me´dio de fo´tons dependera´ diretamente da escolha apropriada de (2φρ −
φξ). Como percebemos em (4.18), a escolha
(
2φρ − φξ = −pi2 + 2πk
)
se mostra mais vantajosa,
pois explicita o crescimento exponencial nas duas parcelas do lado direito. Ja´ a escolha de(
2φρ − φξ = pi2 + 2πk
)
na˜o e´ ta˜o eficaz, pois e´ acompanhada de um u´nico termo com crescimento
exponencial e mais um termo constante. Assim, a escolha certa de (2φρ − φξ) pode amplificar
consideravelmente a gerac¸a˜o de fo´tons na presenc¸a do bombeio externo guiado por um processo
de 1− fo´ton. Ale´m do mais, a verificac¸a˜o experimental do nosso modelo pode ser feita atrave´s
da medic¸a˜o de 〈nˆr〉, onde podemos considerar que o nu´mero me´dio depende tanto da fase do
bombeio externo, quanto da modulac¸a˜o dos paraˆmetros ε
(j)
X encontrados na definic¸a˜o (2.64).
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Cap´ıtulo 5
Regime ressonante: ECD e similares
Vamos relembrar os autovalores do modelo de Jaynes-Cummings (JC)







∆2− + 4g20n e ∆− = ω0 − Ω0 definido como termo de dissintonia. O sistema que
consideramos (cavidade mais interac¸a˜o a´tomo-campo) nos forneceu duas ana´lises: a primeira
considera que o termo de dissintonia ∆− e´ bem maior que a frequeˆncia de acoplamento a´tomo-
campo g0, ∆− ≫ g0 o que caracteriza o regime dispersivo (RD); outra ana´lise e´ extra´ıda com o
limite inverso, quando a frequeˆncia de acoplamento a´tomo-campo g0 e´ bem maior que o termo
de dissintonia, nos levando a considerar que |∆−| /g0 ≪ 1, o que caracteriza o regime ressonante
(RR). No cap´ıtulo 3 consideramos somente a formulac¸a˜o do RD, analisando o efeito Casimir
dinaˆmico, comportamento do regime Anti-Jaynes-Cummings e o novo efeito interpretado como
Anti-efeito Casimir dinaˆmico. Neste cap´ıtulo analisaremos tais efeitos, pore´m na formulac¸a˜o do
RR.
5.1 Formulac¸a˜o do Regime
Quando consideramos a formulac¸a˜o do RR consideramos g0 muito maior que o termo de dissinto-
nia. Portanto, uma maneira simplificada de analisar a dinaˆmica e´ supoˆr que o termo dissintonia
sera´ nulo |∆−| = 0, considerando θn>0 = π/4 (apeˆndice B). A formulac¸a˜o do RR e seus respec-
tivos valores e´ encontrada no apeˆndice I. Para o atual regime os autovalores de JC sa˜o escritos
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como
λn,S = ω0n+ S |g0|
√
n, (5.2)
e para o estado fundamental λ0 = 0. Escrevendo os poss´ıveis valores de S = ± teremos a
diferenc¸a entre as autoenergias
λn,+ − λn,− = 2g0
√
n.
A dinaˆmica do circuito na˜o-estaciona´rio composto por um u´nico a´tomo pode ser analisada
com aux´ılio da equac¸a˜o (2.83.), que descreve o modelo matema´tico mais geral ao problema. Como
feito no cap´ıtulo 3, calcularemos os coeficientes de acoplamento definidos em (2.84) apropriados
ao RR (todos os valores usados para obter os coeficientes podem ser vistos nos apeˆndices I e J).
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No RR os coeficientes sa˜o obtidos sob o limite |g0|
√
m≪ ω0, onde aproximamos que a frequeˆncia
de modulac¸a˜o sera´ da ordem da frequeˆncia da cavidade η(j) ∼ ω0. No cap´ıtulo 3 descrevemos a
importaˆncia dos coeficientes de acoplamento ao analisar os efeitos f´ısicos, pois cada coeficiente
teve efetividade dentro de um limite de ressonaˆncia estipulada para a frequeˆncia de modulac¸a˜o.
Novamente os estados quaˆnticos se acoplam de acordo com as poss´ıveis combinac¸o˜es de ± en-
contrados nos coeficientes de acoplamento.
5.1.1 Efeitos ECD, AJC e AECD
Da equac¸a˜o (3.25) extra´ımos os autovalores corrigidos λ˜m+2,S− λ˜m,T , que estipulara˜o os valores
de ressonaˆncia para η(j). Portanto, todos os acoplamentos sera˜o entre estados que transitam com
excitac¸o˜es m↔ m+ 2 . Assim, da equac¸a˜o (3.25) extra´ımos a diferenc¸a entre as autoenergias
λm+2,S − λm,T = 2ω0 + g0
(S√m+ 2− T √m) , (5.9)
e quando substitu´ımos os valores S, T = ±, teremos
λm+2,+ − λm,+ = 2ω0 + g0
(√
m+ 2−√m) : ECDg (5.10)














λm+2,− − λm,− = 2ω0 − g0
(√
m+ 2−√m) : ECDe. (5.13)
As diferenc¸as entre as autoenergias indicam os efeitos encontrados na ana´lise do RD. Dos valores
obtidos acima estipulamos a ressonaˆncia apropriada a cada efeito. Os EV em sua formulac¸a˜o
mais geral sa˜o escritos como
|ϕn,S〉 = sn,S |g, n〉+ cn,S |e, n− 1〉 , (5.14)
com os coeficientes
sn,+ = sin θn; sn,− = cos θn
cn,+ = cos θn; cn,− = − sin θn. (5.15)
Na formulac¸a˜o do atual regime consideramos θn>0 = π/4, com isso escrevemos os EV como
|ϕn,S〉 = 1√
2
{|g, n〉+ S |e, n− 1〉} . (5.16)
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De (5.16) inferimos que no RR os estados quaˆnticos que se acoplara˜o devido as modulac¸o˜es
externas sa˜o estados superpostos, com isso criamos estados emaranhados entre a´tomo e campo.
Portanto, para as poss´ıveis diferenc¸as contidas em λm+2,S − λm,T temos os acoplamentos entre
os estados |ϕm,T 〉 ↔ |ϕm+2,S〉 va´lidos para qualquer valor m, T e S. Os poss´ıveis acoplamentos
entre estados sera˜o guiados pelas poss´ıveis ressonaˆncias η(r) = λm+2,S − λm,T . Estudando o
acoplamento referente ao ECDg (5.10), escrevemos para m > 0
1√
2
{|g,m〉+ |e,m− 1〉} ↔ 1√
2
{|g,m+ 2〉+ |e,m+ 1〉} . (5.17)
Quando consideramos que a modulac¸a˜o se inicia a partir do estado inicial de va´cuo |g, 0〉 criamos
a superposic¸a˜o entre os estados
{|g, 0〉} ↔ 1√
2
{|g, 2〉+ |e, 1〉} . (5.18)
No RR, acoplamos estados emaranhados que transitam entre |g, 0〉, |e, 1〉 e |g, 2〉. Para a
frequeˆncia η(D) ≈ 2ω0 geralmente espera-se criac¸a˜o de va´rios fo´tons via ECD. No RR o es-
pectro do sistema a´tomo-campo e´ na˜o-harmoˆnico, portanto e´ imposs´ıvel acoplar mais que um
par de estados vestidos de uma so´ vez. Os resultados encontrados para o ECDe sa˜o obtidos
quando analisamos λm+2,− − λm,−. Os coeficientes de acoplamento dos efeitos ECDg e ECDe
sa˜o representados por (5.5) e (5.8) e efetivamente tem valores pro´ximos e conte´m termo comum
que denota a criac¸a˜o de um fo´ton
√
m+ 1. No RR, as taxas de criac¸a˜o de excitac¸o˜es sa˜o muito
maiores que no regime dispersivo comparando os coeficientes nas fo´rmulas para Θm+2,T ,S .
Para analisar o efeito denominado AJC no RR, escolheremos a diferenc¸a apropriada entre as
autoenergias λm+2,− − λm,+, o que caracteriza o regime AJC, pois para ECDg o acoplamento
e´ entre estados com |ϕm,+〉 e |ϕm+2,+〉, portanto de acordo com a nomenclatura no RD para
o regime AJC o acoplamento deve ser |ϕm,+〉 e |ϕm+2,−〉. Isto acontece porque no RD tanto o
ECDg quanto o AJC acontecem se o estado inicial tiver zero excitac¸o˜es (ou seja, |g, 0〉), enquanto
ECDe e AECD acontecem para o estado inicial com pelo menos uma excitac¸a˜o. A frequeˆncia
de modulac¸a˜o tera´ valor de η(r) = λm+2,− − λm,+ ≈ 2ω0 quando consideremos |g0|
√
m ≪ ω0.
De antema˜o, ja´ podemos concluir que o comportamento AJC no RR tambe´m sera´ caracterizado
pela criac¸a˜o de um par de excitac¸o˜es. Para o comportamento AJC no RR, temos
1√
2
{|g,m〉+ |e,m− 1〉} ↔ 1√
2
{|g,m+ 2〉 − |e,m+ 1〉} , (5.19)
e quando considerado a partir do estado de va´cuo assume a forma
{|g, 0〉} ↔ 1√
2
{|g, 2〉 − |e, 1〉} .
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O regime AECD e ECDe sera˜o como os demais, guiado pela criac¸a˜o de pares de excitac¸o˜es.
5.1.2 Bombeio externo
Para o bombeio externo analisaremos a dinaˆmica contida na equac¸a˜o (3.85), caso particular de
(2.83) quando conduzida por frequeˆncia de modulac¸a˜o em torno de η(p) ≈ ω0. Da equac¸a˜o (3.85)
podemos escrever a diferenc¸a entre os autovalores
λm+1,S − λm,T = ω0 + g0
(S√m+ 1− T √m) , (5.20)
e com S, T = ± teremos
λm+1,+ − λm,+ = ω0 + g0
(√
m+ 1−√m) : Comportamento para cavidade fundamental













: Comportamento de excitac¸a˜o atoˆmica
λm+1,− − λm,− = ω0 − g0
(√
m+ 1−√m) : Comportamento para cavidade excitada.
Das diferenc¸as de autovalores percebemos que havera´ no ma´ximo um fo´ton criado, pois as res-
sonaˆncias de η(j) sera˜o em torno de ω0. A frequeˆncia de modulac¸a˜o estipulada ao bombeio
externo no RR sera´ aproximadamente η(p) ≈ λm+1,S − λm,T e com o bombeio cla´ssico consegui-
mos acoplar os seguintes estados quaˆnticos |ϕm,T 〉 ↔ |ϕm+1,S〉. Portanto, cria-se sempre uma
excitac¸a˜o. O resultado e´ va´lido para todos m, T e S. Escolhendo o comportamento relatado
por λm+1,+ − λm,+, acoplamos os estados
1√
2
{|g,m〉+ |e,m− 1〉} ↔ 1√
2
{|g,m+ 1〉+ |e,m〉} .
Por exemplo, para o estado |g, 1〉 acoplamos
{|g, 1〉} ↔ 1√
2
{|g, 2〉+ |e, 1〉} .
Da equac¸a˜o acima observamos a criac¸a˜o de apenas uma excitac¸a˜o, isto ocorre devido ao espec-
tro na˜o-harmoˆnico do sistema total a´tomo-campo. No RD a diferenc¸a de energia entre algumas
transic¸o˜es eram muito pro´ximas (cavidade em estado fundamental e excitado) permitindo aco-
plamento entre mais de um par de estados. Ja´ no RR as diferenc¸as de energia sa˜o sempre
diferentes, com isso, acoplamos apenas um par de EV para uma frequeˆncia de modulac¸a˜o.
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Outros efeitos relatados pelas diferenc¸as das autoenergias teˆm efeito final semelhante ao caso
analisado. Criamos superposic¸a˜o de EV quando consideramos a modulac¸a˜o externa de um ou
todos os paraˆmetros para o caso de bombeio externo, o que possibilita um alto grau de controle
na criac¸a˜o dos novos estados superpostos.
5.2 Efeito pro´ximo ao regime ressonante
Podemos considerar situac¸a˜o onde o regime de aproximac¸a˜o estara´ pro´ximo dos limites res-
sonantes sendo escrito como |∆−| ≪ 2g0. Para analisar os poss´ıveis efeitos relativos a esta
aproximac¸a˜o vamos escrever os autovalores do modelo de JC













. Como consideramos |∆−| ≪ 2g0 aproximaremos o
valor de βn fazendo a expansa˜o para
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e reescrevemos as autoenergias de JC como













No apeˆndice B encontramos os valores de sin θn e cos θn, escreveremos tais quantidades ja´ con-
siderando as poss´ıveis expanso˜es devido ao limite adotado


















Com os resultados das func¸o˜es sin θn e cos θn aproximadas escreveremos os EV







































Assim, obtemos estados emaranhados que ira˜o se acoplar de acordo com a modulac¸a˜o externa.
Uma maneira de escrever formulac¸a˜o geral aos EV pro´ximo da ressonaˆncia e´ utilizar a definic¸a˜o
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do s´ımbolo de dissintonia D = ∆−/ |∆−|. A formulac¸a˜o dos autovalores e dos EV quando


































































Para uma breve ana´lise do regime pro´ximo da ressonaˆncia consideraremos a equac¸a˜o (3.25) e
dela extra´ımos as poss´ıveis diferenc¸as entre autoenergias λm+2,S−λm,T , que quando escolhemos
S, T = ±D nos fornecera´ como respostas
λm+2,D − λm,D ≈ 2ω0 +Dg0
(√
m+ 2−√m)












λm+2,−D − λm,−D ≈ 2ω0 −Dg0
(√
m+ 2−√m) .
E´ interessante observarmos as diferenc¸as entre as autoenergias escritas acima, pois elas se
assemelham com as diferenc¸as entre as autoenergias para o RR com ∆− = 0. A diferenc¸a
ba´sica e´ que aqui sa˜o apresentadas com o s´ımbolo de dissintonia D. Os efeitos ja´ analisados
ECD, AJC e AECD sa˜o encontrados de acordo com as diferenc¸as ja´ conhecidas. Por exemplo,
dependendo do valor que se escolhe a D poderemos ter frequeˆncia de modulac¸a˜o em torno de η ≈
2ω0±g0
(√
m+ 2−√m), o que descreve a fenomenologia dos conhecidos ECDg e ECDe. Outra







de acordo com escolha apropriada de D ira´ descrever os efeitos AJC e AECD. Assim, ECDg e
ECDe pertencem a uma classe de fenoˆmenos, enquanto AJC e AECD pertencem a` outra classe
de fenoˆmenos no RR. No regime pro´ximo ao RR, podemos criar mais de duas excitac¸o˜es usando
multimodulac¸o˜es com mais de uma frequeˆncia ressonante, onde cada frequeˆncia acopla um par de
EV. Portanto, embora tenhamos considerado apenas modulac¸o˜es harmoˆnicas, o nosso formalismo
tambe´m contempla modulac¸o˜es na˜o-perio´dicas, que consistem de diferentes frequeˆncias pro´ximas




Discusso˜es finais e Concluso˜es
6.1 Autovalor harmoˆnico
Desejamos ver o que acontece no sistema quando, por exemplo, N for par ou ı´mpar, assim como
estudar a dinaˆmica quando N → ∞, que de acordo com [36, 49] tera´ o comportamento de um
oscilador harmoˆnico. Comec¸aremos nossa discussa˜o partindo da equac¸a˜o (2.8) e vamos calcular









relembrando que E0,k = Ω0k. Quando adotamos o regime ressonante (RR), temos Ω0 = ω0.
Iremos definir o autoestado harmoˆnico contendoM excitac¸o˜es como |HM 〉. Portanto, desejamos
que o autovalor do Hamiltoniano quando aplicado neste estado seja λM = ω0M , que tem espectro
similar ao de um oscilador harmoˆnico. Escreveremos o Hamiltoniano como

















A equac¸a˜o (6.3) contem termo diagonal para o nu´mero de excitac¸o˜es representado por ( nˆ +∑N
k=1 kσˆk,k). Assim, consideramos Hˆ01|HM 〉 = ω0M |HM 〉. Portanto, encontramos o autovalor
harmoˆnico, pore´m necessitamos resolver a seguinte equac¸a˜o para encontrar o respectivo autoes-
tado
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Hˆ02|HM 〉 = 0 . (6.5)




αj |2j,M − 2j〉, (6.6)
com αj constante de normalizac¸a˜o. Ao aplicar (6.3) em (6.6) teremos





(M − 2j)αj |2j,M − 2j〉+ 2j
N/2∑
j=0
αj |2j,M − 2j〉


= ω0M |HM 〉, (6.7)
o que confirma que |HM 〉 e´ um autoestado harmoˆnico de (6.3) com autovalor harmoˆnico.
Agora, devemos confirmar a hipo´tese apresentada em (6.5). Substituiremos o ansatz (6.6)















M − 2j + 2G0,2j−2 + αj
√
M − 2j + 1G0,2j−1
)
|2j− 1,M − 2j + 1〉.(6.8)
Portanto, escrevemos a fo´rmula de recorreˆncia
αj = −αj−1G0,2j−2
√
M − 2j + 2
G0,2j−1
√
M − 2j + 1 . (6.9)
Obtemos αj 6= 0 partindo do resultado normalizado de α0. Assim, sempre que N for um
nu´mero par havera´ autoestado harmoˆnico e a diferenc¸a entre os autovalores harmoˆnicos sera´
λM+2 − λM = 2ω0. Portanto, a criac¸a˜o de fo´tons na cavidade sera´ ilimitada para a modulac¸a˜o
dos paraˆmetros com frequeˆncia 2ω0.
Quando consideramos N um nu´mero ı´mpar, havera´ um autoestado harmoˆnico |HM 〉 somente




αj |2j,M − 2j〉. (6.10)
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Quando o nu´mero de excitac¸o˜es M for M > N − 1, escrevemos
Hˆ02|HM 〉 =
√












M − 2j + 1G0,2j−1|2j− 1,M − 2j + 1〉. (6.11)




M − 2j + 2G0,2j−2 + αj
√
M − 2j + 1G0,2j−1
)
=
0, pore´m para obter Hˆ02|HM 〉 = 0 de acordo com (6.11) devemos impoˆr que G0,N−1α(N−1)/2 = 0.
Quando G0,N−1 6= 0 (que e´ o caso aqui), isto ira´ implicar que α(N−1)/2 = 0 e enta˜o a equac¸a˜o
para αj sera´ zero. Portanto na˜o existe autoestado harmoˆnico paraM > N−1, assim, conclu´ımos
que somente N − 1 fo´tons sera˜o criados a partir do estado de va´cuo. Resultados nume´ricos que
comprovam a gerac¸a˜o limitada ou ilimitada de fo´tons dependendo do valor de N podem ser
encontrados em [36,49].
6.2 Concluso˜es
Nesta dissertac¸a˜o no´s estudamos teoricamente, a interac¸a˜o entre um “a´tomo artificial” e um
u´nico modo do campo eletromagne´tico confinado em um ressonador de guia de onda unidimen-
sional. O trabalho foi desenvolvido no contexto de regime na˜o-estaciona´rio de Eletrodinaˆmica
quaˆntica de circuitos (EDQc), onde um ou mais paraˆmetros do sistema X = {ω,Ω, g, χ, d} sa˜o
modulados por func¸o˜es perio´dicas (ou quase-perio´dicas) X = X0 + εxfX , impostas externa-
mente. Ale´m disso, consideramos que o sistema pode ser conduzido por um bombeio cla´ssico
de luz coerente. Obtemos formalismo matema´tico fechado na base de estados vestidos (EV)
para descrever o comportamento na˜o trivial do sistema na˜o-estaciona´rio, o resultado tendo sido
encontrado por meio de sucessivas aproximac¸o˜es baseadas no me´todo de RWA.
De acordo com a equac¸a˜o piloto obtida, podemos estipular valores para a frequeˆncia de
modulac¸a˜o ressonante η(j). Ao adotar o regime dispersivo (RD) consideramos um poss´ıvel valor
η(D) ≈ 2ω0. Para este valor da frequeˆncia de modulac¸a˜o estamos no regime do efeito Casimir
dinaˆmico (ECD), que tem como caracter´ıstica a criac¸a˜o de pares de excitac¸o˜es a partir de um
estado inicial. O ECD foi analisado de duas maneiras: ECDg e ECDe. A primeira, o ECDg
e´ caracterizado por ter o a´tomo partindo do estado de excitac¸a˜o fundamental, criando pares de
fo´tons e acoplando os estados quaˆnticos da seguinte maneira |ϕm,D〉 ↔ |ϕm+2,D〉. A segunda
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maneira, o ECDe, e´ considerado quando o a´tomo encontra-se inicialmente no estado excitado,
criando pares de fo´tons de acordo com o acoplamento |ϕm,−D〉 ↔ |ϕm+2,−D〉.
Quando consideramos a modulac¸a˜o de um ou mais paraˆmetros do sistema por multi-frequeˆncias
e escolhendo o valor η(AC) ≈ 2ω0 + ∆−, deduzimos microscopicamente um novo fenoˆmeno, o
anti-efeito Casimir dinaˆmico (AECD), que tem como caracter´ıstica a destruic¸a˜o coerente de um
par de excitac¸o˜es do sistema e caracterizado por criar o seguinte acoplamento entre estados
quaˆnticos: |g,M〉 ↔ |e,M − 3〉. Quando consideramos o valor η(A) ≈ 2ω0 − ∆− estamos na
formulac¸a˜o do regime anti-Jaynes Cummings (AJC), processo caracterizado pela a criac¸a˜o de
um u´nico fo´ton acompanhado da mudanc¸a do estado de excitac¸a˜o atoˆmica, sendo o acoplamento
entre os estados quaˆnticos dado da seguinte forma |g,M〉 ↔ |e,M + 1〉.
Ao estudar a gerac¸a˜o de fo´tons a partir do estado de va´cuo, obtivemos Hamiltoniano efetivo,
que pode servir de Toy Model para o ECD implementado por meio de um objeto diele´trico
vibrante dentro da cavidade. O Hamiltoniano apropriado a` interac¸a˜o luz-mate´ria e´ caracterizado
por conter um termo responsa´vel pela criac¸a˜o de pares de fo´tons e criac¸a˜o de estados comprimidos
(squeezed states), ale´m de apresentar um termo na˜o-linear, o efeito Kerr. A combinac¸a˜o desses
dois termos muda drasticamente o crescimento de fo´tons dentro da cavidade, esclarecendo a
controve´rsia duradoura a respeito do comportamento assinto´tico de ECD na auseˆncia de perdas
significativas.
Quando consideramos o bombeio externo cla´ssico de 1-fo´ton, analisamos o caso onde podemos
criar fo´tons um a um, para a frequeˆncia de modulac¸a˜o η(P ) ≈ ω0. Outro efeito relacionado
ao bombeio no regime dispersivo e´ chamado comportamento de excitac¸a˜o atoˆmica, quando o
sistema esta´ sob bombeio na˜o ha´ criac¸a˜o de fo´tons, ocorrendo apenas a mudanc¸a no estado de
excitac¸a˜o atoˆmica. Destruic¸a˜o coerente de excitac¸o˜es na˜o e´ observada quando considerado o
bombeio cla´ssico, comprovando que AECD ocorre apenas para modulac¸a˜o temporal de um dos
paraˆmetros do sistema: g, Ω ou ω .
No regime ressonante (RR) o principal efeito e´ a criac¸a˜o de estados emaranhados |ϕm,S〉 =
1√
2
{|g, n〉+ S |e, n− 1〉}, que podem ser u´teis nas a´reas de Informac¸a˜o e Computac¸a˜o Quaˆntica.
Todos os resultados dessa dissertac¸a˜o esta˜o atualmente submetidos para publicac¸a˜o [64].
6.2.1 Futuras aplicac¸o˜es do trabalho
• Calcular numericamente os resultados encontrados no trabalho;
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• Estudar analiticamente casos mais real´ısticos, onde se considera sistema com perdas;
• Obter resultados nume´ricos para sistemas com perdas;
• Estudar caso de um ensemble com N ≫ 1;
• Buscar soluc¸o˜es anal´ıticas para as equac¸o˜es diferenciais encontradas;




Consideraremos o conjunto de N a´tomos de dois n´ıveis indistingu´ıveis interagindo com um modo


















Por haver somente a´tomos indistingu´ıveis, podemos ter a seguinte base de estados
|ψ1, ψ2, ψ3, ..., ψn, ...ψcampo〉 , (A.2)
onde i = 1, 2, 3..., n podem representar g ou e, a representac¸a˜o do estado fundamental ou exci-




|e(1)〉|e(2)〉 · · · |e(k)〉|g(k+1)〉 · · · |gN 〉, (A.3)
onde N e´ a constante de normalizac¸a˜o.
Ao considerar o conjunto de a´tomos juntamente com todas as poss´ıveis excitac¸o˜es, podemos
escrever uma combinac¸a˜o entre a´tomo e excitac¸o˜es











 = N !






k! (N − k)!
N !
.
Com isso escrevemos o ED normalizado
|N,k〉 =
√
k! (N − k)!/N !
∑
p
|e(1)〉|e(2)〉 · · · |e(k)〉|g(k+1)〉 · · · |gN 〉, (A.6)
e escreveremos o estado normalizado acima como |N,k〉 ≡ |k〉. Temos que |k〉 na˜o e´ um autoes-
tado do operador σˆ
(j)




z , |k〉 e´ autoestado. Ao aplicarmos
o operador Sˆz no autoestado |k〉, temos
Sˆz|k〉 = (2k −N) |k〉. (A.7)
Referente ao operador σˆ
(j)





que quando aplicado no autoestado |k〉 produzira´ N

 N − 1
k − 1

 termos, resultando em
Sˆ−|k〉 =
√
k (N − k + 1)|k− 1〉. (A.8)
Para o operador σˆ
(j)




+ que ao ser aplicado em |k〉 ira´ produzir
N

 N − 1
N − k − 1

 termos, resultando em
Sˆ+|k〉 =
√
(N − k) (k + 1)|k+ 1〉. (A.9)
Portanto, ao truncar um operador unita´rio 1ˆ =
∑N







∣∣k′〉 〈k′∣∣ Sˆz |k〉 〈k| = N∑
k=0







∣∣k′〉 〈k′∣∣ Sˆ+ |k〉 〈k| = N∑
k=0
√







∣∣k′〉 〈k′∣∣ Sˆ− |k〉 〈k| = N∑
k=0
√
k (N − k + 1) |k − 1〉 〈k| . (A.12)
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(N − k) (k + 1) |k + 1〉 〈k|
+
√
k (N − k + 1) |k − 1〉 〈k|
}}
, (A.13)
onde definimos Ek = kΩ e Gk = g
√








†)(σˆk+1,k + σˆk,k+1). (A.14)
89
Apeˆndice B
Estados Vestidos e Auto-Valores de
JC
B.1 Estados Vestidos
A interac¸a˜o entre a luz e a mate´ria se caracteriza como um dos processos mais fundamentais da
natureza. Ao considerarmos o modelo em que um u´nico modo de um campo eletromagne´tico
interage com um a´tomo de dois n´ıveis (qubit) espera-se a emissa˜o ou absorc¸a˜o de um quanta
de energia, como tambe´m a mudanc¸a dos estados atoˆmico deste qubit. Um Hamiltoniano que











onde ω0 e´ a frequeˆncia do campo, Ω0 e´ a frequeˆncia de transic¸a˜o atoˆmica e g0 e´ o termo de
acoplamento a´tomo-campo. O termo nˆ e´ o operador nu´mero (aˆ†aˆ), os termos de aˆ† e aˆ sa˜o os
operadores criac¸a˜o e aniquilac¸a˜o. O operador do estado atoˆmico e´ σˆz (matrizes de Pauli) que
pode ser representado por σˆ+σˆ− − σˆ−σˆ+.
Aplicando a equac¸a˜o (B.1) no estado de excitac¸a˜o atoˆmica fundamental, teremos







n |e, n− 1〉 . (B.2)
Portanto, obtemos para o estado fundamental
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HˆJC |g, 0〉 = −Ω0
2
|g, 0〉 . (B.3)
O auto-valor apresentado pela equac¸a˜o (B.3) e´ menor valor de energia do sistema. Escreveremos
(B.1) inserindo o autovalor obtido em (B.3)
HˆJC → HˆJC + Ω0
2






HˆJC |g, 0〉 = 0. (B.5)
A equac¸a˜o (B.5) mostra o autovalor para o estado de va´cuo sendo nulo, ou seja, a energia
associada ao va´cuo e´ mı´nima, onde λ0 = 0.
Escrevemos o autoestado com n excitac¸o˜es como
|ϕn〉 = α |g, n〉+ β |e, n− 1〉 . (B.6)
O estado apresentado em (B.6) e´ um estado normaliza´vel e devido a isso escrevemos
|〈ϕn|ϕn〉|2 = α2 + β2 = 1,
o que nos induz a concluir que os valores dos coeficientes equivalem a α2 = sin2 θn e β
2 = cos2 θn.
Portanto, o estado apresentado na equac¸a˜o (B.6) torna-se
|ϕn,+〉 = sin θn |g, n〉+ cos θn |e, n− 1〉 (B.7)
ou
|ϕn,−〉 = cos θn |g, n〉 − sin θn |e, n− 1〉 . (B.8)
Estados quaˆnticos como (B.7)e (B.8) sa˜o usualmente chamados na literatura de estados vesti-
dos (dressed states) (EV), por descreverem a interac¸a˜o de a´tomo com o campo em um u´nico
estado.
No trabalho em ana´lise, generalizaremos os EV como
|ϕn,S〉 = sn,S |g, n〉+ cn,S |e, n− 1〉 , (B.9)
onde S = ±. Definimos os coeficientes
sn,+ = sin θn; sn,− = cos θn
cn,+ = cos θn; cn,− = − sin θn.
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O estado fundamental na representac¸a˜o dos EV sera´
|ϕ0〉 = |g, 0〉 . (B.10)
Ademais, podemos escrever |g, n〉 e |e, n− 1〉 em func¸a˜o dos EV
|g, n〉 = sin θn|ϕn,+〉+ cos θn|ϕn,−〉 (B.11)
|e, n− 1〉 = cos θn|ϕn,+〉 − sin θn|ϕn,−〉. (B.12)
B.2 Auto Valores de JC
Escreveremos a equac¸a˜o de autovalor usando o estado apresentado em (B.9)
HˆJC |ϕn,S〉 = λn,S |ϕn,S〉 , (B.13)
λn,S e´ a autovalor do Hamiltoniano empregado pelo modelo de JC.
Para obter valores de λn,S , lembraremos que S = ± e escolheremos o ı´ndice + em (B.13)
HˆJC |ϕn,+〉 =
{








n sin θn + [ω0 (n− 1) + Ω0] cos θn
} |e, n− 1〉 , (B.14)
e utilizando da definic¸a˜o feita em (B.7), teremos
HˆJC |ϕn,+〉 = λn,+ sin θn |g, n〉+ λn,+ cos θn |e, n− 1〉 . (B.15)
Ao comparar (B.14) com (B.15), escrevemos as equac¸o˜es
λn,+ sin θn = ω0n sin θn + g0
√
n cos θn
λn,+ cos θn = g0
√
n sin θn + [ω0 (n− 1) + Ω0] cos θn.
Para obter o autovalor λn,+, vamos isolar os termos de cos θn
cos θn =









{λn,+ − ω0 (n− 1)− Ω0} . (B.17)
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Igualando as duas u´ltimas equac¸o˜es obtemos








{λn,+ − ω0 (n− 1)− Ω0}
g20n = {λn,+ − ω0n} {λn,+ − ω0n+ ω0 − Ω0} . (B.18)
Usaremos a definic¸a˜o de dissintonia ∆− = ω0 − Ω0. Assim, obtemos a seguinte equac¸a˜o
quadra´tica
λ2n,+ + λn,+ (∆− − 2ω0n) + ω20n2 − ω0n∆− − g20n = 0,











Escrevemos a equac¸a˜o para λn,+





escolhendo o sinal + com θn =
pi







Para obter o autovalor relativo a λn,− usamos o mesmo me´todo e como resposta, temos





Obtida as equac¸o˜es para λn,+ e λn,−, podemos generalizar as soluc¸o˜es para os auto-valores
do Hamiltoniano de JC





Lembrando dos termos de cos θn teremos
93





(λn,+ − ω0n) ,





(λn,+ − ω0n) ,




















na equac¸a˜o (B.21) o valor de n sempre sera´ de n > 0 e θn abedece ao intervalo de 0 a π/2. O





















Soluc¸a˜o para o ansatz de Am,T (t)
Considerarando a equac¸a˜o (2.22), escrevemos































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉, (C.1)






m,T ,T e´ muito maior que os demais coe-
ficientes da equac¸a˜o acima, escreveremos o ansatz proposto por (2.23), temos

























m,T ,T e x = Am,T (t). Resolveremos a equac¸a˜o (C.3) por























para o processo de integrac¸a˜o, faremos uma simples substituic¸a˜o de varia´veis, onde η(j)t+φ(j) = u





















sin (u) du, (C.5)
escrevemos a soluc¸a˜o final como









Adaptando (C.6) ao problema em ana´lise, escreveremos a soluc¸a˜o do ansatz, teremos































Escreveremos a equac¸a˜o (2.25) por conter termos de alta oscilac¸o˜es na˜o desejados ao problema
iB˙
(1)







































































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉, (D.1)
procederemos com a seguinte aproximac¸a˜o baseado no argumento do primeiro termo exponencial
de (D.1), que por ter alta frequeˆncia aproximaremos como
∑′
j
∣∣∣ΓX,jm,S,S − ΓX,jm,T ,T ∣∣∣
η(j)
≪ 1. (D.2)
Portanto, expandiremos em se´rie de Taylor o primeiro termo exponencial de (D.1) considerando















































aplicando a expansa˜o acima em (D.1)
iB˙
(1)


















































































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (D.4)
Em (D.4) utilizaremos o me´todo RWA (apeˆndice F) e faremos as seguintes aproximac¸o˜es
∑′
j
∣∣∣ΓX,jm,S,S − ΓX,jm,T ,T ∣∣∣
























































eit(λn,T −λn,S)An,S(t) 〈ϕm,T | Hˆ2|ϕn,S〉. (D.6)



































































m,T ,S e´ muito maior que os demais coeficientes, aproximaremos






















m,S (t) . (E.2)
Propomos como soluc¸a˜o o ansatz
B
(1)




















it(λm,T −λm,S−η(j)) − 1










Uma vez que a soluc¸a˜o foi proposta, se faz necessa´rio que verifiquemos sua validade, para tal,





















































agora derivaremos a equac¸a˜o acima e procederemos com aproximac¸a˜o conduzida pelo me´todo






λm,T − λm,S ± η(j)
≪ 1. (E.5)



























Aproximac¸a˜o de onda girante
(Rotating Wave Approximation -
RWA)
F.1 Soluc¸a˜o




A = −iqeitWB (F.1)
d
dt
B = iqe−itWA. (F.2)
Desejamos obter as soluc¸o˜es das duas equac¸o˜es apresentadas, portanto, isolaremos os termos de
A e B. Assim, reescrevemos (F.1) e (F.2), obtendo













em seguida, podemos derivar A ou B para obter equac¸a˜o desacoplada. Ao escolher derivar (F.4),























− q2A = 0. (F.6)







− q2B = 0. (F.7)
Os resultados (F.6) e (F.7) sa˜o equac¸o˜es diferenciais lineares de segunda ordem, homogeˆneas
e com coeficientes constantes. O me´todo geral para resolver as equac¸o˜es e´ sugerir uma soluc¸a˜o
da forma
A = eλt, (F.8)
sendo λ um paraˆmetro constante, ao substituir (F.8) em (F.6) e considerando que todo eλt 6= 0,
obtemos a chamada equac¸a˜o caracter´ıstica
λ2 − iWλ− q2 = 0, (F.9)




W 2 − 4q2
2
, (F.10)











W 2 − 4q2
2
. (F.12)




sendo A1 e A2 constantes arbitra´rias. Escreveremos R =
√
W 2 − 4q2 e substituindo os valores





para B a soluc¸a˜o e´ feita de forma semelhante e escrevemos
B = B1e
−it(W−R)/2 +B2e−it(W+R)/2. (F.15)
A condic¸a˜o incial dada a (F.14) diz que para t = 0 teremos A = A0, com isso obtemos
A0 = A1 +A2. (F.16)
Para B a condic¸a˜o inicial e´ a mesma, sendo B = B0. Manipularemos alge´bricamente a equac¸a˜o







somando e subtra´ındo W da equac¸a˜o acima, temos
A0 =
A0 (W +R)−A0 (W −R)
2R
,
somando e subtra´ındo 2qB0 na u´ltima expressa˜o
A0 =
[A0 (W +R) + 2qB0]
2R
− [A0 (W −R) + 2qB0]
2R
. (F.17)
Portanto, ao comparar (F.17) com (F.16) conclu´ımos que
A1 =
[A0 (W +R) + 2qB0]
2R
(F.18)
A2 = − [A0 (W −R) + 2qB0]
2R
, (F.19)
ao substituir os valores de (F.18) e (F.19) em (F.14) e com simples manipulac¸a˜o, obtemos a





e−itR/2 [(W +R)A0 + 2qB0]− eitR/2 [(W −R)A0 + 2qB0]
}
, (F.20)





e−itR/2 [(W −R)B0 + 2qA0]− eitR/2 [(W +R)B0 + 2qA0]
}
. (F.21)





Na obtenc¸a˜o das soluc¸o˜es (F.20) e (F.21) foi considerado W 2 − 4q2 > 0, onde escrevemos que
R =
√
W 2 − 4q2. (F.22)
O interesse pra´tico da RWA acontece quando |q| ≪ |W |. Consideraremos na ana´lise presente que
os termos W e q sa˜o frequeˆncias de alta e baixa oscilac¸a˜o, respectivamente. Dada a condic¸a˜o,
iremos expandir a ra´ız contida em (F.22)


































































e−2itα − e−itW ) . (F.25)
Definimos α constante da ordem de ∼ O(q2i /Wi). Ao analisar as equac¸o˜es (F.24) e (F.25)
recenhecemos os termos referentes a frequeˆncia q e W . Quando |q| ≪ |W | podemos escrever
A ≃ A0eitα
B ≃ B0e−itα.













A RWA tera´ a caracter´ıstica de eliminar os termos com altas oscilac¸o˜es. Aproximac¸o˜es como




A soluc¸a˜o mais geral e exata ao problema e´ dada pela equac¸a˜o (2.45). No trabalho a equac¸a˜o
foi dividida num conjunto de 7 linhas, onde em cada linha foram relalizadas aproximac¸o˜es que
seguem o protocolo da RWA. O me´todo de aproximac¸a˜o que sera´ utilizido para todas as linhas
seguem um mesmo padra˜o, portanto, exemplificaremos a aproximac¸a˜o referente a linha 3 (2.49).



















it(λm,T −λm,S−η(j)) − 1














×eit(λm,S−λm−2,R) − L2,m+2,S,RB(2)m+2,R (t) eit(λm,S−λm+2,R)
}
. (G.1)
Para efetuarmos as poss´ıveis aproximac¸o˜es em (2.49) vamos explicitar o paraˆmetro χ escrevendo-
o como
χ = χ0 + εχfχ,


















(h) − e−iφ(h)χ e−itη(h)
)
.



































































































































































Eliminaremos os termos de alta frequeˆncia encontrados na equac¸a˜o acima com o aux´ılio das









λm,T − λm,S ± η(j)
χ0L2,m+2,S,R











































 1λm,S − λm−2,R + η(h) ≪ 1.
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O resultado obtido ainda apresenta termos de alta oscilac¸a˜o. No entanto, das aproximac¸o˜es
previamentes utilizadas, conclu´ımos as aproximac¸o˜es finais
χ0L2,m+2,S,R




λm,S − λm−2,R ,
1
2L2,m+2,S,Rεχ






























































λm,T − λm,S + η(h)
− e
−iφ(h)X
















onde levamos o ı´ndice h→ j. As demais linhas seguem o mesmo padra˜o e todas as aproximac¸o˜es
utilizadas se encontram no decorrer de desenvolvimento do problema.
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Apeˆndice H
Eliminando o Shift de frequeˆncia
No apeˆndice F foram demonstrados os crite´rios de eliminac¸a˜o para termos de ra´pida oscilac¸a˜o.
A eliminac¸a˜o e´ realizada pelo famoso me´todo RWA. Seguindo os padro˜es de soluc¸a˜o proposto















Para obtermos as soluc¸o˜es de (H.1) e (H.2) consideraremos que o ı´ndice i assumira´ os valores de
i = 1, 2, 3 . Escrevemos
d
dt
A = −iq1eitW1B1 − iq2eitW2B2 − iq3eitW3B3. (H.3)
Quando adotamos o limite em que q1 ≫ q2, q3 a equac¸a˜o (H.1) torna-se
d
dt
A ≃ −iq1eitW1B1. (H.4)
A soluc¸a˜o sera´ de acordo com o apeˆndice F onde adotamos o limite |q| ≪ |W |. A soluc¸a˜o
aproximada sera´




eitα2 − eitW1} , (H.5)
onde αi sa˜o constantes da ordem ∼ O(q2i /Wi). O coeficiente A0 e´ considerado dependente do










eitα2 − eitW1}+ iα2 q1
W1
eitα2B1 − iq1eitW1B1. (H.6)
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B = iqeitWA. (H.7)








eitα2 − eitW1}A1+ iα2 q1
W1
eitα2B1− iq1eitW1B1. (H.8)
Como os termos αi sa˜o constantes da ordem ∼ O(q2i /Wi) vamos despreza´-los, incluindo a sua





itα1 − iq1eitW1B1. (H.9)
Substituindo o resultado (H.9) em (H.3) encontramos nova equac¸a˜o diferencial
d
dt
A0 = −iq2eitW2B2 − iq3eitW3B3.
Ao considerar limite q2 ≫ q3 a equac¸a˜o acima resultara´ em
d
dt
A0 ≃ −iq2eitW2B2. (H.10)
A soluc¸a˜o para (H.10) segue o mesmo procedimento empregado em (H.4), a soluc¸a˜o sera´




eitα4 − eitW2} . (H.11)




itα3 − iq2eitW2B2, (H.12)
portanto, substituiremos (H.12) em (H.10) obtendo
A˙00 = −iq3eitW3B3. (H.13)
A soluc¸a˜o de (H.13) segue o mesmo padra˜o das soluc¸o˜es dadas as equac¸o˜es (H.4) e (H.10), sendo





eitα6 − eitW3} . (H.14)













eitα4 − eitW2} . (H.15)
Quando colocamos (H.15) em (H.5), chega-se em















eitα6 − eitW3} eitα31 , (H.16)





sera´ chamada de α1 enquanto as demais constantes de mesma ordem sera˜o charamdas α2. Assim,
reescrevemos (H.16) de forma generalizada






eitWi − eitα2} . (H.17)
A soluc¸a˜o para a equac¸a˜o (H.2) e´ obtida pelo mesmo me´todo utilizado para (H.1), sendo










Na ana´lise do problema foram feitas algumas definic¸o˜es, como exemplo, o coeficiente Gama
(CG) e os coeficientes relativos a Hˆ2. As quantidades contidas em cada definic¸a˜o sera˜o obtidas
ao utilizarmos a definic¸a˜o dos estados vestidos (EV). Todas as quantidades sera˜o fundamentais
na formulac¸a˜o dos regimes que sera˜o adotados: regime ressonante (RR) e regime dispersivo
(RD). Comec¸aremos calculando os paraˆmetros dentro de uma formulac¸a˜o geral.
Partindo da definic¸a˜o contida em (2.15)
Γm,T ,S = 〈ϕm,T | Hˆ1|ϕm,S〉,
ao considerar a forma expandinda de Hˆ1 obteremos os seguintes coeficientes
Γω,jm,T ,S = εωw
(j)












g 〈ϕm,T | (aˆσˆk+1,k + aˆ†σˆk,k+1)|ϕm,S〉. (I.3)
Exemplificaremos a obtenc¸a˜o do autovalor para a primeira definic¸a˜o, lembrando que|ϕm,S〉 =
sm,S |g,m〉+ cm,S |e,m− 1〉, obtemos
Γω,jm,T ,S = εωw
(j)













ω [sin θm cos θm]
Γω,jm,−,+ = εωw
(j)
















ΓΩ,jm,+,− = −εΩw(j)Ω sin θm cos θm









g (sm,T cm,S + cm,T sm,S)





















Os coeficientes de Hˆ2 sa˜o






m+ 1 sin θm cos θm+2
Λ0,m+2,+,− = −
√
m+ 1 sin θm sin θm+2
Λ0,m+2,−,+ =
√
m+ 1 cos θm cos θm+2
Λ0,m+2,T ,S = −
√
m+ 1 cos θm sin θm+2,
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L1,m+1,T ,S = 〈ϕm,T | aˆ|ϕm+1,S〉
L1,m+1,T ,S =
√





m+ 1 sin θm sin θm+1 +
√
m cos θm cos θm+1
L1,m+1,+,− =
√
m+ 1 sin θm cos θm+1 −
√
m cos θm sin θm+1
L1,m+1,−,+ =
√
m+ 1 cos θm sin θm+1 −
√
m sin θm cos θm+1
L1,m+1,−,− =
√
m+ 1 cos θm cos θm+1 +
√
m sin θm sin θm+1,
L2,m+2,T ,S = 〈ϕm,T | aˆ2|ϕm+2,S〉
L2,m+2,T ,S =
√
(m+ 2) (m+ 1)sm,T sm+2,S +
√
(m+ 1) (m)cm,T cm+2,S
L2,m+2,+,+ =
√
(m+ 2) (m+ 1) sin θm sin θm+2 +
√
(m+ 1) (m) cos θm cos θm+2
L2,m+2,+,− =
√
(m+ 2) (m+ 1) sin θm cos θm+2 −
√
(m+ 1) (m) cos θm sin θm+2
L2,m+2,−,+ =
√
(m+ 2) (m+ 1) cos θm sin θm+2 −
√
(m+ 1) (m) sin θm cos θm+2
L2,m+2,−,− =
√
(m+ 2) (m+ 1) cos θm cos θm+2 +
√
(m+ 1) (m) sin θm sin θm+2.
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g = 0, Γg,jm,−,+e
iφ
(j)
g = 0, Γg,jm,−,−e
iφ
(j)
g = −√mε(j)g .
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m+ 1sm,T sm+1,S +
√












m+ 1−√m) , L1,m+1,−,+ = 1
2
(√















































































L22,m+2,S,T = (m+ 1)
2 .
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I.2 Formulac¸a˜o do regime dispersivo
I.2.1 Formulac¸a˜o Geral ao Regime Dispersivo D = ±
Finalizando a analise, generalizaremos o RD considerando D = ± e consideraremos a menor











Os EV sa˜o escritos da seguinte forma
|ϕm,S〉 = sm,S |g,m〉+ cm,S |e,m− 1〉 , (I.5)
com S = ±D
|ϕm,D〉 = |g,m〉+ g0
∆−
√
m |e,m− 1〉 (I.6)
|ϕm,−D〉 = |e,m− 1〉 − g0
∆−
√
m |g,m〉 = −D
{










ω = 0, Γω,jm,D,De
iφ
(j)













































Ω ≈ ε(j)Ω ,
















Ω ≈ −D√mε(j)g , Γg,jm,−D,−Deiφ
(j)
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Λ0,2,T ,D ≈ g0|∆−|
√
2, Λ0,2,T −D ≈ −D, Λ0,m+2,D,D ≈ g0
∆−
√
(m+ 1) (m+ 2)
Λ0,m+2,D,−D ≈ −D
√
m+ 1, Λ0,m+2,−D,D ≈ D
√









L1,1,T ,D ≈ 1, L1,1,T ,−D ≈ g0|∆−| , L1,m+1,D,D ≈
√
m+ 1, L1,m+1,D,−D ≈ g0|∆−|





2, L2,2,T ,−D ≈ 2 g0|∆−| , L2,m+2,D,D ≈
√
(m+ 2) (m+ 1)
L2,m+2,D,−D ≈ 2 g0|∆−|
√





Coeficientes de acoplamento e shifts
de frequeˆncia
J.1 Coeficientes e Shifts
No apeˆndice I calculamos os valores de alguns coeficientes definidos no problema, como o coe-
ficiente gama (CG) e os coeficientes relativos a Hˆ2. Neste apeˆndice calcularemos as definic¸o˜es
dadas por (2.84), (2.71) e (2.80). Expressaremos o coeficiente de acoplamento independente do
tempo e os shifts de ressonaˆncia de acordo com os limites impostos ao regime ressonante (RR)












λm,T − λm−1,S + η(j)
− |L1,m+1,T ,S |
2
λm+1,S − λm,T + η(j)
}
. (J.1)
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λm+1,S − λm,T + η(j)
}
. (J.5)









∣∣∣∑N−1k=0 Λk,m,S,T G0,k − iL2,m,S,T χ0∣∣∣2
λm,T − λm−2,S + ν(1)m,T − ν(1)m−2,S
−
∣∣∣∑N−1k=0 Λk,m+2,T ,SG0,k − iL2,m+2,T ,Sχ0∣∣∣2








∣∣∣∑N−1k=0 iΛk,m,S,T ε(j)∗G,k + L2,m,S,T ε(j)∗χ ∣∣∣2
λm,T − λm−2,S + ν(1)m,T − ν(1)m−2,S + η(j)
−
∣∣∣∑N−1k=0 iΛk,m+2,T ,Sε(j)∗G,k + L2,m+2,T ,Sε(j)∗χ ∣∣∣2





A partir deste momento, vamos negligenciar os termos de ordem de ∼Mε2g/ω0 (tambe´m consi-



















































































































































 L2,m,S,Tλm,T − λm−2,S + ν(1)m,T − ν(1)m−2,S + η(j)
− L2,m+2,T ,S
















k=0 G0,kΛk,m+2,T ,R − iχ0L2,m+2,T ,R








k=0 G0,kΛk,m+2,R,S − iχ0L2,m+2,R,S













G,kΛk,m+2,T ,S − iε(j)χ L2,m+2,T ,S
}
. (J.11)









g0Λ0,2,T ,R − iχ0L2,2,T ,R






















g0Λ0,m+2,T ,R − iχ0L2,m+2,T ,R















ε(j)g Λ0,m+2,T ,S − iε(j)χ L2,m+2,T ,S
}
. (J.13)
A formulac¸a˜o geral para os coeficientes de acoplamento e shifts de ressonaˆncia sa˜o expostos
pelas equac¸o˜es acima. Nas sec¸o˜es que seguira˜o escreveremos as definic¸o˜es, pore´m de acordo com
os limites do RR e RD.
J.1.1 Regime dispersivo
Toda formulac¸a˜o do regime dispersivo e´ encontrada no apeˆndice I. Relembrando que |∆−| /2≫
|g0|
√
m sendo D = ∆−/ |∆−|. Escreveremos os coeficientes de acoplamente a partir da equac¸a˜o
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g0Λ0,2,T ,+ − iχ0L2,2,T ,+








g0Λ0,2,T ,− − iχ0L2,2,T ,−










ε(j)g Λ0,2,T ,S − iε(j)χ L2,2,T ,S
}
.

















































































































































































ε(j)g Λ0,m+2,T ,S − iε(j)χ L2,m+2,T ,S
}
.
Outro coeficiente que pode ser escrito na formulac¸a˜o do RD e´ o apresentado na equac¸a˜o (J.13).
Utilizaremos a formulac¸a˜o geral do RD, onde D∆− = |∆−| e manteremos sempre a ordem mais
baixa de g0/∆−. Apo´s longas manipulac¸o˜es alge´bricas obtemos
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Os coeficientes (J.15)-(J.21) sa˜o resultados mais gerais dentro do RD. Sendo que cada coe-
ficiente podera´ assumir valores distintos, de acordo a ressonaˆncia estipulada para η(j). Sa˜o os
limites de ressonaˆncia: η(D) ≈ 2ω0; η(A) ≈ ∆+ e η(AC) ≈ 2ω0 + ∆−. Por exemplo, quando
escolhemos a frequeˆncia de ressonaˆncia η(AC) sabemos que a diferenc¸a entre as autoenergias
apropriada e´ λm+2,−D − λm,D ≃ 2ω0 +∆−. Com isso o coeficiente de acoplamento servira´ para
acoplar −D → D. O coeficiente que melhor representa a ressonaˆncia η(AC) e´ escrito em (J.21)
e que caracterizara´ o efeito que denominaremos de “Anti-ECD”.
Os shifts de ressonaˆncia sera˜o calculados de maneira semelhante aos coeficientes de aco-
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M,χ0M, εχM ≪ ω0, (J.26)







































































































































































































Os shifts de ressonaˆncia sera˜o calculados de maneira semelhante ao RD, consideraremos a
aproximac¸a˜o |g0|
√
m ≪ ω0 e negligenciaremos os shifts da ordem de ∼ mε2g/ω0. Substituindo















































































M,χ0M, εχM ≪ ω0, (J.35)
onde M representa o nu´mero ma´ximo de excitac¸o˜es. Os shifts que passaram pelo processo do
SFN sa˜o
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