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4.12 Cross-section view (x̂-ẑ plane) of the antenna and absorber loaded cavity
showing the electric field Re{Ey} at 3 GHz when excited to produce ŷ
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buried 5 cm in the sand: cross-polarized peak CP response (d), co-polarized
peak CP response (e), and false color map (f). . . . . . . . . . . . . . . . . 173
xxvi
A.1 Depictions of meshes generated by CST for the different solvers for the
improved sinuous design (P = 8, RT = 5 cm, α = 45◦, and τ = 0.7628).
Note that the FEM and FIT meshes are three-dimensional but only two-
dimensional cuts are shown. . . . . . . . . . . . . . . . . . . . . . . . . . 183
A.2 Comparison of input impedance Zant and match S11 to 267 Ω for the im-
proved sinuous design when simulated with different CST solvers: time
domain (FIT), frequency domain (FEM), and integral equation (IE) [86]. . . 184
A.3 Comparison of realized gain for the improved sinuous design when simu-
lated with different CST solvers and open boundary conditions. The time-
domain solver (FIT) with a PML boundary, frequency-domain (FEM) with
both PML and SIBC boundaries. . . . . . . . . . . . . . . . . . . . . . . . 186
B.1 Gaussian pulse with different parameters: vmax = 0.75 V, µ = 0 ns, and
σ = 1 ns (left); and vmax = 1 V, µ = 1 ns, and σ = 0.5 ns (right). . . . . . . 192
B.2 Example Differentiated Gaussian pulse with 1 V peak voltage and max-
imum spectral energy at 3.2 GHz. The pulse is shown in both the time
domain (left) and frequency domain (right). . . . . . . . . . . . . . . . . . 194
B.3 Example double-differentiated Gaussian pulse. The time-domain represen-
tation of the signal (left) shows a peak amplitude of 1 V at 0.36 ns, while
the frequency-domain (right) shows maximum spectral energy at 3 GHz. . . 195
B.4 Example sinusoidally-modulated Gaussian pulse. The time-domain repre-
sentation of the signal (left) shows a peak amplitude of 1 V at 0.72 ns, while
the frequency-domain (right) shows maximum spectral energy at 5 GHz. . . 196
xxvii
SUMMARY
The research presented in this dissertation analyzes the operation of the sinuous antenna
and seeks to overcome practical design challenges for radar applications. The sinuous an-
tenna can operate over ultra-wide bandwidths while producing polarization diversity, which
makes the antenna an attractive candidate for polarimetric radar. The specific application
addressed in this work is the detection of targets close to the ground surface with ground-
penetrating radar (GPR).
The sinuous antenna may suffer from unintended resonant modes which distort the
radiation and will produce ringing when the antenna is used to transmit pulses. An inves-
tigation was performed to determine the correlation between design parameters and these
resonant modes. Design guidance is presented, which mitigates the excitation of these
modes. A new sinuous antenna outer truncation technique is also presented, which pre-
vents low-frequency resonances. A sinuous antenna is designed, fabricated, and measured
to validate the proposed design guidance.
Dispersion in sinuous antennas is another undesirable characteristic when radiating
pulses. Since the active region on the antenna moves with frequency, the spectral con-
tent of the radiation is spread out over time. The original pulse may be reconstructed by
applying a phase correction that compensates the dispersive effects. A simple dispersion
model that is suitable for a fieldable system is proposed and implemented for both simu-
lated and measured sinuous antennas. The dispersion is dependent on the sinuous antenna
design variables. An optimization procedure is used to fit the model to the specific sinuous
antenna. With the developed dispersion model, the sinuous antenna may be successfully
used to transmit and receive temporally compact pulses.
When attempting to detect targets close to the ground surface, GPR systems often em-
ploy a bistatic antenna configuration. Such a configuration is used to improve the isolation
between the transmit and receive channels; however, this leads to extreme bistatic angles
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that often reduce system performance. The operation of the sinuous antenna as an array of
closely spaced yet independent arms is investigated as a potential quasi-monostatic antenna
with a low height profile. The quasi-monostatic configuration dramatically reduces the
bistatic angles, which significantly improves performance for close-in targets while keep-
ing the isolation to a manageable level. A prototype antenna is fabricated and integrated
into a GPR testbed. The polarimetric nature of the antenna allows for the discrimination




The objective of Remote Sensing is to provide systems a means to determine or infer in-
formation about an object or location that may not be readily available for interrogation
by natural human perception. Often, the use of electromagnetic waves, with frequencies
lower than the visible spectrum, are used for such sensing since target information may
be inferred by analyzing the scattering produced by an incident wave. This technique is
referred to as radar1 and has been in use since just prior to World War II [2]. Since its
inception, radar engineers have sought continuously to extract additional target informa-
tion with increasing accuracy from the scattered electromagnetic wave. This search has
lead to many advances in both electromagnetics and signal processing. One such develop-
ment is the exploitation of wave polarization to provide additional target information [3].
By detecting two orthogonal senses of polarization, additional target characteristics may
be obtained and used for target classification, e.g., discriminating between human-made
objects and naturally occurring ones.
Perhaps one of the most challenging applications of such electromagnetic sensing is
that of detecting buried objects utilizing ground-penetrating radar (GPR) systems. Buried
objects of interest include utilities, treasure, archaeological items, and buried hazards such
as landmines. Not only is the unaided detection of such objects difficult since they are
hidden by soil, but exploratory excavation may also represent significant safety risks. The
successful implementation of a GPR system requires significant technical hurdles to be
overcome. Not the least of which are unknown properties of the propagation medium,
air-to-ground interface reflection, signal-path loss, and significant clutter due to unwanted
1 The term radar is an acronym for RAdio Detection And Ranging (RADAR) [1]. However, capitalization
is not used in the literature since the term is considered a common noun.
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targets such as rocks, debris, and soil variations. Polarimetry may be used to overcome
some of these obstacles by increasing the accuracy of target classification. However, almost
all current GPR systems utilize singularly polarized antennas in order to reduce size and
complexity.
Sinuous antennas provide both ultra-wide bandwidth (UWB) as well as polarization
diversity. The four-arm sinuous antenna is capable of producing orthogonal sets of both
linear and circular polarization depending on the feeding arrangement. Other wideband an-
tenna designs provide similar capabilities; however, they require relatively large and often
complex three-dimensional structures in order to produce orthogonal senses of polariza-
tion. Alternatively, the sinuous antenna may be implemented as a planar structure. These
attributes have made the sinuous antenna useful in many applications such as electromag-
netic pulse (EMP), human health monitoring, and radio astronomy. The combination of
polarimetric capabilities with a low profile makes the sinuous antenna attractive to po-
larimetric remote-sensing applications, particularly, close-in sensing applications such as
GPR.
The objective of this research is, in general, to utilize the sinuous antenna for polari-
metric sensing. An emphasis will be placed on the application to polarimetric detection
of subsurface targets, i.e., GPR. Sinuous antennas are particularly suited for such an ap-
plication as they are capable of producing UWB radiation with polarization diversity in
a low-profile form factor. However, there is limited information provided on sinuous an-
tennas in the current literature. This research will provide detailed analysis, utilizing both
simulation and measurement of the sinuous antenna resulting in design guidance for pulsed
radar applications. Additionally, the operation of the sinuous antenna arms as four indi-
vidual elements will be explored to realize a compact, quasi-monostatic, polarimetric GPR
system.
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Figure 1.1: Illustration of basic GPR operation utilizing bistatic antennas.
1.1 GPR Antennas
Ground-penetrating radar (GPR) systems operate by coupling electromagnetic waves into
the soil and measuring the resultant back-scattered signal produced by discontinuities in the
subterranean material. These discontinuities (also referred to as targets) may be the result
of buried human-made objects or natural phenomena such as rocks, soil strata, cavities, and
others. The GPR processes the received signals in an effort to detect and classify targets of
interest. The ability to reliably detect and classify subterranean targets is often hampered
by a large amount of non-interest targets or “clutter.” A typical GPR measurement setup is
illustrated in Figure 1.1.
In order to correctly discriminate between desired targets and clutter, target information
must be accurately inferred from the received signals. Target range information, i.e., depth
and length, may be determined by coherently processing wide-signal bandwidths. Addi-
tionally, by coherently processing multiple measurements collected as the GPR is scanned
along the soil surface, cross-range information may be inferred, i.e., cross-range position
and width. This technique is referred to as Synthetic Aperture Radar (SAR) [4]. Finally,
target shape information may be obtained by analyzing the polarization of the scattered
wave relative to the polarization of the transmitted wave. This technique is referred to as
polarimetry and has significant application in the classification of targets [5, 6]. However,
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Figure 1.2: Illustration of basic GPR operation utilizing a monostatic antenna.
almost all current GPR systems utilize singularly polarized antennas to reduce the size and
complexity of the system. Further, GPR antennas are usually operated bistatically to in-
crease isolation between transmit and receive channels. This bistatic configuration often
results in extreme bistatic angles, as illustrated in Figure 1.1. At such extreme angles, the
antennas often have reduced polarization purity and pattern uniformity over the operating
band, which may degrade system performance. Therefore, a polarimetric GPR operated in
a configuration similar to that illustrated in Figure 1.2, is desired.
Recently, a polarimetric antenna based on resistive-vee elements was developed for
GPR applications [7, 8]. The antenna’s resistive-vee elements were interleaved to achieve
smaller bistatic angles, i.e., quasi-monostatic (see Figure 1.3). While these antennas work
well, the antenna structure is relatively large and complex. Additionally, such antennas
may couple strongly to metal detector coils placed nearby if the GPR is used in conjunc-
tion with an electromagnetic induction (EMI) sensor [9, 10]. These issues may represent
significant design hurdles for practical GPR systems. One example is the PSS-14 landmine
detection system [11], shown in Figure 1.42, which employs both GPR and EMI sensors
with the EMI coil surrounding the GPR antennas. As can be seen, sizeable and complex
antenna structures which couple to nearby coils would be problematic. It is therefore de-
2PSS-14 photo used with permission, courtesy of Military.com.
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Figure 1.3: Polarimetric GPR antenna composed of resistive-vee elements. The resistive-
vee elements are interleaved to achieve quasi-monostatic operation.
sired for GPR applications to obtain a low-profile antenna capable of transmitting multiple
polarizations over ultra-wide bandwidths. Further, the ability to operate the antenna in a
monostatic or quasi-monostatic system in order to achieve good antenna performance for
close-in targets is also desired.
1.2 Sinuous Antenna Background
The sinuous antenna was first published in a patent by DuHamel in 1987. The patent
describes the sinuous antenna as the combination of the frequency-independent spiral and
log-periodic antenna (LPA) concepts [12]. Spiral antennas produce ultra-wideband (UWB)
radiation but are limited to a single circular polarization depending on the winding. LPAs
are inherently linearly polarized, and four-element LPAs may be designed to produce both
dual-linear and dual-circular polarization from the same aperture [13]. However, LPAs
result in apertures on the order of 2λ in circumference [13]—twice that of spiral antennas
[14]. Comparatively, sinuous antennas are capable of producing ultra-wideband (UWB)
5
Figure 1.4: Soldier operating the PSS-14 landmine detector1.
radiation with polarization diversity in a form factor smaller than an LPA (similar to that of
a spiral) [12, 15].
These properties have made the sinuous antenna useful in many applications such as:
wireless communications [16, 17], direction-finding [18, 19], human-health monitoring
[20], radio astronomy [21, 22, 23, 24, 25], terahertz detectors [26, 27, 28, 29, 30], global
positioning systems (GPS) [31], electromagnetic pulse (EMP) [32], and electronic war-
fare [33, 34]. Polarimetric radar systems [3] are an especially intriguing use case due to
the ability of the four-arm sinuous antenna to produce dual-polarized radiation over wide
bandwidths. Other wideband antenna designs such as quad-ridge horn [35], Vivaldi [36],
and resistive-vee [7] antennas provide similar capabilities. However, they require rela-
tively large and often complex three-dimensional structures in order to produce orthogonal
senses of polarization. Alternatively, the sinuous antenna may be implemented as a pla-
nar structure. With these attributes, the sinuous antenna shows promise for many sensing
applications—in particular, ground-penetrating radar (GPR). Although sinuous antennas
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have been connected to GPR applications in the literature [37, 38], to the author’s knowl-
edge, system integration, and specific sinuous antenna design analysis has not been pro-
vided.
1.2.1 Design
Sinuous antennas are comprised of N arms each made up of P cells where the curve of the
pth cell is described in polar coordinates (r, φ) by3






whereRp+1 ≤ r ≤ Rp [12]. In Equation 1.1,Rp controls the outer radius, τp the growth rate
i.e., Rp+1 = τRp, and αp the angular width of the pth cell (see Figure 1.5). The argument
of the sin function ranges from π → 0 as r ranges from τpRp → Rp. Thus, the sinusoidal
component of Equation 1.1 provides half of a sinusoidal like curve (positive values only),
as illustrated in Figure 1.6. Consequently, the sign term (−1)p−1 is required in order for
the curve to oscillate between ±αp+1 and ∓αp. The curve is then rotated ± the angle δ
in order to fill out the arm. In this analysis, the antennas are fed by a self-complementary
arrangement of orthogonal bow-tie elements, each feeding a set of opposing sinuous arms
(see Figure 1.5).
The angular width of the sinuous antenna metalization is controlled by the angle δ.
When setting δ = 90◦/N , the sinuous antenna structure is considered self-complementary,
i.e., the metal and non-metal areas are identical only offset by a rotation. The parameter
α does not affect this condition as only δ controls the metal to non-metal ratio. In the
four-arm sinuous antenna case, δ equal to 22.5◦ results in a self-complementary structure,
3 The astute reader will notice subtle differences between Equation 1.1 and that presented in [12]. The
exponent of the sign component is arbitrary in that it must merely provide a sign difference between consec-
utive cells. Here p−1 was chosen in order to control the direction of the wrap for illustration purposes. Next,
the value of π in the sin(...) function is replaced by 180 in the original equations. This is purely determined
by the underlying implementation of the sin function. The sin functions that expect input argument to be in
units of radians require π while those that expect degrees instead require 180.
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Figure 1.5: Illustration of sinuous antenna design parameters: (left) angular width α, ex-
pansion ratio τ , and outermost cell radius R1; (center) curve rotation angle δ; (right) self-
complementary sinuous antenna design having parameters N = 4, P = 8, α = 60◦, and






















Figure 1.6: Illustration of the sinuous curve equation sinusoidal component for various
values of the expansion ratio τ . Note that the curve is less skewed as τ approaches unity.
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as illustrated in Figure 1.5. The self-complementary condition is desired since it helps to
ensure the sinuous antenna’s input impedance is both real and frequency independent [39,
40]. However, in [41], the authors broke the self-complementary condition near the feed
to improve the match to a 100 Ω feed. Additionally, some have investigated using values
of δ not equal to 90◦/N to improve bandwidth when the self-complementary condition
has already been broken by the inclusion of a ground plane [22, 42] or in the case of a
non-complementary two-arm sinuous antenna [34].
The number of arms in a sinuous antenna may vary depending on the application; the
DuHamel patent describes both N = 4 and N = 6 designs [12]. Since the original intent
of the antenna was to produce dual-circular polarization, DuHamel indicated N must be
greater than two [12]. However, two-arm (N = 2) sinuous antennas have been investigated
by several authors in the literature [34, 40, 43, 44, 45, 46]. Further, it has been shown that
self-complementary two-arm sinuous antennas act like spirals with the sense of polarization
oscillating between RHCP and LHCP depending on frequency [44]. Although not present
in the literature, it may be possible to construct a single-arm sinuous antenna operated in a
monopole fashion. Four-arm (N = 4) sinuous antennas, shown in Figure 1.5, are the most
common variant as they represent the simplest version capable of producing two orthogonal
senses of polarization.
As shown in Equation 1.1, both the expansion ratio τ and angular width α may vary
from cell to cell [12]. Some have allowed τ to increase with r in order to achieve better
power handling by preventing tiny trace widths near the feed [47, 48]. Maintaining α
and τ constant for all cells results in a log-periodic structure [12]. For such a structure,
the radiated fields at frequency f will repeat, since the structure repeats (scaled in size),
at frequencies τnf where n is an integer [49]. Allowing either or both τ and α to vary
between cells results in a quasi-log-periodic structure since the fields no longer repeat with
a constant periodicity in log-space [12]. Theoretically, τ may vary over the range of 0 →
1; however, values larger than 0.56 are recommended for good pattern uniformity [12].
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Moreover, the quality of the patterns increases as τ approaches unity, although this comes
at lower efficiency due to increased conductor losses [33, 39]. Furthermore, larger values
of τ result in thinner (harder to fabricate) traces [39] as well as increased dispersion in the
antenna [50, 51]. Design equations in [12] relate α to both the beamwidth and bandwidth
of the sinuous antenna. The low-frequency cutoff of the sinuous antenna is dependent on
the total angular sweep of the arms at the outer radius, and the wavelength at cutoff can be
approximated as
λL/4 = R1(α + δ), (1.2)
where α and δ are in radians [12]. Therefore, when designing a compact antenna for lower
frequencies of operation, antenna designers may be motivated to choose large values for
α. However, for large values of α, the sinuous begins to act like a spiral with alternating
senses of circular polarization [17]. Published values of α range from 45◦ to 90◦ [44,
52] with some authors choosing 50◦ [17, 34] and 60◦ [53, 37, 51]. The vast majority of
published sinuous antennas have α equal to 45◦ [54, 15, 27, 55, 26, 39, 56, 57, 58, 59, 48,
46, 30, 60, 61, 62, 63, 25, 45, 64, 33, 65] which is most likely attributed to design guidance
provided in [66] which suggests α+ δ be kept to≤ 70◦ “to ensure good efficiency and gain
performance without dropouts over the frequency band.” However, to the knowledge of the
author, no additional analysis of the effects of both τ and α (and a combination thereof) on
sinuous antenna performance is provided in the literature.
1.2.2 Radiation Characteristics
Radiation from a sinuous antenna, as described in [12], occurs at active regions which are
formed when the length of a cell is approximately a multiple of λ/2. In this case, the current
at the start and end of a cell are in phase due to the wrapping of the arm and λ/2 travel.
Equation 1.2 is based on this mechanism. This concept is illustrated in Figure 1.7. Since the
λ/2 distance moves with frequency, a variation or wobble in polarization with frequency







Figure 1.7: Sinuous antenna radiation: illustration of active region definition (left), and
example radiation pattern (right).
[67] while others have attempted to exploit it for the detection of linear scatterers [68].
As illustrated in Figure 1.7, the sinuous antenna radiates bi-directionally; therefore, in
order to prevent interference from structures behind the antenna, e.g., the mounting struc-
ture and feeding network, the back lobe is often removed by inclusion of an absorbing
cavity [12, 52, 69, 70, 71, 34]. However, this attribute has been exploited for use in a
frequency doubler apparatus [54]. Although the inclusion of an absorbing cavity results
in an omnidirectional pattern, it reduces efficiency by 50% prompting many researchers
to evaluate alternative methods [41]. Perhaps, one of the more exciting alternatives is an
electromagnetic band-gap (EBG) structure which acts like a magnetic boundary that does
not cause out of phase reflections [72]; however, these are hard to design over wide band-
widths reliably. Some have incorporated a ground plane [16, 73, 24, 22] or unloaded cavity
[48, 74, 42] in order to reflect the back lobe and improve gain. However, these methods
generally result in a significant decrease in bandwidth [70]. Alternatively, the antenna may
be implemented on a cone, rather than a plane, which results in a more directive antenna
[21, 22, 61, 63, 24, 75, 15, 76, 77, 23]. Although the back lobe still exists, it is signif-
icantly reduced. Some have combined the conical structure with a ground plane in order
to achieve a fixed phase reference and omnidirectional pattern [22]. While not in an effort
to reduce back-lobe radiation, some studies have been conducted on the performance of
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sinuous antennas conformally mapped to other three-dimensional structures [61, 63].
The use of lenses has also been investigated as a method to increase directivity [56, 39,
78, 47, 30, 29, 25, 27]. Not only does a lens focus the radiation, but a larger portion of
the fields are also contained in the lens dielectric, thereby reducing the back-lobe radiation.
The use of a lens has been shown to reduce the back-lobe radiation to only 5% [56]. Ad-
ditionally, lenses have the added benefit of reducing the radial size of the sinuous antenna
[78]. Others have tried truncating the antenna in a ring to reduce the size [60]; however,
this results in the ring radiating at the lower frequencies—the radiation is no longer char-
acteristic of a sinuous antenna.
1.2.3 Feeding Mechanism
Developing a feed for the sinuous antenna is complicated by the fact that the input
impedance at the terminals of the arms is not 50 Ω which is the impedance of most
RF electronics. The feeding mechanism for sinuous antennas (and other similar antennas)
has been an area of active research. In [42], four feed lines, all enclosed in a conducting
cylinder, fed the sinuous antenna. Often tapered-microstrip baluns are used to transform
from an unbalanced 50 Ω port to a balanced line of the appropriate impedance4[79, 80,
64, 45, 60, 70, 81]. Both linear [82, 45] and non-linear [79, 64, 60, 70, 81] tapers have
been investigated. While such structures are relatively simple, some research has sought
to expand their functionality. The authors in [82] implemented a notch in the microstrip
balun’s frequency response in order to place a null in the antenna’s gain at a specific fre-
quency. Others have integrated a 90◦ coupler into the microstrip balun [83] intended for
producing circular polarization with a single feed component. Tapered-microstrip baluns
are relatively simple when feeding two antenna arms [79, 80, 60, 45] but become more
complex when attempting to feed four arms [79, 83, 65]. A special version was developed
to feed four arms in mode 2, where each set of opposing arms are driven together against
4 The impedance of practical sinuous antennas varies (lower) from the theoretical (267 Ω) due to the
inclusion of a dielectric substrate.
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the other set of arms [81]. A novel photonic feed was developed which allowed for in-
dividual control of each sinuous antenna arm as a separate element [84]. This system is
especially interesting since it provides a way to operate each arm of the sinuous antenna
independently and with arbitrary phasing [84], which has significant potential for GPR
applications and will be discussed further in a later chapter.
Although the original sinuous geometry was defined as a metalization on a dielectric
substrate [12], the sinuous antenna can also be implemented as a slot [19, 74, 25, 48, 43,
34, 59, 85, 80]. The slot implementation has several advantages, such as better power
handling [48] as well as reduced input impedance, which makes feeding by 50 Ω cables
more feasible [85]. In [34], a two-arm slot antenna was fed by a coupled trace; however,
the method used would not be viable for a four-arm design. While slot antennas change the
target impedance, they still present feeding difficulties similar to sinuous antennas of the
metalized variety.
1.2.4 Summary
As discussed, the sinuous antenna provides many capabilities that are desirable for wide-
band polarimetric remote sensing applications–particularly close-in sensing, e.g., GPR. Be-
fore evaluating the performance of a GPR with sinuous antenna(s), the required antennas
must be designed and constructed. The proper design of a sinuous antenna requires an
understanding of both the design equations themselves as well as the effects of the param-
eters on performance. While the sinuous antenna design equations are well documented,
the effects and trade-offs of the parameters are not. In this work, analysis is provided that
describes how the design parameters affect the performance. Specifically, solutions to lim-
itations such as unintended resonate modes and dispersion are presented. Additionally,
practical design problems will be discussed such as feeding arrangements and truncation.
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1.3 Outline
The research presented in this dissertation intends to analyze, through simulation and mea-
surement, the operation of the sinuous antenna and provide guidance for overcoming practi-
cal design challenges when utilizing the antenna for pulsed radar applications. The specific
application investigated is the detection of close-in targets, e.g., landmines, with polarimet-
ric GPR. The research is outlined as follows.
In Chapter 2, the excitation of unintended resonant modes on sinuous antennas will
be investigated. Such resonances produce distortion in the radiation, which is particularly
troublesome for pulsed applications. The relationship between the resonances and sinuous
antenna design decisions will be established. Design guidance for the mitigation of the
resonances will also be provided.
Dispersion in sinuous antennas will be considered in Chapter 3. A simple model for
the correction of sinuous antenna dispersion—suitable for a real-world GPR system—is
presented and applied to both measured and simulated antennas. It will be shown that the
model may be successfully used to compress pulses dispersed by the antenna.
In Chapter 4, the theoretical input impedance of self-complementary sinuous antennas
will be derived and discussed. The input impedance of practical sinuous antennas will
deviate from the theoretical due to the finite size of the antenna and the use of dielectric
substrates. Simulated results of the sinuous antenna input impedance on some common
substrates will be provided. Finally, the effects of placing an absorber loaded cavity behind
the antenna to absorb the back lobe of the radiation will be investigated.
A different method of driving the sinuous antenna for close-in sensing applications is
proposed in Chapter 5. This new method operates each arm of the sinuous antenna as an
independent element of a closely interleaved array. The input impedance, as well as the
radiation characteristics of both four- and eight-arm sinuous antennas will be investigated.
The development of a prototype antenna for evaluation will also be described.
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Chapter 6 describes the experimental integration of the prototype unbalanced sinuous
antenna (developed in Chapter 5) into a GPR testbed. The antenna is used to acquire
polarimetric measured data from both symmetric and asymmetric targets. The polarimetric
data is then utilized to discriminate between targets of differing symmetries.
Chapter 7 presents the conclusion which summarizes the contributions and publications
of the research as well as describing future work. Appendix A provides details on the
full-wave simulations performed for this research, and Appendix B describes the Gaussian
pulses utilized in the analysis.
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CHAPTER 2
MITIGATING UNINTENDED RESONANT MODES IN SINUOUS ANTENNAS
Although sinuous antennas provide the desirable properties described in Section 1.2, the
antennas can suffer from unintended resonances that degrade performance. The sharp ends
produced by the outer truncation of the antenna have been shown to resonate when their
length is approximately λ/2 which produces both pattern distortion and ringing in the time
domain [64, 58, 53, 37]. Furthermore, log-periodic resonances occurring internal to the
sinuous arms have been observed and shown to produce additional ringing as well as dele-
terious effects on gain smoothness, polarization purity, and group delay [37, 51]. Such
resonances may reduce the effectiveness of sinuous antennas, particularly when applied
to remote-sensing applications that transform the data into the time domain. Techniques
for their mitigation have been presented in the literature. The sharp ends may be empiri-
cally removed in order to prevent the associated resonance [64, 58, 53, 62, 69, 37, 22, 51].
Similarly, in [37, 51] the sinuous cell tips were clipped along the antenna arm to mitigate
the log-periodic resonances. While these techniques have been successful, they require
additional empirical design steps while destroying the self-complementary nature of the
antenna—reducing both elegance and frequency independence.
In this chapter, a review of the proposed mitigation techniques in the literature, and
a detailed investigation as to the correlation between the log-periodic resonances and the
sinuous antenna design parameters will be presented. It will be shown that these resonances
may be mitigated simply by selecting appropriate design parameters. In addition, a novel
truncation method is proposed to remove the sharp-end resonance. Simulated and measured
data is provided in order to develop and validate the design guidance. The simulations were
performed using the time-domain solver in CST Microwave Studio [86]. More information
about the simulations may be found in Appendix A.
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Figure 2.1: Reference sinuous antenna design: N = 4 arms, P = 8 cells, τ = 0.75,
α = 60◦, RT = R1 = 5 cm, with traditional truncation, i.e., sharp ends. Note that since α
and τ are constant for all cells, the antenna is a log-periodic structure.
2.1 Unintended Resonances
In order to investigate the resonances, full-wave electromagnetic analysis of a log-periodic
sinuous antenna (pictured in Figure 2.1) in free-space was conducted using the CST Mi-
crowave Studio [86] time-domain solver. Both pairs of opposing sinuous arms were termi-
nated by an ideal port set to the theoretical impedance of 267 Ω [39]. A single pair was
then driven, with the other pair remaining matched, to produce linearly polarized radiation.
The resulting co-polarized realized gain and group delay are shown in Figure 2.2 and dis-
play prominent resonances. The resonance at approximately 1.7 GHz is attributed to the
sharp-ends of the antenna [37] and will be removed by the outer truncation discussed in
Section 2.4. The additional resonances starting at 2.9 GHz are log-periodic in frequency
and attributed to interactions between adjacent arms. The log-periodic nature of these res-
onances is consistent with the work presented in [37] which showed each resonance could
be attributed to a specific cell. It will be shown in Section 2.3 that these interactions may




















































Figure 2.2: Simulated co-polarized (linear polarization) realized gain and group delay of
the reference sinuous antenna design on a logarithmic frequency scale. Notice the sharp
discontinuities in the radiation starting at 2.9 GHz are logarithmically periodic in frequency.
2.2 Previously Reported Log-Periodic Resonance Mitigation Techniques
The sharp ends produced at the outer truncation of the sinuous antenna can be removed in
order to prevent them from resonating [64, 58, 53, 62, 69, 37, 22, 51]. Similarly, in [37,
51], the sinuous cell tips were trimmed along the antenna arm (in addition to the removal
of the sharp ends) in order to mitigate the log-periodic resonances which were attributed to
currents on the cell tips. These clipping techniques are demonstrated in Figure 2.3 along-
side an unmodified version with identical design parameters. Section 2.4 provides further
discussion on the sharp ends removal technique. In this section, the conclusions presented
in [37, 51] for the mitigation of the log-periodic resonances are further investigated and
applied to different sinuous antenna designs.
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Figure 2.3: Sinuous antenna ends trimming proposed in the literature: (a) no trimming, (b)
sharp ends removed, and (c) sharp ends removed and cell tips trimmed.
The initial sinuous antenna design investigated was similar to that evaluated in [37, 51]
and is described by Figure 2.1. This antenna is referred to herein as the “Reference Design”
and displays prominent resonances in the radiation (see Figure 2.2). For this analysis,
the cell ends were clipped at a constant angle φtrim and the sharp ends of the outermost
cells were also removed as illustrated by Figure 2.4. A mathematical definition of sinuous
antenna trimming techniques are not provided in the literature; however, a description of
the method employed in this analysis follows. When trimming the ends (or bends) of a cell,
define a trim angle φtrim. The outside edge of a sinuous antenna cell at is maximum angle
is equal to α+δ. The trim is then defined as the removal of any part of the arm that extends
beyond the angle α + δ − φtrim. If it is desired to trim all cells in the antenna the same,
φtrim can be a constant–see illustration in Figure 2.4. In the more general case, φtrim can
be considered a vector, of length P , where each value φtrim[p] specifies a trimming angle
for the pth cell.
Four values of φtrim were investigated: 0◦, 10◦, 20◦, and 30◦ with the sharp end re-
moved for each. The trimmed antennas are compared in Figure 2.5 which shows that
trimming the cell tips reduces the amount of overlap between adjacent arms. However,
according to [12], the cell tips are necessary since they create a capacitance which prevents
standing waves on the arms. Simulation results show the antenna match does degrade with
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Figure 2.4: Illustration of sinuous antenna cell trimming methodology.
the trimming of the cell tips. The input impedance of the antenna shown in Figure 2.1 can
be computed analytically since it is a self-complementary structure [39]. Following the
derivation in [39], the impedance of a four-arm self-complementary structure is shown to
be 267 Ω when the arms are driven in a balanced manner. It is this impedance to which
the ports are referenced in the simulations and subsequently used for the computation of
S11 shown in Figure 2.6. As expected, the match does deviate from the theoretical when
the cell ends are trimmed. Increased clipping of the cell ends causes the impedance to
become more frequency-dependent as is illustrated by the graphs of S11 in Figure 2.6 and
Figure 2.5: Trimmed sinuous antennas simulated: (a) φtrim = 0◦, (b) φtrim = 10◦, (c)
φtrim = 20
◦, and (d) φtrim = 30◦. Note, the sharp ends are also removed.
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Figure 2.6: Simulated antenna match (S11) for various cell trimming angles (φtrim). Larger
trim angles result in a reduced match, i.e., increased frequency dependence.
Figure 2.7. It can also be observed in Figure 2.6 that the antenna’s low-frequency cutoff
increases slightly with increased clipping. Such behavior is expected since trimming the
arms effectively reduces their length, thereby making the antenna electrically smaller. Al-
though a decrease in the antenna match may seem undesirable, improved performance in
the radiation is obtained from the cell ends trimming.
Simulated boresight realized gain for the antennas with trimming applied (illustrated in
Figure 2.5) is shown in Figure 2.8. It may be observed that radiation from the untrimmed
sinuous antenna (φtrim = 0◦) contains multiple sharp discontinuities due to the unintended
resonances, which reduce the gain flatness over frequency. In comparison, trimming the
cell ends is shown to mitigate the log-periodic resonances thereby producing smoother
gain over frequency. For the φtrim = 10◦ case, the resonances are reduced but their effects
are still present. The resonances are effectively removed by trim angles of 20◦ and higher.
Notice that the cross-polarized gain increases with frequency for all antennas considered.
The bow-tie feed produces radiation polarized orthogonal to that of the sinuous arms and
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Figure 2.7: Simulated antenna match (S11) for various cell trimming angles (φtrim) plotted
on the complex plane. Larger trim angles result in reduced match indicated by the increased
deviation from S11 = 0 + 0j.
is responsible for the increase in cross-polarized gain.
In an effort to understand the unintended resonances, and the effects of trimming the
cells, the currents excited on the antenna structures were investigated and are displayed in
Figure 2.9 for the frequencies 6, 7, and 8 GHz. An unintended resonant mode is excited on
the untrimmed antenna at 7 GHz, but not 6 and 8 GHz, as is evident by the current distri-
butions. The current at 7 GHz is distributed over a larger region of the antenna including
the adjacent arms. However, when the cell ends are trimmed (φtrim = 20◦), the currents at
the three frequencies shown behave as expected. The currents also indicate that the tips in
the adjacent arms contribute to the unintended resonances.
Distortion in the gain of the sinuous antenna—due to the resonances—ultimately re-
sults in ringing when the antenna is used in pulsed type applications. Such ringing can be
particularly troublesome for close-in sensing applications such as GPR. Examination of the
radiated fields in the time domain is necessary to determine the extent of such ringing. The




















































Figure 2.8: Simulated realized gain (on bore-sight) of the trimmed sinuous antennas.
from the frequency-domain radiated fields by







where Vsim(ω) is the frequency-domain excitation in the simulation and F and F−1 rep-
resent the Fourier, and inverse Fourier transforms, respectively. The input pulse used is a
differentiated Gaussian with 1 V peak voltage and maximum spectral energy at 3.2 GHz.
The differentiated Gaussian pulse is further described in Appendix B. Both the time- and
frequency-domain representation of the pulse are shown in Figure 2.10. Although small,
some of the pulse’s energy extends beyond 10 GHz. In order to prevent high-frequency
content from square windowing the spectrum, the antennas were simulated at frequencies
beyond that shown (>10 GHz) and the radiated pulses were then computed using the full
spectrum. The computed radiated pulses are shown in Figure 2.11. From the results, it is
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(a) φtrim = 0◦ at 6 GHz (b) φtrim = 20◦ at 6 GHz
(c) φtrim = 0◦ at 7 GHz (d) φtrim = 20◦ at 7 GHz
(e) φtrim = 0◦ at 8 GHz (f) φtrim = 20◦ at 8 GHz
Figure 2.9: Pseudo-color graphs of the intensity of the simulated current on the antenna
with and without cell ends trimming for three frequencies.
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Figure 2.10: Differentiated Gaussian pulse used to compute the time domain radiated
pulses. The pulse has 1 V peak voltage and maximum spectral energy at 3.2 GHz.
evident that as the ends are trimmed and the internal resonances are reduced, the radiated
pules contain less ringing.
The radiated pulses shown in Figure 2.11 do not match the shape of the input pulse de-
scribed by Figure 2.10. The distortion is due to the dispersive nature of the antenna, which
will be discussed extensively in Chapter 3. The phase of the co-polarized complex radiated
field Exsim(ω), probed at a boresight distance of zp = 2 m (far-field), was propagated back
to the origin by
Φdsim(ω) = arg [E
x
sim(zp, ω) exp(jkzp)] , (2.2)
for each simulated antenna. The remaining phase Φdsim(ω) is due to dispersion and is plotted
in Figure 2.12. Notice that the antennas with trimmed cell ends have smoother unwrapped
phase. This difference is even more pronounced when examining the antenna group delay
(also plotted in Figure 2.12). The group delay quantifies the antenna dispersion and is
computed as − d
dω
Φdsim(ω). As can be seen, the non-trimmed sinuous antenna contains
significant spikes in the group delay at the frequencies corresponding to the discontinuities
in the gain shown in Figure 2.8. The delay may also be used to indicate the location of
the resonances on the antenna. With the cell ends trimmed, the spikes are reduced which






































Figure 2.11: Simulated time-domain radiated pulses at 2m (on bore-sight) from the
trimmed sinuous antennas.
The resonances also affect polarization metrics, such as the axial ratio (AR). In general,
radiated electric fields may be considered to be elliptically polarized with linear and circular
polarizations as special cases. For a fixed location, the locus of points traced out by the tip
of the electric field polarization vector over time is considered the polarization ellipse [87].
































































































































Figure 2.12: Simulated phase (left) and group delay (right) from the trimmed sinuous an-

























































In the above equations, the Ex and Ey terms represent the magnitudes of the two field
components, and ∆Φ represents their phase difference. Given this definition, an AR of∞
dB would indicate perfect linear polarization (Ey or Ex) while an AR of 0 dB indicates
circular polarization. The results in Figure 2.13 show that AR is improved (radiation is
more linear) by cell ends trimming since the radiation becomes increasingly elliptical at
the resonance frequencies. For example, at 7.08 GHz, the polarization is almost circular
(AR = 2.089 dB) when φ = 0 and is almost lineal (AR =25.62 dB) when φ = 20◦.
Notice that significant improvement in the AR is obtained with only 10◦ of trimming and
the φtrim = 20◦ antenna gives the best result.
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Figure 2.14: Trimmed sinuous antennas explored in this section: (a) sharp ends removed
and cell tips trimmed (φtrim = 20◦) on all arms, (b) sharp ends removed and cell tips
trimmed (φtrim = 20◦) on one pair of arms, and (c) sharp ends removed on all arms and
cell tips trimmed (φtrim = 20◦) on one pair of arms.
2.2.1 Ends Trimming Technique Applied to Single Pair of Arms
In an effort to better understand the benefits obtained by the sinuous cell trimming described
in the previous analysis, an experiment was conducted where only one set of opposite arms
were trimmed while the other two arms were not. More specifically, the motivation for this
experiment is to understand whether improved performance is obtained by trimming the
arms which the port is directly feeding or whether the improvement is due to having the
adjacent arms trimmed. Simulated results of the three antennas shown in Figure 2.14 are
analyzed in this section. The first antenna is that presented in the previous section which
has all arms clipped by 20◦ as well as the sharp ends removed (Figure 2.14a). This antenna
will serve as the baseline for the other two experiments. The second antenna (Figure 2.14b)
is similar to the first with one pair of arms being unmodified (feed port 1). Finally, the third
antenna (Figure 2.14c) is similar to the second antenna except for the sharp ends of the two
full arms have also been removed.
The simulated radiated fields of the trimmed antenna and the hybrid designs are shown
in Figure 2.15. From the results, it is evident that the benefits of cell trimming are not
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Figure 2.15: Co-polarized radiated fields at 2m (on bore-sight) from the simulated sinuous
antennas with different trimming.
indicates reduced interaction of the tips with adjacent arms. Otherwise, the fields radiated
from the port connected to the clipped arms should show all the same improvements as
the those radiated from any port of the first antenna. Furthermore, trimming the sharp
end removes only the low-frequency resonance from that specific arm, i.e., the sharp-end
resonance does not seem to be related to interactions with adjacent arms.
2.2.2 Ends Trimming Technique Applied to Sinuous Antennas with Larger Angular
Width
The preceding analysis was limited to sinuous antennas with α = 60◦; however, larger
values for α may be desired for specific applications (e.g., lower operating frequencies)
and therefore the analysis of the clipping techniques was extended to a sinuous antenna
with α = 90◦. The other design parameters were kept consistent with the previous analysis
30
Figure 2.16: Sinuous antennas with α = 90◦ investigated for the cell ends trimming analy-
sis: (a) no trimming and (b) φtrim = 20◦ with sharp ends removed.
(P = 8, R1 = 5 cm, τ = 0.75, and δ = 22.5◦). The cell ends were then trimmed 20◦
(φtrim = 20◦) since the 20◦ case provided the best results in the previous discussion (see
Figure 2.7 and Figure 2.8). The investigated α = 90◦ antennas are shown in Figure 2.16.
The antenna matches are compared in Figure 2.17. As can be seen, there is a signif-
icant degradation of the antenna match when the antenna cell ends are trimmed (see also
Figure 2.18). Although some degradation of the antenna match is expected, since the an-
tenna is no longer self-complementary, the amount observed is significantly more than the
φtrim = 20
◦ case of the α = 60◦ sinuous antenna shown in Figure 2.6. Moreover, as shown
in Figure 2.19, the resonances present in the realized gain are still significant and have only
been slightly reduced with the cell ends trimming. Subsequently, the radiated pulses of the
trimmed antenna exhibit nearly the same amount of ringing as the untrimmed version (Fig-
ure 2.20). These results indicate that cell ends trimming does not mitigate the unintended
resonances for all sinuous antenna designs.
2.2.3 Summary
While the techniques for mitigating unintended resonant modes in sinuous antennas
presented in the literature have been successful to some degree, they destroy the self-
complementary nature of the antenna, which reduces both elegance and frequency inde-
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Figure 2.17: Simulated match for the α = 90◦ sinuous antennas with and without cell
trimming. Trimming the cells results in significant degradation in the match.


































Figure 2.18: Simulated match for the α = 90◦ sinuous antennas with and without cell
trimming plotted on the complex plane.
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Figure 2.19: Bore-sight realized gain from the simulated sinuous antennas with α = 90◦.



















Figure 2.20: Time-domain radiated pulses at 2m (on bore-sight) from the simulated sinuous
antennas with α = 90◦.
pendence. Furthermore, additional experiments indicate that trimming the cell ends is not
a direct solution to the log-periodic resonances problem. Rather, as will be discussed in the
next section, the cell ends trimming technique presented in [37, 51] is only an approxima-
tion for a sinuous antenna with a smaller angular width (α). The evidence points to mutual
interaction between adjacent antenna arms as the source of the unintended resonances.
2.3 Parametric Study
In an effort to understand the relationship between the observed log-periodic resonances
and the sinuous antenna design parameters, both the expansion ratio (τ ) and the angular
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width (α) were varied, and the performance of the subsequent sinuous antenna designs
examined.
For the log-periodic sinuous antenna, the inner-most radius of the antenna (where the
feed must be implemented) may be defined as
Rfeed = R1τ
P . (2.6)
From this relationship, it is evident that given a fixed inner and outer antenna radius, the
number of cells P is determined entirely by the expansion ratio τ and vice versa. Contin-
uing with this set of assumptions, i.e., a log-periodic sinuous antenna with fixed inner and
outer radii, the following bounds for τ and P are established:
Rfeed/R1 ≤ τ < 1 (2.7)
and
1 ≤ P <∞. (2.8)
However, a minimum value of 0.65 is recommended for τ in order to maintain pattern
uniformity [12]. While larger τ is attributed to better patterns and increased operating
bandwidth [12, 33, 39], keeping τ small provides some advantages such as better power
handling and easier fabrication due to thicker traces [48, 39]. For this study, the inner and
outer radii were selected to be 0.5 and 5 cm respectively (Rfeed/R1 = 0.1). The values of
τ , and subsequently P , selected for study are listed in Table 2.1 along with the other design
parameters. The parameter α was also varied with all other parameters remaining constant.
As shown in Section 1.2, the parameter α controls the angular width of the sinuous
antenna arm, i.e., the wrapping of the arms. In Section 2.2, the log-periodic resonances
were attributed to mutual coupling between adjacent arms. In this study, the value of α is
decreased from 65◦ to 35◦ in an effort to reduce interactions between adjacent arms. An
34




P 8, 12, 16
τ 0.75, 0.8254, 0.866
α 35◦, 40◦, 45◦, 50◦, 55◦, 60◦, 65◦, 90◦
δ 22.5◦
additional sample of α at 90◦ is also analyzed. The parametric sweep of α is repeated for
three different values of τ which are summarized in Table 2.1. The sinuous antenna designs
produced by the different parameters are summarized graphically in Figure 2.21 through
Figure 2.23.
The simulated boresight realized gain of the antennas are presented in Figure 2.24
through Figure 2.26. Inspection of the gains indicates that the log-periodic resonances
may be entirely mitigated by reducing α. Note that the sharp end was not removed for
the antennas considered and the resulting dip in gain at low frequency (approximately 2
GHz) is present in all the data. Additionally, modifying τ slightly impacts the results as
values larger than 0.75 show similar resonance mitigation with slightly larger values of α.
Further, improvements in group delay (increased smoothness) and AR (better linear po-
larization purity) were also observed with decreased α and are shown in Figure 2.27 and
Figure 2.28 respectively.
The mutual coupling (S21) for the sinuous antennas considered is displayed in Fig-
ure 2.29. From the results, it is evident that spikes in mutual coupling corresponding to
the resonances are present in the antennas with larger values of α but decrease as α is de-
creased. This further indicates a relationship between the unintended resonant modes and
mutual coupling effects. A secondary observation, not related to the resonances, is that the
mutual coupling for the 12 and 16 cell antennas tends to be slightly larger than the 8 cell
case. This is not surprising since increasing τ (more cells) results in smaller gaps between
adjacent arms (see Figure 2.21 through Figure 2.23). Note that the S21 simulation results
35
(a) α = 35◦ (b) α = 40◦
(c) α = 45◦ (d) α = 50◦
(e) α = 55◦ (f) α = 60◦
(g) α = 65◦ (h) α = 90◦
Figure 2.21: Sinuous antennas simulated for α parameter sweep analysis (τ = 0.75).
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(a) α = 35◦ (b) α = 40◦
(c) α = 45◦ (d) α = 50◦
(e) α = 55◦ (f) α = 60◦
(g) α = 65◦ (h) α = 90◦
Figure 2.22: Sinuous antennas simulated for α parameter sweep analysis (τ = 0.8254).
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(a) α = 35◦ (b) α = 40◦
(c) α = 45◦ (d) α = 50◦
(e) α = 55◦ (f) α = 60◦
(g) α = 65◦ (h) α = 90◦
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Figure 2.24: Boresight realized gain of the simulated eight-cell (τ = 0.75) sinuous antennas
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Figure 2.25: Boresight realized gain of the simulated 12-cell (τ = 0.8254) sinuous antennas
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Figure 2.26: Boresight realized gain of the simulated 16-cell (τ = 0.866) sinuous antennas
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Figure 2.28: AR of fields radiated from the simulated sinuous antennas.
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were produced with the CST FEM frequency-domain solver (see Appendix A).
With a large amount of data accumulated for the parametric study, it was desired to
develop a gain-smoothness metric for quantifying the effectiveness of each parameter com-
bination at mitigating the log-periodic resonances. The metric M is the root-mean-squared
















where in this case fstart ≈ 3 GHz, fstop = 10 GHz and N = 31 (600 MHz wide). The
actual starting frequency was adjusted for each design to ensure all the log-periodic reso-
nances were included and not the resonance due to the sharp end. The results of the metric
are shown in Figure 2.31 and indicate that the gain smoothness converges at approximately
α = 45◦ for all values of τ .
Decreasing α to ≤ 45◦ may produce smooth radiation over wide bandwidths; however,
the overall length of the sinuous antenna arms is decreased, thus negatively impacting the
low-frequency operation of the antenna. The lowest frequency of operation is inversely
proportional to α by the following approximate relation
flo =
v
4RT (α + δ)
, (2.10)
where v is the wave velocity, and α and δ are specified in radians [12]. For applications
desiring smooth gain in addition to low-frequency operation, α = 50◦ may be used with a
larger τ . The results in Figure 2.31 indicate τ = 0.825 to be optimal. Although, other per-
formance trade-offs must be considered with larger values of τ such as increased dispersion
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Figure 2.30: Comparison of eight-cell sinuous antenna boresight gain and its simple mov-
ing average (N = 31 or 600 MHz wide) used for computing the gain-smoothness metric.
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Figure 2.31: Gain-smoothness metric M computed for the parametric study, which shows
distortion of gain over frequency increases with α. For this study, the value of α was
swept from 35◦ to 65◦ in 5◦ increments for three values of τ (0.75, 0.825, and 0.866) while
keeping all other design parameters constant.
2.4 Outer Truncation
Traditionally, sinuous antennas have been truncated in a circle of radius RT applied at
the end of the last cell, i.e., RT = R1. This truncation method produces “sharp ends” at
the outer radius of the antenna, as shown in Figure 2.32a, that resonate when their length
is approximately λ/2 and results in the drop in gain observed at 1.7 GHz in Figure 2.2.
While the severity of this resonance is reduced by choosing smaller values of α (see Fig-
ure 2.24–2.26), the effects are not removed completely and may be undesirable for some
applications. In [64, 58, 53, 62, 69, 37, 22, 51] this resonance is mitigated by clipping off
the sharp ends (illustrated in Figure 2.32b); however, a new technique is presented here
that simply changes the circular truncation radius RT to the tip of the outermost cell (i.e.,
RT =
√
τR1), as illustrated by the antenna in Figure 2.32c. This technique mitigates the
resonance as the sharp ends are no longer produced. Additionally, the self-complementary
nature of the antenna is maintained.
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Figure 2.32: Sinuous antenna truncation methods: (a) traditional circular truncation which
produces sharp ends, (b) sharp ends removed, and (c) circular truncation moved to the outer
cell tip.
2.4.1 Clipping Truncation Method
Removal of the sharp ends by clipping has been implemented in various ways, e.g., curved
[64] vs. straight [51] clip. The simple straight clipping shown in Figure 2.32b can be
described mathematically as follows. The sharp end only occurs on the outermost cell;
therefore we can set p = 1 in Equation 1.1 which gives






It is desired to trim the part of the arm that occurs after the bend in the outermost cell, i.e.,
the value of r where it is greater than the value that causes the argument of the sin function





The sharp end extends from the angle α − δ. Therefore, we can clip the sharp end by
removing the points where both the angle φ is less than α− δ, and r is larger than
√
τR1.
While this technique has been shown in the literature to be successful at preventing a
low-frequency drop in gain, it reduces the self-complementary nature of the sinuous anten-
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nas as well as requiring an additional empirical design step.
2.4.2 Novel Truncation Method
An alternative method for the truncation of sinuous antennas that does not produce resonant
sharp ends is shown in Figure 2.32c. In this method, the circular truncation is moved
to the tip of the outermost cell thereby preventing the sharp end while maintaining self-
complementariness after truncation. This is accomplished by setting the truncation radius
RT to
√
τR1 instead of R1.
Simulated co-pol radiated fields from an eight-cell α = 60◦ sinuous antenna trun-
cated by the traditional method with sharp ends (Figure 2.32a), traditional with sharp ends
clipped (Figure 2.32b), and the novel tip truncation method (Figure 2.32c) are presented in
Figure 2.33. The results show both methods for truncating the antenna without sharp ends
successfully mitigate the dip in radiation caused by the resonance resulting in an ∼ 5 dB
improvement. However, the low-frequency fields of the novel tip truncated sinuous antenna
is lower. This is due to the reduction in antenna size by moving the truncation inward on the
antenna which results in less usable bandwidth at low-frequency. In order to maintain the
same outer radius, and thus similar low frequency performance, as a traditionally truncated
sinuous antenna, τ and R1 must be appropriately chosen.
2.5 Improved Design
Utilizing the design guidance developed herein, a sinuous antenna was developed to pro-
duce smooth radiation over UWB frequency. The value of α is chosen as 45◦ in order to
prevent the log-periodic resonances while the outer region is truncated by the new method
proposed in Section 2.4. Both τ and R1 have been adjusted, 0.7628 and 5.72 cm respec-
tively, for both the truncation radius and inner feed radius to be equal to that of the reference
design1, i.e., RT = R
ref
1 = 5 cm and Rin = R
ref
in = 0.5 cm. The number of cells P is
1 The reference was selected to be the sinuous antenna used to illustrate the problem of the resonances at






























Truncation on Cell Tip
Figure 2.33: Comparison of co-polarized radiation at low frequency for sinuous antennas
(α = 60◦ and τ = 0.75) with different outer truncation methods applied.
increased by one to have the same number of complete cells as the reference antenna when








which allowed R1 to be calculated as RT/
√
τ . Although for practical designs such scaling
may not be necessary, it was important for comparison to have both radii match. The
antenna, referred to as the improved design, is illustrated in Figure 2.34c. It should be
noted that a traditionally truncated α = 45◦ sinuous with the sharp ends removed (see
Section 2.4.1) could have also been used to provide similar resonance mitigation; however,
a fully self-complementary design was desired. Furthermore, from the results presented in
Figure 2.31, one might have based the improved design on the 12-cell (τ = 0.825) antenna
with 50◦ angular width; however, for comparison purposes, particularly in the time-domain,
and δ = 22.5◦.
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Figure 2.34: Sinuous antenna resonance mitigation methods: (a) traditional circular trunca-
tion which produces unintended resonant modes, (b) trimming technique proposed in [37],
and (c) improved design developed for this work.
the improved design was kept as close to the reference as possible.
For further comparison, the reference antenna was trimmed according to the methods
discussed in Section 2.2 (shown in Figure 2.5c) in order to mitigate the resonances. This
required the removal of the sharp ends via clipping as well as a 20◦ trim of all the sinuous
cell tips. This antenna is compared against the reference as well as the improved design
in the following analysis. The trimmed antenna is compared visually to the traditional and
improved versions in Figure 2.34.
2.5.1 Frequency-Domain Analysis
The simulated boresight co-polarized realized gains of the three antennas are shown in
Figure 2.35. The results show that the improved design successfully mitigates both the log-
periodic and truncation resonances while producing a similar (sometimes higher) gain. The
resonance at 1.7 GHz was mitigated by the new truncation method, while the log-periodic
resonances were mitigated by the selection of α. In comparison, the trimmed design is
also able to mitigate the resonances, but the realized gain is not as smooth. Similarly,
the group delay is significantly smoother with the removal of the resonances as shown in
Figure 2.36. The simulated match (S11) of the antennas to an ideal 267 Ω port is shown
in Figure 2.37. The different designs all have S11 ≤ −10 dB starting before 2 GHz with
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Figure 2.35: Comparison of co-polarized realized gain for traditional sinuous with reso-
nances and modified versions that mitigate the resonances.
the improved design having an overall better match than the trimmed version–which is no
longer self-complementary due to the trimming.
2.5.2 Time-Domain Analysis
Distortion in the gain of the sinuous antenna—due to the resonances—ultimately results in
ringing when the antenna is used in pulsed type applications. Ringing can be particularly
troublesome for close-in sensing applications such as GPR. Examination of the radiated
fields in the time domain is necessary to determine the extent of such ringing. Figure 2.38
shows the radiated pulses at 2 m for the sinuous antennas investigated when driven by a
UWB pulse. The input pulse used is a differentiated Gaussian with 1 V peak voltage and
maximum spectral energy at 3.2 GHz (see Appendix B). The radiated pulses shown in
Figure 2.38 do not have the shape of a differentiated Gaussian pulse (see Figure B.2), this
is due to dispersion. Compensation of dispersion in sinuous antennas will be discussed in
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Figure 2.36: Comparison of group delay for traditional sinuous with resonances and modi-
fied versions that mitigate the resonances.





















Figure 2.37: Comparison of match (S11) for traditional sinuous with resonances and modi-
fied versions that mitigate the resonances.
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Chapter 3.
As shown in Figure 2.38, the resonances present in the reference antenna radiation
produce high-frequency ringing following the pulse in time. Mitigation of the frequency
domain resonances eliminates the time domain ringing, as illustrated by the improved de-
sign. Note that the improved design has a slightly different pulse shape, compared to the
reference design, due to the change in τ . The improved design is able to produce smooth
radiation merely by selecting the appropriate angular width and outer truncation.
2.6 Measurements
In order to provide experimental validation for the previous analysis conducted through
simulation, both the reference and improved designs (described above) were fabricated and
measured.
2.6.1 Antenna Fabrication
The constructed antennas were produced by an LPKF PCB milling machine [89] out of
0.062” Rogers RT/duroid® 5880 laminate (0.5 oz. copper clad). The 5880 material has a
very low loss (tanδ of 0.0009 at 10 GHz) and a relative permittivity εr of 2.20 [90]. The
fabricated antennas are shown in Figure 2.40. As can be seen, each set of opposing sinuous
arms was placed on opposite sides of the substrate, which simplified feeding the antennas.
Since linear polarization was desired for the validation measurements, only a single pair of
arms was fed by a tapered microstrip balun while the other pair was terminated with a 215 Ω
chip resistor [60, 79]. Simulation results showed the presence of the substrate lowered the
input impedance to approximately 215 Ω (averaged over the band). The constructed balun
started as an unbalanced 50 Ω microstrip which was then tapered over a 90 mm length to a
balanced 215 Ω parallel stripline. The top trace was tapered linearly, while an exponential
taper was used for the ground plane (pictured in Figure 2.40). A diagram of the balun is
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Figure 2.38: Comparison of radiated pulses at 2 m (boresight) for Reference Design (with
resonances) and Improved Design (without resonances). Note the significant late time ring-
ing present in the Reference Design.
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Figure 2.39: Diagram of tapered balun constructed for testing. The top trace (left) is lin-
early tapered while the bottom trace (right) is exponentially tapered.
(also cut from the 5880 material) provided structural stability, and the balun had tabs that
extended through slots cut into the antenna substrate allowing plastic pins to hold the parts
together.
2.6.2 Results
The antenna patterns were measured using an MVG StarLab near-field measurement sys-
tem [91]. Full models of the measured antennas (including the SMA transition and the
substrates) were developed in CST and simulated using the time-domain solver. The sim-
ulated and measured boresight realized gains of the reference and improved designs are
shown in Figure 2.41 (co-polarized) and Figure 2.42 (cross-polarized). As can be seen,
the simulated and measured results correlate very well from 2 to 6 GHz. At the lower and
higher frequencies, some relatively small discrepancies are observed. Such discrepancies
are not surprising since the antenna is not well matched below 2 GHz. Furthermore, at
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Figure 2.40: Fabricated sinuous antennas: reference (left) and improved design (right).
higher frequencies, the coarseness of the mesh, as well as fabrication imperfections, start
to affect the results. However, the presence and mitigation of the resonances in the gain
are unmistakably clear. Also, note that the presence of the substrate shifts the resonances
observed down in frequency from that shown in Figure 2.2. The measured match (S11) of
the antennas is also compared vs. simulation in Figure 2.43. As can be seen the fabricated
antennas maintained a good match over the intended frequency band of 2 to 10 GHz.
2.7 Summary
In this chapter, the effects of unintended resonant modes that are known to occur in sinuous
antennas were investigated along with potential mitigation techniques. Such resonances
produce distortion in the radiation which is undesirable for pulsed radar applications. Com-
mon mitigation techniques provided in the literature require trimming parts of the antenna













































Figure 2.41: Measured and simulated boresight co-polarized realized gain (logarithmic
frequency scale) of the fabricated antennas: reference design (top) and improved design
(bottom). Simulation results are overlayed as the dashed line.
both the elegance and self-complementariness of the antennas. A thorough analysis of
the relationship between the sinuous antenna design parameters and the log-periodic res-
onances showed that the resonances might be eliminated by proper selection of the arm
angular width α. Evidence was presented which indicated a link between the unintended
resonances and mutual interactions between adjacent antenna arms. By choosing a value of
α that reduces the interleaving of the arms, the log-periodic resonances were subsequently
reduced. The optimal value of α was slightly impacted by choice of expansion ration













































Figure 2.42: Measured and simulated boresight cross-polarized realized gain (logarithmic
frequency scale) of the fabricated antennas: reference design (top) and improved design
(bottom). Simulation results are overlayed as the dashed line.
These results are corroborated by design guidance provided in [66] which suggests α + δ
be kept ≤ 70◦ “to ensure good efficiency and gain performance without dropouts over
the frequency band.” Mitigation of the log-periodic resonances by proper choice of de-
sign parameters provides advantages over other techniques proposed in the literature since
the antenna remains self-complementary and does not require additional, empirical, design
steps, i.e., removing sections of the antenna via trimming.
In addition to the log-periodic resonances, a low-frequency resonance occurs due to
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Figure 2.43: Measured and simulated match (S11) of the fabricated antennas: reference
design (top) and improved design (bottom). Simulation results are overlayed as the dashed
line. Note the frequency scale is linear.
the truncation radius to the tip of the outermost sinuous cell, both the sharp end and the
corresponding resonance are eliminated. This novel truncation method has the benefit of
maintaining the self-complementary structure of the antenna as opposed to manual removal
of the sharp ends via clipping.
Finally, a sinuous antenna was designed using these principles and was shown via simu-
lation and measurement to provide the desired performance in both the frequency and time
domain. More specifically, the improved sinuous antenna produced smooth radiation over
a wide band while maintaining a good match to the theoretical input impedance.
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CHAPTER 3
DISPERSION IN SINUOUS ANTENNAS
Sinuous antennas may be designed to radiate UWB pulses without ringing in the time do-
main due to unintended resonant modes by implementing the design guidance presented in
Chapter 2; however, as shown in Fig 2.38, the radiated pulses are still distorted due to dis-
persion. Sinuous antennas are dispersive since the active region (see Figure 1.7) moves on
the structure with frequency. Dispersive behavior is well documented in other log-periodic
antennas such as planar spirals [92], conical spirals [14], log-periodic dipole [93, 94], and
planar toothed log-periodic antennas [95]. Dispersive antennas are problematic for pulsed-
radar applications since the radiated pulses become distorted in the time domain, thereby
reducing range resolution. Dispersed pulses may be corrected via signal processing by
applying compensating phase information, which may be obtained through accurate simu-
lation or measurement of the antenna [14]. However, for practical GPR antennas, accurate
measurement or simulation may be difficult. Furthermore, environmental effects such as
thermal expansion or the dielectric loading of the soil may alter the antenna performance
and thereby reduce the accuracy of previously obtained phase information. Alternatively,
analytical models based on the antenna design parameters may be used to compensate for
the dispersion. Such models may be desirable for GPR applications since they can be
adjusted in-situ to accommodate environmental effects and have low memory storage re-
quirements. Similar analytical models have been applied successfully to GPR systems with
spiral antennas [96, 97]. However, for such models to remain valid when implemented for
sinuous antennas, care must be taken when making antenna design decisions to avoid the
excitation of unintended resonant modes–see discussion in Chapter 2–which may result in
pulse distortion not correctable with simple dispersion models.
The work presented in this chapter seeks to build an understanding of the dispersive
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Figure 3.1: Sinuous antennas having parameters: P = 20 cells, τ = 0.8547 (left); P = 16
cells, τ = 0.8228 (center); and P = 12 cells, τ = 0.773 (right). Other parameters constant
for all antennas: N = 4 arms, RT = 10 cm, Rin = 0.4 cm, α = 45◦, and δ = 22.5◦.
nature of sinuous antennas and develop a model for its compensation, thereby enabling
polarimetric GPR systems to obtain the benefits of sinuous antennas while utilizing them
for transmitting/receiving UWB pulses with polarization diversity. It should be noted that
such models do not account for dispersion resulting from propagation through dispersive
media, e.g., soil, which must be corrected by additional methods [98, 99].
3.1 Sinuous Antenna Dispersion
Radiation from a sinuous antenna, as described in [12], occurs at active regions which are
formed when the length of a cell is approximately a multiple of λ/2. In this case, the current
at the start and end of a cell is in phase due to the wrapping of the arm and λ/2 travel as
illustrated by Figure 1.7. These active regions move inward and outward on the antenna
as the frequency increases and decreases respectively, resulting in a time delay between
frequencies, i.e., dispersion. The dispersion increases with τ since larger values of τ result
in more cells, i.e., longer travel times along the arms, which may encourage GPR system
designers to choose small values of τ . However, larger values of τ result in better pattern
uniformity and increase operating bandwidth [12, 33, 39].
To investigate the dispersion, full-wave electromagnetic analysis of the sinuous an-
tennas illustrated in Figure 3.1 was conducted using CST Microwave Studio’s [86] time-
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Figure 3.2: Reflection coefficient and boresight realized gain vs. frequency for the sinuous
antennas investigated.












































Figure 3.3: Principle E-plane pattern cuts at 800 MHz, 3 GHz, and 5 GHz for the sinuous
antennas investigated.
domain solver. The sinuous antennas simulated were designed to operate from 800 MHz
to 10 GHz using the following design parameters: RT = 10 cm, Rin = 0.4 cm (bow-tie
radius), α = 45◦, and δ = 22.5◦. Three different values of τ , and subsequently P , were
evaluated while maintaining all other parameters constant. Additionally, α was selected as
45◦ in order to prevent unintended resonant modes which distort the radiation [37, 100].
The selection of α will be further discussed in Section 3.4. The antennas were simulated
in free-space (no substrate) to simplify the analysis. Both pairs of opposing sinuous arms
were terminated by an ideal port set to the theoretical impedance of 267 Ω [39]. A single
pair was then driven, with the other pair remaining matched, to produce linearly-polarized
radiation. The simulated reflection coefficient and realized gain for each antenna are pro-
vided in Figure 3.2 and Figure 3.3, respectively.
The simulated co-polarized radiated fields Exsim(z = zp, ω) were probed at a boresight
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distance of zp = 2 m (far-field) and the corresponding phase was then propagated back to
the antenna leaving only the phase due to dispersion
Φdsim(ω) = arg [E
x
sim(zp, ω) exp(jkzp)] . (3.1)
The phase is then unwrapped (starting with the 10 GHz sample) and shown in Figure 3.4.
The corresponding group delay [95]
ζgd = − d
dω
Φdsim(ω) (3.2)
is also shown in Figure 3.4 (right column). Note that Figure 3.4 also displays the simple
dispersion models, which will be discussed in Section 3.2. As expected, lower frequencies
exhibit a larger delay since the corresponding active region is farther out on the antenna—
where the antenna is larger. Furthermore, the results confirm the relationship between the
dispersion and τ , i.e., increasing τ also increases dispersion. These effects are also evident
in the time domain as will be discussed next.
The time-domain radiated pulseExpulse(rp, t) for a given excitation vpulse(t) can be com-
puted from the frequency-domain radiated fields by Equation 2.1. The pulse excitation
used was a double-differentiated Gaussian, which is described in Appendix B. In the pre-
sented analysis, the pulse parameters were set to produce a 1 V peak signal at 0.36 ns
with maximum spectral energy at 3 GHz as shown in Figure 3.5. The corresponding ra-
diated pulses for the antennas simulated are shown in Figure 3.6. As expected from the
group delay shown in Figure 3.4, the lower-frequency content is delayed in time from the
higher-frequency content resulting in a distorted pulse with larger values of τ resulting in
greater dispersion. It is important to note that this is only the radiated pulse; the dispersive




















































































Figure 3.4: Full-wave simulation vs. simple model of both phase (left) and group delay
(right) due to dispersion in the 20, 16, and 12 cell sinuous antennas. Note, phase unwrap-
ping starts at 10 GHz.
3.2 Log-Periodic Dispersion Model
Since the values of both α and τ remain constant for each cell in the sinuous antennas an-
alyzed, the antennas are log-periodic structures [12]. Thus, the radiated fields at frequency
ω will repeat, since the structure repeats (scaled in size), at frequencies τnω where n is an
integer [49]. A dispersion model for log-periodic antennas has been presented in the litera-
ture [95, 93, 94]. As will be demonstrated, this model may also be successfully applied to
log-periodic sinuous antennas.
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Figure 3.5: Double-differentiated Gaussian pulse used as the voltage excitation vpulse(t)
to compute the radiated pulses Expulse(zp, t) from the simulated electric field data using
Equation 2.1. The time-domain representation of the signal (left) shows a peak amplitude
































Figure 3.6: Dispersed radiated pulses at 2 m on boresight (left), and the corrected radiated
pulse at 2 m on boresight after the simple antenna dispersion model has been applied (right).
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Table 3.1: Log-periodic dispersion model parameters from Equation 3.3 and optimized
versions for the three different sinuous antennas investigated.
Antenna Default Model Optimized Model
P τ φ0 (rad) ω0/2π (GHz) dc (ns) φ0 (rad) ω0/2π (GHz) dc (ns)
20 0.8547 20.01 10.0 N/A 18.38 10.8 3.7
16 0.8228 16.11 10.0 N/A 14.82 10.4 3.0
12 0.7730 12.20 10.0 N/A 11.28 9.77 2.5
The model represents the phase due to dispersion as




where φ0 = −π/ ln τ [94]. The value ω0 controls the zero crossing of the phase model
and is generally set to the highest frequency of operation (where the dispersion is defined
to be zero); for this case, ω0/2π = 10 GHz was used. In Figure 3.4, the model with the
default parameters fits the stimulation results well, but with some noticeable deviation. An
optimization procedure, similar to what was done in [95], may be employed to produce an
improved model Φdopt as shown in Figure 3.4. The optimization was done using MATLAB’s
global optimizer [101] to find the best values for φ0 and ω0 when fitting the simulated phase
Φdsim, from 800 MHz to 10 GHz, starting with the initial suggested values. The default and
optimized model parameters are compared in Table 3.1. The group delay can then be
computed from the phase model using Equation 3.2 and is shown in Figure 3.4. As can
be seen, the model fits the delay well, with only a slight improvement obtained from the
curve fit optimization. However, the model degrades at frequencies below 800 MHz, where
the sinuous antenna cells become electrically small and no longer radiates as intended.
A similar model developed for spiral antennas implemented a constant delay below the
antenna’s intended operating frequency [92]. In this work, Φdopt has a constant delay dc
imposed for frequencies below 800 MHz (see Table 3.1) as illustrated in Figure 3.4.
The optimized dispersion model was then used to correct the dispersed radiated pulse
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Exsim(zp, t) via







The radiated pulse with applied dispersion compensation Excomp(zp, t) is shown for each
antenna in Figure 3.6. For comparison, Figure 3.6 also shows the corrected pulse computed
with the default dispersion model. The applied correction causes the radiated pulse to
closely match the shape of the input voltage with the optimized model giving the best
result.
3.2.1 Off-Boresight Angles
For close-in sensing applications like GPR, it is important to understand the performance
of the dispersion model at off-boresight angles. To investigate this, simulated co-polarized
radiated fields were sampled along the x-axis running parallel to the face of the 16 cell
(τ = 0.8228) antenna 20 cm away on boresight (z = 20 cm). The x-axis samples are
0, 10, and 20 cm corresponding to the off-boresight angles 0◦, 26◦, and 45◦ respectively.
The dispersed radiated pulses were computed at each sample location similarly to those
computed in Section 3.1. Both the dispersed and corrected pulses are shown in Figure 3.7.
The parameters for the dispersion model used are from Table 3.1, which are optimized
for z = 2 m. The results show the model can successfully correct the dispersed pulses
at the off-boresight angles. Should increased accuracy be desired for imaging algorithms,
separate model parameters may be stored in a look-up table corresponding to the different
angles and used when the relative antenna and image pixel locations are known. The benefit
of a simple model in such a case would be significantly less computer memory required



















































Figure 3.7: Radiated pulses from the 16 cell antenna at 20 cm boresight depth and three
perpendicular scan locations: 0, 10, 20 cm. The pulses are shown both before (left) and
after (right) application of the optimized simple antenna dispersion model listed in Table
3.1.
3.2.2 Effectiveness for Different Soil Environments
The effectiveness of the dispersion model in the presence of different soils was investigated
by simulating the 16 cell antenna over both dry and wet sandy soil. The simulations were
done using CST Microwave Studio’s [86] built-in dispersive models for dry and wet sandy
soil. The wet sandy-soil model (εr = 15.73− 3.48j at 3 GHz) represented 18.8% moisture
content and was significantly more lossy and dispersive than the dry sandy-soil model
(εr = 2.54 − 0.0084j at 3 GHz). The antenna was placed 2.5 cm above a soil half-space,
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and the radiated electric field was probed at a boresight depth of 5 cm below the surface.
The soil was replaced with air (εr = 1) for comparison as well. The phase of the simulated
radiated fields was propagated backward through the soil (5 cm) and free-space (2.5 cm)
layers to the antenna, using the appropriate propagation constant per frequency, leaving
approximately only the phase due to dispersion. The dispersion model was then fit to this
phase–similar to what was done in Section 3.1. The optimized dispersion model parameters
show little difference between materials: φ0 equal to 14.80, 14.80, 14.74 for the air, dry
sand, and wet sand, respectively. These similarities indicate the presence of the soil had a
negligible effect on the antenna’s dispersion.
The results, shown in Figure 3.8, indicate the dispersion model is effective at removing
the dispersion from the antenna; however, it does not remove dispersion due to propagation
through the soil. The effects of the slight soil dispersion in the dry sand case and the
moderate soil dispersion in the wet sand case is evident in the graphs. Such effects of
the soil must be compensated by additional methods [98, 99]. Additionally, both pulses
simulated with the soil show a late-time pulse, which is attributed to multiple reflections
between the soil surface and the antenna. The large reflected wave is received and re-
transmitted again from the antenna showing up delayed in time and further dispersed by
the antenna. Although it cannot compensate for all non-ideal effects, the results indicate
that the simple model is accurate enough to correct the antenna dispersion in multiple
environments.
3.3 GPR Simulations
The dispersion model was applied to a simulated GPR scenario where the 16-cell (τ =
0.8228) sinuous antenna was simulated over a dry sandy-soil half-space (CST Microwave
Studio) as depicted by Figure 3.9. Each pair of antenna arms were excited individu-
ally in order to produce orthogonal senses of linear polarization, i.e., Exsim(x, z, ω) and














































Figure 3.8: Boresight radiated pulses at 5 cm depth in three different materials: air, dry
sand, and wet sand. The pulses are shown both before (left) and after (right) application
of the dispersion model. The wet sand was highly lossy and dispersive resulting in sig-
nificantly smaller pulses and less effective pulse correction when using only the simple










Figure 3.9: Illustration of the GPR simulation: the sinuous antenna is simulated over a
lossy soil half-space containing field probes at a depth of 20 cm. The target response at
each field-probe location was determined with a reciprocity model.
and used to compute the returned signal from a small linear scatter (3 cm long wire with
a 1 mm radius) via the reciprocity model and polarizability tensor developed in [92]. Two
orientations of the target were considered: first, the target was aligned at a 45◦ angle in the
x-y plane to produce equal co-polarized and cross-polarized returns, and second, the target
was aligned at a 0◦ to produce only a co-polarized response. The resulting time-domain
B-scans, both with and without dispersion compensation, for the cross-polarized and co-
polarized targets, are displayed in Figure 3.10 and Figure 3.11 respectively. The returns
were normalized to the peak voltage for display purposes.
The optimized dispersion model from Table 3.1 was applied twice to the received volt-
age to compensate for the dispersion produced during both transmit and receive. Results
presented in Section 3.2.2 indicated the applicability of this dispersion model since the
proximity of the dry sandy-soil produced only negligible effects on the antenna’s disper-
sion. As can be seen, the model can successfully correct the dispersed pulses both on and
off-boresight, thereby significantly increasing the GPR’s range resolution. Furthermore,
the dispersion model behaves as expected for both co-polarized and cross-polarized tar-
gets. The results confirm the applicability of the model to sinuous antennas employed in
polarimetric systems.
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Figure 3.10: GPR simulation results: dispersed co-pol and cross-pol B-scans (left) and
corrected B-scans using an optimized dispersion model (right) for a small linear target
aligned at a 45◦ angle to the incident wave polarization.
Figure 3.11: GPR simulation results: dispersed co-pol and cross-pol B-scans (left) and
corrected B-scans using an optimized dispersion model (right) for a small linear target
aligned with the incident wave polarization.
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3.4 Limitations of the Log-Periodic Dispersion Model
The presented dispersion model assumes the antenna radiation is log-periodic, i.e., the
radiated fields at frequency f will repeat at frequencies τnf where n is an integer [49].
When the actual radiation from the antenna breaks this assumption, the dispersion model
becomes invalid. Such behavior was evident for frequencies below the operating range of
the antenna, where the constant delay was applied to the dispersion model (see Figure 3.4).
Another factor that reduces the effectiveness of the dispersion model is radiation from the
bow-tie feed. A good guideline is to keep Rin < λ/8, for the highest frequency desired, to
prevent such radiation. Reducing Rin also results in small trace widths at the feed, which
may be difficult to manufacture reliably. For this reason, some have proposed breaking the
log-periodic nature of the sinuous by letting τ vary with the radius [47, 48]. In this case,
the model would need to be altered since the antenna is now quasi-log-periodic [12].
Another potential pitfall is the unintended excitation of resonant modes that produce
sharp discontinuities in gain and phase of the antenna over frequency, as shown in Chap-
ter 2. Such discontinuities may occur if the sinuous antenna design parameters and outer
truncation method are not properly selected [100]. The lower bound on the sinuous antenna





where v is the wave velocity, and α and δ are specified in radians [12]. Such a relationship
may encourage GPR antenna designers to choose larger values of α for lower operating
frequencies. However, large values of α have been shown to result in undesired resonate
modes excited between adjacent antenna arms; furthermore, the traditional truncation of
sinuous antennas produces a sharp end that resonates at low frequencies [37, 100]. These
unintended resonate modes reduce the ability of simple dispersion models to compensate
for dispersion in radiated pulses accurately.
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Figure 3.12: Traditional sinuous antenna
having parameters: N = 4 arms, P = 20
cells, R1 = 10 cm, τ = 0.8547, α =
65◦, and δ = 22.5◦. This antenna exhibits
sharp discontinuities in the gain due to un-
intended resonate modes.





















Figure 3.13: Full-wave simulation vs. sim-
ple model (default parameters with fixed
delay cap dc) of the group delay due to dis-
persion in the traditional sinuous antenna
with resonances.
To illustrate the deficiencies of the dispersion model in the presence of unintended
resonate modes, a traditionally truncated sinuous antenna with α = 65◦ (see Figure 3.12)
was simulated similarly to the antennas presented in Section 3.1. The group delay is shown
in Figure 3.13 and displays sharp discontinuities resulting from the excitation of unintended
resonant modes. The group delay computed from the corresponding dispersion model is
also shown in Figure 3.13. The default model with a fixed delay cap dc of 4.7 ns at low
frequencies is used here since the sharp discontinuities complicate improving the model
with an optimized curve fit. The dispersion model is used to correct the radiated pulse, as
shown in Figure 3.14; it is not able to correct the ringing resulting from the unintended
resonant modes since it no longer fully represents the group delay of the antenna. Thus,
the sinuous antenna must be designed to mitigate such ringing, as outlined in [100], before
the application of the simple log-periodic dispersion model.
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Figure 3.14: Dispersed radiated pulse at 2 m (left), and the corrected radiated pulse at 2 m
after the dispersion model has been applied (right) for the traditional sinuous antenna with
resonances. Note, the dispersion model does not compensate for the late-time ringing due
to the unintended resonant modes.
3.5 Experimental Validation
In order to validate the analysis presented above, the 16 cell antenna defined in Section 3.1
was fabricated and measured. The dispersive nature of the antenna was investigated by
measuring the response from a 5.08 cm diameter sphere. The sphere was placed 15.24 cm
from the antenna on boresight and then scanned perpendicular to the antenna another 15.24
cm in 1.27 cm increments. The fabricated antenna in the measurement setup is shown in
Figure 3.15.
The antenna was manufactured using an LPKF PCB milling machine [89] out of 0.031”
Rogers RT/duroid® 5880 laminate (1 oz. copper clad). The 5880 material has a very low
loss (tanδ of 0.0009 at 10 GHz) and a relative permittivity εr of 2.20 [90]. Simulations
showed the effect of the substrate on the antenna’s dispersion to be small (see Figure 3.16).
As can be seen from Figure 3.15, each set of opposing sinuous arms were placed on op-
posite sides of the substrate. Separation of the arm pairs simplified feeding the antenna.
A tapered microstrip balun fed a single pair of arms while the other pair of arms were ter-
minated with a 221 Ω chip resistor resulting in the antenna producing linear (horizontal)
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Figure 3.15: Setup of the validation measurement showing the fabricated 16 cell sinuous
antenna and the 5.08 cm spherical target at the boresight scan location.
polarization [60, 79, 100]. Simulation results showed the presence of the substrate lowered
the input impedance to approximately 230 Ω (averaged over the band). The constructed
balun was milled from 0.062” Rogers RT/duroid® 5880 laminate (0.5 oz. copper clad) and
started as an unbalanced 50 Ω microstrip which was then tapered over a 150 mm length
to a balanced parallel stripline. The top trace was tapered linearly while an exponential
taper was used for the ground plane. An SMA edge connector fed the microstrip end of
the balun. For structural stability, triangular braces were included (also cut from the 5880
material), and the balun had tabs that extended through slots cut into the antenna substrate
allowing plastic pins to hold the parts together [100]. A detailed model of the measured
antenna—including the substrate, the balun, and the SMA transition—was developed in
CST Microwave Studio and simulated using the time-domain solver. The simulated and
measured reflection coefficient vs. frequency is compared in Figure 3.17. As can be seen,
the simulated and measured results correlate quite well.
The target returns (S11) were measured in the frequency domain from 10 MHz to 10
GHz with a vector network analyzer. The background, including the foam mast, was also
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Figure 3.16: Full-wave simulations of the 16 cell antenna’s phase (left) and group delay
(right) due to dispersion both with and without the inclusion of a substrate. Note, phase
unwrapping starts at 10 GHz.















































Figure 3.17: Full-wave simulation vs. measurement of the 16 cell antenna with tapered
balun feed. Reflection coefficient comparison (left) and 2” sphere target return pulse (right).
measured at each scan location and subsequently removed from the target results by co-
herent subtraction. Note that the calibration plane is located at the SMA connection to
the antenna; therefore, the results include the time delay due to the balun. The sans back-
ground target returns were then weighted by a Taylor window (n̄ = 15 and PSR = −80)
[102] and transformed to the time domain via inverse fast Fourier transform (IFFT). The
measurement setup, i.e., antenna and 2” sphere on boresight, were also simulated, and the
resulting received (dispersed) pulses are compared in Figure 3.17. The waterfall diagram
in Figure 3.18 shows the processed time-domain responses for each scan location both with
and without dispersion compensation. The dispersion model parameters were determined
by an optimization process that maximized the cross-correlation of the boresight return
with that of the time-domain window function, i.e., the IFFT of the Taylor window. The
78
























Figure 3.18: Waterfall plot of measured B-scan showing the dispersed (left) and corrected
(right) time-domain responses from the measured 5.08 cm sphere. Both the specular and
creeping wave reflections (denoted by the hyperbolic curves) are evident in the corrected
results. Note that the results also contain the time delay due to the balun.
optimization was done to adjust the model for the presence of the substrate and feed. The
optimized parameters were φ0 = 16.23 and f0 = 14.7 GHz. As can be seen, identifying
aspects of the target are indistinguishable before dispersion compensation. With the disper-
sion model applied, the specular and creeping wave returns from the sphere become clearly
visible. The model is also able to remove the dispersion for the off-boresight scan locations
successfully.
3.6 Summary
Sinuous antennas embody many characteristics that are advantageous to GPR applications,
e.g., ultra-wideband (UWB) radiation and polarization diversity. However, they are dis-
persive which reduces effectiveness when radiating UWB pulses. In this chapter, a model
was presented for the compensation of dispersion in log-periodic sinuous antennas, which
is based on antenna design parameters and can be optimized for a better fit. The model was
shown to have application for different sinuous antenna designs as well as in the vicinity
of different soils. Additionally, it was shown that care must be taken when designing sin-
uous antennas to ensure the applicability of such dispersion models, i.e., preventing unin-
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tended resonant modes. Both numerical and experimental scenarios were investigated with
the model successfully used to compensate sinuous antenna dispersion thereby improving
range resolution for polarimetric GPR applications. Such a model may have advantages
over applying simulated or measured phase information since the model is simplistic and




OTHER SINUOUS ANTENNA DESIGN CONSIDERATIONS
While the previous chapters have laid the groundwork for the successful utilization of sin-
uous antennas in pulsed-radar systems, additional practical issues remain. In this chapter,
the theoretical input impedance of self-complementary sinuous antennas will be derived
and discussed. The input impedance of practical sinuous antennas will deviate from the
theoretical due to the finite size of the antenna and the use of dielectric substrates. Simu-
lated results of the sinuous antenna input impedance on some common substrates will be
provided. Finally, the effects of an absorber loaded cavity backing, included to absorb the
back radiation lobe, will be investigated.
4.1 Sinuous Antenna Input Impedance
In [103], it is shown that the voltages and currents at each port of an infinite, self-
complementary, N -port structure—like that shown in Figure 4.1a—are related, indepen-
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...
... . . .
...


















In Equation 4.2, η represents the intrinsic impedance of the medium, and N is the number
of rotationally symmetric conducting sections, e.g., sinuous antenna arms. Note that Ym is
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If the antenna is fed in the standard mode-1 configuration [104], where opposite arms are
driven in a balanced manner as depicted in Figure 4.1b, the input voltage and current may
be described as [39]





I1 = −I3 = Iin (4.5)
where the voltage and current are related through the admittance vector as
I1 = V1Y0 + V2Y1 + V3Y2 + V4Y3. (4.6)
Given that Y1 = Y3, Equation 4.6 may be simplified (V2 and V4 will cancel) such that we













Assuming η represents the intrinsic impedance of free space (≈ 377 Ω), Equation 4.8 re-
sults in 267 Ω as the theoretical input impedance of the four-arm (N = 4) sinuous antenna
when driven in mode-1.
For practical sinuous antennas, the input impedance will deviate from the theoretical
since the antenna is truncated to some finite size (see Chapter 2 for a discussion on sinuous
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(a) Port voltages and currents from Equation 4.1.
(b) Mode-1 port configuration i.e., balanced driving of opposite ports.




































Figure 4.2: Comparison of input impedance Zant and match S11 to 267 Ω for the improved
sinuous design when simulated with different CST solvers: time domain (FIT), frequency
domain (FEM), and integral equation (IE) [86].
antenna truncation). The truncation results in reflections that disrupt the input impedance—
particularly at the lower frequencies where the reflections from the truncation are strong.
Figure 4.2 shows the input impedance of a sinuous antenna computed with the time-domain
(FIT), frequency-domain (FEM), and integral-equation (IE) solvers provided by CST [86].
The antenna simulated was the improved design, discussed in Section 2.5 and illustrated
in Figure 2.34c, having parameters P = 8, RT = 5 cm, α = 45◦, and τ = 0.7628. In
the simulation, ports 1 and 3 were driven in a balanced fashion (see Figure 4.1b) while
ports 2 and 4 remained open. Since Y1 = Y3 in Equation 4.6, the open circuit state of
ports 2 and 4 in the simulation will not affect the input impedance. The results show the
input impedance to vary largely from the theoretical below 2 GHz, where the reflections
from the truncation are a problem, then converge close to 267 Ω above 2 GHz with some
variation between solvers. The input impedance will vary more from the theoretical when
the antenna is placed on a dielectric substrate, as will be discussed in the following section.
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Figure 4.3: Comparison of simulated S11 (matched to 267 Ω) for the improved sinuous
design (P = 8, RT = 5 cm, α = 45◦, τ = 0.7628) in free-space and on 1.5748 mm (62
mil) thick Rogers RT/duroid® 5880 substrate.
4.2 Substrate Effects
Practical implementation of the sinuous antenna requires the arms to be etched or milled on
a printed circuit board (PCB). The PCB substrate a some relative permittivity εr > 1 that
will affect the antenna’s performance. In order to investigate this, the improved sinuous
antenna design, discussed in Section 2.5 and illustrated in Figure 2.34c, was simulated
on different substrates of various thicknesses and εr values. The simulations were done
with the CST Microwave Studio [86] time-domain solver and used CST’s built-in models
(complex permittivity) for the materials.
Figure 4.3 shows the inclusion of a substrate reduces the antenna match (S11) to the
theoretical free-space impedance of 267 Ω. The material simulated was 1.57 mm (62 mil)
thick Rogers RT/duroid® 5880 laminate which has a very low loss (tanδ of 0.0009 at 10
GHz) and a relative permittivity εr of 2.20 [90]. The reduction in the match is due to the
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Figure 4.4: Comparison of simulated input impedance Zant for the improved sinuous de-
sign (P = 8, RT = 5 cm, α = 45◦, τ = 0.7628) in free-space and on 1.5748 mm (62 mil)
thick Rogers RT/duroid® 5880 substrate.



































Figure 4.5: Comparison of simulated realized gain for the improved sinuous design (P = 8,
RT = 5 cm, α = 45◦, τ = 0.7628) in free-space and on 1.5748 mm (62 mil) thick Rogers
RT/duroid® 5880 substrate.
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TMM3 Mean = 182 
Figure 4.6: Comparison of simulated input resistance for the improved sinuous design
(P = 8, RT = 5 cm, α = 45◦, τ = 0.7628) on various 1.524 mm (60 mil) thick substrates.
substrate changing the input impedance of the antenna Zant as shown by Figure 4.4. The
effect of the substrate material lowers the average input resistance and produces a larger
variation in input resistance over frequency since the concentration of the fields in and out
of the substrate will vary with frequency [105]. Another effect of the substrate is increased
ripple in the boresight gain vs. frequency, as shown in Figure 4.5.
Additional simulation results with the antenna on various thicknesses of some common
substrate materials are presented in Figures 4.6 through 4.9. The results consistently show
that increasing either the material thickness or dielectric constant εr decreases the average
input resistance Re{Zant} while also increasing the variation of input resistance over fre-
quency. The substrate’s presence also shifts the operating frequency down slightly since
the antenna appears electrically larger due to the higher effective permittivity. The results
for 62 mils thick RT/duriod 5880 [90] in Figure 4.7 were used as design guidance for the
fabricated baluns described in Section 2.6 and Section 3.5.
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h = 10 mil
h = 10 Mean = 246 
h = 20 mil
h = 20 Mean = 238 
h = 31 mil
h = 31 Mean = 232 
h = 62 mil
h = 62 Mean = 220 
Figure 4.7: Comparison of simulated input resistance for the improved sinuous design
(P = 8,RT = 5 cm, α = 45◦, τ = 0.7628) on Rogers RT/duroid® 5880 substrate (εr = 2.2)
of varying thicknesses vs. free-space.























Vacuum Mean = 257 
6002 (h=60mil)
6002 (h=60mil) Mean = 197 
6002 (h=120mil)
6002 (h=120mil) Mean = 181 
Figure 4.8: Comparison of simulated input resistance for the improved sinuous design
(P = 8, RT = 5 cm, α = 45◦, τ = 0.7628) on Rogers RT/duroid® 6002 [106] substrate
(εr = 2.94 ) of varying thicknesses vs. free-space.
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Kapton Mean = 250 
Figure 4.9: Comparison of simulated input resistance for the improved sinuous design
(P = 8, RT = 5 cm, α = 45◦, τ = 0.7628) on two mil KaptonTM film vs. free-space.
4.3 Absorber Loaded Cavity
As shown in Figure 1.7, the sinuous antenna radiates bidirectionally, which is often an
undesirable characteristic. The antennas constructed in Section 2.6 and Section 3.5 had a
block of RF absorber placed behind the antenna to isolate it from the measurement equip-
ment. In practical radar systems, the back lobe must be absorbed to prevent interference
with the rest of the system. Absorber loaded cavities are often employed to remove the
back lobe [70, 92, 52, 69, 41] although this decreases the efficiency1 by 50% [42]. In
this section, analysis is presented on sinuous antenna performance with an absorber loaded
cavity backing.
A model of the sinuous antenna on 1.575 mm (62 mils) Roger’s RT/duroid 5880 [90]
and backed by an absorber loaded cavity was developed in CST Microwave Studio [86].
The antenna simulated was based on the improved design presented in Section 2.5 and had
1For GPR applications, this loss in efficiency is immaterial when the targets are very close to the antennas.
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parameters P = 16, RT = 10 cm, α = 50◦, and τ = 0.83. Figure 4.10 shows a cross-
section of the CST model. The absorber was modeled using 19 mm layers of ECCOSORB®
LS series absorbers [107] in order to replicate the performance of ECCOSORB® AN-79
free-space absorber [108]. Material properties of the LS absorbers are included in CST’s
built-in library of materials. An air gap hgap was left between the antenna and absorber
in order to minimize the impact of the absorber on the antenna performance. The ab-
sorber transitions its impedance, and subsequently, the loss, to decrease reflections from
the surface and maximize absorption. The AN-79 material was extensively evaluated in
[92] which influenced the choice of LS absorbers used for each layer (see Figure 4.10).
The model was simulated in CST Microwave Studio using the time-domain solver with
GPU acceleration. The mesh size (≈177M mesh cells) and corresponding memory require-
ments were quite large which required the GPU acceleration for decent simulation times.
Field maps produced by the simulations are shown for 1 GHz, 3 GHz, and 6 GHz in Fig-
ures 4.11, 4.12, and 4.13 respectively. Note that for the simulation results shown, hgap was
set to 1 cm. The electric-field plots indicate that the back lobes are absorbed effectively
since the wavefront propagates well into the absorber. There is a slight improvement in
the match (S11 shown in Figure 4.14) which may be attributed to higher loss at the low
frequencies as shown by the boresight gain plot in Figure 4.15. The increased loss at the
low frequencies is expected since the lower frequencies travel further out the antenna arms
being attenuated along the way, and the absorber is closer in wavelengths at the lower
frequencies.
Far-field antenna pattern cuts, both with and without the absorber loaded cavity backing
are presented in Figure 4.16a through Figure 4.19. The far-field patterns show good perfor-
mance as the main lobe generally matches that of the antenna without the cavity back. At
the higher frequencies, a small but noticeable back lobe is evident, which may be attributed
to the diffraction of waves on the outside of the metal can. Additionally, as previously dis-
cussed, the gain at 1 GHz is lower; however, this may be helped by increasing the spacing
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Figure 4.10: Cross-section view of the antenna with absorber loaded cavity (hgap = 3 cm
pictured) modeled in CST Microwave Studio. The antenna diameter is 20 cm and the
overall height of the structure is 14.86 cm.
between the antenna and the absorber hgap.
The spacing between the antenna and the absorber was varied to determine the optimum
value of hgap. The S11 and boresight gain of the antenna and cavity with varying values of
hgap are shown in Figure 4.20 and Figure 4.21 respectively. The 2 cm and 3 cm spacing
both correlate well with the results without the absorber loaded cavity, while the 1 cm
and 5 mm gaps result in increased attenuation of the lower frequencies. The larger gaps
may be selected when minimizing the impact of the absorber on the radiation is desirable.
However, the loss in gain may be acceptable when reducing the antenna’s height is needed.
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Figure 4.11: Cross-section view (x̂-ẑ plane) of the antenna and absorber loaded cavity
showing the electric field Re{Ey} at 1 GHz when excited to produce ŷ polarized radiation.
Figure 4.12: Cross-section view (x̂-ẑ plane) of the antenna and absorber loaded cavity
showing the electric field Re{Ey} at 3 GHz when excited to produce ŷ polarized radiation.
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Figure 4.13: Cross-section view (x̂-ẑ plane) of the antenna and absorber loaded cavity
showing the electric field Re{Ey} at 6 GHz when excited to produce ŷ polarized radiation.
















Figure 4.14: S11 with and without the absorber loaded cavity. Simulation ports are set to
Zo = 267 Ω.
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Figure 4.15: Boresight realized gain with and without absorber cavity.
4.3.1 Reducing the Profile of the Antenna with Cavity
For many applications, particularly hand-held GPR systems, low-profile antennas are de-
sired. While the sinuous antenna is itself low-profile in nature, the addition of an absorber
loaded cavity may significantly increase the antenna’s height. In an effort to reduce the
height of the antenna, the absorber layer thickness was reduced by half (9.5 mm per layer)
and hgap was kept at 1 cm as illustrated by Figure 4.22. The simulated far-field patterns
are shown in Figure 4.23 and indicate the performance closely matches that of the antenna
with the taller cavity. This change in absorber height resulted in the antenna structure being
20 cm wide and only 7.2 cm tall without significantly altering the antenna’s radiation. Fur-
ther reduction in absorber thickness will eventually reduce performance more noticeably.
System designers will need to evaluate the trade-off between performance and antenna
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(d) f = 8 GHz
Figure 4.19: Sinuous antenna H-plane pattern cuts with and without the absorber loaded
cavity.
98













Loaded Cavity (gap = 5mm)
Loaded Cavity (gap = 1cm)
Loaded Cavity (gap = 2cm)
Loaded Cavity (gap = 3cm)
Figure 4.20: S11 with varied spacing between the antenna and absorber in the cavity.































Loaded Cavity (gap = 5mm)
Loaded Cavity (gap = 1cm)
Loaded Cavity (gap = 2cm)
Loaded Cavity (gap = 3cm)
Figure 4.21: Boresight realized gain with varied spacing between the antenna and absorber
in the cavity.
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Figure 4.22: Cross-section view of the antenna with low-profile absorber loaded cavity
modeled in CST Microwave Studio (hgap = 1 cm). The antenna diameter is 20 cm, while
the height of the structure is only 7.2 cm.
4.4 Summary
In this section, the theoretical input impedance of the four-arm sinuous antenna when driven
in a balanced manner, i.e., mode-1, was derived analytically from Deschamp’s equations
[103, 39]. The theoretical calculations were shown to correlate well with full-wave sim-
ulation results from CST. The effects of adding a PCB substrate to the antenna were also
evaluated. It was shown that the presence of the substrate results in a lower and more
frequency-dependent input impedance Zant. Next, the addition of an absorber loaded cav-
ity was investigated for the purpose of absorbing the back lobe radiation. The analysis
showed that the addition of the cavity did not significantly alter the radiation characteris-
tics of the front lobe. Furthermore, the absorber loaded cavity may be implemented while
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In Section 1.1, it was shown that the common bi-static configuration of GPR antennas might
result in extreme bi-static angles when attempting to sense targets close to the antenna,
e.g., landmines. In an effort to reduce these angles and provide dual-polarized radiation, a
resistive-vee dipole (RVD) antenna design was proposed in [7, 8] (pictured in Figure 1.3).
The design interleaved four RVD elements in order to achieve isolation between transmit
and receive channels while reducing bi-static angles. However, the RVD antenna has some
limitations, including variable gain with frequency and the dependence on height for low-
frequency performance. The sinuous antenna, on the other hand, provides relatively flat
gain over frequency and requires increasing diameter only (not height) to achieve lower
operating frequencies. Even when incorporating an absorber-loaded cavity, the sinuous
antenna can maintain a relatively low profile as shown in Section 4.3.1.
In this chapter, a different method of driving the sinuous antenna for close-in sensing
applications is proposed, which operates each arm independently, thereby isolating transmit
and receive channels while still providing dual-polarized radiation in a quasi-monostatic
configuration, i.e., small bistatic angles.
5.1 Unbalanced Four-Arm Sinuous Antenna
In this section, the performance of a four-arm sinuous antenna, based on the improved
design developed in Section 2.5, is evaluated when each arm is driven independently, as
illustrated in Figure 5.1. In the configuration shown, ports 1 and 3 will produce radiation
polarized predominately in the x̂ direction while ports 2 and 4 will in the ŷ direction. When
transmit and receive are separated to individual ports, co-polarized transmit/receive pairs
will be ports 1 & 3 and ports 2 & 4 and their reciprocals. The corresponding cross-polarized
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Figure 5.1: CST model of unbalanced four-arm sinuous antenna. The antenna pictured is
based on the improved design from Section 2.5 and has parameters: N = 4 arms, P = 12
cells, RT = 9.5 cm, τ = 0.773, α = 45◦, and δ = 22.5◦.
transmit/receive pairs will be ports 1 & 2, 1 & 4, 2 & 3, and 4 & 3 with their reciprocals.
Circular polarization can then be achieved by driving two orthogonal ports, e.g., ports 1
and 2, with a ±90◦ phase progression.
5.1.1 Driving Port Impedance
As presented in Section 4.1, the admittance matrix [Y ] for an infinite, N -port (N -arm),
self-complementary, sinuous antenna may be determined using Equation 4.2 [103].
However, independently driving the arms of the sinuous antenna invalidates the simpli-
fication used for Equation 4.7 since the loading of the other ports will have a direct impact
on the input impedance Zant.
However, since the arms of the sinuous antenna are being driven independently, the
simplification used for Equation 4.7 is no longer valid. In fact, the loading of the other
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ports will have a direct impact on the input impedance Zant.
We can compute Zant in the unbalanced case by starting with the admittance matrix
and then computing the four-port scattering parameter matrix (S-parameters) [109]. The
derivation of the S-parameters from the admittance matrix is straight forward; however,
it is often neglected in the literature in favor of the impedance matrix [Z ]. The use of
the admittance matrix to compute the S-parameter matrix [S ] here is a necessary step
because the admittance matrix is non-invertible for the self-complementary structure, i.e.,
one cannot simply compute [Z ] = [Y ]−1. The derivation of [S ] from [Y ] is provided
here for reference.










n − I−n = YC(V +n − V −n ), (5.2)
the following equalities may be derived in matrix form [109]
[Y ][V ] = [ I ] = [Y ][V + ] + [Y ][V − ] = Yc([V
+ ]− [V − ]) (5.3)
where [Y ], for the sinuous antenna, is defined by Equation 4.2. Rearranging terms gives
([Y ] + YC [U ])[V
− ] = (YC [U ]− [Y ])[V + ] (5.4)
where [U ] is the identity matrix. The S-parameter matrix is then defined as
[S ] = ([Y ] + YC [U ])
−1(YC [U ]− [Y ]). (5.5)
The driving port impedance Zant is equivalent for all ports and may be computed from S11,
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Figure 5.2: Graph of Zant and S11 for an infinite, four-port, unbalanced, sinuous antenna
vs. feed port characteristic impedance. Notice Zant = ZC when ZC = 238 Ω.






: j ∈ {1, 2, 3, 4}. (5.6)
Graphs of Zant and S11 as a function of feed port characteristic impedance Zc = 1/Yc
are shown in Figure 5.2 for the four-arm sinuous antenna. The optimal characteristic
impedance of the driving port is 238 Ω.
The four-port antenna shown in Figure 5.1 was simulated in CST (time-domain solver)
for multiple values of ZC and the resulting S11 is plotted in Figure 5.3 vs. frequency. Above
1 GHz, the reflections from the end of the antenna are minimal and the simulated S11
correlates well with the theoretical results for the infinite antenna provided in Figure 5.2.
The S-Parameters calculated in this manner can also be used to analyze the mutual coupling
between ports, which will be discussed further in Section 5.1.5.
The effects of changing the driving port’s characteristic impedance may be analyzed
without requiring multiple full-wave simulations since the results of a single simulation
may be re-normalized for different port impedances. The N -port network impedance ma-
trix [Z], for ports with the characteristic impedance ZoldC , can be calculated from the S-
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Figure 5.3: Graph of the full-wave simulated S11 for the four-port sinuous antenna with
different driving-port characteristic impedances ZC .
Parameters, [Sold], as [109]
1
ZoldC
[Z ] = ([U ] + [Sold ])([U ]− [Sold ])−1 (5.7)
We can normalize the impedance matrix to a different port characteristic impedance ZnewC









[Z ]− [U ]
)
. (5.8)
An example S-parameter re-normalization is shown in Figure 5.4 which shows S11 vs.
frequency for the antenna simulated withZC = 50 Ω and then re-normalized toZC = 133 Ω
and ZC = 238 Ω. As can be seen, the re-normalized results match those from the full-wave
simulations presented in Figure 5.3.
The addition of a PCB substrate to the 4-port sinuous antenna produces similar effects
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 = 50  (Simulated)
Z
C
 = 133  (Re-Normalized)
Z
C
 = 238  (Re-Normalized)
Figure 5.4: Graph of the full-wave simulated S11 for the four-port sinuous antenna with
driving-port characteristic impedances ZC = 50 Ω and re-normalized to ZC = 133 Ω and
ZC = 238 Ω.
as those presented in Section 4.2. More specifically, the addition of a substrate resulted
in a lower and more frequency-dependent input impedance Zant. Simulation results are
presented in Figure 5.5 which indicates the addition of a 0.60” substrate with εr = 2.94
lowers the average input impedance by approximately 30 Ω over the 1–10 GHz band.
5.1.2 Far-Field Radiation
Driving a single arm of the sinuous antenna results in changes to the far-field radiation pat-
tern compared to the balanced mode. The far-field patterns for the antenna in Figure 5.1
were generated in CST and are shown in Figure 5.6 which displays the magnitude of the
realized gain when arm 1 is driven by an ideal port with a characteristic impedance of
238 Ω. The antenna had no substrate or absorber backing—hence the bi-directional radia-
tion pattern. The pattern is no longer symmetric about boresight but rather tilts away from
the driven arm below the x̂ − ẑ plane. The peak realized gain is 2 to 3 dB lower than the
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Figure 5.5: Comparison of simulated input resistance Re{Zant} for the 4-port sinuous
antenna on different substrates vs. free-space.
balanced antenna as shown by the comparison in Table 5.1. Furthermore, the peak gain
moves from side to side with frequency due to the active region moving on the structure.
In the balanced mode, this is counteracted by the opposite arm which combines to create
a symmetric pattern. Both E-plane (x̂ − ẑ) and H-plane (ŷ − ẑ) pattern cuts of the 4-port
antenna (driven on arm 1) are compared with those from the balanced mode in Figures
5.7—5.11. Notice how the E-plane pattern is more symmetric than the H-plane since the
asymmetry in the excitation is in the H-plane. The balanced antenna was simulated with an
ideal port (ZC = 267 Ω) driving arm 1 against arm 3.
While the far-field patterns are degraded for the unbalanced mode compared to the
balanced, the near-field radiation (discussed in the following section) will dictate the per-
formance when the antenna is used for close-in sensing.
108
(a) f = 1 GHz (b) f = 2 GHz (c) f = 3 GHz
(d) f = 4 GHz (e) f = 5 GHz (f) f = 6 GHz
(g) f = 7 GHz (h) f = 8 GHz (i) f = 9 GHz
(j) f = 10 GHz
Figure 5.6: Far-field radiation patterns |~Grlzd| generated by CST of the 4-port sinuous
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(d) H-plane; f = 2 GHz
Figure 5.7: Sinuous antenna pattern cuts when driven balanced (arm 1 vs. arm 3, ZC =
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(d) H-plane; f = 4 GHz
Figure 5.8: Sinuous antenna pattern cuts when driven balanced (arm 1 vs. arm 3, ZC =
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(d) H-plane; f = 6 GHz
Figure 5.9: Sinuous antenna pattern cuts when driven balanced (arm 1 vs. arm 3, ZC =
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(d) H-plane; f = 8 GHz
Figure 5.10: Sinuous antenna pattern cuts when driven balanced (arm 1 vs. arm 3, ZC =
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(d) H-plane; f = 10 GHz
Figure 5.11: Sinuous antenna pattern cuts when driven balanced (arm 1 vs. arm 3, ZC =
267Ω) and unblanaced (arm 1, ZC = 238Ω) at 9 GHz and 10 GHz.
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Table 5.1: Comparison of peak realized gain (simulated) for the sinuous antenna when
driven balanced (arms 1 vs. 3, ZC = 267 Ω) and unblanaced (arm 1, ZC = 238 Ω). For the
balanced case, the peak gain is on the z-axis where Gθ = Gx and Gφ = Gy for this table.
Balanced Unbalanced
f (GHz) Gθ (dB) Gφ (dB) Gθ (dB) Gφ (dB)
1 5.09 5.09 1.96 1.98
2 6.46 6.46 2.99 3.43
3 6.09 6.09 3.70 3.83
4 5.44 5.45 3.13 4.25
5 6.21 6.21 3.06 3.89
6 5.91 5.91 3.30 3.53
7 5.95 6.05 4.00 4.11
8 6.58 6.58 4.10 4.70
9 6.07 6.03 4.19 4.88
10 5.82 5.53 3.83 4.52
5.1.3 Near-Field Sensitivity
It is desired to compute the unbalanced antenna’s response to targets in the near-field to
understand the antenna’s performance for close-in targets. However, this requires the tar-
get to be included in the full-wave simulation, and the simulation must be repeated many
times with the target in different locations. Such an analysis would require a prohibitively
large amount of computation time with currently available equipment. However, for small
targets, the response may be computed with a single forward simulation using reciprocity.
In [92] it was shown that the calibrated response from a target, as measured by port j






~Einc,j(ω,~r) · αe · ~Einc,k(ω,~r)
)
(5.9)
where Z represents the characteristic impedance of the ports, Vin is the incident voltage
at the antenna driving port, ε is the permittivity of the medium, αe is the polarizability
tensor which relates the field values to the current induced on the target, and~r is the spacial
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vector that locates the target. Note that Equation 5.9 assumes no magnetic current loops






~Einc,j(ω,~r) · n̂)(~Einc,k(ω,~r) · n̂
)
(5.10)
where n̂ is a vector parallel to the scatterer. This result may be generalized away from
target specifics by normalization which results in the following sensitivity metric













Here the normalization was chosen as the peak monostatic response from a co-polarized
target. Due to the rotational symmetry of the antenna, the sensitivity Ms will be presented
for k = 1 (transmit port) over the range j = 1, 2, and 3 (receive ports). Three linear target
orientations will be considered: a co-polarized target n̂ = x̂, a cross-polarized target n̂ = ŷ
which should produce only a small response due to polarization mismatch, and an equally
co- and cross-polarized target n̂ = (x̂+ ŷ)/
√
2.
The sensitivity metric, computed from the forward-modeled fields in air, is plotted on
the x = 0, y = 0, and z = 100 mm planes at 4 GHz in Figures 5.12, 5.13, and 5.14,
respectively. In these figures, only M11, M21, and M31 are graphed since all the other cases
are simply related to these. For the n̂ = x̂ case, the response is seen to be strongest for the
(j = 1,k = 1) and (j = 3,k = 1) pairs since the target is co-polarized with both the transmit
and receive antenna arms. Similar to the far-field patterns, driving only a single arm of the
antenna produces asymmetric radiation; however, the area directly beneath the antenna is
well illuminated. Furthermore, when transmitting on arm 1 and receiving on arm 3, the
co-polarized sensitivity becomes more symmetric since the arms are mirrored versions of
each other. For the n̂ = ŷ case, the response is seen to be weakest for the (j = 1,k = 1) and









































































































































































































































































































































antenna arms. Additionally, the response is also weak in the n̂ = x̂ and n̂ = ŷ cases
for (j = 2,k = 1), since the target is cross-polarized with one arm and co-polarized with
the other. Ideally, the cross-polarized sensitivity would be null with a perfectly polarized
antenna. The observed cross-polarized response is due to the degradation of the linear
polarization off-boresight which will be discussed further in Section 5.1.4. Finally, for
the n̂ = (x̂ + ŷ)/
√
2 case, the response is seen to be relatively strong for all the port
pairs since the target is somewhat co-polarized with both the transmit and receive arms.
Additional plots of the sensitivity, on the z = 100 mm plane, are provided for frequencies
1, 2, 3, and 5 GHz in Figures 5.15–5.18. From these figures, one can observe how the
sensitivity–especially the undesired cross-polarized sensitivity–varies with frequency due
to the movement of the antenna active region.
It is instructive to compare the sensitivity plots for the above four-port sinuous antenna
to a more conventional antenna arrangement. In most conventional GPRs, the transmit and
receive antennas are separate, as in Figure 1.1 (see Section 1.1). Consider two sinuous
antennas identical to that pictured in Figure 5.1 driven in a balanced manner and separated
by 24 cm (center to center). Pseudo-color graphs of the radiated fields are shown in Fig-
ures 5.19a and 5.19b. The graphs show that the radiated fields of the transmit and receive
antennas overlap minimally. The sensitivity metric for this antenna configuration is shown
in Figure 5.19c and is normalized to the same value as the four-port antenna sensitivity
plots provided in Figures 5.12–5.18. As can be seen, the lack of direct overlap of the two
antenna’s radiation results in much lower sensitivity. The result is particularly troublesome
for detecting close-in targets, such as landmines buried close to the surface.
5.1.4 Polarization Performance
In the previous section, it was observed that the four-port antenna exhibited undesirable
degradation in polarization isolation, particularly at off-boresight angles. The axial ratio

































































































































































































































































































































































































































































Figure 5.19: Two balanced (driven in mode-1) sinuous antennas operated bistaticly: (a)
radiated field for the left antenna, (b) radiated field for the right antenna, and (c) sensitivity
metric MS for a co-polarized scatterer (n̂ = x̂) normalized to the same value as the four-
port antenna sensitivity plots. All cuts are in the y = 0 plane.
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distance of 100 mm in Figures 5.20 and 5.21 for various frequencies. As can be seen,
the AR reduces at angles off of boresight indicating the polarization changes from linear
to elliptical. It is further observed that these areas move with frequency, again due to the
non-stationary active region, which corresponds with that observed in the sensitivity metric
plots in Figures 5.14–5.18.
5.1.5 Mutual Coupling
The desire to separate transmit and receive channels in a GPR system is motivated by the
fact that, for close-in sensing, transmit pulses may still be in the processes of leaving the an-
tenna when target echoes arrive. It is therefore desired to increase isolation between chan-
nels, i.e., decrease mutual coupling. The resulting coupling between ports of the antenna
when driving port 1 is shown in Figures 5.22, 5.23, and 5.24 for a driving port impedance
of 248 Ω, 133 Ω, and 50 Ω, respectively. Here S21 represents the coupling between cross-
polarized channels (S41 = S21) and S31 is the coupling between the co-polarized channels.
Notice that the isolation between ports increases with a reduced match. While a reduced
match may be undesirable, the values observed did not have a significant effect on the
antenna’s realized gain, as shown in Figure 5.25. The relationship between driving port
impedance and isolation may be evaluated without full-wave simulation as Equation 5.5
can be used to compute the S-parameters for an infinite version of the antenna. Figure 5.26
shows the S-parameters of the infinite four-port antenna computed with Equation 5.5 vs.
the characteristic impedance connected to the antenna ports. The analytical results correlate
well with those from the full-wave simulation.
The S-parameters for the ZC = 133 Ω case are transformed into the time domain and
shown in Figure 5.27. A Taylor window, with parameters n̄ = 15 and PSR = −80
as defined in [102], weighted the frequency-domain S-parameters before transformation
to the time domain via MATLAB’s implementation of the inverse fast Fourier transform
(IFFT). The time-domain results indicate the primary location of the coupling to be at the
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Figure 5.20: Axial ratio (dB) of the four-port antenna, when driven on arm 1, computed
from the radiated fields on the z = 100 mm plane (frequency samples: 1–6 GHz).
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Figure 5.21: Axial ratio (dB) of the four-port antenna, when driven on arm 1, computed
from the radiated fields on the z = 100 mm plane (frequency samples: 7–10 GHz).
feed ports (at time 0 nanoseconds). A smaller (≈25 dB down) and slightly delayed (≈0.25
ns) response is also observed, which is attributed to distributed coupling in the antenna. The
time-domain results, post dispersion correction (detailed in Chapter 3) are also displayed in
Figure 5.27. Notice how the application of the dispersion correction disperses and moves
into negative time the pulse due to coupling resulting in a 30 to 40 dB reduction of noise
at time t = 0 nanoseconds. Application of the dispersion correction may assist with the
separation of the signals due to mutual coupling and those from a target.
A calibration procedure may be able to remove much of the undesired port coupling.
Coherent background subtraction will be used for this purpose in Chapter 6. Furthermore,
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Figure 5.22: S-parameters for the four-port antenna when driving port 1 with an ideal 238 Ω
port. Note that S21 represents the coupling between cross-polarized channels (S41 = S21)
and S31 is the coupling between the co-polarized channels.




















Figure 5.23: S-parameters for the four-port antenna when driving port 1 with an ideal 133 Ω
port.
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Figure 5.24: S-parameters for the four-port antenna when driving port 1 with an ideal 50 Ω
port.






























Figure 5.25: Graph of the realized gain as a function of frequency for Zc = 238 Ω, 133 Ω,
and 50 Ω.
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Figure 5.26: Four-port antenna S-parameters vs. port characteristic impedance ZC (same
for all ports) computed analytically with Equation 5.5.
any remaining artifacts from the coupling will be pushed into negative time once dispersion
compensation has been applied. While it is possible to reduce the effects of the port cou-
pling, it is still desirable to reduce it as much as possible. Another technique for reducing
port coupling will be investigated in the following section.
5.2 Unbalanced Eight-Arm Sinuous Antenna
The unbalanced four-port antenna presented in the previous section shows good promise
for use as a quasi-monostatic polarimetric antenna in close-in sensing applications. How-
ever, the port-to-port coupling, i.e., transmit and receive channel mutual coupling, is higher
than desired. In this section an eight-arm sinuous antenna, illustrated in Figure 5.28, is in-
vestigated which achieves increased channel isolation. An eight-arm sinuous antenna was
recently proposed in for angle-of-arrival applications that operated each arm connected to a
100 Ω coaxial cable [110]. For this application, the odd-numbered ports will be connected




































































Figure 5.27: S-parameters in the time domain with and without dispersion compensation
for the four-port antenna analyzed. The analytic amplitude is plotted (dB scale) on the
right. Note that S21 represents the coupling between cross-polarized channels (S41 = S21)
and S31 is the coupling between the co-polarized channels.
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Figure 5.28: CST model of unbalanced eight-arm sinuous antenna. The antenna pictured is
based on the improved design from Section 2.5 and has parameters: N = 8 arms, P = 12
cells, RT = 9.5 cm, τ = 0.773, α = 45◦, and δ = 11.25◦. Arms are driven with a port or
shorted in an alternating fashion.
while the remaining even-numbered ports are shorted.
5.2.1 Driving Port Impedance and Mutual Coupling
The input impedance and mutual coupling for an infinite version of the antenna can be
computed analytically since the structure is self-complementary with a method similar to
that proposed in Section 5.1.1. However, some modification to the method is required to ac-
commodate the fact that not all ports are equally loaded. Generalized scattering parameters
may be used when not all ports are terminated by the same load [109, 111].
The generalized scattering parameters SP define ratios of power transfer or “power
waves” instead of voltages like normal S-parameters [111]. The power waves are defined
in matrix form as [109]
[ a ] = [F ]([V ] + [ZR ][ I ]) (5.12)
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and
[ b ] = [F ]([V ]− [ZR ]∗[ I ]). (5.13)
In the above, [ZR ] is a diagonal matrix of each port’s reference impedance ZR,i and [F ] is
also a diagonal matrix defined as














where [U ] is the identity matrix. After some simplification, the generalized scattering ma-
trix can be derived as [109]
[SP ] = [ b ][ a ]−1 = [F ]([Z ]− [ZR ]∗)([Z ] + [ZR ])−1[F ]−1. (5.15)
However, similar to Section 5.1.1, the definition must be given in terms of [Y ]—defined by
Equation 4.2—instead of [Z ]. If the port terminations are real valued i.e., [ZR ]∗ = [ZR ],
then the generalized scattering parameter matrix may be defined, after some algebraic sim-
plification, as
[SP ] = [F ]([YR ]− [Y ])([Y ] + [YR ])−1[F ]−1 (5.16)





: j ∈ {1, 2, . . . , 8}. (5.17)
Graphs of Zant and S11 as a function of feed port characteristic impedance Zc = 1/Yc are
shown in Figure 5.29 for the infinite eight-arm sinuous antenna with even number ports
shorted. The optimal characteristic impedance of the driving port is 150 Ω and is approxi-
mately constant with ZC since the neighbor arms are shorted. The optimal input impedance
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Figure 5.29: Computation of Zant for the 8-arm unbalanced sinuous antenna with even
arms shorted vs. feed port characteristic impedance. Notice Zant is approximately constant
(150 Ω) due to the constant load (short) of the neighbor arms.
is lower than the 4-arm antenna making it easier to feed and match to more common system
impedances, e.g., 75 Ohms.
Full-wave simulations of the antenna described in Figure 5.30 were used to compute
the match to multiple driving port impedances. The results are given in Figure 5.29. Once
the frequency is high enough that the reflections from the antenna truncation are no longer
an issue, the S11 values correlate well with those computed theoretically for an infinite
antenna in Figure 5.29. Notice that the antenna’s lowest operating frequency has increased
due to the smaller δ. More specifically, the total electrical length of the antenna arms has
decreased since they no longer wrap around as far. The lowest frequency of operation is
inversely proportional to δ, as shown in Equation 2.10. This means the eight-arm antenna
will need to be made larger to achieve the same lowest frequency of operation as the four-
port version.
The port mutual coupling, for the Zc = 50 Ω full-wave simulation, is shown in Fig-
ure 5.31. The results show a significant improvement in port isolation of 15–20 dB when
compared to the four-arm antenna (see Figure 5.24). These results show the eight-arm
antenna has promise for polarimetric GPR applications; however, as will be shown, the
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Figure 5.30: Comparison of simulated S11 for the eight-arm sinuous antenna with differ-
ent driving-port characteristic impedances ZC on odd-numbered arms and even-numbered
arms shorted.
radiation characteristics are not as desirable as those of the four-arm antenna.
5.2.2 Radiated Fields
The boresight gain of the eight-arm antenna, simulated with the CST time-domain solver,
is shown in Figure 5.32. The gain displays discontinuities similar to those investigated in
Chapter 2. The angular width α must be decreased to 22.5◦ to maintain the same amount of
interleaving in the eight-arm antenna as the four-arm antenna, t. This is the same value used
for the eight-arm sinuous presented in [110]. A second eight-arm antenna was simulated
with the smaller angular width, and the realized gain is plotted in Figure 5.33. For this
second antenna, the number of cells was also increased to help the performance. The
results show the second antenna does not suffer from the sharp discontinuities above 2
GHz; however, some discontinuities are still present at the lower frequencies where the
antenna is resonant but no longer operating as intended.
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Figure 5.31: S-parameters for the eight-port antenna when driving port 1 with an ideal 50 Ω
port.



























Figure 5.32: Simulated realized gain when driving port 1 of the eight-arm sinuous antenna
having parameters: N = 8 arms, P = 12 cells, RT = 9.5 cm, τ = 0.773, α = 45◦, and
δ = 11.25◦. Even-numbered arms are shorted.
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Figure 5.33: Simulated realized gain when driving port 1 of the eight-arm sinuous antenna
having parameters: N = 8 arms, P = 20 cells, RT = 9.5 cm, τ = 0.8547, α = 22.5◦, and
δ = 11.25◦. Even-numbered arms are shorted.
The simulations show the eight-arm antenna to have quite low realized gain on bore-
sight. The reduced gain is due to the beam being split and directed off-axis as shown by
the plots of the 20 cell (α = 22.5◦) antenna’s far-field radiation in Figure 5.34. The same
antenna’s near-field sensitivity exhibits similar behavior, as shown in Figure 5.35, which
displays sensitivity at 4 GHz on the z = 100 cm plane. Notice that this plot is normalized
to the same value as the four-port antenna sensitivity plots shown in Figures 5.12–5.18.
The overall sensitivity is lower for the eight-arm antenna compared to the four-arm ver-
sion; however, a larger area is covered. The eight-arm antenna also still improves over the
bistatic configuration shown in Figure 5.19. It is also interesting to notice the larger cross-
polarized responses off of boresight. Further exploration of this antenna and its potential
applications are a topic of future research.
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(a) f = 1 GHz (b) f = 2 GHz (c) f = 3 GHz
(d) f = 4 GHz (e) f = 5 GHz (f) f = 6 GHz
(g) f = 7 GHz (h) f = 8 GHz (i) f = 9 GHz
(j) f = 10 GHz
Figure 5.34: Far-field radiation patterns |~Grlzd| generated by CST of the eight-arm antenna
























































































































Figure 5.36: Model of the simulated coaxial cable feed with the substrate hidden to show
how the cables connect to the antenna. Model of RG-402 cables pictured.
5.3 Constructed Antenna
The four-port antenna analyzed in Section 5.1 was further investigated through fabricated
and measurement. Design considerations and initial measurement results will be discussed
below. The integration of the antenna into a GPR testbed will be described in Chapter 6.
5.3.1 Coaxial Cable Feed
The antenna was manufactured using an LPKF PCB milling machine [89] out of 1.575
mm (0.062”) thick Rogers RT/duroid® 5880 laminate (1 oz. copper clad)—similar to the
fabricated antennas detailed in Chapters 2 and 3. The results in Figure 5.5 indicate the
addition of the substrate lowers the average input impedance to approximately 197 Ω over
the 1–10GHz band. It was decided to feed the antenna with a simple direct connection of
coaxial cables, as shown in Figure 5.36. This connection is similar to that in [58], but each
cable is operated as an independent channel.
Four different coaxial cable sizes were investigated through simulation in CST (see
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Table 5.2: Dimensions of coaxial cables simulated for the four-port antenna feed.
Shield Dia. Dielectric Dia. Center Conductor Dia.
Z0 Dielectric in mm in mm in mm
50 PTFE 0.141 3.58 0.117 2.97 0.036 0.91
50 PTFE 0.086 2.21 0.066 1.68 0.02 0.51
75 PTFE 0.141 3.58 0.118 3.00 0.02 0.51
100 PTFE 0.141 3.58 0.118 3.00 0.01 0.254
Figure 5.36). Two 50 Ω, a 75 Ω, and a 100 Ω cable were each evaluated. The cable
dimensions are summarized in Table 5.2. Simulated S-parameters of the antenna for each
cable type are plotted in Figure 5.37. The results show little variation between the two
50 Ω cables with the 75 Ω and 100 Ω cables giving the best match. Consistent with the
results resented in Section 5.1.5, the 50 Ω cables perform best for port isolation. Use of
the 50 Ω cables provides the additional advantage of being able to connect directly with
the measurement equipment i.e., a network analyzer. Due to these benefits, the larger 50 Ω
cable was selected for the constructed antenna feed. The larger diameter center conductor
was desired for easier soldering.
5.3.2 Absorber-Loaded Cavity
An absorber-loaded cavity was implemented for the constructed antenna, which served
to absorb the back lobe of the radiation as well as provide a mounting structure. The
implemented cavity is shown in Figure 5.38. The cavity is filled with AN-79 absorber
[108] and is approximately 14.5 cm tall when including the lid and antenna substrate. As
discussed in Section 4.3.1, the height of the cavity could be reduced without sacrificing
performance; however, the cavity and absorber were selected based on availability from
another project [92]. The diameter of the cavity also set the antenna radius, which was
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 = 100 ; SD = 3.58 mm
Figure 5.37: Simulated S-parameters for each cable feed configuration of the four-port
antenna. Note that S21 represents the coupling between cross-polarized channels (S41 =
S21) and S31 is the coupling between the co-polarized channels.
(a) CAD Model (b) Actual
Figure 5.38: Absorber loaded cavity used for the constructed four-port antenna.
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Figure 5.39: Comparison of measured and simulated S11 for the constructed four-port an-
tenna. The comparison shows very good agreement.
5.3.3 Measurements
In order to verify the operation of the constructed antenna, it was measured in an ane-
choic chamber with a 4-port vector network analyzer. A detailed model of the antenna—
including the substrate, absorber-loaded cavity, and the coaxial cables—was developed in
CST Microwave Studio and simulated using the time-domain solver. The simulated and
measured reflection coefficients vs. frequency are compared in Figure 5.39 which shows
good agreement.
Scanned measurements of two targets were also performed similarly to what was done
for the antenna in Chapter 3. Both targets were placed 15.24 cm from the antenna and
then scanned perpendicular to the antenna 15.24 cm in 1.27 cm increments. The first tar-
get was a 5.08 cm diameter metal sphere (pictured in Figure 5.40), and the second was a
metal rod with length and diameter of 51.24 mm and 1.96 mm respectively. The sphere
should only produce a cross-polarized response while the rod was rotated 45◦ relative to
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the antenna to produce equal amounts of co- and cross-polarized returns. The four-port
S-parameters were measured, with and without the target, in the frequency domain from 10
MHz to 10 GHz with a vector network analyzer. The background, including the foam mast,
was removed from the target results by coherent subtraction. A Taylor window (n̄ = 15
and PSR = −80) [102] weighted the sans background target returns before transforma-
tion to the time domain via inverse fast Fourier transform (IFFT). The waterfall diagram
in Figure 5.41 shows the processed time-domain co-polarized responses of the sphere for
each scan location, both with and without dispersion compensation. The dispersion model
parameters were determined by an optimization process similar to that done in Section 3.5.
The resulting dispersion model parameters were φ0 = 12.495 and f0 = 11.277 GHz. With
the dispersion model applied, the specular and creeping wave returns from the sphere be-
come clearly visible. The cross-polarized sphere responses show no response on boresight;
however, the target begins to appear at off-boresight angles. The appearance of the tar-
get is because the antenna polarization degrades to elliptical off of boresight, as shown in
Section 5.1.4. The rod measurements (Figure 5.43 and Figure 5.44) show equal co- and
cross-polarized responses as expected.
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Figure 5.40: Setup of the four-port sinuous antenna and 5.08 cm diameter sphere target
placed 15.24 cm from the antenna. The target was then scanned to the right 15.24 cm.























Figure 5.41: Waterfall plot of measured Co-Polarized B-scan showing the dispersed (left)
and corrected (right) time-domain responses from the measured 5.08 cm sphere. Both the
specular and creeping wave reflections are evident in the corrected results. Note that the
results also contain the time delay due to the cables.
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Figure 5.42: Waterfall plot of measured Cross-Polarized B-scan showing the dispersed
(left) and corrected (right) time-domain responses from the measured 5.08 cm sphere. Tar-
get returns become evident off of boresight due to reduced isolation between channels.
Note that the results also contain the time delay due to the cables.























Figure 5.43: Waterfall plot of measured Co-Polarized B-scan showing the dispersed (left)
and corrected (right) time-domain responses from the measured 5.08 cm sphere. Both the
specular and creeping wave reflections are evident in the corrected results. Note that the
results also contain the time delay due to the cables.
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Figure 5.44: Waterfall plot of measured Cross-Polarized B-scan showing the dispersed
(left) and corrected (right) time-domain responses from the measured 5.08 cm sphere. Tar-
get returns become evident off of boresight due to reduced isolation between channels.
Note that the results also contain the time delay due to the cables.
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5.4 Summary
In this chapter, it was proposed to operate each arm of a four-port sinuous antenna inde-
pendently to achieve a quasi-monostatic antenna system capable of polarimetry while sep-
arating transmit and receive channels as is common in GPR systems. The quasi-monostatic
configuration of the antenna reduces the size as well as prevents extreme bistatic angles,
which may significantly reduce sensitivity when attempting to detect close-in targets. A
similar antenna system was proposed in [8], which operated four resistive-vee antennas.
However, the sinuous antenna has advantages over the resistive-vee such as constant gain
over frequency and a lower height profile. A prototype four-port antenna was fabricated
and measured. The following chapter details the integration of the prototype antenna into
a GPR testbed for further measurements.
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CHAPTER 6
EXPERIMENTAL EVALUATION OF THE UNBALANCED SINUOUS ANTENNA
IN A GPR TESTBED
In this chapter, the four-arm sinuous antenna, designed and fabricated as described in Chap-
ter 5, is integrated with a GPR testbed for measurements. The antenna is used to acquire
polarimetric measured data from multiple targets. The polarimetric data is then used to
discriminate between symmetric and asymmetric targets.
6.1 GPR Testbed
The GPR testbed consists of a three-axis positioner and vector network analyzer (VNA),
both of which are connected to a controlling desktop computer. A sand-filled pit, in which
targets may be buried, is located directly under the measurement apparatus. The positioner
can scan the antenna over a two-dimensional area of approximately 1.5 by 1.8 m at different
heights. Figure 6.1 shows the antenna mounted to the positioner and lowered to approx-
imately 5 cm above the leveled sand. The measurement data is collected with the VNA
in the frequency domain as 4-port S-parameters from 10 MHz to 8 GHz in 10 MHz steps.
The data may then be transformed to the time domain via an IFFT after being weighted
with window function. The time-domain result of a single measurement is called an A-
scan [112]. An ensemble set of A-scans produced by the positioner movement is referred
to as a B-scan or a C-scan for 1-D and 2-D positioner scans, respectively [112]. When the
positioner is moved, it is allowed to settle mechanically before the VNA records data. This
procedure is referred to as the “stop-and-stare” method, which is slower than performing
data acquisition during continuous movement but provides increased accuracy. Targets can
be measured in the air as well as buried since the positioner can be configured to raise the
antenna up to 1 m above the sand.
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Figure 6.1: GPR Measurement Setup.
6.2 Targets in the Air
The system performance was evaluated with targets positioned in the air before measuring
buried targets since the ground represents additional ambiguity. The target-in-air mea-
surements produce cleaner experiments where all parameters may be understood and ex-
plained. Furthermore, the measurements are not plagued by issues present in a real GPR,
e.g., ground bounce, which allows us to focus solely on the antenna’s performance. Fig-
ure 6.2 shows an example of the test setup. The response from the ground was minimized
by the inclusion of RF absorbing foam underneath the target. Additionally, the scans were
repeated without the targets in order to remove the static background via coherent subtrac-
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Figure 6.2: Measurement of a 7.62 mm sphere in the air using the GPR testbed. Notice that
RF absorber has been placed beneath the target to minimize the response from the sand.
tion.
6.2.1 Background Subtraction
The raw measured data is not ideal as it contains many reflections from sources other than
the target. These reflections include: reflection from the measurement setup (e.g., foam
support), mismatch between the coaxial cables feeding the sinuous antenna structure (this
only applies to the monostatic terms, see Section 5.3), mutual coupling between the antenna
ports (see Section 5.1.5), mismatch at the SMA connection between the cables from the
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VNA and the antenna, as well as phase drift in the measurement cables and electronics.
These unwanted reflections are usually addressed by a coherent background subtraction
process where the complex values of the measurement with the target present are subtracted
from the complex values of the measurement without the target.
Figure 6.3 shows monostatic measurement results from a B-scan of a sphere (7.62 cm
in diameter) placed 15 cm below the antenna before and after coherent background sub-
traction. Note that the frequency domain data has been transformed to the time domain via
an IFFT after weighting with a Taylor window with parameters n̄ = 15 and PSR = −80
as defined in [102]. Without removing the static background, the close-in target response
is masked by the much larger reflection at the antenna terminals, as demonstrated by the
A-scan with the target on boresight (Figure 6.3c). Notice the difference in the amplitude
scale between the before and after figures. Once the background is subtracted, the response
from the target can be easily seen. Although a remnant of the background, with amplitude
similar to that of the target, is still visible. This remainder of the background is due to small
temporal misalignment between background and target measurements. The misalignment
can have multiple sources such as instrument phase drift, positioner inconsistencies, as well
as changes in the antenna and cables due to temperature. A phase alignment procedure may
be used to improve the background subtraction.
The background subtraction algorithm developed for these measurements incorporates
a phase alignment procedure based on a divide and conquer algorithm [113] (see Algo-
rithm 6.1). The algorithm searches for a small temporal offset terr that, when applied as a
frequency-dependent phase offset φerr(ω) to the background, reduces the sans background
time-domain response in the 1–3 ns window for each scan location. Essentially the time
offset represents drift in the measured data between the background and with-target mea-
surements. We assume here that the offset is quite small and the phase is relatively stable
over the acquisition of each individual A-scan. Figure 6.4 shows the optimal time offset
between the background and target measurements found by the algorithm for the mono-
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(a) B-scan (b) B-scan with background subtraction


































-3 y = 50 cm
Residual
Dispersed Target
(d) A-scan with background subtraction
Figure 6.3: Measured response (S11) from the 7.62 cm sphere in the air prior to background
subtraction (left) and after initial background subtraction (right). Pseudo-color graphs of
the analytic amplitude of the B-scans (top) and line graphs of the A-scan over the target
(bottom).
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Figure 6.4: Optimal time offset between the background and target measurements found
by using Algorithm 6.1 for the monostatic S11 measurement of the 7.62 cm sphere in the
air at each scan location.
static (S11) measurement of the 7.62 cm sphere at each scan location. These time offsets
best align the background and target measurements to produce the optimal subtraction. The
resulting improvement in the B-scan background subtraction is shown in Figure 6.5, which
shows the remnant of the background is now indistinguishable compared to the target.
The examples presented in this section demonstrate the background subtraction for S11
data. However, the same procedure is applied to all the S-parameter measurements, e.g.,
the Sij background data is also subtracted from the Sij target data. The time offset is
only computed for a single measurement (S11) since the error is relatively stable during the
acquisition of one measurement.
6.2.2 Dispersion Correction
With the removal of the background, the target returns become clearly distinguishable;
however, they are smeared in time due to the dispersive properties of the antenna. The
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Data: Y y-axis sample vector
Data: ω Frequency sample vector
Data: M Frequency domain measurement data
Data: B Frequency domain measurement data of backgound only
Result: C Frequency domain measurement data sans background
Nt ← an even number of time samples to test
T ← time samples between 1 and 3 ns
foreach y in Y do





while |tolderr − terr| > 0.1−15 do
/* Break the time offset range into some discrete
samples to test. */
~tsamples ← linspace (tstart, tend, Nt)
for n← 1 to Nt do




k |s[k]|2 : k ∈ T
end
/* Find the best phase error sample and then try
discrete samples nearby. */
tolderr ← terr
m← index of smallest residual error
terr ← ~tsamples[m]
∆t = tend − tstart
tstart ← terr −∆t/4
tend ← terr + ∆t/4
end
C[y]←M [y]−B[y] ∗ exp(jωterr)
end
Algorithm 6.1: Background subtraction with phase drift correction.
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(a) Initial background subtraction (b) Improved background subtraction















-3 y = 50 cm
Residual
Dispersed Target
(c) Initial background subtraction















-3 y = 50 cm
Residual
Dispersed Target
(d) Improved background subtraction
Figure 6.5: Measured response (S11) from 7.62 cm sphere in air with initial background
subtraction (left) and after background subtraction with phase alignment (right).
dispersion model, described in Chapter 3, was applied with the parameters determined by
the method shown in Section 5.3.3. The B-scan of the 7.62 cm sphere is shown before
and after the application of the dispersion correction model in Figure 6.6. The application
of the dispersion model allows target attributes to be more clearly distinguished, i.e., the
specular and creeping wave returns. The signal-to-noise ratio (SNR) is also increased since
the dispersion correction compresses the target return, resulting in a larger amplitude, and
any response remaining from the reflection or mutual coupling at the antenna terminals is
dispersed toward negative time.
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(a) Dispersed (b) Dispersion Compensation
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(c) Dispersed


















Figure 6.6: Measured response (S11) from 3” sphere in air with background subtraction
(left) and after dispersion compensation (right).
6.2.3 Circular Polarization
The sinuous antenna may be used to generate circular polarization (CP) [87] by combining
two orthogonal linear polarizations in phase quadrature. GPR systems sometimes utilize
CP since it can be used to discriminate between symmetric and asymmetric targets [92,
114]. Dual-linear data was acquired during the measurements since each arm of the antenna
was operated independently. However, the CP responses may be synthesized from the dual-
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With the coordinate system defined in Figure 5.1, the horizontally polarized (x̂) chan-
nels become antenna ports 1 and 3, and the vertically polarized (ŷ) channels are ports 2 and
4. If ports 1 and 2 transmit while 3 and 4 receive, the co-polarized terms become
SHH = S31 (6.2)
and
SV V = S42. (6.3)
Similarly, the cross-polarized terms are
SHV = S32 (6.4)
and
SV H = S41. (6.5)
Usually, the corresponding cross-polarized terms are equal, but they are not for this antenna
since the transmit and receive pairs are not symmetrical. This asymmetry may be observed
in the sensitivity plots of Section 5.1.3. The cross-polarized symmetry may be improved
by averaging the two cross-polarized terms together as
SHV = SV H =
1
2
(S32 + S12). (6.6)
Figure 6.7 shows the synthesized cross-polarized CP term SRL, computed from the dual-




Figure 6.7: Measured cross-polarized CP response (SRL) from the 7.62 cm sphere in the
air. The CP was computed from the dual-linear responses with Equation 6.1 using (a) the
linear cross-polarized terms individually, and (b) by taking the average. Using the average
produces a more symmetric response.
ually (Equations 6.4 and 6.5) and by taking the average (Equation 6.6). Using the average
produces a more symmetric response, which may be useful when utilizing the CP com-
ponents for target discrimination. Thus, the average is used when computing the linear
cross-polarized terms for all the remaining data presented in this chapter.
6.2.4 Target Discrimination
The returns from symmetric targets (e.g., spheres) may be distinguished from those from
asymmetric targets (e.g., wires) by comparing the co- and cross-polarized components
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[114]. Symmetric targets will produce primarily a co-polarized CP response while asym-
metric targets will produce both co- and cross-polarized CP responses. False-color maps
were created from the CP responses, similar to those developed in [113], which allow for
visual discrimination between symmetric and asymmetric targets. The false-color maps are
created from the measured B-scan data by setting all pixels 12 dB below the peak response














With this color mapping, symmetric targets will appear blue, and asymmetrical targets
will appear red in the image. An example false-color map, along with the co- and cross-
polarized CP responses, is provided in Figure 6.8 for the 7.62 cm sphere in the air mea-
surement.
6.2.5 Other Targets
In addition to the 7.62 cm sphere, the following targets were also measured in the air: a 5.08
cm sphere, a 4.9 cm diameter loop made from 1.3 mm thick wire, and a straight piece of 1.3
mm diameter wire 10.1 cm long. The straight segment of wire was measured at multiple
orientations. Figure 6.9 shows the targets in their specific measurement setups. Circularly-
polarized B-scans, both co- and cross-polarized results, along with corresponding false-
color maps are provided for each target in Figures 6.10–6.12.
Results for the 5.08 cm sphere and wire loop are given in Figure 6.10. These two
targets are symmetric and ideally do not produce a co-polarized CP response; however,
a co-polarized response is seen for both targets off of boresight. The off-boresight co-
polarized response is not null because the polarization purity degrades off of boresight, as
discussed in Section 5.1.4. However, the polarization is sufficiently good that the false-
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(a) Cross-Pol (SLR) (b) Co-Pol (SLL)
(c) False Color Map
Figure 6.8: Measured cross-polarized CP response (a), co-polarized response (b), and false
color map (c) for the 7.62 cm sphere in the air.
color maps are blue—indicating a symmetric target.
The wire target was measured at multiple orientations, starting aligned with the ŷ-axis
(perpendicular to the scan-axis) and then rotated in a clock-wise fashion about the ẑ-axis
to 22.5◦, 45◦, and 90◦. The coordinate system is defined in Figure 5.1. The results are
shown in Figures 6.11 and 6.12. The wire will produce equal co- and cross-polarized CP
responses, which results in a red false-color map indicating target asymmetry. The B-scans
change shape as the wire rotates since the wire’s pattern is being rotated off of the scan
axis.
This set of targets demonstrates the usefulness of the antenna’s polarimetric capability
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(a) 5.08 cm Sphere (b) 4.8 cm Wire Loop
(c) 10.1 cm Straight Wire, rotated 0◦ (d) 10.1 cm Straight Wire, rotated 22.5◦
Figure 6.9: Targets measured in the air: (a) 5.08 cm diameter sphere, (b) 4.8 cm diameter
wire loop, (c) 10.1 cm long wire aligned perpendicular to scan axis (0◦ off of ŷ-axis), and
(d) 10.1 cm long wire rotated 22.5◦.
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as it can identify the various symmetries correctly. Furthermore, the algorithm correctly
identifies the wire (red false-color map) regardless of its orientation. Next, the system is
tested with targets buried in the sand.
6.3 Targets Buried in the Sand
With the system performance verified by measuring targets in the air, a subset of the targets
was then measured after being buried in dry sand. Figure 6.13 shows the targets measured,
which consists of two spheres (symmetric targets) and a straight segment of wire at multiple
orientations (asymmetric targets). During the measurements, the antenna was placed 5 cm
above the surface of the smoothed sand. Both B-scan and C-scan measurements were
performed.
6.3.1 Data Processing
The measured data from the buried targets were processed similar to those from the targets
measured in the air (see Section 6.2). The background subtraction was performed using the
sample at x = 50 cm. Similarly, the C-scan data, which may be considered a set of B-scans,
used the first sample of each row (B-scan) as the background. The time alignment proce-
dure described in Section 6.2.1 was performed at each location to improve the removal of
the mutual coupling in the antenna. The background subtraction also removed a significant
amount of the response from the surface of the sand. However, the smoothed surface is not
perfectly level, which leaves a remnant of the surface return in the data. A second phase
alignment could be used to improve the removal of the surface via subtraction; however,
the remnant of the surface is left in the results as another target for discrimination. Dual
linear data is collected, which is then used to synthesize CP responses, as described in Sec-
tion 6.2.3. An IFFT was used to transform the frequency domain data to the time domain
after weighting with a Taylor window having parameters n̄ = 15 and PSR = −80 as























































































































































































































































































































































































































































































































































































































































































































































(a) 7.62 cm Sphere (b) 5.08 cm Sphere
(c) 10.1 cm Straight Wire, rotated 45◦ (d) Smoothed Sand
Figure 6.13: Targets measured when buried in the sand: (a) 7.62 cm diameter sphere buried
10 cm deep, (b) 5.08 cm diameter sphere buried 5 cm deep, (c) 10.1 cm long wire rotated
45◦ off of the ŷ-axis buried 5 cm deep, and (d) smoothed sand after burying the target.
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discrimination—similar to what was done in Section 6.2.4.
6.3.2 B-scan Measurement Results
The processed measurement results are shown in Figure 6.14 and Figure 6.15 for the sym-
metric and asymmetric targets, respectively. The results indicate that targets may be cor-
rectly identified when buried in the sand. The co-polarized response is not zero for the
symmetric targets; however, it is sufficiently small to identify the target as symmetrical.
For all the rotations of the wire target, the co- and cross-polarized responses are essen-
tially equal as expected. The residual reflection from the surface of the sand is located at
approximately 1.8 ns in all the graphs. The return from the surface of the sand is mainly
cross-polarized, since the surface is symmetric, which allows for the wire targets to be
easily distinguished from the surface response. Notice that the residual of the surface re-
sponse is significantly less for the 5.08 cm sphere (see Figure 6.14), which indicates the
sand was leveled better for that particular measurement allowing for an improved complete
subtraction of the background.
6.3.3 C-scan Measurement Results
Two-dimensional C-scans were made of the buried 5.08 cm sphere and 10.1 cm wire seg-
ment; the results are displayed in Figure 6.16. The data is essentially sets of multiple x-axis
B-scans made at different y-axis locations. The background was subtracted by removing
the x = 40 cm sample from each B-scan. Since the C-scan represents a three-dimensional
volume of data, it can be challenging to visualize effectively. For the results shown in Fig-
ure 6.16, the peak response in time was taken for each (x,y) sample. The peak search began
after 2.2 ns in order to avoid the primary response from the surface. The two-dimensional
data obtained in this manner was then used to create the false-color maps shown. As can
be observed, the false-color maps accurately distinguish the target symmetries. The peak-































































































































































































































































































































































































































































































































the scene contains multiple targets. However, the technique was adequate for the simple
case analyzed. In more complicated scenes, two-dimensional slices of the data or three-
dimensional iso-surfaces [115] may be used for more effective visualizations.
6.4 Summary
The four-port sinuous antenna developed in Chapter 5 was integrated with a GPR testbed
and used to measure targets in the air as well as buried in dry sand. Dual linear data was
acquired and then used to generate circularly-polarized (CP) responses. The CP responses
were successfully used to discriminate between symmetric and asymmetric targets by com-











































































































































































































































































































CONCLUSION AND FUTURE WORK
The research presented in this dissertation analyzes the operation of the sinuous antenna and
provides guidance for overcoming practical design challenges when utilizing the antenna
for pulsed radar applications. The specific application investigated was the detection of
close-in targets, e.g., landmines, with polarimetric ground-penetrating radar (GPR). The
sinuous antenna is a desirable candidate for such applications since it is ultra-wideband,
can produce multiple polarizations, has relatively flat gain over frequency, and has a low
height profile.
Often GPR systems utilize multiple antennas to achieve increased isolation between
transmit and receive channels and obtain polarization diversity. This configuration results
in increased size as well as large bistatic angles when utilized for close-in targets. It was
shown herein that the sinuous antenna could be operated as an array of closely spaced
independent antennas that act as a quasi-monostatic antenna while providing polarimetric
data. The ability to operate a single antenna for polarimetric sensing in a low-profile form
factor is especially desirable for hand-held sensors.
The following sections outline the primary contributions of this dissertation, suggest
follow-on research, and list the publications derived from this work.
7.1 Contributions
The primary contributions of this research are summarized below.
7.1.1 Detailed Analysis of the Excitation and Mitigation of Unintended Resonant Modes
The sinuous antenna may suffer from unintended resonant modes which distort the radia-
tion and will produce ringing when the antenna is used to transmit pulses. An investigation
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was performed to determine the correlation between design parameters and these resonant
modes. Design guidance was presented, which mitigates the excitation of these modes
merely by the selection of design parameters—no additional empirical design steps are
required.
7.1.2 Novel Sinuous Antenna Outer Truncation Technique
A new sinuous antenna outer truncation technique was presented, which prevented low-
frequency resonances. This technique avoids the additional empirical design step of clip-
ping off the shape ends, as is common in the literature.
7.1.3 Simplistic Model for the Compensation of Dispersion in Sinuous Antennas
Dispersion in sinuous antennas is an undesirable characteristic when radiating pulses. Since
the active region on the antenna moves with frequency, the spectral content of the radiation
is spread out over time, i.e., dispersed. The original pulse may be reconstructed by applying
a phase correction that compensates the dispersive effects. A simple dispersion model
that is suitable for a fieldable system was proposed and implemented for both simulated
and measured sinuous antennas. However, the dispersion is dependent on sinuous antenna
design variables not accounted for by the model. Therefore, an optimization procedure was
used to improve the dispersion correction model for each specific sinuous antenna. With
the developed dispersion model, the sinuous antenna can be successfully used to transmit
and receive temporally short pulses.
7.1.4 Development of an Unbalanced Sinuous Antenna for Close-in Sensing
When attempting to detect targets close to the ground surface, GPR systems often employ
a bistatic antenna configuration. Such an arrangement is used to improve the isolation
between the transmit and receive channels and decrease size; however, this leads to ex-
treme bistatic angles that can reduce system performance. The operation of the sinuous
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antenna as an array of closely spaced yet independent arms was presented as a potential
quasi-monostatic antenna with a low height profile. The quasi-monostatic configuration
significantly reduced the bistatic angles, which substantially improved performance for
close-in targets while keeping the isolation to a manageable level. A prototype antenna
was fabricated and integrated into a GPR testbed. The polarimetric nature of the antenna
allows for the discrimination between linear and circular targets, which was demonstrated
with measured data.
7.2 Future Work
The research presented in this dissertation enabled the practical utilization of sinuous an-
tennas for pulsed radar applications. Also, a compact, quasi-monostatic, antenna design
concept for close-in GPR was developed based on the unbalanced operation of a sinuous
antenna. With these developments, future work will focus on expanding the application-
specific design guidance as well as improving the performance of the new antenna concept.
7.2.1 Sinuous Antenna Design Guidance
In this work, many cases of the sinuous antenna were simulated and measured. Future work
will seek to expand this analysis and develop general design graphs relating performance
to design variables similar to what was done with the spiral antenna in [92].
7.2.2 Improved Sinuous Antenna Dispersion Model
The simple dispersion model presented in this work was able to compensate for the sinuous
antenna dispersion successfully. However, the model required an optimization process
for each antenna design to achieve the best results. It is desired to improve the model
derivation to no longer require the optimization process. This improvement might be made
by expanding the analytical expression to include other sinuous antenna design parameters,
e.g., the angular width α. Another avenue may be the use of machine learning techniques
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to build a dispersion prediction model that accounts for all design parameters.
7.2.3 Improved Feed for the Unbalanced Sinuous Antenna
A bundle of 50 Ω coaxial cables fed the prototype unbalanced sinuous antenna, which
produced a considerable reflection at the antenna terminals while not achieving the degree
of port isolation theoretically possible. Furthermore, such cable bundles may be difficult to
phase align and represent mechanical difficulties. A new, robust, feeding structure capable
of driving each arm independently while transforming the impedance from 50 Ω to that
desired is a future research topic.
7.2.4 Unbalanced Eight-Arm Sinuous Antenna
In this work, an eight-arm unbalanced sinuous antenna was proposed, which improved
the isolation between arms of the sinuous antenna when operating the arms independently.
However, the initial investigation of the eight-arm antenna showed some disadvantages
when compared to the four-arm version, such as off-boresight near-field radiation and re-
duced low-frequency performance. Future research may continue the study of this antenna
to explore the possibility of mitigating the issues while achieving increased port isolation.
7.2.5 Improvement of Off-Boresight Performance
The sinuous antenna polarization was shown to degrade from linear on boresight to ellipti-
cal off of boresight, which produced undesired cross-polarized responses. An area of future
study may be the possible improvement of isolation between polarization channels through
signal processing, similar to what was done in [67].
7.2.6 Inversion with Full-Wave Forward Model
With the recent improvements in computing architecture for full-wave simulations, e.g.,
the acceleration of time-domain methods with large graphical processing units. Detailed
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models of the antennas and their surrounding materials may be accurately simulated. The
use of the forward-modeled channel may be able to improve the accuracy of inversion algo-
rithms such as back projection while also accounting for undesirable effects of the antenna,
e.g., dispersion, mutual coupling, etc. Future work will seek to improve the accuracy of
inversion for targets close-in to the antenna with full-wave simulation results.
7.3 Publications
Subsets of the research presented herein have been published, with some still in preparation
for submission, to peer-reviewed journals and refereed conferences. The publications are
listed below.
7.3.1 Peer-Reviewed Journal Articles
• D. A. Crocker and W. R. Scott, “An Unbalanced Sinuous Antenna for Near-Surface
Polarimetric Ground-Penetrating Radar,” in IEEE Open Journal of Antennas and
Propagation, 2020 (In Preparation).
• D. A. Crocker and W. R. Scott Jr. “Compensation of Dispersion in Sinuous Antennas
for Polarimetric Ground Penetrating Radar Applications.” Remote Sensing, vol. 11,
no. 16: 1937, August 2019.
• D. A. Crocker and W. R. Scott, “On the Design of Sinuous Antennas for UWB Radar
Applications,” in IEEE Antennas and Wireless Propagation Letters, vol. 18, no. 7,
pp. 1347-1351, July 2019.
7.3.2 Refereed Conference Proceedings and Presentations
• D. A. Crocker and W. R. Scott, “An Unbalanced Sinuous Antenna for Ultra-
Wideband Polarimetric Ground-Penetrating Radar,” 2020 IEEE International Geo-
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science and Remote Sensing Symposium, Waikoloa, Hawaii, USA, 2020 (In Prepara-
tion)
• D. A. Crocker and W. R. Scott Jr., “Sinuous Antenna Design for UWB Radar,” 2019
IEEE International Symposium on Antennas and Propagation & USNC/URSI Na-
tional Radio Science Meeting, Atlanta, GA, 2019
• D. A. Crocker and W. R. Scott Jr., “Exploiting Polarization Wobble in Sinuous Anten-
nas for the Detection of Linear Scatterers in Ground Penetrating Radar Applications,”
2018 IEEE International Symposium on Antennas and Propagation & USNC/URSI






The analysis of the sinuous antenna presented in this work consisted of a significant amount
of full-wave simulations. The simulation tool chosen for this work was CST Microwave
Studio [86]. The choice of this tool was motivated by its availability (Sandia National
Laboratories maintains licenses to this software) and the author’s familiarity with it. In
this appendix, some important aspects of simulating the sinuous antennas using CST are
considered.
A.1 Drawing the Sinuous Antenna Geometry
The initial difficulty encountered when attempting to simulate the sinuous antenna was
that of drawing the antenna’s geometry with the computer-aided drafting (CAD) capability
provided in the CST software. The final method utilized required drawing a single sinuous
antenna arm as a point-by-point polygon, rotating the arm to produce the full antenna, and
finally exporting the model as a CAD file for use in other simulation models. MATLAB
code was developed to automate this process. The code for generating a sinuous antenna
arm as a list of points is provided in Listing A.1. The CST automation script is provided in
Listing A.2.
A.2 Solver Comparison
CST Microwave Studio provides a suite of solvers for electromagnetic analysis [86]. The
three solvers considered for this work were the time-domain solver based on the Finite
Integral Technique (FIT) [116], the frequency-domain solver based on the Finite Element
Method (FEM) [117], and the frequency-domain Integral Equation (IE) [117] solver. Cer-
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tain aspects of each solver, such as the mesh generation and run time, will be considered.
A.2.1 Mesh Generation
The sinuous antenna can be challenging to appropriately mesh since the details of the ge-
ometry vary substantially in size. The small part of the antenna near the feed requires a
decreased mesh size when compared to the larger sections at the outer diameter. If a con-
stant mesh size is used, the mesh will get very big, and the larger parts of the antenna will
be meshed unnecessarily fine. The FEM solver has an adaptive meshing capability that
will refine the mesh at specified frequencies. The IE solver does not have such a capability,
and the mesh had to be adjusted manually. The FIT solver uses a grid-type mesh which
required a small step width to model the small parts of the antenna accurately. Defining a
good mesh was essential to compute the input impedance accurately.
Example meshes for the improved sinuous antenna (see Figure 2.34c) with parameters
P = 8, RT = 5 cm, α = 45◦, and τ = 0.7628 are shown for each solver in Figure A.1.
The FEM mesh was obtained via the adaptive meshing procedure applied at 4 and 10 GHz.
The FIT mesh cell step size was set, such that the smallest trace width contained multiple
mesh cells. Finally, the IE mesh was manually controlled by defining a step size in two
regions. The mesh sizes are shown along with the run times in Table A.1.
These example meshes were used to compute the input impedance of the antenna, as
discussed in the following section. The mesh size also directly impacts the simulation run
time, which is discussed in Section A.2.3.
A.2.2 Input Impedance
A comparison of the input impedance for a balanced sinuous antenna simulated with the
three different solvers is shown in Figure A.2. The meshes for the antenna are depicted
in Figure A.1. Above 2 GHz, the results show an input impedance near the theoretical
value of 267 Ω. The results diverge from the theoretical below 2 GHz due to the antenna’s
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(a) FEM Mesh (b) FEM Mesh (Zoomed)
(c) FIT Mesh (d) FIT Mesh (Zoomed)
(e) IE Mesh (f) IE Mesh (Zoomed)
Figure A.1: Depictions of meshes generated by CST for the different solvers for the im-
proved sinuous design (P = 8, RT = 5 cm, α = 45◦, and τ = 0.7628). Note that the FEM




































Figure A.2: Comparison of input impedance Zant and match S11 to 267 Ω for the improved
sinuous design when simulated with different CST solvers: time domain (FIT), frequency
domain (FEM), and integral equation (IE) [86].
finite size. The IE solver gives a result closest to the theoretical input impedance. This
simulation comparison is further discussed in Chapter 4. The run times of each solver for
this particular simulation are compared in the next section.
A.2.3 Simulation Run Time
The run times of each solver for the simulation discussed in the previous sections are
summarized in Table A.1. All the simulations were run on a Linux machine with dual
Intel® Xeon® CPUs (36 physical cores 2.30GHz), and dual NVIDIA® Tesla® K80 com-
pute GPUs. The FIT solver had GPU acceleration enabled.
Additional comparison of the FEM and FIT solver simulation times are provided in
Table A.2. These solvers were used more in this research since the antenna needed to
be simulated on a substrate and with the absorber loaded cavity, which required either
the FIT or FEM solvers. Three antennas are considered, each having the traditional outer
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Table A.1: Comparison of the simulation run times for the improved sinuous antenna con-
sidered using the three different solvers.
Solver Time (Hours) Mesh Size Frequency Samples
FEM 1.04 87,360 tetrahedrons 201
FIT 0.71 10,682,880 cells N/A
IE 2.63 10,500 edges 201
Table A.2: Comparison of the simulation run times for the improved sinuous antenna con-
sidered using the three different solvers.
FIT FEM
Antenna Time (Hrs) Mesh Cells Time (Hrs) Tetrahedrons Samples
1 0.17 6,967,728 31 212,476 1000
2 0.28 14,138,460 37 261,851 1000
3 14.45 171,284,520 191 775,808 1000
truncation. Antenna #1 parameters are P = 8, R1 = 5 cm, α = 50◦, and τ = 0.75.
Antenna #2 parameters are P = 12, R1 = 5 cm, α = 45◦, and τ = 0.773. And finally,
antenna #3 has parameters P = 16, R1 = 5 cm, α = 90◦, and τ = 0.866. Antennas 1 and
2 were simulated with the FIT method using a Tesla® C2075 GPU.
As can be seen, the FIT solver with GPU acceleration was significantly faster. The
smaller run times allowed for the successful completion of some simulations that would
have otherwise been prohibitively slow, e.g., the antenna with substrate and absorber loaded
cavity.
A.2.4 Absorbing Boundaries
Another advantage of the FIT solver over the FEM was the performance of the open bound-
ary conditions at low frequencies. The FIT solver implements a perfectly matched lay
(PML) boundary while the FEM solver implements both a PML and a surface impedance
boundary condition (SIBC) [118]. The performance of each combination of solver and
boundary is shown in the realized gain plots of the improved sinuous antenna described
above. As can be seen, the FIT solver produces higher gain at the lower frequencies. The
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Figure A.3: Comparison of realized gain for the improved sinuous design when simulated
with different CST solvers and open boundary conditions. The time-domain solver (FIT)
with a PML boundary, frequency-domain (FEM) with both PML and SIBC boundaries.
FEM solver with the SIBC has the smallest gain. The PML with the FEM solver has a
higher gain, but some additional instabilities may be observed below 1 GHz. Results from
the FIT simulation are trusted since measurements validated the solver in Chapters 2 and 3.
A.3 Code
1 function [ x, y ] = sinuousArm( p, alpha, tau, delta, r1 )
2 %SINUOUSARM Draws a sinuous arm based on the specified parameters.
3 % The return values are a set of x,y coordinates for drawing the arm.
4
5 % Validation of inputs omitted.
6
7 % Handle the vector inputs: if they are scalars create vectors for the
8 % correct indexing in the loop. If they are already vectors make sure they
9 % are the correct size.
10 if isscalar(alpha)
11 alpha = ones(p, 1)*alpha;
12 elseif length(alpha) ~= p
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13 error(’Alpha must be either a scalar or vector of length p.’);
14 end
15 if isscalar(tau)
16 tau = ones(p, 1)*tau;
17 elseif length(tau) ~= p
18 error(’Tau must be either a scalar or vector of length p.’);
19 end
20
21 % Define a function for converting polar coordinates to Cartesian.
22 pol2cart = @(r,p) deal(r.*cos(p), r.*sin(p));
23
24 pts = 31; % Points per cell... this may need to be an optional input.
25
26 rEnd = r1;
27 rStart = r1*tau(end);
28 x = zeros(pts + (p - 1)*(pts - 1), 2); % allocate storage
29 y = zeros(pts + (p - 1)*(pts - 1), 2);
30 for n = p:-1:1 % Build the curve
31 % Get the alpha and tau values for the cell
32 alpha_p = alpha(n);
33 tau_p = tau(n);
34
35 % Calculate the sinuous curve in polar coordinates
36 r = linspace(rStart, rEnd, pts);
37 phi = ((-1)ˆn)*alpha_p*sin(pi*log(r/rEnd)/log(tau_p));
38
39 if n == 1
40 % Calculate the upper curve
41 [xt, yt] = pol2cart(r, phi + delta);
42 x(1:pts,1) = xt;
43 y(1:pts,1) = yt;
44
45 % Calculate the lower curve
46 [xt, yt] = pol2cart(r, phi - delta);
47 x(1:pts,2) = xt;
48 y(1:pts,2) = yt;
49 else
50 % For all but the first arm, do not keep the first point to avoid
51 % overlapping nodes.
52 idx = (pts + (pts - 1)*(n - 2) + 1):(pts + (pts - 1)*(n - 1));
53
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54 % Calculate the upper curve
55 [xt, yt] = pol2cart(r(2:end), phi(2:end) + delta);
56 x(idx,1) = xt;
57 y(idx,1) = yt;
58
59 % Calculate the lower curve
60 [xt, yt] = pol2cart(r(2:end), phi(2:end) - delta);
61 x(idx,2) = xt;
62 y(idx,2) = yt;
63 end
64
65 % Reset the radius limits for the next cell
66 rEnd = rStart;
67 rStart = rStart*tau_p;
68 end
69
70 % Circular curve to close the ends of the arm
71 xr = r1*cos(linspace(delta, -delta, 11));
72 yr = r1*sin(linspace(delta, -delta, 11));
73
74 % Add the feed taper (bow-tie)
75 xf = [feedGap/2 x(1,1)];
76 yf = [0.0 y(1,1)];
77
78 % Create column vector outputs
79 x = [x(:,1); xr(2:end-1).’; flipud(x(:,2)); xf(:)];
80 y = [y(:,1); yr(2:end-1).’; flipud(y(:,2)); yf(:)];
81 end
Listing A.1: MATLAB function to generate the outline of a sinuous arm as a list of points.
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1 % Sinuous antenna design parameters
2 n = 8;
3 p = 13;
4 alpha = 45;
5 tau = 0.773;
6 delta = 90/n;
7 rt = 0.1;
8 r1 = rt/sqrt(tau);
9
10 %% Open the template CST project
11 studio = actxserver(’CSTStudio.Application.2018’);
12 mws = studio.NewMWS;
13
14 %% Draw the antenna arm curve (units of mm)
15 [x, y] = sinuousArm(p, alpha, tau, delta, r1);
16
17 % Draw a polygon curve in the open project.
18 curveName = ’curve1’;
19 curve = mws.invoke(’curve’);
20 curve.invoke(’NewCurve’, curveName);
21
22 % Create the new polygon
23 polygonName = ’polygon1’;




28 for ii = 1:length(x) % Add the points to the polygon
29 if ii == 1
30 polygon.invoke(’Point’, x(ii)*1e3, y(ii)*1e3);
31 else





37 %% Cover the curve to make a surface
38 cover = mws.invoke(’CoverCurve’);
39 cover.invoke(’Reset’);
40 cover.invoke(’Name’, ’armSurf’);






46 %% Rotate the first arm to make four arms
47 tx = mws.invoke(’Transform’);
48 tx.invoke(’Reset’);
49 tx.invoke(’Name’, ’antenna:armSurf’);




54 tx.invoke(’Center’, 0, 0, 0);
55 tx.invoke(’Angle’, 0, 0, 360/n);
56 tx.invoke(’MultipleObjects’, true);
57 tx.invoke(’Transform’, ’Shape’, ’Rotate’);
58
59 %% Export as a 3D drawing file
60 sat = mws.invoke(’SAT’);
61 sat.invoke(’Reset’);
62 sat.invoke(’FileName’, [pwd ’\new_antenna_1.sat’]);
63 sat.invoke(’WriteAll’);
Listing A.2: MATLAB script to automate drawing a sinuous antenna in CST and exporting




Gaussian pulses are often used as source waveforms in wideband applications. Such appli-
cations include Ground-Penetrating Radar (GPR) [119] and time-domain electromagnetic
simulations like the Finite-Difference Time-Domain (FDTD) method [117]. Details of the
pulses used in this research are described below.
B.1 Gaussian Pulse







where a is the amplitude scaling factor (a = peak amplitude), b determines the location of
the curve on the x-axis, and c controls the width of the curve. Note that in this definition,
all variables are real-valued. Many will recognize this as the bell curve in statistics. The











which is the same as Equation B.1 but with differences in the scaling factor and variable







is necessary to keep the integral (area under the curve) equal to unity. In statistics, µ is the
average, i.e., defines the value around which the curve is centered, and σ is the standard
deviation, i.e., controls the curve width or spread.
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Figure B.1: Gaussian pulse with different parameters: vmax = 0.75 V, µ = 0 ns, and
σ = 1 ns (left); and vmax = 1 V, µ = 1 ns, and σ = 0.5 ns (right).
When Gaussian pulses are used as waveforms in engineering, they often represent a
voltage in the time domain. Therefore we will change x to t and a to vmax which, when
combined with statistical notation, gives






as the equation for a Gaussian voltage pulse. Figure B.1 displays two examples of a Gaus-
sian pulse.
As illustrated in Figure B.1, µ can be used to shift the pulse in time. One particular
use of this parameter is to move the pulse entirely into positive time. To do this, specify a









where ln represents the natural logarithm. The pulse can then be shifted entirely into posi-
tive time using µ obtained from Equation B.5.
One of the unique things about the Gaussian pulse is that its Fourier transform is also a
Gaussian function. The frequency-domain representation of a time-domain Gaussian Pulse
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Notice that the width of the pulse in the frequency domain (pulse bandwidth) is now con-


























A similar derivation is shown in [120].
The frequency-domain analysis of the Gaussian pulse presented above reveals a limi-
tation in the use of a Gaussian pulse as a voltage source. Specifically, the Gaussian pulse
contains a significant DC (f = 0 Hz) component. For many applications, such as numeri-
cal simulations [117], a DC component is undesirable. Further, in Radar applications, one
would not be able to correctly transmit the pulse since an antenna cannot radiate DC. There-
fore, in practice, modified versions of the Gaussian pulse that do not have DC components
are used. The most popular are discussed in the following sections.
B.2 Differentiated Gaussian Pulse
A straightforward way to remove the DC component of the Gaussian pulse is to take the
derivative with respect to time [117]. Such waveforms are referred to in the literature as
differentiated Gaussian pulses or Neumann pulses [117]. We begin by solving the time
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Figure B.2: Example Differentiated Gaussian pulse with 1 V peak voltage and maximum






















However, this result is now scaled in amplitude such that the peak voltage is no longer













where vmax represents the peak voltage, µ an arbitrary time shift and σ, defined as
2.3548/(2πfBW ), controls the width of the pulse. Other variations of this pulse may
also occur, e.g., the negative sign is often dropped. The example pulse shown in Figure B.2
has vpeak and fBW set to 1 V and 7.5 GHz respectively. These values result in a pulse with
peak spectral energy at 3.2 GHz.
Additionally, the pulse has been shifted into positive time by selecting µ = 0.24 ns. In
order to select the appropriate time shift, Equation B.12 must be solved for µ at t = 0—
similar to what was done to derive Equation B.5—however, the solution is complicated,
so Equation B.5 was solved with v0 = 0.00001 V as an approximation. Although there is
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Figure B.3: Example double-differentiated Gaussian pulse. The time-domain representa-
tion of the signal (left) shows a peak amplitude of 1 V at 0.36 ns, while the frequency-
domain (right) shows maximum spectral energy at 3 GHz.
no longer a DC component, the spectrum contains non-trivial energy at frequencies near to
0 Hz.
B.3 Double-Differentiated Gaussian Pulse
In order to shift spectral energy further away from 0 Hz while still maintaining a relatively
low-frequency pulse, a double-differentiated Gaussian can be used. Such a pulse may be
desirable for GPR applications since lower operating frequencies are often utilized for good
ground penetration; however, due to their finite size, the antenna(s) have some “turn-on”
frequency above 0 Hz.













where, again, µ represents an arbitrary time shift, and the width of the pulse is controlled by
σ. The double-differentiated Gaussian presented here is derived by multiplying the Gaus-
sian function [120] with the second-order Hermite polynomial [121, 122]. The coefficients
are changed to produce a positive peak voltage at vmax. An example pulse is shown in
Figure B.3 where vmax = 1 V, µ = 0.36 ns, and fBW = 5 GHz.
Although the double-differentiated Gaussian can reduce spectral energy at frequencies
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Figure B.4: Example sinusoidally-modulated Gaussian pulse. The time-domain represen-
tation of the signal (left) shows a peak amplitude of 1 V at 0.72 ns, while the frequency-
domain (right) shows maximum spectral energy at 5 GHz.
near DC, it is often desired to utilize the Gaussian pulse at even higher frequency bands,
which may be accomplished via modulating the pulse.
B.4 Sinusoidally-Modulated Gaussian Pulse
Multiplication of a Gaussian pulse by a sinusoid at frequency fc shifts the pulse’s spectrum
from zero Hz to fc. Another way to think of this is to recall that multiplication in the time
domain is equivalent to convolution in the frequency domain. The expression for sinusoidal
modulation is






where σ has been determined by Equation B.9 for some bandwidth centered at fc. We can
also modulate by a cosine






which is demonstrated in Figure B.4. The example pulse in Figure B.4 has vmax = 1 V,
µ = 0.72 ns, fBW = 2.5 GHz, and fc = 5 GHz.
A potential pitfall to avoid when using sinusoidally-modulated Gaussian pulses is an
unintended DC component. A DC component can occur if the modulation frequency is
196
not high enough to completely shift the pulse’s spectrum away from zero. In this situa-
tion, a narrower pulse may be considered or possibly a differentiated/double-differentiated
Gaussian pulse.
B.5 Code
A MATLAB [101] function for generating the Gaussian pulses described in this Appendix
is provided in Listing B.1. The function computes fBW by fc ∗ PBW/100 where PBW
indicates percent bandwidth. Such notation is more relevant to the sinusoidally-modulated
Gaussian function; however, for the other Gaussian pulse types, specify fBW in terms of fc
and PBW .
1 function [ pulse, mu, sigma ] = gaussianPulse( t, fc, pBW, vmax, ptype )
2 %GAUSSIANPULSE Generates Gaussian pulses in the time domain.
3 %
4 % INPUTS:
5 % time - Time vector in seconds
6 % fc - Pulse center frequency (Hz)
7 % pBW - Percent (of fc) bandwidth (%)
8 % vmax - The maximum voltage of the pulse (defaults to 1 V)
9 % ptype - Pulse type:
10 % normal (Gaussian) [default]
11 % diff (Differentiated Gaussian)
12 % doublediff (Double-Differentiated Gaussian)
13 % sinmod (Sinusoidally-Modulated Gaussian)
14
15 % Validation of inputs omitted.
16
17 % Maximum voltage allowed at t = 0
18 v0 = vmax*0.00001;
19
20 % Compute sigma (set pulse width)
21 sigma = 1/(2*pi*(fc*bw/100)/2.354820045030949);
22
23 % Compute mu (time offset)
24 % Note that this is only approximate for the Differentiated and
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25 % Double-Differentiated pulses.
26 mu = sigma*sqrt(-2*log(v0/vmax));
27
28 if strcmp(ptype, ’normal’)
29 pulse = vmax*exp(-(t - mu).ˆ2/(2*sigmaˆ2));
30 elseif strcmp(ptype, ’diff’)
31 pulse = -vmax/sigma*(t - mu).*exp(0.5 - (t - mu).ˆ2/(2*sigmaˆ2));
32 elseif strcmp(ptype, ’sinmod’)
33 pulse = vmax*exp(-(t - mu).ˆ2/(2*sigmaˆ2)).*cos(2*pi*fc*(t - mu));
34 elseif strcmp(ptype, ’doublediff’)
35 % Based on second-order Hermite function
36 pulse = -vmax*(((t - mu)/sigma).ˆ2 - 1).*exp(-(t - mu).ˆ2/(2*sigmaˆ2));
37 else
38 error(’Unsupported pulse type’)
39 end
40








49 end % gaussianPulse
Listing B.1: Gaussian Pulse MATLAB Function
B.6 Summary
In this appendix, a mathematical description of Gaussian pulses was presented in the con-
text of voltage waveforms for applications in electrical engineering, e.g., GPR voltage
sources. Three variants of the Gaussian pulse, the differentiated Gaussian pulse, double-
differentiated Gaussian pulse, and the sinusoidally-modulated Gaussian pulse, were also
described. These modified forms of the Gaussian pulse serve to remove the DC component
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