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Natural language processing is an interdisciplinary field of computer science and lin-
guistics in which the natural languages used in daily life are processed by engineering ap-
proaches from computer science. Modern natural language processing techniques mainly
apply data-driven statistical approaches, which have proved efficient for capturing various
complicated linguistic phenomena and robust enough for realistic applications.
In this study, we focus on the application of syntactic information in natural language
processing. Since dependency grammar can provide structural and lexicalized information
about languages, we apply dependency grammar to two natural language processing tasks:
language modeling and word reordering in statistical machine translation.
For the language modeling task, we propose a dependency-based N-gram language
model with an unsupervised maximum-likelihood estimation algorithm. The approach is
a natural extension of the widely-used N-gram language model to the dependency gram-
mar framework, where word tuples with dependency relations are modeled instead of local
word sequences. For the statistical machine translation task, we use the dependency struc-
ture to improve long-distance word reordering, which is a problematic issue in translating
languages with drastically different word orders, such as in Japanese-to-English translation.
Experimental results and related discussions illustrate that integrating dependency gram-
mar into the language model and statistical machine translation will introduce various ef-
fects. With the help of a dependency grammar, much more linguistic information can be
captured and applied. The statistic metrics of the models and systems are improved as a
consequence.
This study suggests that the underlying structure and nature of a language should always
be considered. The basic motivation of this study is to process natural languages as what
they are. We consider that the problem of applying linguistic knowledge to engineering
practice in natural language processing is a challenging and charming issue.
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Chapter 1
Introduction
Natural language processing (NLP) is an interdisciplinary field of computer science and
linguistics in which the natural languages used in daily life are processed by engineering
approaches from computer science. With the rapid development of the Internet in recent
years, natural language processing techniques have become deeply studied in theory and
widely applied in practice for better communication between people throughout the world.
Modern natural language processing techniques apply statistical models to solve clas-
sic tasks in the field, such as modeling the characteristics of languages and translating
between different languages. During the early period of research into natural language
processing, the processing approaches were based mainly on linguistically oriented man-
ual rules, which require huge amount of time and labor to compose and maintain. With
advances in computers and the accumulation of textual data, approaches using statistical
models with large corpora became the mainstream in natural language processing during
the 1990s. The statistical approaches have been proved to be efficient for capturing various
complicated linguistic phenomena and robust enough for realistic application. After the
success of corpus-based statistical machine translation (SMT) in the early 2000s, it has be-
come a widespread belief among the natural language processing community that linguistic
1
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knowledge is not very helpful in natural language processing systems.
Still, attempts to integrate linguistic knowledge into natural language processing have
been studied continuously and have been successful at specific tasks, that pure statistical
models cannot handle well. These successes can be firstly attributed to the introduction
of efficient information that is difficult for statistical models to learn from data. Another
important point is that a robust interface needs be designed for applying the information to
statistical models. Recently, more approaches to natural language processing have begun
to focus on using linguistically oriented information in statistical approaches, such as in the
application of syntactic structures of sentences and semantic relations of words.
In this study, we focus on the application of syntactic information in natural language
processing. Because syntax is a formulation of sentence construction in particular lan-
guages, it can offer specific useful information that is difficult to model by statistical ap-
proaches. In terms of theories of syntax, these can be formulated in different ways, which
leads to different types of grammars. Widely discussed and studied grammars in natural
language processing are include the phrase structure grammar (PSG), head-driven phrase
structure grammar (HPSG), and dependency grammar (DG). These grammars describe dif-
ferent aspects of languages and have their own theories. For the application in natural
language processing, we prefer the dependency grammar in our study and consider that the
linguistic information used should have the following properties.
1. It reveals long-distance, structural information of sentences.
2. It needs to be lexicalized.
Because sophisticated statistical models in natural language processing already capture
local lexical (i.e., short word sequence) and non-structural (i.e., word triggers, collocations)
features efficiently, we want to use condition 1 to complement long-range, structural infor-
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Figure 1.1: Two directions in this study.
mation. Since the statistical models in natural language processing capture lexical infor-
mation directly, we need condition 2 to construct an efficient interface between statistical
models and syntactic information. In dependency grammar, a sentence is organized into
dependency relations, which can span long ranges and can be constructed over words di-
rectly. We consider that the dependency grammar can integrate well with statistical models
and improve their efficiency for various tasks in natural language processing.
Specifically, in this study we explore the application of dependency grammar to two
tasks: language modeling (LM) and SMT. The relations between the dependency gram-
mar, language modeling and SMT in this study are shown in Fig. 1.1. Since syntactic
theories are not concerned with the application in the real world, we show them in the
lowest (most abstract) layer. In contrast, SMT systems use very sophisticated techniques
for practical applications, so we show them in the highest (most concrete) layer. Lan-
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guage modeling, which is a basic task in the natural language processing field, is arranged
in the middle layer because the engineering approaches in it need theories to support and
the models themselves should be applied as a module in further applications. Generally,
in the layers shown in Fig. 1.1, the theories and approaches from the lower layers can
be applied to the higher layers. We thus indicate this relationship by arrows in Fig. 1.1.
For example, the language model of the target-side language is an indispensable module
in state-of-the-art SMT systems for measuring the fluency of the translation, and syntactic
information is usually used to handle the word reordering problem in SMT systems for
specific languages pairs. Because our aim is the application of dependency grammar in
this study, we concentrate on the two black arrows shown in Fig 1.1. Application of the
dependency grammar to language modeling does not reach the level of being practical, and
we focus more on the model and learning algorithm in this task. In the other direction, we
apply dependency grammar to SMT for efficient word reordering to improve translation
performance for practical applications. Based on these two tasks, the rest of this thesis is
arranged as follows.
First, Chapter 2 and Chapter 3 introduce the background. Chapter 2 gives a brief descrip-
tion of syntax, as well as the characteristics of the dependency grammar, in comparison
with the phrase structure grammar. Chapter 3 gives a brief description of statistical lan-
guage models and the general configuration of a statistical machine translation system, in
which we apply the dependency grammar. At the end of Chapter 3, we show the relevance
of Chapters 4 and 5, which follow.
In Chapter 4, a DG-based N-gram language model with an unsupervised maximum-
likelihood estimation algorithm is proposed, and its properties are discussed. The approach
is a natural extension of the widely-used N-gram language model to the dependency gram-
CHAPTER 1. INTRODUCTION 5
mar framework, where word tuples with dependency relations are modeled instead of local
word sequences. Experiment results show that the DG-based N-gram language model out-
performs original N-gram language model under the maximum-likelihood estimation. The
contribution of the chapter is the proposed framework for integrating dependency structure
into language modeling. Under the framework, we have a language model with better per-
formance. This success contributes to introducing the dependency structure, which reveals
much deeper characteristics about a language than the original flat N-gram language model.
Obvious evidence to support this conclusion is that the proposed estimation algorithm, even
unsupervised, can give high probabilities to those sentence structures in accordance with
the intuition of human beings. The phenomena suggest that the proposed approach for
applying dependency grammar to language modeling really captures the essence of lan-
guages.
In Chapter 5, the DG-based structure is used to solve long-distance word reordering in
SMT, which is a problematic issue when translating between languages with drastically
different word orders, such as in Japanese-to-English translation. Traditional methods use
more features related to word order in an SMT system within the training and/or decoding
phases. A typical SMT system in this line of research results in a tree-to-string system,
where source-side sentences are first parsed to syntactic tree structures and the translation
proceeds according to the parsed trees. Recently, another line of research, which is referred
to as pre-reordering, has been widely studied. Pre-reordering divides the reordering and
translating into two separate steps, where the source-side word order is first arranged into
the target-side order before the SMT system is used. Basically, the difference between tree-
to-string systems and pre-reordering approaches is the level of distinction between reorder-
ing and translation. Tree-to-string systems totally merge these steps and pre-reordering
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approaches totally separate them. The biggest limitation of tree-to-string systems is that
they restrict the reordering to specific tree structures, and so complex reordering patterns
cannot be handled. This is fundamentally due to the merging of reordering and transla-
tion, which leads to a more complex system. Consequently, the reordering patterns must
be simplified for practical use in tree-to-string systems. In the other case, pre-reordering
approaches totally separate the reordering process from translation. They can therefore
focus on any difficult reordering patterns for the baseline SMT systems with which they
are collaborated. In practice, pre-reordering has proved to be efficient on specific word-
reordering problems and flexible enough to combine with state-of-the-art SMT techniques.
In the chapter, we propose DG-based pre-reordering approaches for different translation
tasks. Experimental results show that our proposed approaches significantly improve the
baseline system and comparison approaches.
Chapter 6 gives our conclusions. Experimental results and related discussions in the
previous chapters illustrate that integrating dependency grammar into language model and
SMT has various effects, where much more linguistic information can be captured and sta-
tistical metrics of the systems are improved. More essentially, languages cannot be easily
(and correctly) modeled and processed by considering the languages as only flat sequences
of words, and the underlying structure and nature of a languages always needs to be consid-
ered. We consider that making good use of linguistic knowledge in the engineering practice




In linguistics, syntax is “the study of the principles and processes by which sentences are
constructed in particular languages” (Chomsky, 1957). The term “syntax” is also used
to refer directly to the rules and principles of the structures behind sentences. As there
are different approaches to figure out the rules and principles, there are various theories of
syntax; that is, there are various grammars. In this chapter, we give a brief introduction
to two categories of grammars: constituency-based and dependency-based. Constituency-
based grammars organize continuous word sequences into a hierarchy of small- to large-
range groups, and dependency-based grammars directly link words with dependency rela-
tions. A typical constituency-based grammar is the phrase structure grammar; and a typical
dependency-based grammar is the dependency grammar. We give examples and describe
the characteristics of these types in the following sections. At the end of the chapter, we
discuss the application of syntax in natural language processing.
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2.2 Constituency-Based Grammar
In Fig. 2.1, we show an example of parsing using phrase structure grammar. An obvious
feature of the structure is that each lexical word within a sentence is first mapped to a spe-
cific label of different categories, and then the labels are combined and reduced. Generally,
the structure can be described as a top-down generating process. The “ROOT” mark is
usually taken as a starting symbol from which new labels are generated. The “label” is
usually referred to as a “non-terminal” (symbol) as it can generate other new symbols. If
a non-terminal has generated a lexical word, which is referred to as a “terminal”, no new
non-terminal can be generated by that non-terminal. Finally, a sentence is complete once
all non-terminals have generated terminals.
For the generation process, different restrictions can be added to the generation rules, and
these differences lead to grammars with different generation abilities. Chomsky (1956)
proposed the famous Chomsky hierarchy, which includes regular grammar, context-free
grammar, context-sensitive grammar and unrestricted grammar, where regular grammar
has the weakest generation ability and unrestricted grammar has the strongest. In practice,
grammars with an ability somewhere between that of context-free grammar and that of
context-sensitive grammar have been proposed to meet the trade-off between the generation
ability and practicality.
It can be observed that the structure of a sentence in this grammar is mainly represented
by the relations between non-terminals. Because each non-terminal governs a continuous
span of words (i.e. constituency), grammars of this kind are referred to as constituency-
based grammars. In constituency-based analysis, the lexical words themselves do not play
an important role because they will be first mapped to non-terminals (or, finally generated
from non-terminals in a generating phase), and do not affect the rest of the analysis.
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nothing passes away without leaving a trace 





V ADVP PP 
S 
ROOT 
Figure 2.1: Parsing under the phrase structure grammar.
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2.3 Dependency-Based Grammar
In Fig. 2.2, we show an example of parsing under the dependency grammar. Compared
with the parsing illustrated in Fig. 2.1, an obvious feature of the structure is the flatness.
Essentially, arrows are directed links between lexical words in Fig. 2.2 rather than the strict
hierarchical layers shown in Fig.2.1. Generally, the arrows between words illustrate the
“dependency” relation, so that the word at the tip of an arrow is dependent on the word
at the tail of the arrow. Usually there is one and only one word within a sentence not
dependent on any other words in the sentence, which is referred to as the “root” word.
Further, the arrows between words can be labeled with different categories, showing more
detailed information about the dependency.
It can be observed that the lexical words play a crucial role in the sentence structure un-
der a dependency grammar, a case which is quite different from with a constituency-based
grammar. In dependency grammar, lexical words stand for themselves, and the relations
between them can be further mapped to labels for further analysis. Another feature of
dependency grammar that is different from the constituency-based analysis, which has an
obvious implication for generative phases, is that dependency-based analysis is more natu-
rally considered as a graph directly constructed on a given sentence, with the words taken as
nodes. Theoretically, the description from a generative phase of a dependency grammar is
also possible, but it turns out to be complex. Kuhlmann (2010) gives a detailed description
and discussion about the generation abilities of dependency-based and constituency-based
grammars.
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Figure 2.2: Parsing under the dependency grammar.
2.4 Syntax and Natural Language Processing
Attempts to integrate syntax into natural language processing have been refined continu-
ously and have been successful at specific tasks, that pure statistical models cannot handle
well. The successes can be attributed to the following reasons.
1. They introduce efficient information that is difficult for statistical models to learn from
data.
2. They offer a robust design for applying information in statistical models.
In this study, we prefer using dependency grammar in natural language processing tasks
because we consider that the linguistic information used should have the following proper-
ties.
1. It reveals long-distance, structural information of sentences.
2. It needs to be lexicalized.
Because sophisticated statistical models have already captured local lexical (i.e., short
word sequences) and non-structural (i.e., word triggers and collocations) features effi-
ciently, we want to use condition 1 to complement long-range, structural information.
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Furthermore, because the statistical models capture lexical information directly, we need
condition 2 to construct an efficient interface between statistical models and syntactic infor-
mation. As described in the previous section, dependency grammar achieves both of these
purposes. We will further give a brief description of statistical language model and statisti-
cal machine translation, which are two important tasks in natural language processing, and
to which we apply the dependency grammar, in the next chapter.
Chapter 3
Statistical Language Model and Machine
Translation System
3.1 Statistical Language Model
A statistical language model measures how likely a given sentence is to appear in a specific
language. Mathematically, statistical language model assigns a probability to a sentence S
of m words S = w1, w2, · · · , wm by means of a probability distribution. That is, a larger
value of P (S) means that sentence S is more likely to appear in the queried language,
and vice versa. Generally, a statistical language model can be trained from large corpora
of specific languages by estimating the parameter probabilities of the model. A trained
statistical language model can be widely applied as a fundamental component of many
applications in natural language processing, such as speech recognition systems, machine
translation systems and so forth.
To estimate and calculate P (S) = P (w1, w2, · · · , wm) directly is impractical due to the
sparseness of training data. The terms of P (w1, w2, · · · , wm) therefore need be simplified
in practice. At present, N-gram language models are the most widely used approach, where
P (w1, w2, · · · , wm) is decomposed to
∏m
i=1 P (wi|wi−N+1, · · · , wi−1). Here, it is assumed
13
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that the probability of observing the ith word wi in the context history of the preceding
i−1 words can be approximated by the probability of observing it in the shortened context
history of the preceding N − 1 words. Consequently, N-gram language model focuses
on sequences of neighboring lexical words and uses the probabilities of these sequences
as model parameters. Figure 3.1 shows an illustration of N-gram language model where
N = 2. Because the probability of entire sentences is difficult to handle, sentences are
sliced into small fragments during N-gram language model for parameter estimation and
calculation, as shown in Fig. 3.1.
Since N-gram language models capture only local lexical features, there have been pro-
posals to generalize the lexical N-gram by word class (Brown et al., 1992) and to model
long-range word co-occurrences by word triggers (Tillmann and Ney, 1997). We show a
simple illustration of trigger-based language model in Fig. 3.2, where the parts in common
with of Fig. 3.1 are omitted. In Fig. 3.2, the word trigger “passes - trace ” may catch more
information than the N-gram language model.
In terms of the evaluation of statistical language models, the probability of sentences in
a given test set, which is not used in the language model training process, can reveal the
quantity and the quality of captured features in a specific language by language model. The
larger the test set probability, the better the language model. In practice, the metric most
used to measure performance of a language model is the “perplexity” of a test set, which
is calculated as P−
1
Z , where P is the probability on test set and Z is the total number of
words in the test set, which is used for normalization across texts of different lengths. Intu-
itively, the perplexity stands for the average number of candidates examined when language
model is used to predict a specific word. The lower the perplexity is, the more accurate the
language model is.
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Figure 3.1: N-gram language model (N = 2).
nothing passes away without leaving a trace 
passes a trace 
Figure 3.2: Trigger-based language model.
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3.2 Statistical Machine Translation System
Statistical machine translation (SMT) is a machine translation approach in which transla-
tions are generated on the basis of statistical models whose parameters are determined by
analysis of corpora. State-of-the-art SMT systems integrate sophisticated statistical models,
including the statistical language models we described in the previous section, to achieve
practical performance in translation. In order to training the statistical models in an SMT
system, huge corpora are indispensable. Millions of translation pairs of sentences in source
and target languages (i.e., parallel corpora) are needed for the translation model training,
and larger monolingual data on the target language are needed for language model training.
As the techniques used in state-of-the-art SMT systems are diverse and complex, here
we describe only the essential configuration of a general SMT system based on the illus-
tration in Fig. 3.3. As mentioned, parallel corpora and monolingual corpora are needed
for translation and language model training in SMT systems. Another important module
is the reordering model. Unlike speech recognition systems, which transforms the sound
into script within an identical language, an SMT system simultaneously processes different
languages, where the word order in expressions cannot be (or cannot be guaranteed to be)
identical. In fact, word reordering has been a performance bottleneck for SMT systems
during specific translation tasks. So, for SMT systems, it is typical to train a reordering
model along with the translation model from the parallel corpora, as Fig. 3.3 shows.
In translation, all the trained statistical models are loaded in a decoder as the already
acquired information. When a sentence of the source language is input into the decoder,
the decoder selects good mappings of words/phrases from the source language to target
language, using the translation model; and selects good combinations of the words in target
language, using the language model. It also arranges the word order in target language,
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using the reordering model. The weight of “goodness” of different models are adjusted by
changing the values of parameters in the decoder; finally, the best one from among a large
number of translation candidates is selected as the output, that is, as the translation in the
target language.
In terms of evaluating the performance of SMT systems, evaluation itself turns out to be
a difficult task because there is no single right answer in translation, which distinguishes the
task from other natural language processing tasks, such as speech recognition. An obvious
method for evaluating an SMT system is to examine the output from bilingual evaluators
who understand both the input and output sentences. The manual method may be the most
reliable, but it takes a lot of time and usually a lot of money. Many automatic evaluation
metrics have thus been proposed, which have been found to have a high correlation with
human judgment. The most widely used metric is the BLEU score (Papineni et al., 2002),
which is based on the N-gram matching rate between the SMT output and the reference
translation. Recently, metrics focusing on the word order performance in SMT have also
been proposed. Another widely used metric is the RIBES score (Isozaki et al., 2010), which
is based on the Kendall’s τ rank correlation coefficient to measure the word order similarity
between the SMT output and the reference translation.
Up to this point, we have given a brief description of statistical language model and ma-
chine translation tasks, the two natural language processing tasks we will study in Chapters
4 and 5, respectively. At the end of this chapter, we will further illustrate the role of the
study in Chapter 4 and Chapter 5 within an SMT system based on the configuration of Fig.
3.3. Figure 3.4 indicates the parts on which Chapters 4 and 5 focus. In Chapter 4, we focus
on the application of dependency grammar to language model. The study concentrates on
the model and algorithm within the language module without considering the whole SMT




Nothing passes away 
To be or not to be 
… … 
TARGET 
これはペンです This is a pen 
日本語が分かりません I don’t know Japanese 
この文は難しい This sentence is difficult 






これは日本語の文です This is a Japanese sentence 
Figure 3.3: Configuration of a general SMT system (Japanese-to-English translation).
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system. In Chapter 5, we focus on the application of dependency grammar to word reorder-
ing by using an extra module for a “pre-reordering” process. The pre-reordering process
is applied in both the training and decoding phases1 and it improves the final translation
performance of a state-of-the-art SMT system. Specifically, the relation between the pre-
reordering process and the reordering process within the SMT system is briefly shown in
Fig. 3.5. The upper part of Fig. 3.5 is the reordering process within the SMT system,
where the movement tendency (forward / backward) of phrases are modeled and applied
in translation. However, just to model the tendency is not enough to induce dramatically
different orders. An important reason for this is that the permutation number of translated
phrases increases extremely rapidly when long range movement are considered. Conse-
quently, the reordering range must be restricted in practice, even in state-of-the-art SMT
systems. The lower part of Fig. 3.5 shows the pre-reordering process. With the help of
the structure of sentences in the source language, the pre-reordering process first arranges
the source-side word order into an approximation of a target-side word order, and then a
baseline SMT system is trained and applied. Although reordering with an SMT system is
also used in conjunction with the pre-reordering process, the burden is largely eased since
the pre-reordering process has already been done by a more reliable reordering, especially
for long range movement.
1Fig. 3.4 shows two “PRE-REORDER” boxes, one each for the model training and the decoder. They may be different
modules in some approaches. However, in most approaches, and in our approach as well, they are an identical module.




Nothing passes away 
To be or not to be 
… … 
TARGET 
これはペンです This is a pen 
日本語が分かりません I don’t know Japanese 
この文は難しい This sentence is difficult 












Figure 3.4: Role of topics in Chapter 4 and Chapter 5 in Fig. 3.3.
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This 
これ は 日本語 の 文 です 
is a Japanese sentence 
This 
これ は 日本語 の 文 です 
is a Japanese sentence 








Figure 3.5: Pre-reordering process and reordering process in an SMT system.
Chapter 4
Dependency Grammar on Modeling Languages
4.1 Introduction
In this chapter, we focus on introducing sentence structure into language modeling. We
propose a generative dependency N-gram language model that integrates the generative de-
pendency structure of a sentence into the original N-gram language model. We prefer the
dependency-based formulation because it can directly model the relations between words.1
In the proposed model, the parameter is the probability of the dependency N-gram, which
is a sequence of words along the dependency structure rather than along a flat left-to-right
string. The proposed model is thus as completely lexical as the original N-gram language
model. We further propose an expectation-maximization (EM) algorithm for estimating
the probability of arbitrary order2 dependency N-grams, by considering all possible de-
pendency structures3 of a sentence. For example, Fig. 4.1 shows all possible dependnecy
structure of the English sentence “all things pass”.4
1In general, the dependency relations can be further classified using linguistically oriented labels. However, they are
not indispensable, and we do not use them in our approach.
2The term “order” of a dependency N-gram means the number of lexical words (N ) in a head-modifier chain, which
is used as an extension of the original N-gram. In the context of dependency parsing, “order” generally means the number
of words in a treelet, which can contain relations such as siblings, ancestors and descendants. That is, the “order” here is
restricted to include only ancestors.
3Only projective dependency structures are considered.
4As Fig. 4.1 shows, for the figures of dependency structure in this chapter, we use the following representation due to
the generative model we use. If two aligned words are on different levels, the upper one is the head of the lower one; if
they are on the same level, they are siblings.
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Figure 4.1: All possible dependency structures.
4.2 Related Work
The technical report by Chen and Goodman (1998) has compared various approaches to
the N-gram language model and the modified Kneser-Ney (KN) discounting proposed in
it is still the state-of-the-art. Since the N-gram language model only captures local lexical
features, there have been proposals to generalize the lexical N-gram by word class (Brown
et al., 1992) or to model long-range word co-occurrences by word triggers (Tillmann and
Ney, 1997). However, these models are unaware of the sentence structure, and they basi-
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cally take a sentence as a flat string.
Many approaches have been proposed for constituency-based parsing (Collins, 1998;
Klein and Manning, 2003; Klein and Manning, 2004) and for dependency-based parsing
(Eisner, 1996; Lee and Choi, 1997; Kudo and Matsumoto, 2002a; Klein and Manning,
2004; Nivre, 2008; Koo and Collins, 2010; Zhang and McDonald, 2012). Discriminative
approaches (Kudo and Matsumoto, 2002a; Nivre, 2008) are used more than generative ones
for dependency-based parsing, because a generative model is usually restricted to being
bi-lexical (i.e. the components are bi-grams of head-modifier pairs). Specific algorithms
have been designed to handle more complex dependency relations (Koo and Collins, 2010;
Zhang and McDonald, 2012), and these allow the consideration of more lexical information
in a generative model.
There have been attempts to integrate sentence structure into language modeling. Chelba
and Jelinek (2000) have proposed a constituency-based approach, but the use of language-
dependent non-terminals cannot be avoided. There are also dependency-based approaches.
One straightforward method is to construct a language model based on the decisively best
structure produced by a parser (Stolcke et al., 1997; Gao and Suzuki, 2003; Graham and van
Genabith, 2010). These approaches can be considered to convert the left-to-right string in
the original N-gram model to a completely syntax-driven tree structure. A more reasonable
method is to consider all dependency structures of a sentence. One such attempt is the bi-
gram head-modifier model of Lee and Choi (1998), which is based on the parsing approach
of Lee and Choi (1997).
In our approach, we consider all dependency structures of a sentence and try to include
more lexical information. We extend the approach of Lee and Choi (1997) to head-modifier
chains of arbitrary words, rather than head-modifier pairs. We also use extra tags of the type
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typically found in parsing models. These tags are treated as general lexical words and are
used to model the valence of a head word. The parsing approaches of Koo and Collins
(2010) also handle more lexical information in a dependency structure, including complex
relations, such as the sibling relation. However, the use of high-order dependency patterns
in the approach is limited. As described in Zhang and McDonald (2012), arbitrary orders
of lexical information with arbitrary dependency relations can be handled only if the proper
algorithms are designed, and designing these becomes more complex with the increasing
number of lexical words and dependency relations. Our approach concentrate only on the
head-modifier chain, that is, a sequence of parent-child relations. Therefore, our approach
is a direct extension of the original N-gram model, which models a lexical word sequence,
without branching. We will also show that a head-modifier chain of arbitrary order can be
modeled in a uniform algorithm, which will not increase in formulation complexity when
the order increases.
4.3 Generative Dependency Model
We model the marginal probability of a sentence S over set D of all possible depen-
dency structures of S: P (S) =
∑
d∈D P (S, d). As described in (Klein and Manning,
2004), if we separate the dependency structure and lexicalization, then
∑
d∈D P (S, d) =∑
d∈D P (d)P (S|d). The term P (S|d) is given by a model of completely lexical word se-
quences with dependency relations. However, the term P (d), which is the probability of
a dependency graph without lexical words, is difficult to model. In earlier studies , the
P (d) term is taken as a constant or omitted (i.e. taken as 1) for simplicity, as in Paskin
(2002) and Lee and Choi (1998). For example, in Lee and Choi (1998), the probability




(x→y)∈d P (x → y), where the element
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(x → y) is a lexical head-modifier pair in a given dependency structure d. Thus, the term∏
x→y∈d P (x→ y) is equivalent to P (S|d).
To combine the dependency structure and lexicalization, the valence, which represents
the modifier numbers of a head word, should be modeled. A dependency model with va-
lence (DMV) is proposed by Klein and Manning (2004). DMV is a generative model that
includes a special mark, STOP, to terminate the modifier sequence of a head word. With
the help of the STOP mark, the number of modifiers can be controlled. It is necessary to
distinguish the two types of parameters, i.e. PSTOP and PCHOOSE in the bi-gram estimation,
which makes it difficult to extend the approach to higher orders.
In a similar approach to that used in DMV, we introduce four types of tag to normalize
the distribution of modifier numbers (the valence) of a head word. We use 〈L〉 (resp.
〈/L〉) and 〈R〉 (resp. 〈/R〉) to show the start (resp. end) of the left and right modifier
word sequences of a head word. The dependency structure can thus be organized as nested
word sequences. Specifically, modifier word sequences of a head word are of the form
M = mφ+10 ≡ m0,m1, · · · ,mφ+1, where m0 ≡ 〈O〉, mφ+1 ≡ 〈/O〉 (O ∈ {L,R}), and
mφ1 is a lexical φ-word sequence. We show an example of the dependency structure in Fig.
4.2. For example, in Fig. 4.2, the word get has a left modifier word sequence “〈L〉 i 〈/L〉”
and a right modifier word sequence “〈R〉 book from 〈/R〉”. In contrast to the treatment in
DMV, we treat tags as ordinary words in the parameter estimation. This means parameters
of our model have a uniform representation, by which our approach can be easily extended
to arbitrary high orders.
Our model is essentially equivalent to the generative Model C in Eisner (1996). In other
words, the sequence 〈O〉mφ1〈/O〉 (O ∈ {L,R}) is generated as a Markov sequence to serve
as the modifier word sequences (left/right separately) of the head word. The “start tag” 〈O〉
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<L> </L> get 
<L> </L> i <R> </R> book from 
<L> </L> a <R> </R> him 
<L> </L> . 
</s> 
<L> </L> <R> </R> 
<L> </L> <R> </R> 
<R> </R> 
<R> </R> <L> </L> 
<L> </L> <R> </R> 
Figure 4.2: A generative dependency structure.
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always satisfies P (m0 = 〈O〉) ≡ 1 to represent the nested structure. The “end tag” 〈/O〉
terminates the generation process: the larger P (mφ+1 = 〈/O〉) is, the smaller φ, which is
the number of generated words, becomes and vice versa.
As to the consistency of our language model, that is, whether
∑
S∈L P (S) = 1 for every
possible sentence S in a language L, we note that it cannot be guaranteed by the generative
structure alone. As discussed in Wetherell (1980), a language generated by a probabilistic
context-free grammar cannot be guaranteed to be consistent, because the generation process
cannot be guaranteed to finish, even when the probabilities are normalized. However, in this
situation, the probabilities of terminal sequences (i.e. sentences) will be very low, which
will lead to a poor performance of the language model. Thus, the results for the proposed
approach reported may underestimate probabilities but will not overestimate them.
Without loss of generality, the probability of mκ+1 (0 < κ ≤ φ) in M = mφ+10 can be
represented by P (mκ+1|mκ0 , H), where H is the history of M along the generated path5.
We use the independent assumption that the probability of a word in the generation process
only depends on its direct ancestors and the orientation between them. The probability can
be simplified to:
P (h0|o1, h1, . . . , on−1, hn−1), (4.1)
where hk (k ∈ [1, n − 1]) is the head word of hk−1 and ok (k ∈ [1, n − 1]) shows the
orientation between them. Specifically, hk (k ∈ [0, n− 1]) can be any of the following:
• a lexical word in a given sentence,
• a 〈/O〉 (O ∈ {L,R}) tag,
• the sentence-ending tag 〈/s〉, which is taken as the root of a sentence, or
5The generation process can be realized in a depth-first or a breadth-first way, but distinction is not essential.
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• the sentence-beginning tag 〈s〉, which is taken as a trivial placeholder,
and ok (k ∈ [1, n− 1]) is a 〈O〉 (O ∈ {L,R}) tag.
The “slash” tags, 〈/s〉, 〈/L〉 and 〈/R〉, are taken as lexical words, which are represented
by hk. The “no-slash” tags, 〈L〉 and 〈R〉, show the direction of a modifier word against its
head word, which is represented by ok. Specifically, for k ∈ [1, n − 1], we have ok = 〈L〉
when hk−1 is on the left side of hk, and ok = 〈R〉 when hk−1 is on the right side of hk.6
Further, the sentence-beginning tag 〈s〉 is used as a trivial placeholder to increase the order
of Exp. (4.1) to n. It is used only when hk = 〈/s〉 for some k < n− 1.7 For the tags, there
are some noticeable properties, such as the following:
• if hk = 〈/O〉 (O ∈ {L,R}), then k ≡ 0; because 〈/O〉 (O ∈ {L,R}) cannot have
modifiers,
• if h0 = 〈/L〉, then o1 ≡ 〈L〉, and if h0 = 〈/R〉, then o1 ≡ 〈R〉,
• if hk = 〈/s〉 (k ∈ [1, n− 1]), then ok ≡ 〈L〉,
• if hk = 〈/s〉 (k ∈ [1, n− 2]), then both ok+1 ≡ 〈R〉 and hk+1 = 〈s〉,
• if hk = 〈s〉 (k ∈ [1, n− 2]), then both ok+1 ≡ 〈R〉 and hk+1 = 〈s〉.
For example, a dependency N-gram is (〈/L〉, 〈L〉, him, 〈R〉, from, 〈R〉, get, 〈L〉, ., 〈L〉,
〈/s〉) in the dependency structure illustrated in Fig. 4.2. We can see 〈O〉 (O ∈ {L,R})
tags between words show the relevant position between head and modifier words. In fact,
all words in a modifier sequence share the same 〈O〉 (O ∈ {L,R}). For example, in Fig.
4.2, the “book” and “from” share the same 〈R〉 tag as they are both in the right modifier
word sequence of the head word “get”.
6The use of an index in Exp. (4.1) can be interpreted as h0 is on the o1 side of its head word h1, which is on the o2
side of its head word h2, and continue this pattern to hn−2, which is on the on−1 side of its head word hn−1.
7Hence, we omit the 〈s〉 tag in Fig. 4.2 as it adds nothing to the structure.
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The sequence (h0, o1, h1, . . . , on−1, hn−1) in Exp. (4.1) is referred as a dependency N-
gram. Exp. (4.1) is the probability of the dependency N-gram and thus the parameter of
our model, where the dependency relation and valence are modeled uniformly for arbitrary
orders.
From the probability of the dependency N-gram of Exp. (4.1), the proba-
bility of a given dependency structure d of a sentence S can be calculated as∏
h0∈d p(h
0|o1, h1, . . . , on−1, hn−1). Because of how we use 〈/O〉 (O ∈ {L,R}) tags, the∏
h0∈d p(h
0|o1, h1, . . . , on−1, hn−1) is equivalent to P (S, d) rather than to P (S|d), as in Lee
and Choi (1998). We show an example of the P (S, d) from Exp. (4.2) to Exp. (4.6) ac-
cording to the structure in Fig. 4.2, proceeding layer by layer8. We can see there are many
terms of the type h0 = 〈/O〉 (O ∈ {L,R}) in the calculation. This can be considered
a “discount” for the product of lexical terms to represent the “structure probability” p(d),
although p(d) is never separated as an individual term because we merge the lexicalization
8From Exp. (4.4), we omit part of the histories for brevity.
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and dependency structure in our calculations.
P (S, d) =
P (.|〈L〉 〈/s〉) (4.2)
·P (get|〈L〉 . 〈L〉 〈/s〉)P (〈/L〉|〈L〉 . 〈L〉 〈/s〉)P (〈/R〉|〈R〉 . 〈L〉 〈/s〉) (4.3)
·P (i|〈L〉 get 〈L〉 . · · · )P (〈/L〉|〈L〉 get 〈L〉 . · · · )
· P (book|〈R〉 get 〈L〉 . · · · )P (from|〈R〉 get 〈L〉 . · · · ) (4.4)
· P (〈/R〉|〈R〉 get 〈L〉 . · · · )
·P (〈/L〉|〈L〉 i 〈L〉 get · · · )P (〈/R〉|〈R〉 i 〈L〉 get · · · )
· P (a|〈L〉 book 〈R〉 get · · · )P (〈/L〉|〈L〉 book 〈R〉 get · · · )
· P (〈/R〉|〈R〉 book 〈R〉 get · · · )
· P (〈/L〉|〈L〉 from 〈R〉 get · · · )P (him|〈R〉 from 〈R〉 get · · · ) (4.5)
· P (〈/R〉|〈R〉 from 〈R〉 get · · · )
·P (〈/L〉|〈L〉 a 〈L〉 book · · · )P (〈/R〉|〈R〉 a 〈L〉 book · · · )
· P (〈/L〉|〈L〉 him 〈R〉 from · · · )P (〈/R〉|〈R〉 him 〈R〉 from · · · ) (4.6)
The probability of a sentence S can then be calculated by P (S) =
∑
d∈D P (S, d), where
the left-to-right generation of the original N-gram model is naturally included, and the
probability of it will be discounted by the terms of the form h0 = 〈/O〉 (O ∈ {L,R}).
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4.4 Parameter Estimation
4.4.1 Notation
We denote a sentence with l words as S = wl+10 ≡ w0, w1, · · · , wl+1, where w0 ≡ 〈s〉
and wl+1 ≡ 〈/s〉; each wk (k ∈ [1, l]) is an ordinary lexical word. In a sentence
S = wl+10 , we denote a dependency N-gram (h
0, o1, h1, . . . , on−1, hn−1) by an N-tuple
d = (d0, d1, . . . , dn−1) according to the following definition.
dk =

hk, if k = 0 and hk is a 〈/O〉 (O ∈ {L,R})
i such that hk = wi, otherwise
(4.7)
The definition of dk in Exp. (4.7) thus shows the relation between hk and dk. Because
the 〈s〉, 〈/s〉, 〈/L〉 and 〈/R〉 tags are taken as lexical words in a dependency N-gram,
they can appear in a d. In our notation, 〈s〉 and 〈/s〉 are assigned absolute positions of 0
and l + 1, respectively, in an l-word sentence, so they can be trivially integrated in a d.
Conversely, as 〈/L〉 and 〈/R〉 tags are attached to every word in a sentence, we cannot
assign absolute positions to them, so, they remain in a d with no transformation to absolute
position. Consequently, dk in a d can be an integer in [0, l + 1] or a 〈/O〉 (O ∈ {L,R})
tag. In fact, because 〈/L〉 and 〈/R〉 tags can appear only as h0 in a dependency N-gram,
they only appear as d0 in a d. The N-tuple d with a d0 = 〈/O〉 (O ∈ {L,R}) will play a
special role in the recursive definition in Section 4.4.2.
Because the magnitudes of dk and dk+1 (k ∈ [0, n − 2]) show the orientation, ok+1 can
be omitted. In addition, ok+1 can be unambiguously omitted for the 〈/L〉 and 〈/R〉 tags
because of the properties we mentioned in the previous section. Consequently, the 〈L〉 and
〈R〉 tags never need to appear in a d. As an example, the dependency N-gram (〈/L〉, 〈L〉,
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him, 〈R〉, from, 〈R〉, get, 〈L〉, ., 〈L〉, 〈/s〉) in the dependency structure illustrated in Fig.
4.2 can be denoted by a d = (〈/L〉, 6, 5, 2, 7, 8) given the sentence “i (1) get (2) a (3) book
(4) from (5) him (6) . (7)”.
Lee and Choi (1997) propose the complete-link set and complete-sequence set for head-
modifier pairs (i.e. a dependency bi-gram in our model) to handle all possible projective de-
pendency structures of a sentence in a recursive manner. We follow the terms they use and
extend their definitions to adapt them to our dependency N-gram model. We use Link(d)
to denote the complete-link set of an N-tuple d and Seq(d) for the complete-sequence set.
In Lee and Choi (1997), the complete-link set of a span [i, j] in a sentence is composed
of all possible dependency structures within the span, with the directional dependency link
of the two words wi and wj . The complete-sequence set of a span [i, j] is defined as the set
of all possible sequences with any number (including zero) of adjacent complete-link sets
having the same direction within the span. By our notation, the word at d1 is the direct head
of the word at d0 for Link(d0, d1), but the word at d1 is an ancestor (not only a direct head)
of the word at d0 for Seq(d0, d1). The two types of set can be defined recursively, and the
set of all possible dependency structures of a sentence S = wl+10 is the complete-sequence
set over the span [1, l+ 1] or is the complete-link set over the span [0, l+ 1]9. We illustrate
these recursive relations in Fig. 4.3 and Fig. 4.4.10
Because more than two words are involved in the proposed dependency N-gram, we
generalize the two types of set for the N-tuples d, rather than just spans. The generalization
still retains the properties of d0 and d1 in Link(d) and Seq(d), as well as the recursive
properties of the two types of set. We show the examples of a dependency tri-gram in Fig.
4.5 and Fig. 4.6.
9Because p(〈/s〉|〈R〉 〈s〉) ≡ 1, which is one of the properties we have described, the two complete sets have the same
probability. This is also mentioned in (Lee and Choi, 1997).
10By our notation, there is no necessity to show the head-modifier relation by arrows in Fig. 4.3 to Fig. 4.6. These
figures show the relation between N-tuples, rather than directional pairs.
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… … … … … … Wi Wj Wx Wx+1 
Link (i, j) 
Seq (x, i) Seq (x+1, j) 
Figure 4.3: Link(d = (i, j)). In Lee and Choi (1997), for a span [i, j], Link(i, j) is
composed of the dependency link of wi and wj , and all possible pairs of complete-sequence
sets Seq(x, i) and Seq(x+ 1, j).
… … … … … … Wi Wj Wx 
Seq (i, j) 
Seq (i, x) Link (x, j) 
Figure 4.4: Seq(d = (i, j)). In Lee and Choi (1997), for a span [i, j], Seq(i, j) is composed
of all possible pairs of complete-sequence set Seq(i, x) and complete-link set Link(x, j).
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… … … … … … Wi Wj Wx Wx+1 
Link (i, j, k) 
Seq (x, i, j) 
… Wk 
Seq (x+1, j, k) 
Figure 4.5: Link(d = (i, j, k)). In our model, an extended high-order (three-order is shown
here) complete-link set Link(i, j, k) is composed of the N-tuple d, and all possible pairs of
complete-sequence sets Seq(x, i, j) and Seq(x+ 1, j, k).
… … … … … … Wi Wj Wx 
Seq (i, j, k) 
Seq (i, x, j) 
… Wk 
Link (x, j, k) 
Figure 4.6: Seq(d = (i, j, k)). In our model, an extended high-order (three-order is shown
here) complete-sequence set Seq(i, j, k) is composed of all possible pairs of complete-
sequence set Seq(i, x, j) and complete-link set Link(x, j, k).
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4.4.2 Recursive Definition
Here, we provide the formulation of the recursive definition of the complete-link set and
complete-sequence set for an arbitrary order dependency N-gram.
In the description of the calculation example shown from Exp. (4.2) to Exp. (4.6) in
Section 4.3, we mentioned that those terms h0 = 〈/O〉 (O ∈ {L,R}) can be considered as
a “discount” of the product of lexical terms. By the definition in Exp. (4.7) in Section 4.4.1,
we can further see that h0 = 〈/O〉 (O ∈ {L,R}) terms are represented by the N-tuple d
with d0 = 〈/O〉 (O ∈ {L,R}) and the other lexical terms are represented by the N-tuple
d in which all the dk (k ∈ [0, n − 1]) are integers. For clarity, in this section, we will
first describe the recursion definition of lexical terms without d0 = 〈/O〉 (O ∈ {L,R})
involved up to Exp. (4.17). Next, we turn to the “discount” terms, that is, the case of
d0 = 〈/O〉 (O ∈ {L,R}), from Exp. (4.18) to Exp. (4.21).
First, due to the properties of the projective dependency structure, any dk (k ∈ [1, n−1])
in the N-tuple d = (d0, d1, . . . , dn−1) needs to satisfy the following constraint of Exp. (4.8)
to guarantee that a head word is outside the range covered by a chain of its descendants.
dk > max(d0, · · · , dk−1), or dk < min(d0, · · · , dk−1) (4.8)
The max(·) and min(·) operations are used to get the maximum and minimum from a tuple
composed of integers.
Trivially, we take 〈/s〉 as the root mark of a sentence S = wl+10 , and the 〈s〉 as the head
of itself or as the head of the 〈/s〉. So, we have the following constraints:
if dk−1 = l + 1 or dk−1 = 0, then dk = 0, for k ∈ [1, n− 1] (4.9)
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To reveal the relations between N-tuples, we introduce three basic operations, Push,
Cover and Insert, over an index x (absolute word position) and an N-tuple d =
(d0, d1, . . . , dn−1):
Push(x,d) = (x, d0, d1, . . . , dn−2) (4.10)
Cover(x,d) = (x, d1, d2, . . . , dn−1) (4.11)
Insert(x,d) = (d0, x, d1, . . . , dn−2) (4.12)
With the three operations, we can express the relation shown in Fig. 4.5 as follows:
Link(i, j, k) =
⋃
i≤x<j
{Seq(Push(x, (i, j, k)))× Seq(Cover(x+ 1, (i, j, k)))× {(i, j, k)}}.
(4.13)
Here, the symbol × indicates the direct product of sets. That Seq(Push(x, (i, j, k))) ≡
Seq(x, i, j) and Seq(Cover(x + 1, (i, j, k))) ≡ Seq(x + 1, j, k) follows from their defini-
tions.
Moreover, the relation shown in Fig. 4.6 can be expressed as follows:
Seq(i, j, k) =
⋃
i≤x<j
{Seq(Insert(x, (i, j, k)))× Link(Cover(x, (i, j, k)))}. (4.14)
Here, that Seq(Insert(x, (i, j, k))) ≡ Seq(i, x, j) and Link(Cover(x, (i, j, k))) ≡
Link(x, j, k) follows from the definitions.
Then, we can provide the formal definition of the Link(d) and Seq(d) for an arbitrary
order d by Exp. (4.15) and Exp. (4.17) below.
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Link(d) =
⋃
if d1=l+1, then i=d1−1;
else i∈[min(d0,d1),max(d0,d1)−1]
{Seq(Left(i,d))× Seq(Right(i+ 1,d))× {d}}
(4.15)
where (Left ,Right) =

(Push,Cover), if d0 < d1







Exp. (4.15) shows that a complete-link set is recursively composed of the direct product
of all possible complete-sequence set pairs, with the N-tuple d itself.11 Exp. (4.17) shows
that a complete-sequence set is recursively composed of the direct product of all possible
pairs of a complete-link set and a smaller complete-sequence set.
In Exp. (4.15) and Exp. (4.17), if d0 = d1, which violates the restriction of Exp. (4.8),
we then replace d0 by 〈/L〉 and 〈/R〉 as follows. In fact, in this situation alone, 〈/L〉
and 〈/R〉 can appear in a d as d0, which is mentioned in the definition of Exp. (4.7) and
related properties. The complete sets containing 〈/O〉 (O ∈ {L,R}) tags start the recursive
definition.
11We further restrict the root mark 〈/s〉 to take only one modifier (the situation when d1 = l + 1 in Exp. (4.15)),
according to the general restrictions of the dependency grammar.
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Left(x,d) = Left(〈/R〉,d), if x = min(d0, d1) in Exp. (4.15) (4.18)
Right(x,d) = Right (〈/L〉,d), if x = max(d0, d1) in Exp. (4.15) (4.19)
Insert(x,d) = Push(〈/L〉,d), if x = d0, and d0 < d1 in Exp. (4.17) (4.20)
Insert(x,d) = Push(〈/R〉,d), if x = d0, and d0 > d1 in Exp. (4.17) (4.21)
4.4.3 Estimation
According to the recursive definitions, it is natural to derive an inside-outside algorithm
(Lari and Young, 1990), which is an adaption of the EM algorithm (Dempster et al., 1977)
to tree structures, to conduct parameter re-estimation by calculating the inside and outside
probabilities of all complete sets in sentences.
We generalize the expressions in Exp. (4.15) and Exp. (4.17) to Exp. (4.22) and
Exp. (4.23), respectively. In Exp. (4.22), Sub1 and Sub2 mean the Seq(Left(·)) and the
Seq(Right(·)), respectively, on the right-hand side of Exp. (4.15). In Exp. (4.23), Sub1 and
Sub2 mean the Seq(Insert(·)) and the Link(Cover(·)), respectively, on the right-hand side
of Exp. (4.17). The notation 〈·, ·〉 in Exp. (4.22) and Exp. (4.23) represents an unordered








{Sub1 × Sub2} (4.23)
We further define RLink(Link(d), 〈Sub1, Sub2〉) as a relation for Link(d), 〈Sub1, Sub2〉
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satisfying Exp. (4.22). Similarly, RSeq(Seq(d), 〈Sub1, Sub2〉) is a relation for Seq(d),
〈Sub1, Sub2〉 satisfying Exp. (4.23). Then, the inside probability β and outside probability
α of the two types of complete set can be calculated by Exp. (4.24) to Exp. (4.27), where

























(where d′ is the N-tuple of Sup)
(4.27)
Specifically, Exp. (4.24) and Exp. (4.25) can be directly derived from the respective
definitions of Exp. (4.15) and Exp. (4.17). Further, a complete-link set can only be a
component of a complete-sequence set from Exp. (4.17), while a complete-sequence set
can be both a component of a complete-link set from Exp. (4.15) and a component of a
complete-sequence set from Exp. (4.17). Consequently, Exp. (4.26) and Exp. (4.27) can
both be derived.
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For all Seq(d) with 〈/L〉 or 〈/R〉, we use
β(Seq(d)) = p(d) (4.28)
as the start of the calculation. At the end of the calculation, the probability of the entire
sentence S = wl+10 can be obtained as follows:
P (S) = β(Seq(d = (1, l + 1, 0, · · · , 0))) (4.29)
For re-estimation, we can obtain the probabilistic counts12 of a dependency N-gram rep-




according to the inside-outside algorithm. Finally, all the counts of the dependency N-




As the proposed dependency N-gram model and estimation algorithm are independent from
language, we conduct experiments using four different languages, i.e. English, German,
Spanish and Japanese. The corpora we use for English, German and Spanish are sets of
sentences with 5 – 15 words from the corresponding single-language corpora of Europarl14
12They are no longer integers.
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Table 4.1: Training sets.
language sentences types tokens
English 400, 100 40, 913 4, 355, 333
German 422, 951 105, 303 4, 545, 263
Spanish 370, 791 58, 314 4, 007, 816
Japanese 477, 118 47, 930 7, 758, 437
Table 4.2: Sentences in development and test sets.
language development set test set
English 2, 020 2, 021
German 2, 136 2, 136
Spanish 1, 872 1, 873
Japanese 2, 409 2, 410
(Koehn, 2005). The corpus for Japanese is a set of sentences with 5 – 20 words from the
Japanese side of the NTCIR-8 corpus (Fujii et al., 2010). We take 1
200
of the sentences
from a corpus to form each of the development and test sets used in experiments, and the
remaining sentences are used for training. The details of training, development and test
sets are shown in Tables 4.1 and 4.2.
To investigate the fundamental properties of the model and algorithm, we do not use any
pruning or approximating methods in the parameter estimation. Specifically, we collect all
possible lexical dependency N-grams from the raw corpora without any cut-off thresholds
for models of any order. As Japanese is a typical head-final language, that is, the head
word always comes after its modifiers, we only take the left-oriented (from head to mod-
ifier) dependency links into account. For the other three languages, dependency links of
both orientations are considered. The parameter collection and initialization do not take
the structure into account. Before estimation, we use relative frequency to initialize the
probabilities.
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Figure 4.7: English training set perplexities before each iteration (y-axis is logarithmic).
4.5.2 Results
Algorithm Convergence
Figure 4.7 shows the change of English training set perplexities before each iteration by the
proposed estimation algorithm, for 2 (bi-) and 3 (tri-) order dependency N-gram models.
The convergence trend along with the iteration times can be observed. For the dependency
bi-gram, the training set perplexity becomes nearly stable after five iterations. However,
for the dependency tri-gram, the first iteration is at very low training set perplexity, and it
does not change much in further iterations. This phenomenon suggests that the non-pruned
dependency tri-gram model may be complex with many parameters, so the features of the
training set are represented well, resulting in a low perplexity. This suggests the model is
overfitting the data. We discuss this in Sec. 4.5.3.
Test Set Perplexity
As well as the training set perplexity, the perplexity of a test set which has not been used
in parameter estimation should be investigated in evaluation. Because different order de-
pendency N-gram models are trained separately, we use linear interpolation in calculating
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Table 4.3: Development and test set perplexities of dependency N-gram models.
language dev-ppl (bi / tri) test-ppl (bi / tri) iter bi iter tri λuni λbi λtri
English 145 / 143 159 / 156 6 1 0.93 0.99 0.13
German 268 / 256 265 / 261 12 1 0.88 0.98 0.04
Spanish 165 / 164 159 / 158 7 1 0.92 0.99 0.04
Japanese 88 / 67 88 / 67 4 1 0.86 0.99 0.70
Table 4.4: Test set perplexities of the original N-gram model by maximum-likelihood esti-
mation.
language test-ppl (bi / tri)
English 162 / 457
German 396 / 1371
Spanish 176 / 499
Japanese 62 / 87
the test set perplexity. Specifically, we use the held-out development set to tune the inter-
polation coefficients (weights) and to select the iteration times of different order models to
minimize the development set perplexity. Next we use the tuned weights to combine the
iteration-time-selected models in the test set perplexity calculation. The reason for using
simple and straightforward linear interpolation is that we want to discover the essential as-
pects of the proposed model and algorithm, so we use no further smoothing approaches. As
the lowest order of a dependency N-gram is two, we use a uni-gram model with modified
KN discounting (Chen and Goodman, 1998) to handle the unknown words. The uni-gram
model is interpolated with the dependency bi-gram model. Furthermore, as the 〈/L〉 and
〈/R〉 tags are taken as general words, which never really appear in a training set, we treat
them separately, and interpolate them with the uni-gram model. Because the 〈s〉, 〈L〉 and
〈R〉 tags only appear in the history, no other model is needed to handle them.
In Table 4.3, we show the development set perplexities (dev-ppl) and test set perplexi-
ties (test-ppl) of the linear-interpolated dependency bi- and tri-gram models. The iteration
times in dependency bi- and tri-gram model training are iter bi and iter tri , respectively.
The weights of uni-gram, dependency bi- and tri-gram models are λuni , λbi and λtri , re-
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spectively. (1 − λbi) and (1 − λtri) are assigned to the interpolated lower order models
and (1 − λuni) is assigned to the 〈/L〉 and 〈/R〉 tags. For comparison, we used SRILM15
(Stolcke, 2002) to build original N-gram language model under maximum likelihood es-
timation on the same training sets, because the estimation algorithm of our dependency
N-gram model is essentially a maximum likelihood estimation as well. We calculate the
test set perplexities of N-gram language model on the same test sets. The results are listed
in Table 4.4.
In both Table 4.3 and Table 4.4, the perplexities are calculated according to the number of
lexical words, and the tags used for normalization are not counted. That is, we do not count
the 〈/s〉 tag in the original N-gram language models, or 〈/L〉 and 〈/R〉, in our models. If
they are included, the perplexities decrease. In the original N-gram model, this is because
a 〈/s〉 tag nearly always appears after the period mark. The effect is even more dramatic in
our model, as each word in a sentence has a 〈/L〉 and a 〈/R〉 tag to normalize its modifier
numbers, so the token number in a sentence is multiplied. Therefore, for fairness, we only
count the lexical words in the perplexity calculation. We discuss these results in Sec. 4.5.3.
4.5.3 Discussion
Parameter Number
For a sentence with l words, the number of dependency N-grams that can be collected
increases exponentially as O(lN) if we consider all possible combinations. Although for a
given N , the proposed algorithm takes a time which is polynomial in sentence length l, a
large N will be practically intractable, especially for long sentences. In Fig. 4.8, we show
the number of complete sets of different order dependency N-gram models for different
sentence lengths.
15http://www.speech.sri.com/projects/srilm/
CHAPTER 4. DEPENDENCY GRAMMAR ON MODELING LANGUAGES 46
Figure 4.8: Number of complete sets (y-axis is logarithmic).
This behavior is also related to the overfitting problem, because our algorithm is essen-
tially an iterative maximum likelihood estimation. A model that is very complex will be
extremely specific to the training set. From Table 4.3, we see that the performance of a
dependency tri-gram model will saturate after only one iteration, which is also indicated
in Fig. 4.7, and does little to improve the test set perplexities. The exception is Japanese,
where the dependency tri-gram does improve the performance. The linguistic reason for
this is that Japanese is a head-final language with a simpler syntactic structure, so we re-
strict the dependency link in Japanese to “left only”, which leads to a model with fewer
parameters. Consequently, the high order model performs better. From the experimental
results, we can see that the proposed algorithm has the usual strengths and weaknesses of
an EM algorithm.
Test Set Perplexity
Comparing the test set perplexities in Tables 4.3 and 4.4, we can see the dependency N-
gram model achieves better performance (smaller perplexities) than the original N-gram
language models except on Japanese. And for Japanese, the result is improved by the
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Table 4.5: Test set perplexities of the original N-gram model by state-of-the-art Kneser-Ney
approach.
language test (bi / tri)
English 157 / 86
German 252 / 139
Spanish 161 / 86
Japanese 91 / 39
dependency tri-gram model obviously. On the other hand, the original N-gram language
model leads to worse performance in the tri-gram model, due to the overfitting problem.
In Table 4.5, we show the performance of modified KN method (Chen and Goodman,
1998), which is the state-of-the-art technique to prevent the overfitting problem on original
N-gram language model. We observe modified KN method can improve the performance
on tri-gram efficiently. As the modified KN method uses sophisticated discounting to avoid
the overfitting problem and our model has no smoothing, the difference in performance is
reasonable for complex models. Conversely, the competitive results of our bi-gram model
and its performance on Japanese show that our model is a promising one, particularly if the
number of parameters can be reduced and smoothing approaches are applied.
Model Preference
In Figs. 4.9 to 4.21, we present the examples of the best dependency structures of sentences
in test set generated by our approach. We used the settings in Table 4.3 and generated them
using the Viterbi algorithm (Viterbi, 1967). It can be seen that the proposed approach can
reveal features of specific languages, even though it is unsupervised, such as for the final-
position verb “stellen” and its relation with the second-position auxiliary verb “mo¨chte”
in the German sentence in Fig. 4.13. The results also show a preference for associating
semantic relations and making the function words16 of a language the modifiers of the
content words. This tendency is noticeable in the English examples, such as the particle
16Articles, prepositions, etc.
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“to” in Fig. 4.10 and Fig. 4.12 and the “’s” in Fig. 4.12. In addition, the arrangement of
commas around “however” in Fig. 4.9 and around “therefore” in Fig. 4.12 is impressive.
Another example is in the Spanish sentence in Fig. 4.17. Syntactically, the preposition “a”
is the head of the noun “respecto”, but in unsupervised training, our model prefers to assign
“a” to be the modifier of “respecto” and directly link two content words, i.e. “respecto” and
the verb “haciendo”. We think this is because the probabilities of 〈/L〉 and 〈/R〉 tags have
large estimates, especially when they appear after function words, which prevents them
from having modifiers. This tendency, however, is correct for articles, such as the “der”
in German and “la” in Spanish. Furthermore, an interesting phenomenon can be observed
in the Japanese sentence in Fig. 4.21. In the example, the verb stem “応用 ” is linked to
the auxiliary verb “できる ”, and the words of “ する こと が ” are arranged as a dependency
chain and attached to “できる ” as well. Semantically, the expressions of “ 応用 できる ”
(literally: can apply) and “ 応用 する こと が できる ” (literally: the thing, that applies, can)
have nearly the same meaning and are generally interchangeable. Consequently, the model
prefers to designate “ する こと が ”, which has a weak semantic function, as a branch and
link the semantically-crucial words “応用 ” and “できる ” directly. All these examples
suggest that the proposed model with unsupervised training has a strong preference for
organizing a sentence by semantic relations and for assigning relations between those words
that play a central role in such a semantic unit.
4.6 Application to Microblog Data
4.6.1 Task and Corpus
Microblogging is an emerging application that provides a new platform for communicat-
ing. Postings on microblogs are usually brief due to restrictions on message length such that
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Example of English Sentences
Figure 4.9: Best dependency structure of the sentence “i would , however , add one impor-
tant caveat .”
Figure 4.10: Best dependency structure of the sentence “let us remember what we are trying
to do .”
Figure 4.11: Best dependency structure of the sentence “we have , therefore , voted against
your self-congratulation .”
Figure 4.12: Best dependency structure of the sentence “you are too late to change today ’s
agenda .”
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Example of German Sentences
Figure 4.13: Best dependency structure of the sentence “trotzdem mo¨chte ich der kommis-
sion einige fragen stellen .”
Figure 4.14: Best dependency structure of the sentence “vielen dank , ich emphehle die
annahmen des bericht .”
Figure 4.15: Best dependency structure of the sentence “sonst verlieren die bu¨rger in den
mitgliedstaaten das vertauen .”
Figure 4.16: Best dependency structure of the sentence “zum beitritt techechiens habe ich
mich der stimme enthalten .”
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Example of Spanish Sentences
Figure 4.17: Best dependency structure of the sentence “la comisio´n esta´ haciendo muchas
cosas a este respecto .”
Figure 4.18: Best dependency structure of the sentence “el tratado de lisboa contiene una
cla´usula social horizontal .”
Example of Japanese Sentences
Figure 4.19: Best dependency structure of the sentence
“ 図 3 は 、 その 実際 の 配置 例 で ある 。 ”
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Figure 4.20: Best dependency structure of the sentence
“ 以下 に 、 この 設定 方法 を 説明 する 。 ”
Figure 4.21: Best dependency structure of the sentence
“ この よう な 場合 に も 本 発明 を 応用 する こと が できる 。 ”
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Figure 4.22: Chinese training set perplexities before each iteration (y-axis is logarithmic).
no more than 140 characters may be used. Moreover, microblogs use many non-standard
expressions and Internet-based neologisms. These words and expressions are hard for gen-
eral natural language processing tools, which are usually trained on standard data sets, to
handle. Therefore, tasks using microblogs as a huge data source must consider the charac-
teristics of user-generated content. One example of this is the part-of-speech tagging task
on microblogs (Gimpel et al., 2010). However, the more explicit and structured we want
the information extracted from a microblog to be, the more difficult the task turns out to be,
due to the flexible and non-standard use of the expressions.
Because our proposed approach is completely data driven, we think it can efficiently
capture features in user-generated content. In this section, using our proposed model, we
focus on extracting and investigating lexical dependency features from Chinese microblog
data.
We use the NLPIR Chinese Weibo corpus17 in our experiment. The corpus contains
230, 000 posts collected from Sina Weibo and Tencent Weibo. During preprocessing, we
split the posts into sentences, delete the tags beginning with @ and # and all the URLs. We
use the Stanford Chinese Word Segmenter18 (Tseng et al., 2005) with the Chinese Penn
17http://www.nlpir.org/download/weibo_content_corpus.rar
18http://www-nlp.stanford.edu/software/segmenter.shtml
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Table 4.6: Chinese Weibo corpus.
sentences types tokens
304,667 95,239 4,427,543
Treebank standard to segment each Chinese sentence and take those sentences with 5–
30 words as the training corpus in our experiment. We further normalize the punctuation
marks in the training corpus and replace all words appearing fewer than five times with a
symbolic UNK token. The details of the training corpus are shown in Table 4.6.
We collect all possible lexical dependency N-grams from the training corpus and use
relative frequency to initialize the probabilities. Fig. 4.22 shows the change of training
corpus perplexities before each iteration for 2 (bi-) and 3 (tri-) order dependency N-gram
models. We can observe the same trend shown in Fig. 4.7. However, our interest is
the learned features of the training set. We discuss the examples of lexical parameters
and parsing using a three-time iterated dependency bi-gram model and a one-time iterated
dependency tri-gram model in the next section.
4.6.2 Discussion
In Tables 4.7, 4.8 and 4.9, we show the examples of lexical dependency features with high
estimates of logarithmic probability (log-prob.) with our unsupervised approach.
In Table 4.7, the examples of dependency bi-grams around general words are shown. We
can see that the dependency relations between them are well modeled. Moreover, in Table
4.7, we show the features of the root mark 〈/s〉 of sentences. We can see that the final
punctuation marks and final-position particles are automatically learned as modifiers of the
root mark (i.e. of the root word of a sentence).
In Table 4.8, we show an example of a special Chinese expression on the Internet. The
word “ 神马 ”, read as she´n-maˇ, means “what” on the basis of similarity in pronunciation
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Table 4.7: Dependency bi-grams for the root mark (〈/s〉) and some general Chinese words.
The top five highest estimates for each history (given o1 and h1 in (h0, o1, h1)) are shown.
The h0 shown here excludes UNK, 〈/L〉, 〈/R〉 and punctuation marks for lexical h0.
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Table 4.8: Dependency bi-grams for a Chinese Internet neologism “ 神马 ”. In (h0, o1, h1),
h1 = 神马 , o1 = 〈L〉 or 〈R〉. The top five highest estimates are shown.






to the original word she´n-me. Our unsupervised data-driven approach reveals the behaviors
of this neologism, which is natural for a Chinese native speaker.
In Table 4.9, we show an example of a dependency tri-gram. The expression “ 有木有 ”
(yoˇu-mu`-yoˇu) is also an Internet-based neologism, which means “to exist or not”, because
the original expression “ 有没有 ” (yoˇu-me´i-yoˇu) has a similar pronunciation in some di-
alects. We show all four possible structure patterns for both of them. We can see that all of
these structures have relatively high estimates, which shows strong dependency relations.
However, if we use a general Chinese parser19, the character “ 木 ” is always treated as
a noun due to its original meaning of “wood”, and the tri-order relation of the expression
“ 有木有 ” is not recognized.
In Fig. 4.23, we show the best dependency structure given by the Viterbi algorithm for a
19http://nlp.stanford.edu:8080/parser/index.jsp
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Table 4.9: Dependency tri-grams for a Chinese Internet neologism “ 有木有 ” and for the
corresponding standard expression “ 有没有 ”. The estimates of all four possible structure
patterns of both expressions are shown.





sentence in the training set. Fig. 4.24 is the dependency structure generated by the Stanford
Dependency Parser19. Although there are no neologisms in this sentence, the Chinese
word “ 真心 ” is a general word and ordinarily used as a noun or an adjective, meaning
“sincerity” or “sincere” respectively. However, it has recently been used as an adverb to
express the meaning of “really” in a slightly emphatic manner. This feature is also captured
by our approach from training data and contextualized within the entire sentence structure,
resulting in a correct analysis. A standard parser cannot efficiently handle this type of
flexible usage of general words.
4.7 Summary
In this chapter, we focused on introducing dependency structure into language modeling.
We proposed a generative dependency N-gram language model, which extends the original
N-gram language model to include sentence dependency structures, as well as a definition
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Figure 4.23: Best dependency structure of the sentence “ 每 道 菜 都 真心 好吃 呢 。 ”
generated by the proposed approach.
Figure 4.24: Dependency structure of the sentence “ 每 道 菜 都 真心 好吃 呢 。 ” gener-
ated by the Stanford Dependency Parser.
CHAPTER 4. DEPENDENCY GRAMMAR ON MODELING LANGUAGES 59
of complete sets for arbitrary order, which facilitates an unsupervised parameter estimation
algorithm. The experimental results demonstrate the applicability and the properties of the
proposed approach. We also applied a complete data-driven approach for lexical depen-
dency feature extraction to a textual microblog data set. The experimental results show that
our approach can handle non-standard linguistic phenomena in user-generated content.
In future, we will develop methods for parameter pruning and discounting to handle the
overfitting problem. As the proposed dependency language model is intrinsically complex,
we also plan more fundamental simplifications. In addition, although our proposed algo-
rithm is unsupervised, the output of a trained parser, which would provide clear and lexical
heuristics, can be integrated in it. We plan to investigate this possibility and evaluate the
performance achieved by using linguistically motivated criteria.
Chapter 5
Dependency Grammar on Pre-Reordering
Languages
5.1 Introduction
The state-of-the-art technique of statistical machine translation (SMT) (Koehn et al., 2003;
Koehn et al., 2007) demonstrates good performance on translation of languages with rela-
tively similar word orders (Koehn, 2005). However, word reordering is still a problematic
issue for those language pairs with significantly different word orders. A typical example
is translation between Japanese and English because Japanese has a subject-object-verb
(SOV) word order and English has a subject-verb-object (SVO) word order. As a conse-
quence, correct translation between Japanese and English cannot be achieved unless the
word order is correctly modified.
Many efforts have been made to resolve the word reordering problem in SMT.
Broadly, these efforts are categorized into language-independent approaches and language-
dependent approaches. Language-independent approaches learn both a reordering model
and a translation model from the aligned training parallel corpus (Tillmann, 2004; Al-
Onaizan and Papineni, 2006; Xiong et al., 2006; Galley and Manning, 2008), or by com-
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bining the reordering and translation in a unified framework (Chiang, 2007; Galley and
Manning, 2010). In contrast, language-dependent approaches rely on analysis of the the
syntax or semantics of the languages involved in a translation task (Quirk et al., 2005;
Liu et al., 2006; Xiong et al., 2012). Although introducing linguistic information will
necessitate additional analysis, such as parsing, these approaches efficiently handle diffi-
cult word reordering tasks for particular language pairs; with the help of well-developed,
high-precision linguistic analysis tools.
In addition to approaches that use linguistic information, another line of research han-
dles the word reordering as a separate process. That is, the process of translating words
is conducted separately from the process of reordering words. There are pre-reordering
approaches (e.g. Isozaki et al. (2012)) and post-reordering approaches (e.g. Sudoh et
al. (2013b)), depending on whether the reordering process precedes translation. Many
pre-reordering approaches, both language-independent and language-dependent, have been
proposed. Language-independent pre-reordering approaches typically utilize designed sta-
tistical models to learn and conduct the reordering (e.g. Neubig et al. (2012)); language-
dependent approaches typically utilize a trained parser with reordering rules, which can be
either manually designed (e.g. Isozaki et al. (2012)) or automatically extracted (e.g. Genzel
(2010)). Generally, a rule-based pre-reordering approach offers fast and crisp reordering,
but parsing errors and a lack of robustness are drawbacks. In contrast, a statistical pre-
reordering approach is more robust but also slower. Further, training data are an important
factor for the feasibility of pre-reordering approaches. Statistical pre-reordering approaches
always need training data, the quality of which significantly affects performance. Manu-
ally constructed data (Neubig et al., 2012) or a refinement of automatically generated data
(Navra´til et al., 2012) are needed during model training to achieve good performance. A
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rule-based approach with automatically extracted rules also needs training data (Genzel,
2010). However, rule-based approaches with manually designed rules do not need train-
ing data. Instead, they require a reliable parser and elaborately designed rules. In recent
research, interesting results can be found, such as that even with a huge training dataset,
automatically extracted rules do not always outperform manually designed rules (e.g. the
comparison of Genzel (2010) and Xu et al. (2009) in Table 4 of Genzel (2010)); and a sta-
tistical pre-reordering approach does not always outperform a rule-based approach (Lerner
and Petrov, 2013).
In this chapter, we investigate rule-based pre-reordering between SOV and SVO lan-
guages using dependency structures.
Specifically, we focus on the following translation tasks.
• Japanese-to-English translation, which is an SOV-to-SVO translation;
• SVO-to-Myanmar translations, which are SVO-to-SOV translations because Myan-
mar is an SOV language.
For the SOV-to-SVO translation, the Japanese-to-English translation has specially been
well studied. Many pre-reordering approaches for Japanese-to-English translation take ad-
vantage of the chunk1 in the source-side Japanese sentences. Such approaches use inter-
chunk rules to arrange the order of chunks in an English-like order (Katz-Brown and
Collins, 2008; Sudoh et al., 2011). Further, intra-chunk rules are also designed in some
approaches to arrange the morphemes within a chunk in a way that realizes a more cor-
rect reordering (Katz-Brown and Collins, 2008; Hoshino et al., 2013). We further propose
an extra-chunk reordering scheme for morphemes, which can move morphemes out of
the chunk that they belong to. We give linguistically oriented discussions to demonstrate
1In this chapter, the English term “chunk” is equivalent to the traditional Japanese grammar term “bunsetsu”.
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that the proposed extra-chunk rule is actually required for correct Japanese-to-English pre-
reordering.
For the SVO-to-SOV translation, an effective rule-based approach called head-
finalization has been proposed for English-to-Japanese translation (Isozaki et al., 2012).
The approach takes advantage of the head final property of Japanese on the target-side. It
designs a head-finalization rule to move the head word based on the parsing result by a
head-driven phrase structure grammar (HPSG) parser. Generally, the idea can be applied to
other SVO-to-SOV translation tasks, such as its application in Chinese-to-Japanese trans-
lation (Han et al., 2012). However, an HPSG parser is not available for many languages,
which prevents the HPSG-based head-finalization from being applied to more languages.
On the other hand, dependency parsers are available for more languages. A typical rule-
based pre-ordering for SVO-to-SOV translation using dependency structure was proposed
in Xu et al. (2009). Their approach used a rule set to arrange the order of a head word to-
gether with its modifiers. We explore dependency-based head-finalization for an understud-
ied language, Myanmar2. We use the dependency structure to realize the head-finalization
of Isozaki et al. (2012). Because the head-finalization only moves a head word after all its
modifiers, the proposed dependency-based head-finalization is a simplified version of Xu
et al. (2009), which keeps the order of modifiers unchanged. The approach is simple and
widely applicable for different source languages.
The pre-reordering approaches in this chapter require dependency parsing of source-side
languages. Because the approaches are linguistically-oriented, the linguistic correctness
of parsing results needs to be guaranteed. As the dependency N-gram language model in
Chapter 4 is an unsupervised approach, the correctness cannot always be guaranteed. So,
2The language may be more referred as Burmese in English though, in this chapter, we refer it consistently as Myan-
mar.
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we use well-developed parsers in this chapter for the practical application on SMT.
5.2 Related Work
5.2.1 Rule-Based Pre-reordering for Japanese-to-English Translation
There have been many rule-based pre-reordering approaches proposed in Japanese-to-
English translation.
Katz-Brown and Collins (2008)
Two pre-reordering approaches are proposed in this paper. The first approach is a very sim-
ple one called reverse pre-reordering, requiring morphological analysis of only a Japanese
sentence. The approach focuses on a special morpheme, the topic marker wa in Japanese. It
reverses the morpheme sequences before and after the topic marker separately. That is, the
parts before the topic marker and the part after the topic marker are read backwards, but the
reordering will not cross the topic marker. The second approach is a dependency tree pre-
reordering, requiring chunk-level dependency parsing. The approach utilizes inter-chunk
reordering rules for verb and noun separately. The verb-rule is a serial of if-else judgment
to put a verb after its topic, subject, or before its direct object and all the other verbs it
governments; the noun-rule simply to move a noun before all its modifiers, which may be
referred as head-initialization. The approach also introduces the intra-chunk reordering to
reverse the morphemes within a chunk.
Sudoh et al. (2011)
They design a more detailed inter-chunk reordering rule for verbs. The approach also re-
quires a chunk-level dependency tree. The chunk precedence (shown by > here) is defined
as follows for reordering chunks. They give a detailed pseudo-code to show how these
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syntactic roles of chunks should be figured out by part-of-speech (POS) of morphemes in
corresponding chunks.
conjunction > subject > verb > direct object > indirect object > coordination > others
No intra-chunk reordering for morphemes is used in this approach.
Komachi et al. (2006)
This is an early attempt to utilize the predicate-argument analysis in the Japanese-to-
English pre-reordering. They propose a predicate-argument based inter-chunk rule for
verbs in their approach. Specifically, the nominative case chunk (NOM), the accusative
case chunk (ACC), and the locative case chunk (LOC) of a predicate is detected and ar-
ranged in an order as follows.
[ NOM predicate ACC ] LOC
First NOM and ACC are arranged immediately before and after the predicate; then LOC is
moved after the predicate. Also the approach does not use intra-chunk rules for detailed
reordering of morphemes.
Hoshino et al. (2013)
Their approach is also based on predicate-argument analysis and can be observed as a de-
velopment of (Komachi et al., 2006). They use both inter-chunk and intra-chunk rules
in this approach. For the inter-chunk reordering, first head-initialization is conducted and
then detailed arrangement is applied. Generally, the inter-chunk reordering can be con-
sidered as a combination of (Katz-Brown and Collins, 2008) and (Komachi et al., 2006).
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The intra-chunk ordering in this approach is more reasonable than the simple reversing in
(Katz-Brown and Collins, 2008). As we have described, the functional morphemes always
succeed the content morphemes in a chunk. So, the approach halves a chunk to a content
part and a functional part and reverse the two parts. As a result, the functional part comes
before the content part, which can be considered as an analogue of a preposition or an
auxiliary verb in English.
5.2.2 Rule-Based Pre-reordering for SVO-to-SOV Translation
HPSG-based head-finalization (Isozaki et al., 2012) and dependency-based pre-ordering
(Xu et al., 2009) are two typical rule-based pre-ordering approaches for SVO-to-SOV trans-
lations. Originally, the former was designed for Japanese and the latter for Korean. Further
differences between the two approaches first lies in the linguistic formulation they used,
which leads to differences in their rule sets. Essentially, there is only one rule in the HPSG-
based head-finalization, that is the head-finalization rule itself. The simplicity of the rule
set can be attributed to the sophisticated analysis by an HPSG parser, which shows the
phrase structural as well as the syntactic head. On the other hand, the rule set in Xu et
al. (2009) contains about 20 rules, in order to arrange the position of a head word with its
modifiers. It can be observed that a good HPSG parser is required for Isozaki et al. (2012)
if we want to expand the approach to more source-side languages, despite the simple rule.
While a dependency parser is available for more languages, the rule set in Xu et al. (2009)
is dependent on the part-of-speech (POS) tag set and dependency arc label set of the de-
pendency parser used. The approach used in our experiments combines the simplicities of
the two previous approaches. We use dependency parsers to conduct the head finalization
alone without touching the arrangement of various types of modifiers.
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5.2.3 Statistical Pre-reordering Approaches
Besides these listed rule-based pre-reordering approaches, statistical-based approaches are
also proposed for the pre-reordering task. In Neubig et al. (2012), they propose a method
to learn a discriminative parser for pre-reordering from aligned training parallel corpus.
The approach takes the derivation tree as a latent variable and trains a model to maximize
reordering measures. In Navra´til et al. (2012), an approach taking the reordering problem
as a traveling salesman problem is referred. Both of the approaches need relative high
quality training data (i.e., a word-aligned parallel corpus). In the experiments reported in
Neubig et al. (2012), they show the model trained by a manually aligned parallel corpus
outperforms the model trained by an automatically aligned parallel corpus of more than ten
times the size. In Navra´til et al. (2012), they also introduce an approach to conduct the
sentence pre-selection for the reordering model training to achieve a good performance.
5.3 Pre-reordering for Japanese-to-English Translation
5.3.1 Japanese Language
The Japanese language is a typical head-final, agglutinative language. In the orthography
of Japanese, there is no space used in a sentence as is done in many European languages to
show the boundary of words. That is, word is not a natural unit of a sentence in Japanese.
Generally, the basic unit in a Japanese sentence is morpheme. As to the agglutinative char-
acter of Japanese, the functional morphemes succeed content morphemes. Such a sequence
of morphemes forms a chunk, which becomes a relative independent unit of meaning in a
sentence. Further syntactic or semantic analysis in Japanese is usually based on the chunk-
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まま 撫でる 主人  は 無言  の 吾輩  の 頭  を 
subject object predicate 
Figure 5.1: Japanese sentence example.
level.3 So, the steps of a Japanese sentence analysis are along a line of:
morphological analysis→ chunking→ syntactic analysis→ semantic analysis.
As to the syntactic analysis, rather than the constituency-based parsing, the chunk-based
dependency parsing is more suitable for Japanese and widely used in practice. This is
because Japanese has a relative free order of chunks in its expression as long as the head-
final restriction is satisfied. So, the Japanese is usually described as an SOV language
though, the OSV order is also grammatically correct. The dependency structure of a sen-
tence also forms a foundation of semantic analysis, for example, predicate-argument analy-
sis in Japanese. We show a Japanese sentence example in Fig. 5.1 with the analysis of it. in
Fig. 5.1, each box is a chunk and the morphemes in a chunk are separated by vertical bro-
ken lines (literally: [master | topic marker] [silence | genitive case marker] [remaining] [I |
genitive case marker] [head | accusative case marker] [stroke]). The arcs with arrow show
the head-modifier dependency relation between chunks. The predicate with its subject and
object argument is also shown.
3In some of the literature, the “morpheme” used here is called a “word” and the “chunk” used here is called a “phrase”.
Further, in the Korean language, which is a language quite similar to the Japanese language, a space is used to separate
the unit equivalent to the “chunk” of this chapter. The spaced unit in Korean may be called a “word” or “word-phrase”.
As these variations of terms will be confusing, we use the terms “morpheme” and “chunk” in this chapter’s discussion.
We also say a “verb morpheme” or a “noun morpheme” when the part-of-speech is referenced.
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摩擦力による 接触駆動と 磁気誘導の 推進力による 非接触駆動とにより 走行 
摩擦力による 接触駆動と 磁気誘導の 推進力による 非接触駆動とにより 走行 
摩擦力 接触駆動 磁気誘導 推進力 非接触駆動 走行 




































































































Figure 5.2: Inter-, intra-, and extra-chunk pre-reordering to arrange the Japanese mor-
phemes in an English-like order.
5.3.2 Proposed Approach: Extra-Chunk Rule
In the discussed rule-based pre-reordering approaches, it can be observed that once the
chunk is taken as a reordering unit, the reordering rules are naturally divided into inter-
chunk and intra-chunk rules. With these two types of rules, the morphemes within a chunk
will always remain in the same chunk, and never move across the boundary of the chunk
they belong to. By the example in Fig. 5.2, we demonstrate that these two types of rules
are not sufficient to achieve a linguistically correct pre-reordering from the Japanese order
to an English-like order in all cases.
In Fig. 5.2, the first rank is a part in a Japanese sentence with dependency relations. The
second rank is an inter-chunk pre-reordered result, with the dependency arcs of the broken
line reversed. In the third rank, the intra- and extra-chunk reordering of morphemes is
shown, where a chunk is split and the fragments are moved. The intra-chunk reordering is
marked by solid lines and the extra-chunk reordering is marked by broken lines between the
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second and the third rank. The bottom rank is the corresponding English part of the original
Japanese in the first rank. It can be observed that the extra-chunk reordering realizes more
correct arrangement of Japanese morphemes (the morphemes corresponding to the first
“by” and “and”) to the English word order.
The phenomenon demonstrated in Fig. 5.2 reveals a problem that cannot be resolved by
inter- and intra-chunk reordering. That is, the functional morphemes in a chunk syntac-
tically govern not only the content morphemes within their own chunk but also modifier
chunks of their own chunk. Thus, for a chunk without modifier chunks, the intra-chunk re-
ordering will be enough, where the intra-chunk reordering becomes equivalent to the extra-
chunk reordering. However, for a chunk with many modifiers, a functional morpheme,
such as one equivalent to a preposition or a conjunction in English, must be moved to the
boundary of the range it governs to agree with the English-like order. In this situation,
extra-chunk reordering is indispensable. More generally, the movement of morphemes
should not be bound to the boundary of the chunk, and it is desirable that the intra- and
extra-chunk reordering should be handled in a unified framework.
After the above discussion, we now describe our pre-reordering approach. Algorithm
1 gives the overall process, where the for loop from line 1 to line 12 is the inter-chunk
reordering process and the process from line 13 to line 16 is the combined intra- and extra-
chunk reordering process. The intra- and extra-chunk reordering is conducted in a unified
framework in which chunks are first segmented (line 14) to identify the intra- and extra-
chunk parts and then moved to the corresponding destination (line 16). In the following
process from Algorithm 2, the expressions “head morpheme” and “functional morpheme”
are, respectively, identical to the “headword” and “functionword” used in Algorithm 1 of
Sudoh et al. (2011).
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Three kinds of inter-chunk pre-reordering rules are designed for the proposed approach:
the rules for the verb-, noun-, and copula-chunk. Algorithm 2 identifies of the kinds of
chunks from among these types. The verb-chunk rule illustrated in Algorithm 3 mainly
combines features from previous works. In the rule, the modifier chunk with conjunction
morphemes takes the front position as in Sudoh et al. (2011) (Sup in Algorithm 3); and
the subject, head verb, direct object, and indirect object are arranged as in Komachi et al.
(2006) and Sudoh et al. (2011) (Core in Algorithm 3). The topic of a verb is also considered
in the verb-chunk rule as is done in Katz-Brown and Collins (2008) (Pre in Algorithm 3).
A noun-chunk rule is also designed for the proposed approach. This rule is more detailed
than the previous head-initialization rule in Katz-Brown and Collins (2008) and Hoshino
et al. (2013). We show the noun-chunk rule in Algorithm 4. Essentially, the difference
between Algorithm 4 and Algorithm 3 is around the contents of only the Core part in the
process. In the noun-chunk rule, adjective morphemes are arranged before the head noun
and modifiers with the genitive case marker no are arranged after the head noun. This is
because we consider the Japanese genitive case marker no as corresponding to the English
preposition of. We also carefully handle prenominal morphemes in Japanese, which work
as determiners in English (e.g. Japanese kono with the meaning this, and Japanese sono
with the meaning that). The order of the coordinating structure is not disturbed in the
noun-chunk rule. Because Japanese is a strictly head-final language, the head of phrases
in a coordinating structure is always taken by the last phrase, so we arrange the “parallel
marker” prior than other morphemes in noun-chunk rule’s Core. Further, a copula-chunk
rule is also designed and illustrated in Algorithm 5. This rule can be observed as a simpli-
fied verb-chunk rule. Because there is no verb in Japanese that works like as to be does in
English, Japanese uses functional morphemes adhering to a noun to express the meaning
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ALGORITHM 1: Overall Process
Input: Dependency tree D of Japanese sentence S
Output: Pre-reordered Japanese sentence S
1 for each chunk C in D do
2 Decide the type of C by Algorithm 2;
3 if C is a verb-chunk then
4 Reorder C and its modifier chunks by Algorithm 3;
5 else if C is a noun-chunk then
6 Reorder C and its modifier chunks by Algorithm 4;
7 else if C is a copula-chunk then





13 for each chunk C in D do
14 Segment C generated by Algorithm 7;
15 end
16 Reorder morphemes of C by Algorithm 6;
of the English to be. Because a chunk with copula morphemes still has a noun morpheme
as its head morpheme, we separate the copula-chunk and give it a reordering rule similar to
that for the verb-chunk.
Algorithm 7 is utilized to segment a chunk in order to identify the parts of morphemes
to which intra- and extra-chunk rules in Algorithm 6 should be applied. For a chunk with a
verb/adjective/copula morpheme, the functional morphemes will be moved forward: con-
junctive particles (e.g. Japanese ba which has meaning if) will be treated extra-chunk and
others are treated intra-chunk (the for loop from line 4 to line 10). For noun morphemes,
the functional morphemes will be all extra-chunk: the parallel markers (e.g. Japanese to
which means and) point backward and others point forward (the for loop from line 12 to
line 18). After identification by Algorithm 7, Algorithm 6 is applied in a top-down man-
ner to the inter-chunk reordered dependency tree so as to finally accomplish the intra- and
extra-chunk reordering.
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ALGORITHM 2: Chunk Type
Input: Chunk C
Output: The type of chunk C
1 if the head morpheme of C is a verb then
2 C is a verb-chunk;
3 else
4 if the head morpheme of C is a noun then
5 if no copula morphemes succeeding then
6 C is a noun-chunk;
7 else





We compare the proposed pre-reordering approach with five rule-based pre-reordering ap-
proaches: the reverse pre-reordering in Katz-Brown and Collins (2008), two dependency
tree-based approaches in Katz-Brown and Collins (2008) and in Sudoh et al. (2011), two
predicate-argument based approaches in Komachi et al. (2006) and in Hoshino et al. (2013).
To make a conparison, we also apply the statistical approach presented in Neubig et al.
(2012).
The experiment is conducted on the Japanese-English parallel corpus of NTCIR-7 patent
machine translation task (Fujii et al., 2008). The parallel corpus is composed of 1.8 million
sentence pairs for the training set, 915 sentence pairs for the development set and 1, 381
sentence pairs for the test set (the fmlrun set). For the source side Japanese sentences, we
use MeCab (IPA dictionary)4 for morpheme analysis, CaboCha5 (Kudo and Matsumoto,
2002b) for the chunking and dependency parsing, and SynCha6 (Iida and Poesio, 2011)
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ALGORITHM 3: Inter-Chunk Rule for Verb-Chunk
Input: Verb-chunk H , set M of all the modifier chunks of H
Output: Reordered chunks of {H} ∪M
1 Sup, Pre, Core, Post← [ ], [ ], [ ], [ ];
2 subj, dobj, iobj ← [ ], [ ], [ ];
3 for each chunk C in M do




8 for each chunk C in M do
9 if the functional morpheme of C is a case marker “ga” then
10 subj.append (C);
11 else if the functional morpheme of C is a case marker “wo” then
12 dobj.append (C);






19 Core← subj + [H] + dobj + iobj;
20 for each chunk C in M do
21 if C is not in Sup or Core then
22 if the functional morpheme of C is a topic marker “wa” or a conjunctive
particle;





28 for each chunk C in M do




33 return Sup+ Pre+ Core+ Post;
(2012). As to the training data for LADER, we use the approach of Navra´til et al. (2012)
to select 1, 000 sentence pairs with the highest translation scores from the automatically
aligned training corpus of NTCIR-7. Because short sentence pairs tend to have higher
translation scores, the 1, 000 training sentence pairs comprise 500 pairs with 10–30 words
and 500 sentences with 31–50 words.
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ALGORITHM 4: Inter-Chunk Rule for Noun-Chunk
Input: Noun-chunk H , set M of all the modifier chunks of H
Output: Reordered chunks of {H} ∪M
1 Sup, Pre, Core, Post← [ ], [ ], [ ], [ ];
2 parallel, prenominal, adjective, noun, genitive← [ ], [ ], [ ], [ ], [ ];
3 Process from line 3 to line 7 in Algorithm 3;
4 for each chunk C in M do
5 if the functional morpheme of C is a parallel marker then
6 parallel.append (C);
7 else if the functional morpheme of C is a prenominal then
8 prenominal.append (C);
9 else if the functional morpheme of C is an adjective then
10 adjective.append (C);
11 else if the functional morpheme of C is a noun then
12 noun.append (C);






19 Core← parallel + prenominal + adjective+ noun+ [H] + genitive;
20 Process from line 20 to line 32 in Algorithm 3;
21 return Sup+ Pre+ Core+ Post;
ALGORITHM 5: Inter-Chunk Rule for Copula-Chunk
Input: Copula-chunk H , set M of all the modifier chunks of H
Output: Reordered chunks of {H} ∪M
1 Sup, Pre, Core, Post← [ ], [ ], [ ], [ ];
2 subj ← [ ];
3 Process from line 3 to line 7 in Algorithm 3;
4 for each chunk C in M do




9 Core← subj + [H];
10 Process from line 20 to line 32 in Algorithm 3;
11 return Sup+ Pre+ Core+ Post;
We use the phrase-based (PB) translation system in Moses8 (Koehn et al., 2007) as a
baseline SMT system. For all the experimented approaches, after the pre-reordering, the
translation model is learned by Moses’ training script. Word alignment is automatically
8http://www.statmt.org/moses/
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ALGORITHM 6: Intra- and Extra-Chunk Rule for Morpheme
Input: Inter-chunk reordered dependency tree Dr of a Japanese sentence S processed
by line 1 to line 12 in Algorithm 1, each chunk C in Dr segmented by
Algorithm 7
Output: Intra- and extra-chunk reordered Dr
1 for each chunk C in Dr, top-down do
2 Lm← the left-most modifier chunk of C in Dr;
3 Rm← the right-most modifier chunk of C in Dr;
4 ExPre of Lm← ExPre of C + ExPre of Lm;
5 ExPost of Rm← ExPost of Rm + ExPost of C;
6 Core of C ← InPre of C + Core of C + InPost of C;
7 end
ALGORITHM 7: Chunk Segmentation
Input: Chunk C
Output: Segmentation of C
1 Core← from the first morpheme to the head morpheme of C;
2 ExPre, InPre, InPost, ExPost← [ ], [ ], [ ], [ ];
3 if the head morpheme of C is a verb or an adjective; or C is a copula-chunk then
4 for all morphemes m in C but not in Core do






11 else if the head morpheme of C is a noun then
12 for all morphemes m in C but not in Core do












generated by GIZA++9 (Och and Ney, 2003) with the default setting of Moses, and sym-
metrized by the grow-diag-final-and heuristics (Koehn et al., 2003). In phrase extraction,
9http://code.google.com/p/giza-pp/
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the max-phrase-length is set to 5. In decoding, the ttable-limit is set to 10 and the stack
is set to 100 for Moses’ decoder. The language model used in decoding is an interpolated
modified Kneser-Ney discounted 5-gram model, trained on the English side of the training
corpus by SRILM10 (Stolcke, 2002). The MERT (Och, 2003) is used to tune the feature
weights on the development set and the translation performance is evaluated on the test set
with the tuned weights. The decoding settings are identical on the development and test
sets. Under the described settings, the baseline PB system of Moses reaches a best test
set BLEU of 28.6, which is notably higher than the 27.14 reported in Fujii et al. (2008),
obtained by the organizer’s Moses system in 2008. We attribute this to the significant de-
velopment of the Moses system since then.
We evaluate the performance of the evaluated approaches on both reordering and trans-
lation accuracy.
The pre-reordering performance on the training set is shown in Table 5.1. We calculate





and the fuzzy reordering score (FRS) (Talbot et al., 2011), by
FRS = 1− c− 1
m− 1 , (5.2)
where c is the number of chunks composed of monotonically aligned words and m is the
number of words. Additionally, we calculate Spearman’s ρ, which is a measure similar to
10http://www.speech.sri.com/projects/srilm/
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Kendall’s τ , according to
ρ = 1− 6
∑
(xi − yi)2
n(n2 − 1) , (5.3)
where xi and yi are the ranks of two sequences with n words. In the calculations for the
three measures, we use only the one-to-one aligned words, as in Isozaki et al. (2012) from
the GIZA++ alignment file. The directions obtained are opposite those from Isozaki et al.
(2012) due to the reversed translation direction (i.e., the same as in Hoshino et al. (2013)).
From Table 5.1, it can be observed that Kendall’s τ and the Spearman’s ρ nearly have the
same tendency in evaluation. The proposed approach achieves the highest scores on all
three measures, and the approaches of Hoshino et al. (2013) and Neubig et al. (2012) also
have good performance.
Table 5.2 shows the test set BLEU of the evaluated approaches with different value for
the distortion limit (DL) in decoding. We think the most impressive result is that the sim-
plest reverse pre-reordering proposed by Katz-Brown and Collins (2008) has good per-
formance, achieving a best test set BLEU of 29.7 when DL = 9. This performance is
also nearly the best among all the previous approaches that we tested. The method of
Hoshino et al. (2013) obtained 29.7 and the method of Neubig et al. (2012) obtained 29.8.
As to the results reported in Katz-Brown and Collins (2008), their reverse pre-reordering
had the same performance as the baseline and their dependency tree pre-reordering had a
slightly worse performance than the baseline. However, in our experiment, dependency
tree pre-reordering of Katz-Brown and Collins (2008) reaches the same performance as the
baseline (the same best test set BLEU of 28.6) and the reverse pre-reordering has better
performance. We attribute this to the sophisticated SMT system of Moses, which can offer
a better baseline and cooperate with the pre-reordering approach better. The approach of
Sudoh et al. (2011) does not perform well, which is in agreement with their report that
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the approach works well in system combination to offer diversity in translation candidates
rather than in an individual SMT system.
The best test set BLEU of our proposed approach is 30.8 when DL = 12. We use the
bootstrap method (Koehn, 2004) to test the statistical significance between the best test
set BLEU from among all tested approaches despite their different DLs in decoding; as a
result, the proposed approach outperforms all other approaches with a statistical significant
on p ≤ 0.01 level. Another feature of the proposed approach is that it has already achieved
relatively good performance in monotonic translation (test set BLEU of 30.3 when DL
= 0), which actually does not increase much with larger values of DL. We consider this
phenomenon to indicate that the proposed approach achieves a substantially correct pre-
reordering compared with the effect of DL on the other approaches (e.g. the reverse pre-
reordering).
Table 5.3 shows the test set RIBES (Isozaki et al., 2010) of the tested approaches at
different DLs in decoding. Because we run the MERT in Moses system to tune the weights
of features to optimize the development set BLEU, the test set RIBES we show here is only
a complementary evaluation of translation performance on word order. We can see that
the tendency of the test set RIBES is approximately similar to that of the test set BLEU
between different approaches. However, the DLs do not affect the test set RIBES much,
which indicates that the pre-reordering works more efficiently for word reordering than the
SMT system does.
We also measure the running time for different approaches. In decoding, we find out the
time is affected by only the DL setting, no matter which pre-reordering approach is used.
The translation speed is approximately 0.4, 0.5, 0.7, 1.0, 1.2, 3.6 seconds per sentence
when the DL = 0, 3, 6, 9, 12, ∞, respectively. For the pre-reordering process, all the
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Table 5.1: Average Kendall’s τ (TAU), Spearman’s ρ (RHO), and Fuzzy Reordering Score
(FRS) of comparison approaches on training set.
TAU RHO FRS
Baseline (No Pre-Reordering) .489 .599 .497
(Katz-Brown and Collins, 2008) (Reverse) .504 .639 .154
(Katz-Brown and Collins, 2008) (Dependency) .484 .629 .131
(Sudoh et al., 2011) (Dependency) .369 .419 .498
(Komachi et al., 2006) (Predicate-Argument) .444 .535 .520
(Hoshino et al., 2013) (Predicate-Argument) .619 .675 .618
(Neubig et al., 2012) (Statistical) .618 .654 .657
Proposed (Dependency) .671 .707 .688
Table 5.2: Test set BLEU of comparison approaches under different distortion-limit set-
tings.
Distortion-Limit 0 3 6 9 12 ∞
Baseline (No Pre-Reordering) 24.6 24.7 27.0 28.0 28.6 28.5
(Katz-Brown and Collins, 2008) (Reverse) 23.6 25.5 28.6 29.7 29.3 29.0
(Katz-Brown and Collins, 2008) (Dependency) 22.3 24.3 28.1 28.6 28.3 27.4
(Sudoh et al., 2011) (Dependency) 24.8 25.1 26.6 27.5 27.8 28.1
(Komachi et al., 2006) (Predicate-Argument) 25.1 25.3 27.0 28.3 28.1 28.3
(Hoshino et al., 2013) (Predicate-Argument) 28.2 28.1 29.1 29.7 29.4 29.2
(Neubig et al., 2012) (Statistical) 28.9 29.1 29.4 29.8 29.8 29.1
Proposed (Dependency) 30.3 30.2 30.2 30.6 30.8 29.9
rule-based approaches are implemented in Python and times are not over 0.002 seconds
per sentence. For the dependency structure analysis, CaboCha can chunk and parse with
a speed faster than 0.001 second per sentence. SynCha, used for the predicate-argument
analysis, is relatively slower, with a speed of 0.9 seconds per sentence, which is nearly the
same as needed for decoding. As to the statistical approach of Neubig et al. (2012), the
training and application of LADER become extremely time-consuming. With the default
setting of LADER, the model training with the previously described 1, 000 sentences takes
nearly three days. When we apply the trained LADER to pre-reorder the training set, we
divide the training set into three sets according to sentence length: 1–30 words, 31–50
words, and 51–∞ words11. We then apply LADER on the three sets separately with 8
11The three sets contain approximately 0.8M, 0.7M, and 0.3M sentences, respectively
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Table 5.3: Test Set RIBES of comparison approaches under different distortion-limit set-
tings.
Distortion-Limit 0 3 6 9 12 ∞
Baseline (No Pre-Reordering) .645 .648 .662 .672 .681 .648
(Katz-Brown and Collins, 2008) (Reverse) .680 .689 .707 .715 .713 .670
(Katz-Brown and Collins, 2008) (Dependency) .672 .679 .702 .704 .702 .649
(Sudoh et al., 2011) (Dependency) .615 .615 .624 .635 .641 .630
(Komachi et al., 2006) (Predicate-Argument) .651 .652 .667 .681 .683 .647
(Hoshino et al., 2013) (Predicate-Argument) .704 .706 .710 .716 .715 .679
(Neubig et al., 2012) (Statistical) .705 .705 .707 .708 .708 .654
Proposed (Dependency) .732 .731 .733 .735 .733 .697
threads. The running time is approximate 3 days, 10 days, and 20 days, respectively, on the
three sets. LADER does perform well even without any linguistic heuristics though; the
drawback is the method’s slowness.
5.3.4 Discussion
From the evaluation of comparison approaches, we observe that those approaches using
chunks but not morpheme operations usually have worse performance (e.g. Sudoh et al.
(2011) and Komachi et al. (2006)). In the converse cases, the reverse pre-reordering of
Katz-Brown and Collins (2008) and the statistical approach of Neubig et al. (2012), which
are morpheme-based but do not use chunks, have relatively good performance. From the
observation, we consider that the movement of morphemes in a pre-reordering approach
is a critical issue. A further investigation around the effect of the inter-, intra-, and extra-
chunk rules used in the proposed approach is shown in Table 5.4 and Table 5.5.
In the tables, “+Morpheme-Modification” represents an attempt to delete some Japanese
morphemes that do not have precise English analogues. Specifically, we delete the topic
marker wa, the nominative case-marker ga, the accusative case marker wo and the con-
junctive particle te from the Japanese source. To generate these Japanese morphemes is
quite important in the English-to-Japanese translation (Isozaki et al., 2012), and the trim-
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ming of them hardly improves the performance in our Japanese-to-English translation. In
the rows of “−Extra”, we disable extra-chunk reordering and use intra-chunk reordering
instead. That is, ExPre and ExPost in Algorithm 7 are merged with InPre and InPost. This
modification does worsen the performance, especially for the test set BLEU when DL = 0
(from 30.3 to 29.1), illustrating the decrease in pre-reordering quality. Although the SMT
system can remedy this by using a larger DL (test set BLEU of 30.4 when DL = 12), a
longer decoding time will be needed, as previously described. When we disable all the
pre-reordering of morphemes and use only the inter-chunk rules (i.e., disable the process
from line 13 in Algorithm 1), the performance is obviously worsened, as shown in the
rows of “−Intra−Extra”. This result supports our conclusion that moving morphemes is
indispensable.
We further check the effect of three inter-chunk rules in the proposed approach after dis-
abling the operations on morphemes. In the “−Copula−Intra−Extra” rows, we disable the
inter-chunk rule for copula chunks by changing the if-else in line 5 to line 9 of Algorithm
2 to always be “C is a noun-chunk”. As a result, the best performance does not change
much (best test BLEU from 29.5 to 29.4), though the performance when DL = 0 decreases
quite a lot (from 28.2 to 27.7). This phenomenon clearly shows that the pre-reordering
becomes less correct and the task of reordering is more dependent on SMT system. Fi-
nally, we show the result of using only the inter-chunk rule for verb chunks in that rows
“−Noun−Copula−Intra−Extra”, where performance is quite similar to that in Komachi et
al. (2006), which is also an approach that focuses on only verbs and their arguments. We
can conclude that although reordering around verbs is important, reordering around nouns
has no less importance in Japanese-to-English translation.
In discussing Table 5.1, we noted that Kendall’s τ and Spearman’s ρ nearly exhibit the
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Table 5.4: Effect of different reordering rules on test set BLEU.
Distortion-Limit 0 3 6 9 12 ∞
Proposed Baseline 30.3 30.2 30.2 30.6 30.8 29.9
+Morpheme-Modification 29.9 30.0 30.2 30.4 30.5 29.8
−Extra 29.1 29.1 29.7 30.2 30.4 29.4
−Intra−Extra 28.2 28.4 28.8 29.4 29.5 28.3
−Copula−Intra−Extra 27.7 28.0 29.1 29.4 29.1 28.0
−Noun−Copula−Intra−Extra 25.1 25.3 27.0 28.4 28.5 28.1
No Pre-Reordering 24.6 24.7 27.0 28.0 28.6 28.5
Table 5.5: Effect of different reordering rules on test set RIBES.
Distortion-Limit 0 3 6 9 12 ∞
Proposed Baseline .732 .731 .733 .735 .733 .697
+Morpheme-Modification .728 .729 .730 .733 .733 .689
−Extra .727 .725 .728 .731 .730 .679
−Intra−Extra .720 .720 .724 .727 .723 .672
−Copula−Intra−Extra .717 .717 .723 .723 .721 .664
−Noun−Copula−Intra−Extra .664 .664 .678 .688 .689 .649
No Pre-Reordering .645 .648 .662 .672 .681 .648
same tendency in evaluation of different pre-reordering approaches. This phenomenon can
be attributed to the two measures both revealing the global difference of two ranks. At the
same time, we find that Kendall’s τ and the FRS cannot reach agreement in certain cases
(Table 5.1). For example, the reverse pre-reordering has a medium Kendall’s τ (.504) but
a quite low FRS (.154). For Hoshino et al. (2013), LADER and the proposed approach,
both Kendall’s τ and the FRS reach high scores (over .6). We consider the reason for this
phenomenon to be that FRS is sensitive to local monotonicity of two ranks, which makes it
a stricter measure than Kendall’s τ . We will give an example here.
Considering the aligned pattern shown in Fig. 5.3, two sequences of 2nwords are aligned
as follows: for k ∈ [1, n], the 2kth word in one sequence is aligned to the (2k−1)th word in
the other sequence. So, there are only n decreasing pairs, and the left ones are all increasing
pairs among the 1
2
·2n(2n−1) = n(2n−1) pairs. According to the calculation of Kendall’s
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Figure 5.3: Aligned pattern of two sequences with 2n words.
τ in Eq. (5.1), we have
τ = 2
n(2n− 1)− n
n(2n− 1) − 1 = 1−
2
2n− 1 . (5.4)
When n→∞ in Eq. (5.4), we then have τ → 1, which can be interpreted as meaning that:
as the pattern in Fig. 5.3 becomes longer, Kendall’s τ will take the two sequences to have
a more similar word order. This is reasonable because the two sequences actually have a
similar word order on the global level and as the length grows, the locally swapped pairs
will matter less and less in the calculation of Kendall’s τ . On the other hand, if we calculate
the FRS of the pattern in Fig.5.3, we will always have a 0 score according to the Eq. (5.2).
This is because there is no continuous multi-word block (i.e., a chunk, used in the definition
of FRS) in one sequence aligned to a continuous multi-word block in the other sequence.
So the chunk of monotonically aligned words is reduced to each single word, which means
c = m in Eq. (5.2). We then have
FRS = 1− c− 1
m− 1 = 1−
2n− 1
2n− 1 = 0. (5.5)
The example above illustrates the difference between Kendall’s τ and FRS in evaluat-
ing the pre-reordering performance on a training set. We further show the relations of
these two measures and test set BLEU. Because FRS is sensitive to local monotonicity, a
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Katz-Brown+ 



































Fuzzy Reordering Score on Training Corpus 
Figure 5.4: Relation between fuzzy reordering score and test set BLEU of monotonic trans-
lation.
pre-reordering approach with high FRS on a training set should have a good performance
on a test set in monotonic translation. In Fig. 5.4, we plot the FRS of all the evaluated
approaches with the test set BLEU for them when DL = 0. It can be observed that the
two variables have a perfect positive correlation for all approaches, including the statistical
approach of LADER (marked by a hollow dot). On the other hand, because Kendall’s τ
shows the global pre-reordering quality and the state-of-the-art SMT system can handle
local reordering efficiently, a pre-reordering approach with high Kendall’s τ on a training
set should have a good performance on a test set when reordering in the SMT system is
allowed. In Fig. 5.5, we plot Kendall’s τ of all the tested approaches with their best test set
BLEU, even with different DLs in translation. Again, we can observe a strong positive cor-
relation (the LADER slightly violates the perfectness, though). We also plot Spearman’s ρ
in Fig. 5.6. Because Spearman’s ρ has a similar tendency to Kendall’s τ , the correlation is
similar.
The investigation can explain the disagreement on Kendall’s τ and FRS in some situa-






























Kendall's τ on Training Corpus 






























Spearman's ρ on Training Corpus 
Figure 5.6: Relation between Spearman’s ρ and test set BLEU of the best performance.
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tions. For the reverse pre-reordering, the simple rule can handle global reordering but is
still too rough for detailed local reordering. As a consequence, it has a medium Kendall’s τ
but quite low FRS. Accordingly, the reverse pre-reordering performs poorly in monotonic
translation (test set BLEU 23.6) but can achieve good performance with the help of the
reordering ability of the SMT system (test set BLEU 29.7 when DL = 9). The methods
of Hoshino et al. (2013), LADER, and the proposed approach, which all have both high
Kendall’s τ and FRS, can achieve acceptable performance in monotonic translation (a test
set BLEU over 28) and better performance with a larger DL in translation (a test set BLEU
over 29, exceeding 30 in the proposed approach). We can therefore conclude that for a
pre-reordering approach, a good Kendall’s τ score on a training set can predict a good test
set BLEU score; and a good FRS on the training set can predict a mediocre test set BLEU
score in monotonic translation.
5.4 Pre-reordering for SVO-to-Myanmar Translation
5.4.1 Myanmar Language
Myanmar is an SOV language that demonstrates a consistent head-final typology. Syn-
tactically, Myanmar is quite similar to Japanese and Korean, where functional morphemes
succeed content morphemes, and verb phrases succeed noun phrases. We show an example
in Fig. 5.7 to show the features of Myanmar and its similarity to Japanese and Korean. The
first row shows the morphemes in the Myanmar sentence, one-box-one-morpheme. Con-
tent morphemes are illustrated in black and functional morphemes are in gray. The second
row is the English literal translations of them. In the two lower rows, Japanese and Korean
translations of the Myanmar sentence are also shown, morpheme-by-morpheme. Both the
Japanese and Korean sentences are grammatically correct, from which the syntactic sim-
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彼 が 本 を 先生 に あげる Japanese 
그 가 책 을 선생님 에게 올린다 Korean 
သူ  သည် စာအုပ် ကုိ ဆရာ ပပး အား သည် Myanmar 








Figure 5.7: Example of a Myanmar sentence “ သူ သည် စာအုပူ်ိုု ဆရာအား ပပးသညူ် ” (English
translation “he gives the book to the teacher”).
ilarity can be observed. The right-most boxes in Japanese and Korean sentences, which
contain the verbs, should be noticed. The corresponding parts of Myanmar present marker
in these two languages are inflection endings which cannot be detached from the verb stems
(marked by gray, in the case of Korean, more correctly, the “ ㄴ다 ” part). While Myanmar
has a completely detachable marker from the verb stem.
On the other hand, unlike Japanese and Korean, which are typical agglutinative lan-
guages, Myanmar is an analytic language, in which the morphemes are without inflection.
This is because Myanmar is a monosyllabic language originally, where morphemes are only
composed by non-inflected single syllable. Although Buddhism-related loanwords form
Pali language and modern loanwords form western introduce polysyllabic morphemes into
Myanmar, the basic framework of syntax has not been affected.
5.4.2 Head-Finalization for Myanmar
As described, Myanmar has quite similar characteristics to Japanese and Korean, both of
which are well studied. so, a natural idea is that we can transfer the Japanese or Korean
language processing techniques to Myanmar. In the previous section, we have explored
the pre-reordering approach for Japanese-to-English translation. However, the approach
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is based on the well-developed Japanese dependency parser, which is still not available
for Myanmar. On the other hand, the techniques for SVO-to-SOV translations such as
the head-finalization, have been proved efficient. So we transform the head-finalization to
SVO-to-Myanmar translation tasks.
The dependency-based head-finalization used in our experiment is according the follow-
ing principle.
• To move the head word after all its modifiers, but
1. do not break a coordination structure;
2. do not cross a punctuation mark;
3. auxiliary verbs come after their head verb.
We show two examples of the English sentence in Fig. 5.8 and Fig. 5.9. The dependency
structures are marked by arcs over the words. In Fig. 5.8, “pepperoni and mushroom” is
a coordination structure with the first word “pepperoni” as a head word. We do not apply
head-finalization in this kind of structure in order to keep the original order of coordinating
components. In Fig. 5.9, the root word of the sentence, i.e. the first dial, does not cross
the comma after it. We disable head-finalization in this situation to avoid excess reordering
between clauses.
As to the auxiliary verbs (3), many widely-used dependency parsers handle this kind
of functional word as the modifier of a verb, just as an article becoming the modifier of
a noun. While we consider auxiliary verb should be the head of a verb, and actually, in
typical head-final languages the auxiliary verbs are always placed after the verb. So we
arrange auxiliary verbs after their head verb. E.g., in Fig. 5.8, we keep the “‘ll” after the
verb “have”; and in Fig. 5.9, “to ” after “call”.
We describe detailed source-language dependent features in the appendix.
CHAPTER 5. DEPENDENCY GRAMMAR ON PRE-REORDERING LANGUAGES 90
’ll have i a slice of pizza with pepperoni and mushroom 
’ll have i a slice of pizza with pepperoni and mushroom 
Figure 5.8: Pre-ordering example of English sentence “i ‘ll have a slice of pizza with pep-
peroni and mushroom”.
dial zero first , then dial the number you would like to call 
dial zero first , then dial the number you would like to call 
Figure 5.9: Pre-ordering example of English sentence “first dial zero , then dial the number
you would like to call”.
In the original head-finalization approach, a morpheme generation process is used also
to generate certain target-side grammatical markers which are absent in the source-side
language. Specifically, in Isozaki et al. (2012), they insert three types of tag for topic
marker, nominative marker, and accusative marker in the source-side English. However,
this issue is not so serious for Myanmar because it has a strong tendency to omit these
grammatic markers as long as no ambiguity arises12. So we do not apply this generation
process in Isozaki et al. (2012) in our approach.
On the other hand, negation in Myanmar, unlike in Japanese or in Korean, where it is
realized by a negation auxiliary word as a suffix of the verb, is realized by a prefix “မ ”
before the verb13. Further, as a collocation of the negation prefix, a negation suffix “ဘူး   ”
must succeed the verb. Finally, the prefix and suffix surround a verb to form a negation.
12Actually, the example of a Myanmar sentence given in Fig. 5.7 is a quite formal expression which is rare in daily
communication. We show it mainly to illustrate the syntactical similarity to Japanese and Korean.
13In Korean, there are also alternative prefixes used instead of negation suffixes. While in Myanmar, the negation prefix
is used consistently.
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The phenomenon is rather like the “ne ... pas” in French. However, the “pas” is not fixed
and can be replace with “plus” or “jamais” and so forth according the meaning in French,
while the prefix and suffix are fixed in Myanmar. We use a neg tag for the negation suffix
generation. Specifically, the negation word of a verb is placed immediately before the verb
and the neg tag is inserted immediately after the verb.
We use the same strategy as Isozaki et al. (2012) to delete the articles in the source-side
language (if any). As shown in Fig. 5.8 and Fig. 5.9, the “a” and “the” are deleted (marked
in gray).
5.4.3 Experiments
We use Basic Travel Expression Corpus (BTEC) (Kikui et al., 2003) in the experiments.
The source languages are Chinese (zh), English (en), French (fr) and the target language
is Myanmar (my). The corpus statistics are is shown in Tables 5.6, 5.7 and 5.8. Specifically,
the training, development, and test data for zh-, en-, and fr-my translations contain iden-
tical Myanmar sentences. We use two segmentation schemes for the morpheme process
of Myanmar sentences. One is syllable-based (syl) and the other is maximum marching
(mmx) based on a dictionary with more than 20, 000 Myanmar lexicon entries. The token
numbers of the two schemes are listed in the my rows in the tables (syl / mmx). Due to
multi-syllable tokens , the syl has larger token numbers than mmx. We show a simple
segmentation example in Fig. 5.10. The two upper rows are the syllable-based segmenta-
tion, where each box contains a syllable, and dictionary-based maximum matching, where
the first three syllables are merged. The lower row illustrates a morphologically oriented
analysis, where the first two syllables should be merged. The meanings of four boxes in
the lower row are approximately: “gratitude”, “put”, polite marker, and sentence-ending
CHAPTER 5. DEPENDENCY GRAMMAR ON PRE-REORDERING LANGUAGES 92
Table 5.6: Training Corpus.
Lang. Sentences Tokens (syl / mmx for my)
my 155, 121 1, 835, 687/ 1, 508, 234
zh 155, 121 1, 062, 809
en 155, 121 1, 161, 283
fr 155, 121 1, 248, 764
Table 5.7: Development Data.
Lang. Sentences Tokens (syl / mmx for my)
my 5, 000 59, 058/ 48, 546
zh 5, 000 34, 103
en 5, 000 37, 496
fr 5, 000 40, 256
Table 5.8: Test Data.
Lang. Sentences Tokens (syl / mmx for my)
my 2, 000 23, 661/ 19, 425
zh 2, 000 13, 799
en 2, 000 15, 146
fr 2, 000 16, 173
marker.14
For the source-side language parsing, we use the Stanford dependency parser15 for Chi-
nese and English parsing (Levy and Manning, 2003; Socher et al., 2013). We use the
Stanford tagger16 (Toutanova et al., 2003) for French tagging (CC tag set (Crabbe´ and Can-
dito, 2008)) and Malt parser17 (Nivre et al., 2007) for French parsing. LADER18 is used to
realize the unsupervised approach in (Neubig et al., 2012) as a comparison approach. For
the model training in LADER, we randomly sample 1, 000 automatically aligned sentence
pairs from training set. Under the default setting of LADER, 500 iterations on 1, 000 sen-
tences with 32 threads took more than 10 hours for each translation task in our experiment.
14As we have mentioned, original Myanmar morphemes are monosyllabic and there are polysyllabic morphemes of
loanwords. Actually, “word” is not a clear (and natural) unit in Myanmar sentence. In mmx scheme, we have polysyllabic
words not only derived from polysyllabic morphemes, but also derived from fixed patterns of monosyllabic morphemes,
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syllable 
max-matching 
က ျေး ဇူး း တင် ပါ တယ် 
က ျေးဇူး းတငူ် ပါ တယ် 
morphological က ျေးဇူး း တင် ပါ တယ် 
Figure 5.10: Segmentation example of a Myanmar expression, meaning “thank you”.
We use the phrase-based (PB) SMT system in Moses19 (Koehn et al., 2007) as a baseline
system. GIZA++20 (Och and Ney, 2003) is used to align word and alignment is sym-
metrized by grow-diag-final-and heuristics (Koehn et al., 2003). The lexicalized reorder-
ing model is trained with the msd-bidirectional-fe option (Tillmann, 2004). The maximum
phrase length is 7. We use SRILM21 (Stolcke, 2002) to training 5-gram language model
with interpolated modified Kneser-Ney discounting (Chen and Goodman, 1998) on Myan-
mar training data.
In decoding, we adopt the default settings of the Moses decoder except the distortion-
limit (DL). That is, ttable-limit is 20 and stack is 200. We use DL of 0, 6, 12, and ∞
in the experiments to analyze the reordering abilities of the pre-ordering and the SMT
reordering. We tuned the parameter weights on the development sets by MERT (Och,
2003) and evaluated the translation on test sets by using two automatic measures: BLEU
(Papineni et al., 2002) and RIBES (Isozaki et al., 2010). Identical decoding settings were
applied on both development sets and test sets.
We list the experimental results of three source languages (zh, en, fr) with two target
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Table 5.9: Test set BLEU / RIBES of zh-my.syl.
DL Baseline LADER Head Final.
0 35.5 / .817 36.2 / .816 38.5 / .835
6 37.9 / .831 37.9 / .830 38.7 / .832
12 38.5 / .832 37.9 / .830 38.8 / .832
∞ 38.4 / .834 38.3 / .831 38.6 / .832
Table 5.10: Test set BLEU / RIBES of en-my.syl.
DL Baseline LADER Head Final.
0 40.4 / .789 47.8 / .861 47.8 / .870
6 45.7 / .842 49.2 / .874 49.9 / .885
12 48.8 / .873 49.6 / .878 50.3 / .886
∞ 49.3 / .875 49.6 / .877 50.2 / .882
Table 5.11: Test set BLEU / RIBES of fr-my.syl.
DL Baseline LADER Head Final.
0 36.8 / .786 43.9 / .852 43.7 / .850
6 40.9 / .825 45.2 / .859 45.6 / .860
12 45.1 / .861 45.5 / .859 46.5 / .866
∞ 45.7 / .862 45.7 / .857 46.5 / .860
Table 5.12: Test set BLEU / RIBES of zh-my.mmx.
DL Baseline LADER Head Final.
0 32.9 / .799 34.6 / .810 35.4 / .811
6 34.9 / .816 35.1 / .816 36.5 / .821
12 35.5 / .817 35.7 / .817 36.5 / .819
∞ 35.2 / .816 35.6 / .814 36.5 / .820
Table 5.13: Test set BLEU / RIBES of en-my.mmx.
DL Baseline LADER Head Final.
0 40.4 / .802 48.0 / .867 47.8 / .871
6 44.7 / .835 48.9 / .871 49.0 / .881
12 48.6 / .873 49.5 / .877 49.8 / .880
∞ 49.0 / .876 49.5 / .875 49.7 / .878
Table 5.14: Test set BLEU / RIBES of fr-my.mmx.
DL Baseline LADER Head Final.
0 36.9 / .791 43.6 / .844 43.6 / .847
6 39.7 / .818 44.7 / .852 44.9 / .855
12 44.3 / .855 45.1 / .852 45.4 / .855
∞ 44.7 / .856 45.4 / .853 45.3 / .853
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Table 5.15: Test set BLEU / RIBES on syl of zh-my.mmx.
DL Baseline LADER Head Final.
0 36.8 / .818 38.0 / .829 38.5 / .829
6 38.4 / .836 39.0 / .835 39.7 / .838
12 39.0 / .837 39.4 / .835 39.9 / .838
∞ 38.6 / .833 39.2 / .832 39.6 / .838
Table 5.16: Test set BLEU / RIBES on syl of en-my.mmx.
DL Baseline LADER Head Final.
0 45.0 / .814 51.2 / .879 51.5 / .882
6 48.6 / .847 52.1 / .883 52.7 / .891
12 52.0 / .882 52.8 / .887 53.4 / .890
∞ 52.5 / .885 52.8 / .887 53.2 / .889
Table 5.17: Test set BLEU / RIBES on syl of fr-my.mmx.
DL Baseline LADER Head Final.
0 40.5 / .803 47.0 / .857 46.6 / .860
6 43.1 / .831 48.0 / .865 47.9 / .869
12 47.5 / .867 48.0 / .864 48.4 / .870
∞ 47.8 / .867 48.4 / .865 48.3 / .865
two evaluation measures (BLEU / RIBES) are given with different distortion limits (DLs).
The best BLEU scores among the different DLs are underlined and bold BLEU scores are
significantly different (p < 0.05) to the best baseline BLEU score. As the log-linear model
weights were tuned to optimize the BLEU rather than the RIBES score on the development
sets with MERT, the RIBES scores shown in the tables are only a complementary evaluation
of translation performance on word order.
In Tables 5.9 – 5.11, the evaluation is on syl and in Tables 5.12 – 5.14, on mmx. So
the results in the corresponding tables of these two groups are not comparable. In Tables
5.15 – 5.17, we show the results on syl for mmx outputs. So, the corresponding results in
Tables 5.9 – 5.11 and Tables 5.15 – 5.17 are comparable.
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5.4.4 Discussion
In Tables 4.1 – 5.8, it can be observed that the average sentence length of the corpus used
is quite small (all less than 10 except for my.syl). This is because the corpus mainly
contains colloquial, rather than literary sentences. This bias suggests two problems. First,
the state-of-the-art Moses system can handle the reordering well for short sentences, where
a pre-ordering approach may not show its power. Second, there may be more errors in
parsing colloquial sentences than literary ones, which may reduce the performance of rule-
based head-finalization.
Using the same analysis as in Isozaki et al. (2012), first we calculate the average
Kendall’s τ on the training sets (Table 5.18) to investigate the reordering performance.
We observed the following phenomena:
• The two different segmentation schemes of Myanmar lead to very similar average
Kendell’s τ .
• LADER can produce an average Kendall’s τ of around .75 – .80 irrespective of the
value of average Kendall’s τ in its input corpus.
• Dependency-based head-finalization shows identical performance to LADER in
en-my and fr-my, but better performance on zh-my, where the corpus before pre-
ordering already has a relatively high average Kendall’s τ .
From Table 5.18, it is noticeable that en-my and fr-my have nearly identical character-
istics while zh-my is different from them. This phenomenon is reflected in the evaluation
results on the test sets.
In zh-my translation, we find LADER hardly improves performance over the baseline
SMT system in both syl and mmx, while the head-finalization approach improves per-
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Table 5.18: Average Kendall’s τ on training sets.
Language Pair Baseline LADER Head Final.
zh-my.syl .69 .79 .83
en-my.syl .53 .79 .79
fr-my.syl .53 .76 .75
zh-my.mmx .69 .80 .83
en-my.mmx .53 .79 .79
fr-my.mmx .54 .76 .76
formance over the baseline in both cases and more substantially for mmx. LADER has
higher performance on en-my and fr-my, and the proposed head-finalization technique
has identical or better performance. Since the difference in word order is not as severe for
zh-my as for en-my and fr-my (as indicated by the Kendall’s τ statistics), we consider
rule-based head-finalization to be a better complementary approach for the SMT system
for zh-my. For language pairs with considerably different word orders as en-my and
fr-my, LADER and rule-based head-finalization, despite their essentially different mech-
anisms, attain similar levels of performance.
In Tables 5.9 – 5.17, it can also be noticed that the differences are quite large between DL
= 0 (i.e. monotone translation) and the corresponding best BLEU in each baseline result,
but the differences are reduced by both pre-ordering approaches. So, the performance gains
over the baseline by using pre-ordering diminish as the DL is increased. As to the RIBES
score, the differences actually are not substantial between the baseline, LADER, and the
head-finalization approach. We consider these to be reasonable phenomena caused by the
short length of the sentences in the corpus.
A major factor affecting the performance of the rule-based head-finalization approach
is the precision of the parser used, and perhaps the most important factor affecting the
performance of a statistical approach, such as LADER, is the quality of the training data.
In the survey conducted in Han et al. (2013), they reported “we observed relatively small
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effects on reordering quality in response of parsing errors”. We visually inspected a sample
of the parsing results used in our experiments and found parsing errors did not have a large
effect on the performance of our head-finalization approach. We consider a major benefit
of our approach is that we almost always use the “head” information from a dependency
parse, which leads to robustness. The performance of LADER is greatly affected by the
quality rather than the amount. So it is sensitive to the nature of languages involved, and
also to their word segmentation schemes because they affect the quality of word alignment
used to train LADER.
Among the various segmentation schemes for Myanmar, we believe the syl strategy
has a tendency to over-split sentences and mmx may lead to some long expressions without
necessary splits as illustrated in Figure 5.10. It can be seen that the data segmented using
mmx has fewer tokens and relatively longer words. It was expected that the the evaluation
scores in Table 5.12 – 5.14 would be lower than those in Table 5.9 – 5.11. Conversely, if the
translation is done on mmx and evaluated by syl, as shown in Table 5.15 – 5.17, we find
the results are better than those in Table 5.9 – 5.11. The experimental results show that the
mmx strategy is a better segmentation strategy than syl. Although mmx introduces long
expressions, it can offer more meaningful units in word alignment and translation, which
lead to a better performance. However, a more useful standard morpheme analysis system
should hopefully be built for Myanmar in the future.
We show translation examples of zh-my, en-my and fr-my. The examples are se-
lected from the best results of mmx and illustrated using syl segmentation. It can be seen
that the head-finalization has a rigidity with respect to the syntactic structure. For example,
the objects of verbs are strictly arranged in front positions in head-finalization (actually,
untouched), such as the Chinese “ 我 ” in Fig. 5.11, the English “i” in Fig. 5.12, and the
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French “j’ ” in Fig. 5.13. While in the pre-ordering from LADER, those words are scat-
tered. For example, in the first example of Fig. 5.12 and in Fig. 5.13, the “i” and “j’ ” are
moved to the end of the sentences. This is because LADER does not have information on
the syntactic structure of a sentence. In this example, LADER moves the phrases “i want”
and ”j’ ai” as whole units to the sentence ends, and makes further local swapping within
the phrases. The second example of Fig. 5.12 shows the simplicity of our head-finalization
approach; in this example, only the verb “bring” is moved to the end of the sentence.
5.5 Summary
In this chapter, we applied dependency structure to improve the performance of SMT sys-
tems of different translation tasks. On translating language pairs with different word orders,
the line of research on pre-reordering has been proved as an efficient method to solve the
reordering problem for SMT systems. And our study has illustrated that the dependency
structure can offer a good interface for designing efficient pre-reordering rules.
To combine the syntactic information into SMT is a cutting-edge research direction. For
example, in the patent machine translation task at the NTCIR-10 workshop (Goto et al.,
2013), there were four systems over-performing the baseline in Japanese-to-English trans-
lation on the BLEU score (Fig. 15 in Goto et al. (2013)). All of the four systems applied
system combination techniques where a syntax-driven system is taken as a component (Su-
doh et al., 2013a; Feng et al., 2013; Simianer et al., 2013; Ehara, 2013). Also, in the
1st Workshop on Asian Translation (Nakazawa et al., 2014), pre-reordering techniques are
widely used as a basic technique. However, a forest-to-string translation system, which is
a sophisticated system developed from the tree-to-string systems, over-performed all the
other systems on all the translation tasks (Neubig, 2014) in the workshop. In our opinion,
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Baseline Input 对不起 ， 请 告诉 我 这个 怎么 用 ？ (sorry , please tell me this how use ?) 
LADER Input 这个 对不起 ， 请 告诉 我 怎么 用 ？ (this sorry , please tell me how use ?) 
Head Final. Input 对不起 ， 我 这个 怎么 用 告诉 请 ？ (sorry , me this how use tell please ?) 
Baseline Output တ ဆိတ် လောက် ၊ လကျေး ဇူး ပြု ပြီုး ဒီ ဟာ ကုိ ဘယ် ေုိ သံုး ရ မ ေဲ ။ 
LADER Output လကျေး ဇူး ပြု ပြီုး တ ဆိတ် လောက် ။ လကျေး ဇူး ပြု ပြီုး ဒီ ဟာ ကုိ ဘယ် ေုိ သံုး ရ မ ေဲ ။ 
Head Final. Output တ ဆိတ် လောက် ၊ ဒါ ကုိ ဘယ် ေုိ သံုး ရ မ ေဲ ဆုိ တာ လ ြုာ  ြု လြုး နုိင် မ ေား ။ 
Reference တ ဆိတ် လောက် ၊ ဒါ ကုိ ဘယ် ေုိ သံုး ရ တယ် ဆုိ တာ  ြု လြုး ြုါ ေား ။ 
Figure 5.11: Chinese-to-Myanmar translation example. (For the input rows, word-by-word
English literal translations are annotated in gray. An unconstrained translation of the origi-
nal Chinese sentence is “Excuse me, could you tell me how this works?” )
Baseline Input i want to send this parcel to japan . please bring me some ice . 
LADER Input this parcel to japan send to want i . ice some me please bring . 
Head Final. Input i this parcel japan to send to want . please me some ice bring . 
Baseline Output ဒီ အ ထုတ် ကုိ ဂျ ပန် ကုိ ပ့ုိ ချင် လ့ုိ ပါ ။ ရေ ခဲ ကုိ နည်း နည်း ရလာက် ယူ လာ ရပး ပါ ။ 
LADER Output ဒီ ပါ ဆယ် ဂျ ပန် ကုိ ပ့ုိ ချင် ပါ တယ် ။ ရေ ခဲ နည်း နည်း ယူ လာ ရပး ပါ ရနာ် ။ 
Head Final. Output ဒီ ပါ ဆယ် ဂျ ပန် ကုိ ပ့ုိ ချင် လ့ုိ ပါ ။ ရေ ခဲ ယူ လာ ရပး ပါ ။ 
Reference ဒီ ပါ ဆယ် ဂျ ပန် ကုိ ပ့ုိ ချင် လ့ုိ ပါ ။ ရေ ခဲ ကုိ ယူ လာ ရပး ပါ ။ 
Figure 5.12: English-to-Myanmar translation examples.
Baseline Input j' ai oublié mon billet d' avion . (I have forgotten my ticket of aeroplane .) 
LADER Input avion d' billet mon oublié ai j' . (aeroplane of ticket my forgetten have I .) 
Head Final. Input j' mon avion d' billet oublié ai . (I my aeroplane of ticket forgetten have .) 
Baseline Output ကျွန် တော့် ရဲ ့တေ ယာဉ် ေက် မှေ် တမ့ ကျန် ခ့ဲ ေယ် ။ 
LADER Output တေ ယာဉ် ေက် မှေ် တမ့ ကျန် ခ့ဲ ေယ် ။ 
Head Final. Output တေ ယာဉ် ေက် မှေ် တမ့ ကျန် ခ့ဲ ပါ ေယ် ။ 
Reference တေ ယာဉ် ေက် မှေ် တမ့ ကျန် ခ့ဲ ပါ ေယ် ။ 
Figure 5.13: French-to-Myanmar translation example. (For the input rows, word-by-word
English literal translations are annotated in gray. An unconstrained translation of the origi-
nal French sentence is “I forgot my airline ticket.” )
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the tendency of using syntax in SMT is an unshakable research direction, and along the
direction, tree-to-string systems and pre-reordering approaches will still have a profound




In this study, we applied dependency grammar to two natural language processing tasks:
language modeling and statistical machine translation.
In language modeling, we focus on introducing dependency structure into original N-
gram language model. We propose a generative dependency N-gram language model,
which extends the original N-gram language model to a new engineering framework to
capture deeper and more natural features of languages. Specifically, we give a definition
of complete sets for arbitrary order, which facilitates an unsupervised parameter estimation
algorithm. The experimental results and the application of the dependency N-gram lan-
guage model on a textual microblog data set illustrate that the proposed language model
can model languages much more in accordance with the intuition of human beings.
In statistical machine translation, the proposed dependency-based pre-reordering ap-
proaches efficiently handle the word reordering problem in practical translation. For
Japanese-to-English translation, we propose an extra-chunk reordering scheme for mor-
phemes, which can move morphemes out of the chunk to which they belong. Linguistically
oriented discussions have demonstrated that the proposed extra-chunk rule is actually re-
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quired for correct Japanese-to-English pre-reordering. We also explore dependency-based
head-finalization for an understudied language, Myanmar. We use a dependency structure
to realize the well-developed head-finalization technique, considering the head-final syn-
tactic structure of Myanmar. The approach is simple and widely applicable for different
source languages. The designs of all the proposed dependency-based pre-reordering ap-
proaches are essentially driven by the linguistic or, more precisely, syntactic characteristics
of the specific languages. Experimental results and discussions have illustrated that bet-
ter performance of a state-of-the-art SMT system is achieved in this way, as measured by
metrics that are widely-used in the field of natural language processing.
This study illustrates that our attempts to integrate dependency grammar in language
model and SMT have various effects, whereby much more linguistic information is cap-
tured and applied. The statistical metrics of the models and systems are improved as a
consequence. More essentially, this study suggests that languages cannot be easily (and
correctly) modeled and processed by considering them as only flat sequences of words,
and the underlying structure and nature behind of a language should always be considered.
Nowadays, more and more cutting-edge machine learning techniques that use huge
amounts of data are being applied to natural language processing. Despite the success
in engineering of such techniques, we think that the nature of natural languages should
also be investigated and applied, that is, natural languages should be processed as natural
languages, which is the basic motivation of this study. We feel that making a good use of
linguistic knowledge in engineering practice of natural language processing, will always
be a challenging and charming issue.
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6.2 Future Work
An important direction for our future work is to apply the methods proposed in this study to
low-resource languages, that is, those languages that are still not in sight of the mainstream
natural language processing community in the world.
Because the dependency-based language model in Chapter 4 uses a purely data-driven
and unsupervised approach, it can work so long as raw monolingual data are provided. It
is therefore particularly suitable for low-resource languages. In further studies, we plan
to apply the dependency-based language model to several understudied languages, such
as Khmer, Laotian, Myanmar, and Thai, to investigate their features and to develop more
sophisticated analysis of these languages.
The proposed dependency-based head-finalization of Myanmar in Chapter 5 is actu-
ally an attempt that follows the direction of our future work, in which we apply well-
developed English-to-Japanese and English-to-Korean translation techniques to the under-
studied Myanmar language. The success we have achieved suggest that the “technique
transform” between languages is promising as long as the languages share similar features.
We also plan to apply more Japanese-to-English translation techniques to Myanmar. How-
ever, parsers for Myanmar, and for other low-resource languages, are needed in many cases,
which means that the planed research will be conducted over the long-term.
Appendix
Head-finalization for Chinese-to-Myanmar Translation
We use the Standford Chinese dependency parser.
• The conj arc is used to identify coordination.
• The punct arc is used to identify punctuation marks.
• The asp, assm, ba, cop, cpm, dvpm, mmod arcs are taken as auxiliary verbs or
post-positioned particles. They are always arranged after their heads.
• The neg arc is used to identify the negation.
• We clean up parsing errors around several common Chinese function words, to insure:
– sentence final particles “ 啊 ”, “ 吧 ”, “ 的 ”, “ 了 ”, “ 吗 ”, “ 呢 ”, “ 呀 ”
are always after their head words;
– determiners “ 这 ”, “ 那 ”, “ 哪 ” are always before their head words.
• The article deletion process is not applied in Chinese.
Head-finalization for English-to-Myanmar Translation
We use the Standford English dependency parser.
• The conj, cc arcs are used to identify coordination.
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• The punct arc is used to identify punctuation marks.
• The aux, auxpass, cop arcs are taken as auxiliary verbs. They are always arranged
after their heads.
• The mark arc and “when”, “where” with advmod arc are always arranged after their
heads.
• The neg arc is used to identify the negation.
• The “there be” of an existential clause is kept together.
• For the process of article deletion, we delete “a”, “an”, “the”.
Head-finalization for French-to-Myanmar Translation
We use Malt French parser with the CC tag set.
• The *coord* arcs are used to identify coordination.
• The ponct arc is used to identify punctuation marks.
• The *aux* arcs are taken as auxiliary verbs. They are always arranged after their
heads.
• The “ne”, “n’ ” with mod arc is used to identify the negation.
• The “il y a” and “y a-t-il” of an existential clause is kept together.
• For the process of article deletion, we delete “le”, “la”, “l’ ”, “les”, “un”, “une”.
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