Eco-evolutionary frameworks can explain certain features of communities in which ecological and evolutionary processes occur over comparable timescales. Here, we investigate whether an evolutionary dynamics may interact with the spatial structure of a prey-predator community in which both species show limited mobility and predator perceptual ranges are subject to natural selection. In these conditions, our results unveil an eco-evolutionary feedback between species spatial mixing and predators perceptual range: different levels of mixing select for different perceptual ranges, which in turn reshape the spatial distribution of prey and its interaction with predators. This emergent pattern of interspecific interactions feeds back to the efficiency of the various perceptual ranges, thus selecting for new ones. Finally, since prey-predator mixing is the key factor that regulates the intensity of predation, we explore the community-level implications of such feedback and show that it controls both coexistence times and species extinction probabilities. 2 that ecological and evolutionary changes occur on very different time scales, the connection between ecology and evolution 3 is unidirectional, with the former driving the later. Therefore, the first attempts to explain species coexistence neglected the 4 role of evolutionary processes and relied exclusively on ecological factors, such as species neutrality 1 , frequency-dependent 5 interactions 2 , and environmental heterogeneity, either in space or in time [3][4][5][6][7] . 6 More recently, however, evidences that ecological and evolutionary processes can occur at congruent time-scales have been 7 found 8-10 . This result suggests that both processes can affect each other and establish 'eco-evolutionary feedbacks' (EEFs) that 8 may alter the ecological dynamics and the stability of communities. Due to rapid evolution, the frequency of the genotypes and 9 their associated phenotypes may change, within a population, as fast as ecological variables, such as population sizes or spatial 10 distributions, and affect their dynamics. In turn, these new ecological configurations can redirect the evolutionary process [11][12][13][14][15][16][17] . 11 The consequences of these EEFs at the community level have been studied mainly in single-species populations and simple 12 two-species communities 13 . In prey-predator systems, empirical studies have shown that both prey and predator traits can 13 evolve over ecological time scales, leading to EEFs that alter some features of the dynamics of both populations 18, 19 . For 14 instance, in a rotifer-algal system, rapid prey evolution induced by oscillatory predator abundance can drive antiphase in 15 prey-predator cycles 14 . Theoretical investigations have also suggested that prey-predator coevolution can induce a rich set of 16 behaviors in population abundances, including reversion in the predator-prey cycles 20 . Another family of studies has focused 17 on the role of EEFs on the stability of the community, showing that different feedbacks influence the stability of prey-predator 18 dynamics in different ways depending on the shape of the trade-offs between the evolving traits 13, 21, 22 . 19 However, despite these insightful studies, the interplay between eco-evolutionary feedbacks and spatial dynamics, this last 20 being a crucial aspect that often controls species interactions, remains largely unexplored in ecological communities. EEFs in 21 spatially structured populations have been studied mostly for single-species populations in which evolutionary dynamics affects 22 the rate of dispersal, either across patches or during range expansion 13, 23, 24 . Here, we extend those scenarios and investigate 23 how eco-evolutionary dynamics can modulate two-species interactions in a spatially-extended prey-predator community. To 24 this aim, we use an individual-based model in which both species have limited mobility and only prey within a finite region 25 around the predator are susceptible to predation. The radius of this region defines predators perceptual range, which in our 26 model varies across the population and is subject to natural selection. Perceptual ranges, generally defined as the maximal 27 distance at which individuals can identify elements of the landscape, vary tremendously within species and strongly determine 28 the success of foraging and hunting strategies via several trade-offs 25, 26 . For instance, large perceptual ranges increase the 29 number of potentially detectable prey individuals, but may lead to a reduced attacking efficiency, as information is integrated 30 over a large area [26][27][28] . Moreover, the detection of many prey may also induce prey-crowding effects that reduce predation 31 efficiency 29, 30 . These trade-offs bound the evolution of the perceptual range, setting a finite optimal value. Overall, due to its 32 large intraspecific variability, important contribution to individual fitness, and sensitivity to species spatial distribution, the 33 perceptual range arises as an important trait for studying the interplay between its evolutionary dynamics and spatial ecological 34 processes within the community.
Introduction
One of the major goals of ecology is to understand the mechanisms that sustain the coexistence of antagonistic species, such as 1 one prey and its predator, a host and its parasite, or multiple competitors for common resources. Under the traditional assumption Figure 1. Schematic representation of the eco-evolutionary framework. Diffusion coefficients, D v and D p , control individual movement and act as control parameters of the emergent eco-evolutionary feedback (yellow box) between species mixing, measured using Shannon-entropy based metrics (green box), and predator perceptual ranges (orange box). Finally, the eco-evolutionary feedback determines prey-predator coexistence times T . Arrows indicate the influence between the different elements of the framework.
The composition of the community is characterized by the number of prey individuals, N v = N v (t), and predators, The specific shape of E(R) may depend on several factors related to prey behavior, predator behavior or environmental features. Here, we assume that it decays exponentially with the perceptual range as E(R) = c 0 exp(−R/R c ), where c 0 is the maximum efficiency and R c fixes how quickly this efficiency decays as the perceptual range increases. We expect similar results for other functional forms of E(R) as far as its decay with R is faster than the growth of M v (R). Considering a homogeneous distribution of prey with density v = N v /L 2 , the number of prey detected by one predator is M v (R) = vπR 2 . Then, the predation rate for that predator is
which is maximal for R h ≡ 2R c (see the solid line in Fig. 2 for a plot of c(R)/N v , normalized to make it independent of 70 the prey density). In the next sections, we will use this value R h as a reference to measure the effect of non-homogeneous 71 distributions of individuals on the optimal perceptual range. When the spatial distributions of the populations are heterogeneous, 72 the predation rate per prey varies across the population because the number of prey perceived by each predator does so. In 73 these cases, we measure the mean predation rate per prey, c(R)/N v p , from numerical simulations of the non-evolutionary 74 dynamics in which all predators have the same perceptual range R and there are no mutations. The notation ... p indicates 0 0.005 0.01 0.015 0.02
Predation rate is maximum for intermediate perceptual ranges. Solid line: predation rate per prey c/N v as a function of the predator's perceptual range, R, for the case in which prey individuals are homogeneously distributed in space (i.e. c(R)/N v = c 0 (πR 2 /L 2 ) exp(−R/R c ), see main text and Eq. (6)). The trade-off between prey detection and decaying attack efficiency leads to a value R = R h (indicated by a vertical dashed line) at which the predation rate per prey is maximum. Symbols (with dashed lines as guides to the eye) are, for each value of R, average predation rates per prey, c(R)/N v p (average over all the predators in the system and over time and realizations), from simulations in which all predators have the same perceptual range R. There is no evolutionary process, and the mobilities are low (D v = D p = 0.1, filled circles) or high (D v = D p = 1.0, empty circles). Other parameters r = d = c 0 = b = R c = 1, L = 10.
Figure 3.
Species spatial distribution. Spatial distribution of predators (red) and prey (blue) in the long-time regime for (A) low and (B) high mobility, with D p = D v = 0.1 and D p = D v = 1, respectively. Gray circles delimits the area of perception of the predators, which is subject to evolutionary dynamics (σ µ = 0.1, see Methods section for details). The habitat is a square domain with size L = 20 and periodic boundary conditions (i.e. our habitat is actually the surface of a torus). See movies in the Supplementary Material to visualize the model dynamics. Next, we explore the effect of the mutation intensity on the average interspecies mixing, M . In Fig. 5 , keeping D v = D p constant, we show how σ µ changes the prey-predator mixing curve shown in Fig. 4A . To quantify such change, we define the relative change in M with respect to a no-mutation case (σ µ → 0) in which all predators have the optimal perceptual range R ,
Species spatial distributions
where brackets indicate an average performed over time and realizations in the long-time regime. We find that, at low diffusion, 119 interspecies mixing decreases as mutation intensity σ µ increases. This leads to more segregated prey-predator distributions for 120 larger mutation intensities. At high diffusion, however, the trend is reversed and interspecies mixing increases with increasing 121 mutation intensity. Finally, for a range of intermediate diffusion coefficients, the increase in interspecies mixing due to mutation 122 is maximum. These results arise mainly from the mutation-induced variability in the values of R within the predator population, 123 which will be discussed in the next section.
124

Distribution of predator perceptual ranges 125
In our model, we assume that predator perceptual ranges (and thus predation rates and predator reproduction rates) are subject 126 to natural selection. We assume that the value of the trait R of a predator is passed to its offspring, with some variation due to 127 mutation. Then, the perceptual range remains unchanged during the individual lifetime. Natural selection is at work since, 128 depending on the spatial distribution of prey, some perceptual ranges are favored against the others and hence tend to be 129 over-represented within the population. to derive an equation for the dynamics of the distribution of perceptual ranges in the population, ρ(R) (see Supplementary   133 Material for detailed calculations). In this limit, we can approximate the expected number of prey individuals within a radius R
where v is the (uniform) prey density. Thus, the predation rate is c
As long as the number of individuals used in the simulations is large, this theoretical prediction (see Eqs. (S2) and (S3) in the 136 Supplementary Material) agrees with direct simulations of the individual-based dynamics (see Fig. 6 ). The infinite-diffusion, 137 well-mixed limit is implemented in the simulations by randomly redistributing prey and predators in space at each time step.
138
Starting from different initial distributions for R, the maximum of the time-dependent distribution ρ(R), which defines the 139 dominant perceptual range R , is driven close R h , that is, the perception range that gives the maximum predation rate in the 140 homogeneous regime (Fig. 6A ). This long-time dominant value corresponds exactly to the optimal one, R h , when mutations are 141 negligible. However, as the intensity of mutations, σ µ , increases, the long-time distribution ρ(R) becomes wider and its mode 142 shifts towards larger values of R (Fig. 6B ). This effect is due to the asymmetric form of the predation rate c(R) (Fig. 2) . Thus, 143 the dominant R in the homogeneous regime has a main component set by the optimal value and a small positive shift due to the 144 effect of mutations. Lastly, note that because the diffusion coefficients are very high, any perturbation of the homogeneous 145 spatial distribution is rapidly smoothed out. Thus, selection for a specific ρ(R) driven by the evolutionary dynamics has no 146 effect on the spatial distribution of species. This is in contrast with the result for low mobility, which we discuss more in depth 147 next.
148
Finite-mixing case. For the general case of limited dispersal, far from the well-mixed scenario, some of the features shown in Fig. 6 still persist, but modified due to the underlying spatial distribution of prey and predators. Since the analytical approximations derived for the infinite diffusion limit are not valid, we study this scenario via numerical simulations of the individual-based model. Starting from different initial distributions of R, the most frequent (probable) value of R, R , evolves in time towards a value that depends on the mobility of both species (Fig. 7A) , with lower mobility favoring larger (R > R h ) perceptual ranges ( Fig. 7B) , while, in the well-mixed limit, it approaches the R h as a power-law (see inset of Fig. 7B ). The change in the long-time ρ(R), both with time and with diffusion coefficients, is shown in the supplementary figure Fig. S1 . We observe that the change in the dominant perceptual range due to species diffusion is well captured by the prey mixing parameter M v : Fig. 7C shows the dominant R in the long-time regime as a function of prey clumping generated varying D v . We extract that
with γ 1.5 (γ 0.5) when fixing D p = D v (D p = 0.1) and mutation intensity σ µ = 0.1. This relation is valid for low 149 mutation intensity, such that in the well-mixed scenario, M v → 1 (achieved for large diffusivities), we have R R h . Prey Each symbol correspond a prey diffusion D v (ranging from 10 −1 to 10 2 ), while keeping D p = D v (circles) or D p = 0.1 (squares). Bars indicate bin size of the computationally obtained ρ(R). Dashed lines represent the power-law expressions set in Eq.
(3), with γ 1.5 for D p = D v and γ 0.5 for D p = 0.1. Habitat lateral length L = 10 and mutation intensity σ µ = 0.1 in all the panels.
In Fig. 8A we show the mean coexistence time T as a function of prey and predator diffusion coefficients, assuming 170 D v = D p , for different mutation intensities. This curve depends, in a complex manner, on the values of the dominant perceptual 171 range, the associated predation rate, and the degree of mixing that arises from limited dispersal. Long coexistence occurs when 172 there is a balanced mixing between prey and predators, which results in intermediate levels of predation that preserve prey longer.
173
For weak mutation, the coexistence time, which is maximum at low diffusion, decreases as the diffusion coefficients increase 174 until reaching a minimum at intermediate mobility. Then, T increases slowly, approaching asymptotically the well-mixed case.
175
As mutation increases, there is a clear change in the dependence of T with the diffusion coefficients. Beyond a value of σ µ , 176 the maximum of T shifts to intermediate values of the diffusion coefficients. This is one of the central results of this paper, 177 coming from the effect that mutation intensity (when non-negligible) has in prey-predator mixing, as shown in Fig. 5 : mixing 178 decreases for low diffusion and increases until intermediate values of diffusion coefficients. Since mixing controls interspecies 179 interaction, a key ingredient for coexistence, this is translated to the behavior of T . As seen in Fig. 8A , the level of mobility at 180 which the increase in mixing is maximum (vertical dashed line, from Fig. 5 ) roughly matches the location of the maximum T .
181
Finally, we calculate the probability that prey become extinct before predators, β, as a function of D v (which is taken 182 to be equal to D p ) for different values of σ µ (Fig. 8B) . Even though the most likely event is that predators disappear before 183 prey (β < 0.5), as the diffusion coefficients increase from very small values, we observe an increase on β passing through 184 a maximum at intermediate diffusion. Despite the nonlinear effects between predation rate and species spatial distributions, 185 spatial mixing enhances predation and therefore β generally becomes larger as diffusion increases (see Fig. 8B ). Note that, 186 comparing Figs. 8A and 8B, the maximum β (high predation) is not related to longest coexistence, which indicates that species 187 coexist longer when there is a balance between predation and prey reproduction. The influence of the intensity of mutations in 188 the profiles shown in Fig. 8B , again, is due to the feedback in the interspecies mixing shown in Fig. 5 , which regulates the level 189 of predation. Hence, prey extinction is reduced at low mobility but increased at high mobility, shifting the profile.
190
Relationship with the non-evolutionary case 191 In order to better understand the origin of the spatial eco-evolutionary feedback and its importance to our results, we have 192 thoroughly explored also a non-evolutionary simulation scenario in which all predators have the same, fixed value of R. 193 We have scanned the R − D v parameter space (with D v = D p ) and measured the behavior of the different population and 194 community-level properties studied in previous sections (spatial mixing, average predation rate, mean coexistence times, and probability of prey extinction before predators, β, as function of the diffusion coefficients D p = D v for different levels of mutation noise intensities with system size L = 10. Initial conditions are prey and predators uniformly distributed in space with perceptual range R uniformly distributed in [0, L/2], and results were extracted from 5 × 10 3 realizations. Dashed lines are smooth fits to guide the eye. Vertical dashed lines indicate the diffusivity value at which the increase of mixing with respect the no-mutation case is maximum (from Fig. 5 , σ µ = 1.0) prey extinction probability). The results, shown in Fig. S2 , summarize the consequences of the eco-evolutionary process, 196 specially at low mutation intensity. In this mutation-intensity regime, the evolutionary dynamics generates, when all the rest 197 of system parameters remain constant, a narrow distribution of perceptual ranges that singles out a preferred R . Thus, as 198 the individual mobility is varied, the optimal perceptual range (driven by evolution) follows a specific curve R (D v ) in the 1. Individual movement. We assume that both prey and predators follow independent two-dimensional Brownian motions with diffusion constants D v and D p respectively. We sample a turning angle for individual i, θ i , from a uniform distribution between [0, 2π), and a displacement, i , defined as the absolute value of a normal random variable with zero mean and variance proportional to the individual diffusion coefficient. Mathematically, this updating in the position vector x i (t) of each individual can be written as
whereθ i = (cos θ i , sin θ i ) is the unitary random-direction vector and i is the length of the displacement, sampled from 322 the positive half of a normal distribution with second moment¯ i 2 = 2D α ∆t. The subscript α = {v, p} refers either to 323 prey or predators, and ∆t is the simulation time step defined below.
324
2. Population dynamics. The number of prey individuals and predators, N v and N p respectively, can change at every time step due to prey reproduction, predator death or predation. Predator death and prey reproduction occur with constant rates d and r respectively. Predation involves the encounter between one predator and one prey and therefore predation rates depend on predator-specific perceptual ranges, R, and the number of available prey individuals within it. A predator with perceptual range R may thus successfully catch one of the accessible prey individuals and eliminate it (prey death) with rate c(R). After prey elimination, the predator reproduces with probability b, which leads to a new individual at its position. The newborn individual inherits the parental perceptual range, R, plus a random contribution due to mutation. These three events can be written in the form of a set of biological reactions for prey, V , and predators, P ,
where we have added the notationP to indicate the variability in perceptual range inheritance due to mutations (see 325 Eq. (8) below).
326
A key step in our model is the definition of the predation rate, since it determines the interaction between species and links predator perceptual ranges and their reproductive success. The total predation rate of a predator of perceptual range R, c(R), is equal to the number of prey individuals available within the predator perceptual range, M v (R), multiplied by the attacking efficiency, E(R):
Since M v (R) is a monotonically increasing function of R, E must decrease sufficiently fast with R in order to bound the evolutionary dynamics in the perceptual range and prevent the evolution of unrealistic infinite perception. We write the attacking efficiency as
where c 0 is the maximum efficiency and f (R) is the dimensionless predator efficiency function. f (R) is considered to 3. Predator reproduction with mutation. Each predation event is followed by the possible reproduction of the predator, occurring with probability b. Besides inheriting the parental position, the newborn individual also receives the parental perceptual range, R, but with an added random perturbation, ξ µ , that accounts for mutations. Therefore,
ξ µ is a zero-mean Gaussian variable whose variance, σ 2 µ , regulates the intensity of the mutations. In order to avoid 342 perceptual ranges that exceed system size or are negative, mutations leading to R < 0 or R > L/2 are rejected.
343
Model implementation: the Gillespie algorithm 344 We implement the model stochastic birth-death dynamics (processes 2 and 3 above) following the Gillespie algorithm [53] [54] [55] . 345 First, we compute the total event rate g In order to quantify the spatial arrangement of the species, we define measures of mixing. A possible way to proceed is to use 362 the Shannon index or entropy, which has been applied to measure species diversity, racial, social or economic segregation on 363 human population and as a clustering measure [35] [36] [37] . Based on these previous approaches, we propose a modification described 364 below.
365
As usual, we start regularly partitioning the system in m square boxes with size δx = L/ √ m and obtaining for each box i the entropy index s i 36 , given by
where f 
v the numbers of predators and prey individuals in that box, respectively. In terms of Eq. (9), prey-predator mixing is maximum when there is half of each type in the box, yielding s i = − ln 1/2 = ln 2. Unbalancing the proportions of the two types in the box reduces s i . If a box contains only predators or prey, s i = 0, indicating perfect segregation. Finally, we define a whole-system prey-predator mixing measure by averaging the values s i in the different boxes, each one weighted by its local population 36 ,
being N (i) = N (i) p + N (i) v the total box population and N = N v + N p the total population. To really characterize the lack of inhomogeneity arising from interactions and mobility, one should compare the value of M m with the value M that would be obtained by randomly locating the same numbers of predators and prey individuals, N p and N v among the different boxes. At this point, approximations for M which are only appropriate if the number of individuals is large have been typically used. In our case, since predator and prey populations have large fluctuations, it is necessary to give a more precise estimation. In a brute force manner, one can obtain computationally the mixing measure for the random distribution simply by distributing randomly in the m spatial boxes the N v prey individuals and N p predators and averaging the corresponding results of Eq. (10) over many runs. On the other hand, this can be done analytically since we known that, for random spatial distribution, the number of individuals n q of type q (= p, v) in each box would obey a binomial distribution B(n q , N q ), where N q is the total particle number in the system. We have that B(n q , N q ) = Nq nq ( 1 m ) nq (1 − 1 m ) Nq −nq . Then, Eq. (10) for randomly mixed individuals becomes
with s the entropy index in a box containing n v prey individuals and n p predators, as defined in Eq. (9).
