On distribution functions (mod 1): Quantitative Fourier inversion  by Elliott, P.D.T.A.
JOURNAL OF NUMBER THEORY 4,509-522 (1972) 
On Distribution Functions (mod 1): 
Quantitative Fourier Inversion 
P. D. T. A. ELLIOTT* 
Department of Mathematics, University of Nottingham, Nottingham NG7 2RD, England 
Communicated by H. Halberstam 
Received September 21, 1970; revised December 4, 1970 
In the present paper we prove three service theorems for the application of 
probability to number theory. They concern quantitative Fourier inversion 
(mod l), and generalize in several ways a well-known result of Esseen. An 
application to a continuous analog of a problem of Erdiis and Heilbronn 
is given. 
1. In the present paper we prove three service theorems for the 
application of probability to number theory. They are concerned with the 
Fourier inversion of distribution functions (mod 1). They are all quantita- 
tive, and generalize, in one way or another, a well-known theorem of 
Esseen. 
We intend to give examples in the use of these theorems in future 
papers. One such example [l] will be concerned with the behavior as the 
modulus D varies of the function 
arg W, xl, (Re(s) > 4). 
Here L(s, x) is the Dirichlet L-series formed with the character x(mod D). 
In the present paper we give only one example, a continuous analog of a 
Theorem of ErdSs and Heilbronn [3]. This will be proved by viewing 
various real numbers (mod 1) as the values of random variables. 
We need first some definitions. We shall say that F(x) is a distribution 
function (mod 1) if and only if it satisfies the following three conditions: 
(i) F(x) increases in the wide sense with x, 
(ii) it is continuous on the right, 
(iii) F(x)=Oifx<O,and=lifx>l. 
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Unless otherwise stated every distribution function discussed in the 
present paper will be of this type. The third condition has here been added 
so that distribution functions (mod 1) can be regarded as special examples 
of distribution functions which are defined on the whole real line. 
The dual group of the real numbers (mod 1) is given by the functions 
x f-+ eZaive, O,<X<l, 
for v = 0, -&l, f2,... By the characteristic function of a distribution 
F(X) (mod 1) we understand the function 91(27rv): 2 -+ C defined at a 
typical integer v by 
VH 
I 
’ e2nivx dF(x). 
0 
We shall prove three theorems, which, broadly speaking, measure the 
closeness of two distributions (mod 1) in terms of the in-measure close- 
ness of their corresponding characteristic functions. 
Some examples of theorems of this type are well known. We mention 
two. 
Let z1 , 2, ,..., z, , be a sequence of real numbers, and set 
F&)=; i 1. 
j=l 
zj<e(mod 1) 
For each integer v, define 
s, = n-1 i @iv+ = J1 e2nivr dF,(x). 
j=l 0 
Then a result of ErdGs and Turan [4] states that 
sup / F*(B) - F,(a) - (/3 - cY)l < c,m-l + c-2 c I v 1-l I S" I 
0<~<#3=Gl O<(VlG??l 
holds for certain absolute constants c 1 , c2 , and all positive integers m. 
A similar upper bound is given by Leveque [6] save that the majorant is 
replaced by 
(- 73 6 1 m, v-2 /S” “=-no 12 1 113 . 
Here, and in what follows, the prime ’ indicates that the value v = 0 is 
omitted from the summation. 
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Both of these theorems implicitly use the fact that the uniform distribu- 
tion (mod l), deIined by G(x) = x for 0 < x < 1, is continuous at the 
points x = 0, 1. The theorem of Erdos and Turan can be compared with 
a classical result of Esseen [2]: 
Let F(x), g(x) be distribution functions defined on the whole real line 
(and here only do we use such distributions), and let G(x) be everywhere 
dtrerentiable, and with a untformly bounded derivative 
I G’(x)l < A. 
Let y(t), $(t) be the Fourier-Stieltjes transformations of F and G. Then if 
k > 1 there is a further constant c, depending only upon k, so that 
/ 
1 F(x) - G(x)1 < % + ; j’, j &) ; 9(t) 1 dt 
holds uniformly for all real x, and real T > 0. 
In this case the function F(x) - G(x) can be viewed as being continuous 
at z = co = --co. In many number-theoretic situations (mod 1) we shall 
not be able to assume that a (say) limiting distribution will be necessarily 
continuous at a specified point. 
As Theorems 1 and2 we give general analogs of the theorems of Leveque, 
and Erdiis and Turan, respectively. These will be useful only if it is known 
that at least one of the two distribution functions concerned is at least 
continuous at the points x = 0, 1. To offset this we prove as Theorem 3 
a form of LeVeque’s theorem which, although in a sense weaker, is local 
in nature, and does not depend upon either of the distribution functions 
being continuous at x = 0, 1. This last theorem is useful in proving 
quantitative analogs (mod 1) of standard theorems of the theory of prob- 
ability, such as the law of large numbers. 
In what follows c1 , cg ,... will denote positive absolute constants. These 
will be renumbered from time to time when no confusion can so arise. 
2. THEOREM 1. Let F(x), G(x) be distribution functions (mod l), 
and let G(x) be continuous at the points x = 0, 1. Let their respective 
Fourier transforms be ~(27~) and #(27rv). Then for any real number h which 
satisfies 0 < h < 1 the inequality 
I F(x) - GWl < 4 Syp@(z + h) - G(z)) 
+ j& (&z 2; l+ 1 y(2?rv) - $(27rv),2)1’2 
holds uniformly for all values of x. 
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If we assume that G(x) is differentiable for all values of x, and satisfies 
) G’(x)1 < c (as was done by Esseen in his original paper [3]), then by a 
suitable choice of h, 
sup 1 F(x) - G(x)] < 4~~13 x 
This is an inequality of the same shape as that of LeVeque [6]. 
Proof. Integration by parts shows that for each nonzero integer v 
s 1 F(x) e-2nvis & = - 0 & (d274 - 1). 
Since F(x) is of bounded variation we have for 0 < x < 1, 
i (F(~+) + F(~--)) = f; & (p(24 - 1) e2ni”X + constant, 
where the right hand side is the Fourier series of t;(x), and converges 
boundedly. Noting that 
and that 9~(27rv) = v(-27rv), we see that at points of continuity of F(x) 
we have 
qx)= 21_i p vy) e-2nviz + x + constant. 
y=--m 
A similar representation can be proved for G(x). Our proof is now a 
modified form of that of LeVeque [6]. We set 
A = 
s 
’ (F(x) - G(x)) dx 
0 
and appeal to Parseval’s theorem to deduce that 
s 
’ (F(x) - G(x) - A)2 dx = & f’ v-~ 1 q427.w) - 1,h(27rv)j~. 
0 y=-cc 
Defining 
~4 = oyl (OF - G(x) - 4, 
N = o~;f,l (F(x) - G(x) - A), 
we note that since 
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I 
’ (F(x) - G(x) - A) dx = 0, 
0 
the inequalities M 3 0, N < 0 are satisfied. For convenience we further 
define 
Eh = stp(G(z + h) - G(z)). 
Consider first M, and let E, y be real numbers which satisfy 
O<~<l,O<y<l,and 
F(y) - G(y) - A > M - E. 
For real numbers x in the interval [v, y + h] (mod 1) the inequality 
F(x) - G(x) - A > M - E - 2E, 
is satisfied. This is clear if y < 1 - h. Suppose, however, that 1 - h < 
y < 1, and that x > 1 so that x < h (mod 1). Then we have 
F(x) - G(x) - A 2 F(O+) - A - Ei, 
>F(l-)-1-A-E* 
>, F(Y) - G(Y) - A - 24, , 
as asserted. 
We next estimate the size of M. If M - E - 2E, is negative, then we 
have 
Otherwise 
s 
v+A 
h(M - E - 21?,)~ < (F(x) - WI 
?I 
and therefore the inequality 
M<E+~EA+&(& 2’ v-2 ( lp(27rv) 
y=-m 
- A)2 dx, 
- 
holds in either case. 
Using this together with a like inequality for -N we deduce that 
o~~u,p,l I F(x) - W4 
< M - N < 2~ + 4EA + & (& if v-~ [ 542nv) - ~(27~)~~)~‘~ 
“=-co 
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holds in either case. We note that in the derivation of the first of these 
final inequalities we use, once again, the fact that G(x) is continuous at 
the points x = 0, 1. 
Since E can be taken arbitrarily small the proof of Theorem 1 is com- 
plete. 
We next prove an analogue of the theorem of Esseen [2]. His method 
(and all subsequent proofs of similar theorems) depended upon forming 
the convolution of the difference P(X) - G(x) with a suitable function 
which was concentrated in the neighborhood of a given point. The proof 
of LeVeque can be viewed as convoluting the function F(x) - G(x) - A 
with itself. 
THEOREM 2. With the hypotheses of Theorem 1, let k be a real number 
satisfying k > 2. Then there is a real number cx > 0 so that for all suji- 
ciently large integers m, (depending upon at most k and CX) the inequality 
I F(x) - G(x)1 < 2k sy (G (2 + +) - WI) 
+ g ,,;,, I v 1-l I 94274 - #(27rv)I 
.“. 
is satis$ed, uniformly for all values of x. 
The condition k > 2 should probably be k > 1, on analogy with 
Esseen’s result for the real line. In most applications, this is, however, 
not particularly of significance. 
If we set G(x) = x for 0 < x < 1, so that #(27rv) = 0 for v # 0, then 
we recover the theorem of Erdijs and Turan mentioned in the introduc- 
tion. We note that if G(x) is continuous, and Ffi(x) is a sequence of distri- 
butions which satisfy ~,(2~rv) --t $(27rv) for each integer v, then the above 
theorem shows that F,(x) -+ F(x) for all values of x. 
In terms of the positive integer m we consider the Fejer kernel 
In fact the value of c, is 1 - v/m, but we shall only need that 1 c, 1 < 1 
for each integer v, and that c0 = 1. In particular, it follows that 
s 1 Kn(x - u) du = c, = 1 0 
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for any real number x and integer m > 0. We need the following simple 
result. 
LEMMA 3. The relation 
f  
2o+olm- 
lim lim K,,,(w + a/2m - u) du = 1 a--fee ??+03 w 
holds uniformly for all real numbers w. 
Proof. The dependence of the integral upon the number w  is illusory 
since by means of a suitable transformation the inner limit becomes 
This last step is justified by an appeal to Lebesgue’s theorem of dominated 
convergence, since for all sufficiently large values of m, and uniformly for 
I t I < 2% 
Finally, by integrating the function (1 - e2”“)/2z2 around a semicircle in 
the upper half-plane with an indentation above the origin one sees that 
from which facts our assertion follows. 
Proof of Theorem 2. We shall once again use the almost sure represen- 
tation 
L(x) = F(x) - G(x) - A 
=-- 2bi f, t ((~(27~) - #(2s7v)) e-2nivs. 
Forming the convolution of this function and the Fejer kernel considered 
above we see that for any value of x 
I 1 L(u) S&,(x - u) du = C O<lvlan + (94277~) - #(27rv)) e-2nivr. 
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We define, as before, 
M = sup (F(U) - G(u) - A) 3 0, 
O<u<l 
N = o&f,, (F(u) - G(u) - A) < 0. 
For a given value of k > 2 we choose values of E, fi which satisfy 
O<E<~, 0</3<1, and (2--)/3-l >2k-l. We next choose a 
positive value of (Y so that, for all sufficiently large positive integers m, 
I 
Z+Q%L-’ 
K&x + cx/2m - u) du 3 B 
r 
holds uniformly for all values of X. Finally we choose two points y, z 
in the interval (0, 1) so that 
L(y) > (1 - w, L(z) e (1 + w. 
Interpreting the interval [JJ, y + am-l] (mod 1) we see that 
s 
y+MT-’ 
L(u) K,(x - u) du 
Y 
2 ((1 - E) M - 2E,,-1) s”,+“m-’ K,(x - u) du. 
Choosing x = y + o1/2m yields, for all sufficiently large integers m, the 
inequalities 
I 
1 
L(u) K,(y + am-l - u) du 
0 
2 ((1 - c) M - 2Eu,-1) P + N (JI + j1 KAY 
y+um-' 
3 ((1 - E) M - N - 2E+) /!I + N. 
Similarly we obtain 
-1 
1 
L(u) K,(z - an-l - u) du 
0 
2 (-(1 - E) N + M - 2E,,-1) B 
am-’ - u) du 1 , 
M. 
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It follows from the addition of these two inequalities that 
(A4 - N){(2 - E) ,8 - l} - 4Ea,-1 
An appeal to the inequality 
sup I F(x) - G(x)1 < M - N 
O<x<l 
now completes the proof of Theorem 2. 
If G(x) is differentiable, and satisfies 1 G’(x)\ < c for all values of x, 
then there is a number D, depending upon k, so that the inequality 
holds for all positive integers m. 
Both of these theorems show that the necessary and sufficient condition 
that a sequence of distributions F,(x) converge to a given distribution 
F(x) which is continuous at the points x = 0, 1, is that 
s ’ e2aiuz dF,(x) --f f etnivx dF(x), (n -+ a>, 0 0 
holds for each integer v. This is a special case of the theorem concerning 
weak convergence mentioned in the introduction as Lemma 1. 
We now prove a theorem concerning distributions which need not be 
continuous at the points 0, 1. 
THEOREM 3. Let F(x), G(x) be distribution functions, restricted to the 
interval [0, I], whose corresponding Fourier transforms are q~(2rrv) and 
$(277v). Let m be a positive integer, and let oi, p be real numbers which 
satisfy l/m < 01 < /3 < 1 - l/m. Then the inequality 
I WI - F(a) - (G(P) - G(4)I 
<2 G B+ ( ( &J-G(fi-&l, 
++(a+&)--((a-&)) 
+ 4m ($ f v-~ I ~(27~) - 9(27r~)15)l’~. 
y=-m 
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holds uniformly for all positive integers m consistent with the above condi- 
tions. 
Remark. We note that whilst this result is of a local nature there is 
some loss of precision in comparison with Theorem 1. If, for example, 
G(x) is continuously differentiable in some compact neighbourhood of 
points (Y, ,L? (0 < ~11 < /3 < l), then the best that Theorem 3 will yield is 
that 
I W) - f;(oc) - (G(B) - G(4)I 
,< c3 ix 
,=y: v-2 I y(27Tv) - #(27rv)12)1’*. 
Here we have replaced the exponent l/3 of Theorem 1 by the weaker 
exponent l/4. 
Proof. Once again we use the almost sure Fourier representations 
qx(x) = _ La fy yv) e-2RiY5 + x + constant, (0 < x < l), 
“=--co 
G(x) = _ & ft +(r) e-2nivr + x + constant, (0 < x < 1). 
y=-cc 
For each pair of real numbers (Y, /3 which satisfy 0 < 01 < 1, 0 < /3 < 1, 
we define 
ff(a, PI = JV) - %4 - (G(P) - W4, 
so that for almost all pairs (01, /3) in the two-dimensional Lebesgue sense, 
where 
H(a, p) = f/ g/ b,,ne-2ni(ma+n8), 
m=--33 ia=-m 
(1) 
& (d2nm) - Wnm)) if m # 0, n = 0, 
b 7n.n = - & Cd24 - IbPd) if m = 0, n # 0, 
otherwise. 
We now regard (1) as giving the two-dimensional Fourier representation 
of H(ol, 8). This can be justified as follows: 
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so that by the Riesz-Fisher theorem there is a function $01, /3) belonging 
to L2[0, l] x L2[0, l] to which the double sum converges in the appro- 
priate L2-norm. Therefore, we can find a directed set of partial sums which 
converge almost surely to w(01, fi). Hence H(ol, /3) and w(a, /3) coincide 
almost everywhere, and so have the same Fourier coefficients. Since 
H(cll, /3) is of bounded variation in each variable, its Fourier series in 
each variable, and therefore the double series, is boundedly convergent. 
An appeal to Parseval’s theorem now yields 
l ss ’ Wa, fl) dol d/3 = & f’ r2 1 +(2nv) - Y(27r42. 0 0 “=--lo 
Let m be an integer which satisfies the inequalities l/m -<, OL < fi < 
1 - l/m. Suppose, for example, that H(oI, /I) > 0. Then the left-hand side 
in this representation is at least 
l3+1/2m 
fP(u, v) du du. 
5 
By the monotonicity of distribution functions we see that if 
then 
ff(% 8) G ff(u, 4 + [G (6 + &) - G(p)] 
+ [%I - G (a - &)I 
and so (by the Cauchy-Schwarz inequality) 
+ (Gb) - G (a - &))“1. 
Integrating over the square (a - 1/2m, LX) x (/I, p + 1/2m) in the (u, u) 
plane, and appealing to the above Parseval relation, now yields the desired 
inequality of the theorem. 
We conclude with an example. We prove a continuous analog of the 
theorem of Erdiis and Heilbronn [3] concerning the addition of residue 
classes (modp), for a prime p. In particular, they prove that if aj , 
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(j = l,..., n) and n distinct residue classes (modp), where n3p-” --t co, 
then for any class b (modp), the number of solutions to the equation 
Wl + -0. + E,a, = b (mod p), 
where each Ej can have the value 0 or 1, is (1 + o(l)) 2”p-I. 
THEOREM 4. Let x1 ,..., x, be n real numbers. For each integer m >, 1 
we define 
For each real number z let N(z) denote the number of solutions to the inequal- 
ity 
%X1 + ..* + E,X, < z (mod l), 
where each Ej can have the value 0 or 1. Then unSformly in z, 0 < z < 1, 
the estimate 
N(z) = 2”(z + O(m-l + exp(-cn3d2) log m)). 
is satisfied. Here c is a certain absolute constant, and the result holds for 
each integer m 3 1, the implied constant of 0(*-e) being absolute. 
Remark. For any real number fi the well-known theorem of Dirichlet 
(Hardy and Wright [5, pp. 156-1571) shows that we can find an integer v 
satisfying 1 < v < m and 11 v/3 1) < m-l. Therefore the inequality mA < 1 
is always satisfied. 
In any application useful information is gained if n3A2 is large for large 
values of m. For example, set xj = tj 42, j = I,..., n, where the tj are 
distinct rational integers. Then since 1 q j /( q 4/z /( > c1 holds for a certain 
constant c1 and all nonzero integers q (see, for example, Hardy and 
Wright [5, p. 158]), we have 
A(m; x1 ,..., xTS> b z (IzFzn 1 tj 1)-l. 
We conclude that if n 3 2(max, I tj j)2/3 then for each real number 01 there 
is a sub-sum D = til + a.* + tj, of the tj which satisfies 
/ID&-u[~<c3+, W = n312 (m?x I tj I)-‘. 
If we apply Theorem 8 to the problem of Erdijs and Heilbronn we find 
that our estimate for the number of solutions for the representation of 
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each class b (modp) is 0(29-l). Thus we do not gain their asymptotic 
estimate immediately, although it can be shown from Theorem 8 that 
k > csp2i3 logp for a suitable constant c4 guarantees that b has at least 
one representation (modp). The reason for this weakness is that there 
are only p additive characters (modp), so that Lemma 3 is wasteful in 
this context, since the right-hand expression involves repeated terms 
I 9424. In fact E d r 6s and Heilbronn use an explicit formula for the 
problem which they have to hand. 
Proof of Theorem 5. We consider independent random variables 
Xj , j = l,..., n, which respectively, take values xj (mod l), and 0 (mod I), 
each with probability l/2. The characteristic function of each Xj has the 
form 
so that the variable X, + *** + X, has characteristic function 
F(27rV) = 2-n fi (1 + e2nivx,), 
i=l 
For the remainder of the proof we assume that m has been chosen, 
that rr > 2, and that A > 0. This involves no loss of generality, for with 
n = 1 or d = 0 the assertion of Theorem 5 is trivially valid. 
We split the unit interval in subintervals of length at most A by 
Lo, A’), [A’ + (s - l)A, A’ + sd), s = I,..., so ) 
where 
A’+sJ = 1 and 0 < A’ < A. 
From the definition of A we see that for each fixed nonzero integer v no 
more than one of the numbers vxj (mod 1) can fall into any particular 
subinterval. Thus 
I &w = ir I COS 2nvxi ( = fi (1 - 2 sin2 nvxi) 
j=l j=l 
f exp (-c5 z rzA2) < exp(-cn3A2), 
provided that nA < 1 holds, and that c is a sufficiently small but fixed 
positive constant. If on the other hand this last condition fails to hold, 
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then we define an integer r, by r,,A < 1 < (r,, + l)d. We can then prove 
on the above lines that 
/ 9429rv)j < exp(-cr03L12) < exp(-cd2(Ll-1 - 1)3) < exp(-cc,&). 
But from our remark following the statement of Theorem 5, d-l > nz, 
so that altogether the inequality 
/ F(~?Tv)] < exp(-cn3d2) + exp(-c,m) 
holds uniformly for 1 < 1 v ) < m. 
We now appeal to Theorem 2 to deduce that 
/ 2-“N(z) - z / 
< cpz-1 + ,,zcm I v 1-l (ev(--cf13d2) + exp(-w)). . -. 
and our theorem is proven. 
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