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ABSTRACT
Angeleas, Anargyros. PhD. Department of Computer Science and Engineering Ph.D.
program, Wright State University, 2018. A Multi-Formal Languages Collaborative Scheme
for Complex Human Activity Recognition and Behavioral Patterns Extraction

Human Activity Recognition is an actively researched domain for the past few
decades, and is one of the most eminent applications of today. It is already part of our life,
but due to high level of uncertainty and challenges of human detection, we have only
application specific solutions. Thus, the problem being very demanding and still remains
unsolved.
Within this PhD we delve into the problem, and approach it from a variety of viewpoints. At start, we present and evaluate different architectures and frameworks for activity
recognition.
Henceforward, the focal point of our attention is automatic human activity
recognition. We conducted and present a survey that compares, categorizes, and evaluates
research surveys and reviews into four categories.
Then a novel fully automatic view-independent multi-formal languages
collaborative scheme is presented for complex activity and emotion recognition, which is
the main contribution of this dissertation.

iv

We propose a collaborative three formal-languages, that is responsible for parsing
manipulating, and understanding all the data needed. Artificial Neural Networks are used
to classify an action primitive (simple activity), as well as to define change of activity.
Finally, we capitalize the advantages of Fuzzy Cognitive Maps, and Rule-Based Colored
Petri-Nets to be able to classify a sequence of activities as normal or ab-normal.
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CHAPTER 1.
INTRODUCTION
MOTIVATION
On the one hand humanitarian crisis, terrorism, and fear that lies within our world.
On the other hand, self-driving cars [1], elderly care [2], assistive technologies [3], and
smart environments [4].
The main need for betterment is automated systems that can be biases-free. No
matter what the domain that these systems will be used for. In the context of computer
science, and more specific in the field of computer vision, we are in need of systems that
will be able to effectively, and efficiently be used for a wide spectrum of applications.
Not only for security purposes, but for assisted living, intelligent driver assistance,
autonomous mental development, and smart environments among others. Cameras [5] and
other sensors [6] are a dominant median due to the rich amount of data they can obtain,
transmit, the high-quality imaging, and portability as well.
Despite these advancements, monitoring systems still can’t function without human
operators, something that is neither efficient, nor beneficial. We have some systems that
are used for application specific purposes, for example rehabilitation, 3D gaming, gesturebased interactive games and so on.
But the problem of wide areas surveillance, and monitoring, challenges have been
extensively discussed, researched, however not solved [7] – [11]. Some of them are self1

occlusions, lightning changes, sensors inaccuracy, processing speed, and of course other
challenges, as well as the ones that correspond to the application domain itself.
It's obvious that to solve this problem we have to implement systems that
“understand & see” the way a person does, so they will be able to process raw streams of
visual information and derive to a result even more robustly than we humans do.
Although due to the variety of human activities types, we first have to start from
low-level actions, and pose recognition. Then move towards systems that can use prior data
and knowledge to robustly recognize actions and events, and not just report an incident.
Processing power [12], transmittance, and sensors accuracy [13] are hardware
problems. Thus, we should not only focus on developing better methodologies, but also
efficient architectures [14] that will be able to handle heavy amounts of data, and
processing units that will manage them effectively and efficiently.
The main motivation of this thesis is that human activity recognition, and behavior
interpretation is a daunting task. Efficient hardware, and methodologies for pre-processing
steps are one side of the problem.
The other part of it, is low-level and high-level reasoning. No matter how powerful
and robust a system might be, activity recognition should be based on a set of rules, that
collaborate with each other but not limit one another.
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PROBLEM DEFINITION
In spite of the plethora of Human Activity Recognition approaches [15] – [18], at
this point there are only a few able to provide appropriate results/feedback without relying
to human operators, that is both inefficient, and costly.
Action recognition produces a large group of challenges, and an accurate system
modeling is necessary. Throughout the years the most promising methodologies were the
ones that utilized computer vision, pattern recognition and machine learning algorithms.
Aggarwal et al. [19] simplify the activity part of this problem in order for it to be
easier understood into the four following categories:
1.

Gestures: Primitive position change of body parts, like moving an arm,

bending torso, etc.
2.

Actions: Activities performed by a single subject like walking. But they

can also be part of a sequence of different activities.
3.

Interactions: Group activities that require two or more subjects to perform

interacting activities, like hugging, fighting, etc.
4.

Group activities: Here the difference with the aforementioned category is

that activities are performed by large groups of people and/or objects. Like people
dancing, playing spots, etc.

3

We divide Human activity recognition into three basic modalities.
1.

Low-level: pre-processing techniques that include but are not

limited to video acquisition, and/or background segmentation are used to detect
the points of interest.
2.

Middle-level: algorithms that track the subject within the sequence

of video frames and extract feature, or contour.
3.

High-level: algorithms that are used to classify an activity, and

actually recognize it. Some widely used techniques are Hidden Markov Models,
Hidden Random Conditional Fields, and Neural Networks.
The majority of research is focused on these high-level features. Novel and original
work presented in this dissertation includes but is not limited to:


Classification, presentation, and comparative exploration of surveys and

reviews in human activity recognition [20]. Comparative exploration with the use of a
proposed maturity metric for survey and review papers evaluation.

4

Image Frames

Body Detection
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Body Position Recognition

Body
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Complex Activity and Emotion
Recognition

Figure 1 Collaborative Languages Interaction



Formulation of a collaborative three formal-languages model [21], these

languages may be able to collaborate with each other, but they do not limit one
another. Besides, they can be used independently within the context of another
approach.


Development of a scale and rotation invariant complex activity and

emotion recognition model.

5



Frame Reduction approach, that reduces the computational cost, and

increases the robustness of activity recognition.


Adjacent human body joints angle association, for activity recognition.



Development of a novel bottom-up framework for automatic activity

recognition. Main contributions are the implementation of the three-formal languages
for pre-processing, pose estimation, activity, and emotion detection.


Coupling Context-free grammars and a learning scheme, we can use both

statistical and reasoning information. So that we can interpret the most contextual
information within each frame/video. Also, it gives us the opportunity to use a symbolic
representation of the activity recognition scheme. With the use of machine learning
techniques, we are able to not only have symbolic representation, but also to scale our
system, and extract statistical measurements. Thus, we gain valuable data, and pursue
to reduce the computational cost of the formal languages methodology.


Finally, with the use of DRASIS language, we can pursue complex activity

recognition more efficiently. When KINISIS recognizes a simple activity the simple
activity recognition scheme stops working, and instead DRASIS is seeking for change
of activity. Hence, we are able to recognize complex activities, and the timing that the
subject moves from one activity to the other


DRASIS language will be associated with Fuzzy Cognitive Maps and Rule-

Based Colored Petri Nets, to be able to justify and categorize a sequence of activities
as normal or abnormal.


Furthermore, SPNs offer a graphical representation that enables the

modeling of systems, as a bipartite graph of places and transitions. In this graphical
6

representation, places are illustrated as circles, transitions are depicted as bars, while
directed arcs are also included and are drawn as arrows that connect input places to
transitions and transitions to output places. The graphical properties of PNs provide an
appropriate graphical representation of the complex activity recognition model, which
facilitates the study and the examination of the model and, in addition to that, may
enable the approval of the proposed approach.
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CHAPTER 2. LITERATURE
REVIEW ON REVIEWS &
SURVEYS ON HUMAN
ACTIVITY RECOGNITION
INTRODUCTION
Human Activity Recognition and Motion Analysis is currently one of the most
prominent and active research areas. The substantial research interest is motivated due to
the wide applicability of this problem.
Advanced human interaction [22], assisted living [2], [23], gesture-based
interactive games [24], intelligent driver assistance systems [25], physical therapy [26],
smart environments [27], sport motion analysis [28], and surveillance [29] are some areas
where pose estimation and activity recognition has been enhanced.
Due to advancements in sensors, cameras, and more sophisticated algorithms
numerous applications have been implemented. But still, we do not have a system or
approach that can work adequately in real time environments and with a random number
of people within its point of view.
8

The past few years we noticed an increased number of survey papers being
published, so we consider important to offer an evaluation of the diverse types of current
survey papers. Assess their benefits and inform the readers regarding their categories.
The field selected here is the Human Activity Recognition (HAR), although its idea
can be applied to other research areas as well. Thus, a variety of survey papers are studied
thoroughly and compared for this categorization.
From each paper a short synopsis is presented in order for the reader to understand
the concepts that instigate the study. To objectively assess their importance, we formulate
a maturity metric by using a set of significant features, that best describe the significance
and contribution to the HAR research.
Finally, the anticipated result of this study, is to serve as a reference point for the
“dos’ and don’ts” regarding the survey papers, and lay a foundation for further research,
thoughts, discussion, and improvements of them, towards maturity and usefulness.
Within this study, we propose a taxonomy for survey, review papers and an
overview of their significance for the reader. We do not intend to provide a critical
overview, But because of the innumerable methodology specific studies. Survey, and
review papers are a worthy tool for a researcher to take a broader look to the area of Human
Activity Recognition.
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Primarily we are going to propose our categorization for the selected Survey Papers.
Then we will provide information regarding the overlap among the studied surveys and
reviews. We do that to depict that many methodologies have been presented through survey
papers over and over again.
Finally, with the use of a Maturity Metric, we will evaluate each papers significance
for each of our user categories. Some papers use closely related categorizations or have
same categories. For example, model-based approaches are explained and evaluated within
many papers, we will not explain each time how they approach the problem, their
advantages, and limitations. Although we will point the reader towards, where we
previously mentioned it.

PROPOSED CATEGORIZATION
In this section, we present our categorization for the Survey Papers. We have
focused on studies, published during the past 5 years, because many research efforts and
products that deal with human activity recognition, were published and implemented
during that time period.
Primary research articles are innumerable, so we decided to take a more holistic
view, via the survey reports. We attempt to categorize them based on the approach they
take in order to present their findings.
10

We propose to use two main categories named Comparison (C) and Review (R).
These two categories are furtherly divided to two subcategories, Deep Evaluation (DE) and
First Stage Evaluation (FSE), and Descriptive Reviews (DR) and Brief Reviews (BR).
The reasoning behind the aforementioned categorization is to differentiate and
understand the value of each survey paper, and then to appropriately distinguish them
accordingly [30], [31]. In both Comparison and Review categories we mainly found
articles from professional journals, which meet the criteria of the research output of the
writer. The main difference between these two broad categories is the depth that
researchers study each methodology, approach or system. The main characteristics of the
subcategories are:
Deep Evaluation: authors describe methodologies and products, but also test them
on same and/or different datasets, this category helps to understand the robustness, the ease
of implementation, as well as the performance of each researched methodology or product.
When we talk about ‘scientific research methods’, this is what most people immediately
think of, because it passes all of the definitions of ‘true science’. The researcher accepts or
refutes the null hypothesis. The results generated are analyzable and used to test
hypotheses, with statistics giving a precise and unambiguous picture.
First Level Evaluation: we shall see differences pointed out between
methodologies, products, and a more critical view of each approach. How each approach
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works over time, its level of maturity and insights into input and output, interesting
observations can be provided, and different perspectives can be understood easier.
Descriptive Reviews: most researches have selected articles and described them in
a way that the reader, will be able to understand the “know how” of each methodology and
the needs of it in order to be implemented. This is a group of different research methods
where researchers try to observe a phenomenon without interfering too deep.
Brief Reviews: here we shall come across plain reviews of methodologies and
products. The beneficial point of this category is that the readers can learn about different
approaches and focus to the ones that are important to them. Often used as a pre-cursor to
more rigorous studies, and avoid the problem of the experiment environment, which affects
the behavior of an approach.
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Figure 2 Classification Scheme

SELECTED SURVEY AND REVIEW PAPERS
In the previous section, the general information about our categorization schema
was presented. Brief descriptions of each selected studies are provided in the following
sections and show the classification and the main point of research that are leaning on.
Our proposed classification method is generic enough, to divide the categories into
an easy to view and understand way, while each category is meaningful and retains specific
characteristics.
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COMPARISON CATEGORY
Deep Evaluation
Hong Lim & Co. [32] principal focus is on approaches that utilize fuzzy sets that
improve already proposed algorithms for human motion analysis. The taxonomy of the
study is organized per the pipeline of human motion analysis in three broad levels: LowLevel, Mid-Level, and High-Level.
Low-Level includes approaches that deal with pre-processing steps, like
background and foreground subtraction.
Mid-Level approaches would use the information of the previous level approaches
and after knowing where the area of interest is, the tracking phase is going to start.
Ultimately
High-Level approaches will be used to determine the behavior of the object. Further
on we will provide a brief analysis of these levels, the approaches used and how they work
and finally we will review the paper.
Low-Level approaches intent to locate and segment the area of interest, in our case
the human body from the rest of the frame. Two sub-categories are Motion Segmentation
and Object Classification.

14

Motion Segmentation can be implemented with Fuzzy integral, Type-2 fuzzy
Gaussian mixture model and Hybrid Techniques. Fuzzy integral approaches use a nonlinear function and associate it with a fuzzy measure of belief or plausibility.
The fuzzy measure specifies how important and relevant are the data of each class
to asses them properly. Type-2 fuzzy Gaussian mixture models, type-2 fuzzy models
developed from the type-1 because researches were in need to handle properly more
uncertainty.
Gaussian is one of the most popular techniques to model backgrounds, so we will
not dive deeper. Hybrid techniques use a combination of fuzzy and other approaches, for
example fuzzy approach with machine learning algorithms.
Object classification techniques with the addition of either Type-1 or Type-2 fuzzy
interference system perform much better too. How Type-1 and Type-2 fuzzy interference
systems work the same way as in motion segmentation. To sum up adding fuzziness to
other techniques assist them to handle problems like occlusion, noise, missing data, model
uncertainty better, etc.
Mid-Level approaches track the human movement throughout the next frames, and
are categorized in model and non-model based motion tracking.
Model based tracking algorithms can be enhanced with the use of fuzzy: qualitative
kinematics, voxel person, and shape estimation. Fuzzy qualitative kinematics combine the
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fuzzy set theory and qualitative reasoning and depict them as a kinematic chain, so to
manage uncertainty in a more natural way. Fuzzy voxel person is quite hard to use because
we want more than a few cameras, as well as previous knowledge of the model, although
it’s a much-needed advancement in contrast with the crisp approaches.
The fuzzy membership function is used to handle various types of ambiguities.
Fuzzy shape estimation can be applied to have better tracking performance and to limit
error due to the ambiguity of shapes. By doing so we can lock the tracking when we have
low confidence on the next selected area of interest, and to restart it when the confidence
is higher.
Non-model based traditional tracking algorithms can be extended with Fuzzy
approach. Kalman filters, particle filters, optical flow, and clustering parametrized with
fuzziness factors are the ones presented here.
Fuzzy Kalman filters are now adequate to deal with the divergence problem with
the incorporation of FIS. Due to that they perform more robustly when facing arbitrary
noisy data inputs. Particle filters are heavily affected from the tradeoff among
computational cost and accuracy, although when we include fuzzy criteria we can
deteriorate their effect. Adjusting the low particles that have no actual use hence
minimizing the computational cost and maintain the accuracy of tracking.
Fuzzy optical flow makes use of the fuzzy hostility index within the optical flow.
That happens to filter out inconsistent noise in a more efficient and robust style than it
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would be done in the stand-alone flow field. Finally, by applying soft computing techniques
on the fast c-means clustering tracking algorithm, we accelerate the processing speed.
High-Level approaches are used to interpret human behavior, within the context of
fuzzy theory. The proposed categorization emphasizes on, hand gesture recognition,
activity recognition, style invariant action recognition, multi-view action recognition, and
anomaly event detection. In this category, we are going to present the fuzzy approach and
how it deals with the problem, and then we’re going to point out in which recognition
category belongs. Due to many intersecting techniques within different categories, and deal
with the same problem just within a different context.
Fuzzy clustering reduces the false detections originated from crisp decisions and
boost system efficiency in gesture recognition, while in anomaly event detection when
fused with invariant features and PCA learns different action classes in multi-camera
setups.
Hybrid techniques along with machine learning algorithms used in gesture
recognition to tackle the problem of learning only the important parameters of the training
data, while in activity recognition and in anomaly event detection generate fuzzy rules
along with the optimization of the membership function to reckon the behavior of the
subject for the first, and for the later to be able to deal with new problems.
Type-1 FIS can easily adapt to change so it is highly preferred for activity
recognition and anomaly event detection, that happens because we can come across
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numerous cases of patterns hence we need an adaptive system to recognize them correctly.
FVQ is used to model activity and recognize complex actions in activity recognition, when
integrated to be used with the FCM, at the same time in multi-view action recognition is
used to build multi-view fuzzy motion models to support it.
Qualitative normalized template (QNT) handles better the complexity of human
joints tracking, and thus a higher efficiency and a lower computational cost is achieved.
Fuzzy HMM used for plain actions like run and walk efficiently facilitates an increased
performance when modeled with soft computing in the training phase.
Finally, fuzzy descriptor models are incorporated in style invariant action
recognition to accommodate possible descriptor values in multiple vector dimensions.
After that we can identify different action styles through modeling them with single fuzzy
descriptors.
To conclude this paper attribution is highly valuable when someone wants to
identify how fuzziness can be applied to different kind of approaches. User can first
understand where the problem lies, and then find out by what means fuzzy theory can be
helpful. Provides us with information on applying some of the methodologies on wellknown datasets, is organized precisely.
Holte & Co. in [33] conducted a study on multi-view human pose and activity
recognition based on 2D multi-view data, and reconstructed 3D data, parsed from standard
cameras. The chance to represent a 3D reconstructed human body, and handling occlusion
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is the main benefits of this approach. Within the paper a small introduction regarding
human pose estimation, and activity recognition is done presenting us a broad view of these
areas, as well as preceding surveys. Then a comprehensive review of 3D Human Pose
Estimation and Multi-View human activity recognition section follows.
3D Human Pose Estimation, is analyzed into three (3) categories, 2D versus 3D
features from Multi-View cameras. Tracking-Based versus Single Frame-Based
approaches, Manual Versus Automatic Initialization, and Generic Purpose versus
Application Specific Approach for Efficiency. The proposed categorization is based on the
components that a pose estimation system should have, and which approaches work better
and their deficiencies within each domain.
Multi-view approaches for pose estimation use either 3D reconstructed features like
volumetric data, or 2D features like color, contour, shape and silhouette. Since we live in
a 3D world the first category can depict in a more natural way body information, as well
as avoid repetition of projections like in 2D to construct the it. In addition, voxel
implementations are much simpler, so the computational cost is lower and are an adequate
way to tackle pose estimation.
Approaches that use tracking steps are labeled as Tracking-Based, while body
model configuration approaches and have a modeling step at the initialization are named
as Single-Based approaches. Tracking-based approaches main limitation is that they can
lost the object of interest during long sequences of frames, on the other hand various
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approaches use multiple hypothesis for each frame to improve the accurate and robustness
of tracking.
Single Frame-based approaches are much more difficult to implement and because
they can’t handle the time coherence, are not of much help for this problem. In the section
form Manual versus Automatic Initialization several approaches are presented but there are
non-decisive results on which one is better, if the application domain is known then we
might be able to choose one over the other, but even then, there wouldn’t be much
difference.
Manual approaches require a priori know or user initialized statistic parameters,
while automatic approaches have an automatic initialization step. By virtue of complexity
for this task, exists a tradeoff whether someone develops a generic or application specific
system.
Generic systems can’t handle the problem in real-time because of them being in
need of initialization step, while application specific are more efficient due to their design
for a particular problem.
Moving forward to human activity recognition from multi-view systems,
approaches are further categorized to 2D and 3D approaches. Throughout this section a
review and comparative analysis among them takes place.
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2D approaches are taxonomized furtherly according to the features and training
type which is used. Shape and Silhouette features approaches apply various methodologies
to the data gained from the human body movement, like discrete Fourier transformation,
fuzzy vector quantization and more. On the other category, we shall find approaches that
use motion features or a combination of them and static shapes from frame sequences with
different angles of view.
Training wise we have two approaches as we mentioned earlier. One group of
researches uses synthetic data taken from different views and train the model to recognize
actions, when others train their model with data from one view and testing it on others view
which is a remarkably difficult task. Finally, other techniques are presented but not in much
detail, hence we won’t deal with them as well.
3D approaches exploit the benefits of reconstructed 3D data. 3D shape and pose
feature is the first group of methodologies studied, where they use same approach as in 2D
from multi-views. Another group of researches based their application on static features,
and temporal information. Model-Based human pose tracking is the third category, they
use view-invariant modeling for action recognition and use tracking algorithms to identify
the object of interest.
Finally, 3D Motion Features group uses human posture over time to identify regions
of interest and apply numerous methodologies, that will lead them to activity recognition.
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This paper provides a qualitative and quantitative comparison of the most imminent
approaches during the next sections. I would like more detailed descriptions for the
approaches, so reader could understand in more detail the difference using Hidden Markov
models, and a Bayesian classifier for action recognition for example.
What can be inferred though is that 2D approaches are inferior than 3D, even
though the computational cost of 3D approaches is much higher, hence 2D approaches
based on the application used and if they are meant to be used for real-time ones might be
a better fit.
In [34] we have an approach-based taxonomy, that classifies all studied
methodologies in two categories. Single- Layered and Hierarchical approaches. SingleLayered approaches use sequence of images to model and recognize human activity, and
are mostly suitable for gesture and sequential actions recognition. Then are further
categorized to Space-Time and Sequential approaches.
Hierarchical approaches are used for more complex activities, to do so they separate
them into subevents. While them are further categorized to Statistical, Syntactic, and
Description-based approaches.
Space-Time category depicts human as a 3D volume either as a unity, or selected
features of it, and are further taxonomized to three subcategories. Space-Time Volume
based approaches, try to recognize activity by calculating the similarity of events within
two volumes. They have a considerable drawback, they underperform when multiple
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people are present in the frame. Some researches tried to tackle this problem using the
sliding-window algorithm, although doing so makes the system very slow. Another
problem is, they can’t classify activities that can’t be spatially segmented.
Space-Time Trajectories is another category of approaches that handles activity as
a batch of space-time trajectories either with two or three-dimensional set of points that
correspond to the body joints. Due to the unresolved problem of detection and tracking it
is difficult to find uniform rules for this kind of methodologies. Although being viewinvariant and being able to analyze in much detail the human body makes them of great
use for specific applications.
Space-Time Local features is another approach that benefits from the extraction of
local features from 3D volumes. If the local descriptors needed can be extracted, then by
applying object matching algorithms the activity can be easily recognized. A dominant
asset of them is that no background subtraction and body-part modeling is needed and can
handle non-periodic activities something that aforementioned approaches didn’t take under
consideration, albeit they are not suitable for complex action recognition. The main
drawback is that both subcategories require extensive training to perform sufficiently, as
well as due to the complexity of the structure and identified features can’t easily interpret
prior knowledge.
Sequential category uses sequence of distinct observation to handle activity
recognition. Using a methodology-based categorization are further studied as exemplar23

based and state model-based approaches. The first one directly compares the activity with
the training samples, while the latter creates a model that it is trained to produces sequence
of vectors, and by doing the same with each new video can identify the given activity.
A very important effective aspect of exemplar-based approaches is that they don’t
need much training to perform adequately. Sequential approaches are better at detecting
complex activities, hence they provide greater adjustability in a way that they can parse
multiple sample sequences and interpret them correctly, in contrast to almost all space-time
approaches.
In contrast though state-based activities perform probabilistic analysis of the
activities make them more applicable for real time application, while space-time
approaches determine a posterior probability of an activity that’s taking place.
Moving forward on the other side of the propose tree-wise categorization, are
Hierarchical methodologies, which are further categorize to Statistical, Syntactic and
Description-based approaches.
Hierarchical methodologies foundation lies on first recognizing simpler activities,
and as a result being able to identify higher-level ones. Doing it that way the process of
recognition can be computationally identifiable and notational detectable.
Comparing them with Single-layered approaches, they need less training and they
can depict previous information in a more efficient, as well as understandable way.
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Statistical approaches employ statistical state-based models to identify activities,
usually multiple layers. Bottom layer is used converts activity sequences to atomic actions,
while the second layer models them, consider them as observations, and assigns a
probability to them. These approaches can perform well for sequential activities, with
enough training, although the incompetence to deal with non-sequential activities is the
main shortcoming.
Syntactic approaches interpret activities as strings of symbols, where each symbol
corresponds to an atomic action. To represent activities these approaches, use Context-Free
grammars and or Stochastic Context-Free grammars. The main limitation is that for all
possible activities that these systems are going to recognize they need to be applied
beforehand as production rules, or else they will not be able to do nothing for unknown
ones.
Description-based approaches, as well interpret high-level activities with respect to
simpler ones, using temporal spatial information, logical relationships. In contrast to
Syntactic approaches they can recognize concurrent activities.
Towards the end of this paper, reader can find comparative evaluations for some of
the studied approaches. The outcome of this paper is that know the one who read it, can
understand a very big portion of activity recognition area, and in deep detail. As well as,
the tree-taxonomy used makes it even easier to read, clarifies, compares, and contrast
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approaches within all categories of the same level. Finally, analysis of interplays among
object and activity recognition is done as well.

First Level Evaluation
Debapratim Das Dawn and Co. in [35] focused their literature research about
human activity recognition on approaches with spatio-temporal interest point (STIP)
detector. STIP systems parse the points of interest from video sequences in a spatiotemporal domain, the frame in a spatial domain would consist of coordinate information
for the points of interest like x and y, although in the spatio-temporal domain it includes
the information of time, t.
Afterwards the selected features will be extracted a vocabulary will be constructed,
and try to find meaningful association among features. Eventually with the use of a proper
classifier, action recognition will be performed.
This paper separates the action recognition approaches in two categories, the one is
for action recognition in controlled environments while the other is action recognition in
real-time environments.
To be blunt the main difference among them is the robustness, and the way the
algorithms handle real-environments problem like occlusion lightning and so on. So,
within this small synopsis of the paper I will not get in such depth. Throughout the next
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paragraphs, you will a detailed description of an STIP system and different approaches
regarding the modalities of it, as well as strength and weaknesses of them.
The components of an STIP-based system for human activity recognition are the
following, STIP detectors, feature descriptors, vocabulary builder, classifier.
STIP-Detectors, are further divided in dense and sparse feature detectors. The latter
is the choice of preference for most studies, and are computationally expensive, but they
have a lot of unique properties and so a classifier can be trained accurately. They perform
calculations on a sub-image, for example a widely-used technique is to calculate the edge
gradients and then incorporate the information in a histogram.
While sparse feature detectors are much faster, and identify isolated points on the
images, and perform good for edge and key point identification. But they do not have a lot
of unique properties, so classification might not be that accurate, and as many false-positive
points of interest may be found. That leads researchers to pair them with dense feature
detectors to have accurate activity recognition.
Feature Descriptors, are further classified in two categories, local and global
descriptors. Local Descriptor analyzes patch or patches within the frame. To match an
image multiple descriptor, need to be used, but that is more robust. That happens because
not all of them need to be matched to obtain the comparison results.
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Global descriptors interpret the image as whole to then generalize a sequence of
images, they search for changes in contour, shape, and texture. While they are more robust,
a small change on the image can lead them to fail, and might have to restart their operations.
Global descriptors throughout the paper are used more for approaches that try to
detect and identify object, while for higher level detection and recognition local descriptors
are used. But most approaches use a blend of these two due to improvement in accuracy.
A tradeoff is that they are slower and can’t be easily used in real-time applications.
Vocabulary Builder, are classified in bag-of-words (BOW) and State Space based
models and both used to classify the image. BOW based models interpret image features
as word. After selecting the points of interest, we extract them and store them and try to
represent them as a word. Consequently, we need to define a codebook where we will store
the data as well as the definition of them, for example think having a bike image, we need
to train the classifier to understand the features that we usually find on bikes, and if the
learning is proper, when a new image with the bike is found, then it needs to identify it.
On the other hand, State Space based models use texture information with the
images to create parametric models and can identify and define observation through the
intensity distribution. BOW models cannot identify the spatial information within the
patches of the image but with the use relative position of the information or correlogram
features this problem can increase the classification accuracy for the final step.
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While State Space based models are used only in two approaches and not much
information are given within the paper about them.
Classifiers are used to identify the human activity after the available information
are fed to them. Supervised and Unsupervised Models are the two categories.
With Supervised models, we need the user to guide the algorithm and label the
training data. We usually have an image vector and a desired output vector, then we need
to train the classifier appropriately to be able to classify new images according to what it
has learned from the training data.
Unsupervised learning doesn’t need user guidance and learns through the image
features and tries to identify the same feature within the next images. User input is needed
here to correct the error labeled samples during the training stage.
Overall, Classifiers and Vocabulary builders are not well explained and analyzed
within this paper, although that’s not the scope of the writers. They want to provide the
reader with information for STIP detectors.
For this part, an excellent job is done and they kick off from early studies and
address the problems, and as they move on they proceed with next studies that handle
previous problems, that happens up until the most recent developments. On top of that, the
performance information given for most studies helps us understand the progress and to try
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to understand the problems that now exist within this specific are of human activity
recognition.
Real-time applications are far away to be implemented due to problems of stability
due to disparity of the detectors, as well as of redundancy due to local descriptors problems.
Like in all human activity recognition systems, occlusion, featureless silhouettes,
complexity of actions, the speed of performing an action, variation of lights and more are
the main problems to be addressed.
In Duc Thanh Nguyen & Co. [36], approach the human detection problem as an
object detection problem, and consider the immense problems of the articular nature and
versatile visual appearance of the human body, as remarkably essential.
A framework for human detection is presented and the paper is organized according
to it. Within the next paragraphs human description and activity classification are going to
be presented with a high an abstraction level.
Human descriptors are used to acquire the appearance, shape, motion knowledge,
or a combination of them to identify the human object. Shape, Appearance, Motion, and a
Combination of features are the broad categories proposed.
Shape feature approaches are the ones mostly studied within the scientific
community, because of them being precise enough to capture body information, even
though their performance becomes a bit unstable because of cluttering.
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Texture feature methodology is very robust, and the one most used in the
Appearance feature category. Likewise Shape features are descriptive, but due to their bias
regarding human clothes have to be combined with color features to boost human detection.
Motion features main drawback is that scene information and almost continuous
human movement is need in order to perform adequately, although this kind of approach
can be very useful when used for specific applications.
Combination features as far as we are concerned from numerous published studies
can outperform the use of only one feature. Despite that fact, the inadequacy of researchers
to present us with fruitful reasoning why this happens cannot help the authors of this papers
to provide valid acumen.
After selection of the features needed, the construction of human descriptors is
equally important. Grid-based and Point-based construction approaches are the ones
standing out.
Grid-based construction determines the local region by inspecting the area where
the object of interest is found with the use of a regular grid.
On the other hand, Point-based construction seeks sparsely at the most important
areas of the image, in order to find the locality of the area of interest.
The latter category’s dominance is based on two very important advantages. They
are more robust because only few points are considered in the descriptor, hence it can be
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compact. Additionally, they can adjust better to different viewpoints and poses, hence they
are more applicable to construe non-rigid objects with high coalition.
Both descriptors can either manipulate the image locally or globally. Global
construction parses the entire region of interest, while Local approach implements various
part descriptors for different parts of the object, and then it creates the whole area of
interest.
Local approaches are far more used, for the reason that they can handle occlusion
in some scenarios, being more robust. Even though implementation wise are arduous
because of the complexity to recognize the parts of interest, as well as how to validate that
the constructed representation is valid without human input.
The next part of the proposed framework is human detection, and is taxonomized
to Classifiers and learning algorithms, human detection under occlusion, reduction of
computation in detection, and use of context information.
Generative and Discriminative approaches are the two categories presented that are
used to divide regions as human or non-human.
Generative methods construct models of the object of interest, whereas
Discriminative methods identify and try to solve the problem as a binary classification one.
Discriminative approaches are more robust and can improve their computational
performance, learning rate, and classification along time.
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Occlusion is an extremely important challenge in this research area, and the
approaches that try to deal with it are either Detection-based or Inference-based.
Detection-based methods propose logical rules based on human movement,
geometry, and human joints allocation, albeit Inference-based methods propose hypothesis
models for where the human body parts might be, and greedy-based inference algorithms
to determine the ideal solution.
Both approaches need pre-defined set of rules, although Inference-based methods
come as a second choice, due to their inability to operate when the phenomenon of selfocclusion occurs.
Computational cost and robustness is a big deal nowadays, especially in terms of
real-time applications. Researches promote window-based detection approaches, although
due to the need of processing a huge number of frames they can be really slow. To deal
with that problem per window reduction and reduction of window candidates methods have
been developed.
Per Window Reduction approaches try to identify regions within the frames where
human objects cannot be. Reduction of Window Candidates approaches do the exact
opposite they try to identify regions where potentially the human object can be found.
Both techniques are widely used, and to be blunt is a matter of preference which
one is better.
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Finally, context information is used to increase human object detection
performance, and in some cases, it can even be helpful to identify it. In the context of
human detection, context information can either be interspersed within the human
descriptor or added as an extra reasoning step that justifies the existence or not of the human
object.
Within this paper there are enough detail for someone to understand how different
schemes and combination of approaches work. As well as ways to enhance performance
on systems that might work the same way as the template proposed.
A more in-depth coverage of some categories might be meaningful, but all in all
the way this paper is structured, and the materials are presented, is adequate enough for
someone to understand how activity recognition with the use of human descriptors is done.
In [37] present us with approaches that use Time-of-Flight cameras and other depth
sensors. An overview for activity recognition methods, head pose estimation, facial feature
detection, facial performance capture, hand pose estimation and hand gesture recognition
is included within this paper, although hand and face approaches for recognition or
estimation are not within the scope of this evaluation study that is performed.
Human action recognition is categorized to Depth-Map and Skeleton based
approaches. Depth-Map based approaches are further taxonomized to Space-Time and
Sequential approaches, these kinds of techniques are described how they work and their
main performance issues earlier on in this chapter. As a consequence, and to avoid
34

repetition we will focus on Skeleton based approaches, which are taxonomized too, to
Space-Time and Sequential approaches.
Skeleton based approaches rely almost exclusively to joint positions, and try to
model temporal dynamics. There are three ways to retrieve skeleton data, from: motion
capture systems, monocular or multi-view color images, and depth images.
Motion capture systems can handle noise better in comparison to the other two.
Multi-view setups produce more accurate results than monocular ones. Although
monocular depth maps are the studies that prevail at the moment, due to robustness and
simplicity of use.
Skeleton-Based Sequential approaches is the first category presented. Studies of
this category model motion dynamics and so they’re ideal for capturing general and
complex activities. And that can be materialized because motion dynamics can be
efficiently defined by virtue of the semantic definition of the joints.
On the other hand, a newly arise research movement is the one regarding Skeletonbased space time volume approaches. Researches combine skeletal information extracted
with the use of global features from the joints, and to enhance better results they use point
cloud data.
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Nowadays researchers design more discriminative and robust feature vectors from
depth and skeleton data to interpret human activity, another trend is to extend the usability
of existing methods to be able to recognize group activities and interactions.
Finally, a constructive argument why depth sensors are better than 2D color sensors
is provided. The dominance of depth sensors stands out, due to efficient handling of scaledistance problem, robust control of lighting changes, and the prospect of synthesizing a
plethora of training scenarios.
Within the next sections of this survey paper approaches regarding the face and
hand are presented and are explained in depth, although as we mentioned earlier they are
not within the scope of this study, which strictly emphasized on human body activity
recognition. All approaches are presented meticulously and for most of them their
deficiencies are outlined. Tables provide information regarding setup, resolution, markers,
and whether the specific approach can be used for real-time applications or not.
In [15] they state an overview of action recognition methodologies, and taxonomize
them according to the representation of spatial, and temporal structures of actions is
presented. Then special topics for action segmentation and view-invariance approaches are
discussed.
Spatial action representations distinguish actions from visual data, and are used as
a first step so that the posture and motion information can be discriminated by the rest of
the image features. The approaches differ on the amount of information they represent and
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how adequate are to obtain them in practice. The taxonomy they follow groups the
approaches into body models, image models, and local statistics.
Temporal structures are used to articulate the temporal component of observations,
and are classified into three categories of representations. Grammars, templates, and
temporal statistics.
Activity segmentation is another area explained and stated, to be pragmatic is much
easier to separate activities, label, and then try to identify them. However, there is adamant
demand for methods that can segment activities temporally, and approaches that try to do
that are presented.
The proposed classification segregates the approaches into boundary detection,
sliding window, and grammar concatenation. Moving forward authors refer to viewindependent approaches are studied and taxonomized to normalization, invariance, and
exhaustive search methods.
All of them are presented in previous paragraphs of this section. Within this paper
authors offer recognition rates of approaches, as well as different techniques to evaluate
them. Despite that fact, it does not belong to one of the Comparison subcategories, for the
reason that they don’t compare different categories of approaches, and the recognition rates
are the ones that the authors of the original methodologies provided. Although they provide
limitations and advantages for each category separately.
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REVIEW CATEGORY
Descriptive Reviews
In [38] a detailed overview of the state of the art methodologies for human activity
recognition algorithms is provided. Among others 3D from stereo, motion capture and
depth sensors approaches are discussed, with a slightly focus on the latter one, which is
emerging and one of the more important areas of activity recognition.
3D Stereo vision is highly significant in automated systems, entertainment and
information systems, as far as in activity recognition Aggarwal & Co. organized it in a
three-part taxonomy. Model based studies use 3D parametric models such as kinematic
ones to the stereo videos and try to estimate the activity by classifying and modeling motion
parameters.
A drawback is that it is difficult to recover parameters and poses without use of
landmarks, which is not usually feasible to do with stereo cameras. While holistic
approaches use image silhouettes, optical flow or formation and compare the observations
with templates of the same types. Templates are categorized in test and learning ones, the
templates and the stereo video need to have the same configuration which is a significant
limitation.
Finally, there are studies that calculate depth maps or disparity maps for frames
parsed from stereo cameras and try to build features using depth maps. This approach
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provides us with the same data as range sensors, so we will dive deeper in it on the range
sensors category.
All in all, recognizing activities from 3D stereo images is a very exigent task
because of the difficulty of geometry and reconstruction of 3D information. More
complications are generated from the use of stereo cameras, change of the lightning and
background clutters while doing the reconstruction of the image, finally exhaustive training
is clearly not advantageous.
3D from motion capture system (Mocap) is a technique used to capture and analyze
human articulations, it is particularly used in computer graphics, but also to analyze and
improve the mechanics of athletes, and to monitor physical therapies so to monitor the
recovery progress. Mocap systems use the 3D location of the selected joint(s), and the
activity recognition algorithms use these data to build features found on joint(s) position(s)
or angle(s).
Skeletal joints information are explored and are similar to the ones used in range
sensors. Mocap systems are less noisy prone and more reliable than depth sensors, but data
collection is much more difficult than with the depth sensor, because of the need of a multi
camera setup.
3D from range sensors approaches are the ones greatly studied within this review.
Range sensors provide us with depth information, which lead researchers to approach
activity recognition within the scope of 3D data.
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The most popular sensors are time-of-flight and structured light cameras. Studies
that belong to this section are further categorized into 5 sub-categories hinged on the
features they use. Features from: 3D silhouettes, skeletal joint or body part locations, local
spatio-temporal feature, local occupancy patterns, and 3D scene flow features.
All these categories where used before for RGB or intensity images, so studies vary
among the ones who proposed new algorithms and the ones who extended the functionality
of previous implemented algorithms to the depth space.
Recognition from 3D silhouettes is an approach which started with intensity and
RGB images. Although limitation like view-dependency, suitability only for action
occurring parallel to the camera, and the strain to correctly extract the silhouettes due to
lightning conditions and background clutter hindered the progress of them.
With the use of depth images silhouette extraction is more accurate and smooth.
Among other studies propose: to sample a bag of 3D points, use Depth Motion Maps to
stack the motion energy, Global Histogram of Oriented Gradient illustrates the whole
silhouettes, etc.
Then according to each activity rules are proposed and used to properly recognize
them. Algorithms allying to this category can be used for single human activity recognition,
and perform good for simple activities.
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Unfortunately view dependency, computational cost, information loss, occlusion
and lightning constrains deter us from using them for complex activities.
Recognition from skeletal joints or body pats tracking methods, extract the human
“skeleton” and try to find meaningful information from the body parts or joints. Features
proposed and studied are joint location, distance, orientation motion, and velocity.
Others study the plane feature, normal plane, and normal velocity. To simplify the
preceding material researchers either focus on finding information within the body, or
among the body and information contained within the frame like the ground or other
objects. Studies that belong here are view-invariant and person appearance. Multiple
person activity recognition can be handled, and additionally performs adequately at
modeling more complex activities.
On the other hand, limitations exist here too, skeletal features do not provide us
with information about any other object within the frame so if we need to recognize
interaction or track the subject we need to use other algorithm, camera needs to be able to
detect the whole body, and occlusions may impede the accuracy.
Recognition using spatio-temporal features works as follows, at start identifies the
local spatial-temporal interest points by capturing the space and characteristics, next
descriptors frame the previously detected points from the volume and provide independent
representation of events. Finally, classification can be derived from the descriptors.
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Widely used STIP approaches are Harris 3D, response function and filtering
scheme with noise suppression. STIP descriptors are HOG/HOF, (x,y,t) gradient
calculation, Comparative Coding Descriptor and more. Spatio-temporal features deal with
occlusion, person interaction, multiplex motions.
They also can be used in a variety of applications, and the algorithms are usually
very robust due to the ability to be independent from tracking and motion segmentation
algorithms. Some drawbacks of this approach are the view-dependency, processing the
whole video is required thus restrict it from real-time usage. Additionally, the use of RGB
and depth separately might not be efficient.
Recognition using local 3D occupancy features is the process of projecting the 3D
points to the 4D space, the fourth dimension provides us with information regarding the
local atomic events in a time range, so they give the value one (1) to the points the sensor
captured, while the value with zero (0) all others. This technique doesn’t differ much from
the one described in the previous paragraph, since both describe the local spatial-temporal
information.
To point out the main and probably the only difference is that background is
removed since its valued with zero, that can’t be specified as a drawback or beneficial,
because we want to know the specific application to understand its significance.
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Recognition from 3D optical flow distributes the velocity of movement from
brightness patterns within an image, using the information both from objects and body
motion.
However, it can’t be used as a stand-alone method to estimate activity, to do so
constraints like smoothness is much needed. Due to the computational cost, since all 3D
points need to be computed and with the dependency on multiple cameras setup, is a
heavily unexplored area.
This review paper presents us three top-level categories to parse 3D data and
proceed to activity recognition using different methodologies. Within the categories
differences among the various approaches are presented or at least hinted out. As well as
the performance of each approach is discussed, and its strengths and limitations being
compared with others.
We want to note here that as approaches we mean the second level categories, in
this and only this paragraph. While for each specific methodology (the third-level category)
some details are presented, but mostly they are not compared, they just point out the
methodology that it is used.
All in all, it’s a very good paper that provides us with a lot of details regarding
activity recognition with 3D.
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In [39] the entire focus of research is on approaches that can automatically perform
detection of human behavior.
The structure of the paper is as follows detection techniques, datasets, and
applications. The scope and focus of this study is entirely on detection techniques and
approaches, so we will not dwell with the other sections of the paper.
Detection techniques are further taxonomized to initialization, tracking, pose
estimation, and recognition.
Initialization approaches are required so that the system will be able to deal with
the data parsed from sensors. Humanoid models that resemble the shape, appearance,
kinematic structure are the approaches presented. They require prior estimated knowledge,
such as kinematic structure, 3D shape, and body part estimation. Although the deficiency
of these approaches lies on the initialization of the appearance model, especially for
monocular systems.
Tracking has a dual role, to extract the area of interest from the background and to
be able to track and identify it throughout a series of frames. Back segmentation approaches
are categorized to background representation, classification, and updating.
While temporal correspondence ones are briefly presented. Due to the high interest
and advances made the past few decades, significant improved methods are proposed that
perform sufficient enough to natural scenes, although we are far from being able to say that
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this problem is solved. Mainly because of self-occlusion, changes in lightning, and many
people within a frame problem.
Pose estimation approaches are divided to three categories. Model-free algorithms
don’t use prior models, so they depend on tracking body parts/joints from the video
sequences and depict the 3D pose estimated from the gained information.
Furthermore, Indirect and Direct model use methods are cited. Indirect model
approaches use a priori models to identify the pose by utilizing specific information of the
human body and estimating the movement/posture with the use of predefined rules. While
Direct model approaches use 3D geometric representation of human shapes and kinematic
structures to interpret posture, analysis by synthesis is exceedingly used by most
researchers, and can estimate complex movements.
Finally, action recognition algorithms using scene interpretation, holistic
recognition, action primitives and grammar are presented. We have explained how these
approaches work, their deficiencies, limitations, advantages, and strong points within
previous sections of this report.
This paper demonstrates the advantages and limitations for each approach within
tables, which for the reader is easy to read and understand. Moreover, there is enough
information for each study included in this review to understand the exact approaches that
the researchers used, and also challenge the scientific curiosity of the reader to think how
they might be able to perform better.
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Brief Reviews
Throughout this category, we are going to dwell with survey papers that offer brief
information about researched methodologies and systems, we mostly expect to deal with
information like the general field that a methodology belongs, like spatiotemporal domain,
and some introductory information about them. The research work that belongs to this
category is [40-44].
In [40] we shall find a brief description regarding body models for human motion
depiction, and details regarding the proposed subcategories of pose estimation, which are
methods that use active and passive a priori models for constraints, and the ones which not
approach human motion capture with a priori models. Tracking is also explained, and the
approaches that defined are: segmentation, image differencing, appearance data, temporal
tracking, tracking through multiple hypotheses, low level, and high level reasoning.
In [41] a brief introduction to human activity recognition and the applicability of it
within various context is described abstractly. While we shall find, information regarding
the sensors technologies that can be used. How RGB camera, depth sensors, and wearable
sensors operate, and some studies are very briefly mentioned.
In [42] 3D and 2D methods are introduced. Authors state the common trends for
3D human body representation, numerous methods, and the assumption that the human
body must be visible from all adopted cameras. Although the latter is a problem that has
been tackled from numerous methodologies nowadays. For 2D methods they categorized
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approaches to view-invariant, cross-view, and finally present how they differ the two
categories of approaches.
In [43] pixel-based approaches are taken under consideration, because as authors
state they give better resolution of the image. Although these methods require high
computational cost, and usually are good only when they are developed for applicationspecific environments. Background Subtraction, template matching, cam-shift algorithm,
and motion history information from compressed video are the main sections and they
describe some point of view related methodologies in an adequate level.
In [44] a study regarding human identification from vision-based gait recognition
is conducted. A common approach is first to detect the subject, then to extract the human
body from the frame, extract the features and select the ones chosen for each specific
approach, and finally classify them accordingly.
Authors focus and present us methodologies after the subject detection and
extraction, as for them these are considered pre-processing steps. Model-based and Modelfree features are the two categories of approaches for gait features extraction.
Due to the dimensionality problem, and in order to reduce the computational cost
of training stage, dimensionality reduction techniques are pointed out. Finally, three
classification schemes are presented direct classification, similarity of temporal sequences,
and state-space model.
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Papers belonging in this category presented in a more abstract way than the ones
from previous categories, due to the insufficient analysis of methods. Surveys and Reviews
that belong in this category propose a categorization and then explain the theory, for
example how segmentation, tracking, and body estimation is done for example.
Some of these papers if they would have added more details regarding methods,
they would be more beneficial, due to the novel proposed categorization and different
research papers they studied. They are often used as a pre-cursor to more rigorous studies,
and avoid the problem of the experiment environment, which affects the behavior of an
approach.

FEATURES
This section provides the features that are used in the evaluation process of the
surveys and reviews introduced in the papers of the previous section. The most
comprehensive methodologies were included in the evaluation process. Their reference,
along with their category and a brief description is presented in Table 1.
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Ref.

Category

Brief Description

R1

DE

Fuzzy theory enhanced to already

[16]
R2

evaluated algorithms to perform better.
DE

[17]
R3

Multi-vie human activity recognition,
studied both for 2D and 3D approaches.

DE

[18]

An approach, based taxonomy for human
activity recognition. Very analytical
paper,

and

provides

comparative

evaluation.
R4

FLE

[19]
R5

STIP-based methods for human action
recognition are evaluated.

FLE

[20]

Human descriptors, classification, and
post-processing

approaches

are

presented within this paper.
R6

FLE

[21]

Activity Recognition are taxonomized to
Depth-Map

and

Skeleton

Based

approaches.
R7
[22]

FLE

They categorize approaches according to
the way spatial and temporal structure of
actions is represented.
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R8

DR

[34]

Taxonomizes approaches according to
the

technique

they

are

using

to

manipulate information’s parsed from
depth images.
R9

DR

[18]

Present advantages and disadvantages
for specific aspects of human action
recognition system, although it is done in
a neat way.

R10

BR

[25]
R11

Very brief description for relatively new
approaches.

BR

[26]

Brief introduction for human activity
recognition

approaches

in

various

contexts.
R12

BR

[27]
R13

[23]

and

3D

methods

for

action

recognition.
BR

[28]
R14

2D

A very brief survey on action recognition
approaches.

BR

Gait-based

approaches

activity recognition.
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for

human

R15

FLE

[45]

Classification

of

methodologies

according to features and recognition
scheme.

R16

DR

[23]

Human motion analysis approaches are
studied using depth imagery, more
specifically the Kinect device.

R17

DR

[46]

A comprehensive study on applicationspecific approaches with the use of
Kinect.

R18

DR

[47]

Activity recognition approaches for
domain

specific

usage

(Video

surveillance).
R19

DR

[48]

Human Activity Recognition Models,
are taxonomized to Unimodal and
Multimodal approaches, and studied
under this assumption.

R20
[49]

DR

A study that emphasizes on viewinvariant representation and recognition
of poses and actions.
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R21

BR

[17]

Various advancements in vision-based
human action recognition, a standout
survey from brief review category.

Table 1 Overview of the methodologies used.
In this section, we propose 8 aspects by which the selected Survey Papers are going
to be evaluated. We assign weights based on perspectives gained from professors, graduate
students, postdocs, and researchers, who have a close relation with the field of HAR.
A comparative evaluation of the presented survey papers described in previous
sections is going to be done with the use of aspects and weights. Based on clustering similar
positive and non-positive characteristics we create a maturity formula for testing
methodologies

with

datasets,

providing

relations

and

contradictions

between

methodologies.
The final scores obtained from this process are multiplied together and squared to
provide a better evaluation. Readability, originality, usefulness, and reliability are related,
but dividing them with complexity and completeness, provides us with an unambiguous
outcome.
Finally, balancing efforts and outcomes of approaches and analysis of them, are
added together since they are closely related features. We are going to explain all the
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features that we use, in the table below and also provide detailed information about the
pointing system of our evaluation metric.
In order to provide results as trustful and truthful as possible, we provided thorough
reports of the survey papers to a group of professionals. Since survey papers contain a lot
of information we decided that all survey papers should be evaluated by at least seven
different reviewers.
For each system component or methodology presented in the sections below, we
present a score for each aspect of the proposed approach and a score weighted by the
perspective brought through our studied surveys. Each survey was given a score based on
the degree to which it accounted for a given aspect:
•

does not account for the aspect (0.5),

•

somewhat accounts for the aspect (1),

•

mostly accounts for the aspect (2),

•

and fully accounts for the aspect (3).

All features used in the evaluation process can be found on the Table 2-2 on the
next page. The name, description, and the abbreviation used are included on the table as
well.
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Feature

Description

Analysis (F1)

How thoroughly studied an approach or methodology is,
whether the beneficial and weak points of them are
pointed out.

Balancing

If in each group of studied methodologies, the

(F2)

researchers in the end balances the effort and outcomes,
of each one of them, and as a group of them.

Complexity

It reflects how thoroughly a grouping of methodologies

(F3)

is done, why they did it, and how they help the reader
with it.

Completeness

Number of referenced paper that can be found across

(F4)

other surveys, here we used a standardized grading
system.

Originality

Whether the survey promotes original ideas and has

(F5)

really contributed to the better understanding of an
approach or methodology, for the reader

Outcomes

Whether the survey contrasts methodologies, in order to

(F6)

find the pros and cons of each one of them, and between
them. Also, the area in which, each approach works the
best should be referred.
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Readability

How well written a survey paper is.

(F7)
Reliability

Why an approach or methodology works more favorable

(F8)

towards a specific procedure, how is that justified.

Robustness

Why should we rely when a writer says, that a

(F9)

methodology is robust, very accurate? Are results
provided for these sayings?

Usefulness

How the survey covers reader’s needs, when he/she

(P10)

studied it.

Table 2 Features used in the evaluation process.
In order to have a more quantitative approach in evaluating the methodologies, a
score is assigned to each feature for each methodology based on two perspectives—
students that pursue higher education degrees, and Professors, Ph.D., and Professionals
working in the area of human activity recognition.
The minimum and the maximum score that a methodology can be graded with is
set to 0.5 and 3, respectively, and a weight is assigned to the scores relating to users and
those relating to developers.
We sum the scores provided from each category of reviewers and then divide it
with two, so we have the final score for each paper. The scores of the papers are going to
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be presented within the next sections of this chapter, and at the end we are going to provide
the conclusions gained from this study.

Feature

Weights

F1

Students Pursuing
Higher Degree
(wa)
1

F2

0.5

1

F3

0.2

1

F4

1

1

F5

0.5

1

F6

1

1

F7

1

1

F8

0.7

1

F9

1

1

F10

1

0.8
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Professors, Ph.D., and
Professionals (wb)
1

Table 3 Weight associated with each feature.

A total score is derived for each methodology and represented by the following
maturity metric.
𝑴=[

𝒇𝟕 𝒇𝟓 𝒇𝟏𝟎 𝒇𝟖
𝒇𝟑 𝒇𝟒

+ (𝒇𝟏 + 𝒇𝟐) + (𝒇𝟔 + 𝒇𝟗)𝟐 ] Equation 1
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Figure 3 Convergence matrix
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In figure 4 we point out the same papers that have been covered within the surveys
that we studied. We shall note that papers that have approached their study at the same way
have more overlaps than others. That is not preferable, due to the high number of
approaches it would be better to try to have as less overlaps as possible.

EVALUATION RESULTS
The conclusive results from the maturity metric associated with each
methodology/system are shown in Table 4. Table 5 shows scores obtained from the user
and the developer for each methodology. To allow better comprehension of this review we
place Table 4 at the end of this section. Figure 5 displays the maturity for each feature that
was obtained for each methodology, along with total maximum value, the maximum value
obtained from both categories of reviewers.
Methodology

R1

R2

R3

R4

R5

R6

R7

M

23.5

26.2

31.6

17

17.2

23.1

27.3

Methodology

R8

R9

R10

R11

R12

R13

R14

M

17.2

25.5

25.3

17.6

21.2

30.4

27.3

Methodology

R15

R16

R17

R18

R19

R20

R21

M

25.7

27.6

16.3

22.2

20.6

22

25.6

Table 4 Maturity for each methodology
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Figure 4:Maturity obtained for each methodology

By examining the scores obtained from the evaluation process, we observe that
papers that have higher scores are the ones that provide pros and cons regarding the
methodologies, and contradict them in order to gain even more valuable information.
Although that’s not absolute.
We also observe that when the comparative results given are provided by the
authors of the survey or review, they have a higher score in feature F9, in contrast when
accuracy ratios are taken from the original authors of the approach the score is usually a
bit lower.
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Finally, Brief Review papers have such low scores because the provided
information are not covered in depth, and Descriptive Reviews don’t contradict approaches
to find out the “why”.
Ref.
Perspe
ctive
F1

R1

R2

R3

R4

R5

R6

R7

R8

R9

R10

R11

w U w U w U w U w U w U w U w U w U w U w U
a

a

a

a

a

a

a

a

a

a

a

4

4

4

4

4

4

3

3

2

3

4

4

4

4

3

3

4

4

4

3

3

2

F2

4

4

4

4

4

4

4

3

3

1

3

1

4

1

3

1

4

1

3

1

3

1

F3

1

3

5

3

2

1

3

2

3

2

4

2

3

1

3

1

3

3

3

2

3

1

F4

2

3

2

4

4

5

3

1

1

1

3

1

3

1

3

1

3

2

3

1

3

1

F5

4

3

3

3

5

5

3

3

3

3

4

3

4

3

3

2

4

3

4

3

3

1

F6

5

2

5

3

5

4

2

2

3

4

4

2

4
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Table 5 Scores obtained from both categories of reviewers.

CONCLUSIONS
A systematic study was performed for categorizing survey papers using google
scholar. We searched for survey papers or review papers, which were written for human
activity recognition methodologies or approaches, although this study can be used in
different areas as well.
The main objective was to provide the reader with relevant information regarding
already existing research work and some valuable criteria regarding his/her interests. Our
search led to a selection of 69 journals and conference papers [28], [44], [50]–[60] that
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were published from 2010-2015. From that set of papers, we analyzed only 21 in this effort
without limiting the scope of our effort.
This survey might have limitations and we don’t claim that is exhaustive since there
might be papers that were not identified, but the main goal was the categorization of
survey/review papers and their importance.
Our research provided us with some very important pieces of information,
regarding each proposed category of survey papers, as well as general inductions regarding
the bigger picture of surveys that were written for the human activity recognition area.
Although year by year the number of surveys increases rapidly, only a very small
number of them covers thoroughly the studied material in a comparative way. Also, we
have seen that a lot of papers have wrong paper titles or authors name, this might belong
to petty typing, but sometimes it makes it difficult for the reader to find a specific paper
that might interest him or her.
Regarding the conclusions from each one of the four categories, the findings are
the following. Papers that belong to either Deep Evaluation or First Level Evaluation
categories, offer valuable insights regarding each methodology, as well as for a group of
methodologies that are used to implement the same or similar tasks.
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Specifically, the Deep Evaluation category can offer accurate information
regarding the performance for most of the studied approaches, and sometimes hints about
the robustness and the complexity of them.
The First Level Evaluation category provides information regarding the maturity of
each methodology towards completeness and its potential applications.
Moreover, surveys that belong to the Descriptive Reviews category, equips us with
descriptive information, as the First Level Evaluation, but usually not as thoroughly and
for sure without diving deeper or evaluating each proposed methodology.
Finally, in this category we do not expect to come across a holistic view of category
specific approaches, nor about the accuracy of them.
Brief Reviews provides us with the general picture of each methodology and not
specific information, implementation attributes, or reasoning on how they work.
In summary, our effort here was to evaluate survey papers regarding their
usefulness and at the same time offer to future survey efforts, a point of reference on what
type of survey is needed in the research field.
It is also important to mention again that each survey is useful because it provides
us with different type of information that is unlikely for someone to find them faster than
reading a single survey study, and distinguish approaches that interest them.
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Although this kind of research should include as much information as possible in
order to correctly assess the validity of methodologies that are presented, however we
believe that our message here is to provide an unambiguous consultation on information
that should be included but not limited to any research papers, as well as a broad
categorization of the existing papers.
Finally, with the produced survey and the use of the maturity metric we portray the
importance of each category to researchers and people interested of doing research on the
field of Human Activity Recognition.
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CHAPTER 3. CONTEXT-FREE
FORMAL LANGUAGES
INTRODUCTION
Context-Free Formal Languages [61] – [64] are widely used in the fields of
mathematics, linguistics, and of course computer science. The alphabet is one of the most
important parts, as well as the rules and notations. They have a large number of clear
advantages over context driven approaches. The most obvious ones are the following:


With the use of formal expressions, we can store knowledge in the long

term. Thus, the longer we want an expression to be meaningful the more formal it should
be.


Universal communication, through our study we want to be able to project

and explain our methodology to a wide variety of people. So, we try to formulate it in a
way as independent of particular context as possible.


Testing is made easier. We can first formulate the approach, and then

implement it. After doing so, we can incorporate the rules of the Formal Languages and
check the validity of our implementation and its results.
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Finally, if we combine the aforementioned advantages we can come up,

with what it might be considered as the most important benefit of all. Formal Languages
make it much easier to accumulate and improve knowledge.
Despite the above advantages, like all approaches Formal Languages have their
limitations as well. Despite that all scientific researchers know that using Formal
Languages have the clear benefit of clearly depicting knowledge, in practice it is not
feasible to express ideas in a formal way.
Moreover, it can be shown that complete formalization is impossible in principle.
Context can’t be eliminated, so we will end up having an absurd amount of alphabet
symbols, rules, and notations.
To understand this better we should note here that implementing a whole system
only with the use of Formal Languages it will make the system very slow, difficult for an
outside evaluator to understand it, and scaling will be almost impossible.
Within this research we incorporate Context-Free Formal Languages to describe
the functionality of our system on a high-level [65]. By doing so we incorporate all the
important advantages of Functional Languages.
Namely, universal communication, testing, storing knowledge in the long-term, and
we make it easier to accumulate and improve knowledge.
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Modeling human activities as a string of symbols, is known as a syntactic approach.
Where each and every symbol corresponds to an action primitive, atomic-level action, or
even group interaction according to the established model.
Like any other hierarchical approach, syntactic approaches expect pre-processing
steps, and information extraction to be handled from a wide range of techniques. Thus, they
are used for low-level and high-level reasoning.
Each activity within a Formal Language is portrayed as a set of production rules.
These rules produce a string of atomic actions, and by interpreting techniques from selected
programming languages actions can be recognized.
Context-free and Stochastic context-free grammars are used in a numerous of
research approaches to recognize high-level activities.
The main drawback of syntactic approaches is concurrent actions recognition [10],
[18], [66], [67]. Due to the modeling of high-level activities in the same manner as a string
of a sequence of atomic activities, then they can recognize only sequential activities.
With our methodology, we tackle this problem by introducing the context of
recognizing turning, and in-between points.
An approach previously used by Anjum Alin & Co. in [68], they defined turning
and in-between points in a different study for complex human activity recognition from
side-view only.
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Although in our approach we introduce the Fuzziness Factor, as well as we enhance
view-independency on our methodology. These are facts that are going to be covered in
great depth later on within this study.
For synthetic approaches like Context-free Grammars or Stochastic Context-free
Grammars numerous approaches have been proposed [18], [67] – [80]. A user should
provide the set of production rules for all the activities that need to be recognized if
modeling should start from a primitive level. For this reason, they can’t easily interpret
unknow observations. For example, if “running” is not modeled it might be tougher for a
Context-free grammar approach to recognize it, although with the combination of learning
algorithms we can tackle the problem by incorporating a hybrid Formal Languages model.
Human activity recognition is a well-studied area of research [59], [82], where
various approaches are proposed yearly with a great portion of them trying to sort out the
issue with the use of conventional cameras, and depth sensors.
A lot of pre-processing steps need to be addressed before frame is in a state where
activity recognition approaches can be implemented. A detailed description of the
aforementioned steps can be found in [53], where a generic architecture of vision-based
human activity recognition system is proposed.
Some of the most important pre-processing steps are background modeling,
foreground extraction and tracking. Background modeling is used to indicate the regions
that belong to the environment and are going to be removed. Foreground extraction aims
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at segmenting the moving regions of interest. Tracking is used to identify the region of
interest and the location of it in the collected frames, in our case the region of interest is
regarded the human body.
Regarding the human body extraction and skeletonization, we will use the Kinect
Camera v2 and approaches that were implemented for it.
A more analytic study on how Kinect works can be found in [83]. While other
skeletonization techniques/approaches can be found in [59], [66], [83] – [93].
In general, activities and actions recognition depend on the perspective of the
interpreter. Someone can identify them as a unity, while someone else is going to define
them as a sequence of actions. Others might not take under consideration the timing, while
others do.
Within our study, we approach complex activities as a discrete action primitive in
succession, and while the automation of recognition of a smoothly transition from one
action to another is not clearly defined, the detection of transitions is the cornerstone to
success of a system like that.
This research study as stated earlier we will present our approach and the way we
segment complex activities into discrete actions, poses and so on.
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Although we didn’t get in much detail regarding the pre-processing steps issues,
our main contribution is a novel recognition method of complex human activities and
emotion.
Pro et Contra
A process is structed with the use of Grammars expect high accuracy in the lower
production rules (be able to define levels, hence they are not suited to deal with
easier edge cases)

errors in low-level tasks such as tracking

We can model the transition from errors

and

missing

observations.

activity primitives (letters), to actions (incorporation of ANNs)
(words),

to

sequence

of

actions In complex scenarios that are far more

(combinations of different words)

complex than sequence of actions. Like

Present a theoretically sound basis

overlap, and parallelism of actions is difficult

In syntactic approaches, one only needs to formulate the rules. (coupling ANNs, Fuzzy
to enumerate the list of primitive events Cognitive Maps, and Rule-Based Colored
that need to be detected and the set of Petri Nets)
production rules that define higher Using grammars for training and learning is an
level activities of interest.

intelligent

alternative

but

very

FML work adequately for Low and computationally intense, and not robust at all.
High-level activity recognition.

(training and testing is performed with ANNs)
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An excellent tool for representation of Not adequate enough for expressing statistical
reasoning and knowledge

results, and scaling. (statistical and scaling

Stochastic Grammars have been found results represented with ANNs, and Rule
to be suitable for real-life machine Based Colored PNs)
vision tasks.

Table 6 Pro et Contra of Context – Free Grammars

THE COOPERATIVE MODEL
With the use of a cooperative model, we want to create an autonomous association
of algorithms that will work in parallel, as well as distinctively in order to reach a goal,
which in our approach is complex activity and emotion recognition.
We should mention here, that with the term emotion within this study we convey
the normality or abnormality of a sequence of activities.
For example, if we incorporate the knowledge of a domain expert let’s say for
people with autism. Then blend his/her unique interpretation of activities sequence based
on that specific area, in our ruling scheme. Then the system will be able to produce
meaningful outcomes, regarding the behavior of the subjects.
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Moving forward on a short description of our three Formal Language [77], [95]
cooperative model and starting with the one that is in charge for the pre-processing steps,
and the data manipulation within each frame.
SOMA language is a precursor of KINISIS language, although the latter will not
be able to produce end results without the contribution of the other.
SOMA language is responsible to extract and identify unique characteristics of a
human body in every given video frame.
While KINISIS language receives this information, manipulates them accordingly
and unifies them in pursuance of simple activity recognition. When a simple activity is
recognized KINISIS language stops parsing information from SOMA language, and
informs SOMA for that.
After that, KINISIS, informs DRASIS regarding the recognized activity. Then
SOMA language recognizes that the data should be fed to DRASIS.
DRASIS receives the needed information, manipulates them as well. The role of
the latter Context-Free Formal Language is to detect fuzzy turning points and activity
points.
We do that, so we can recognize complex activities, and in addition to understand
the duration of an ongoing activity.

73

During the next subsections, we are going to present accurately and in-depth
definitions, notations and grammar of the aforementioned languages.

KINISIS

Simple/Complex
Activity&
Emotion
Recognition

SOMA

DRASIS

Figure 5: The Cooperative Model
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The SOMA Language
SOMA Language: Introduction
A concept previously studied by in [96]. Although within our approach we redefine
prime characteristics of the language, and propose a new alphabet, definitions, and
notations regarding the language.
First things first though, for us to be able to present the formal definition of the
SOMA language, we need to conceptualize how we are going to use the extracted body
from the video frames. The most distinguishing features of a human body are:
1.

the head,

2.

hands,

3.

legs,

4.

and torso.

Additionally, hands and legs can be further categorized to upper and lower parts.
We do so, because we observed that each part can produce unique and independent
movements.
As well as, after thoroughly exploring anthropometric studies [97], [98] these parts
are mentioned as the most highly attributable body parts during activities.
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For example, we can think of the upper part of the leg staying in the same state,
while the lower leg moves, that’s a movement and with our proposed segmentation
approach we can define it and extract it.
To do so we are going to use the L-G Graph approach as proposed in [99]. Global
topological relationships among local RGB regions that form global regions or objects, are
represented through the L-G Graph. It is also capable to identify and describe, accurately
and robustly the features within a frame.
The most valuable attributes of the L-G graph are the following:


Information regarding an RGB region (color, texture, size, shape) are

depicted by the local graph.


The skeleton graph provides the internal shape of each segmented region.



While the image graph provides us with relationships that occur between

the segmented areas of the image, as a unity.
Hence, it represents the local and global geometric representation of the image
features and relations among them.
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SOMA Language: Alphabet, Grammar, Definitions, and
Notations
To present the SOMA language, at start we need to address the letters of it. Within
this study the letters of the language are going to be the segmented elements of the human
body. As it can be inferred from the picture bellow we have 10 letters/elements, and our
starting letter will always be the one that represents the body. We depict the points of
interest in Figure 6.

Figure 6 Points of interest, with the body used as the main part

Definition 1: A 3-D image Pn, is an array with dimensions’ n x n x n elements and
can also be called image points.
Notation 1: Pn denotes the sets of all images of n x n x n.
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Definition 2: A human body state (Bs), is an LG-graph of the extracted body from
a video frame (Fi), ∀i∈ (1, n), n∈ Z+.
Notation 2: A human body state (Bs), consists of each segment of the body and the
associations that exist among them.
Definition 3: We define a specific body position, in a timestamp t as Bsti, ∀i∈ (1,
n), n∈ Z*+.
Notation 3: Among consecutive image frames, the body seems still, especially if
the human for example walks slowly then the range of the frames is wider, on the other
hand when he or she runs the range is much narrower. Due to this artifact, we should note
that:
Bst(i-n) ≈ Bst(i) ≈ Bst(i+n)

Equation 2

Where i∈ (1, n), n∈ Z*+, n∈R where R in this case is the range for which, specific
activity/movement the consecutive frames depict the body as being still.
Definition 4: The alphabet of the Soma language is the following, the numbers in
parenthesis associate the letters with the depicted information in Figure 6.
1.

H: head of human,

2.

HRU: Upper right hand,

3.

HRL: Lower right hand,
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4.

HLU: Upper left hand,

5.

HLL: Lower left hand,

6.

B: Main body area/torso,

7.

FRH: Higher right foot,

8.

FRL: Lower right foot,

9.

FLH: Higher left foot,

10.

FLL: Lower left foot.

Definition 5: Segments of the human body that are connected, are going to have a
connection property named a.
Notation 4: We can approximate the angle among body segments, by rotating the
transformation of the polar coordinates, no matter how we view them.
Notation 5: Confidence metric, when hidden joints lesser confidence. If “not seen”
joints 0 confidence for the particular joint, if “seen” confidence level 1.
We care about the 10 body-parts we have selected so: when “seen” confidence level
1, when “interpreted” confidence level 0.5, and when “not seen” confidence level 0.
Definition 6: Due to camera position, we can evaluate the view we are being able
to see in two different ways.
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1.

We know that when somebody enters the frame from the right side and

walks towards the left, we are seeing the left-side of the body, vise-versa for the other side.
2.

We calculate the distance of three body parts, main body, left ankle, right

ankle. And then we have three scenarios:
a.

If dB ≈ dRA ≈ dLA we see the frontal view.

Equation 3

b.

If dRA > dB > dLA, we see the left-side.

Equation 4

c.

If dLA > dB > dRA, we see the right-side.

Equation 5

Definition 7: Fuzzy polar coordinates relation among body segments [10-18]. Polar
coordinates axis is depicted in Figure 7.
All other positions between two body segments, are regarded as in-between
positions, and we have excluded them from this paper, yet not from our approach.
Furthermore, in this study we define the relations between segments when we have
a front view of the human body, but as stated earlier in our approach we take under
consideration different views as well.
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Figure 7 The Polar Coordinate System.





Head – Body:
o

Angle range (0 ± δ, 180 ± δ)

o

HaB:


a ≈ 0 ± δ, head segment lying to the right shoulder.



a ≈ 180 ± δ, head segment lying to the left shoulder



a ≈ 90 ± δ, head segment collinear to the body segment

Body – Upper Hand:
o

Angle range (0 ± δ – 90 ± δ) U (270 ± δ,360 ± δ)

o

BaHiU, where i = {R, L}:
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a ≈ 0 ± δ or a ≈ 360 ± δ, upper hand segment vertical to the

body segment


a ≈ 90 ± δ or a ≈ 270 ± δ, upper hand segment to maxim

upper or lower position respectively

Figure 8 Body-Upper Hand illustrative example.



Upper Hand – Lower Hand:
o

Angle range (0 ± δ – 90 ± δ) U (270 ± δ,360 ± δ)

o

H(iU)aH(iL) where i = {R, L}:


a ≈ 0 ± δ or a ≈ 360 ± δ, lower hand segment vertical to upper

hand segment


a ≈ 270 ± δ, lower hand segment collinear to upper hand

segment
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Figure 9 Upper Hand-Lower Hand illustrative example.



Body – Upper Foot:
o

Angle range (90 ± δ, 270 ± δ)

o

BaFiU, where i = {R, L}


a ≈ 90 ± δ, upper foot segment “leaning on” the body

segment


a ≈ 180 ± δ, upper foot segment vertical to the body segment



a ≈ 270 ± δ, upper foot segment collinear to the body

segment
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Figure 10 Body-Upper-Foot illustrative example.



Upper foot – Lower Foot:
o

Angle range (180 ± δ, 360 ± δ)

o

F(iU)aF(iL), where i = {R, L}


a ≈ 180 ± δ, lower foot segment “leaning on” the upper foot

segment


a ≈ 270 ± δ, lower foot segment vertical to upper foot

segment


a ≈ 360 ± δ, lower foot segment collinear to upper foot

segment
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Figure 11 Upper-Foot – Lower-Foot illustrative example.

Definition 8: Handling occluded data in order to have a confidence metric for
accuracy as close to 1, as possible. In some cases, joint position might not be detected by
the KINECT camera.
This problem can be tackled in two ways. Because of the use of Neural Networks,
we can either pass null (0) values to the attributes that we couldn’t detect. Or we can use
the approach that we came up with after exploring our data.
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Figure 12: Console Output, yellow squared regions depict occluded data.

After thoroughly exploring patterns within the Datasets [100], [101] we used for
the KINISIS Language we noticed that within a range of up to two (2) seconds joints
position within these frames will not change drastically. Within Figure 13, and 14 the
preceding conjecture can be justified.
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Figure 13: Joints position change while running.
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Figure 14: Joints position change while walking.
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So, we handle the missing/occluded data problem by executing the following steps:


Check the information of the previous five (5), and next five (5) frames for

the missing joint position.


Exclude lowest and highest value.



Assign the average value of the rest to the missing value.

In the case where missing values are within the first 9 frames of our methodology
we calculate the change within the next ten (10) frames. If the data remain occluded within
the next frames, we assign null (0) values to the joint position, and we move forward. In
Figure 15 we can see an example of console output for handled missing/occluded data.

Figure 15: Occluded Data Handled Example Using prior explained methodology.
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(a)

(b)

Figure 16 (a)-(b) Example of a subject walking and holding a briefcase in both figures

90

Figure 17 Example of a subject holding a briefcase, frontal view.

Within this section, we define the context-free grammar of the Soma language,
starting with a theoretical form of the language, which is presented, where semantics and
theoretical aspects are also discussed. The context-free grammar G represents the
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production rules used to generate the body segments extraction and pose simple
recognition, represented in a tree structure.


G = (VN, VT, P, S, A)



G = (VN, VT, P, S, A)



A = {H, HRU, HRL, HLU, HLL, B, FRH, FRL, FLH, FLL}, the alphabet of

the language


VN = {S, Bst, T, P, D}



S: the starting point



Bst: a human body – state, in time t



T: a non-yet defined human body – state



Li: a specific name of a word



P: the position of the body joints



D: leveraging the depth sensor we can understand the view of the subject



# is the synthesis operator



∅ is the non-established relation symbol



|| is the or relation symbol



&& is the and relation symbol



T is the true symbol which means established connection



F is the false symbol, which means not established connection
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Production rules (PR):


S→T



T→ Bst



Bst → {HaB = T || H∅B = T}
What the above production rule means is that, if we establish a connection

between the head and the body, then we have as a starting letter the head, or else the
body.


Bst → {H∅ && B∅} → Stop

If head and body not found, then stop.


Bst → HaB # BaHRU # BaHLU # BaFRU # BaFLU # H(RU)aH(RL) #

H(LU)aH(LL) # F(RU)aF(RL) # F(RU)aF(LL)
In particular cases, which are not analyzed in this section a human body state
may be defined, with the use of lesser letters of the alphabet. How we handle these case
is noted in Section 3.2.1.2, definition 8.
The grammar and the production rules for the whole body pose estimation
procedure is depicted in the figure bellow. As we mentioned previously it is going to be
represented with a tree structure.
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Figure 18 Tree representation of the process of body segments recognition.

The tree represents a correct recognition between the head, and the body. If that
wasn’t possible then our approach tries to recognize the main body part, and select the it
as our starting symbol.


Bst → {HaB # BaHRU # BaHLU # BaFRU # BaFLU}

In order to continue with establishing relations among lower and higher part
segments, the previous production rule must be established. For these production rules, we
are going to use tree structure representation as well, for economy of space we are going
to present the left body side, but the same stands valid for the right-hand side as well.
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Figure 19 Relationships among Upper and Lower parts of the hand and feet.

By the above graphs, we can deduct that, either we can establish a relation between
upper and lower part of the hands and the feet respectively or not. If we establish a
relationship for the entirety of segments, then our final production rule will be:


Bst → {HaB # BaHRU # BaHLU # BaFRU # BaFLU # H(RU)aH(RL) # H(LU)aH(LL)
# F(RU)aF(RL) # F(RU)aF(LL)} = “word”
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Figure 20 SOMA Language patters illustrative examples

The SOMA language is used as a precursor of our high-level knowledge extraction
language KINISIS. KINISIS has a dual role in our approach. It is used to intellectually
combine the information passed from SOMA language, while it is also used recognize the
on-going activity.

The KINISIS Language
KINISIS Language: Introduction
KINISIS Language is responsible to identify simple activities. In order to do so we
parse the body joints position information from SOMA Language, and calculate the angles
among the selected adjacent body parts. We use these information as a sequence of time
series information that consist of the angle change within the selected frames. A preview
of how the above-mentioned information can be depicted.
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Figure 21: A preview of KINISIS Language output for a recognized activity

On Figure 22 we can see the steps that we will make in order to lead our way to activity
recognition.

Figure 22: Steps until we recognize a simple activity
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To summarize, KINISIS language is going to combine the body state that SOMA
provides in order to recognize a simple action like walking, sitting standing up and so on.
We will use a dataset [100, p. 4] consisting of simple action data, and train our system to
identify them.

Figure 23 Walking Pattern illustrative example

Figure 24 Running Pattern illustrative example

Figure 25 Getting up pattern illustrative example
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Figure 26 Sitting down pattern illustrative example

Figure 27 Standing-up from ground pattern illustrative example
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KINISIS Language: Alphabet, Grammar, Definitions, and
Notations
Definition 1: The alphabet of the grammar can be altered according to the activities
we want our system to be able to recognize.
Notation 1: We should point out that the grammar should only consist of simple
activities, like walk, stand-up, sit-down, lay-down, etc.
Definition 2: KINISIS Language parses all data acquired from a video by SOMA
Language, but only uses the information for each ten (10) frames, in long-videos/real-life
scenarios. For example, 0 frame, 5th frame, 10th frame, 15th frame, 20th frame, and so on.
Notation 2: We came up with this frame ratio handling, after considering the
information within books [102], [103]. As well as by plotting the angle data from the MSR
Daily activity Dataset, and checking that by incorporating a lower frame ratio we don’t
miss information, but we reduce redundant data.
Definition 3: The problem is to recognize the activity a subject is performing
through an RGBD video stream
Definition 4: It is a multi-class structured classification problem.
” Normal” Machine Learning:
f: X →ℝ

Equation 6

Input X can be any kind of objects, output is a real number
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Structured Output Learning:
f: X → Y

Equation 7

Inputs X can be any kind of objects. Outputs y ∈ Y are complex (structured) objects images,
parse trees, in our case metadata of a sequence of images parsed from a video
Notation 3: Ad hoc definition of what is structured data. As structured data, we
consider data that consist of several parts. The part themselves obviously contain
information. But equally important information can be extracted in conjunction among the
data parts.
Definition 4: The complete feature list that is enhanced to KINISIS to be able to
recognize each performed activity.
1.

BaHRU: angle between body and right upper hand

2.

BaHLU: angle between body and left upper hand

3.

H(RU)aH(RL): angle between upper and lower right hand

4.

H(LU)aH(LL): angle between upper and lower left hand

5.

BaFRU: angle between body and right upper leg

6.

BaFLU: angle between body and left upper leg

7.

F(RU)aF(RL): angle between upper and lower right leg

8.

F(LU)aF(LL)}: angle between upper and lower left leg
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9.

a(T): acceleration of the Torso

Definition 5: In order to calculate the aforementioned angles in the 3D space we
use the following equations.
There exist of course numerous ways to do that, but we use vectors, and “the righthand” rule to calculate the B angle, from three points A, B, and C.
𝐴𝐵⃗ = 𝐵 − 𝐴

Equation 8

𝐵𝐶⃗ = 𝐶 − 𝐵

Equation 9

The scalar product or dot product has the following property:
𝐴𝐵⃗ ∗ 𝐵𝐶⃗ = 𝐴𝐵⃗ ∗ 𝐵𝐶⃗ ∗ 𝑐𝑜𝑠 𝜃

Equation 10

With ||*|| we measure the length and θ is the angle formed among the two vectors.
Thus, all the information we need is the (x, y, z) coordinates of the three points. And then
we can rearrange Equation 6 and solve it for θ.
𝜃 = 𝑎𝑟𝑐𝑜𝑠(

⃗∗
⃗ ∗

⃗
⃗

)

Equation 11

Definition 5: In order to calculate the acceleration of the torso, and given that we
know the position of it in the 3D space we need to do the following.
We know that given the position function of an object, that the velocity of the object
is the first derivative of the position function, while the second derivative of the position
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function, or the first derivative of the velocity function produce the acceleration of the
object. So using the following formula we can calculate the acceleration of the object.
(

)

𝑎(𝑡) = 𝑙𝑖𝑚

( )

=

→

=

Equation 12

Notation 4: KINISIS parses from SOMA the position in the 3D space of the yellow
squared joints, as we can see in Figure 28. And then we calculate the angles needed like
presented in Figure 29 on the right image.

Figure 28 Skeletal Joints of Interest
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Figure 29 Illustrative Examples of Skeletonization (left), and Angles Calculation (right)
We define the grammar of the KINISIS language. Starting with a theoretical form
of the language, which is presented, where semantics and theoretical aspects are also
discussed. The context free grammar G represents the production rules used to generate the
body segments extraction and pose recognition, represented in a tree structure.


G = (VN, VT, P, S, A)



A = {a1, a2 and a3}, the alphabet of the language



VN = {S, Bst, K, T, a}



S: the starting point



Bst: a human body – state, in time t
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K: KINISIS language operator



T: a non-yet defined activity



ADB = activities database



# is the synthesis operator



∅ is the non-established relation symbol



|| is the or relation symbol



&& is the and relation symbol



T is the true symbol which means established connection



F is the false symbol, which means not established connection

Production rules (PR):


S→T



T → ∑ Bst



∑ Bst → {Bs1, Bs2, ..., Bsn}
A sequence of body states in time.



K → ∑ Bst
The sequence of body states in time, are given in KINISIS algorithm



K → {Bs1, ..., Bsn} = ACS
KINISIS checks following body state frames and classifies them as a

specific simple activity.
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Further on we are going to present an illustrative example that was recorded in a
controlled environment in our lab. And it is a very short activity that is used only for
demonstration purposes. The walking lasts two seconds, so we selected six frames, to
recognize the activity.

Figure 30 Frames 0,14, and 29 of walking activity
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Figure 31 Frames 34, 49, and 64 of walking activity
Angles Relations:


Bst0 → {BaHRU(117) # BaHLU(119) # BaFRU(109) # BaFLU(103) #

H(RU)aH(RL)(208) # H(LU)aH(LL)(191) # F(RU)aF(RL)(177) # F(RU)aF(LL)(135)}


Bst14 → {BaHRU(118) # BaHLU(119) # BaFRU(110) # BaFLU(102) #

H(RU)aH(RL)(206) # H(LU)aH(LL)(190) # F(RU)aF(RL)(180) # F(RU)aF(LL)(135)}


Bst29 → {BaHRU(119) # BaHLU(126) # BaFRU(88) # BaFLU(75) #

H(RU)aH(RL)(201) # H(LU)aH(LL)(186) # F(RU)aF(RL)(186) # F(RU)aF(LL)(137)}


Bst34 → {BaHRU(121) # BaHLU(128) # BaFRU(71) # BaFLU(84) #

H(RU)aH(RL)(200) # H(LU)aH(LL)(186) # F(RU)aF(RL)(198) # F(RU)aF(LL)(151)}


Bst49 → {BaHRU(140) # BaHLU(177) # BaFRU(138) # BaFLU(67) #

H(RU)aH(RL)(190) # H(LU)aH(LL)(178) # F(RU)aF(RL)(193) # F(RU)aF(LL)(151)}
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Bst64 → {BaHRU(146) # BaHLU(166) # BaFRU(166) # BaFLU(106) #

H(RU)aH(RL)(189) # H(LU)aH(LL)(177) # F(RU)aF(RL)(204) # F(RU)aF(LL)(153)}


Side detected: Right



S -> T



T -> Σ Bst



Σ Bst -> {Bst0, Bst1, Bst2, Bst3, Bst4, Bst5} -> Walking

The DRASIS Language
Introduction
Action primitives that are committed in a continuous series of time can be
interpreted as an activity, a continuous series of activities, can be defined as complex
activity. Complex activity recognition is one of the end goals of this research. DRASIS
Language has a dual role, the first is to be able to recognize when we have a change of
activity.
As change of activity we define the fuzzy moment where a person transitions from
one action to another. A brief example of a sequence of activities can be the following.
Subject walks in a room, sits down, stands, up, walks, grasp something from the floor,
walks, leaves it on a table, walks, and exits the room.
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The formal language of the methodology is going to be presented within the
following sections, and the end goal is automatic recognition of activity change. According
to literature the vast majority of human activity recognition systems recognize and classify
single point, that are considered as activity change points [88], [104] – [107]. Other
approaches, utilize a human body pose database and associate poses with specific actions
[111], this study was done for ballet movements.
On the one hand these approaches have the advantage of being able to recognize
different activities. On the other hand, they cannot accurately recognize the temporal
description for each activity.
An approach from Aggarwal et. al in [68] that segments activities only from frontal
view, utilizing body joints, and taxonomizing them into breaking-points, and activity points
it is the one that we got inspired from, and incremented from that to what we believe is a
more advanced methodology.
In [109] they use Hidden Markov Models to minimize the entropy of the
components distributions. This helps the model learn internal states and categorize data to
highly interpretable hidden states. Feng Niu et. al in [110] another Hidden Markov Model
approach is proposed that utilizes the thresholding and voting parameters of the model. To
train the model they use simple activities recorded from different views. For the testing
phase they utilize the voting system in order to segment activities.
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Our methodology automatically recognizes change of activity, and segments
sequences of actions, into distinct actions.
The second part of DRASIS Language is to be able to classify a sequence of
activities as normal or abnormal, according to a hybrid model that utilizes both Fuzzy
Cognitive Maps, and Ruled-Based Colored Petri Nets.
Previous described activities they either try to match each pattern with an activity,
or they perceive that activity change occurs within a single from, or they match activities
with poses. All of these approaches have limitations, like ours probably.
We consider our approach to be novel and unique because it enhances features
previously studied, but we propose a fuzzy turning point detection system. In real life we
do not transit from one activity to another directly. Sometimes we might do it really fast,
while other time we might “take our time”. So, we came up with this methodology that we
believe can accurately detect, and segment activities.

DRASIS Language: Alphabet, Grammar, Definitions, and
Notations
For the action segmentation section, we will use three (3) angles that are generated
from the skeletonization of the following three components, body, upper legs and lower
legs, as well as the acceleration of the torso. We should note that we will not use the angles
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that are generated from the relation among them, but the inclination angle of these three
body parts in relation to the ground.
At start we are going to compute these angles, from a continuous sequence of
frames and classify them as turning points, or in-between points.
In order to train our algorithm to understand whether a frame belongs to an action,
or the action has reached a point where it has changed, we will utilize Long Short Memory
Recurrent Neural Networks. The first class will be consisted of in-between data. Inbetween data consist of human poses that belong to actions. The class will consist of fuzzy
turning points data. A turning point is the significant point during which we have a change
of action. By significant we do not mean unique, but it might be one frame or a sequence
of frames where the subject is about to perform a new unrecognized activity. When that
happens DRASIS Language stops working and KINISIS takes action.
Definition 1: Turning points can be one or more, regarding the time it takes
somebody to transit from one activity to another.
Notation 1: The reason we use fuzzy breaking points is that the change from one
activity to another might differ according to the age of the subject, the necessity to perform
the next activity and so on.
Definition 2: In order to calculate the aforementioned angles in the 3D space we
use the following equations.
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There is of course numerous way to do that, but we use vectors, and “the righthand” rule to calculate the B angle, from three points A, B, and C.
𝐴𝐵⃗ = 𝐵 − 𝐴 Equation 13
𝐵𝐶⃗ = 𝐶 − 𝐵 Equation 14
The scalar product or dot product has the following property:
𝐴𝐵⃗ ∗ 𝐵𝐶⃗ = 𝐴𝐵⃗ ∗ 𝐵𝐶⃗ ∗ 𝑐𝑜𝑠 𝜃 Equation 15
With ||*|| we measure the length and θ is the angle formed among the two vectors.
Thus, all the information we need is the (x, y, z) coordinates of the three points. And then
we can rearrange Equation 6 and solve it for θ.
𝜃 = 𝑎𝑟𝑐𝑜𝑠(

⃗∗
⃗ ∗

⃗
⃗

)

Equation 16

Definition 3: In order to calculate the acceleration of the torso, and given that we
know the position of it in the 3D space we need to do the following.
We know that given the position function of an object, that the velocity of the object
is the first derivative of the position function, while the second derivative of the position
function, or the first derivative of the velocity function produce the acceleration of the
object. So, using the following formula we can calculate the acceleration of the object.
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(

)

𝑎(𝑡) = 𝑙𝑖𝑚

( )

=

=

→

Equation 17

Definition 3: The rule based place in DRASIS is dependent on the Fuzzy Cognitive
Maps, and Rule-Based Colored Petri Nets seem, according to the FCM we create rules, and
Rule-Based Colored Petri Nets are used for visualization purposes.
Notation 2: The Rule-Based place can be manipulated according to the field of
interest. For example, if the system is going to be used for people with disabilities activities
to be recognized will be changes, and rules as well. Because the concept is different.
Notation 3: The alphabet of the language is consisted of the three aforementioned
angles and the acceleration of the torso parameter.

DRASIS Language: Grammar
We define the grammar of the DRASIS language. Starting with a theoretical form
of the language, which is presented, where semantics and theoretical aspects are also
discussed. The context free grammar G represents the production rules used to generate the
body segments extraction and pose recognition, represented in a tree structure.


G = (VN, VT, P, S, A, M, RB)



A = {a1, a2, a3 and a4}, the alphabet of the language



VN = {S, Bst, K, T, ai}
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S: the starting point



M: is the place where DRASIS stores the previously recognized KINISIS

activity.


RB: Rule-Based place, associated with PNs and Fuzzy Cognitive maps



Bst: a human body – state, in time t



TPDB = Turning Point data base



# is the synthesis operator



∅ is the non-established relation symbol



|| is the or relation symbol



&& is the and relation symbol



T is the true symbol which means established connection



F is the false symbol, which means not established connection

Production Rules (PR):


K → ΣBs1 = {a1, a2, a3, a4} = TPDB KINISIS checks if the sequence of

frames consists a turning point, for simplification in our current example we regard t=1 as
a turning point.


K → {{∑ Bst} # {∑ Bst = y = TP} # {∑ Bst} # {∑ Bst = z = TP}}

A sequence of simple actions and their brake points respectively, that construct a
complex activity.


K → {ΣBst = TPDB || ΣBst =! TPDB}
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When we have a sequence of more than one activities, we need to check whether a
specific body state in time t, is a turning point.

Figure 32 Illustrative Example of Sitting-Down, Standing-Up, Walking, Running

We will briefly explain the process of Sitting-Down, Standing-Up, Walking, and
then Running.
After doing so we will present with what the formal languages output of KINISIS,
and DRASIS would be.
SOMA parses the body joints positions from a sequence of video frames. KINISIS
parses this information and calculates the angles for the features needed, as well as the
acceleration of the torso on the x-axis. After recognizing the activity with the incorporation
of the learning scheme, then it stops.
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SOMA in the meantime keeps parsing information for the change of position of the
body joints. Then DRASIS takes places. Fist stores the detected activity and then starts
seeking for turning points.
Turning points is the fuzzy moment when subject stops performing an action, and
is in the process of starting the next one. After figuring out the Turning Point DRASIS
stops working.
KINISIS takes action again in order to recognize the next activity. This procedure
is repeated as long as we have an input stream, and until the subject stops moving or
performing actions.
What KINISIS, and DRASIS Rules look like when recognizing an activity:
1.

KINISIS for Sitting-Down:

Side detected: Right
S→T
T → Σ Bst
Σ Bst →{Bst0, Bst1,……, Bsti, Bsti+1} → Sitting-Down
2.

DRASIS seeks for a turning Point:

S→T
T→K
K → {M{Sitting-Down}, {∑ Bst != TP} # {∑ Bst = y = TP} } → DRASIS
found a Fuzzy TP
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3.

KINISIS for Standing-Up action:

Side detected: Right
S→T
T → Σ Bst
Σ Bst →{Bst0, Bst1,……, Bsti, Bsti+1} → Standing-Up
4.

DRASIS seeks for a turning Point:

S→T
T→K
K → {M{Sitting-Down, Standing-Up}, {∑ Bst != TP} # {∑ Bst = y = TP} }
→ DRASIS found a Fuzzy TP
5.

KINISIS for Walking action:

Side detected: Right
S→T
T → Σ Bst
Σ Bst →{Bst0, Bst1,……, Bsti, Bsti+1} → Walking
6.

DRASIS seeks for a turning Point:

S→T
T→K
K → {M{Sitting-Down, Standing-Up, Walking}, {∑ Bst != TP} # {∑ Bst =
y = TP} } → DRASIS found a Fuzzy TP
7.

KINISIS for Running action
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Side detected: Right
S→T
T → Σ Bst
Σ Bst →{Bst0, Bst1,……, Bsti, Bsti+1} → Running
8.

DRASIS seeks for a turning Point:

S→T
T→K
K → {M{Sitting-Down, Standing-Up, Walking, Running}, {∑ Bst != TP} #
{∑ Bst = y = TP} } → DRASIS found a Fuzzy TP

Figure 33 Fuzzy Turning Points detected, are depicted within the green circles
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SOMA, KINISIS, AND DRASIS LANGUAGES
CONCLUSSIONS
We have presented a methodology for recognition of complex human activities and
automatic segmentation among them.
Our goal is to be able identify simple human activities, out of a sequence of different
activities. Segment them into simple ones, and then categorize the sequence of activities as
normal or abnormal according to a rule-based system.
To do so the use of SOMA language is obligatory in order to extract body poses
from video frames, and apply specific pre-processing steps. KINISIS contributes higher
level logical results, regarding simple activities.
In more detail KINISIS recognize an activity, and then DRASIS takes place.
DRASIS is responsible to recognize change of activity within the next frames. When that
happens KINISIS takes charge again in order to recognize the next activity. When we have
a sequence of recognized activities, by incorporating the rule-based modality of DRASISS
we are able to classify activities as normal and abnormal which are performed successively
without breaks or pauses. A rapidly developing field like computer vision is need of:


Accurate algorithmic modeling of action recognition can introduce a

multitude of challenges.
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Computer vision and pattern recognition algorithms can aid in action

identification.
Lately there is a trend in research towards recognition of actions using features
extracted from the human body, as well as recognition of complex activities. A
fundamental step towards that should be the recognition of plain actions in real
environments. A very challenging task due to the variety of parameters that can change
throughout the time. Systems like the one presented within this chapter can be useful in
numerous ways:
1.

Surveillance in order to reduce crime if it is couple with an object

recognition methodology.
2.

Monitoring of public locations such as parking lots, and shopping centers

to monitor traffic and human flow, and prevent accident due to large number of cars or
humans.
3.

Physiotherapy so that people can be able to the prescribed exercises from

home and in a very accurate way.
4.

Monitor of elderly people, or people in need. Due to the rule-based system

addition that can be of immense help, since we can utilize it and notify someone in order
of irregular activities.
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5.

Sport due to the angles it can be used in training, for professional athletes

to perfect their movement when they shoot a ball, or the way they run according to their
unique measurements, and body criteria.
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CHAPTER 4. SYSTEM
IMPLEMENTATION
This chapter is the final step of this research. In Chapter 3 we presented the outline
of the Context-Free Formal Languages Cooperative Model. Within this chapter we are
going to describe the implementation of our system, and the results that we got after
running benchmarks on datasets. Reader should expect to find the implementations details
for each of the previously presented Formal Languages namely SOMA, KINISIS,
DRASIS. As well as, the enhancements we added in each level to tackle the disadvantages
of the formal modeling. A brief reminder of them:
1.

Grammars expect high accuracy in the lower levels, hence they are not

suited to deal with errors in low-level tasks such as tracking errors and missing
observations. (incorporation of ANNs for Activity, and Change of Activity
Recognition)
2.

In complex scenarios that are far more complex than sequence of actions.

Like overlap, and parallelism of actions is difficult to formulate the rules. (coupling ANNs,
Fuzzy Cognitive Maps, and Rule-Based Colored Petri Nets)
3.

Using grammars for training and learning is an intelligent alternative but

very computationally intense, and not robust at all. (learning is performed with ANNs)
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4.

Not adequate enough for expressing statistical results, and scaling.

(statistical are given with the incorporation of ANNs and scaling results represented
with Rule Based Colored PNs)

INTRODUCTION
In this section we are going to briefly describe the overall functionality of our
system. Steps:
1.

KINECT camera starts recording.

2.

SOMA starts.

3.

Pre-Processing steps, like motion detection, background subtraction,

silhouette extraction.
4.

Body skeletonization with the use of KINECT library.

5.

Parse and store body joints positions in time (4D space).

6.

KINISIS starts

7.

Calculates eight (8) angles among adjacent body parts, and acceleration of

the torso in the x-axis.
8.

Manipulates data, and creates nine (9) feature vectors.

9.

With the use of Artificial Neural Networks, we recognize the activity

within the first minute of the video.
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10.

DRASIS starts.

11.

Dual Role
a.

Calculates the inclination angle among five (5) body parts and the

ground
i.

Manipulates data, and creates six (6) feature vectors.

ii.

With the use of Artificial Neural Networks, we categorize a

fuzzy sequence of time-series as turning, or activity points.
b.

Stores previously recognized activity.
i.

Utilizing Fuzzy Cognitive Maps, and Rule-Based Colored

Petri Nets, we categorize an activity or a sequence of activities as normal
or ab-normal.
This is an iterative process, that repeats as long as we can recognize a human body
with the use of the Kinect camera. When that stops the system comes into an idle position,
and restores its memory.
We present an accurate and computationally robust system, that can pave the way
to the creation of an activity recognition systems. Which can be produce a wide spectrum
of applications. The fundamental component of the system that is the Formal Languages,
can be altered with ease, and research activity by parsing the sequence of frames, or utilize
other techniques.
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Within the next figure it is clearly depicted how our systems works. Blue
modalities describe SOMA language, while orange modalities describe KINISIS language.
Finally, yellow modalities depict DRASIS language.

Figure 34 System Implementation Diagram
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THE SOMA LANGUAGE IMPLEMENTATION
As we mentioned in Chapter 3, SOMA language is used for the pre-processing
steps, body skeletonization, and angle relations among adjacent body parts extraction. To
skeletonize the human body, we incorporate the already implemented, widely used and
tested skeletonization function of KINECT. With the use of KINECT, we can detect up to
six (6) skeletons, and we project the detected body joints using ellipses. In Figure 34 we
shall see all the body parts that Kinect can detect, although we detect all these points we
only make use of ten (10) Points. The ones mentioned in the Chapter 3, section 3.2.6, Figure
28.

Figure 35 Skeletonized body with the use of Kinect
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The Microsoft KINECT Sensor
Microsoft KINECT is widely used in the field of computer vision. When it was
released as a gaming console, it took only two years before it became one of the hottest
topics of research in all accredited conferences and journals.
KINECT has been used for human activity recognition, gesture recognition, activity
analysis, object recognition and tracking, etc. [111]. When we compare it with
conventional 3D cameras like stereo cameras, and range cameras, there are obvious
advancements and enhancements it offers.
Compering it with expensive 3D cameras we shall see that it has higher resolution
depth, and the color sensing of it, furnish researchers with new opportunities on close range
modeling, and tackles classical problems. A thorough description of the advancements it
offers is provided by Gokturk et al. in [112].
Throughout this research we incorporate for the live tracking, the Xbox One based
Time of Flight KINECT that is the newest version. For real time range imaging cameras
is regarded as the best option. On the figure bellow we can see the KINECT v2, and on the
table after that the specifications and improvements from KINECT v1, to KINECT v2.
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Figure 36 KINECT 2
Version 1

Version 2

Depth Range

From 0.4m to 4m

From 0.4 to 4.5m

Color Stream

640 x 480

1920 x 1080

Depth Stream

320 x 240

512 x 424

Infrared Stream

-

512 x 424

Type of Light

Light Coding

Time of Flight

Audio Stream

4-mic array 16 kHz 4-mic array 48 kHz

USB

2.0

3.0

Number of Bodies Tracked

2 (+4)

6

Number of Joints Recognized 20

25

Hand Tracking

External Tools

Yes

Face Tracking

Yes

Yes & Expressions
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Field of View

57” H 34” V

70” H 60” V

Tilt

Motorized

Manual

Table 7 KINECT v1 and KINECT v2 Specifications

Coordinate Mapping Problem
Kinect uses three sensors. RGB camera, infrared and depth sensor. These sensors
are one on top of the other, due to that, and because the sensors have a different range of
view, the detected skeletons are not perfectly aligned to the detected bodies.

Figure 37 Coordinate Mapping Problem
To fix the above depicted problem we must perform two tasks.
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1.

Project and un-project depth/infrared from 2D image space to 3D

camera space, and vice versa.
2.

Map between locations on the depth image and their corresponding

locations on the color image.
What we actually do is we associate the points given in meters, to the visual
elements which are in pixels’ values that correspond in the depth and infrared space. So,
we transform real-world 3D values into 2D screen values. If we want to go from depth or
infrared space, to the camera space we are doing the exact opposite.

Figure 38 Coordinate Mapping Problem, Solved.
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Now that we solved the alignment problem by applying coordinate mapping
transformation we can continue and present the Graphical User Interface of the system, as
well as, provide some implementation examples for SOMA Language.

The Graphical User Interface
The Graphical User Interface consists of a main screen with three different
modules, Camera module can be used to take snapshots of users with the use of the RGB
camera, the infrared or depth sensor. In these pictures skeletonization can be applied as
well. The Recording module can save into a video everything that can be seen by the
KINECT device.
Finally, the angles module depicts what the RGB camera records, and shows
information for the angles generated among the adjacent body parts. When we are in this
module and we chose to record, the video stream is saved directly to the Pictures folder,
and a text file with all the angles recorded in each frame is generated and saved in the
documents folder. The GUI is implemented in C++, KINECT, and OpenCV library are
included [113] – [116].
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Figure 39 Graphical User Interface.

Implementation Examples
SOMA Language has a set of production rules, and based on them we provide the
information taken from each frame and use it to estimate a body pose, or to use a sequence
of them to provide them to KINISIS language and interpret a simple activity. The set of
SOMA production rules:
▶

S→T

▶

T→ Bst

▶

Bst → {HaB = T || {(H∅B = T)-> (BaHiU # BaFiU)}}
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▶

Bst → {H∅ && B∅} → Stop

▶

Bst → {HaB # BaHRU # BaHLU # BaFRU # BaFLU #

H(RU)aH(RL) # H(LU)aH(LL) # F(RU)aF(RL) # F(RU)aF(LL)}
So, for still images, we can use SOMA Language to define a specific pose, and also
try to find connections for the angles generated from different persons having the same
pose.

Figure 40 Subjects Standing in a “T” position.
The generated production rule from SOMA is the following:
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For the left picture: Bs -> {BaHRU(183) # BaHLU(185) # BaFRU(96) #

BaFLU(95) # H(RU)aH(RL)(177) # H(LU)aH(LL)(180) # F(RU)aF(RL)(180) #
F(LU)aF(LL)(180)}


For the right picture: Bs -> {BaHRU(177) # BaHLU(179) # BaFRU(95) #

BaFLU(95) # H(RU)aH(RL)(170) # H(LU)aH(LL)(177) # F(RU)aF(RL)(177) #
F(LU)aF(LL)(175)}
We can notice that the maximum difference in the same adjacent body parts is 6 degrees.
Moving forward we are going to give another example for body pose, this one is going to
be about sitting comfortably on an office chair.

Figure 41 Subjects sitting comfortably on an office chair.
The generated production rule from GLOSSA is the following:
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For the left picture: Bs -> {BaHRU(125) # BaHLU(137) # BaFRU(149) #

BaFLU(164) # H(RU)aH(RL)(187) # H(LU)aH(LL)(171) # F(RU)aF(RL)(119) #
F(LU)aF(LL)(81)}


For the right picture: Bs -> {BaHRU(137) # BaHLU(142) # BaFRU(182)

# BaFLU(201) # H(RU)aH(RL)(230) # H(LU)aH(LL)(280) # F(RU)aF(RL)(80) #
F(LU)aF(LL)(120)}
We shall be able to recognize here that the way someone sits might be a problem
because the way people sit is different, although for tricky activities we will use a
classification scheme in order to recognize and learn high-level abstract representations of
the data automatically. The process of body identification is the following within a
sequence of frames is the following:


Get a reference to the body frame.



Check if the body frame is null, that is very important.



Initialize a body list, to store the joints that the sensor can detect.



We should get and refresh the body data, for every new frame.



Loop through the list of bodies.
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THE KINISIS LANGUAGE IMPLEMENTATION
KINISIS is in pursuance of simple human activity recognition that is a very popular
research topic, due to the wide spectrum of applications, and the complexity of the problem.
Deep Learning (DL) has become one of the emerging topics of study for activity
classification.
Other classifications schemes that are widely used are Hidden Markov models
(HMM), Linear Chain Conditional Random Fields (CRF), Skip-Chain Conditional
Random Fields(SCCRF), and Emerging Patterns(EP).
Within the next table reader can see a comparison of these models for the activity
recognition field.
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Linear Chain
Conditional
Random Fields

Skip Chain

Hidden
Markov Models

Conditional
Random Fields

Emerging
Patters

Concurrent
and
Interleaved

Not Recognized

Not Recognized

Recognized

Recognized

Supervised

Supervised

Supervised

Change of

Change of

Change of

EP mining

schema required

schema required

schema required

required

Activity
Learning
Method for
Labeling

Scalability

Partially
Supervised

Table 8 Comparison of different models for activity recognition

A very commonly used model is Artificial Neural Networks (ANN) [117]. ANNs
constitute of multiple layers of neurons that utilize linear and non-linear functions to
transform the data. The layers are interconnected, and the following layer parses as an input
the output of the previous one. Finally, the last layer provides us with the outcome, that is
the decision of the model.
Neural Networks with even one hidden layer, are potentially adequate enough to
tackle any mapping problem, there is no universal algorithm that can approximate the
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activation function, output function, and hyperparameters tuning in order to directly solve
a problem. So, researchers end up tangling these features so that they can achieve the best
results.
ANNs are in need of huge datasets and as mentioned earlier extensive search for
the parameters to build a very accurate model.
Although in 2000 Igor Aizenber and his colleagues came up with the finding that
adding hidden layers provides us ample benefits [118] – [120]. Doing that shift ANNs into
Deep Neural Networks (DNN).
DNN are able to compute complex data hierarchies, thus they are able to recognize
and learn high-data abstract representations of raw input data automatically. Recently
researchers tend to utilize deep learning (DL) in image processing, speech recognition,
natural language processing, among others.
Hence our problem being a time-series related one. And because we try to predict
the activity based on large sequences of numbers. Deep Learning and more specifically
Convolutional Neural Network (CNN), Long Short-Term Neural Network (LSTM), and a
hybrid model of these two is used to classify the activity.
CNN, LSTM and the hybrid model is going to be presented in depth within the
classification section. But before we move forward and hence number of approaches are
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using different topologies and hybrid approaches of HMMs, and CRFs we are obligated to
also present our case regarding the reasoning of choosing LSTMs as our main model.
M. Panzner et. al in [121] conducted a research regarding the applicability of LSTM
and HMM models in activity recognition.
While K. Fazle et. al in [122] performed a study on Multivariate LSTM and FCN
for Time Series Classification, within this paper we can find information regarding the
applicability of HCRF.
Within the next table we are going to present all the valuable facts.

LSTM vs

HMM

LSTM perform overall better for discrete and
continuous actions.
LSTM perform better for long and short-term
PROS

sequences, while HMM don’t handle well long
sequences.
LSTM learns across all classes of features.
HMM produce errors due to the limitation of the
Markov assumption for the temporal context.
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Need Large Datasets.
CONS

Training is faster with HMM.
Capture quicker the essence of actions that velocity
changes faster.

Table 9 Comparison of LSTM and HMM for Human Activity Recognition

LSTM vs

HCRF

LSTM handles sequential and non-sequential time
series data, while HCRF can handle only sequential
PROS

[123].
In comparative studies with time-series data LSTM
outperform HCRF [124], [125].

CONS

HCRF is a much more computationally expensive and
intense algorithm.
HCRF don’t handle well long-time sequences
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In HCRF the number of parameters in the model
increases linearly with the total number of latent states
required, while in LSTM won’t change
HCRF tend to overfit the data for latent states
Both methods need large training datasets.

Table 10 Comparison of LSTM and HCRF models for Human Activity
Recognition

Frame Reduction Technique
For video frames processing we use the Kinect tracking algorithm, and from the 30
frames pair second, we select four of them. In order for our computation to be more robust.
We support our decision based on heuristics, and according to IBM multimedia
parsing study [113]. The selected frames are going to be the first, tenth, twentieth and
thirtieth.
We can justify also our decision with the use of the following rationale. As we can
see within the following figures, when we parse all frames, there is a lot of redundant
information among them. There is not much information and knowledge if we parse every
frame. Because activities no matter how fast they are performed, we can’t see much
difference in joints positions if we check every of the thirty (30) frames that are outputted
within one (1) second.
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While we thought of incorporating the IBM multimedia parsing study that uses
three (3) frames out of every thirty (30) within one (1) second, after thoroughly checking
the patterns change within different activities, we decided that we are missing some
information.
So, the tradeoff that we selected is to use five (5) frames within (1) second. Bellow
we shall see the plots for walking activity, first for every frame, then for three (3) within a
second, our selected approach of five (5) frames within a second, and finally for every ten
(10) frames within a second.

Figure 42 Walk Angles, every frame
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Figure 43 Walk Angles, every three (3) frames

Figure 44 Walk Angles, every five (5) frames
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Figure 45 Walk Angles, every ten (10) frames

Figure 46 Sit Angles, every frame
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Figure 47 Sit Angles, every three (3) frames

Figure 48 Sit Angles, every five (5) frames
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Figure 49 Sit Angles, every ten (10) frames

KINISIS Classification Scheme
There are numerous real-life problems that can be depicted as time series problems.
Human activity recognition is for sure on of them, LSTM and CNN are widely applicable
and used to classify actions.
LSTM they catch relationships on the temporal dimension without mixing time
steps together.
While CNN try to understand and learn patterns on the temporal dimension.
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Both of them lighten up when they have to deal with big data, and can be of great
performance, and help for many applications. Like monitoring, smart homes, humancomputer interactions, and of course activity recognition.
A time-series problem, is the one that consists of a sequence of numbers that are
ordered by a time index.
Within this study we have a supervised learning problem that consists of input
patterns, and output patterns. Thus, we need the algorithm to learn how to classify
accurately patterns from the input patterns.

4.3.2.1 Long Short-Term Neural Network
Recurrent Neural Networks work well for short-term time series, but they struggle
when we have time-series longer than twenty (20) to fifty (50) steps. The struggle depends
on parameters like the number of classes, the number of features, as well as the complexity
of the data.
In 1990 Sepp Hochreiter et. al [127] proposed the LSTM network that can handle
long-term time series much better than other RNNs, HMMs, and all other networks that
can handle time series problems.
That happens because LSTM is relatively insensitive to gap length. LSTM has three
very important properties the Forget Gate, the Input Gate, and the Output Gate.
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But the most important module of the LSTM is the internal state variable, that one
cell passes it to another and is modified by the operation gates. The three gates have
different weights, and biases.
So, the network according to our tuning can select how much of the past and current
behavior should be kept, and how much of it should be transmitted to the output from the
internal state.

Figure 50 LSTM Architecture

But let’s dive deeper into the Forget, Input, and Output Gate:


Forget Gate:

This gate outputs either 0 or 1. A sigmoid layer that concatenates in a single
tensor previous output and current input, at time t-1 and t respectively. The gate is
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called forget because it will either pass the previous internal state unaltered or it
will completely forget it.
𝑓 = 𝜎(𝑤 . [ℎ


,𝑥 ] + 𝑏 )

Equation 18

,𝑥 ] + 𝑏 )

Equation 19

Input Gate:
𝑖 = 𝜎(𝑊 . [ℎ

The current input and the previous output are passed through a sigmoid
layer, and the value 0 or 1 is returned. Then it multiplies the aforementioned value
with the output of the candidate layer.
𝐶 = 𝑡𝑎𝑛ℎ(𝑊 . [ℎ

,𝑥 ] + 𝑏 )

Equation 20

The candidate function above uses the hyperbolic tangent to the mix of input
and previous output. As a result, it returns a candidate vector that is added to the
internal state.
We compute the internal state using the following rule. We multiply the
previous state with the forget gate and then we add the multiplication of the current
input gate and the new candidate.
𝐶 =𝑓 ∗𝐶


+𝑖 ∗ 𝐶

Output Gate
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Equation 21

The output gate is responsible to manage the amount of information that are
passed to the output from the internal state, and works like the other gates.
𝑂 = 𝜎(𝑊 . [ℎ

,𝑥 ] + 𝑏 )

Equation 22
Equation 23

ℎ = 𝑂 ∗ 𝑡𝑎𝑛ℎ𝐶 )

4.3.2.2 Convolutional Neural Network

Figure 51 Multi-Scale Convolutional Neural Network for Time Series Classification
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CNNs are able to categorize inputs, according to their correlation, and accomplish
object recognition within the intermediate steps, before the output. They can be applied to
recognize individuals, faces, street signs, platypuses, perform optical character
recognitions, text analysis, as wells to represent visually a spectrogram.

Within

the

next paragraphs we are going to describe the functionality of the CNN, we got inspiration
by the following papers, and journals [128] – [130].
The time-series are processes as tensor. Tensors are number matrices with
supplementary dimensions. Tensors are arrays within arrays, and CNNs use 4D tensors.
Height and width of the “image”, width is based on the encoding of the input the number
of input channels facilitates the depth of the image.
Convolve indicates that two or more things are rolling together, and there exists a
measurement where we try to figure out the amount of overlapping there exists among
them while the one passes over the other.
CNNs within the early layers they pass over the image vertical, horizontal, and
diagonal line filters in order to construct a feature map of the edges within the image.
Then these filters are kept, the image feature space is sliced, and they are mapped
in conjunction one by one. CNNs main characteristic is that they don’t try to acquire
knowledge of the image as a unity, but fragments of it.
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After the aforementioned procedure is performed on the convolutional layer, we
pass the input directly to a nonlinear function such as tanh, that will flatten the input values
in the range [-1,1].
The mathematical representation of the Convolution Layer is as follows:


Accepts a volume of size
W1 × H1 × D1





Equation 24

Requires four hyperparameters:
o

Number of filters: K

o

their spatial extent: F

o

the stride: S

o

the amount of zero padding: P

Produces a volume of size:
W2 × H2 × D2
𝑊=

(

𝐻 =

Equation 25
)

(

Equation 26
)

Equation 27
Equation 28

𝐷 = 𝐾
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With parameter sharing, we introduce F • F • 𝐷 weights per filter,

and as a result we have a total of (F • F • 𝑫𝟏 ) • K weights, and K biases.


To the output volume, the depth size is of size W2 × H2 because of

operating the filter over the input with stride S and then we offset it by the bias.
This procedure is performed for each slice.


Common hyperparameter setting are F = 3, S = 1, P = 1.
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Figure 52 Convolution Layer Example

Another important part of the CNN is the Pooling layer. It progressively squashes
the spatial size of the representation, and as a result we have a more robust and faster
algorithm within the next steps, without losing much needed information. Hence, we can
prevent our network of overfitting.
Finally, the Pooling Layer functions autonomously within every depth slice of the
input, and alters it with the use MAX operator.
It may perhaps be observed without straying too far afield from our primary focus
that there are two widely used variations for the pooling layer in practice.
The overlapping pooling with special extent with step three (3) and stride with step
two (2), and the even wider used special extent and stride with step two (2). The
mathematical representations of the Pooling layer functionality are the following.


Accepts a volume of size:
W1 × H1 × D1





Equation 29

Requires two hyperparameters:
1.

their spatial extent F,

2.

the stride S.

Produces a volume of size:
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Equation 30

𝑊 ∗ 𝐻 ∗ 𝐷
𝑊 =

(

𝐻 =

)

(

Equation 31
)

Equation 32
Equation 33

𝐷 = 𝐷


Introduces zero parameters since it computes a fixed function of the input.



We shall note here that is very uncommon to use zero-padding for Pooling

layers.

Figure 53 Pooling layer, max pooling operation

Finally, there is the fully connected layer (FC). FC is connected to all activations
of the previous layers, like in all ANNs. And the activations are computed with a matrix
multiplication accompanied by a bias offset. All in all, we can depict the functionality of a
CNN within the next two figures.
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Input

[Conv →
Relu →
Pool] *2

FC

RELU

FC

Figure 54 Example of a CNN with a single Convolution layer between every pool

Input

[Conv → Relu
→ Conv → Relu
→ Pool] *3

FC → [Relu] * 2

FC

Figure 55 CNN with two convolutional layers stacked before the pool layer.
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4.3.2.3 Long Short-Term Convolutional Neural Network
An in-depth presentation of the hybrid LSTM - CNN model can be found in [131]
– [133].
The CNN is used for the feature extraction of our input data, and is combined with
the LSTM that we employ it to enhance the classification process.
This kind of model can be used for problems that, have a temporal structure in the
input like in our case time-series, or temporal structure on the output is needed like words
in a textual description.
Or when we have spatial structure in the input, like pixels in an image, structure of
words in a paragraph, sentence, or document.
A Convolutional Neural Network accompanied by a Long Short-Term Memory
Network Architecture is depicted within the next figure.
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Input
CNN Model
LSTM Model
Dense
Output
Figure 56 CNN – LSTM Network Architecture

Results
In order to check the validity our approach we are going to use the MSR Daily
Activity 3D Dataset. Within this dataset daily activities are recorded with the use of a
KINECT camera.
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The actions are performed by 10 subjects, and the number of valid samples is five
hundred fifty-seven (557), and a total of twenty-two thousand and seventy-seven (22077)
frames.
The dataset is very challenging due to the missing information within frames. The
activities performed are the following, and we selected to validate our approach by trying
to classify the ones that are underlined and in bold:
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.

drink,
eat,
read book,
call cellphone,
write on a paper,
use laptop,
use vacuum cleaner,
cheer up,
sit still,
toss paper,
play game,
lay down on sofa,
walk,
play guitar,
stand up,
sit down.

Other approaches propose various validations methods like the ones in [134] and
in [135].
We use the standard protocol defined for neural networks. We randomly slice our
data in eighty percent (80%) for training and twenty percent (20%) for testing.
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We are going to contradict our approach with the methodologies presented in [136]
and [91]. We want to be able to recognize the activity as soon as possible, in order to be
able to check as soon as possible for change of activity.
Even though there exist methodologies that have higher recognition rate, these are
much more computationally heavy, although they do not outperform greatly the one that
we propose.
Subjects perform the activity two or three times within the video, and the video
duration varies from three (3) seconds to (8) seconds. Hence, we are using very small
videos for training and testing, thus we are going to use all the frames that are outputted.
For videos that are smaller, we mimic the data until we have a time-sequence of
equal length with the maximum observed time-sequence within this dataset.
We performed experiments in three different architectures in order to define which
one of them performs the best. We propose to experiment with a LSTM network, a CNN,
and finally, a hybrid model that consists of CNN-LSTM modalities. We evaluated the
aforementioned models as we mentioned previously on the MSR Daily Activity 3D dataset.
We parse all skeletal joints needed, and we calculate all the eight (8) angle relations
among the selected adjacent body parts, and the acceleration of the torso on the x-axis, for
every frame. Because this dataset consists of very short videos, we do not perform frame
reduction, and we parse all the frames.

160

Within the next table and figures we shall be able to see the networks configuration
and hyperparameter tuning that deliver the best results.
Convolution Neural Network
Number of Convolutional Layers:
Second,

Third,

Convolutional

and

Layer

4

Fourth

Hyperbolic Tangent function

(Activation

(tanh) / max pooling

Function/Pooling Layer Function):
First, and Fifth Convolutional Layer

Softplus function (relu) / max

(Activation Function/Pooling Layer

pooling

Function):
Learning Rate:

0.001 (default)

Batch Size:

300

Sequence Length:

128

Epochs:

200

Cost Function:

Softmax Cross Entropy with
Logits v2

Cost Optimizer:
Accuracy:

Adam Optimizer
Reduce mean (keeps a running average
of the results of computation from a
batch of inputs)

Table 11 Convolutional Neural Network Architecture & Hyperparameters
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(a)

(b)

Figure 57 CNN, (a) Accuracy-Iteration, and (b) Loss-Iteration Results

The Test Accuracy is 94.475%. The CNN model outperforms the LSTM, and
CNN-LSTM. CNNs parse information both from the temporal and spatial domains,
utilizing the convolutional layers. Our approach parses the time-series data from each input
channel. Then convolution and subsampling are performed, and as a result numerous
channels of information are generated from neighboring input time-series data. Finally, all
these data information are combined to present the needed outcome.
Within the next few paragraphs we are going to provide a brief discussion
regarding the hyperparameter tuning, as well as the architecture of our network. Starting
from the latter.
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We propose five convolutional layers, because the selected depth is
adequate enough to produce meaningful, and accurate results. We could add more layers,
but that won’t enhance the activity recognition accuracy for more than 0,832%, if for
example we add a sixth layer. And for the case of this study it is not a considerable
improvement, due to the reason that we want to have the minimal computational cost
possible. Further on when we have three or four convolutional layers the accuracy rate
drops from 2.192% to 4.73%.
Regarding the batch size. A batch size much greater or smaller than six
hundred (600) hinders the accuracy. To be precise a batch size smaller than four hundred
and fifty (450), or greater than six hundred and fifty (650) impedes the accuracy from
0.342% to 3.927%.
The activation functions for the convolutional layers play also a big part.
We figured out that no matter the network’s architecture. We always manage to achieve
the best performance when the first and last convolutional layers use the softmax function.
And all the in-between layers use the hyperbolic tangent function. That’s another heuristic
denouement after performing various benchmarks, using different combinations of
functions. We should also note that the sigmoid function must not be used in any case for
multi-class classification problems.
Finally, as far the cost function, and optimizer after carefully reviewing the
literature and according to conducted research studies [137] – [140], the functions that
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demonstrate the best results, are the following. As far as the cost function the softmax cross
entropy with logits, the second version is used. While for the cost optimization function,
the Adam Optimizer is used. Whereas its goal is to minimize the cost of learning.
The next classification algorithm that we are going to demonstrate is the LSTM
neural network. First, we are going to provide the information regarding the architecture
of the network that delivers the best results. Then we are going to present the evaluation
results on the set. As well as the overall test accuracy.
Long Short-Term Memory Neural Network
LSTM Size:

27 (three times the input channels,
default approach)

LSTM Layers:

2

Batch Size:

300

Sequence Length:

128

Epochs:

200

Activation Function:

Softplus function (relu)

Cost Function:

Softmax Cross Entropy with Logits v2

Cost Optimizer:

Adam Optimizer

Gradient Clipping:

Adam Optimizer

Dropout Parameters:
Accuracy:

Training: 0.25

Test: 1.00

Reduce mean (keeps a running average
of the results of computation from a
batch of inputs)

Table 12 Long Short-Term Neural Network Architecture & Hyperparameters
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(a)

(b)

Figure 58 LSTM Neural Network, (a) Accuracy-Iteration, and (b) Loss-Iteration Results

The overall Test Accuracy is 92.959%, coming second within the three networks.
The parameters tuning plays a huge part on the LSMT network accuracy, and for every
classification algorithm. In order to come up with the best values, we had to run various
experiments.
Within the next few paragraphs we are going to provide a brief discussion
regarding the hyperparameter tuning, as well as the architecture of our network. Starting
from the later.
We propose that the numbers of layers for our LSTM network to be two (2),
according to our experiments with that many layers we have the best test accuracy rate. We
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could add more layers, but that won’t enhance the activity recognition accuracy. As a
matter of fact, it is hindered. If we add a third layer the accuracy is dropped by 2.083% if
we won’t modify any of the other parameters. While in the case that we use one LSTM
layer, with the same parameters, then accuracy drops by 2.4167%.
Regarding the batch size. As we mentioned in section 4.2.3.1 LSTM networks need
relatively small batch sizes compering to other neural networks, like CNNs. Our network
produces almost identical results whether we use batch size of one, two or three hundred
(100) (200) (300). We chose the latter, because with smaller batch size, the network
becomes slower. After all the accuracy doesn’t decline, to this extent we prefer the batch
size that enhances the speed of learning.
The activation function plays an equally important role. We figured out that no
matter the network’s architecture. We manage to achieve the best performance when the
activation function used is the Softplus (ReLu). That’s another heuristic denouement after
performing various benchmarks, using different functions.
As far the cost function, and optimizer after carefully reviewing the literature and
according to conducted research studies [137] – [140], the functions that demonstrate the
best results, are the following. So, the selected cost function is the softmax cross entropy
with logits (the second version is used). While for the cost optimization function, the Adam
Optimizer is used, and is applied to the learning rate. Whereas its goal is to minimize the
cost of learning.
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Finally, we use the gradient clipping technique so that we can impede the problem
of exploding gradient, that occurs in deep neural networks. This problem is more prevalent
for Recurrent Neural Networks, like the LSMT. There exist numerous techniques to utilize
gradient clipping, but we selected the most widely used function named Adam Optimizer.
Moving forward we are going to present the results of our CNN – LSTM model,
and likewise with the previous models we are going to have a brief summary of the
conclusions that we came up. After performing a variety of tests, we came up that the best
network architecture is the following.
Convolutional – Long Short-Term Memory Neural Network
Number of Convolutional Layers:
Convolutional

Layer

1

(Activation

Softplus function (relu) / max

Function/Pooling Layer Function):
LSTM size:

pooling
27 (default: three times the amount of
channels)

LSTM Layers:

2

Learning Rate:

0.001 (default)

Batch Size:

300

Sequence Length:

128

Epochs:

200

Cost Function:

Softmax Cross Entropy with Logits

Cost Optimizer:

Adam Optimizer
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Accuracy:

Reduce mean (keeps a running average of
the results of computation from a batch of
inputs)

Table 13 Convolutional Long Short-Term Memory Neural Network Architecture &
Hyperparameters

(a)

(b)

Figure 59 LSTM-CNN, (a) Accuracy-Iteration, and (b) Loss-Iteration Results

The overall Test Accuracy is 88.803%, the LSTM-CNN comes last comparing
with the other two classification algorithms. At start we had the assumption, that it would
outperform them. Because it utilizes all the great characteristics of CNNs and LSTM
Neural Networks. But that’s not the case.
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A factor that we should take under consideration is that, when we add more
convolutional layer, or even a pooling layer, the performance of the networks drops
drastically.
One of the advantages of these types of networks, it that they incorporate naturally
the time-series vectors, and that allows them to quickly recognize ambiguity and handle it
efficiently. Within our experiments we provide each activity’s time-series as a single
vector, with fixed length.
Finally, the functions and parameter selection follow the same reasoning as the
CNN, and LSTM network that they were previously presented.

KINISIS Conclusions
Within KINISIS implementation section we tried and achieved with a good
accuracy to classify ongoing videos for human activity recognition. LSTM, CNN, and
CNN-LSTM networks are widely used for activity classification.
We ran benchmarks using these three types of networks, we tuned the parameters,
and we changed the shape of the network, in pursuance of a high recognition rate for
activity classification.
These networks enhance the ability to learn faster than other types of classification
schemes as Schmidhuber et. al proposed in [141]. Especially the hybrid model enhances
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all the great features that CNN and LSTM networks provide, bizarrely though we achieved
the highest recognition rate with the CNN network, while the hybrid model CNN-LSTM
came last.
The CNN ensures the correct handling of two very important tasks:
1.

that information is transmitted through the depth dimension

correctly
2.

and through the spatio-temporal direction as well.

The aforementioned advantages were the main reasons that led us select the
Convolutional neural network from start for this classification scheme, as well as the it
lights up when it comes to the case that it has to handle very long time-series, in contrast
with other classification scheme like HMM, and HRCF it can handle time-series of up to
five hundred (500) time stamps.
We also found out that the batch size is a very important parameter. A small batch
size slows the network down, while it doesn’t guarantee higher recognition accuracy. On
the other hand, a very large batch size prompts the network to not learn, and drives it to
classify many activities incorrectly.
During the modeling of our network we also came into the conclusion that:


hyper-parameters tuning is always dependent on the dataset and the

kind of data,
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according to the data, the architecture of the network shall change,



some activation functions, and output functions don’t work well

together at all for our problem, while in other methodologies they present the best
accuracy rates.


Dropout feature of LSTM, doesn’t change much the accuracy, but

according to [152] when it comes to real-life scenarios it should always be enabled
due to the vast amount of data.


Ideally it would be nice to be able to come up with an algorithm that

according to the field of research it would be able to select the architecture of the
network, and finely tune the parameters in order to produce the best results.
Another very interesting finding is that the way we feed the data to our network
plays a big role as well, for example if we change the order of our channels inputs, then the
recognition rate will be change even if we make no other changes to our network.
We regard the aforementioned information as a very interesting finding. And it
would be an interesting case study for someone who has a deep-interest in Artificial Neural
Networks.
We should take under consideration that researchers created the neural nets by
mimicking the functionality of the human brain, it is possible that the way we input the raw
data, should be the way a human perceives and recognizes information.
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For example, if we want to recognize activities it is much more feasible to do so if
we can see the whole right or left side of the human body. In contrast if we are only able
to see the upper-body then activity recognition even by a human will produce a high
classification error.
Additionally, we had to deal with overfitting when we used a number of epochs
greater than a thousand (1000), although when the chosen epochs number is less than
hundred (100) we came up with underfit during training.
We surmounted the overfitting problem by adopting the early stopping strategy that
is proposed in [127].
While for the underfitting problem, and after performing numerous benchmarks we
figured out that after at least hundred and seventy (170) epochs, this problem is seized.
Towards the later stages of this study we came up with the idea, to perform PCA
for all the joints, and angles that can be formed among adjacent body parts, and select the
fewest possible that can outperform computationally heavy methodologies.
Now that we presented all our experiments, and shown the results, we are going to
compare our methodology with state-of the-art results, within the next table.
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Proposed Approach

Accuracy %

Celiktutan et al. (2015) [142]

72.90

Azary and Savakis (2013) [143]

78.50

Enea Cippitelli et al. (2016) [144]

81.20

Azary and Savakis (2012) [145]

83.90

Our Approach (CNN-LSTM)

88.03

Chaaraoui et al. (2013) [146]

90.60

Zhu et al. (2013) [147]

90.90

Zanfir et al. (2014) [148]

91.70

Vemulapalli et al. (2014) [149]

92.46

Our Approach (LSTM)

92.95

Chaaraoui et al. (2014) [150]

93.50

Li et al. (2010) [135]

94.20

Our Approach (CNN)

94.47

Yong Du et. al (2015) [151]

94.49

Xia et al. (2012) [101]

97.15

Table 14 Comparison of our approach, with state-of-the-art results
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THE DRASIS LANGUAGE IMPLEMENTATION
Dynamic Fuzzy Cognitive Maps
The methodology for the development of Fuzzy Cognitive Maps (FCM) is based
primarily on the knowledge and experience of the experts. In many cases where experts are
responsible for constructing FCMs by defining concepts and causal relationship between
them, they can create an unsatisfactory and distorted model as they do not consider other
appropriate factors, resulting in inappropriate weight selection between the nodes of the
network.
In order to overcome key obstacles-disadvantages of FCMs we shall redefine the
weights and causal relationships. Select a new strategy, as well as the possibility of
convergence in undesirable areas for the values of the nodes, Dynamic Fuzzy Cognitive
Maps (DFCM).
DFCMs are an extension of the classical FCMs introduced by Kosko in [153]. We
can use neural network like learning techniques can be used to train FCMs and to
appropriately modify the interconnection weights between concepts. As a result we are
going to have hybrid fuzzy neural system.
DFCMs allow for less error-prone FCMs where relationships among nodes can be
adjusted through the learning process and the weight table is automatically refreshed in
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every step. The new aspect of the development of DFCMs is the dynamic cause-and-effect
relationship.
The optimal operation of DFCMs and their convergence into desired balance
situations can be achieved by adapting their weights in a manner similar to that applied in
the case of artificial neural networks.
However, it is necessary to find a different way of learning the weights from the
one of the ANN. By learning we mean the process of adjusting weights to converge to a
desired balance area, that is appropriate to the desired system operation.
The burden of cost-effective weighting of FCM burden is difficult and it is
necessary to find an appropriate methodology that will lead to the needed convergence
[154], [155].
Initially Kosko was the one who proposed and developed non-Hebb-based rulesbased learning methodologies that can be used in DFCM models by adjusting their weights
in [156].
The proposed algorithm is called Differential Hebbian Learning (DHL), during
which learning of new weight values is repeatedly conducted until the desired structure is
found. And the panel table weights change only when the corresponding nodes change
value.

175

The main disadvantage of this method is that it updates the weights between each
pair of nodes by considering only the specific nodes and ignoring the effect of the other
nodes.
An improved version of DHL is Balanced Differential Hebbian Learning (BDHL)
Balanced Differential Learning Algorithm introduced by Huerga.
This algorithm eliminates a limitation of the DHL method and takes into account
all the values of the nodes that change at the same time when updating the weights [157],
[158].
However, this method can only be applied to binary FCMs thus limiting the
application domains of the method and to date no specific process exists for the
implementation of the DHL algorithm and the Balanced Differential Hebb Learning
Algorithm in FCMs for real and complex problems.
Shortly afterwards, a new learning method was introduced the Nonlinear Hebbian
Learning (NHL) [57]. This algorithm uses a nonlinear extension of the Hebb basic rule by
introducing a modified weight update type.
Human intervention is required, as the experts have to propose hubs that are directly
linked and only these edges are modified during the learning process. In short, the NHL
algorithm allows for the creation of a model that retains its original structure imposed by
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the expert group and therefore requires human intervention before the learning process
begins. Finally, experts have to define exit nodes as well as their price range.
The NHL algorithm was proposed to address the weaknesses of FCMs, such as
direct dependence on the initial knowledge of experts and convergence in undesirable
situations. This algorithm can be applied in the cases where the timing problem occurs
while segmenting the process into further steps is needed [145] – [147].
It is based on the premise that all nodes in the DFCMs model are activated at each
iteration step, interact with each other and change their values.
During this simultaneous activation of all nodes only the original non-zero weight
of the interconnection between the relevant nodes is modified and the new adjusted weight
is calculated for this simulation step.
Utilizing the features of the general non-linear Hebbian learning rule for neural
networks, we introduce the mathematical relationship that incorporates this learning rule,
a learning rate parameter, and the determination of input and output nodes for learning
DFCM.
This algorithm calculates the values of the nodes and the weight values in the
DFCM model. The proposed learning rule has the general mathematical form:

 w i j   t A (j t  1 ) ( A i( t  1 )  w ij( t  1 ) A i( t  1 ) )
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Equation 34

where the coefficient n is a very small positive factor called the learning rate
parameter and heuristically determined using the experimental test and error method to
optimize the final solution that is the value of the node.
In the NLH Learning Approach, all DFCM nodes are triggered and interact in the
same iteration-simulation step and their values are updated through this interaction process.
The general equation has been developed and adapted to the DFCM model. The following
form of the FCM burdening rule is proposed:

w ij( t )    w ij( t 1)    A (j t 1) ( Ai( t  1)  sgn( w ij ) w ij( t 1) A (j t 1) )
Equation 35

Where η is the learning rate parameter and γ is the weight reduction parameter. It
has been found by experimentation that values of η between the limits of 0 <η <0.1 and for
γ between 0.9 < γ <1 can adapt the weights and lead the system to the desired equilibrium
states.
A general description of the NHL algorithm for DMLs is as follows:


Read the original vector state of the nodes A0 and the original

weight table W0.


Repeat for each simulation step t.



Adjust non-zero weights:
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wij( t )   gwij( t 1)   A (j t 1) ( Ai( t 1)  sgn( wij ) wij( t 1) A (j t 1) )



Equation 36

Calculate the value Ai(t+1) using the equation.
N

Ai( t 1)  f ( Ai t   Atj gwtji )

Equation 37

j i
j 1



Return the modified WNHL weight table.

In summary, the NHL algorithm has the following characteristics:
• Modifies and adjusts only the original non-zero weights proposed by the experts.
• Modifies all weights in the same synchronous mode.
• The weights that occur in the balance state retain their original signs.
The simplicity of use, the adaptability of Dynamic Fuzzy Knowledge Networks as
well as their easy comprehension is an important advantage of this method. Since it can be
used by non-special users that may be unrelated to the problem model being modeled.
They are also easy to construct and customize, and provide flexibility in their
representation, as more concepts and phenomena that interact with each other and have a
low execution time can be added at any time.
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Still very important is the fact that they can handle complex issues related to the
extraction and management of knowledge. But also to handle situations with dynamic
effects due to the feedback structure of the configured system.
In addition, one should mention the uniqueness of their functionality which is very
similar to human thinking and therefore have the ability to realistically model the real
evolution of dynamic real-time systems from all the intersections of today's society. For
this reason, dynamic systems that are largely composed of "cause-consistency"
relationships can be described using Dynamic Fuzzy Knowledge Networks.
Even in decision-making systems where important information may be absent or
the managers have incomplete information, DFCMs can manage them and have
satisfactory results.
But the main element that makes D-FCM stand out from other forms of modeling
is ambiguity. By using Fuzzy Set theory and Unclear Logic, DFCMs have the ability to
describe events, data and information without setting a strict mathematical value for their
measurement.
So, they come closer to the various human processing and decision-making
techniques.
Last but equally important advantage of DFCM is the fact that the decision maker
has the opportunity to experiment with the parameters of the system that model and observe
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the correctness of the initial prices and assumptions as well as to draw conclusions and to
prepare for the next moves in the real system [160], [162], [163].

4.4.1.1 Proposed Dynamic Fuzzy Cognitive Map for Activity Recognition

With the use of FCM as mentioned above we are able to depict knowledge through
fuzzy sets [164]. And represent the weighted, and directed relationship among the unique
elements of the fuzzy sets.
From now on and whenever we use FCM, we define C as the fuzzy set, where c i ∈
C and W measures the strength of the relationships between the elements of C [165].
We use the FCM because we want to optimize the learning process, for the
associations among activities. During the construction of the FCM the characteristics of
the activities are taken under consideration, as well as the temporal and local characteristics
of them.
After identifying the concepts, and the relationships among them, the weighted
connections are determined. We characterize every activity in terms of the direction of the
relationship, either direct, or inverse, and a qualitative assessment of the magnitude, as well
as the bi-directional or non-existent relationship [166].
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Another learning modality that can be extracted via an FCM is the degree of
affections among modalities. Meaning that if a concept changes how much is going to
affect the interconnected concepts, or how and if will it make new relationships with
concepts that are not connected by then.
All cohort groups are modeled independently and that allows us to rehash causal
factors, omitting factors that we consider as not irrelevant for each group and adjust the
relationships between factors to portray the analysis group by group [167].
In all our examples weights are equally distributed but in a real-life system, these
weights are going to be adjusted according to prior observations, and the probabilistic
element of which activity might show up after the previous one will be further enhanced to
the system.
That is going also to help us with regard to the classification of the next activity.
Hence, we are going to be able to eliminate action classes that cannot be performed after
the last activity detected.
Moving forward we are going to present a FCM example for the following
activities:


Sit – Down (C1)



Run (C2)



Lay (C3)
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Walk (C4)



Stand-Up (C5)



Grasp & Carry (C6)

The aforementioned activities can either be iterative, and can also have or have not
relationships among them. On the table below we can see all this information of the fuzzy
set C {C1, C2, C3, C4, C5, C6).
Fuzzy Set Modalities

Activities Relations

C1: Sit – Down

{C3, C5}

C2: Run

{C1, C2, C4}

C3: Lay

{C3, C5}

C4: Walk

{C1, C2, C4, C6}

C5: Stand – Up

{C1, C2, C4, C6}

C6: Grasp & Carry

{C1, C2, C4, C6}

Table 15 Relationships among Fuzzy Set Modalities

Finally, we are going to graphically depict all the above information and
abstractly present some denouements that someone can come up while observes the FCM.
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Figure 60 Fuzzy Cognitive Map Example

From the above FCM we can see which activities are connected, and the ones that
are not.
The reader should not confuse sitting, with sitting-down, or standing, with standingup. Sitting and standing can be iterative activities. But sitting-down, and standing-up are
not because they are the specific movement we perform before we sit or stand respectively.
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After running or walking, we cannot lay down, actually we could but because FCM
is based on the induction of the expert, within this specific example we consider it as an
abnormal sequence of activities, and according to our interpretation they should not be
connected.
We also make the induction that someone before lays down, should always sitdown first, of course there are cases that someone can lay down directly, but this is
considered an edge case, and within this methodology and especially for the FCM part, we
will not analyze edge cases, or abnormal relationships among activities.
We do so, because we want to extract the knowledge of the FCM, and then create
rules based on it. And consecutively be able to define a sequence of activities as normal or
abnormal.

Rule-Based Colored Petri Nets
Petri net is a power mathematical and graphical representation tool that can be
applied for the modeling of many systems. It shows promising results when it is used to
describe and study numerous information processing systems like:
1.

Concurrent,

2.

Asynchronous,

3.

Distributed
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4.

Parallel,

5.

Nondeterministic

6.

And/or stochastic.

They depict visually the communication like flow charts, networks, and block
diagrams [168].
The use of tokens gives to Petri Nets the advantage to replicate the concurrent
and dynamically changing activities of each system. They can be of great use both for
practical and theoretical representation of a system, and sometimes can be used as the
precursor of a new system.
In this manner they can help theoreticians to create more realistic systems so
that they can be meaningful, while practitioners can be educated on hot to make more
realistic models [169].

Figure 61 A Simple Example of a PN with two (2) places, and transition boxes, and one
token.
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Other advantages of Petri Nets, is the timing capability that they offer for the
execution of an event, they offer both top-down and bottom-up hierarchical modeling,
as well as abstracted processes.
Within our study the most interesting part of them is the structural and
functional representation of knowledge and actions, along with the high-level
reasoning. Obviously, the capability of representing and accurately depicting multiple
events can be of great use for a future study. Like Bourbakis et. al presented in [99],
[170], [171] Petri-Net Graph can be accurately presented with the use of context-free
formal language modeling as it follows:
PNG = {P, T, A, I, O, M, X, C, L, D, S}


P: a finite set of places {Pi, i∈Z} that represent a particular state of

a physical component.


T: a finite set of transitions, {Tj, j∈Z} that represent a process

performed between two states.


A: a finite set of arcs {arij, r,i,j∈Z} that represent relationships

among places (Pi, Pj).


Ii ⊂ (PxT), represents the input function.



Oj ⊂ (TxP), represents the output function.



Mi: a vector of marking (tokens) (mij, i,j∈Z) that represent the

status of the places.
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X: a vector of time values (xi, i∈Z) related with the time required

by a process to be performed.


C: the alphabet {ci, i∈Z} of communication.



L: a finite set of possibly marking dependent firing rates {l i,i∈Z}

associated with the transitions.


D: a finite set {di, i∈Z} of delays associated with the transitions.



S: a finite set of structural properties {si,i∈Z} associated with

places.
Colored Petri Nets enhance the advancement of assigning to each token a color,
that indicates the class that each token belongs to. Furthermore, each transition and place
can adhere a set of colors.

Figure 62 A colored PN with two places, and transition boxes, and two tokens that after
passing the first transition box change color and we have only one.

If and only if the token belongs in that set can move to the place or fire the
transition. The color of each token can be changed after passing a transition box. The
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formal definition of colored PNs as is presented by Jensen et. al in [158], [159]. A colored
Petri net is a 5-tuple CPN = (P, T, C, W, mo) where:
1.

P is a set of places,

2.

T is a set of transitions,

3.

P ∩ T=Ø, PUT ≠ Ø,

4.

C is the color-function defined from PUT into nonempty sets,

5.

W is the incidence-function defined on P x T such that W (p, t) ε

[C(tj→[C(p) →Z]f] for all (p, t) ε P x T,
6.

mο, the initial marking, is a function defined on P, such that m (p) ε

[C(p)→N]f for all p ε P.
Finally, the rule-base attribute offers us the capability of adopting a rule-based
transition box, and that further enhances the usability of PNs in very complex systems,
like an activity recognition one.
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4.4.2.1 Proposed Rule-Based CPN for Sequence of Activities Classifications
as Normal or Ab-Normal
Within this section we will present some simple examples for Rule-Based Colored
Petri-Nets for our activity recognition systems. From now on we are going to call the RuleBased Colored Petri Net, as RBCPN.
First, we are going to present the schema of our unique RBCPN. This is an
introductory section that we are going to present in-depth the functionality of our RBCPN
graph. We do so because it is beneficial for the user to understand the meaning of simple
graphs, and for us to not have to reiterate on simple graph functionalities within more
complex examples.
We are going to start by presenting the architecture of our RBCPN graph, and
define the modalities of it. Starting Place is the position where each token starts its
“journey” in the graph.
The first black transition box, is an immediately activated transition box when a
token is generated. Then token stays in place PO, after that there is a yellow Rule-Based
transition box. This box categorizes the token as idle, or normal. When the system can’t
detect a subject token goes to idle. When an activity is recognized it always goes to normal.
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Place P1, token placed here will always be colored grey. The grey token depicts the
idle condition of the system. In order for this token to move to the Final Place, the condition
of the Grey Rule-Based Transition Box needs to be satisfied.
Grey Rule-Based Transition Box will always have two conditions, no matter the
domain this system is going to be used for.
1. If previous system state == “idle” and subject != “recognized”, token stays
in P1
2. If previous system state == “idle” and subject == “recognized”, token
moves to Final Place
When an activity is recognized, it’s going to follow the same steps like the grey
token but instead is going to be place always in place P2. P2 is when our system is in
normal condition, by that we mean that the activity or sequence of activities that have been
detected by now are normal.
We should note here, that there is a chance, that a new activity might make our
system to move to abnormal state, if a rule is fired. But because this is a bit tricky to
understand we are going to provide an example later on, in order for the user to understand
it.
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Then there exists place P3. P3 represents the system’s abnormal place. In order for
the system to be in an abnormal place, the Green Rule-Based Transition box, should fire
and instead of moving the tokens to the final place, to move them in place P3.
Finally, is the Red Rule-Based Transition box, this box can either move tokes to
the final place. When that happens someone should be notified, because we consider that
something abnormal happened to the subject. Another case is that the subject indeed
performed an abnormal sequence of activities, but then the subject transitioned to a normal
activity. So, we change the system’s state in Normal, and move tokens back to P2. Figure
62 depicts the aforementioned schema.

Figure 63 Rule-Based Colored Petri Nets Schema
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Within the above picture we can see all the modalities that are included in our CPN
graph.
If our system is active but hasn’t recognized any activity for one time only, and up
until it is able to recognize an activity, is going to send an idle signal, and this is going to
lead this to be distributed in place P1 where we have the system’s idle place.
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Figure 64 RBCPN, system from idle to active state
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Within the first three graphs system sends a signal that it is active, but still there is
no subject recognized, after doing so, and the token stays at place P1 of the RBCPN graph,
until a subject is recognized.
The idle token appears fist at the “starting place”, passes the first transition box,
and stays momentarily in place P1, then passes the Rule-Based Transition box, and
according to the rules that it encompasses is going to be categorized, as idle system, or
normal activity.
Obviously when the system informs us that it is idle, then the token is going to be
sent to the idle place P1. Within the next example we are going to describe how a detected
activity moves within the RBCPN graph.
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Figure 65 RBCPN, walking activity
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During timestamp t1 our system informed us that it is in an idle state, then during
timestamp t2 KINISIS classified an activity as walking, and DRASIS. Then the RBCPN
modality of our system takes charge.
So, after passing from the starting place, moving forward to place P1 and getting
through the first transition box, walking token is in place P2, obviously we regard walking
activity as a normal one.
Before we move forward we should note here that if there are no previous
observations, all first recognized activities are going to be categorized as normal. Actually,
a recognized activity is always going to be categorized as normal. Then based on our rules
if the system won’t recognize new activities, and based on the activity that is performed
that state of the system might change.
The Rule-Based transition boxes, when an activity passes this special case
transition boxes, the system checks the rules that we set within each one of them.
We parse the information regarding activity connectivity from the FCM, as well as
from other rules than we add. But the rules should not only include acceptable transitions,
but also what we consider not-acceptable transitions, as well as normal/abnormal
transitions.
Based on this functionality, and according to the area that the system is going to be
used what is normal/abnormal, acceptable/not-acceptable might change. For example, the
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information we parse from the FCM shown in section 4.4.1.1, produce the following
acceptable activity transitions:
Acceptable Activity Transitions
Sit-Down → {Lay, Stand-up}
Run → {Sit-down, Run, Walk, Grasp &
Carry}
Lay → {Lay, Stand-Up}
Walk → {Sit-down, Run, Walk, Grasp
& Carry}
Grasp & Carry → {Sit – Down, Run,
Walk, Grasp & Carry}

Table 16 Acceptable Activity Transitions Based on FCM

We only propose some rules, based on our knowledge and intuition, to show the
functionality of this modality of our system. As well as each rule will be depicted with a
color, because we are also able to associate rules with activities. In case we want to be able
to extract even more behavioral information, from the sequence of activities.
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We could represent our rules based on math’s or thoroughly written English, we
chose the latter option in order to be easily understood for any type of reader. Finally, some
rules could be the following:


Sit-Down & Lay → If two time-stamps passes, and activity =

“lay”, call emergency.


Walk & Run & Walk & Run & Walk & Sit-down → If twenty

time-stamps passes, and activity = “Sit-down”, call emergency.


Walk & Run & Walk & Run → working out



Walk & Grasp-Carry & Leave on Desk & Walk & Grasp-Carry &

Through → Performing house work.


Walk & Sit-down & Stand-Up & Walk & Sit-down & Stand-Up &

Walk & Sit-down & Stand-Up → Subject might be anxious or thinking.


Walk & Sit-down & Lay & Stand-up → Subject fall asleep and

woke up, or took a nap, or felt dizzy and relaxed, based on Lay activity duration.


(Walk & Grasp & Cary) * 2 → Doing houswork

As we can see from the above example we can extract very meaningful both
behavioral and activity wise information regarding the subjects from these rules. With the
help of a domain expert for example the system could be manipulated a bit and be used for
people in need, elderly, athletes, people who are doing physiotherapy without the
supervision of a physiotherapist, surveillance, and so on.
199

Figure 66
200

Figure 67
201

Figure 68

202

Figure 69
203

Figure 70

204

DRASIS Classification Scheme – Results
Within this section we are going to present the results of our classification scheme,
the algorithm that we used for the classification is the LSTM Neural Network. The
reasoning and explanation of choosing this algorithm can be found in section 4.3.1.
To create the dataset for DRASIS we used the UTKinect-Action3D dataset [101].
Our approach is based on the heuristic that there is not a significant point where a person
stops performing an activity, and starts performing a new one.
But this is a fuzzy point, meaning that it can either be one specific frame or a
sequence of frames. Utilizing the aforementioned dataset, we categorized sequence of
frames as turning points, or activity points.
The maximum number of frames that we defined as a turning point is ten (10), so
we used the same number of frames for all activity sequences. For sequences of turning
points that had less than ten (10) frames, we assigned zero (0) to all the features after the
point where we had no more information.
Within the next figures we can see the histograms of turning points for change of
activity. The turning frames refer to the transition from activity A, to activity B as we can
see on the next table. Further on we can see the histograms of turning points from activity
A, to activity B.
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ACTIVITY A

ACTIVITY B

IDLE

WALK

WALK

SIT

SIT

STAND

STAND

WALK

WALK

PICKUP

PICKUP

CARRY

CARRY

LEAVE ON DESK

Figure 71 From Activity A to Activity B

# of Fuzzy TP Frames (idle - walk)
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Figure 72 Number of TP frames (idle to walk)
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# of Fuzzy TP Frames (walk - sit-down)
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Figure 73 Number of TP frames (walk to sit-down)

# of Fuzzy TP Frames (sit-down stand-up)
10

2

3

3

3

3

5

4
2

5

9

6
4

2

3

3

4

5

1.1 1.2 2.1 2.2 3.1 3.2 4.1 4.2 5.1 5.2 6.1 6.2 7.1 7.2 8.1 8.2 9.1 9.2

Figure 74 Number of TP frames (sit-down to stand-up)
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# of Fuzzy TP Frames (stand-up - walk)
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Figure 75 Number of TP frames (stand-up to walk)

# of Fuzzy TP Frames (walk - pick up)
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Figure 76 Number of TP frames (walk to pick up)
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# of Fuzzy TP Frames (pick-up - carry)
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Figure 77 Number of TP frames (pick up to carry)

# of Fuzzy TP Frames (carry - leave on desk)
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Figure 78 Number of TP frames (carry to leave on desk)
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The dataset that we use, utilizes the KINECT v2 sensor, and parses thirty
(30) frames per second. For each frame we calculated all the feature mentioned in the
previous section.
Then we created our dataset, that we use 281 observations as training sequences
and 81 observations as test sequences. Like we did in KINISIS classification scheme we
sliced the data of our dataset, and eighty percent (80%) is used for training, and twenty
percent (20%) is used for the testing phase.
We form six feature vectors, and we feed them to the LSTM network, and it
classifies them into the two classes mentioned previously. We should mention here that we
normalize our data before we do so.
As well as, for each new benchmark that is performed we slice our data randomly.
Meaning that we don’t use the same data for training and testing for different executions
of the algorithm.
The hyperparameters and functions that we present further on, are the ones that
provided us with the best results.
For the LSTM network the widely accepted and used learning rate is 0.001. While
we use two LSTM layers, if we had a much larger dataset we might need to tune this
parameter and perform experiments to find the appropriate number of layers.

210

As for the size of our LSTM we use 18, that is three times the number of channels
we have, that is another common practice.
Due to our dataset being so small, the batch size that we use is ten (10). Batch size
is the number of observations we feed to our network during the training and testing phase.
As the activation function used is ReLu, we chose this function after experimenting
with the sigmoid and tanh, as well as other less used functions that are appropriate for a
problem like this one.
The optimizer we use is Adam optimizer, that minimizes the cost function during
testing and training, and we do not incorporate gradient clipping.
Finally, as our cost function, and hence we have a binary classification problem we
use the sigmoid cross entropy function, because it is optimal for binary problems, since its
output is either zero (0) or one (1).
We present result using the eighty percent (80%) and hundred percent (100%) of
the dataset. We do because we want to so that even though the problem is very complex,
and the recognition rate is not the one we would like to achieve, with the use of a bigger
dataset, that currently does not exist, we are positive that we could achieve a higher
recognition rate.
Another note that should be made is that Neural Networks are learning patterns,
and within this problem we have a sequence length of ten (10) observations maximum for
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each class, so the reader might assume that the classification algorithm should be able to
classify the observations with high confidence even for a small dataset. But we should take
under consideration that the length of the turning points is not fixed. Hence, there might
exist turning points that have information length of one (1), and so for all the other places
we fill them with zero.
As a result, the network must learn very different patterns in a very small dataset,
that even though with a first look seems like a simple binary classification problem. It is
much more complicated, and tedious.
Further on is depicted the accuracy after each iteration, and the loss within each
iteration.

Figure 79 LSTM, (a) Accuracy-Iteration, and (b) Loss-Iteration Results
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Because our training and testing sample is not exhaustive some might think that
how are we sure that it is sufficient for a valid generalization. Generalization is impacted
by three (3) elements.
1.

The size of the training sample.

2.

The neural network’s architecture.

3.

The complexity of the problem.

We obviously cannot interfere with the lattermost aspect, that is the complexity of
the problem. Usually researchers when come across this problem, they use the following
equation to check if the network generalizes appropriately as presented by Widrow et. al
in [174].
Equation 38

𝑁=𝑂( )

N represents the total size of the training sample, O stands for the order of quantity
placed within, W describes the number of hyperparameters, and finally ε is the percentage
of classification error that our network can have.
All in all, we believe that with a more exhaustive dataset we will be able to have
higher test accuracy results.
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DRASIS Conclusions
Throughout the previous sections we presented a fuzzy based methodology to
automatically segment continuous human activity.
We selected the UTKinect-Action3D Dataset because as we mentioned earlier it
offers real-life examples of continuous activities.
The actions are performed subsequently without pauses or breaks. The sequence of
activities is sliced into simple actions, to be recognized by the KINISIS language.
The features we used to help us define if we have a sequence of fuzzy turning points
or activity frames are the following:
1.

Inclination angle of the torso and the ground.

2.

Acceleration of the torso in the x-axis.

3.

Inclination angle of the upper Right and Left leg with the ground.

4.

Inclination angle of the lower Right and Left leg with the ground.

Most methodologies define as a turning point the specific frame that we have a
change of activity, while others use body poses that can be found within activities, in order
to recognize the activity.
On the one hand, the later methodology lacks the timing element. On the other hand,
it is not always feasible to define the change of activity just with the use of one frame. For
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example, elder people perform activities slower, hence the time they need to stop one
activity and perform the next one is not always the same, as for example younger people
do.
For the classification scheme we used LSTM Recurrent Neural Network to define
a sequence of frames as turning points, or activity points. Only skeletal joints data are used
to segment human activities.
We believe that with a bigger dataset we would have much improved results, and
better recognition rates. But this methodology provides satisfying results.
All in all, view-independent segmentation of activities can be feasible with the use
of our methodology.
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CHAPTER 5
CONCLUSIONS
5.1 CONCLUSIONS
We presented a novel approach of human activity recognition in a field that
continuously evolves like computer vision. Our system occludes different techniques that
are utilized in order to recognize an activity, segment a sequence of activities into action
primitives, and finally can classify activities as normal or abnormal.
We used a multi-collaborative scheme of Formal Languages, Artificial Neural
Networks, Fuzzy Cognitive Maps, and Rule-Based Colored Petri-Nets.
The base of our methodology is the Formal Languages, that assert our algorithms
are working appropriately and also helps use define edge cases, handle occluded data, and
segment activities.
ANNs are used for simple activity classification, as well as for categorizing a
sequence of frames as fuzzy turning points, or activity points.
Fuzzy Cognitive Maps visually represent the connections among activities, and the
activities that can be repeated. Based on the FCM we can model, and define the rules, for
our Rule-Based PNs. Rule-Based PNs offers us is the timing capability for the execution
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of an event, as well as bottom-up hierarchical modeling, finally we can handle well as
abstracted, and concurrent processes.
Our proposed systems can contribute to the implementation of a real-life complex
activity recognition system, that will be able to recognize simple activities, segment
complex activities, and depending on the are that it would be applied with the use of an
expert it can recognize and define the meaning of sequence f activities appropriately. All
in all, it doesn’t only recognize but it also offers the element of knowledge.

SUMMARY OF CONTRIBUTIONS


Classification, presentation, and comparative exploration of surveys and

reviews in human activity recognition [20]. Comparative exploration with the use of a
proposed maturity metric for survey and review papers evaluation.


Formulation of a collaborative three formal-languages model [21], these

languages may be able to collaborate with each other, but they do not limit one another.
Besides, they can be used independently within the context of another approach. We
used three Formal-Languages in order to cover in depth, in a bottom-up hierarchical
approach, the complex activity scheme. Starting from pre-processing steps, and body
data. Moving forward to simple activity recognition. Finally, we seek for change of
activity, and to extract behavioral patterns, from activity sequences.
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Development of a novel bottom-up framework for automatic activity

recognition. Main contributions are the implementation of the three-formal languages
for pre-processing, pose estimation, activity, and emotion recognition.


Adjacent human body joints angle association, for activity recognition.



Development of a scale and rotation invariant activity recognition model.



Frame Reduction approach, that reduces the computational cost, and

increases the robustness of activity recognition.


Coupling Context-free grammars and a learning scheme, we can use both

statistical and reasoning information. So that we can interpret the most contextual
information within each frame/video. Also, it gives us the opportunity to use a symbolic
representation of the activity recognition scheme. With the use of machine learning
techniques, we are able to not only have symbolic representation, but also to scale our
system, and extract statistical measurements. Thus, we gain valuable data, and pursue
to reduce the computational cost of the methodology.


With the implementation DRASIS language, we can pursue complex

activity recognition more efficiently. When KINISIS recognizes a simple activity the
simple activity recognition scheme stops working, and instead DRASIS is seeking for
change of activity. Hence, we are able to recognize complex activities, and the timing
that the subject moves from one activity to the other
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DRASIS language will be associated with Fuzzy Cognitive Maps and Rule-

Based Colored Petri Nets, to be able to justify and categorize a sequence of activities
as normal or abnormal.


Furthermore, SPNs offer a graphical representation that enables the

modeling of systems, as a bipartite graph of places and transitions. In this graphical
representation, places are illustrated as circles, transitions are depicted as bars, while
directed arcs are also included and are drawn as arrows that connect input places to
transitions and transitions to output places. The graphical properties of PNs provide an
appropriate graphical representation of the complex activity recognition model, which
facilitates the study and the examination of the model and, in addition to that, may
enable the approval of the proposed approach.


Timing element of activity change, as well as how long does the monitored

subject performs each action primitive.
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FUTURE WORK
Current approach can be used as a basis towards more exhaustive research, and
work in the field of human activity recognition.
The potential of a complete human activity recognition system, given the research
approaches and the number of studies in machine learning, hardware design, and
particularly in the area of computer vision is boundless.
Due to all these reasons, the current work can be further extended. Promising
modifications or additions that can be enhanced to the current approach are the following:


Calculate all angles among adjacent body parts, and acceleration of all body

joints in the x-axis. Then apply PCA, and check if there is another set of features that is
more appropriate, and can further enhance the recognition rate.


Due to the way that the FMLs are constituted other approaches for activity

recognition can be enhanced. Like parsing the video frames as a unity, although that is
going to be much more computationally heavy.


Apply different concepts of LSTM Recurrent Neural Networks, like ones

with In-depth Dropout, or with Co-occurrence, and so on.


We are prepared for the case where the current study will be the driving

force for the actual development of a prototype of this system, given further enhancements.
In order to test its capabilities in practice.
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Research can be done also towards the skeletonization, tracking algorithms

so that the detectability, traceability, and observability can be bettered.


Further study of the Fuzzy Turning Point proposed approach.
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