Utilizing the whole genomic variation of complex traits to predict the yet-to-be observed phenotypes or unobserved genetic values via whole genome prediction (WGP) and to infer the underlying genetic architecture via genome wide association study (GWAS) is an interesting and fast developing area in the context of human disease studies as well as in animal and plant breeding. Though thousands of significant loci for several species were detected via GWAS in the past decade, they were not used directly to improve WGP due to lack of proper models. Here, we propose a generalized way of building trait-specific genomic relationship matrices which can exploit GWAS results in WGP via a best linear unbiased prediction (BLUP) model for which we suggest the name BLUP|GA. Results from two illustrative examples show that using already existing GWAS results from public databases in BLUP|GA improved the accuracy of WGP for two out of the three model traits in a dairy cattle data set, and for nine out of the 11 traits in a rice diversity data set, compared to the reference methods GBLUP and BayesB. While BLUP|GA outperforms BayesB, its required computing time is comparable to GBLUP. Further simulation results suggest that accounting for publicly available GWAS results is potentially more useful for WGP utilizing smaller data sets and/or traits of low heritability, depending on the genetic architecture of the trait under consideration. To our knowledge, this is the first study incorporating public GWAS results formally into the standard GBLUP model and we think that the BLUP|GA approach deserves further investigations in animal breeding, plant breeding as well as human genetics.
Introduction
Predicting the yet-to-be observed phenotypes or unobserved genetic values for complex traits and inferring the underlying genetic architecture utilizing genomic data is an interesting and fast developing area in the context of human disease studies as well as in animal and plant breeding [1, 2, 3] . In this context, two predominant approaches were proposed: (i) whole genome prediction (WGP) [2, 4] and (ii) genome wide association studies (GWAS) [5, 6] or quantitative trait locus (QTL) mapping studies [7, 8, 9] . Both concepts use genomic and phenotypic data in a combined analysis.
GWAS take the road to detect markers significantly associated with a trait by setting a stringent P-value. Thousands of significant loci associated with complex traits have recently been found for model organisms [6, 10, 11] , as well as crops [12, 13, 14, 15, 16] , livestock [17, 18, 19, 20, 21] and the human population [22, 23, 24] . However, these loci typically explain only a small fraction of the total genetic variance. A prominent example is human height, for which tens of loci explain only ,5% of the genetic variance [25] , a phenomenon also called ''missing heritability'' in the literature [26, 27] .
By fitting all markers in a prediction model simultaneously, whole genome prediction (WGP) has largely promoted the usage of whole genome markers, also revolutionizing commercial breeding systems and showing good results both in simulation studies [4, 28] and analyses of real data [29, 30, 31] . Furthermore, WGP is promising with respect to human disease studies [2, 32, 33] . The genetic architecture of the underlying complex trait together with the selected statistical prediction approach were found to have a large effect on the prediction accuracy [34, 35, 36] . Different prediction methods assume that the genetic effects of the loci follow a normal distribution [4] , alternative distributions like the tdistribution [4] , the double exponential distribution [37] or other distributions [38] . Performance of these models depends on how closely the model assumptions represent the true underlying genetic architecture [34, 35] .
In the context of GWAS, it is not difficult to detect QTLs with large or moderate effects within large data sets for traits with high heritability [39] , and it is also easier to conduct an accurate WGP in these cases [1] . However, the power to detect QTLs in a GWAS and the accuracy of WGP are unfavorable in case of small data sets and/or traits of low heritability [1, 39] .
So far, results of GWAS and WGP have mostly been considered independently from each other, depending on whether the aim was to decode the genetic architecture (GWAS) or to accurately predict the unobserved phenotypes or genetic values (WGP). However, both approaches require the same type of data: a subset of a population for which phenotypes and genotypes are available. Since it is well known that the genetic architecture of complex traits affects the accuracy of genomic prediction [34, 35, 40, 41] , some methods originally developed for WGP were recently used in a GWAS to detect loci significantly associated with the trait under consideration [20, 42] . Conversely, results from GWAS have already been pronounced to be useful to improve WGP [20] . However, it is yet to be investigated how to utilize significant QTLs identified in GWAS to improve WGP and to which extent existing knowledge of the genetic architecture of complex traits can help improving WGP.
In this study, we propose a new approach of utilizing already existing knowledge of genetic architectures in form of significant QTL regions obtained in independent association studies to improve the accuracy of WGP. This includes a new strategy of building trait-specific genomic relationship matrices used in a best linear unbiased prediction (BLUP) approach.
Besides the fact that the genetic architecture of a complex trait is known to affect the accuracy of genomic prediction as well as model selection [34, 35] , there is another motivation for incorporating prior knowledge into the WGP model: WGP has always been performed within a specific population [4] or with the combination of raw data sets from several populations [31, 43, 44] . In these cases, the power of detecting and utilizing the genetic architecture is limited by the size of the data set used. In contrast to this, there is a large number of publicly available QTL regions and top SNPs detected in previous GWAS, which potentially reveal the genetic architecture of complex traits in a comprehensive way and which might therefore be used to enhance WGP in such a situation.
We will demonstrate in this study, that the performance of WGP can be improved by including the publicly available GWAS results (in case the genetic architecture is important for the complex trait under consideration) and that WGP accuracy can be improved especially in situations where the prediction accuracy is limited by a small sample size of the data set or a small heritability.
The remainder of the paper is organized as follows: We will first propose a generalized way of building genomic relationship matrices which are trait-specific. Based on this suggestion, we will illustrate with a dairy cattle and a rice data set that using already existing GWAS results from publicly available databases to build trait-specific genomic relationship matrices improves the accuracy of WGP compared to two well investigated WGP approaches: GBLUP [45] and BayesB [4] . We will finally study the impact of sample size and heritability on the relative performance of our approach with simulated data and discuss the implications of the new approach, which we term ''BLUP|GA'' (''BLUP approach given the Genetic Architecture'') in the following.
To our knowledge, this is the first study proposing a formal way to improve the accuracy of WGP by directly incorporating results from publicly available GWAS results and which validates the effectiveness of the new approach using real data sets.
Methodology: A New Approach for Building Trait-Specific Genetic Variance-Covariance Matrices
Several approaches have already been proposed for building genomic relationship matrices by estimating the realized genomic relationship matrix [45, 46, 47, 48] . And various rules were tested to correct the genotype matrix for allele frequency at single marker level to centered and standardized marker genotypes [45, 46, 48] . All of these rules aim at obtaining an unbiased estimate of the relationship coefficient between pairs of individuals, and all of them assume that the effects of all loci are drawn from the same normal distribution.
Following the approach of VanRaden [45] , the commonly used genomic relationship matrix G is defined as
Here, I is an identity matrix and the matrix M contains the corrected SNP genotypes, with the number of rows equal to the number of individuals and the number of columns equal to the number of markers. Genotypes are coded as 0, 1 and 2, representing the number of copies of the second allele. For locus i, the original genotype is corrected for the allele frequency of the second allele at locus i in the base population by subtracting 2p i . We used a uniform value of p i = 0.5 for all SNPs to build the genomic relationship matrix in this study, since the accuracy of WGP is known to be unaffected by the use of different allele frequencies for correction [48, 49, 50] . By using the identity matrix I in equation (1) , it is implicitly assumed that all loci contribute equally to the variance-covariance structure.
In general, the variance contribution for different loci may be different [51] , since the distribution of effect sizes is variable across traits. Zhang et al. [51] therefore proposed to use a trait-specific matrix TA, given by
where D is a diagonal matrix with marker weights for each locus on the diagonal to represent the relative size of variance explained by the corresponding loci. In the present study, we propose to use a similar approach, in which only a subset of ''important'' markers are weighted accordingly, instead of assigning variable weights to the full set of available markers. This approach is computationally less demanding when building the covariance matrix. Since for most quantitative traits only a very small proportion of loci was found to have significant effects and a large number of other loci was found to have very small effects (see e.g. adult height in humans [25, 52] or flowering time in maize [13] ), a realistic weighting strategy is giving individual and large weights to loci with large effects, and relatively smaller and uniform weights to the rest of the loci. Based on this, we can divide the m available markers into two groups, including m 1 markers with large and m 2~m {m 1 with small effects. In the following, the marker genotype matrices for these two marker groups will be denoted by M 1 , and M 2 , including m 1 and m 2 markers, respectively, and M will be sorted such that M = [M 1 , M 2 ]. In this study, classification of the markers to M 1 was based on GWAS results obtained from public database, and this is described in the section 'Approach to infer marker weights from GWAS results'. We will further use an overall weight v for large effect markers in M 1 and we define c~X (2), where h 1 , h 2 , …,h m1 are certain marker weights which have to be obtained beforehand. This approach is equivalent to using
with
as new traitspecific variance-covariance matrix. Hereby, S is based on the set of markers being ''important'' for the considered trait, whereas G corresponds to the standard genomic relationship matrix proposed by VanRaden [45] . Note that when we use equal allele frequencies To build the T matrix given in equation (3), three additional parameters are needed: the subset of m 1 markers to build S, the overall weight v for S, and a vector of marker weights h~(h 1 ,:::,h m1 )
T corresponding to each marker used in S. Note that in the present study the vector of weights h was always rescaled after choosing its components by multiplying each entry by m 1 P m1 i~1 h i to keep the S and G being in the same scale.
In the following, we will consider these three parameters as variables which have to be specified within a study. The subset of m 1 markers and their corresponding weights can thereby be chosen very flexible, for example as (i) estimated marker effects or variances for a proportion of top markers from genomic prediction; (ii) estimated effects or variances for markers in the QTL regions detected by GWAS; or (iii) counts of how often a marker was reported to belong to a (significant) QTL region in the literature, thus allowing to incorporate prior knowledge of the underlying genetic architecture of the complex trait under consideration.
We finally propose to use T (instead of G or TA) as variancecovariance matrix in a genomic best linear unbiased prediction (BLUP) model. We will call this approach BLUP|GA (''BLUP approach conditional on the Genetic Architecture'').
Results
In the following, we will present WGP results for a real dairy cattle and a rice data set using the methodology introduced above. Predictive ability of the WGP was measured via different crossvalidation procedures, applying the BLUP|GA approach with genetic covariance structure given by the trait-specific variancecovariance matrix T as proposed in equation (3) . The weights h in T were chosen based on counts of how often a marker was reported to be within a significant QTL region during association studies previously carried out in the literature, a knowledge we will retrieve from publicly available QTL databases. We will compare the performance of BLUP|GA with the standard GBLUP approach [45] and with BayesB [4] . Further details can be found in the 'Material and Methods' section.
Dairy Cattle Data
We considered 2,000 bulls of the German Holstein population which were genotyped with the Illumina Bovine SNP50 Beadchip. After quality control 45,221 autosomal SNPs were used in the study. We analyzed the traits milk fat percentage (FP), milk yield (MY) and somatic cell score (SCS) and used accurately estimated breeding values (EBVs) from the conventional breeding value estimation as quasi-phenotypes in the whole genome prediction models (Table 1) .
Marker weights for the BLUP|GA approach were obtained by using publicly available GWAS results stored in the database animalQTLdb [17] and based on the number of publications reporting a significant QTL region including the corresponding marker. Details on this are given in the 'Material and Methods' section. We performed 20 replicates of a five-fold cross-validation to obtain an average predictive ability for BLUP|GA, GBLUP, TABLUP and BayesB for three different population sizes.
Results in terms of accuracies are reported in Table 2 and Figure 1 . The BLUP|GA method outperformed the standard GBLUP approach for all three model traits in terms of accuracy (Table 2 ). This could be observed for all three population sizes. The superiority of BLUP|GA increased with the extremity of the underlying genetic architecture of the complex trait. This characteristic is similar to that of BayesB, which is also favorable for traits affected by large-effect QTLs [34, 35] . Since the T matrix used in the BLUP|GA model is a mixture of the G matrix and the S matrix, we had to choose an overall weight v for the S matrix. The accuracies of BLUP|GA increased for FP and MY when increasing v from 0 to 1, with a drop in accuracy for v approaching 1 ( Figure 1 ). For SCS, the accuracy decreased continuously with increasing v. Note that accuracies reported for BLUP|GA in Table 2 correspond to the overall weight v which led to the highest average accuracy. The BLUP|GA approach requires far less computing time as BayesB although it enables a differentiated treatment of the SNPs ( Figure S1 ).
To investigate the performance of WGP in more challenging situations, we simulated traits with lower heritability based on the original MY breeding values. For each of the three population sizes, a random error was added to the original phenotypes (EBV of MY) to generate a ''new'' trait with lower heritability. The average accuracies of BLUP|GA and BayesB for 20 replicates of five-fold cross-validation for the original phenotypes as well as the artificial low heritability traits are shown in Figure 2 . The accuracy decreased with the population size and trait heritability (as expected) for all three approaches. Additionally, it could be observed that the accuracy of BLUP|GA was higher than that of GBLUP in all considered scenarios (Figure 2 ). BLUP|GA showed no advantage over BayesB for the original phenotype with high heritability, but outperformed BayesB when the population size was small or when the trait heritability was low (Figure 2 ). The corresponding average values of accuracy and unbiasedness for GBLUP, BayesB and the best scenario (''best'' with respect to the optimal value of v, and the optimal subset of SNP listed in Table 3) for BLUP|GA are presented in Table S1 .
The Rice Diversity Panel
We used 413 inbred accessions of Oryza sativa from the Rice Diversity Panel data set (cf. Zhao et al. [53] ), which were genotyped for approximately 37,000 SNPs; 11 different traits were considered in our analyses (Table 1) . Marker weights for the BLUP|GA approach were obtained using GWAS results stored in the Gramene database [16] . More information is given in the 'Material and Methods' section.
We found that BLUP|GA yielded the highest average accuracy across all the 11 traits (Table 4) . It outperformed GBLUP for nine out of the 11 traits, either in terms of accuracy or in terms of unbiasedness. On average, BLUP|GA showed an advantage over GBLUP and BayesB by 0.01 in accuracy, while GBLUP and TABLUP performed equally well (Table 4 ). BayesB performed slightly better than BLUP|GA for two out of the 11 traits, and worse than GBLUP on five traits. Compared to GBLUP, BLUP|GA had the highest increase in accuracy for the traits ''days to flower'' (0.036, 5.4%), ''amylase content'' (0.020, 2.5%), and ''blast resistance'' (0.014, 2.0%), which indicates that the existing knowledge on the genetic architectures underlying these traits can indeed enhance WGP. The BLUP|GA approach improved the unbiasedness of prediction for nine out of the 11 traits compared to GBLUP (Table 4) .
BayesB outperformed BLUP|GA only for ''seed width'' and ''blast resistance'' (Table 4 ). This suggests that the existing knowledge from the QTL list [54] for these two traits is not more promising than the one extracted from the rice diversity panel itself. To validate this assumption, we ran BLUP|GA using an S matrix build from the top SNPs selected by the size of estimated marker effects from the equivalent model of GBLUP [55] obtained within each fold of the 20 replicates of five-fold cross-validation. The average accuracies of BLUP|GA from this scenario were 0.861 (60.001) and 0.704 (60.003) for ''seed width'' and ''blast resistance'', respectively. The increased accuracy in this additional scenario and the small number of known QTL (31, Table 3 ) for ''seed width'' suggest that the underlying genetic architecture for this trait within the rice diversity panel might be different from that obtained from the GWAS list and that the QTL list might be too short to reflect the complete genetic architecture for this trait. The TABLUP result (0.852, Table 4 ) also confirmed our assumption. 
Discussion
We proposed a new WGP approach called BLUP|GA. One plausible feature of BLUP|GA is the fact that any existing knowledge of the genetic architecture of the complex trait under consideration can be fitted into this prediction model by choosing the corresponding marker weights in equation (3), which can potentially improve the predictive ability of WGP. In this study, we used publicly available QTL lists as the prior knowledge of the underlying genetic architecture (''GA'') in an application of a dairy cattle and a rice data set. Results indicated that the publicly available QTLs identified from hundreds of association studies can help to improve the accuracies of WGP via the BLUP|GA model and that the BLUP|GA approach dominates two influential WGP methods, GBLUP and BayesB, for the data sets considered in this study. The BLUP|GA approach therefore provides a flexible connection between WGP and the existing knowledge of the genetic architecture of complex traits as given by association studies.
BLUP|GA incorporates prior knowledge of the underlying genetic architecture
The most important difference between BLUP|GA and any other WGP approach is that BLUP|GA can enhance the accuracy of WGP by modeling any ''existing knowledge'' of the GA, including publicly available GWAS results. This can be achieved in three steps: (i) building the S matrix based on a list of important markers and their corresponding weights which are obtained from ''existing knowledge'', (ii) forming the T matrix as the weighted sum of S and G using equation (3), and (iii) predicting the genetic merit of all individuals by solving the mixed model equations, in which the covariance structure is given by the T matrix. SNPs used to build S should lie in trait associated chromosomal regions and their corresponding marker weights should represent their relative contributions. In this study, we obtained the list of important SNPs and their corresponding marker weights for different traits within a dairy cattle and a rice data set from QTL databases which are publicly available (Table 3, Figure 3) .
We showed that GWAS results are not only useful for follow-up studies in the context of association studies, but also for WGP. For two out of the three dairy cattle model traits, the accuracies of the BLUP|GA approach showed an ''n'' type curve (Figure 1 ), which suggests that neither the G matrix (v = 0) nor the S matrix (v = 1) alone, but rather the T matrix as a mixture of both, is the most appropriate variance-covariance matrix with respect to the predictive ability in the standard GBLUP approach.
Our study also gives an answer to the question raised by human genetics ''to what extent GWAS have identified genetic variants likely to be of clinical or public health importance'' [23] . Our results show that GWAS results are useful for the prediction of genetic merits in animal and plant breeding, and this might also be valid for the prediction of disease risk in humans and therefore deserves more exploration in the future.
Computational efficiency
With the fast increase of the data volume available, the computational efficiency of a whole genome approach becomes a critical issue in the post-genomic era. The BLUP|GA approach shares similar computational characteristics with the GBLUP approach, which is time and memory efficient, especially when the G matrix has been built and stored before running a job ( Figure  S1 ). On the contrary, Bayesian modeling is computationally intensive, and it usually takes hours to run analyses of data sets based on high density SNP chips ( Figure S1 , [33] ), and days to run analyses of data sets based on whole genome sequences [56] . With the decrease of sequencing costs, the p.n problem will become even more serious for WGP approaches. The relationship matrix based approach gains attractiveness in this situation, since it can manage the same prediction problem in the dimension of number of individuals rather than the number of markers.
QTL lists from GWAS results
Our results demonstrated that the comprehensive QTL list collected from GWAS and QTL mapping studies can be used to improve the performance of WGP via the BLUP|GA model. In the past decade, the genetics community conducted thousands of phenotype-genotype association studies to dissect the genetic architecture of complex traits in animals [17, 18, 19, 20, 57] , plants [12, 13, 14, 15] and humans [22, 23, 58] . Finally, hundreds of QTLs were detected to be associated with each of the traits of interest, such as MY in dairy cattle (Table 3 ) [17] , plant height in rice (Table 3) [54] or adult human height [52, 59] . One usual strategy to utilize these results is to sift out most promising SNPs for follow- up replication studies to determine true association findings in previous GWAS [60, 61] , although it usually takes years or longer from a QTL to a validated gene [62] . Alternatively, our results have shown that utilizing the QTL list via the BLUP|GA approach, one can benefit from more accurate GEBVs in animal and plant breeding programs or from more accurate predictions of individual genetic risk of complex disease in humans, although the exact functions and relationships of all genes underlying the complex trait under consideration are not known yet. The QTL list used for BLUP|GA may come from hundreds of studies and hence is the most comprehensive profile of the underlying genetic architecture that is available. This is evidenced by the similar shape of profiles obtained by our analyses of the cattle QTL list (Figure 3 ) and the estimated marker effects for MY in the cattle data set ( Figure S2 ). By counting the significant QTLs and inferring the corresponding weights for each marker for a trait, we can account for relatively more important regions across the whole genome, which is the kind of model selection we are interested in.
Genetic architecture and accuracy of WGP
The genetic architecture of a complex trait is one of the most influential factors for WGP [34, 35] . Generally, if a trait is controlled by only a few major genes, methods with an explicit model selection are known to work best in WGP and these major genes should easily be detected in a GWAS. In case no major genes exist, it is hard to detect moderate or small effect QTLs in GWAS [25, 63] , and the GBLUP method usually performs better.
From a WGP perspective, our results for the three model traits in the dairy cattle data set ( Figure 1, Table 2 ), as well as several studies using simulations [34, 41] or real data [35, 40] , have clearly [17] . Marker weights were calculated as the number of times that each marker was reported to be within a significant QTL region (QTL counts). The colored bar under each plot shows the distribution of QTL positions across the whole genome for the three traits with color keys defined in the first plot (top-right). doi:10.1371/journal.pone.0093017.g003 confirmed this hypothesis. Considering the dairy cattle data set, using the BLUP|GA method improved the accuracy of WGP for traits with a characteristic genetic architecture, such as FP and MY, but not for a trait without evidence of a characteristic trait genetic architecture, such as SCS. For the rice traits, more significant QTL regions were identified for the plant height than panicle length (Table 3 , Figure S3 ), and we obtained more gain in accuracy for plant height (Table 4) . It would be interesting to explore the performance of the BLUP|GA approach with other species as well. This is left for future work.
As the effect size of detectable QTL decreases with the increase of population size, a training population with sufficient size (N s ), suitable population structure and accurate phenotypes is usually needed to detect the genetic architecture of a complex trait [39] . The required sample size N s to achieve a certain accuracy will be different for different species and populations according to their effective population size (N e ) and genome length [34, 47] . In this study, the Germany Holstein dairy cattle population was taken as an example (N e = ,100 [64] ), and the training population sizes used in the study were approximately 1 N e (100), 4 N e (400) and 16 N e (1,600), respectively. These training population sizes are large relative to the small value of N e (compared to other common species such as humans (,10,000) [65, 66] , mice (.20,000) [67] and swine (,100 for one breed) [68, 69] . The decreased accuracies ( Figure 1, Figure 2 ) and the shrunk estimated marker effects ( Figure S2 ) indicate that the power of detecting genetic architecture and the predictive ability of WGP is seriously affected by the training population size as well as the accuracy of phenotype (heritability). Incorporating existing knowledge of the underlying genetic architecture into the WGP model (such as QTL lists from previous publications) therefore appears to be even more reasonable when the population size is small and the heritability is low. The new approach is more potent in case the combining of raw data sets are less possible, which was confirmed by our simulation results from the cattle data set (Figure 2 , Table S1 ).
The new approach presented in this study still offers room for further improvements, such as refining the SNP list and marker weights obtained from QTL lists or modifying the T matrix while combining the information from G and S. We have tried to base weights in h on accumulated P-values rather than the number of citations, which basically led to very similar findings (results not shown). Other concepts like including e.g. pathway information might be promising as well and are left for further studies.
Conclusions
The BLUP|GA method provides a new tool to incorporate existing knowledge of the genetic architecture of complex traits explicitly into a genomic prediction model. Using the BLUP|GA model, we illustrated that the publicly available QTL lists detected by hundreds of GWAS and QTL mapping studies improved the performance of WGP compared to standard WGP methods within a dairy cattle and a rice data set, respectively. The accuracy of WGP could be improved for two out of the three model traits in dairy cattle and for nine out of 11 traits in the rice diversity panel. The publicly available GWAS results were shown to be potentially more useful for WGP utilizing smaller data sets and/or traits of low heritability, depending on the genetic architecture of the trait under consideration. BLUP|GA also improved the prediction accuracies compared to the traditional methods GBLUP and BayesB. To our knowledge, this is the first study incorporating public GWAS results into the standard BLUP model and we think that the BLUP|GA approach deserves further investigations in animal breeding, plant breeding as well as human genetics.
Materials and Methods
A dairy cattle and a rice data set were analyzed in this study. Summary statistics for these sets and the considered traits are given in Table 1 .
The German Holstein Population
Genotypic data from the Illumina Bovine SNP50 Beadchip [70] was available for 5,024 German Holstein bulls. SNPs with a minor allele frequency lower than 1%, with missing position or a call rate lower than 95% were excluded. After filtering, there were 42,551 SNPs remaining for further analyses. Imputation of missing genotypes at these SNP positions was done using Beagle 3.2 [71] . For all bulls, conventional estimated breeding values for milk fat percentage (FP), milk yield (MY) and somatic cell score (SCS) with reliabilities greater than 70% were available.
The three traits, FP, MY and SCS, were considered due to their well-established distinct genetic architectures. For FP, a single mutation in the diacylglycerol acyltransferase 1 (DGAT1) gene explains approximately 30% of the genetic variance in Holstein Friesian cattle [60, 72] . For MY, several moderate effect loci have been detected, whereas for SCS, which is a health index counting the number of somatic cells in milk, only loci with small effects have been reported so far, so that it can be considered as a trait exhibiting a quasi-infinitesimal mode of inheritance. These three traits therefore represent three different possible genetic architectures of complex traits.
For our further studies, we chose to use the 2,000 bulls with the highest reliabilities in the trait MY to decrease the time demanding. In order to consider two additional scenarios with even smaller population size, we randomly selected a subset of 500 and 125 individuals out of these 2,000 individuals. To investigate the effect of different heritabilities, we also created new phenotypes for the bulls by adding random error terms to the conventional estimated breeding values such that the heritability of the new phenotypes was 0.5, 0.3 and 0.1, respectively.
The Rice Diversity Panel
The rice diversity panel consists of 413 inbred accessions of Oryza sativa collected from 82 countries [53] . They were systematically phenotyped for 34 traits and genotyped with a custom-designed 44,100 oligonucleotide genotyping array. In total, we used 36,901 SNPs in the present study. We considered a subset of 11 (listed in Table 1 ) out of the 34 traits, which have more than 30 QTL reports respectively. Phenotypes and genotypes are publicly available from http://www.nature.com/ ncomms/journal/v2/n9/full/ncomms1467.html [53] and http:// www.ricediversity.org/data/sets/44 kgwas/. For more details about the rice diversity panel we refer to Zhao et al. [53] .
Approach to infer marker weights from GWAS results
For a given trait of interest, we first extracted a full list including the ''most important SNPs'' with respect to this trait, for which the according weights have to be chosen in a second step. These are the SNPs which are finally used to build the S matrix in the BLUP|GA approach.
We first retrieved regions of QTLs associated with the trait under consideration from the literature. For each reported QTL, we picked the SNPs from the genotype data set located in the corresponding QTL region. If a reported QTL region did not contain any SNP, we extended the QTL region by 300 kb at both sides to track the SNPs nearby. If a reported QTL region contained more than 1,000 SNPs, the corresponding QTL report was excluded from our analysis, since this QTL would not be informative with respect to the marker weights obtained in the next step. We thereby obtain a list of the most important SNPs as well as a list of corresponding QTL regions. For each SNP in this list, we then calculated its marker weight for the trait specific matrix S used in the BLUP|GA approach by counting the number of publications which report a significant QTL region which is included in the QTL list and which contains the considered SNP. Finally, we removed a marker from the SNP list, if its corresponding QTL count did not exceed 1 in order to minimize the effect of potential false positive QTL(s) to the marker weights.
Marker weights for the dairy cattle data set A list of significant QTLs for the dairy cattle data set was obtained from animalQTLdb [17] (http://www.animalgenome. org/QTLdb, Release 18, October 2, 2012), which is a comprehensive QTL database for domestic animals. This list included 5,920 QTLs on 407 traits from 331 publications. For each QTL, the estimated QTL intervals in base-pairs (bp), the associated trait, the significant P-value and other related information were given. For more details, we refer to Hu [17] and http://www. animalgenome.org/QTLdb. There were 279, 247 and 169 QTLs reported for FP, MY and SCS, respectively (cf. Table 3 ). Applying the approach described above to obtain a list of QTL regions, 194, 210 and 124 QTLs were finally included in our further analyses. The number of SNPs from the genotype data which were located in these QTL regions and the number of QTL reports for these SNPs are summarized in Table 3 . The reported QTLs for FP are clustered on chromosomes 6, 14 and 20, while the positional distributions for QTLs associated with SCS trend to be evenly spaced across the whole genome (Figure 3) . The final marker weights (QTL counts, obtained by the procedure described in the previous section) are also plotted in Figure 3 . The annotation information for the SNPs and the corresponding marker weights are provided in Table S2 .
Marker weights for rice data set
The QTL list for Oryza sativa (rice) was obtained from the Gramene database (ftp://ftp.gramene.org/pub/gramene/ release36/data/qtl/Release 36, January 26, 2013) [54] . It included 8,216 QTLs on 236 traits. For the 34 traits available in the panel, we excluded traits with less than 30 QTL reports, and only kept the first (Days to flower at Arkansas) from the 5 flowering time traits in our further analyses, so that 11 out of the 34 traits were finally used to validate the new approach. The numbers of SNPs from the rice diversity panel which were located in corresponding QTL regions for each trait are summarized in Table 3 . Marker weights were again inferred by counting the number of publications reporting a significant QTL region as described above, and the marker weights for plant height and panicle length were plotted in Figure S3 . The annotation information for these SNPs and their marker weights are provided in Table S3 .
Genomic Prediction with BLUP (Best Linear Unbiased Prediction)
The statistical model for the genomic BLUP approach is
in which y is a vector of phenotypic values; m is the overall mean; g is a multivariate normally distributed vector of genetic values for all individuals in the model; e*N(0,s 2 e I) is the residual term; X and Z are incidence matrices relating the overall mean and the genetic values to the phenotypic record. We assume g*N(0,s 2 g G) in the GBLUP approach and g*N(0,s 2 g T) in BLUP|GA, respectively, where T is the matrix from equation (3) and the ''GA'' stands for ''genetic architecture''. For TABLUP, the TA matrix were built according to equation (2) that proposed by Zhang et al. [51] . Estimated genetic values were obtained by solving the mixed model equations [73, 74] corresponding to Model 1, which are given by
A combined AI-EM restricted maximum likelihood algorithm (AI-average information, EM-expectation maximization) was used to estimate the variance components of the model via the DMU software package [75] from the complete data and these variance components were used in the cross-validations later on.
Genomic Prediction with BayesB
The model for BayesB [4] is given by
where y, X, m, M and e are as defined in Model 1 and s is a vector of normally distributed and independent SNP effects. The variance of the ith marker effect,s
was assumed a priori to be 0 with probability of p or to follow a scaled inverse chi-squared distribution with probability of (1 -p) [4] . In our research, we chose p~0:95 for all scenarios such that on average 5% markers were contributing to the additive genetic variance in each cycle. The MCMC chain was run for 10,000 cycles with 100 cycles of Metropolis-Hastings sampling in each Gibbs sampling, and the first 2,000 cycles were discarded as burn-in. All the samples of marker effects from later cycles were averaged to obtain the estimates of marker effects. For more details on the BayesB approach we refer to the original article [4] .
Cross-validation
A five-fold cross-validation (CV) procedure [76] was used to assess the predictive ability of the different prediction methods. In each replicate of a five-fold CV, individuals were randomly divided into five groups (folds) with equal size (in case the population size was not divisible by five, some groups included slightly more individuals than the other groups). The genetic values of all individuals in each of the five folds were predicted using records of the other four folds. Hence, in each replicate, we performed genomic prediction five times. Each individual therefore belonged once to the validation set and four times to the training set. For all scenarios, the five-fold CV was replicated 20 times, resulting in 20 average accuracies.
Accuracy and unbiasedness
Both accuracy and predictive ability in this study were defined as the Pearson correlation coefficient between observed phenotypic values (PHE) and predicted genetic values (PGV): r~cor(PHE,PGV ). For the dairy cattle data set, the mean reliabilities for the EBVs, which were treated as phenotypes in our genomic prediction model, are 0.97, 0.97 and 0.94 for FP, MY, and SCS, respectively ( Table 1 ). The reported results for dairy cattle can therefore be a good indicator of ''accuracy'' defined as the correlation between true breeding values (TBV) and genomic estimated breeding valuescor(TBV ,PGV ). The unbiasedness was calculated as the regression coefficient of PHE on PGV, b~reg(PHE,PGV ). For the scenarios with low heritability traits in the dairy cattle data set, we used the original phenotypes (EBVs) rather than the simulated new phenotypes to validate different methods. Figure S1 Computing times for GBLUP, BLUP|GA and BayesB. Computing times for GBLUP, BLUP|GA and BayesB (10,000 iterations) for population size N = 2,000 and m = 42,551 markers on an Intel Core i5-3470 CPU 3.2 GHz64 with 16 GB RAM. For GBLUP and BLUP|GA, the computing time includes building the G matrix and solving the mixed model equations. For BayesB, the average time demanding for 10,000 iterations is shown. (TIF) [54] . Marker weights were calculated as the number of times that each marker was reported to be within a significant QTL region (QTL counts). The colored bar under each plot shows the distribution of QTL positions across the whole genome for the three traits with color keys defined in the first plot (top-right). (TIF) Table S1 Accuracy and unbiasedness for traits with low heritability and small population sizes (based on the dairy cattle data set). The best result in each block is printed in boldface.
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