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The Cohen-Lenstra Heuristi:
Methodology and Results
Johannes Lengler
Abstrat
In number theory, great eorts have been undertaken to study the
Cohen-Lenstra probability measure on the set of all nite abelian p-groups.
On the other hand, group theorists have studied a probability measure on
the set of all partitions indued by the probability that a randomly hosen
n×n-matrix over Fp is ontained in a onjuagy lass assoiated with this
partitions, for n→∞.
This paper shows that both probability measures are idential. As a
onsequene, a multitide of results an be transferred from eah theory
to the other one. The paper ontains a survey about the known methods
to study the probability measure and about the results that have been
obtained so far, from both ommunities.
1 Introdution
In 1984, Henri Cohen and Hendrik W. Lenstra published a elebrated paper [3℄,
in whih they onjetured that the sequene of lass groups of quadrati num-
ber elds behaves essentially like a random sequene with respet to a ertain
probability distribution on the spae of all nite abelian groups.
This probability distribution is based on the heuristi that probability for a
group to our should be inverse porportional to the number of its automor-
phisms. In honour of their paper, I will all this the Cohen-Lenstra distribution
or Cohen-Lenstra probability measure.
The onsequenes are immense, ompared to what an be proven. So far, it is
not even proven that there are innitely many number elds with trivial lass
group  a onjeture of Gauÿ of 1801 [12℄. On the other hand, the Cohen Lenstra
onjetures imply that for real quadrati number elds, a majority of all these
elds have trivial lass group (if we neglet the 2-part of the lass group, see
[17, set. 6.1℄ for details).
Later on, it turned out that the Cohen-Lenstra measure ours also in many
other ontexts and plays the role of a natural distribution, regulating the
struture of nite abelian groups in all situations where no obvious strutural
obstales for a random-like behaviour exist. The sequene of lass groups of
number elds is the most famous appliation of the Cohen-Lenstra heuristi 
not only for quadrati extensions of Q, but also muh more general number
eld extensions are seemingly governed by similar heuristis, whih may be
derived from the Cohen-Lenstra heuristi. Note that apart from some speial
ases, all statements are onjetural but are supported by strong numerial and
theoretial evidene. You may onsult [18℄ or [17℄ for details. Furthermore, there
are ompletely dierent appliations suh as generating a nite abelian p-group
(p a prime) by hoosing generators and imposing random relations on them with
respet to some anonial Haar measure (due to Friedman and Washington in
[7℄, see also [17℄).
Due to the variety of appliations and the vast onsequenes of the Cohen-
Lenstra onjetures, number theorists have undertaken onsiderable eorts in
order to study the Cohen-Lenstra measure in dozens of papers ([3℄, [5℄, [6℄, [16℄,
[17℄ and numerous others).
However, unnotied by the number theory ommunity, there has been another
ommunity of group theorists who enountered the Cohen-Lenstra distribution
in a ompletely dierent ontext, namely while studying onjugay lasses of
matries. Although this theory is fully developed (e.g., f. [13℄, [15℄, [20℄,
[22℄, [8℄, [9℄, [10℄), the onnetion to the Cohen-Lenstra heuristi has slipped
general attention in both diretion: Neither were the group theorists aware of
the Cohen-Lenstra heuristi [11℄, nor did the number theorists reognize the full
onnetion to onjugay lasses (although Washington was aware of orollary
9.4 about xed spaes [23℄, whih is a speial ase of the general relationship).
Both ommunities omputed important parameters and invented methods to
investigate the measure. Some results were doubly obtained, but both groups
may also learn new onepts from eah other. The most important methods,
beside diret alulations, are Cohen and Lenstra's ζ-funtion approah, the
Kung-Stong yle index, and Fulman's two interpretations of the Cohen-Lenstra
probabilities via Markov hains and via Young tableaux.
The purpose of this paper is to give an overview of the state of the art obtained
by both ommunities. I want to emphasize that all the results in this hapter are
not my own work. My humble ontribution is only to re-interpret established
results in the notion of the Cohen-Lenstra heuristi.
In this paper, I will only onsider the loal Cohen-Lenstra heuristi, i.e., I will
only onsider nite abelian p-groups for a xed prime p. A generalization to
non-primary groups is possible but requires muh are. See [17, hapter 5℄ for
a thorough treatment.
The paper is strutured as follows: First I give a short introdution to the
Cohen-Lenstra heuristi and provide the reader with enough information to do
diret alulations. Then I give a brief overview of the methods invented by
several researhers. Sine we unify two ompletely worked-out theories, spae
limitations will not allow us to work out all details, so I refer to the original
papers for a more omplete treatment. Finally, I give a olletion of important
quantities related to the Cohen-Lenstra measure that have been omputed by
those methods.
2 Preliminaries and notation
For this paper, let p be a xed prime number. We put q := p−1.
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Throughout the paper, I will only onsider nite abelian p-groups. For brevity,
we will write group to mean nite abelian p-group i.e., a nite abelian group
with order a power of p. Furthermore, we will onsider groups only up to
ismomorphism, so a phrase like sum over all groups really means that the sum
runs over all isomorphism lasses of nite abelian p-groups.
Gp is the set of all (isomorphism lasses of) nite abelian p-groups.
For a nite set M , we will denote its ardinality by #M .
For a nite abelian group G, we write Aut(G) for its automorphism group. The
order ord(G) is the number of elements of G, the rank rk(G) is the minimal
number of generators. The exponent exp(G) is the minimal integer n > 0 suh
that n·G = {0}. The p-adi order and p-adi exponent are given by the formulas
ordp(G) := logp(ord(G)),
expp(G) := logp(exp(G)),
respetively.
P is the set of all integer partitions. A partition of an integer n ≥ 0 is a way to
write n as a sum of positive integers up to order of summation, e.g.,
6 = 6
= 5 + 1
= 4 + 2
= 4 + 1 + 1
.
.
.
A partition may be uniquely desribed by a tuple n = (ni)i=1,...,r, where r ∈ N0,
n1 ≥ n2 ≥ . . . ≥ nk > 0. In this representation, the ni are the dierent
summands ourring, so n is a partition of n =
∑
i ni.
We may visualize a partition by its Young diagram. E.g., the Young diagram of
n = (4, 2, 1) is
By mirroring the Young diagram of n along the main diagonal, we obtain the
onjugate partition n′ of n. In the above example, n′ = (3, 2, 1, 1).
By the Elementary Divisor Theorem, a nite abelian p-group an be uniquely
(up to isomorphism) written in the form
k∏
i=1
(Z/pei)ri ,
where k ∈ N0, ei, ri ∈ N
+
for all i, and where e1 > e2 > . . . > ek.
Hene, we have a anonial bijetion Gp
∼=
→ P , and from now on we will identify
both sets.
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2.1 The Cohen-Lenstra measure
Reall that the Cohen-Lenstra measure assigns to eah group a measure whih
is inversely proportional to the number of its automorphisms. Although we do
not diretly make use of it, let me give a formula for this number:
2.1 Theorem. Let G =
∏k
i=1(Z/p
ei)ri be a nite abelian p-group with k ≥ 0,
e1 > . . . > ek > 0, ri > 0. The size of the automorphism group of G is
#Aut(G) =
(
k∏
i=1
(
ri∏
s=1
(1− p−s)
))
 ∏
1≤i,j≤k
pmin(ei,ej)rirj

 .
Proof. [17, theorem 1.2.10℄
Now we turn to the denition of the Cohen-Lenstra weight and the Cohen-
Lenstra measure:
2.2 Denition. The Cohen-Lenstra weight w is the measure on the set Gp of
all nite abelian p-groups that is dened via
w({G}) :=
1
#Aut(G)
for all one-element sets {G} ⊂ Gp.
The Cohen-Lenstra (probability) measure P is the probability measure on Gp
that is obtained by saling w:
P (M) :=
w(M)
w(Gp)
for M ⊆ Gp.
In slight abuse of notation we will write w(G) and P (G) instead of w({G}) and
P ({G}), respetively, when we measure one-element sets {G} ⊂ Gp.
The above denition of the Cohen-Lenstra measure makes only sense if w(Gp)
is nite. Fortunately, this is the ase. Hall [14℄ has shown that
2.3 Theorem. The Cohen-Lenstra weight of the set of all nite abelian p-groups
is
w(Gp) =
∞∏
i=1
(1− p−i)−1 <∞.
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3 Elementary alulations
The expliit formulas (theorems 2.1 and 2.3) enable us to ompute some values
rather easily. For example, given a group G ∈ Gp, we are given an expliit
formula for P (G). As a speial ase, let me give the probability that a p-group
is the trivial group 0. Sine w(0) = 1, we obtain
P (0) =
∞∏
i=1
(1− p−i).
Using q-series identities, we may ompute some other probabilities. For example,
the probability that a random group is yli (i.e., has rank ≤ 1), is (with q = 1
p
,
as usual)
P (G yli) =
1
w(Gp)
∑
G yli
w(G)
=
(
∞∏
i=1
(1− qi)
)
∞∑
e=0
qe
1− q
=
(
∞∏
i=1
(1− qi)
)
1
(1− q)2
=
1
1− q
∞∏
i=2
(1 − qi)
=
p
p− 1
∞∏
i=2
(1− p−i).
The alulation was pleasantly simple. Now let us ompare this to what happens
if we try to treat the slightly more ompliated question of how likely it is for
a random group to have rank 2. Within the omputation we distinguish two
dierent ases, orresponding to the possible group strutures G = (Z/pe)2, and
G = Z/pe1 × Z/pe2 , e1 > e2:
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P (rk(G) = 2) =
1
w(Gp)
∑
rk(G)=2
w(G)
=
(
∞∏
i=1
(1 − qi)
)(
∞∑
e=1
q4e
(1− q)(1 − q2)
+
∞∑
e2=1
∞∑
e1=e2+1
qe1+3e2
(1− q)2
)
=
(
∞∏
i=1
(1 − qi)
)(
q4
(1− q)(1 − q2)(1− q4)
+
+
1
(1− q)2
∞∑
e2=1
q3e2qe2+1
1
(1− q)
)
=
(
∞∏
i=1
(1 − qi)
)(
q4
(1− q)(1 − q2)(1 − q4)
+
q5
(1− q)3(1− q4)
)
=
(
∞∏
i=1
(1 − qi)
)
q4 − q5 + q5 + q6
(1 − q)2(1− q2)(1− q4)
=
(
∞∏
i=1
(1 − qi)
)
q4
(1 − q)2(1− q2)2
.
Realling that this was still one of the easier ases, we see that this approah
soon beomes quite umbersome. It is possible to get general results about
order and rank of a random group in this way (Bernd Mehnert will present
some of these alulations in his PhD-thesis [19℄), but this requires a highly
skillful handling of q-series identities, whih we do not want to expet from the
user.
So we need other tools to enhane our ability to ompute interesting values.
The next setions will provide suh tools.
4 Zeta funtions
Cohen and Lenstra embed what I all the Cohen-Lenstra weight w into a larger
family of measures wk as follows. For a nite abelian p-group G, let sk(G) be
the number of surjetive homomorphisms Zk → G (or, equivalently, Zkp → G).
Then they dene
wk(G) :=
sk(G)
|G|k
w(G).
Note that the denominator equals the number of all (not neessarily surjetive)
homomorphisms Zk → G.
Then we may ompute wk(G) as
wk(G) =


w(G)
k∏
i=k−r+1
(1− qi) if k ≥ r := rk(G),
0 otherwise.
(1)
([3, Prop. 3.1℄).
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In partiular, we may reover w(G) as
w(G) = lim
k→∞
wk(G).
Now we dene the k-ζ-funtion over Gp as
ζ
(p)
k (s) :=
∑
G∈Gp
wk(G)
|G|s
.
Then ζ
(p)
k onverges for ℜ(s) > −1 and may be omputed expliitly by
ζ
(p)
k (s) =
k∏
i=1
1
(1− p−s−i)
([3, Cor. 3.7℄).
In partiular, this implies the formula ζ
(p)
k1+k2
(s) = ζ
(p)
k1
(s+ k2)ζ
(p)
k2
(s).
We need one last denition: Let f : Gp → C be an integrable funtion. We
dene
ζ
(p)
k (f ; s) :=
∑
G∈Gp
wk(G)f(G)
|G|s
.
Then the expeted value E(f) of f may be omputed as
E(f) = lim
k→∞
ζ
(p)
k (f ; 0)
ζ
(p)
k (0)
.
(This is an analogue of [3, Cor. 5.5℄, only for loal groups.)
Often, it is easier to ompute the ζ-funtion of f than to ompute the expeted
value of f diretly. In this way, Cohen and Lenstra ompute expliit formulas
for the rank and the order of groups, and for some other funtions (f. the
disussion in setion 9).
Their approah has two more advantages. Firstly, we get almost for free a
treatment of the twisted probability measure Pu disussed in setion 9.5, whih
is of speial interest for number eld extensions that are not imaginary quadrati
(see [18℄ or [17, hap. 6℄ for details).
More preisely, we may ompute the expeted value Eu(f) of f with respet to
the twisted probability measure Pu as
Eu(f) = lim
k→∞
ζ
(p)
k (f ;u)
ζ
(p)
k (u)
([3, Cor. 5.5℄).
The seond advantage is that the approah gives a way to obtain some state-
ments about the global setting. We may analogously dene a ζ-funtion over
the global set G, it only has a smaller domain of onvergene. More preisely,
it onverges for ℜ(s) > 0 and has a simple pole in 0. Therefore, under some
tehnial onditions the expeted value of ertain global funtions f : G → C
may be omputed as
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E(f) = lim
s→0
lim
k→∞
ζk(f ; s)
ζk(s)
([3, Thm. 5.5℄), and we only need to ompute the residues of the global ζ-
funtions. However, note that we annot use this approah to dene a prob-
ability measure on G. Taking the sets for whih the above limit exists only
yields a ontent (i.e., a measure that is only nitely additive). For a thorough
disussion, see [17, hap. 5℄.
5 The Cohen-Lenstra heuristi: Interpretation via
onjugay lasses
Reall that p is a xed prime number.
Consider the general linear group GL(n, p) of invertible n×n-matries over Fp.
Then eah onjugay lass an be represented by a matrix in Jordan-Chevalley
normal form.
Before I desribe this form, let me dene the ompanion matrix C(ϕ) of a
normalized polynomial ϕ = Xm + am−1X
m−1 + . . . + a1X + a0. We set C(ϕ)
to be the m×m-matrix
C(ϕ) :=


0 1 0 . . . 0
0 0 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 1
−a0 −a1 −a2 . . . −am−1

 .
Now bak to the normal form. It looks as follows: For every moni irreduible
polynomial φ of degree m over Fp and every positive integer s we may have
an arbitrary number (possibly 0) of (φ, s)-Jordan bloks. Eah Jordan blok is
a square of size sm and is the ompanion matrix of the polynomial φs. The
normal form then has the form


J1 0 0 . . . 0
0 J2 0 . . . 0
0 0 J3 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . Jr

 ,
where Jk runs through all the Jordan bloks. We only require that the sizes of
the Jordan bloks add up to n.
The normal form works over every eld. In setion 8, we will also work over the
eld Fpi , but for the basi theorems it sues to onsider Fp. Note that over an
algebraially losed eld (suh as C) all irreduible polynomials are linear and
the Jordan-Chevalley normal form redues to a slight variation of the ordinary
Jordan normal form.
In order to speify a normal form we must speify for every moni irreduible
polynomial φ and any s > 0 how many (φ, s)-Jordan bloks our. In other
words, for eah φ we must speify a partition. We all this partition λφ. For
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example, if we have 2 bloks of size 3m and 3 bloks of size m then this orre-
sponds to the partition (3, 3, 1, 1, 1). In order for the matrix to be invertible we
must require that λX = ().
On the other hand, every olletion of partitions (λφ)φ with the properties
• λX = 0 and
•
∑
φ,s(deg φ)λφ,s = n
denes a (unique) onjugay lass in GL(n, p).
From now on, we x a moni polynomial φ 6= X over Fp of degree 1.
Let λ be a partition. Pik a random matrix in GL(n, p) uniformly at random.
Then we get a ertain probability for the event λφ = λ.
Fulman proved the following theorem.
5.1 Theorem. Let φ be any moni polynomial over Fp of degree 1 and let λ
be a partition. As n → ∞, the probability (in the sense above) that λφ = λ for
a random matrix in GL(n, p) (hosen uniformly at random) onverges to the
CL-probability P (λ).
Proof. [8, Set. 3.3, Cor. 5 and Set. 2.7, Lemma 6 and Thm. 5 with u = 1
and N →∞℄.
5.2 Remark.
• Fulman uses in his thesis a slightly dierent way of taking the n → ∞
limit. Rather, he hooses a parameter 0 < u < 1, then piks the integer
n with probability (1− u)un and hooses a random matrix from GL(n, p)
(f. [9, p.557f.℄). Then he proeeds as above. However, it is easy to see
that letting u → 1 in this setting yields the same limit as letting n → ∞
in the theorem above. We only need to interhange two limits, but this
is no problem sine all statements onern formal power series identities
with positive onvergene radius.
The reason why Fulman hose the parameter u instead of n will beome
lear in setion 8 about the yle index.
• Fulman studies also the probability distribution for moni polynomials φ of
higher degree. This yields similar distributions with similar formulas, only
it does not give exatly the Cohen-Lenstra probability. We will enounter
these other distributions in the ontext of the Kung-Stong yle index in
setion 8.
The theorem allows us to transfer a multitude of methods and results from a
whole ommunity of researhers to the Cohen-Lenstra heuristi. I start with
reviewing a very interesting interpretation of the Cohen-Lenstra heuristi in
terms of Markov hains due to Fulman.
6 Interpretation via Markov hains
In his PhD thesis, Fulman gave two interpretations of the Cohen-Lenstra proba-
bility. One as the outome of a probabilisti algorithm, one as the weight in the
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Young lattie with ertain transition probabilities. I review both interpretations
in the setting that is relevant to us.
First I present what Fulman alls the Young Tableau Algorithm ([9℄). Reall
that p is a xed prime.
6.1 Algorithm.
0. Start with λ the empty partition. Also start with N = 1 and with a
olletion of oins indexed by the natural numbers, suh that oin i has
probability
1
pi
of heads and 1− 1
pi
of tails.
1. Flip oin N . If the outome is tails then set N := N + 1 and redo step 1,
otherwise go to step 2.
2. Choose an integer S > 0 aording to the following rule. Set S :=
1 with probability p
N−λ1−1
pN−1 . For s > 1, set S := s with probability
pN−λs−pN−λs−1
pN−1 . Then inrease λS by 1 and go to step 1.
In step 2, we use the onvention that all undened entries of λ are 0. In parti-
ular, if we inrease some λs that is not dened then after inreasing the entry
is 1.
The algorithm does not halt, but λ onverges against some limit partition λ∞
(f. theorem 6.4 below). The ouput of the algorithm is the onjugate partition
λ′∞ of λ∞.
6.2 Example. Assume that we are at step 1 with λ = (3, 2, 1, 1), so the Young
diagram of λ is
Assume further that N = 4 and that oin 4 omes up heads, so we go to step
2. We add to λ1 with probability
p−1
p4−1 , to λ2 with probability
p2−p
p4−1 , to λ3 with
probability
p3−p2
p4−1 , to λ4 with probability 0, and to λ5 with probability
p4−p3
p4−1 .
Assume that we hoose S = 1 and inrease λ1, thus getting λ = (4, 2, 1, 1) with
Young diagram
We return to step 1 and still have N = 4. Assume that again oin 4 omes up
heads and we go to step 2. Now we add to λ1 with probability 0, to λ2 with
probability
p2−1
p4−1 , to λ3 with probability
p3−p2
p4−1 , to λ4 with probability 0, and to
λ5 with probability
p4−p3
p4−1 . Then we return to step 1.
6.3 Remark. The name Young Tableau Algorithm refers to the onepts of
Young tableaux. A Young tableau is a Young diagram where the boxes are
labelled with 1, . . . , n (n the size of the Young diagram). The labels must be
given in a way that for any 1 ≤ i ≤ n the boxes 1, . . . , i form again a Young
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diagram. You may think of a Young tableau as a Young diagram together with
an ordering whih tells you how to build up the diagram from srath. Sine
the algorithm does exatly this (building up Young diagrams blok by blok),
the name is appropriate.
6.4 Theorem. With probability 1, the algorithm outputs a nite partition. For
any given partition λ, the probability that the algorithm outputs λ equals the
Cohen-Lenstra probability P (λ).
Proof of theorem 6.4.
[9, Thm. 1℄ with u = 1 and q = p. The author states termination of the
algorithm only for the ase u < 1, but his proof implies termination for u = 1
as well.
Sine the onept of suh an algorithm may be unfamiliar to the reader, let
me rephrase the niteness statement of the theorem. Let us say the algorithm
has been running for some (nite) time and is in some state λ. Then there
is a positive probability that the algorithm will not add any more bloks to λ
in all the (innitely many) forthoming steps of the algorithm. Thus, there is
a positive probability that the algorithm outputs λ. On the other hand, the
probability that the algorithm adds innitely many bloks to λ in the (innite)
sequel of the algorithm is 0. Hene, with probability 1 the algorithm outputs a
nite partition.
6.5 Remark. It may be of interest to state one intermediate result in Ful-
man's proof. Namely, the probability PNalg(λ) that the generi partition of the
algorithm equals λ at the time when oin N omes up tails is
PNalg(λ) =



 N∏
i=N−λ1+1
(1 − p−i)

( N∏
i=1
(1− p−i)
)
w(λ) if λ1 ≤ N,
0 if λ1 > N,
(2)
where w(λ) is the Cohen-Lenstra weight of λ.
Evidently, this onverges to P (λ) as N →∞.
Formula (2) is of partiular interest beause it also ours in a dierent ontext
in a paper [7℄ of Friedman of Washington. More preisely, the probability that
λ is the intermediary result in Fulman's algorithm when oin N omes up tails
equals the probability that a random matrix A ∈ Zn×np (with respet to the
Haar measure) has okernel λ ∈ P ∼= Gp.
So the algorithm is ompatible with the graded (by n) struture of the proess
of hoosing n generators and n relations desribed in [7℄ and [17, set. 2.2.3℄.
7 Interpretation in the Young lattie
Fulman's seond interpretation is perhaps even more interesting from our point
of view, sine it onnets more diretly to the CL-weight rather than to the
CL-probability.
This approah makes use of the Young lattie. The Young lattie is a direted
graph with vertex set GP (= Gp, but independent of p!). There is a direted
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edge from λ to µ if and only if the Young diagram of λ is ontained in the Young
diagram of µ and size(λ) = size(µ)− 1.
For the algorithm we will index the verties by the onjugate λ′ of λ. This does
not aet the edge set. Note that there is a direted edge from λ to µ if and
only if there is an index i0 suh that µ
′
i0
= λ′i0 + 1 and µ
′
i
= λ′i for all i 6= i0.
7.1 Theorem. Put weights mλ′,µ′ on the edges in the Young lattie as follows:
(i)
mλ′,µ′ =
1
pλ
′
1(pλ
′
1+1 − 1)
if µ′
1
= λ′1 + 1.
(ii)
mλ′,µ′ =
p−λ
′
s − p−λ
′
s−1
pλ
′
1 − 1
if µ′
s
= λ′s + 1 for s > 1.
Then the following formula holds for the Cohen-Lenstra weight w and for any
λ ∈ GP of size λ:
w(λ) =
∑
γ′
λ−1∏
i=0
mγ′
i
,γ′
i+1
,
where γ′ = (γ′1, . . . , γ
′
λ) runs over all direted paths from the empty partition to
λ′ in the Young lattie.
Proof. [9, Thm. 2℄
7.2 Remark. A brief alulation shows that for any partition λ ∈ P the sum
of the weights of edges out of λ 6= () is p
p
λ′1+1−1
< 1. (For λ = (), it is 1
p−1 <
1.) Therefore, the edge weights an also be viewed as transition probabilities,
provided that we allow for halting.
8 The Kung-Stong yle index
This is a powerful tool for investigating onjugay lasses of groups, developed
by Kung, Stong and Fulman. The tehniques apply also to more general alge-
brai groups, but for us only the group GL(n, p) is of interest. Reall (setion
5) that a onjugay lass of a matrix M ∈ GL(n, p) is desribed by assign-
ing a partition λφ(M) to eah moni irreduible polynomial φ 6= X suh that∑
φ,s(degφ)λφ,s(M) = n.
8.1 Denition. For all φ 6= X and all partitions λ, let xφ,λ be a variable. Then
the yle index Z
GL(n,p) is dened as follows:
Z
GL(n,p) :=
1
|GL(n, p)|
∑
M∈GL(n,p)
∏
φ 6=X
xφ,λφ(M).
This yle index is onneted with the Cohen-Lenstra probability. In order
to formulate the onnetion, we embed the CL-probability in a larger lass of
probability measures on Gp. For any power p
i
of p and real number 0 < u < 1, we
dene a probability distribution Pu,pi on Gp as follows. Fix a moni polynomial
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φ 6= X over Fpi of degree 1. Choose an integer n randomly aording to the
probability distribution k 7→ (1 − u)uk. Now pik a matrix M ∈ GL(n, pi)
uniformly at random. Then the pair (M,φ) denes a partition λφ(M). We
dene Pu,pi(λ) to be the probability that λφ(M) = λ. (This is easily seen to be
independent of the hoie of φ.)
Reall that the CL-probability is obtained from Pu,pi by setting i := 1 and
letting u→ 1.
Expliit formulas for Pu,pi are given in [9, set. 2℄. (The author writes M(u,q)
instead of Pu,pi .)
Now we an state the following theorem due to Kung [15℄ and Stong [21℄:
8.2 Theorem.
(1− u)
(
1 +
∞∑
n=1
Z
GL(n,p)u
n
)
=
∏
φ 6=X
∑
λ
xφ,λPu,pdeg(φ)(λ).
Proof. [8, Thm. 10℄
We will not go into too muh detail about the tehniques that extrat interesting
onsequenes from this formula, but the essential point is  possibly after some
formula manipulation  omparing the oeients of un on both sides. I refer
to [8℄, [9℄ and [10℄ for tons of examples.
9 A olletion of results
In this setion I ite results that were obtained by the number theory ommu-
nity and the group theoreti ommunity. Some of them were found by both
ommunities, some not.
Reall that a randomly hosen group really means a randomly hosen nite
abelian p-group with respet to the Cohen-Lenstra probability with q = 1
p
re-
garded as a formal variable.
9.1 Order
9.1 Theorem. The probability that a randomly hosen group has order pn is
P (ord(G) = pn) = qn
∞∏
i=n+1
(1− qi).
Proof. [3, Cor. 3.8℄
9.1.1 Higher moments of the order
Reall that the k-th moment of a random variable X is the expeted value of
Xk.
The higher moments of the order of a random group do not exist if k ≥ 1.
(I.e., their values are ∞.) However, for the loal order (setion 2) we obtain
something meaningful. In his PhD thesis [19℄, yet to appear, Bernd Mehnert
gives a stunning desription in terms of Eisenstein series:
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For k ≥ 1 let
Ek(q) :=
∞∑
n=1
σk−1(n)q
n
be the k-th Eisenstein series deprived of its onstant term, where σi(n) =∑
1≤d|n d
i
is the i-th divisor sum. Note that we have dened the Eisenstein
series both for odd and even k.
For a group G =
∏l
i=1(Z/p
ei)ri in standard form (in partiular, all ei are
mutually distint) of order pk, let
fG(X1, . . . , Xk) := k!
l∏
i=1
Xriei
ri!(ei!)ri
and
fk(X1, . . . , Xk) :=
∑
G group of order pk
fG(X1, . . . , Xk).
9.2 Theorem. With the above notation, the k-th moment Mk of the loal order
of a random p-group is
∑
n≥0
nk · P (ordp(G) = n) = fk(E1, E2, . . . , Ek).
Proof. [19℄.
For example, M1 = E1, M2 = E
2
1 + E2, M3 = E
3
1 + 3E1E2 + E3, M4 =
E41 +6E
2
1E2 +3E
2
2 +4E1E3 +E4, and so on. Remarkably, we see that the loal
order of a random group has expeted value E1 and variane M2 −M
2
1 = E2.
Sine this is the rst time the result is published, let me list some omputations.
As formal power series, we get expeted value
M1 = E1 = q + 2q
2 + 2q3 + 3q4 + 2q5 + 4q6 + . . . ,
variane
V = E2 = q + 3q
2 + 4q3 + 7q4 + 6q5 + 12q6 + . . . ,
and higher moments
M2 = q + 4q
2 + 8q3 + 15q4 + 20q5 + 32q6 + . . .
M3 = q + 8q
2 + 26q3 + 63q4 + 116q5 + 208q6 + . . . ,
M4 = q + 16q
2 + 80q3 + 255q4 + 608q5 + 1280q6 + . . . ,
and so on.
Finally, I give a table giving (approximatively) expeted value M1, variane V ,
and higher moments M2, M3 and M4 of the loal order for various primes p.
Reall that all values are simply obtained from the power series by plugging in
q = 1
p
:
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p = 2 p = 3 p = 5 p = 7 p = 11 p = 13 p = 17
M1 1.6067 0.6822 0.3017 0.1909 0.1091 0.0898 0.0662
V 2.7440 0.9494 0.3660 0.2191 0.1192 0.0968 0.0701
M2 5.3255 1.4148 0.4571 0.2556 0.1311 0.1048 0.0745
M3 24.4734 3.9984 0.8848 0.4173 0.1817 0.1387 0.0926
M4 145.5087 14.7677 2.2088 0.8596 0.3053 0.2189 0.1340
Reall that the loal order is the p-logarithm of the usual order, so the trivial
group has loal order 0. This is why moments of less than 1 are possible.
9.2 Rank
9.3 Theorem. The probability that a randomly hosen group has rank r is
P (rk(G) = r) =
(
∞∏
i=1
(1− qi)
)
qr
2
(
∏r
i=1(1 − q
i))
2 .
This formula was already ontained in Cohen and Lenstra's original paper [3,
Thm. 6.3℄, but was independently proven by Rudvalis and Shinoda [20℄. Later
on, a new proof by means of the yle index was given by Fulman [8, Thm. 15℄.
In fat, the theorems of Rudvalis and Shinoda look very dierent from the
version given above. They make statements about the probability that a random
matrix from GL(n, p) has a xed spae of dimension r. But it is easy to see (f.
[8, Lemma 11℄) that the dimension of the xed spae of a matrix M ∈ GL(n, p)
equals the rank of λ′X−1, i.e., the number of parts of the partition orresponding
to the polynomial X−1 in the Jordan-Chevalley normal form. Sine for n→∞
the distribution of this partition is given by the Cohen-Lenstra probability, the
above theorem is equivalent to the following orollary, and this is the form in
whih Rudvalis/Shinoda and Fulton have given their theorems:
9.4 Corollary. The probability that a randomly hosen matrix in GL(n, p) has
a xed spae of dimension r approahes, as n→∞,
(
∞∏
i=1
(1− p−i)
)
p−r
2
(
∏r
i=1(1− p
−i))
2 .
Washington, who is learly in the number theory fration, published this as a
remarkable observation [23℄, but he did not dedue the general theorem 5.1.
Also, no immediate reason for this oinidene is known (or for the general
agreement between the Cohen-Lenstra probability and the probability of parti-
tions appearing in the Jordan-Chevalley normal form), although this might be
simply due to lak of researh.
9.2.1 Higher moments of the rank
A losed formula for the higher moments of the rank of a random group is not
known. However, if we onsider the quantity prk(G) instead of rk(G), then more
an be said. Cohen and Martinet [5, (1.1)(d)℄ give the following formula for its
higher moments:
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9.5 Theorem. The k-th moment of prk(G) is (with q = 1
p
)
∑
r≥0
pkr · P (rk(G) = r) =
k∑
i=0

q−i(k−i)
∏k
j=1(1 − q
j)(∏i
j=1(1− q
j)
)(∏k−i
j=1(1− q
j)
)

 .
The same formula was independently proven by Fulman [8, Thm. 18,19℄. He also
pointed out that the summands may be interpreted as the q-analogue Sq(k, i)
of the Stirling numbers of seond kind (f. [2℄).
9.3 Rank and order ombined
9.6 Theorem. The probability that a nite abelian p-group has order pn and
rank r is
P
(
ord(G) = n,
rk(G) = r
)
=
(
∞∏
i=1
(1 − qi)
) qn−r n−1∏
i=1
(1− qi)
|GL(r, p)|
(
r−1∏
i=1
(1− qi)
)(
n−r∏
i=1
(1− qi)
) .
This theorem seems to be missing in the number theory ommunity. It was
proven by Fulman [8, Thm. 16℄ using the yle index.
9.4 Exponent
9.7 Theorem. The probability that a random group has (p-adi) exponent at
most e is
P (expG ≤ e) =
∞∏
i=1
i≡0,±(e+1) mod (2e+3)
(1 − qi),
where the index runs through all positive integers that satisfy one of the on-
gruenes.
This theorem was rst proven by Cohen [4℄ and was independently redisovered
by Fulman [8, Thm.21℄ via his Young Tableau Algorithm. A dierent and very
simple proof is given in [16℄ by means of so-alled CL-maps.
All proof methods involve the generalized Ramanujan-Rogers identities [1, Thm.
7.5℄. The ase e = 1 ourred already in [3℄ and involves the original Ramanujan-
Rogers identity.
9.5 u-probabilities
9.8 Denition. Let u be a positive integer and G a nite abelian p-group. The
u-probability of G, denoted by Pu(G), is the probability that G is obtained by
the following random proess:
(i) Choose randomly a p-group H with respet to the Cohen-Lenstra probabil-
ity.
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(ii) Choose u elements g1, . . . , gu uniformly at random.
(iii) Output H/〈g1, . . . , gu〉.
Here, 〈g1, . . . , gu〉 denotes the subgroup generated by g1, . . . , gu.
The u-probabilities are important for studying lass groups of number elds (f.
[3℄, [18℄ or [17℄ for details). They have extensively been studied by Cohen and
Lenstra [3℄ and others. By means of ζ-funtions, Cohen and Lenstra derived
the following expliit formula:
9.9 Theorem. Let u > 0 be an integer, and let G be a nite abelian p-group of
order n. Then
Pu(G) =
1
nu
∏u
i=1(1− p
−i)
P (G)
= n−u
1
#Aut(G)
∞∏
i=u+1
(1 − p−i).
Proof. [3, Example 5.9℄
In the same paper, you an nd expliit formulas for the u-probability that a p-
group is of a ertain order or ertain rank, is yli, is elementary, and formulas
for the expeted values of the size of a group and the number of elements with
given annihilator [3, examples 5.85.13, theorem 6.3℄. A formula for the u-
probability of the exponent of a p-group is given in [4℄.
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