Abstract-Activity monitoring is an important part of pervasive sensing, particularly for assessing activities of daily living for elderly patients and those with chronic diseases. Previous studies have mainly focused on binary transitions between activities, but have overlooked detailed transitional patterns. For patient studies, this transition period can be prolonged and may be indicative of the progression of disease. To observe, as well as quantify, transitional activities, a manifold embedding approach is proposed in this paper. The method uses a spectral graph partitioning and transition labelling approach for identifying principal and transitional activity patterns. The practical value of the work is demonstrated through laboratory experiments for identifying specific transitions and detecting simulated motion impairment.
INTRODUCTION
One of the key advantages of using BSN for pervasive sensing is the ability of continuous monitoring of activities of daily living without mobility restriction or behaviour modification [1] . Accurate identification of different activities is the prerequisite of behaviour profiling. The manner in which a user transits between activities may be indicative of the person's health [2] . The use of continuous sensing, however, has imposed certain unexpected difficulties in activity recognition as unlike in laboratory settings; there are no sharp transitions between daily activities. Instead, an activity may be gradually morphed into another, and such transitional pattern may not be reproducible. For example, for someone suffering from exacerbating arthritis, a simple task of getting up from the couch to answer the door could become a major effort. The transition between sitting and walking is prolonged and the body posture and the underlying biomechanical support are different every time, being more and more unstable with age [3] . These transitions, usually prolonged and involving less fluidity in motion for patients, are called transitional activities [4] .
In addition to providing insight into the biomechanical factors leading to the progression of disease, the analysis of transitional activities also stems from the requirement of algorithm development for pattern recognition in pervasive sensing. Typically, tools developed for experimental data collection allow the user to place markers in the data stream as a means of ground truth during the course of the experiment. Very often, the markers are associated with the initiation of a new activity. For prolonged transitions, this is prone to error, as it is hard to define the exact boundary between two activities. Automatic episode segmentation will therefore need to take such transitions into explicit consideration.
The analysis of transitional activities is a relatively new topic. Nawab et al. [4] , for example, proposed a hierarchical classification method that includes four mutually exclusive principal activity states and transitional activity states between them. A visual inspection protocol was proposed to retrospectively define the activity states. In practice, automatic classification of an activity stream into these principal and transitional states is a challenge [5, 6] and there remains considerable scope of research for general transitional activity detection.
The purpose of this paper is to describe a manifold embedding approach for flexible yet consistent transitional activity recognition. The framework proposed uses manifold embedding to visualize multidimensional sensor data from an ear-worn activity recognition (e-AR) device [7] in a two dimensional manifold space, followed by spectral graph partition and transition labelling.
To demonstrate the practical value of this work, classifiers are constructed for a laboratory based experiment for assessing the difficulty of manual labelling and the importance of automatic transitional activity recognition.
II. METHOD
The proposed method consists of four major steps: 1. Coarse grained segmentation by using an existing classifier to identify contiguous episodes of 'principal' activities; 2. For every pair of candidate principal activities, manifold embedding based on Isomap [8] is used to embed the raw sensor data and features into a low-dimensional feature space; 3. Apply a spectral method to partition the manifold into principal activities;
4. Identify on the manifold areas that lie between the partitions for principal activities as transitional activities. Each step will be explained in detail in the following sections.
A. Coarse-grained Segmentation
The first task of the method is to generate a coarse grained segmentation of the sensor data based on the changes in activities. This can be achieved by using existing unsupervised clustering techniques. In this study, the activity classifier introduced in [7] will be used to classify activities. This classifier has previously been used for monitoring postoperative recovery. Figure 1 shows an example of the coarse segmentation derived from the e-AR sensor signals. The top graph shows the raw sensor signals, the middle graph shows the outputs of the activity classifier, and the bottom graph denotes the coarse segmentation. A median-filter is used to remove the noise from the activity classifications. Each segment is then considered as candidate 'principal' activities used to identify transitional phases.
B. Manifold Embedding
Manifold embedding is a dimensionality reduction technique, which maps data points from their original high dimensional space to a lower dimensional space while preserving the geometric properties of the manifolds (for example the geodesic distance). It is a non-linear dimensionality transformation and can preserve the shape of the data in the transformed space as compared to linear dimensionality reduction techniques. The ability to capture structure with the well studied geometric concept of manifolds is attractive when detecting activity transitions. This is because it is important to maintain the intrinsic similarity of the features for detecting activity transitions. Being a non-linear embedding technique, it ensures that the result conforms well to the original data whilst minimising the principle dimensions. In addition, manifold embedding can also significantly reduce the processing demand by reducing the dimensionality of the data. In the case of the e-AR sensor with a typical window size of 4 seconds and sampling at 50 Hz, the number of dimensions of the input vector is 600, which can be computationally demanding. Manifold embedding allows the capture of the same information in the principle dimensions, whilst retaining the geodesic structure of the data. In the proposed method, the popular Isomap embedding is used [8] .
Isomap can be considered as a modification of the multidimensional scaling (MDS). Given a set of points, the algorithm seeks to identify points on a lower dimensional plane such that distances between points in the transformed space are as close as possible to the original plane., i.e., for a set of n points with ij δ being the distance between the points i and j , points in lower dimension space with distance ij d are found by minimizing a Stress function: Figure 1 . Coarse segmentation of the e-AR sensor data.
The distances in Isomap are geodesic distances on a manifold. The Euclidean neighbourhood of each point on the manifold is generated based on a distance threshold or a neighbourhood size.
The embedding is applied to consecutive activity segments to detect activity transitions. Figure 2(a) illustrates the manifold embedding of two such segments showing a user getting up from bed. Features obtained from data over a moving window of two seconds were used as input to the Isomap algorithm, in addition to the raw data. The features used include the mean, variance, entropy and autocorrelation of the raw sensor data. In this experiment, each point in the manifold has a neighbourhood of seven. As it can be seen from the Isomap-embedded data, the transition between the main activities emerges as a connecting region between two clusters.
C. Spectral Graph Partitioning
The next step of the proposed transitional activity recognition is the spectral graph partitioning. Graph partitioning is the problem of dividing a graph into components while minimising the connections between them. Spectral partitioning is an approximation for graph partitioning. This is used in the proposed framework to split the manifold parts that represent principal activities. Given an adjacency matrix A and the degree matrix D that specifies the number of edges incident on any vertex, the graph Laplacian is defined as = − L D A . The second smallest eigenvalue of the Laplacian indicates the connectivity of the graph, and the eigenvector associated with it, called the Fiedler vector, can be used for splitting the graph [9] . This is usually done based on the sign of the corresponding element in the Fiedler vector.
After manifold embedding, the Euclidean neighbourhood of each point on the embedded space is used to generate the adjacency matrix A . The Fielder vector is then calculated to assign nodes to the partitions. Figure 2(b) shows the results of the spectral graph partition. It can be seen that these partitions correspond to the principal activities of lying in bed and standing. The remaining step of the algorithm is to locate segments in this embedded space that correspond to transitions.
D. Transition Identification
In the previous sections, we described an application of techniques for embedding sensor data in manifold space and partitioning the resulting manifold. In this section an algorithm is proposed to automatically detect intermediate regions on the manifold that represent transitional activities.
A relevant measure from graph theory that pertains to finding portions of the manifold that lie 'between' the two segments is the Betweenness centrality index [10] of a vertex. For a given vertex this is a measure of the number of shortest paths in the graph that includes the vertex. The very nature of the algorithm means that this can potentially involve significant computation. However, with the FloydMarshall algorithm for deriving the shortest paths, the computational complexity can be reduced to 3 ( ) O V , where V is the vertices in the graph. One of the drawbacks of betweenness is that it does not take into account class labels, which have already been computed and could be utilized. In this study, a simpler algorithm is devised, which focuses on finding vertices which have a high number of connections to another class. The intuition is that if the data is naturally bipartite with a segment in the middle, each partition will have some vertices that have a high number of edges to vertices in the other partition. This procedure is described in Algorithm 1. The computational complexity of the procedure is ( ) O V . The algorithm iteratively identifies vertices in partitions that have connections to vertices belonging to a different class. If the ratio of neighbours in another class against total neighbours of a vertex is higher than a user specified threshold t , it is added to the transition class. This threshold can be gradually raised using the parameter α as more vertices are added. This can be done to avoid including vertices from main partitions that have connections to threshold vertices. As an example, the result of this step of processing is shown in Figure 2 
III. EXPERIMENTAL SETUP AND RESULTS
To assess the practical value of the proposed transitional activity recognition technique, a lab-based experiment is performed to simulate basic activities of daily living. Each subject performed a circuit of household activities, such as walking between rooms, watching TV, eating, sitting and lying in bed. The circuit is repeated with the user wearing an abdominal brace and restraints on the legs to simulate disability and motion constraints. A total of five subjects were used in this study (leading to ten datasets in total) and each data set involves six different transitions. These transitions are listed in Table 1 .
Data was marked manually in situ during the experiment. As mentioned earlier, human annotation, especially in realtime, can be inaccurate. Figure 3 shows the data as marked and the transition detected by the framework. There is a difference of more than two seconds between the manually placed marker for the next activity and the actual change in sensor data. To provide a more accurate ground truth estimate, we compare the performance of our method against retrospective offline annotation by an experienced observer by using an interactive BSN data visualisation tool.
Accuracy is measured based on the number of data samples labelled as the same principal or transitional activity by the experienced observer and the proposed algorithm. It can be seen from Table 1 that the method performs well for standing-lying down and lying down-standing transitions, regardless of the subsequent principal activities. However, detecting sitting transitions is more difficult. This can be partially explained by the subjects performing a set of other activities while sitting, such as eating and reading. These activities cause the 'sitting' cluster to cover a large area in manifold space, leading to points belonging to different partitions. Another reason could be the use of a fixed window size for all types of transitions regardless of the speed of the transition itself. In order to demonstrate the practical use of transition analysis, two classification tasks were performed on the same dataset. In the first task, the classifier learns to recognize types of transitions, and in the second movement impairment is detected based on transitions. In both cases, we train two classifiers, specifically a k-nearest neighbour and a C4.5 decision tree, on points labelled on the manifold as transitions. The classifiers are trained using the Weka Machine Leaning Toolkit [11] . Since transitions are of varying length, they are time-warped as necessary by using linear interpolation. The goal here is to perform classification based on the shape of the transition. In each case, the classifiers are cross validated tenfold.
The first classification problem is to distinguish between two classes of transitions, termed Classes 1 and 2 in Table 2 . The first class is related to those where the user either lies down, or gets up after lying. The second class is where the user sits down, or gets up after sitting. C4.5 performs significantly better than KNN for this task. The high classification accuracy suggests that different types of transitions can be analysed and classified in the embedded space.
Finally we apply our technique to the detection of different style of movement due to impairment. This is similar to the analysis of different sit-to-stand strategies associated with disability in [6] using webcam data. Whereas [6] restrict analysis to datasets comprising only of transitions, this work also includes automatic segmentation and recognition of transitions in an activity stream prior to classification.
An abdominal brace was used to restrict movement to simulate motion impairment. A classifier was trained to detect this impairment based on transitions involving lying down, which were shown to be detected more accurately in Table 1 . Table 3 shows the results of these classifiers. As in the first classification task, the C4.5 decision tree performed marginally better than the KNN. Classification rates can be further improved by training separate classifiers for each subject. 
IV. CONCLUSIONS
This work investigates a method for identifying and analysing transitional activities in the context of pervasive sensing. Having obtained a coarse-grained segmentation using a simple classifier, contiguous segments are embedded into a manifold for identifying the main activities. A spectral graph method is used to partition the resulting manifold. An algorithm is proposed to identify transitional areas on this partitioned manifold. The proposed method allows a different view of the structure of activities as they change from one to another, thus providing further insight into movement impairment and causes of behaviour abnormalities. 
