Artificial intelligence (AI), deep learning and computer vision are terms that we constantly hear about in the popular media, as well as scientific meetings and publications. It is no doubt a rapidly developing area, and the next frontier in medical research. Readers should bear in mind that these terms are related but do have somewhat separate meanings. Computer vision is about visual pattern recognition, while AI and deep learning is about engineering computer networks that mimic the human brain with layers of neural networks. AI and deep learning can be used to learn nonvisual information, for example, genome and haematological data, and use these to predict an outcome. Sometimes this is referred to as predictive modelling or precision medicine. AI excels in areas where there are complete, large and complex datasets and clearly defined outcome, since it can make correlations and therefore prediction beyond what we currently use in disease classifications and prognosis prediction. Current classifications are based on a learned or best guess approach, whereby we, as experienced clinicians, identify what we consider are important parameters, and include them in the model. Whereas with AI, it has the ability to make unbiased correlations, looking at and comparing all parameters and to identify the best combination that predicts outcome. Computer vision collects visual data and for AI analytics. In this study Watanabe et al. 1 makes use of computer vision to capture back morphometric data, and to correlate this with radiologic data, to help predict outcome, which in this case is coronal Cobb angle and axial rotation on radiographs. The mean error for Cobb angle is 3.42°± 2.64°, which in the setting of screening would seem acceptable, since it is probably more important to use this information to determine a minimum cutoff value beyond which subjects should be sent for radiograph for definitive diagnosis. The error in prediction of axial rotation is higher and more refinement will be needed, in particular with larger datasets and wider range of values.
potential limitations. Firstly, the prediction is only as good as the data collected and provided for training and verification, and ideally the larger the datasets the better, likely this number should be tens of thousands or even larger. Secondly, there could be ethnic variations and thus the validity of models needs to be compared across racial groups. Thirdly, new algorithms and deep learning programs are continuously being developed and refined, and no doubt will further enhance accuracy. Nevertheless, the authors should be congratulated to have made a good start and we should look forward to more to come in this new frontier in future.
