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a b s t r a c t
The Jacobian-free Newton–Krylov (JFNK) method is a special kind of Newton–Krylov
algorithm, in which the matrix-vector product is approximated by a finite difference
scheme. Consequently, it is not necessary to form and store the Jacobian matrix. This
can greatly improve the efficiency and enlarge the application area of the Newton–Krylov
method. The finite difference schemehas a strong influence on the accuracy and robustness
of the JFNK method. In this paper, several methods for approximating the Jacobian-vector
product, including the finite difference scheme and the finite difference step size, are
analyzed and compared. Numerical results are given to verify the effectiveness of different
finite difference methods.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider a large-scale nonlinear system of equations
F(x) = 0, (1)
where F : Rn → Rn is a continuously differential nonlinear map. The inexact Newton method is one of the effective tools
for solving Eq. (1). This method is based on the classical Newton method, and is essentially a kind of linearization method.
In each nonlinear iteration step of the Newton method, a linear equation, called Newton equation, should be solved. For
solving Newton equations, a direct or an iterative method may be used. Typically, direct methods use all kinds of matrix
decompositions, such as lower–upper (LU) decomposition for the Jacobian matrix. The main advantage of direct methods
is that the work they require is not directly related to the conditioning of the system. However, if the Newton equation is
a large sparse system, and this is usually the case, then direct methods are unattractive because (a) direct methods need
the explicit Jacobian matrix, but in application it is usually difficult to form the exact Jacobian matrix; (b) even though the
Jacobianmatrix is formed, a decomposition for the Jacobianmatrixmay containmanymore non-zero entries (called fill-ins)
than the original Jacobian matrix. This may result in excessive memory requirements and poor scaling of the corresponding
operationswith increase of thematrix dimension. Therefore, one has to choose a linear iterativemethod for solving the large
sparse Newton equation. Consequently, the inexact Newton method is obtained. Generally, any linear iterative method can
✩ This project was supported by National Natural Science Foundation of China (No. 11171039, No. 61033009), National Basic Research Program of China
(No. 2011CB309702), and National High Technology Research and Development Program of China (No. 2010AA012301, No. 2010AA012303).∗ Corresponding author. Tel.: +86 10 5987 2452.
E-mail addresses: an_hengbin@iapcm.ac.cn, anhengbin@sina.com (H.-B. An), xiaxue1102@163.com (J. Wen), f.t-2003@163.com (T. Feng).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.09.003
1400 H.-B. An et al. / Journal of Computational and Applied Mathematics 236 (2011) 1399–1409
be used to solve a large sparse Newton equation. An attractive class of iterative solution techniques are Krylov subspace
methods, which are specifically designed for solving large linear systems of equations [1]. If a Krylov method is used to
solve the Newton equation, then the Newton–Krylov method is obtained [2,3], which is very popular for solving all kinds of
nonlinear equations in many application areas [4].
For any Krylov method, the operation concerning the Jacobian is the matrix-vector product. In particular, for solving the
Newton equation, the Jacobian-vector product can be approximated by some finite difference method, and consequently, it
is not necessary to compute and save the Jacobian matrix [2,3,5]. This forms a kind of Newton–Krylov method—a Jacobian-
free Newton–Krylov (JFNK) method [6,4]. Since it is usually difficult to form the Jacobian matrix in many application areas,
the JFNK method is very popular in some application research groups [7,4]. For the JFNK method, at least two key issues
should be dealt with. One is the preconditioning. Since the Jacobian is not formed, a preconditioner is usually constructed
problem specifically [4]. Another issue in the JFNK method is the accuracy of the Jacobian-vector product [8]. Usually, a
forward finite difference method with first order accuracy is employed, and other finite difference methods are rarely used.
Furthermore, for a finite difference method, the size of a finite difference step has a strong influence on the accuracy of the
product. By now, several methods have been proposed to determine the step size. However, it is rare to find the comparison
and analysis for different finite difference methods.
In this paper, three schemes for approximating the Jacobian-vector product, including the forward finite difference
scheme, the backward finite difference scheme, and the central finite difference scheme, are compared and analyzed. The
analysis for the truncated error of the schemes are given. Also, some theoretical analysis is given to determine the finite
difference step size. Three typical nonlinear equations are used to compare and verify the effectiveness of the methods.
Throughout the paper, the following notations are used.
• J or F ′(x) denote the Jacobian matrix of F at x, that is
J(x) = F ′(x) = ∂F
∂x
;
• f (x) is a nonlinear function defined by
f (x) = 1
2
‖F(x)‖22;
• ∇f (x) represents the gradient of f (x), and which is given by
∇f (x) = F ′(x)T F(x).
Note that
∇f (x)T = F(x)T F ′(x)
is the derivative of f (x) at x.
The rest of the paper is organized as follows. Section 2 is a brief introduction about the JFNK method. In Section 3, three
finite difference schemes, and two typical methods for choosing the finite difference step size are given and analyzed. In
Section 4, some numerical results are presented. Finally, a conclusion is given to end the paper.
2. Jacobian-free Newton–Krylov method
The Jacobian-free Newton–Krylov method is a kind of Newton–Krylov method in which the Jacobian-vector product is
approximated by some finite difference method. By this way, only the evaluation of the nonlinear function is concerned.
Generally, the JFNK method with line search globalization strategy can be briefly described as follows.
Algorithm (Jacobian-free Newton–Krylov (JFNK) method).
1. Input the initial iterate x0, and line search parameters α and β .
2. For k = 0, 1, . . . , until {xk} converge, do
2.1. choose η¯k ∈ [0, 1), and use some Krylov method solve the following linear equations
F ′(xk)s = −F(xk), (2)
obtain an inexact Newton direction s¯k, such that
‖F(xk)+ F ′(xk)s¯k‖ ≤ η¯k‖F(xk)‖. (3)
2.2. Implement the line search along s¯k, and obtain a step sk = θks¯k,where θk ∈ (0, 1], such that
f (xk + sk) ≤ f (xk)+ α∇f (xk)T sk, (4)
and
f (xk + sk) ≥ f (xk)+ β∇f (xk)T sk. (5)
2.3. xk+1 := xk + sk.
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In the above algorithm, Eq. (2) is the Newton equation. For solving this equation, an iterative methodmay be used. In the
JFNK method, a Krylov method is employed to solve the Newton equation.
For any Krylovmethod, for example, thewidely used generalizedminimal residual (GMRES)method [9], the approximate
solution atm-th iteration step is given by
sm = s0 + Vmym
with Vm ∈ Rn×m, and y ∈ Rm, where Vm is an orthogonal basis for them-th Krylov subspace
Km = span

r0, Jr0, J2r0, . . . , Jm−1r0

,
where r0 = b− Js0 is the initial linear residual.
To improve the convergence rate of a Krylov method, it is usually necessary to use the preconditioning technique.
In particular, the right preconditioning, which does not change the norm of the linear residual, is usually used in the
Newton–Krylov method. The Newton equation with right preconditioning becomes
F ′(x)P−1Ps = −F(x),
where P ≈ F ′(x) is a preconditioner, and the corresponding Krylov subspace is
Km = span

r0,

JP−1

r0,

JP−1
2
r0, . . . ,

JP−1
m−1
r0

.
Here the nonlinear iteration index k has been dropped since the Krylov iteration is performed with some fixed k.
When a Krylov method is used to solve the Newton equation, only the operation of the Jacobian-vector product is
concerned, and which may be approximated by some finite difference method. For example, the GMRES method need one
matrix-vector product of the form Jv per iteration, where v represents a Krylov vector. Therefore, it is not necessary to form
and store the exact Jacobian matrix in computation. For detailed discussion, see Section 3.
Step 2.2 in Algorithm JFNK is a line search procedure that is used to find a step sk satisfying both α-condition (4)
and β-condition (5). And consequently, the obtained step sk satisfies the sufficient decrease condition. Therefore, global
convergence of the JFNK method is guaranteed [3].
3. Finite difference approximation of the Jacobian-vector product
The finite difference approximation for a Jacobian-vector product concerns two issues. One is the finite difference scheme,
and another is the finite difference step size. Next we discuss these two issues in detail.
In the discussion of this section, assume that two vectors x and v are given. Attention will be paid to the approximation
for F ′(x)v, which can be regarded as the directional derivative of F at x along the direction v.
For further discussion, we need the following theorem.
Theorem 3.1 ([10], NR 3.3-3). If F : Rn → Rn has p-th G-derivative at each point, and F (p) is hemicontinuous on Rn, then for any
x, y ∈ Rn,
F(y)− F(x)−
p−1
k=1
1
k!F
(k)(x)(y− x)k =
∫ 1
0
(1− t)p−1
(p− 1)! F
(p)(x+ t(y− x))(y− x)p dt. (6)
3.1. Finite difference scheme
Inmost applications, a forward finite difference scheme is used to approximate the Jacobian-vector product F ′(x)v, which
is given by
Jv ≈ F(x+ σv)− F(x)
σ
, (7)
where σ ∈ R is a finite difference step. The choice of σ will be discussed in the next subsection.
Apart from the forward finite difference scheme, a backward finite difference scheme and a central finite difference
scheme will be considered in this paper. The backward and central finite difference schemes are given, respectively, by
Jv ≈ F(x)− F(x− σv)
σ
, (8)
and
Jv ≈ F(x+ σv)− F(x− σv)
2σ
. (9)
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Theorem 3.2. The accuracy of the forward and the backward finite difference scheme is first order and the central finite difference
scheme is second order with respect to the finite difference step size σ , that is
F(x+ σv)− F(x)
σ
− F ′(x)v = O(σ ),
F(x)− F(x− σv)
σ
− F ′(x)v = O(σ ),
and
F(x+ σv)− F(x− σv)
2σ
− F ′(x)v = O(σ 2).
Proof. By Theorem 3.1,
F(x+ σv) = F(x)+ σ F ′(x)v + σ 2
∫ 1
0
(1− t)F ′′(x+ tσv)vv dt,
therefore,
F(x+ σv)− F(x)
σ
− F ′(x)v = σ
∫ 1
0
(1− t)F ′′(x+ tσv)vv dt = O(σ ).
That is, the accuracy of the forward finite difference scheme is first order with respect to the finite difference step size σ . In
a similar way, it is easy to obtain that
F(x)− F(x− σv)
σ
− F ′(x)v = O(σ ),
and
F(x+ σv)− F(x− σv)
2σ
− F ′(x)v = O(σ 2).
Therefore, the accuracy of the backward finite difference scheme is first order and the central finite difference scheme is
second order with respect to the finite difference step size σ . 
Since the evaluation of the nonlinear function F(x) has been finished before computing the Jacobian-vector product
F ′(x)v, it is easy to see that one function should be evaluated for the forward or the backward finite difference scheme,
while two functions should be evaluated for the central finite difference scheme.
For preconditioning case, the matrix-vector product is (F ′(x)P−1)v, where P ≈ F ′(x) is a preconditioning matrix. In this
case, the above three finite difference schemes are respectively given by
(F ′(x)P−1)v = F ′(x)(P−1v) ≈ F(x+ σP
−1v)− F(x)
σ
,
(F ′(x)P−1)v = F ′(x)(P−1v) ≈ F(x)− F(x− σP
−1v)
σ
,
and
(F ′(x)P−1)v = F ′(x)(P−1v) ≈ F(x+ σP
−1v)− F(x− σP−1v)
2σ
.
Each of the above approximation for the matrix-vector product is implemented with two steps:
(i) let z = P−1v, or equivalently solve a preconditioning system
Pz = v;
(ii) compute the finite difference approximation with (7), or (8), or (9), where the vector v is replaced by z.
Thus for the preconditioning case, one preconditioning system should be solved for each matrix-vector product.
To show the concrete implementation of the forward, backward and central finite difference schemes, here a two
dimensional case is considered. The nonlinear equations is given by
F1(x1, x2) = 0,
F2(x1, x2) = 0,
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and the Jacobian is
J =

∂F1
∂x1
∂F1
∂x2
∂F2
∂x1
∂F2
∂x2
 .
In the JFNK method, the above matrix is not formed. A finite difference method is used to approximate the Jacobian-vector
product. Specifically, the forward finite difference method (7) is
F(x+ σv)− F(x)
σ
=

F1(x1 + σv1, x2 + σv2)− F1(x1, x2)
σ
F2(x1 + σv1, x2 + σv2)− F2(x1, x2)
σ
 ,
the backward finite difference method (8) is
F(x)− F(x− σv)
σ
=

F1(x1, x2)− F1(x1 − σv1, x2 − σv2)
σ
F2(x1, x2)− F2(x1 − σv1, x2 − σv2)
σ
 ,
and the central finite difference method (9) is
F(x+ σv)− F(x− σv)
2σ
=

F1(x1 + σv1, x2 + σv2)− F1(x1 − σv1, x2 − σv2)
2σ
F2(x1 + σv1, x2 + σv2)− F2(x1 − σv1, x2 − σv2)
2σ
 .
3.2. Finite difference step size
For any finite difference scheme, a finite difference step σ should be determined. The finite difference step has a strong
influence on the accuracy and robustness of the JFNK method.
The choice of σ is as much of an art as a science [4]. If σ is too large, then the finite difference scheme will be a poor
approximation to the Jacobian-vector product due to the truncation error from omitting higher-order terms in the Taylor
expansion. On the other hand, if σ is too small, then the result will be contaminated by floating-point roundoff error.
Therefore, the choice for σ should attempt to optimize the balance between both sources of error.
To design amethod for choosing the finite difference step, it is necessary to analyze the error. For this purpose, let F(x) be
the exact function value of F at x, and F(x)+ ε(x) be an approximate value of F(x), where ε(x) is a perturbation of F(x) that
may be produced by float roundoff error, etc. Here it is assumed that ‖ε(x)‖ ≤ ε¯, with ε¯ the upbound of error for evaluating
the function F(x). If the evaluation of F(x) is accurate enough, it usually can be optimistically assumed that ε¯ ≈ U , with U
the machine epsilon [11]. The typical value of U for 64 bit double precision is U ≈ 2.22× 10−16.
The error analysis for the Jacobian-vector product is based on the error form of the finite difference scheme. The forward,
backward and central finite difference approximations for F ′(x)v with error form can be expressed respectively as
F ′(x)v ≈ F(x+ σv)+ ε(x+ σv)− F(x)− ε(x)
σ
,
F ′(x)v ≈ F(x)+ ε(x)− F(x− σv)− ε(x− σv)
σ
,
and
F ′(x)v ≈ F(x+ σv)+ ε(x+ σv)− F(x− σv)− ε(x− σv)
2σ
.
Theorem 3.3. When σ = √ε¯, the error of the forward and backward finite difference scheme is approximately minimized; when
σ = 3√ε¯/2, the error of the central finite difference scheme is approximately minimized.
Proof. By Theorem 3.1, it is easy to obtain
F(x+ σv)+ ε(x+ σv)− F(x)− ε(x)
σ
− F ′(x)v
= F(x)+ σ F
′(x)v + σ 2  10 (1− t)F ′′(x+ tσv)vv dt + ε(x+ σv)− F(x)− ε(x)
σ
− F ′(x)v
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= σ
∫ 1
0
(1− t)F ′′(x+ tσv)vv dt + ε(x+ σv)− ε(x)
σ
= O

σ + ε¯
σ

.
Since
√
ε¯ = argmin
σ>0

σ + ε¯
σ

,
therefore, when σ = √ε¯, it may be concluded that the error of the forward finite difference scheme is approximately
minimized. It can be obtained, in a similar way, that the error of the backward finite difference scheme is
F(x)+ ε(x)− F(x− σv)− ε(x− σv)
σ
− F ′(x)v = O

σ + ε¯
σ

.
Thus, as for the case of forward finite difference scheme, when σ = √ε¯, the error of the backward finite difference scheme
is approximately minimized.
For the central finite difference method, again by Theorem 3.1, it is easy to obtain
F(x+ σv)+ ε(x+ σv)− F(x− σv)− ε(x− σv)
2σ
− F ′(x)v
= 1
2σ
[
F(x)+ σ F ′(x)v + 1
2
σ 2F ′′(x)vv + 1
2
σ 3
∫ 1
0
(1− t)2F ′′′(x+ σv)vvv dt + ε(x+ σv)
− F(x)+ σ F ′(x)v − 1
2
σ 2F ′′(x)vv + 1
2
σ 3
∫ 1
0
(1− t)2F ′′′(x+ σv)vvv dt − ε(x− σv)
]
− F ′(x)v
= σ
2
2
∫ 1
0
(1− t)2F ′′′(x+ σv)vvv dt + ε(x+ σv)− ε(x− σv)
2σ
= O

σ 2 + ε¯
2σ

.
Since
3

ε¯
2
= argmin
σ>0

σ 2 + ε¯
2σ

,
therefore, when σ = 3√ε¯/2, the error of the central finite difference scheme is approximately minimized. 
Remark 3.1. If ε¯ ≈ U , and 64 bit double precision is used in computation, that is, U ≈ 2.22× 10−16, then the value of the
approximate optimal step size for the forward and the backward finite difference scheme is
σ = √ε¯ ≈ 1.490× 10−8,
and the value of the approximate optimal step size for the central finite difference scheme is
σ = 3ε¯/2 ≈ 6.055× 10−5.
The above analysis gives the theoretical basis for choosing the finite difference step. And by now we assume that x and
v have the same scale of magnitude. Considering the scale of x and v in practical applications, several methods have been
proposed to determine the finite difference step size for forward finite difference [2,12,4]. In this paper, we focus on the
following two types of methods for determining the finite difference step size for the forward finite difference scheme.
• method one [12]
σ 11 =
max
|xTv|, xTtyp|v|
‖v‖ sign(x
Tv)
√
ε¯, (10)
where xTtyp is a vector representing the typical value of x, and sign(z) is the sign function.• method two [4]
σ 21 =
√
(1+ ‖x‖)ε¯
‖v‖ . (11)
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By Theorem 3.3, the finite difference step size for the forward finite difference scheme is also suitable for the backward finite
difference scheme.
Base on Theorem 3.3 and by considering the scales of x and v, we can obtain the following two kinds of methods for
determining the central finite difference step corresponding to (10) and (11)
• method one
σ 12 =
max
|xTv|, xTtyp|v|
‖v‖ sign(x
Tv)
3

ε¯
2
; (12)
• method two
σ 22 =
√
1+ ‖x‖
‖v‖
3

ε¯
2
. (13)
4. Numerical results
To test the computational effectiveness of different finite difference methods, three nonlinear test examples are chosen:
• two dimensional radiation diffusion problem;
• two dimensional Bratu problem;
• three dimensional Bratu problem.
To show the numerical results conveniently, the following notations are used to represent three finite difference schemes.
• ffd: forward finite difference scheme;
• bfd: backward finite difference scheme;
• cfd: central finite difference scheme.
The following notations are used to denote the iteration numbers and CPU time:
• NNI: average nonlinear iteration number for all time steps;
• NLI: average linear iteration number for all time steps;
• NFE: average function evaluation number for all time steps;
• CPU: total CPU time (s).
Besides, tf is used to represent the final simulation time.
For solving theNewton equation, the GMRESmethod is employed in all numerical tests. The stopping criteria of nonlinear
iteration for all tests is
‖F(xk)‖ ≤ 10−10 or ‖sk‖ ≤ 10−13. (14)
4.1. Radiation diffusion problem
The first test example is the following radiation diffusion problem [13,14],
∂E
∂t
−∇ · (Dr∇E) = σa(T 4 − E),
∂T
∂t
−∇ · (Dt∇T ) = −σa(T 4 − E),
(15)
where the unknowns are radiation energy E and material temperature T . Here σa is the photon absorption cross-section,
which is set [13]
σa = z
3
T 3
,
where z is the atomic mass number. For a thermal equilibrium case, we have E = T 4, and for a non-equilibrium case one
can define a radiation temperature as Tr = E 14 . The diffusion coefficients are defined as
Dr(T ) = 13σa , Dt(T ) = kT
5
2 ,
where k is a constant [13].
The computational domain is [0, 1] × [0, 1]. The initial conditions are
E0 = 1× 10−5, T0 = (E0)1/4 ≈ 5.62× 10−2.
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Table 1
Computational effect for radiation diffusion problem with1t = 2× 10−4 and tf = 0.2.
Method Step 32× 32 64× 64
NNI NLI NFE CPU NNI NLI NFE CPU
ffd σ 11 4.59 12.58 17.17 103.90 4.99 25.66 30.65 1131.50
σ 21 4.78 13.64 18.42 114.20 5.14 26.40 31.54 1177.87
bfd σ 11 4.59 12.58 17.17 104.87 4.99 25.66 30.65 1152.85
σ 21 4.79 13.74 18.52 116.07 5.18 26.65 31.83 1177.54
cfd σ 12 4.59 12.58 34.34 109.48 4.99 25.66 61.30 1173.97
σ 22 4.59 12.58 34.34 105.19 4.99 25.66 61.30 1211.91
Table 2
Computational effect for radiation diffusion problem with1t = 4× 10−4 and tf = 0.2.
Method Step 32× 32 64× 64
NNI NLI NFE CPU NNI NLI NFE CPU
ffd σ 11 4.72 15.30 20.01 63.36 5.36 49.20 54.56 999.05
σ 21 5.17 17.45 22.62 70.57 5.77 50.52 56.29 1030.64
bfd σ 11 4.72 15.29 20.01 62.68 5.36 49.20 54.56 996.28
σ 21 5.23 17.53 22.76 76.62 5.87 50.78 56.65 1037.77
cfd σ 12 4.72 15.29 40.02 70.83 5.36 49.20 109.12 1018.65
σ 22 4.72 15.29 40.02 63.35 5.36 49.20 109.12 1056.33
The left boundary conditions are
1
4
E − 1
6σa
× ∂E
∂x
= −1
2
×

y− 1
2
2
+ 1, ∂T
∂x
= 0;
the right boundary conditions are
1
4
E − 1
6σa
× ∂E
∂x
= 0, ∂T
∂x
= 0;
and the top and bottom boundary conditions are
∂E
∂y
= 0, ∂T
∂y
= 0.
In computations, k = 0.1 and z = 1. The Picard linearization method is used to construct a preconditioner. The final
simulation time tf = 0.2.
Tables 1 and 2 are the computational results with different time steps. The meshes are 32× 32 and 64× 64. In Table 1,
the time step size is 1t = 2 × 10−4, and the total time steps is 1000. In Table 2, the time step size is 1t = 4 × 10−4, and
the total time steps is 500.
From Table 1, one can easily see that both forward and backward finite difference schemes with the finite difference
step σ 11 are a little better than the schemes with the finite difference step σ
2
1 by comparing the nonlinear iteration numbers,
linear iteration numbers, function evaluation numbers and CPU time. The nonlinear iteration number and the linear iteration
number of the central finite difference scheme are almost the samewith forward or backward finite difference schemeswith
the finite difference step σ 11 , and the corresponding CPU time is a little more than the forward or backward finite difference
schemes. By comparing the result for different meshes, one can see that the nonlinear iteration numbers have little increase
when the mesh is refined, while the linear iteration numbers almost doubles when the mesh is changed from 32 × 32 to
64× 64.
In Table 2, the performance of three schemes is almost the same as that in Table 1. By comparing the results of these
two tables, one can see that when the time step size is doubled, the nonlinear iteration numbers have little increase, and
the linear iteration numbers have great increase. However, the CPU time is decreased when the time step size is increased
because the total number of time steps is decreased by half. This indicates that both the nonlinear and linear problems are
more difficult when the time step is increased.
4.2. 2D Bratu problem
The unsteady Bratu problem is defined as
∂u
∂t
= 1u+ eu + f , t ≥ 0, x ∈ Ω ⊂ Rd,
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Table 3
Computational effect for 2D Bratu problem with1t = 5× 10−3 and tf = 5.
Method Step 64× 64 128× 128
NNI NLI NFE CPU NNI NLI NFE CPU
ffd σ 11 6.63 176.73 183.37 421.18 11.81 423.53 435.33 3554.71
σ 21 6.62 176.24 182.85 401.69 11.80 423.53 435.33 3798.39
bfd σ 11 6.62 175.92 182.53 404.82 11.75 421.16 432.91 3509.02
σ 21 6.63 176.81 183.43 398.32 11.92 429.35 441.27 3669.52
cfd σ 12 6.63 176.40 366.05 747.19 11.76 421.88 867.29 6693.22
σ 22 6.61 175.54 364.29 732.59 11.74 420.97 865.42 6572.77
Table 4
Computational effect for 2D Bratu problem with1t = 1× 10−2 and tf = 5.
Method Step 64× 64 128× 128
NNI NLI NFE CPU NNI NLI NFE CPU
ffd σ 11 8.99 286.08 295.04 343.94 17.27 686.80 704.06 3034.93
σ 21 8.98 287.18 296.16 344.24 17.57 701.36 718.94 2949.23
bfd σ 11 8.95 285.91 294.86 342.46 17.22 684.79 702.01 3039.52
σ 21 8.98 287.10 296.07 342.40 17.60 702.36 719.96 3054.87
cfd σ 12 8.96 286.05 590.02 597.86 17.11 679.65 1393.53 5301.64
σ 22 8.97 286.76 591.46 589.69 17.31 688.54 1411.70 5471.83
where the solution of the equation, u(x, t), is time and space dependent, and the spacial variable is x = (x1, . . . , xd). The
initial condition is
u(x, 0) = 0, x ∈ Ω,
and the boundary condition is
u(x, t) = 0, x ∈ ∂Ω, t > 0.
In numerical experiment, f is set such that the exact solution is
u(x, t) = t
d∏
i=1
xi(1− xi) exp

− 1
µ2
d−
i=1

xi − 12
2
,
and the computational domain is setΩ = [0, 1]d.
Tables 3 and 4 are the results for two dimensional Bratu problem. The meshes are 64× 64 and 128× 128. In Table 3, the
time step size is 1t = 5 × 10−3, and the total time steps is 1000. In Table 4, the time step size is 1t = 1 × 10−2, and the
total time steps is 500.
From Table 3, one can easily see that the forward and backward finite difference schemes with two kinds of the finite
difference step perform almost identically. For the two kinds of the finite difference step, there is no clear trend to select
a winner by comparing the nonlinear iteration numbers, linear iteration numbers, function evaluation numbers and CPU
time. It is similar to the result of radiation problem, for a fixed mesh, the nonlinear iteration number and the linear iteration
number of the central finite difference scheme are almost the same with forward or backward finite difference schemes.
Because each matrix-vector product in the central finite difference scheme needs two function evaluations, the average
numbers of function evaluation for the central finite difference scheme are almost twice that of the average numbers for
the forward or the backward finite difference scheme. Consequently, the CPU time of the central finite difference scheme
is nearly twice that of the forward or the backward finite difference scheme. This shows that the dominant cost for two
dimensional Bratu problem is to evaluate the nonlinear function. By comparing the result for different meshes, one can
see that when the mesh is refined four times, the number of nonlinear iteration nearly doubles, and the number of linear
iteration at least doubles. This shows that the difficulty for solution of both the nonlinear and the linear problem is increased
when the mesh is refined.
In Table 4, the same study is repeated when the time step is doubled. One observes that the performance of the three
schemes (measured by the number of nonlinear iterations, number of linear iterations, number of function evaluations and
CPU time) is similar to the result in Table 3. By comparing the results of Tables 3 and 4, one can see that when the time
step size is increased, both the number of nonlinear iterations and the number of linear iterations are increased, with the
increase of the number of linear iterations being more evident. This indicates that the difficulty of the problem is strongly
dependent on the time step size.
Fig. 1 is the solution of the equation at two time point. One can see that the solution becomes more and more acute with
time advancing, and the peak point is at (0.5, 0.5).
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Fig. 1. The solution of 2D Bratu problem at t = 1 (left) and t = 5 (right).
Table 5
Computational effect for 3D Bratu problem with1t = 2× 10−3 and tf = 2.
Method Step 32× 32× 32 64× 64× 64
NNI NLI NFE CPU NNI NLI NFE CPU
ffd σ 11 5 52.80 57.80 1166.02 5 99.00 104.00 16840.51
σ 21 5 52.79 57.79 1105.85 5 99.00 104.00 17556.33
bfd σ 11 5 52.81 57.81 1175.28 5 99.00 104.00 16860.02
σ 21 5 52.77 57.77 1103.27 5 99.00 104.00 17716.19
cfd σ 12 5 52.77 115.55 1922.03 5 99.00 207.99 30932.38
σ 22 5 52.78 115.56 1989.39 5 99.00 207.99 30564.61
Table 6
Computational effect for 3D Bratu problem with1t = 4× 10−3 and tf = 2.
Method Step 32× 32× 32 64× 64× 64
NNI NLI NFE CPU NNI NLI NFE CPU
ffd σ 11 5 75.73 80.73 758.68 6.94 190.34 197.28 15945.05
σ 21 5 75.71 80.71 758.66 6.96 191.28 198.24 16632.44
bfd σ 11 5 75.73 80.73 766.22 6.96 191.28 198.24 16701.65
σ 21 5 75.72 80.72 769.55 6.96 191.28 198.24 15842.75
cfd σ 12 5 75.69 161.38 1412.04 6.95 190.94 395.79 29235.37
σ 22 5 75.71 161.42 1428.07 6.97 191.71 397.36 27702.23
4.3. 3D Bratu problem
For the description of the Bratu problem, see Section 4.2. The computational result for three dimensional case is listed in
Tables 5 and 6. The meshes are 32× 32× 32 and 64× 64× 64. In Table 5, the time step size is1t = 2× 10−3, and the total
time steps is 1000. In Table 6, the time step size is1t = 4× 10−3, and the total time steps is 500.
From Table 5, one can see that when 1t = 0.002, the forward and backward finite difference schemes with two kinds
of finite difference step size perform almost identically (by comparing the number of nonlinear iterations, number of linear
iterations, number of function evaluations and CPU time). For the central finite difference scheme, the number of nonlinear
iterations and linear iterations almost equal to the corresponding number of the forward and the backward finite difference
scheme. And the number of function evaluations and CPU time are almost twice of the corresponding statistics of the forward
or the backward finite difference scheme. Comparing the result for different meshes, one can see that when the mesh is
refined, the number of nonlinear iteration does not change while the number of linear iteration nearly doubles.
From Table 6, one can see that when 1t = 0.004, the performance of the schemes is very similar to the case of
1t = 0.002. For this case, however, the number of nonlinear iterations has some increase when the mesh is refined.
Comparing Tables 5 and 6, one can see that when the time step size is doubled, the number of nonlinear iterations has
no increase for the mesh 323, while the number of nonlinear iterations increase approximately by 2 for the mesh 643. For
both cases, the number of linear iterations is increased. This shows that for the mesh 323, by increasing the time step size,
the difficulty of nonlinear iteration is not increased, while the difficulty of linear iteration is increased; for mesh 643, by
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increasing the time step size, the difficulty of both the nonlinear iteration and the linear iteration is increased, with the
increase for the linear iteration being more evident.
5. Conclusion
The Jacobian-free Newton–Krylov (JFNK)method has beenwidely used inmany areas to solve large nonlinear equations.
One of the key components of the JFNKmethod is the Jacobian-vector product, which is approximated by a finite difference
scheme. Usually, the forward finite difference scheme is used to approximate the Jacobian-vector product. For the finite
difference step size, many different strategies are employed by different researchers. However, there is little analysis for
different finite difference schemes and different strategies for the finite difference step size.
In this paper, themethods for approximating the Jacobian-vector product are analyzed and compared, including the finite
difference scheme and the finite difference step size. The compared finite difference schemes include forward, backward
and central finite difference schemes. The error for these schemes are analyzed. And particularly, the theoretical basis for
choosing the finite difference step size is given. The theoretical analysis show that the forward and backward finite difference
scheme may have the same finite difference step size, which should be different from the finite difference step size of
the central finite difference scheme. Two typical finite difference step sizes for the forward finite difference scheme are
considered in this paper, and which are also used in the backward finite difference scheme. Correspondingly, two kinds of
finite difference step sizes are designed for the central finite difference scheme.
Three nonlinear problems are used as test models in numerical experiments. Numerical results show that for some
problem, the first finite difference step size may be better than the second finite difference step size for both forward
and backward finite difference schemes (radiation problem). However, for some problem, when the two finite difference
step sizes are used, the performance of the forward and backward finite difference schemes is almost the same. For the
central finite difference scheme, the numerical results in this paper show that the numbers of nonlinear and linear iterations
are almost equal to the numbers of forward or backward finite difference schemes. The number of function evaluations of
the central finite difference scheme is almost twice that of the number of forward or backward finite difference schemes,
and consequently, the CPU time of the central finite difference scheme is more than forward or backward finite difference
schemes.
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