We construct imaginary cycles for hypergeometric integrals associated with a hypersphere arrangement and discuss the relation between the twisted rational de Rham cohomology. We pose two geometric problems involved in it.
Introduction
First we want to illustrate in one dimensional case the main objective discussed in this article. Let Q be the complex circle : {ξ = (ξ 1 , ξ 2 ); ξ 
defined by the covariant differential ∇ 0 (ψ) = dψ+d log Φ 0 ψ, where we denote
and it is spanned by 
Hence H 1 (Y, ∇ 0 ) is of dimension 3 and is spanned by a basis of representatives ϕ Q (∅), ϕ Q (1), ϕ Q (2) .
In this article we want to extend the above observation to n (n ≥ 1) dimensional cases. The twisted de Rham cohomology H n (Y, ∇ 0 ) can be formulated in the space Y , the complement of a union of n − 1 dimensional hyperspheres in the n dimensional fundamental complex hypersphere Q. There arise two problems.
In the first place, based on my preceding articles (see [1] , [4] ), we formulate the twisted de Rham cohomology presenting explicitly its basis in terms of the invariants a i,j obtained by the Lorentz inner products of the coefficients of two linear functions defining hyperspheres, together with a k,0 which are the constant terms of a linear function. The differential structures of the hypergeometric integrals are described by the invariants a i,j , a k,0 under Lorentz groups or orthogonal groups. In the final section we show how they should be modified in some degenerate cases.
In the second place the basis of the twisted homology H n (Y,L 0 ) cannot always be realized by real domains in Y except in special domain of parameters. We must construct some of them as imaginary cycles. We want to show that this can be done by deforming real cycles from a special domain of parameters involved where all the cycles can be realized by real domains (see Theorem 13).
Basic Properties
Let A be an arrangement of m hyperplanes H j (1 ≤ j ≤ m) defined over the real field of coefficients in the n + 1 dimensional complex affine space C n+1 . Each hyperplane can be described as
We denote by N (A) the union of hyperplanes : = H j ∈A H j and by X = M (A) the compliment of N (A) := C n+1 − N (A). Let Q be the complex hypersphere : f 0 = 0 defined by the quadratic polynomialf
Each intersection H j ∩ Q defines a hypersphere in Q provided it does not reduce to a point i.e., −u The family A = {H j ∩ Q} 1≤j≤m defines a hypersphere arrangement in Q. We denote by Y the intersection of X and Q :
We denote by Q the real part of Q which is identified with the n dimensional real hypersphere. The real part
We define the (m + 1) × (m + 1) configuration matrix A = (a i,j ) 0≤i,j≤m associated with A , whose components are Lorentz inner products
For a set of indices 
Remark The matrix A has at most rank n+2. Assume that I is admissible. Then A(I) = 0 for |I| ≥ n + 3, and
for |I| = n + 2. On the other hand A(0, I) = 0 for |I| ≥ n + 2 and
for |I| = n + 1. Assume that (H1) : A(0, I) < 0 for an arbitrary admissible set I such that |I| ≤ n+1, i.e., the homogeneous parts of |I| linear functions f j (j ∈ I) are linearly independent.
Lemma 1 Fix an admissible set I and consider the intersection subspace
Assume further that (H2) : A(I) = 0 for an arbitrary admissible I (2 ≤ |I| ≤ n + 2). Then for any I ⊂ {1, 2, . . . , m} with |I| = n + 2 the (n + 2) × (n + 2) symmetric submatrix (a i,j ) i,j∈I has the signature of n + 1 (+)sign and one (−)sign so that A(I) < 0 for |I| = n + 2. This is equivalent to say that for any sequence of increasing admissible sets of indices Let τ be the n + 1 form dξ 1 ∧ · · · ∧ dξ n+1. on C n+1 . We denote the n form −τ Q on C n+1 such that its restriction to Q is the standard volume form on Q :
where we assume that every λ j ∈ R is positive and generic. We denote by 
These cohomologies are defined in a standard way by using 
The following two Propositions have been proved in [2] and [3] (see Proposition 3.2 p , 3.3 p and Lemma 4.2 in [2]I, and also [5] ).
Proposition 2 Under the conditions (H1), (H2) we have the isomorphism
where I moves over the admissible sets I of indices such that 0 ≤ |I| ≤ n + 1. We denote ϕ Q (∅) for |I| = 0. There exist the fundamental relations among them of the following type. For an arbitrary admissible set of indices J with |J| = n + 2 there exists the identity :
where ∂ µ J denotes the subset of J deleted by the µth index j µ . Further for |I| = n + 2 a partial fraction gives
We denote by B a linear space spanned by the representatives ϕ Q (I), 0 ≤ |I| ≤ n + 1. 
Proposition 3 Under the condition (H1), (H2a)
H
For example we have
Remark The number κ n is also equal to the number of non-compact connected components of R n+1 − N (A).
Twisted imaginary cycles
We may assume without losing generality
Define the set
as the inside of the real hypersphere S j = Q ∩ H j . We denote by ν j the unit normal of H j :
Remark that ν j ∈ S j,+ . First notice the following: Assume now the conditions (H2b) together with (H1). Then each n − 1 dimensional hypersphere Q ∩ H j is disjoint with each other. This means that Y has only m+1 connected components which make only a part of the basis of H n (Y,L 0 ). We want to construct a basis of H n (Y,L 0 ) represented by imaginary cycles in addition to real ones.
Definition 8
We start from an admissible I = {i, j}, |I| = 2. By hypothesis we have A(I) < 0 i.e., a i,j < −1. By an orthogonal transformation we may choose the new coordinates ξ = (ξ 1 , . . . , ξ n+1 ) such that ν i coincides with the positive ξ 1 -axis and ν j lies in the (ξ 1 , ξ 2 )-plane, i.e.,
is denoted by l * (I). More generally let I be an admissible set such that |I| = p, 2 ≤ p ≤ n. We have A(I) < 0. We may assume without losing generality I = {1, 2, . . . , p} and choose the new coordinates ξ = (ξ 1 , . . . , ξ n+1 ) of R n+1 such that ν 1 coincides with the positive ξ 1 -axis and that ν r lies in
We denote by ∆ * (I) the set of all points ξ = (
and by
which is a piece of an ultra hyperboloid :
Remark that
One can define similarly the chains ∂ j,+ ∆ * (I) for 1 ≤ j ≤ p − 1 by exchange of coordinates and can have the identities
Then the n-chain The following lemma immediately follows from the above Definition. 
Lemma 9 The number of Lefschetz cycles is equal to
The 2 dimensional cell 
Hence we have constructed the new 2 dimensional cycle
The above construction can be extended to higher dimensional cases by induction on dimensions as follows.
Consider now the case where n ≥ 3. I be an admissible set such that |I| = n+1. We may assume for simplicity that I = {1, 2, . . . , n+1}. We have the n dimensional geodesic simplex ∆(I) with the vertices ν j (1 ≤ j ≤ n+1) . in Q such that its edges are geodesic segments and its higher dimensional faces are all totally geodesic. Define the subdomain ∆ * (I) as
, by an orthogonal transformation there exists the new coordinates system ξ = (ξ 1 , . . . , ξ n+1 ) such that the j th face ∆(∂ j I) spanned by the normals ν k , (k = j) included in the ξ 1 , . . . , ξ n -coordinate subspace and that its inner normal to ∆(∂ j I) coincides with the positive ξ n+1 -axis. Suppose for simplicity that j = n + 1 and the subspace spanned by ν 1 , . . . , ν r coincides with the ξ 1 , . . . , ξ r -subspace, i.e.,
The n dimensional cell
whose intersection with ∆ * (I) coincides with ∆(∂ n+1 I) − n k=1 S k,+ . Similarly by exchange of coordinates we can construct the cell ∂ j,+ ∆ * (I)) (1 ≤ j ≤ n) whose intersection with ∆ * (I) coincides with ∆(∂ j I) − k =j S k,+ . Hence there exist a suitable orientation for each ∂ j,+ ∆ * (I) such that the boundary vanishes:
In the same way as above one can prove that the following chain
is an n dimensional cycle.
Definition 10
The a * (I) (|I| = n + 1) will be called twisted adjacent cycle associated with I.
All the cycles thus constructed are not necessarily linearly independent in H n (Y,L 0 ). In fact we have
Lemma 11
For an admissible I with |I| = n+2, the following identity holds:
Proof. We may assume that I = {1, 2, . . . , n + 2}. Then
On the other hand by definition for j = k
Hence the LHS of (3.11) equals
which implies Lemma 11. Q.E.D.
As an immediate consequence we have 
Stereographic projection
The cycles defined in the previous section can also be described in the n dimensional Euclidean space as below. The compliment of the south pole, Q− {(−1, 0, . . . , 0)}, is isomorphic to R n through the stereopgraphic projection
which is a conformal transformation. Then a hypersphere S in Q corresponds to a hypersphere or a hyperplaneS in R n :
where a hyperplane can be regarded as a limiting case for r = ∞. Denote the center ofS by v = (v 1 , . . . , v n ) and its length by ||v|| = n ν=1 v 2 ν . Then we have
Lemma 14 S + corresponds to the inside or the outside ofS according as
As for a i,j
denote the radii and the centers ofS i ,S j respectively. Hence
Lemma 15 We have
where we put a = ||v 
In the same way

Lemma 16
Suppose that |a i,j | < 1 for an admissible I = {i, j, k} and put
The three hyperspheresS i ,S j ,S k intersect each other. π − α i,j is equal to the angle subtended by the tangents ofS i ,S j at an intersection point ofS i ∩S j .
A(1, 2, 3) = 0 if and only if
α i,j + α j,k + α i,k = π, or −α i,j + α j,k + α i,k = π, or α i,j − α j,k + α i,k = π, or α i,j + α j,k − α i,k = π.
Lemma 17 For an arbitrary admissible I, |I| ≤ n + 1 there exist the new coordinates
Proof. We may assume that I = {1, 2, . . . , p}. By the change of coordinates (4.1), there exist the coordinates ξ 1 , . . . , ξ n+1 such that ν r+1 lies in the  ξ 1 , . . . , ξ r+1 -subspace (1 ≤ r ≤ p) . Since u 1,ν = 0 for ν ≥ 2, v (1) = 0. And u r,ν = 0 for ν ≥ r + 1, v (r+1) lies in the η 1 , . . . , η r -subspace.
The cycles equivalent to the one constructed in section 3 are described as follows:
Consider the case where m = 2. Let O 1 , O 2 be the centers ofS 1 ,S 2 and the insides ofS 1 ,S 2 be denoted byS 1,+S2,+ respectively. Suppose first that |a 1,2 | < 1. ThenS 1,+ ∩S 2,+ is a non-empty domain so that R n −S 1 ∪S 2 consists of 4 connected components:
Their closures make the representatives of a basis of H n (Y,L 0 ). Suppose that a 1,2 < −1. ThenS 1,+ is disjoint withS 2,+ . We have three real domainsS 1,+ ,S 2,+ , R n −S 1+ ∪S 2,+ . On the other hand suppose that a 1,2 > 1. ThenS 1,+ includes or is included inS 2,+ . Assume for example that S 1,+ ⊃S 2,+ . Then there are three real domains R n −S 1,+ ,S 1,+ −S 2+ ,S 2,+ . There is the Lefschetz cycle enclosed by two pieces of hyperboloids
We define the chain enclosed by p pieces of ultra hyperboloids
which is the chain enclosed by p − 1 pieces of ultra hyperboloids and the hyperplane η * p−1 = 0. By exchange of coordinates one can similarly define the chains ∂ k,+∆
Finally suppose A(I) < 0 for |I| = n+1. We may assume I = {1, 2, . . . , n+1.} Denote by∆ the Euclidean n-simplex with the vertices v (j) . We want to construct a series of chains ∂ j,+∆ * (I) associated with each face∆(∂ j I) as follows. For simplicity we may assume j = n + 1. There exist the coordinates η = (η 1 , . . . , η n ) of R n such that v (1) = 0, and
In the same way one can construct the chains ∂ j,+∆ * (I) (1 ≤ j ≤ n) and finally putã * (I) =∆
Then we have
Furthermore we have as Lemma 11
Lemma 18 For any admissible I such that |I| = n + 2, the identity holds
In conclusion we may choose admissible I with |I| = n + 1, such that 1 ∈ I so that any other can be a linear combination of them. We have the same conclusion as Theorem 13.
Degenerate cases
In Section 3, and 4 we have assumed (H1) and (H2). In this section we discuss the cases where these conditions are not necessarily satisfied. 
where For an arbitrary ϕ(ξ)τ ∈ Rτ such that its representative
Then ϕ (1) (I) is equal to the restriction of
to Q. As for ϕ (2) (I) the following two recurrence relations play an important role in the sequel:
Lemma 20 For an admissible I with |I|
In particular 
Lemma 21 Fix an admissible I with
For the proof see 
where B(I) denotes a linear space spanned by 
Proof.
In fact since A(I) = 0, the LHS of (5.1) vanishes. A repeated application of (5.1) to ϕ (2) (∂ ν I) shows the RHS of (5.1) equals the RHS of (5.3) in view of the Jacobi identities 
Hence the Lemma.
We now apply to it the formula (5.3) for p = 2. For I = {i, j} we have
Hence (5.3) and Lemma 20 give 
where V i and V ∞ are uniquely determined by and has a basis of representatives ϕ Q (I) with 0 ≤ |I| ≤ n + 1, |I| = 2 satisfying the fundamental relations (2.3),(2.4). ϕ Q (i, j) can be described as a linear combination of these representatives as in (5.10).
2 problems
As is seen from Propositon 2, H n (Y, ∇ 0 ) is spanned by the representatives ϕ Q (I). The result due to Orlik-Terao (see [9] ) suggests that this fact still holds in general in the following sense : Every cycle mentioned in Theorem 13 seems to have one-to-one relation with a stable cycle corresponding to these critical points. This fact suggests :
Conjecture 2 All the critical points of the gradient vector field lie in Q.
