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We will recall the definitions of HC~, HP and HC in §1, and prove Theorem A in §2.
In order to explain the rest of our results, we need to decompose algebraic Kgroups into two pieces: the Karoubi-Villamayor groups KV, and the nil K, groups, which may be thought of as the third terms in a long exact sequence
• ■■KVn+1(A) -m\Kn(A) -+ Kn(A) -KVn(A)
When A is regular, K,(A) = KV*(A) and nil ¿Y»(A) = 0, so intuitively nilÄ"«(A) measures the contribution to ¿Y* (A) coming from the singularities of A. The example A = 1 shows that the abelian group structure of KV*(A) can be quite complicated. On the other hand, the nil if-groups are more predictable. THEOREM B. 7/Q c A then nilKn(A) is a ty-module for all n. On the other hand, if pT =0 in A for some r then nilKn(A) is a p-group for all n.
For reasons of exposition, we prove this result in §6, because it requires tools unrelated to the main body of this paper.
Our third result is that, if we restrict to Q-algebras, we can decompose Goodwillie's map into two pieces, introducing maps ch: KVn(A) -HPn(A), u: nilKn(A) -+ i/Gn_i(A).
Before stating this result formally as Theorem C, let us interpret the decomposition informally. We mean that Karoubi's map factors through ch in the sense that We will prove Theorem C in §5, after showing via examples in §3 that Theorem C cannot hold integrally.
( §4 is devoted to a translation of Theorem A into a topological setting that can be used to prove Theorem C.) In the remainder of the introduction, I would like to explain why I think the map v is fundamentally interesting. The first concrete hint that algebraic if-theory and cyclic homology were linked was the Loday-Quillen Theorem [LQ, 1.6] . If A is an associative Q-algebra and fll(A) denotes the Lie algebra associated to GL (A), this theorem states that HC®_i(A)^PrimHÏie(gl(A);Q) in analogy to the Milnor-Moore theorem, which asserts that Kn(A) ® Q =* Primi/"(GL(A); Q).
This hint already indicates the shift in indexing between if-theory and cyclic homology that we see in v. Based on this, R. Staffeldt was able in [S] to establish that if A = R(& I, R the ring of integers in a number field and J nilpotent, then (0.4) /rn(A)/)®QS¿/G£_1(¿®Q,/®Q).
Goodwillie spectacularly generalized this in [G] , proving that if A is a simplicial ring and / a simplicial ideal with 7To(7) nilpotent, then again there is an isomorphism (0.4). The key to this result was the construction of the map 7. When A is a Q-algebra and I a nilpotent ideal, Goodwillie's theorem tells us more. By [W2, p. 301 ] the groups KVn(A,I) vanish, so by Theorem B (or [W3, 1.4] ) the groups Kn(A,I) are Q-vector spaces. In [Gl] , Goodwillie proved that the HPn(A,I) vanish as well. Thus Goodwillie's result becomes THEOREM (GOODWILLIE [G] ). When I is a nilpotent ideal in a ring A, then Kn(A, I) ® Q = Kn(A ® Q; I ® Q). When A is a Q-algebra there are isomorphisms nil Kn(A, I) =Kn(A,I) (0.5)
HCn-1(A,I)=HC-(A,I)
Another result, joint work with C. Ogle [OW] , concerns the so-called "excision situation": is an ideal of A, and A -► B maps I isomorphically onto an ideal of B. By [W2] , the double relative groups KVn(A, B, I) are zero; when A is a Q-algebra, the groups Kn (A,B,I) are Q-vector spaces by Theorem B (or [W3, 1.5] ). Thus there is a map of Q-vector spaces v: Kn(A, B,I) =i nilKn(A,B, I) ^ HCn-i (A,B,I ).
Using the Loday-Quillen Theorem, Ogle and I have proven in [OW] that when Q C A and B -A/J then indeed v:Kn(A,B,I) = HCn-i(A,B,I).
Third of all, consider the groups NKn(A), which are the cokernels of Kn(A) -> Kn(A[t]). We know that KVn(A) = KVn(A [t] ) and that when Q C A the groups NKn(A) are Q-vector spaces. When Q C A we also know (e.g. by [Kass] [Kass, 4.3] ArYGn(A) = n^®íQ [í] can be nonzero for all n, depending on the transcendence degree of A.
I originally constructed the maps ch and v in March 1985 during the seminar [IAS] . I owe C. Kassel a debt of thanks for his encouragement.
Subsequently, I discovered that ch was implicit in [K2] and that Theorem C could be interpreted as a form of Theorem 7 of [CK] , where nil iv" is a case of Kiel. Since my viewpoint is much more elementary, and since this work motivated [OW] , I hope the reader does not mind the overlap. I have tried to backtrack and annotate this paper with literature references in partial atonement.
Cyclic modules
and their homology. In this section we recall some elementary facts about cyclic modules, establishing notation. It is difficult to give proper credit for these observations; I learned much of this material in the seminar [IAS] , and from various conversations. I have tried to cite the literature after the fact, and apologize for any omissions. The main references are [C, K, Kl, Bur, Bur 1, Gl and G] . [CE, Mac] .) DEFINITION 1.1 [C, Bur, Gl] . A simplicial object L in some category is called a cyclic object if each Ln is given an automorphism t of order n + 1 satisfying the following combinatorial identities:
(The relations for dot and so* are redundant.) The homology modules HC*(L),HP* (L) and HC~ (L) associated to a cyclic module L were introduced in [C, LQ, Bur, G and Gl] . We shall recapitulate their construction shortly. First, however, we shall give some examples and derive some easy facts about them based on maps of cyclic modules. EXAMPLE 1.2.1 [C; Gl, II.1]. Cyc(A;A) becomes a cyclic fc-module once we set
Because it is so common, we shall write HH,(A) for the more awkward H*(A;A) or HHt(Cyc(A;A)). Similarly, we shall write HC*(A) for i/G,(Cyc(A; A)), and so on. EXAMPLE 1.2.2. Let M be a right fcG-module and let EM denote the fcGbimodule whose underlying right module is M, but which is a trivial left fcG-module, i.e., gm = m for all g in G. If we define t by the formula
then Cyc(fcG; eM) becomes a cyclic fc-module. Again for simplicity, we shall write HH*(G;M) for HHt(Cyc(kG; £M)), HC»(G;M) for HC*(Cyc(kG; eM)), and so on (cf. [K] ).
The notation in 1.2.2 is motivated by the classical fact that In fact, we know that "trace" induces isomorphisms in Hochschild homology [DI, 3.7] , as well as in HC [LQ, 1.7] , HP and HC~ [G, 1.3.8] . EXAMPLE 1.3.2. It is a classical fact that H*(G;k) is a direct summand of HHt(kG). For example, this is implicit in [CE, X.2 .1] and [Mac, p. 291] , because fc is a summand of the right G-module x(kG).
In fact, Cyc(fcG; Ek) is naturally a direct summand of Cyc(fcG; fcG) in the category of cyclic fc-modules.
Consequently, if HX denotes any of the homology theories HH, HC, HP or HC~ then HXt (G;k) is naturally a direct summand of HX*(kG). The classical fact cited above follows from this and (1.2.3).
Although this observation is new, the proof is not. It is explicit in [D] , and dates back to the 1950's. Variations of this observation may be found in [K and Bur] . One defines maps for each n, Cycn(fcG; ek) -*♦ Cyc"(fcG;fcG) A Cyc"(fcG; ,*)>
Next, one verifies that t and 7r are cyclic maps, and that iu is the identity. The result follows.
Of the various homology groups associated to a cyclic module L, HC*(L) is best known. As in [C, Gl or LQ] , there is a first quadrant double complex Lpq (p > 0 and q > 0) such that HCn(L) = Hn(tot (L?.) ).
The It is easy to compute HP in terms of HC. Since the columns of L.. are periodic, we can write L.. = lim Lit; from this it follows that there is an exact sequence
The HC~ groups bear the same relation to HP and HC that the HH groups bear to HC. That is, we can copy the proof of [LQ, 1.6] , mutatis mutandis, to prove the following result (see [C or G, 1.3 
there is a map of long exact sequences:
and HCï(L) -* HPi(L) is onto. Finally, compare this exercise with the discussion on p. 382 of [K] . It is time for our main calculation.
Theorem 1.7 (Karoubi [K] ). We have
The Connes-Gysin sequences break up into short exact sequences, the B maps being zero. Finally, the maps HC~ -► HHn and HPn -y HCn are the natural surjections given by the above formulas.
FIRST PROOF. The HH calculation is from 1.2.3, and the HC calculation was done by Karoubi on p. 382 of [K] . The HP calculation now follows from (1.4), and the HC" calculation from 1.5. SECOND PROOF. This is an extension of Karoubi's calculation in [K] . We adopt the notation of exercise 1.6 above; since Cyc.. onto HHn = Hn(G;k), it is possible to select splittings which are natural in G. In fact, we can find splittings of the underlying chain map (1.8.1) tot" = tot(Cyc" (fcG; fc))n -> Cycn(kG; fc).
Here we have written fc for the bimodule £fc. This is essentially the content of Lemma II.3.2 in [G] and uses' acyclic models. First choose the canonical lift of fc = Cyc0(fcG; fc). Next, let Z be infinite cyclic on z and choose a lifting of 1 ® z G CyCi(kZ; fc) to a cycle; this is possible by 1.7 because HC7 -H Hi = fc. Use this to find natural liftings of all 1 ® g, hence a natural splitting Cyc^fcG; fc) -» toti. Similarly, Cycp(fcG; fc) is a free fc-module for p > 2, and is modeled by the case in which G is a free group on p generators. In this case we know by 1.7 that both complexes in 1.8.1 are exact at p, so there is no difficulty in inductively finding a natural map Cycp(fcG; fc) -► totp compatible with the differentials. Finally, choose a splitting s of HC~(G\ fc) -> HH*(G; fc) using 1.7 and 1.8. There 
Hn(G; Z) A J] Hn+2p(G; I) S ÜC" (G; Z) -» ÜP"(G; Z). p=0
With this choice, the Chern class map becomes the map in (2.1).
Calculations.
The best way to understand the theory in the previous sections (and next) is to perform a few calculations.
Throughout this section, we compute over fc = Z. EXAMPLE 3.1. Let R = I[t], so that YlR = R on dt and YlR/ dR S @(2/j) on generators t3~xdt. From [LQ, 2.6 ] we see that
HCn(2[t])]
Since HHn(I[t]) = 0 for n > 2, it follows from 1.5 that Í Z if n is even, "P»™ = \ ©(Z/,-) if " is odd.
In particular, note that HP*(Z[t]) ¿ i/P»(Z).
In contrast, we offer the more pleasing LEMMA 3.
i/Q C A then HPt(A[t]) = HP,(A).
PROOF. By [Kass, 4.3] with B = Q[r], we have
HCn(A[t[) = HCn(A) © HHn(A) ® iQ[t]
n is even, n > 0, not.
as a comodule over 2 [S] . That is, S = 0 on the second term. The result follows from (1.4). Now it is well known that Ki(2[e],2e) = (1 + Ze)* = 2 and that the Dennis trace map sends u to u~x®u. In particular, u -1+e maps to the cycle (1 -£)®(l + £) 1 ® e -e ® e which under the given isomorphism H Hi = 2 © Z/2 corresponds to (1, 1). In HCi = Z/2 the cycle 1 ® e is zero but e ® e is nonzero. We record the following consequence: 4. The space level. In this section, we shall realize the maps in (2.1) at the topological level. We shall start with the map h.
If A is a simplicial set, let ZA denote the simplicial abelian group which in degree n is the free abelian group on the set Xn. Almost by definition the homology of X, i/,(X;Z), is the homotopy ir,(2X) = HH*(2X). There is a simplicial map X -► ZA (sending 1 to 1), and it is classical [May] that the Hurewicz map is just 7r,(X)^7r«(ZX)=tf,(X;Z). Now let G be a group, and let N be the nerve of G, i.e., the simplicial set whose realization |7V| is BG. Almost by definition, the simplicial abelian group ZA is Cyc(ZG;Z). Specializing even further, let G = GL(A). Since addition makes the realization of any simplicial abelian group into an H-spaee, it follows that there is a map PGL+ ( T» ff"(GL(A);Z).
Next, we turn to the maps in the lower part of (2.1). These are induced from maps of chain complexes of abelian groups. In order to obtain topological spaces, we use the Dold-Kan theorem, which states that the category of simplicial abelian groups is equivalent to the category Ch of chain complexes C with G" = 0 for n < 0. Under this correspondence, homotopy corresponds to homology. Unfortunately, the chain complexes involved are not in Ch, so we need to truncate. Then 0\G is in Ch and Hn(0\C) = Hn(C) for n > 0. In fact, 0\ is the reflection into Ch; if P. is in Ch then Hom(P.,C.) =Hom(P.,0\G. To streamline notation, let us agree to write A(G) for |L>if(0\G)|. From the above remarks, we see that Hn(C) = 7r"X(C) for n > 0.
In particular, HC~(A) and HPn(A) are the homotopy groups (for n > 0) of the spaces X(tot(Cyc.~:(A;A))) and A(tot(Cyc.. (A; A) )).
Since all the maps in the bottom of (2.1) are induced in homology by chain maps, it follows that they may also be considered to be induced in homotopy by maps of spaces.
To get the map s of (2.1), recall from 1.8 that s is induced by a chain map (1.8.1). It follows that s is induced in homotopy by a map of spaces X ( We shall conclude this section with a description of the Connes-Gysin sequence at the space level. Let E denote suspension of chain complexes, so Pn(EC) = Hn-i (C) .
Given a cyclic group L, consider the diagram of chain complexes (whose rows are not exact in the middle):
As in [LQ, 1.6] , these induce the Connes-Gysin sequences of 1.5 when we apply homology. Since X sends homology to homotopy, we have PROPOSITION 4.4. The following diagram of topological spaces commutes, and the rows are homotopy fibrations:
Moreover, the long exact sequences on homotopy are the Connes-Gysin sequences of 1.5. 
5. The maps ch and v. In this section, we shall factor Karoubi's Chern class map for Q-algebras through ifV-theory. Breaking if-theory up into the two pieces KV and nil if, we will also induce a map (for Q,E A) v: nilKn(A) -» HCn-i(A) compatible with ch, proving Theorem C.
Example 3.4 above shows that the assumption Q c A is necessary; KVi(2[e],2e) = 0 holds, yet as observed in (3.4.1) the map Ki -» LfPi is nonzero. In fact, the difficulty may be traced to the fact that HP* is not homotopy invariant unless we restrict to Q-algebras. This problem is illustrated by Example 3.1 and Lemma 3.2.
We need to recall the construction of KV from [And] . Given a ring A, let A A denote the simplicial ring with and KVn(A) = 7rni\"V(A) for n > 1 [And] . Let nilK(A) denote the homotopy fiber of K(A) -KV(A). For n > 1, we define nilA-n(A)=7Tnnilii"(A).
The long exact homotopy sequence for the fibration nil K -> K -► KV is thus:
REMARK 5.2.1. One usually defines KVn(A) = Kn(A) for n < 0. To be consistent, we would therefore set nilKn(A) = 0 for n < 0. Such a convention would allow us to extend Theorem C to all values of n. However, such an extension introduces extra technical complications, as in [W] , so we shall forego discussing such an extension here. 
Note that the definition of nil if, in [Wl, 4 .1] is a quotient of the nil if» defined in this paper, so that 6.2 is not in disagreement with [Wl, 4.4] . Similarly, the remark in [Wl] PROOF OF THEOREM B. This is immediate from Theorem 6.4 and the fact (q.v. [W4, 3.3] ) that the groups NlKq(A) are Q-modules (resp., p-groups) when A is an algebra over Q (resp., some Z/p") and i > 1. To establish 6.4 above, we shall construct nil if (A) at the level of simplicial CW spectra, following [W3, §3] . The construction of [W3, 2.2] yields a spectrum K(A) with n°°K(A) = 5GL+(A).
The simplicial spectrum K(AA) has total spectrum |K(AA)| whose homotopy groups yield ifV,(A) by [W4, 2.1] . Now consider the cofibers K(AnA)/K(A); they assemble to form a simplicial spectrum K(AA)/K(A).
Since cofibrations and fibrations of spectra are the same thing,
is a homotopy fibration of connected spectra for each n. Hence we deduce DEFINITION 6.6. The spectrum E_1|K(AA)/K(A)| will be denoted nilK(A) and 7r"(nilK(A)) will be denoted nilif"(A). By 6.5, this agrees with the definition of nilif"(A) given in 5.2 above, and nil if (A) is the space f2°°nilK(A).
PROOF OF THEOREM 6.4. This follows immediately from [W3, 3.2] applied to the simplicial spectrum K(AA)/K(A) with D = E°°S°.
It is clear from [W3, §3] that variants of Theorem 6.4 and Theorem B hold in relative and doubly relative contexts as well. The following examples illustrate this phenomenon. 
