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ABSTRACT

This thesis aims to support the management of Service Level Agreement
(SLA) of Service-based system (SBS). Service-oriented Architecture (SOA) is the
referred architecture to design and develop a SBS. Ideally, SLA provides the means
to specify the obligations related to Quality of Service (QoS) by the concerned
service roles (i.e., service consumer, service provider) in composing and enacting
SBS.
This research addresses three main aspects related to the temporal issues,
identified as the SLA life-cycle management, the SLA verification and generation
functionality and the SLA violation-impact analysis functionality.
In the aspect of SLA life-cycle management, this research introduces an
integrated model of the core process components, the data components and the
external parties to fulfil the management of SLA life-cycle. This model can support
the development of SLA management system for SBS. In addition, this research
explicitly classifies the temporal constraints involved in this model based on the
relevant contexts. Some of the contexts are the service roles (i.e., service consumer
and service provider), SLA life-cycle stages (i.e., establishment and enactment) and
SLA violation stages (i.e., before and after violation). This classification is of
significance towards providing a formal model of temporal constraints. In relation to
the SLA management aspect, this research proposes and discusses a theoretical
framework. This framework focuses on the temporal-aware SLA management for
SBS. The framework becomes the foundation to connect the other works in the
thesis. The case-study evaluation shows the feasibility of the proposed framework for
managing SLA lifecycle of SBS.
In the aspect of SLA verification and generation functionality, this research
proposes two inter-related approaches to enable the SLA negotiation activity. The
SLA verification aims to support the decision activity of service consumer negotiator
(SCN). The verification aims to detect temporal inconsistency and unsatisfactory of
temporal constraints defined in a composite SLA offers. The inconsistency issue may
potentially occur due to SOA characteristic namely the loose coupling of the
involved service providers which have no direct communication. In addition, the
unsatisfactory issue can potentially occur when the proposed composite SLA offers
ii

are not able to fulfil the temporal requirements imposed by the service consumer.
Meanwhile, the SLA generation aims to support the decision activity of service
provider negotiator (SPN). The generation aims to generate the appropriate temporal
constraints included in the SLA offers. The service provider imposes these temporal
constraints to emphasize its resource capacity within time segments. Two aspects
involved in determining the appropriate temporal constraints. The first aspect is to
attain the temporal requirements in the SLA requests. This is essential to increase the
acceptance of SLA offers. The second aspect is to arrange the resource availability
effectively. Although this is still at the negotiation stage, considering the resource
aspect can potentially reduce the risk of SLA violation that might occur during the
actual service execution. The experimental evaluation advocates the effectiveness of
the proposed approach.
In the aspect of SLA violation-impact analysis functionality, this research
proposes an approach to supporting the SLA violation handling during SLA
enactment. The violation can be caused by various reasons such as delay. As a result,
the violation needs to be effectively handled by understanding the impact caused by
the violation. This information is crucial since it can affect the recovery process in
terms of the number of services to be changed and the execution time. The impact
information can be used to prioritise the critical area in the composition process for
recovery. There are two potential negative impacts from the temporal dimension
namely the inconsistency and unsatisfactory condition. By the impacts reasoning, the
critical area can be obtained which contain the violated service and the directly
impacted services. If the recovery can be performed in the smallest critical area,
subsequent change to future services or the entire composition can be avoided. This
thesis contributes the SLA violation-impact analysis approach. The experimental
evaluation proves the effectiveness of the proposed approach.
Based on the thesis outcomes, the thesis can contribute significantly to the SLA
management research agenda in service-based systems. In addition, this research has
the potential to foster the wider adoption of SOA in the real world by addressing the
practical issues related to the temporal aspect of service offering.
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1 INTRODUCTION

1.1

Research Background
The needs to provide automated e-services between enterprises have led

researchers to study the emergent paradigm, namely Service Oriented Computing
(SOC) paradigm [101].
Fundamentally, e-services are a collection of software services accessible via
standardized protocols, whose functionality can be automatically composed to form
more complex services [109]. SOA(the key factor in SOC) is essential in realizing
the composition.
In the business perspective, SOA enables business customers to combine eservices to fulfil business needs [98]. In the technological perspective, SOA is a
logical way of designing a software system to provide services either to end-user
applications or other services distributed in a network, via published and
discoverable interfaces [101]. This system is known as Service-based Systems
(SBS).
There are risks involved in realizing and enacting composite e-services. Such
risks are degrading in the performance, delay in execution, inconsistent outcomes,
etc. The risks are driven by the outsourcing activity of service consumer to the
respective service providers. For outsourcing, the service consumer needs to invest
and expected a good quality of the provided services. This situation raises a need to
govern the business relationship between these two parties. The main aspect in the
contract is the set of quality of Services (QoS) guarantees and is referred to as a
Service Level Agreement (SLA).
Based on this motivation, this research is carried out to support the
management of SBS with SLA. The core concepts are explained below:

SBS – A SBS contains a set of interacted services to provide a value-added
service. SBS is fundamentally designed and developed using Service-Oriented
Architecture (SOA) [101]. The current technology to implement the service-based
system is using the Web service standards such as Web Services Description
Language (WSDL) [129], Simple Object Access Protocol (SOAP) [130], Universal
1

Description Discovery and Integration (UDDI) [92] and the Web Services Business
Process Execution Language (WS-BPEL) [93].

SBS Provisioning – SBS can be provisioned through three stages [63]. Firstly,
the design structure of service composition. Fundamentally, the composition
structure contains the definition of a set of services and the interaction between them.
There are various structural settings to design the interaction between services which
can be referred to the workflow patterns [111], e.g., sequential, parallel, conditional,
loop, etc. Secondly, the generation of machine readable composition specification to
link the abstract design with the component services. Thirdly, the enactment of
service composition by the composition engine.

SLA – A SLA is a contractual instrument to indicate the agreement about a
service between the service consumer and the service provider. In the SBS setting,
the service consumer can be referred to the service composer who needs to compose
and execute a set of services. Meanwhile, the service provider is the software module
that provides the respective service. Without a SLA, a service can still be invoked.
However, there is no guarantee that the service can provide the quality as advertised.
In addition, no party is responsible in the case of changing in quality such as poor
performance or changing in behaviour or changing in QoS constraints [114].

SLA Management – The SLA for SBS has a life-cycle which needs to be
managed effectively and efficiently. The life-cycle of SLA is three stages. The first
stage is the SLA establishment which includes the composition and the negotiation
activity of SBS. The second stage is the SLA enactment that includes the enactment,
the monitoring and the violation handling of SBS. The third stage is the SLA
termination. It involves the termination of service or service is no longer contracted
for a service composition.

SLA Management Issues – This research addresses three core issues to
managing SLA life-cycle for SBS:

2

•

SLA life-cycle management – The first issue is about managing temporal
dimension throughout the SLA life-cycle. This temporal issue should be
addressed from an integrated perspective of the SLA management for SBS. The
first perspective is the SLA establishment for SBS. During this stage, the SLA
negotiation is crucial to provision a set of SLA offers to support the service
composition of SBS. The SLA becomes the primary object of the negotiation.
Meanwhile, the temporal dimension is one of the important elements to be
contracted between the service consumer and the service provider. The service
consumer may utilize the temporal dimension as part of the SLA requests. The
service provider may utilize the temporal dimension as part of the SLA offers.
Thus, there is a need to investigate what are the temporal attributes involved in
the negotiation and how the SLA management can manage these attributes
towards establishing the SLA offers. The second perspective is the SLA
enactment for SBS. During this stage, the service execution controlled by the
composition engine requires the fulfilment of SLAs. In certain exceptional cases
such as the resource change, a SLA violation can occur. This situation requires
the SLA monitoring and the SLA violation handling capability. The SLA
becomes the referred instrument to assess the satisfaction of SBS through the
analysis and the violation handling. Therefore, there is a need to examine what
are the temporal attributes involved in each SLA management functionalities, the
connection between these attributes and their effects towards maintaining the
enactment of SLA.

•

SLA verification and generation – The second issue is related to the SLA
negotiation of SBS. The issues can be viewed from the verification and
generation aspects of SLA offers. The verification involves the service consumer
perspective of SLA negotiation. Two potential issues in this perspective are the
inconsistency and unsatisfactory conditions. The inconsistency issue may
potentially occur due to the conflicts of temporal constraints between SLA offers
of different service providers. This situation may occur due to the distributed
nature of each service provider which has no knowledge about the composition
model. In addition, the unsatisfactory issue can potentially occur when the
proposed SLA offers as a composite is not able to fulfil the temporal
3

requirements. Therefore, the SLA negotiation should be provided with an ability
to analyse and verify the incorporation of SLA offers for their consistency and
satisfaction. In the context of generation, the main issue is related to the service
provider perspective of SLA negotiation. The service provider is concerned about
generating an appropriate SLA offer for each SLA request. Two aspects involved
in determining the appropriateness of SLA offer. The first aspect is to attain the
temporal requirements in the SLA request. This is crucial to increase the
acceptance of SLA offers. To fulfil the SLA request, the generation process
needs a mechanism to find an appropriate match between the resource slot and
the SLA request. The second aspect is to plan the resource availability
effectively. Although this is still at the negotiation stage, considering the resource
aspect can potentially reduce the risk of SLA violation that might occur during
the actual service execution. In addition, the plan may assist in balancing the
resource utilisation across the resource slots. Therefore, the generation process
should be able to find the appropriate resource slots for each SLA request by
considering the resource availability condition.

•

SLA violation-impact analysis – The third issue is related to the SLA enactment
of SBS. During this stage, the SLA violation may occur. The violation can be
caused by various reasons such as delay. As a result, the violation needs to be
effectively handled by understanding the impact caused by the violation. This
information is crucial since it can affect the recovery process in terms of the
number of services to be change and the execution time. The impact information
can be used to determine the critical area in the composition process so that
priority can be given in recovery. There are two potential negative impacts from
the temporal dimension namely the inconsistency and the unsatisfactory
conditions. By the impact reasoning, the critical area can be obtained which
contain the violated service and the directly impacted services. If the smallest
critical area can be recovered, subsequent change to future services or the entire
composition can be avoided. Otherwise, the critical area can be expanded. This
strategy can potentially minimise the recovery scope and accelerates the recovery
process.

4

1.2

Research Objectives
The objectives of this research are as follows:

•

Theoretical Framework – This research aims to establish a theoretical framework
of temporal-aware SLA management for Service-based System. The theoretical
framework should contain the core components of managing SLA life-cycle (i.e.,
SLA establishment and SLA enactment), and their relationship in terms of
process and data flow. The framework should also include the temporal
dimension classifications by understanding the functionality provided by the
identified components and their relationship.

•

SLA offer verification and generation approach – Based on the proposed
theoretical framework i.e., SLA establishment, this research aims to analyse,
design, and evaluate the SLA offer verification and generation approach to detect
temporal inconsistency and unsatisfactory, minimize inconsistency, and
maximize resource availability. The analysis involves the activity of
understanding the factors that influence the decision of verifying and generating
SLA offers. The analysis also identifies the relevant inputs and outputs elements.
The design involves the activity of designing the two decision models. First, the
decision model for verifying SLA offers based on the structural and temporal
constraints attributes. Second, the decision model for generating the SLA offers
based on the temporal constraints and the resource slots attributes. Then, the
evaluation involves the activity of assessing the proposed approach in relation to
minimizing inconsistency and maximizing resource availability.

•

SLA violation-impact analysis approach - Based on the proposed theoretical
framework i.e., SLA enactment, this research aims to analyse, design, and
evaluate the SLA violation-impact analysis approach to identify the impact
region, generate the region requirements, minimize service changes, and
consume a reasonable service recovery execution time. The analysis involves the
activity of understanding the factors that influence the decision of identifying the
impact candidates from the normal situation to the violation condition. The
analysis also identifies the inputs and outputs elements. The design involves the
5

activity of designing the impact identification decision model based on the notion
of temporal inconsistency and unsatisfactory during run-time. Then, the
evaluation involves the activity of assessing the proposed approach in identifying
the impact region, minimizing service changes and its correlation to the service
recovery execution time.

1.3

Research Methodology
The methodology used to conduct this research is identified as follows:

•

Theoretical Study – A series of theoretical studies are conducted to identify the
research questions and requirements to motivate this research. These include
activities such as classification and comparison of existing literatures. Journals,
proceedings, books and technical reports are used to gather the required
information. Furthermore, the theoretical studies are also conducted to identify
the appropriate techniques that can potentially address the identified
requirements.

•

Design and Develop – A set of requirements to be addressed are modelled. The
aim is to understand and determine the scope of the requirements in representing
the real world problem. Mathematical symbols are used to model the context of
problem related to the addressed requirements. Then, several algorithms are
designed and developed to solve the modelled problem. Java language is used to
realize the algorithms.

•

Analysis and Evaluation – The proposed algorithms are analysed qualitatively
and quantitatively. In the qualitative aspect, a scenario-based analysis is used to
assess the feasibility and usefulness of the proposed algorithms. The analysis
involves the activities of mapping the modelled problem with a motivating
example followed by a step-by-step run-through in solving the problem. In the
quantitative aspect, an experimental-based analysis is conducted to evaluate the
effectiveness of the proposed algorithms. The analysis involves the activities of
collecting the simulated data and measuring the effectiveness.
6

1.4

Research Contributions
This research contributes to knowledge in three aspects. Each of them is

identified as follows:

•

Theoretical Framework – A theoretical framework of temporal-aware SLA
management for SBS is proposed. It is the conceptual integration of the existing
literatures on the SLA negotiation, the SLA monitoring and the SLA violation
handling. In particular, the study outcomes in the aspect of SLA negotiation can
assist other interested researchers to understand the issues, challenges, and
methods towards establishing the SLA offers. Meanwhile, the study outcomes in
the aspect of SLA monitoring and SLA violation handling can assist other
interested researches to understand the issues, challenges and methods towards
maintaining the fulfilment of SLA. The proposed framework includes the
conceptual models, the interaction models and data models related to the SLA
establishment and enactment. These models provide some references for future
study of SLA management for SBS. In summary, the proposed framework can
contribute to and complement the research community in the context of SLA
management for service-based environments.

•

SLA offer verification and generation approach – The proposed SLA verification
approach contributes a model of analysing the composite SLA offers based on
the temporal and structural dimension. The model contains a set of rules to
support the temporal constraints consistency and satisfaction checking according
to the workflow structure. The approach also consists of the interaction flow
model and the data flow model to enable the verification process. The proposed
verification algorithm illustrates the application of the workflow reduction
technique for the temporal constraints checking. The algorithm contributes the
evaluation of temporal inconsistency of the composite SLA offers. Meanwhile,
the proposed SLA offer generation approach contributes a model of analysing
and deciding the appropriate SLA offer values based on the temporal and
resource dimension. The model contains a set of temporal relation rules to match
the SLA requests with the time segment of resource slots. The model also
contains the resource utilization rule to check the availability of the resource slots
7

as well as the formula of maximizing the resource availability. To enable the
generation process, this research contributes the interaction flow model and the
data flow model. The proposed algorithm illustrates the application of the
resource placement technique with temporal concerns. From the evaluation
discussed in Chapter 6, the verification approach is applicable to verify the
temporal consistency and satisfaction of the temporal constraints produced by the
generation component, thus reducing temporal inconsistency and maximizing
resource availability. Furthermore, it can contribute to increasing reliability of a
composite service while maximizing resource availability increases the capability
to generate more offers.

•

SLA violation-impact analysis approach – The proposed SLA violation-impact
analysis approach contributes a model of analysing and identifying the impact
region caused by the temporal constraint violation. Architecturally, the model
consists of three sub models specifically, the QoS estimation, the impact region
identification and the requirements generation model. The QoS estimation model
contributes a set of estimation formulae based on the workflow patters. The
proposed algorithm illustrates the application of workflow reduction technique.
In contrast to the existing approaches, the proposed reduction technique consists
of three stages, pre-reduction, reduction and post-reduction. The distinction is
necessary to highlight the different scopes and aims for each of the stages. The
impact region identification model contributes a set if impact rules to identify the
temporal inconsistency and unsatisfactory. In addition, the requirements
generation contributes to the decision of appropriate values for the region
requirements. Based on the evaluation, the approach is feasible and effective in
handling SLA violations, specifically with the presence of temporal constraints
violation. The proposed mechanism can significantly reduce the amount of
service change in relation to recovering the SLA violation. Furthermore, the
finding has shown that the recovery consumes reasonable amount of time when
integrates with the violation-impact analysis.
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1.6

Thesis Outlines
The research is organized as follows:

Chapter 2 – This chapter provides the literature and the state-of-the-art of the
research area. It consists of two main sections. The first section elaborates the
literature related to the service-based systems. This includes the concept of SOA, the
Web service technology standards and the service composition. The second section
discusses the SLA management for service-based systems including the design
principles, the SLA specification languages and the core functionalities. The second
section also includes the discussion on the temporal dimension issues in SLA
management.

Chapter 3 – This chapter presents the overall framework of the SLA
management. There are four main sections. The first section provides the overall
conceptual idea of the proposed framework which includes the external entities of
the SLA life-cycle and the architecture of SLA management. The second section
provides a conceptual model of each core component in SLA management. This
includes SLA negotiation, SLA monitoring and SLA violation handling. The third
section presents the interaction models based on two SLA management scenarios
namely the SLA establishment and the SLA enactment. The fourth section provides
the data elements to compliment the presented interaction model.

Chapter 4 – This chapter presents the second outcome of the thesis namely
SLA offer verification and generation approach. There are two core sections. The
first section presents the verification approach which includes the interaction flow
perspective, the data flow perspective and the algorithm perspective. The interaction
flow perspective discusses the relationship of the core process components of the
service consumer negotiator (SCN). The data flow perspective discusses and explains
the data abstraction for enabling the verification process. The algorithm perspective
presents the verification algorithm model, including the discussion on the workflow
reduction technique and the detailed algorithm. The second section presents the
generation approach which includes the interaction flow perspective, the data flow
perspective and the algorithm perspective. The interaction flow discusses the
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relationship of the core process components of the service provider negotiator (SPN).
The data flow perspective discusses and explains the data abstraction for enabling the
generation process. The algorithm perspective presents the generation algorithm
model, including the placement technique and the detailed algorithm.

Chapter 5 – This chapter presents the third outcome of the thesis specifically
SLA violation-impact analysis approach. There are two core sections. The first
section presents the overall approach which includes the process flow of SLA
violation handling, the process flow of SLA violation-impact analysis and the data
flow of SLA violation-impact analysis. The process flow of SLA violation-impact
analysis discusses the subcomponents namely the estimation of composite services,
the identification of impact region and the generation of region requirements. The
data flow of SLA violation-impact analysis contains the discussion on several data
abstractions namely the composite service information, the service information, the
violation information and the impact information. The second section presents the
detailed design of the SLA violation-impact analysis. This includes the computing
model to perform the estimation of composite services, the identification of the
impact region and analysis of the impact condition. This section also presents the
algorithms to implement the SLA violation-impact analysis.

Chapter 6 – This chapter discusses the evaluation of the proposed approaches.
It has two main sections. The first section presents a case study-based evaluation.
This includes the mapping between the case study and Service-Based Systems
Composition and Execution Environment (SBSCEE) and Resource Management
Environment (RME). This section also discusses the management scenarios to show
the feasibility of the approaches. The second section presents an experimental-based
evaluation. This includes the evaluation of three attributes namely the resource
availability, the temporal inconsistency and the number of service changes.

Chapter 7 – This chapter concludes this thesis. The first section provides the
summary of outcomes. The second section presents the contributions and benefits.
Meanwhile, the third section identifies the limitations and outlines future works.
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2 LITERATURE REVIEW

This chapter aims to explore the start-of-the-art and present the research
uniqueness. It provides the background study of the service-based systems by
focusing on the architecture, supporting technologies and interaction with the SLA in
Section 2.1. Then, in Section 2.2, it presents the background study of SLA
management, followed by the discussion of temporal dimension, and the focus
requirements of this research.

2.1

Service-based Systems – SBS
SBS is a system which is fundamentally built based on SOA. SBS contains a

collection of applications that interact with other(s) by providing and/or consuming
services [77]. In this research, the term ‘service’ is used to represent the application.
In practice, SBS can be implemented using Web service technologies. In this section,
the discussion focuses on three fundamental aspects namely SOA, Web service
technologies and SBS life-cycle.

2.1.1 Service-oriented Architecture – SOA
Overview – Needs to overcome many distributed enterprise computing
challenges including application integration, transaction management, and security
policies have driven the proposal of SOA [48] [100]. SOA is a logical way of
designing a software system to provide services either to end-user applications or
other services distributed in a network, via published and discoverable interfaces
[101]. Services are the essential elements in SOA. Services can be viewed as the
software resources. They should be well defined, self-contained modules and provide
standard business functionality and are independent of the state or context of other
services[100].

Service Roles in SOA – The basic roles in SOA are the service requester
(sometimes called service consumer) and the service provider. The service requester
acts on behalf of a person or an organisation to request for the respective service. The
service provider is the one who provides service to fulfil the requester’s needs. The
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interaction of both sides can become complex [45]. For instance, the service
requester is interested in a service which can be potentially provided by multiple
service providers. This situation requires the service requester to perform the
searching and the selection task. Therefore, another role of a service is necessary
known as a service broker [100]. The service broker discovers and selects services
for the service requester from a service repository. The repository consists of the
service information published by the service provider. With this information, the
service broker can recommend the services that match the requirements of the
service requester.
In addition, a service in SOA can act as a service aggregator [100] or service
composer. The service aggregator takes the responsibility of both, the service
consumer and the service provider. Firstly, the aggregator performs multiple service
requests to the respective service providers. The aggregator may utilize the service
broker to search for the potential service providers. Then, the aggregator performs a
service composition which results in a combination of services of the respective
service providers that collectively satisfy the service consumer needs.

SOA Principles – There are several principles to design a software system
based on SOA that includes standardization, loose coupling, reusability,
composability and discoverability [15]. SOA promotes the notion of standardization
from different layers, which include communications layer, messaging layer,
descriptions layer and processes layer [127]. The standardization characteristic
enables interoperability between services across different platforms and service
providers. Loose coupling characteristic [66] advocates less-dependent and unbound
relationship between interacting services. As a loosely-couple software system, each
service can evolve its implementation independently while maintaining its public
interface for the interoperability. In addition, services in SOA also promote the
characteristics of reusability, discoverability and composability [30]. Reusability can
be achieved by designing a service as a self-contained module with common
functionality. Discoverability is achieved when the service descriptions is published
in the service registries that are accessible to service consumers. Meanwhile,
composability is determined when the combination characteristics i.e., reusability,
discoverability, standardization and loose coupling are applied.
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2.1.2 Web Service Technology Standards
A Web service is a software system designed to support interoperable machineto-machine interaction over a network [127]. Web services have been argued to be
the preferred implementation for realizing SOA [53] [100].
The development and implementation of Web service is based on a set of Web
service technology standards that allow services to communicate, exchange
information, collaborate, etc. automatically. These standards are proposed and
maintained by several organisations including W3C and OASIS. The standards have
evolved over the years [53] [127] [77] [99]. The standards are the enable technology
standards, the core service standards, the composition specification standards and the
value-added standards [99]. Each of them is explained as below:

Enabling Technology Standards – The enabling technology standards are the
Extensible Markup Language (XML) and the Hypertext Transfer Protocol (HTTP).
XML provides the foundation to formatting and specifying data structure for
exchanging information over the Internet. HTTP becomes the fundamental protocol
to enable information passing and transmission.

Core Service Standards – The core service standards are referred to the
combination of three standards namely Web Services Description Language (WSDL)
[129],

Simple Object Access Protocol SOAP (SOAP) [130] and Universal

Description Discovery and Integration (UDDI) [92]. WSDL becomes the
specification language to describe the data and operations provided by the Web
services. The description is essential to allow searching by the service consumer.
WSDL-based description can be exposed by publishing into UDDI as the Web
service registry. Meanwhile, SOAP provides the messaging protocol to allow
information exchange between Web services.

Composition Process Standards – The composition process standards are
referred to the Web Services Business Process Execution Language (WS-BPEL)
[93], Web Services Choreography Description Language (WS-CDL) [128], Web
Services Coordination (WS-Coordination) [96] and WS-Transaction [94]. Each of
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these standards provides the specification language to describe different composition
model.
WS-BPEL assists the composition of Web services based on the orchestration
model. In the orchestration, the main idea is to design the interaction flow between
Web services. Therefore, the standard focuses on specifying how existing Web
services should be executing and working together as a composite service. WSBPEL provides various kinds of activity specifications that are differentiated as basic
and structure activities. The basic activities determine how Web services behave
through ‘invoke’, ‘receive’, ‘reply’, ‘wait’, etc. The structured activities determine
how Web services interact between each other through ‘sequence’ ‘if’, ‘while’,
‘repeatUntil’, ‘pick’, ‘flow’, etc.
WS-CDL assists to standardize a peer-to-peer collaboration process from a
global point of view. In the collaboration, the main concern is about specifying the
rules on how the participating Web services can be engaged to achieve a common
business goal. Thus, WS-CDL standard provides a definition of the common
ordering conditions and constraints, and the common observable behaviour of all the
participants involved.
WS-Coordination and WS-Transaction standards complement WS-BPEL to
coordinate multiple Web services [31]. To be specific, WS-Coordination provides
the general framework to coordinate a set of transaction-based Web services within
the same context by specifying two component services namely the activation service
and the registration service. The activation enables a composition to create a
coordination instance. The registration service enables a composition to register for
coordination protocols. WS-Transaction provides a framework to handle the
coordination of atomic transaction (short-running) or business transactions (longrunning). Coordination for the atomic transaction is supported with a set of protocols
defined in WS-AtomicTransaction [94], while coordination for the business
transactions is supported with the protocols defined in WS-BusinessActivity [95].
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Value-Added Standards – The value-added standards are other standards to
support complex business interactions. This includes the mechanisms for security
and authentication, authorization, trust, privacy, secure conversation, contract
management and so on [99]. Some of the notable standards are WS-Management,
WS-Policy and WS-Security.

2.1.3 Service Composition
The life-cycle of SBS consists of several stages. SBS is built through the
service composition based on SOA. During the execution of SBS, the entire system
is monitored. SBS may need to be adapted [67] in the case of change to preserve the
reliability of the system.
Composition refers to the functionality of combining multiple services to
provision SBS. The composition life-cycle can be divided into three stages [63].
Firstly, is the stage of planning the composition structure and discovering the
potential services. Secondly, is the stage of generating specification of the
composition e.g., WS-BPEL or WS-CDL based on the produced plan. Thirdly, is the
stage of implementing the composition by binding and invoking the respective
services.
Technically, there are two strategies to compose services, i.e., the top-down
strategy and the bottom-up strategy [10]. The top-down strategy begins with the
process model followed by the generation of the composition model by discovering
and selecting the respective services. Model-driven composition approaches and
QoS-aware composition approaches follow the top-down strategy. The bottom-up
strategy aims to generate the composition model by exploring various combination of
services. Automated composition approaches based on AI planning follow the
bottom-up strategy. The detailed discussion and comparison of the approaches can be
referred to [10].

2.1.4 Agreement-driven Service-based Systems
A SBS exposes to dynamic changes due to many reasons. From the
architectural perspective, services are loosely-coupled and thus can evolve
independently. From the implementation perspective, the provisioning service may
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be delayed due to the resource unavailability. From the infrastructure perspective, the
provisioning service may be terminated or delayed due to the busy network. All of
these circumstances makes a SBS is difficult to be managed. To support this setting,
an agreement-oriented SBS has been proposed and becomes the pertinent
information to be considered in the SBS life-cycle.

The principal of SLA – An agreement-driven SBS requires the realization of
Service Level Agreements (SLA). A SLA is a contractual document to specify the
contract between the service consumer and the service provider on a service. In SBS
setting, the service consumer can be referred to the service composer who needs to
compose a set of services. Meanwhile, the service provider is the party or
organization who provides and manages the service.
Without a SLA, a service can still be invoked. However, there is no guarantee
of the quality of service, and no one is responsible in the case of service changes due
to poor performance, functional behavior change, QoS constraints change, etc [114].
Therefore, a SLA usually expresses two key elements. The first element justifies the
functional aspects of the respective service. The second element specifies the
guaranteed elements which include the service level objectives to be achieved within
certain limits or constraints. These elements have to be mutually agreed by both
sides.

SLA Life-cycle for SBS – A SLA is more than just a document. A SLA has a
life-cycle and a life-time to be managed. The life-cycle of SLA consists of several
stages [102]. Firstly, a SLA has to be established. This involved the process of
creating and negotiating SLA between the service consumer and the service provider
of SBS. The creation process includes the identification of the respective terms and
to determine the domain values (or ranges) for the respective term. The negotiation
process includes several sub processes such as validation (to validate the SLA offer),
aggregation (to compose a set of SLA offers), and selection of SLA (to select the
best or optimal SLA offers). The successful negotiation results in the SLA
establishment. Secondly, a SLA becomes the main reference to monitor the
execution of SBS. During this stage, some SLA violations may be detected or
predicted. As a result, the SLA may need to be adjusted to accommodate the current
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situation of SBS or to recover from the SLA violation. Finally, the SLA terminates
when the agreement reaches the expiry time.

2.2

SLA Management for Service-based Systems
This section presents the core principles to produce flexible and robust SLA

management. It contains the discussion of the existing works on the SLA
specifications and the SLA management functionalities.

2.2.1 Design Principles
SLA management for SBS should address several core design principles to
provide a flexible and robust SLA management solution [122].
Firstly, the SLA management should be able to enable SLA creation for
various kinds of SLA terms. The main elements of SLA terms are the specification of
quality attributes, which can be classified in many ways [12]. For instance, QoS
attributes may be measurable or unmeasurable [14]. Some examples of measurable
attributes are accuracy, availability, capacity, cost and latency. Some examples of
unmeasurable attributes are interoperability, modifiability and security.
Secondly, the SLA management should allow various term specifications to
define the agreements associated with different types and layers of services.
Essentially, there are four types of services to be supported by the SLA terms
namely, service consumer, service provider, service broker and service composer
(aggregator). Meanwhile, there are three layers of services that expresses different
SLA terms namely business service, software service and infrastructure service.
Thirdly, the SLA management should be able to manage the composite SLA
within the same layer as well as across multiple layers [27] [122]. The composition
of SLA within the same layer can be referred to the composition of service providers
to achieve the composition goal. For instance, the airlines service together with
transportation and hotel services provide the composition for travelling service.
Meanwhile, the composition of SLA across the layers reflects different layer of
services. For instance, the infrastructure services are composed to support the
software services.
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Fourthly, the SLA management should provide the functionalities to cover the
SLA and SBS lifecycle which involves the built-time phase as well as the run-time
phase. The SLA lifecycle can be identified as the SLA creation stage, the SLA
establishment stage, the SLA enactment stage, the SLA adjustment stage and the
SLA termination stage. Meanwhile, the SBS lifecycle can be associated with the
composition stage that includes discovery, planning and selection as well as the
monitoring and adaptation stage.
Finally, the SLA management should be applicable to manage SLA-driven
applications from a variety of industrial domains [123]. These include Enterprise
Resource Planning (ERP), Enterprise IT implementation and operation, financial
services, E-Government services to citizens and enterprises.

2.2.2 SLA Specification Languages
Existing SLA specification approaches are based on two motivations to support
SLA management. Firstly, the specification approaches target to define the SLA for
bilateral relation of the service consumer and the service provider on the respective
service. Secondly, the specification approaches aim to define the composite SLA for
SBS. Composite SLA is needed due to the needs to compose multiple services to
create new services [17]. SLA management requires both approaches to provide a
flexible and reliable solution.

SLA Terms Specifications - SLA Specification language provides the data
structure to express a set of agreement terms that is useful for SLA management. The
common data structure covers the purpose, the parties, the validity period, the scope,
the restrictions, the service-level objectives, the service-level indicators, the
penalties, the optional services, the exclusions and the administration [114].
Existing SLA terms specification approaches aim to define the SLA for
bilateral relation of the service consumer and the service provider on the respective
service. The approaches include Web Service Offerings Language (WSOL) [124],
Web Service Level Agreement Language (WSLA) [83], Rule-Based Service Level
Agreements (RBSLA) [104], SLA Language (SLAng) [118], WS-Agreement [1].
Each of them is briefly explained as below:
19

•

Web Service Offerings Language (WSOL) [124] – It is a formal specification of
various constraints, management statements and classes of service for Web
services. It is based on XML schema. The types of constraints that can be
expressed in WSOL include the functional constraints, QoS constraints and
access rights. The management statements refer to the statements about prices,
monetary penalties and management responsibilities. The notion of classes of
service allows the same functionality of a Web service to have multiple service
offerings.

•

Web Service Level Agreement Language (WSLA) [83] – It is a framework that
aims to support the specification and monitoring of SLAs for services [72]. It
becomes a standard which is developed and maintained by IBM. The language is
flexible and extensible and the syntax is based on XML schema. The
specification allows service consumers and providers to define a wide variety of
SLAs that include the parties, the service level parameters and the service level
objectives. The monitoring functionality is supported with the runtime
architecture comprising several SLA monitoring services.

•

Rule-Based Service Level Agreements (RBSLA) [104] – It is a language that
adapts and extends the emerging Semantic Web rule standard RuleML [131]. The
language proposal is driven by several factors including the need to explicitly
define the contractual rules in a formal and machine-readable form. By adopting
RuleML, RBSLA gains several advantages such as easily interchanged with other
rule-based languages and easily fed into a suitable rule engine.

•

SLA Language (SLAng) [118] – It is defined using a combination of Essential
Meta-Object Facility (EMOF) model language [3] which is a class-based
formalism, and Object Constraint Language (OCL) [2] which is a formal
language to describe expressions on UML models. SLAng is motivated by three
important requirements namely monitorable, understandable and precise [119].
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•

WS-Agreement [1] – It is an XML-based language developed by the GRAAP
Working group of the Open Grid Forum. The motivation of developing WSAgreement comes from several needs including to establish an agreements
between two parties, to specify the capabilities of the service providers and
requirements of the service consumers and to monitor the agreement compliance
during the run-time of SBS. WS-Agreement is not meant to support the complex
interaction of the negotiation. However, it provider a simple protocol based on
the request-response interaction.

Composite SLA Specifications – Currently, there are few research that
addressed the composite SLA. The approach named COSMA [81] is motivated by
the overcome of the current limitation of SLA terms specifications. The approach
consists of information related to the individual SLAs and their dependencies
resulted from the structural dependency of multiple service providers. Technically,
the approach consists of three parts. The first part consists of a generic information
model that integrates contractual data, SLA management data and elements for the
expression of dependencies and relationships between SLA elements. The second
part refers to a conceptual framework that outlines the components that are necessary
for managing the composite SLA. The third part contains a set of SLA management
mechanisms to implement the phases of the SLA lifecycle such as SLA creation,
SLA negotiation and SLA monitoring.

2.2.3 SLA Management Core Functionalities
There are a set of core functionalities to manage the SLA life-cycle i.e.,
establishment, enactment and termination for SBS. In this literature review, the
discussions are focussed on SLA negotiation, SLA offer generation, SLA offer
verification, SLA monitoring, SLA analysis and SLA recovery.

2.2.3.1 SLA Negotiation
SLA negotiation is needed during the stage of establishing SLA offers. SLA
negotiation (or renegotiation) is also needed during the stage of enacting SLA.
During the SLA establishment, the negotiation will support the service composition
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activity. During the SLA enactment, the negotiation will support the recovery
activity.
Generally, in a composite SLA setting, the negotiation activities involve the
interaction between the service composer (on behalf of the service consumer) and
multiple service providers. In principle, the negotiation model consists of three core
elements [42] [62], namely the negotiation objects, the negotiation protocol and the
negotiation party’s (consumer or provider) decision model. The negotiation objects
refer to the SLA terms to be negotiated between the consumer and the provider. The
negotiation protocol refers to the interaction procedures between both parties where
information exchanging is involved. One of such protocols is FIPA Contract Net
Interaction Protocol Specification [43] where the interaction can be automatically
handled between the consumer and provider. In this protocol, the negotiation can be
initiated from either side. The interaction is implemented iteratively until both parties
are satisfied or any of the parties decides to leave the negotiation. The negotiation
party’s decision model supports the intelligent way to make a decision in the
negotiation activity. Such decisions are to accept or reject the offer made by the other
party as well as to make the initial and subsequent offers (or counter offers). The
decision can be influenced by several factors such as time and resource.
Existing works have addressed various aspects to enable the SLA negotiation.
There are several proposals related to the negotiation framework. [135] proposed a
coordinated SLA negotiation framework to negotiate with multiple service providers
in order to fulfil the end-to-end QoS requirements. The work by [33] [107] addressed
the SLA negotiation for the resources. In [33], the authors proposed a model and
protocol for negotiating resources in a distributed systems. In [107], the authors
proposed SLA negotiation protocols based on WS-Agreement. In addition, [103]
proposed a negotiation protocol based on the contract law to compliment WSAgreement. With the concern about generic negotiation protocols, the work by [56]
proposed a SLA negotiation framework for enabling the integration of a variety of
negotiation protocols based on WS-Agreements.
Besides that, the work by [57] proposed a negotiation management framework
named WS-Negotiation which is based on XML. Meanwhile, the work by [141]
proposed a negotiation specification based on WS-Policy [6]. In the context of
decision model, the work by [28] proposed a broker-based approach to support the
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negotiation decision between the requester and the provider. In [142], a negotiation
system with decision support system is proposed to enable the negotiation decision.
The proposed system applies the broker-based approach to manage the entire
negotiation. The decision component is equipped with the capability to adjust the
time-based functions as well as to select the right negotiation strategy.
Despite the extensive literatures of service-based negotiation, further study is
needed to support the decision model of both parties (service consumer and service
provider) in negotiation SLA offers. In this thesis, two areas are identified namely
the generation of SLA offers and the verification of SLA offers. Both are reviewed as
follows:

SLA Offer Generation – SLA offer generation is needed to support the
service provider in SLA negotiation process. The objective of this component is to
produce a SLA offer to be proposed to the service consumer. It is important to note
that the SLA offer generation does not guarantee the establishment of SLA. The SLA
offer has to be negotiated (even with a simple negotiation process) until the
agreement between both parties (consumer and provider) is reached.
From the existing literatures, the work by [23] has addressed the generation of
SLA offer. However, the generation is viewed as a result of the SLA negotiation.
Further study is needed to understand how the SLA offer is generated especially
from the service provider perspective. Hence, the generation focussed in this thesis
should be able to produce a SLA offer with the appropriate values. In [82], a
technique called dynamic service profiling (DSP) has been utilized to generate the
respective values for the SLA offer. The historical data namely the execution time is
used to profiling the values.
However, considering the historical data only is insufficient. The service
provider also needs to take other factors into consideration. Two of the identified
factors are the requirements from the service consumer i.e., temporal requirements,
and the resource availability of the provider [59]. Considering the consumer
requirements can increase the acceptance of the SLA offer. Meanwhile, considering
the resource availability assists in effectively managing resources. These factors may
contribute to effectively generating the SLA offers and become the main focus in this
thesis.
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SLA Verification – SLA verification is needed to support the service
consumer in SLA negotiation process. The objective of this component is to verify
composite SLA offers proposed by a set of service providers. The outcome of SLA
verification will drive the decision on the acceptance or rejection or bargaining of the
SLA offers.
Two of the main challenges in verifying the SLA offers are the consistency and
satisfaction issues from QoS dimension e.g., temporal. Both issues are important
since each of the SLA offers is generated by a different service provider. When
combining them together, an inconsistency may occur (e.g., temporal constraints
violation between SLA offers) and the unsatisfactory condition may be detected
(e.g., temporal requirements violation) [58]. These issues become the main focus in
this thesis.
Existing works have not sufficiently addressed the SLA verification especially
for the SLA negotiation. Several works have addressed the SLA verification for the
workflow and service-based systems. The work by [55] has proposed a general
approach of verifying SLA compliance for supporting business process modelling
based on BPEL during design time. The work by [38] has addressed the consistency
verification i.e., temporal, for inter-organizational views.
From the method perspective, some efforts have perceived the verification
based on the formal methods. For instances, the work by [68] adopted time automata
theory to analyse the temporal properties and the work by [78] applied the Time
Constraints Petri Net (TCPN) to validate the temporal properties.
The formal methods may be suitable to analyse the interaction conflicts
between services. To verify the overall QoS satisfaction, the estimation procedure
needs to be applied. One way to do this is by applying QoS aggregation method with
workflow reduction technique [24] [60]. Recent works have addressed the SLA
aggregation of both single level service composition [126] and multiple level service
composition [125].
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2.2.3.2 SLA Monitoring
SLA monitoring is needed during the SLA enactment stage. During this stage,
the quality aspect of SBS may be violated due to many reasons such as resource
unavailability, service failure, etc [112]. The objective of SLA monitoring is to
observe and detect SLA violation against the established SLA. Conceptually, there
are two kinds of deviations [84]. Firstly, a violation detected based on the current
quality information. This kind of deviation can be detected directly based on certain
rules checking. Secondly, a violation detected based on the estimated quality
information. This kind of deviation requires an estimation process before the
respective rules can be executed.
Technically, the monitoring function requires the ability to collect the current
quality information of SBS, to estimate some quality information of SBS and to
verify this information for the consistency and satisfaction against the established
SLA. One of the ways to achieve this is to model SBS behaviour as well as SLA
information based on the Event Calculus (EC) [116] as proposed in [120] [84]. EC is
a logic-based formalism for representing actions and their effects. In this case,
actions are represented by events and effects are represented by fluents. Events
represent exchanges of messages between services. Meanwhile, fluents may
represent the variables related to SBS and SLA. During run-time, events are captured
by the event receiver and stored in the event database. The recorded events are
processed and utilized by the monitor to check for any violations.
A few studies have been conducted to study the monitoring QoS as well as
SLA of SBS. The monitoring approach proposed in [84] called EC-Assertion can be
used to specify and capture SLA information which is based on WS-Agreement [1].
The work by [8] [80] proposed monitoring specification approach called WSCoL
(Web Service Constraint Language). In [7], the authors proposed a monitoring
approach as extension of the Active BPEL environment. The approach is able to
monitor a single service instance as well as the composite service instance. In
addition, the authors proposed a language called RTML (Run-Time Monitor
Specification Language) which can be used to specify QoS information related to
time e.g., event start time and event end time. The work by [97] proposed a
monitoring approach of BPEL process according to QoS attributes. The approach
called VieDAME is an extension to the ActiveBPEL engine. During runtime, the
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monitoring module listens and records the QoS information during an event e.g.,
service invocation event. In [9], the authors combined the capability of WSCoL and
RTML. Some comparison on the monitoring approaches can be referred [9].

2.2.3.3 SLA Analysis
SLA analysis is motivated by the needs to understand the deviation detected
from the monitoring function. Generally, the analysis has two objectives. The first
objective is to understand the cause of the deviation. This involves the questions like
which guarantee term caused the deviation, and which service caused the SLA
deviation. The second objective is to understand the impact [19] of the deviation.
This involves the questions like how bad is the deviation, and which services are
affected by the SLA deviation.
SLA analysis can be modelled with a set of information including the outcome
of the monitoring as well as the initial SLA specifications. Based on these inputs, the
analysis can produce relevant information to be used as the main reference or
guidance especially for the SLA recovery. The analysis should be supported with
different kinds of data-driven analysis such as factor analysis [133], dependency
analysis [4] and propagation analysis [54]. Factor analysis is very useful for the
causal analysis since it aims to discover the main factor that influences the
performance of a process. Technically, the factor analysis can be modelled based on
the decision tree algorithms [134]. Dependency analysis is used to understand the
relation between the SLA or between the SLO. By understanding the relation, the
analysis can provide the insight about the causes of or the impact from the SLA
deviation. Propagation analysis is useful to determine which area needs to be
changed by understanding the inconsistency and dissatisfaction scope of the initial
deviation. This analysis is suitable to support the impact analysis.
In the context of SLA-related analysis, the current works mainly have studied
the analysis from the causal perspective [69] [18]. The work by [69] does not
specifically target for the SLA terms, but the quality aspect is comparable to the
guarantee terms. In this work, the authors proposed an analysis to determine which
quality attribute causes the deviation to other attributes. In [18], the authors proposed
an analysis to determine which service causes the based performance on the entire
composition based on the SLA information.
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2.2.3.4 SLA Recovery
SLA recovery is motivated by the needs to handle the SLA deviation by
renegotiating the current SLA. This function is initiated when the monitoring has
detected the deviation. Furthermore, this function aims to adjust the current SLA
information to fit into the current situation of SBS by considering the information
from the SLA analysis. This adjustment is necessary to preserve the reliability of
SBS.
In principle, SLA recovery can be implemented based on two strategies, partial
renegotiation or inclusive renegotiation. The partial renegotiation aims to renegotiate
with the currently contracted service providers which may result in some adjustment
on the certain guarantee attributes as well as their values. The inclusive renegotiation
aims to renegotiate with the existing contracted service provider or a new service
which may result in a new SLA. In addition, SLA recovery should be supported with
the ability to plan and decide the appropriate strategy or the appropriate combination
of strategies. Several techniques can be used to model the decision of the recovery
strategy such as ECA rules or planning-based techniques. The ECA technique
enables the pre-defined decision based on the certain context or event. Meanwhile,
the planning-based technique enables intelligent capability to design the recovery
strategy. Both techniques can benefit from the information produced by the SLA
analysis.
Most of the existing works have been focusing on recovering the functional
aspects rather than SLA. [40] proposed a policy language to express the handling
logic between the exception and the recovery actions. [80] proposed a supervision
rule based on ECA to design the recovery strategy. The rule connects the information
obtained from the monitoring to the respective recovery mechanisms. In [88], a
template based approach has been used to match the violation types with the
respective recovery mechanisms. In [46], a planning-based repair approach has been
proposed to form a plan of recovery strategy for the service-based process.
In the context of SLA or QoS, some mathematical models have been proposed
to generate new information which can be used directly to support the recovery
strategy decision. The work by [52] proposed a cost-benefit model based on the
workflow patterns. The model utilizes the value of change information (VOC)
proposed in [51]. Although, there is no discussion on the relation between the model
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and the recovery strategy, this information can be useful to support the decision of
the appropriate recovery strategy. In [105], the authors proposed the QoS satisfaction
model based on fuzzy approach. The estimated satisfaction value can be used to
decide on the appropriate recovery strategy such as soft adaptation and hard
adaptation.

2.2.4 Temporal Dimension Issues
Overview – Temporal dimension is one of the core problems of information
systems, program verification, and other areas involving process modelling [61]. In
the early work [61], the author discussed two types of temporal elements, time points
and time intervals and proposed the interval-based algebra for representing time in
natural language. These formalisms became the fundamental representation towards
solving various information system challenges. This includes the management of
temporal properties in supporting the lifecycle of a software system. In this section,
the related works of temporal dimension are discussed. Then, the core requirements
to be addressed in this thesis are identified.

Related Works – Addressing the temporal management aspect requires the
modelling as well as the respective management functionalities. The review is not
meant to provide a comprehensive discussion, but rather to acknowledge the existing
efforts to position the focus of this thesis. Two areas namely, the workflow
management system and the service-based system are taken into consideration,
summarized as follows:

•

Temporal Dimension in Workflow Management Systems (WFMS) – The
workflow management research area has been the basis to enable the
management of service-based system. In the context of temporal, existing works
have addressed the modelling and computation aspects [36] [86] [64] [13] [26] .
In [36], the authors presented three types of constraints, lower bound, upper
bound and fixed-date constraint. Then, an approach to compute a timed workflow
graph by considering the constraints is proposed. In [86], the authors proposed
the concepts of duration and instantiation space to represent the relative and
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absolute time. Then, an approach to verifying the consistency of the temporal
constraints i.e., deadline, is proposed. The works by [64] utilized the temporal
constraints network [34] to produce a consistent time-constraints process
specification. The temporal constraints refer to the temporal relations based on
[61]. Other work such as [13] consider temporal granularity in workflow
management system. They proposed the reasoning functionality to generate
schedules for autonomous agents by considering temporal constraints with
different granularities. The authors in [26] identified three types of classification
for temporal-related constraints. Firstly, the task constraints that refers to start
time constraint or the end time constraint together with the duration time
constraint. Secondly, the schedule-task constraints that refers to the time between
the end time of a task and the start time of the succeeding task. Thirdly, the intertask constraints that refer to combination time of a task with its successor. In
addition, the work by [75] considers the relation between temporal constraints
and resource constraints. They proposed a verification approach to verifying the
temporal constraints of concurrent workflows which have resource dependency.

•

Temporal Dimension in Service-based Systems (SBS) - Although SBS share some
similar characteristics with WFMS, it has different challenges attributed by the
design principles based on SOA. This requires different or innovative modelling
and reasoning techniques to manage temporal elements. The related works can be
viewed from three aspects namely, the service composition, the service
procurement and the service selection perspectives. In the context of service
composition, the work in [11] proposed temporal abstractions in the business
protocols based on a finite state machine formalism. This modelling enables the
compatibility and replaceability analysis for the business protocols. In [37], the
authors modelled the temporal properties together with the process based on the
workflow model and used it to check the conformance of timed orchestration
against the global timed choreograph in the collaborative processes. In addition,
[47] modelled timed properties based on the timed automata and used it for
analysing temporal compatibility of asynchronous services. Meanwhile, the work
by [121] modelled the timed properties based on Hierarchical Coloured Petri Net
and used it for analysing temporal consistency in business collaboration. In the
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service composition based on the orchestration model, the work by [68] modelled
the temporal properties and the temporal requirements of BPEL process based on
the timed automata and duration calculus. This model enables temporal
verification process against the temporal requirements based on model checking
techniques. In [106], the authors modelled the temporal elements together with
the process based on the workflow model. This model enables the computation
and prediction of temporal information to avoid deadline violations. From
different perspective, the temporal dimension has been addressed in the service
procurement which is concerned with a single service request. In [87], the
authors utilized temporal elements specified using Quality Requirements
Language (QRL) [110] to enable consistency and conformance analysis between
the service request and the service offer by mapping to Constraint Satisfaction
Problem. Temporal dimension is also being addressed in the context of temporal
scheduling for SBS. The work by [76] proposed time aware scheduling for
transactional Web service composition to maintain atomicity. In addition, the
work by [90] proposed some extension of WS-Agreement to enrich the temporal
elements specification.

Focussed Issues – The temporal dimension defined in SLA (i.e., temporal
constraints) needs to be effectively managed and maintained. This dimension
introduces some challenges which have not been adequately addressed in the current
literature. In more details, these challenges include temporal constraints
classification, temporal constraints generation, temporal constraints verification, and
temporal constraints analysis, as explained below:

•

Temporal Constraints Classification – The temporal constraints involved in
managing SLA life-cycle for SBS need to be explicitly modelled. Specifically,
the temporal constraints need to be differentiated based on the relevant contexts.
Some of the contexts are the service roles i.e., service consumer and service
provider, SLA life-cycle stages i.e., establishment and enactment, and SLA
violation stages i.e., before and after violation. This classification is important to
the modelling of the temporal constraints.
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•

Temporal Constraints Generation – The existing works such as [79] have
addressed the generation of temporal constraints from service consumer
perspective. However, the temporal constraints may be imposed by the service
provider as well which has not been adequately addressed especially from the
SLA negotiation perspective. In this case, the service provider is concerned with
its resource capability within time segment. This issue is critical to the service
provider to avoid over promising the quality which depends on its resource
capability. Ideally, the temporal constraints can be associated with the time
segments. Therefore, the temporal constraints generation approach is much
needed to support the offer generation from service provider perspective.

•

Temporal Constraints Verification – The existing works have addressed the
temporal constraints verification using formal method such as [68] or based on
the workflow model [106]. In these works, the temporal constraints can be
viewed as the constraints or requirements imposed from the service consumer
perspective. The requirements are used to restrict the temporal behaviour of the
service composition. However, the temporal constraints can be imposed by the
service provider as well (in relation to the SLA offer generation approach). When
combining these constraints from multiple service providers, issues such as delay
time, temporal inconsistency and temporal dissatisfaction arise. Technically,
these constraints are beyond the control of the service consumer. Thus, the
temporal constraints verification is needed to understand the consistency between
service providers as well as the satisfaction of the temporal requirements from
the service consumer. This understanding can be used to support the negotiation
decision model of the service consumer.

•

Temporal Constraints Violation-Impact Analysis – During SLA enactment, the
verified temporal constraints (during SLA establishment) may be violated due to
many reasons such as delay. Therefore, an impact analysis of temporal
constraints violation can be useful to understand the coverage of impact, either to
the dependent services or to the entire service composition. This is important to
drive the recovery process on the most critical area. Existing works such as [18]
utilised the temporal impact analysis to understand the cause of the violation to
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the composite service. In [132], the authors proposed an approach to determine
the impact coverage, but the temporal aspect is not considered. Hence, the
temporal constraints verification is much needed to enable the impact coverage
for the sake of handling the violation.

2.3

Summary
In this chapter, the background of SBS and SLA management has been

discussed. Fundamentally, SBS is developed based on SOA and is supported with a
set of Web service technology standards. Meanwhile, SLA provides a mechanism to
enable the management of a set of quality obligations. In addition, the review also
includes several important aspects related to the SLA management namely the design
principles, the SLA specification languages and the core functionalities to enable the
management activity. Specific attentions have been given to the discussion of the
temporal dimension to highlight the key issues and challenges of this thesis.
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3 TEMPORAL-AWARE SLA MANAGEMENT FRAMEWORK

Based on the literature review, it has shown that appropriate support for SLA
management with the temporal issue is much needed. Therefore, in this chapter, an
integrated framework of temporal-aware SLA management is presented. The
framework integrates the composition and execution environment of SBS and the
resource management environment with the SLA management. The temporal
dimension becomes the core data besides the structural and the resource elements.
This chapter presents the framework from several perspectives including the
conceptual architecture, the interaction, and the data models. Section 3.1 shows the
overall approach of the SLA management with the external entities based on the SLA
lifecycle. Section 3.2

presents a deeper conceptual model for each process

components provided by the SLA management. In section 3.3, the specific
interaction models in relation to the SLA lifecycle are discussed. Section 3.4
elaborates the data models for supporting the SLA management.

3.1

Overall Approach
The SLA management provides support for Service-based System Composition

and Execution Environment (SBSCEE) and the Resource Management Environment
(RME) in managing the SLA lifecycle.

3.1.1 External Entities and SLA Lifecycle
As illustrated in Figure 3.1, the overall approach of the SLA management
involves two main external entities namely, SBSCEE and RME. SBSCEE is a
software system to compose a set of services based on a process model i.e., BPEL
[93]. Furthermore, SBSCEE orchestrates the execution of SBS based on the BPEL
engine. SBSCEE has the knowledge about the recovery mechanisms to enable the
recovery execution based on the identified recovery plan.
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Figure 3-1: Architecture of SLA Management Framework for SBS

Meanwhile, RME refers to a platform to manage resources for the services.
The term resource is viewed as a generic term sense, which denotes any capability
that may be shared and exploited in a networked environment [32]. In this context,
RME has two main capabilities. Firstly, it manages the global reservation requested
by the SLA manager. To enable the reservation, RME will provide the resource
availability information to the respective SLA manager upon request. After receiving
the reserved information (the placement decision in relation to the established SLA),
RME will implement the reservation of resources to the respective services. The
resource reservation has been studied and can be referred to [44].
Secondly, RME is capable of deploying services prior the execution as defined
by the reservation component. The deployment can be implemented using Automatic
Service Deployment (ASD) as proposed in [71]. ASD promotes on-demand
deployment. Therefore, it allows for automatic installation and configuration of the
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requested service from a service repository controlled by the respective service
provider. Whenever the services have been deployed, SBSCEE can invoke the
selected services to carry out the functionalities of SBS.
Both external entities play a crucial role in the SLA lifecycle especially during
the SLA establishment and the SLA enactment, in particular:

•

SLA Establishment – The SLA establishment involves the activity of composing
services. To achieve this, SBSCEE has the capability to search and discover the
potential services from the service registries. The selection of potential services si
based on the functional and non-functional information advertised in the service
registries. However, this information is insufficient to guarantee that the services
can provide the expected quality. Therefore, a set of SLAs needs to be
established for these services. The SLA management provides a negotiation
capability to support the SLA establishment activity. The negotiation assists in
creating a set of SLA offers for the potential services by considering the resource
availability at a certain period. By doing this way, the service level especially
related to the temporal aspect i.e., service availability can be effectively
guaranteed (e.g., satisfying the composition requirements or minimizing potential
SLA violation) by the service provider to the service consumer of SBSCEE.

•

SLA Enactment – The SLA enactment involves the activity of executing a SBS.
SBSCEE has the capability to orchestrate the execution of each service based on
the BPEL engine. The actual execution happens when RME begins provisioning
the services. However, BPEL engine has no control over the internal execution of
each service. Therefore, it is essential to monitor the behaviour of SBS
continuously and detect for any SLA violation. Furthermore, violation needs to
be handled effectively to maintain the reliability of SBS. Thus, the SLA
management provides the monitoring capability to observe the behaviour of SBS
and verify for the SLA consistency and satisfaction. If a violation occurs, the
monitoring will notify SBSCEE for any relevant actions. At the same time, the
SLA management provides the violation handling capability to handle any
detected SLA violation. The violation handling can determine the critical region
which contains the problematic service and the respective dependent services for
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the recovery. Furthermore, the violation handling can produce a recovery plan to
be executed by SBSCEE. The recovery plan suggests the recovery mechanisms
to handle the violation. To increase the recovery effectiveness, the violation
handling expects to receive the recovery status from SBSCEE for further support
such as providing another recovery plan.

3.1.2 SLA Management Architecture
From the architecture point of view, the SLA management consists of the
following process components:

•

SLA Negotiation – This component enables the negotiation activities toward
establishing a set of SLAs for supporting the service composition by SBSCEE.
This component also enables the SLA renegotiation for recovering the SLA
violation situation.

•

SLA Monitoring – This component enables the monitoring of the quality aspect
e.g., temporal attributes, during the SLA enactment. This component assists in
extracting the functional and non-functional information of SBS and verifying
against the SLA violation.

•

SLA Violation Handling – This component enables the handling for the detected
SLA violation by the SLA monitoring. The violation is analysed to determine the
impact region. The analysis is based on the violation-impact analysis. The
generated impact region is used to produce the recovery plan and is executed by
the SBSCEE.

The SLA management also consists of the data storages which can be
conceptually classified into four data structures (as illustrated in Figure 3-2), given as
follows:
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•

Structural Aspect – The objective of this data abstraction is to provide the
structural information about the process during the SLA establishment and the
SLA enactment. The SLA establishment information is related to the process
structure with static information e.g., interaction between services. The SLA
enactment information is related to the process with dynamic information e.g.,
execution states of services.

•

Temporal Aspect – The objective of this data abstraction is to provide the
temporal information related to the SLA establishment and the SLA enactment.
The information associated to the SLA establishment includes the temporal terms
which can be classified into the requirements and the temporal constraints. The
temporal requirements are associated with the service consumer while the
temporal constraints are associated with the service provider. The temporal
information associated with the SLA enactment includes the estimated and the
observed temporal properties.

•

Violation Aspect –The objective of this data abstraction is to provide the initial or
new violation information during the SLA enactment. The information includes
the violation source, the violation location and the violation time.

•

Impact Aspect – The objective of this data abstraction is to provide the impact
related to the initial or new violation during the SLA enactment. The information
includes the impact region, the impact level and the impact region requirements
for the recovering purpose.

•

Recovery Aspect – The objective of this data abstraction is to provide the
recovery information during the SLA enactment. The core information includes
the recovery mechanisms knowledge and the recovery plan.

The structural and temporal aspects are the core data dimensions in
investigating the SLA establishment in this thesis. Meanwhile the violation aspect is
the key dimension to investigate the SLA enactment. The recovery aspect, although
is not the focus of the thesis, complements the discussion on the SLA violation
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handling approach. The detailed classification of the data aspects are explained in
section 3.4.

Figure 3-2: Data Structure Classifications for the SLA Management

3.2

Conceptual Models

3.2.1 SLA Negotiation
This component is used to implement the negotiation process between the
service consumer and the service provider for the sake of establishing a SLA. The
elements to be negotiated refer to the SLA elements associated with the service, such
as the response time. The architectural perspective of SLA negotiation is shown in
Figure 3-3.
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Figure 3-3: Architectural Perspective of SLA Negotiation

Conceptually, the SLA negotiation is divided into two perspectives, service
consumer negotiator (SCN) and service provider negotiator (SPN). Each of them is
explained as follows:

Service Consumer Negotiator (SCN) - SCN is responsible for acting on
behalf the application user of the SBS. The activities preformed by a SCN include
generating and forwarding SLA requests, receiving and verifying SLA offers as well
as making the respective notifications. SCN consists of four core components:

•

SLA requirement generation and adjustment component – The generation
component is needed to produce the initial SLA request to SPN for the sake of
initiating the SLA negotiation. The generation is driven by the composition
requirement provided by SBSCEE. The method for generating the SLA
requirement i.e., temporal requirements can be based on several approaches such
as the probabilistic approach [79] and the graph approach [36]. Meanwhile, the
adjustment is needed to produce the subsequent SLA requirement for the sake of
bargaining the SLA offer. The adjustment requires the capability to make the
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necessary change. Available adaptation techniques [67] may be useful to realize
this component.

•

SLA offer verification component – This component is responsible for validating
and understanding the consistency and the satisfaction of the SLA offers for the
service consumer perspective. The detailed model for this component is provided
in Chapter 4.

•

Consumer’s negotiation policy management component – This component is
needed to provide the information about the consumer policy for the negotiation
[141]. The policy includes the elements such as goal and negotiation strategy. For
instance, the service consumer aimed to get a set of SLA offers that can satisfy
the deadline.

•

Consumer’s negotiation handling – This component is used to request or respond
during negotiation interaction especially with multiple SPNs.

Service Provider Negotiator (SPN) - SPN is responsible for acting on behalf
of application provider in utilizing RME. The activities performed by a SPN include
controlling the incoming requests and creating and forwarding SLA offers by
considering several factors including resource capability. SPN consists of three core
components:

•

SLA offer generation and adjustment component – The generation component is
needed to produce the initial SLA offer that includes the temporal-based Service
Level Objectives to be proposed to SCN. Meanwhile, the adjustment component
is needed to produce the subsequent SLA offer in relation to the bargaining
interest by the service consumer. In this thesis, specific attention is given to the
generation component. The details are presented in Chapter 4. The adjustment is
taken as part of the future work.

•

Provider’s negotiation policy management component – The purpose of this
component is similar to the consumer’s negotiation policy management with the
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focus on the provider’s goal and it’s negotiation strategy. For instance, the
service provider might aim at balancing resource utilization.

•

Provider’s negotiation handling – This component is used to request or respond
during negotiation interaction with SCN.

3.2.2 SLA Monitoring
SLA monitoring is needed during the SLA enactment stage. The objective of
this component is to observe and detect SLA violation against the established SLA.
This is important since during run-time of SBS, the QoS may be violated, e.g.,
temporal constraints can be violated due to many reasons such as resource
unavailability, service failure, etc [112].
The basic idea of SLA monitoring can be adopted from the monitoring
framework proposed in [120] [84]. In this thesis, an innovative SLA monitoring
architecture is proposed. It is divided into two core components, the event processing
and the SLA verification as illustrated in Figure 3-4.

Event Processing – Event processing is responsible for implementing two
tasks. The first task is to handle the received events which involve storing events and
accessing events from the events database. The events may be received periodically.
The collected events are needed to support the second task which is meant to extract
relevant QoS information of SBS. This task is done through a component called QoS
extraction. This component is able to extract the QoS information according to the
events model to support the verification task.

SLA Verification – SLA Verification is responsible for implementing two
tasks. The first task is to check for consistency and satisfaction of quality behaviour
of SBS against the established SLA through the component called consistency &
satisfaction checking such as proposed in [58]. This component contains a set of
rules driven by the established SLA and the collected QoS information. The main
aim of this component is to decide whether a violation has occurred or not. In the
case of the present violation, the second task of the SLA verification namely the SLA
violation feedback generation is implemented. This component aimed to provide the
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initial SLA violation which includes the SLA violation source and the SLA violation
location. The detailed model of the violation information structure is referred to
Section 3.4.3. Based on the produced information, the component will notify the
SLA violation handling and the SBSCEE. The SLA violation handling can utilize
this information for further analysis as well as planning the appropriate recovery
strategy. Meanwhile, the SBSCEE needs this information for notifying system user
on the current situation of SBS.

Figure 3-4: Architectural Perspective of SLA Monitoring

3.2.3 SLA Violation Handling
The SLA violation handling is also needed to support the SLA enactment. The
main objectives of this component are to analyse, plan and execute the appropriate
recovery strategy for the SLA violation detected by the SLA monitoring. The
conceptual model is shown in Figure 3-5.
SLA monitoring provides the data inputs to the SLA violation handling while
SBSCEE receives the outputs from the SLA violation handling. The SLA violation
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handling consists of two components namely the SLA violation-impact analysis and
the SLA recovery planning.

Figure 3-5: Architectural Perspective of SLA Violation Handling

SLA violation-impact analysis – SLA violation-impact analysis is motivated
by the needs to understand the impact [19] caused by the detected SLA violation.
This component consists of three sub components namely the QoS estimation, the
violation impact region identification and the region requirements generation. The
QoS estimation is needed to provide the latest QoS information of SBS after the SLA
violation occurs. The estimated information is very important to support the impact
region identification and the requirements formation. The impact region
identification determines the impacted services caused by the violation to become the
candidate of the impact region. Meanwhile, the region requirements generation
manages the formation of a set of QoS requirements e.g., temporal requirements to
support the SLA recovery process. The violation-impact analysis is one of the main
foci in the thesis. The details are presented in Chapter 5.
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SLA recovery planning – SLA recovery planning is motivated by the needs to
recover the SLA violation by utilizing the information generated by the analysis
component. It aims to ensure that SBS is able to complete and fulfil the system
requirements. The detailed components of the planning are beyond the scope of this
thesis and can be referred to [46]. Conceptually, this component will generate a
recovery plan to be executed by SBSCEE. In this case, it is assumed that SBSCEE
has the capability to implement the recovery execution [89].

3.3

Interaction Models

3.3.1 SLA Establishment
SLA establishment is a phase where a SLA is negotiated between the service
consumer and the service provider to potentially reach a mutual agreement.
SLA establishment is supported with four core components. Two of them are
the external parties, namely, SBSCEE and RME. Another two components are the
negotiators which are part of the SLA negotiation process, namely, SCN and SPN.

Figure 3-6: Interaction Model of SLA Establishment (CASE 1)
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SBSCEE determines the need to establish a SLA whenever the service
composition is performed. The best or appropriate composition can be achieved by
computing functional and non-functional information i.e., QoS. The quality
information of a service may be expressed in terms of constraints which are specified
in a SLA specification. The SLA can be static and publicly advertised or dynamic
and need to be requested. In this thesis, the SLA is assumed to be dynamically
created and has to be requested. To enable dynamic creation, RME is utilized to
provide the resource information.
The process of establishing the SLA can be generally classified into three
cases. The first case refers to a situation where an agreement is achieved with a
simple negotiation, as illustrated in Figure 3-6. The second case refers to a situation
where an agreement is achieved with a bargaining negotiation, as illustrated in Figure
3-7. The third case refers to a situation where an agreement cannot be achieved due
to the termination state. Each of them is discussed as follows:

CASE 1 – For the sake of SLA establishment, SBSCEE will forward a
composition request which contains the composition information (e.g., process
structure and temporal requirements) to SCN (interaction 1). This information is
important to provide the global expectation of the service composition. Thus, at this
stage, the temporal requirements represent the restriction at the coarse-grain level.
Examples of process structure are sequential and parallel structure and examples of
temporal requirements are deadline and maximum execution time.
SCN will generate a set of SLA requirements based on the composition
information (interaction 2). The main notion is to decompose the temporal
requirements into individual requirements to be associated to single services. The
decomposition ends with a set of SLA requests where each request represents a
single service request. These requests are sent to the SPN (Interaction 3).
Upon receiving the SLA requests, the SPN will obtain the resource information
from RME (interaction 4). The resource is needed to support the creation of the SLA
offer. With the requirements associated to the SLA requests and the resource
information, the SLA offer (i.e., the temporal constraints) can be created (interaction
5). The generated SLA offer is then responded to SCN (interaction 6).
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Upon receiving the SLA offers, SCN validates the combination of individual
SLAs for the respective service composition (interaction 7). The validation process
results in a consistent state or inconsistent state of the combination. Assuming, the
consistent combination is found, SCN notify an acceptance message to SPN
(interaction 8). As a response, SPN will confirm the acceptance (interaction 9) and
update to RME with the reserved resource information (interaction 10). At the same
time, SCN will update to SBSCEE with the SLAs information (interaction 11).

CASE 2 – In a different case, SCN might be interested to bargain the SLA
offer and thus additional interactions are involved. Upon validating the SLA offers
for the composition (interaction 7), SCN has found that some of the proposed SLA
offers contribute to inconsistent combination. Therefore, SCN may enter to the
bargaining mode of the selected offers. Therefore, the respective SLA requirements
are adjusted (interaction 8). Then, the subsequent requests are sent to SPN
(interaction 9). Upon receiving those requests, SPN will consider and perform
necessary adjustment based on the current resource capability (interaction 10). If the
adjustment is possible, SPN will forward the adjusted SLA offer to SCN or remain
with the existing SLA offer (interaction 11). After re-validating the SLA offers
(interaction 12) and SCN decides to continue bargaining, then the interactions
related to CASE 2 are re-executed (interaction 7 to 12). However, if SCN decides to
accept the SLA offer, then the interactions related to CASE 1 are re-executed
(interaction 8 to 11).
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Figure 3-7: Interaction Model of SLA Establishment (CASE 2)

CASE 3 – SLA establishment may not be able to achieve due to the rejection
by the negotiators. In the context of SCN, the rejection of the SLA offer occurs
whenever the offer unable to satisfy the temporal requirements. The rejection
notification can be forwarded after validating the SLA offers (interaction 7). As a
result, SPN will respond with the rejection confirmation. Meanwhile, in the context
of SPN, the rejection of SLA requests occurs whenever the current resources are
insufficient to be reserved at certain period of time. The rejection notification is part
of the SLA offer creation process (interaction 5). As a result, SCN will respond with
the rejection confirmation.

3.3.2 SLA Enactment
SLA enactment is a phase that is concerned about the consistency and
satisfaction of SLA. In the case where the SLA is violated, some necessary actions
have to be taken to overcome the situation.
SLA enactment is realized with four core components. Two of them are the
external components, namely, SBSCEE and RME. Another two components are the
internal components namely the SLA monitor and the SLA violation handler. The
interaction for the SLA enactment is illustrated in Figure 3-8.
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SLA enactment begins when SBSCEE executes SBS. During this time, the SLA
monitor observes SBS while receiving a set of events with the QoS information e.g.,
temporal properties from SBSCEE (interaction 1). Upon receiving the events, the
SLA monitor will process the events (interaction 2). At this stage, the main concern
is to extract the QoS information from the events. The extracted information is used
to verify against the established SLA (interaction 3).
If there is a violation detected, the SLA monitor notifies the initial violation
information to SBSCEE and the SLA violation handler (interaction 4 and 5). With
the violation information, the SLA violation handler will perform the violation
impact analysis to determine the impact region (interaction 6). Then, a recovery plan
is generated based on the outcome of the analysis (interaction 7). The recovery plan
is forwarded to SBSCEE for execution (interaction 8).
The execution of the recovery plan will include the relevant recovery
mechanism and the execution strategy (interaction 9). The examples of recovery
mechanisms are service replacement through selection [140] [137] [5], restructuring
through based on the repair plan [138] [46] and SLA renegotiation. Each of this
mechanism has their own suitability and rationale in relation to the violation context.
For instance, the SLA renegotiation is relevant when the problematic service (the
service that caused the violation) fails in terms of QoS perspective. If the SLA
renegotiation is needed, SBSCEE can make necessary SLA requests to the SLA
negotiation component. Then, the normal negotiation process will be executed with
the focus on adjusting some of the SLO parameters that aims to recover from the
violation condition.
The status of the recovery execution is submitted by SBSCEE to the SLA
violation handler (interaction 10). In the case of the failure status (e.g., SLA
renegotiation resulted in a failure), the SLA violation handler will repeat the
violation impact analysis followed by the recovery plan (interaction 6 and 7). At this
stage, the impact analysis will propagate the current impact region which may result
in a wider scope of the previously generated impact region. The recovery planning
will take the extended impact region into consideration. The outcome of the planning
will be a new recovery plan for the extended impact region.
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Figure 3-8: Interaction Model of SLA Enactment

3.4

Data Models

3.4.1 Structural Aspect
The structural aspect refers to the functional, flow and instance information of
a SBS. The functional element can be referred to the service to be provisioned by a
service provider and exposed as a Web service. The flow element refers to the
interaction between services. The instance refers to the real-time context of services
as well as the entire process.
The core elements of the structural aspect are the process structure and the
process instance. The process structure information is needed for the SLA
establishment and the SLA enactment. Meanwhile, the process instance information
is significantly relevant to support the SLA enactment phase. Each of them is
classified and explained as follows:
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Process Structure – A process structure provides the abstraction of the flow of
SBS that includes services and the relation between services. In this thesis, the
process structure refers to the BPEL process [93]. BPEL process enables an
orchestration model since it promotes the notion of central coordination between
services. BPEL process specification can contain two kinds of activities. The first
activity is a primitive activity which is used to determine how services are behaved
and implemented e.g.,<invoke>,<receive> and <reply>. Sometimes, this activity is
also called a service due to its close relation with the service. The second activity is a
structured activity to determine the connection between services e.g., <while>,
<flow> and <pick>. This research focuses on several structures to limit the scope of
the study. The structures are sequential structure, parallel structure and conditional
structure. More structure definitions can be referred to the workflow patterns [111].
The process structure is required in both stages, the SLA establishment and the
SLA enactment. For the SLA establishment, the process structure is used to support
SLA negotiation in assessing the potential combination of SLAs by taking the
structural dependency into consideration. For the SLA enactment, the process
structure can be used to analyse the impact of a SLA violation between services. It is
also needed if SLA renegotiation has to be executed to recovery the violation.
Technically, the process structure can be represented as a digraph or a directed
graph where there is no loop between nodes. In addition, the nodes represent the
functional aspect carried out by services. The interaction between nodes represents
the flow between services.

Process Instance – A process instance provides the abstraction of two things.
Firstly, the process instance represents the run-time perspective of a composite
service, i.e., a set of contracted services. A contracted service is a service where the
agreement associated to it has reached the accepted state. At this stage, the service
should have a reference to a Web service or to a Web service class. This information
is obtained through a successful SLA negotiation. Secondly, the process instance
represents the execution state of each contracted services. There are three types of
execution states to be associated to each service, given as unexecuted, executing and
completed. The state information is obtained through the SLA monitoring. This
information is either obtained periodically or continuously. In addition, the state
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information is needed to justify the context of other properties i.e., temporal
properties associated to it in the sense of observed properties or estimated properties.

3.4.2 Temporal Aspect
The temporal aspect refers to one of the quality information of SBS. The
temporal information is needed in both SLA establishment and SLA enactment.
During SLA establishment, the temporal elements are needed to find the appropriate
combination between individual SLAs of services. During SLA enactment, the
temporal elements are required to check for the consistency and satisfaction as well
as handling the violation if it occurs.
The core elements of the temporal aspects can be classified into three groups,
the contractual elements, the estimated elements and the observed elements. Each of
them is explained as follows:

Contractual Elements – The contractual elements provide the data abstraction
of temporal attributes that are part of SLA establishment. In this thesis, the
contractual elements are motivated by the temporal information that is expressed by
the service consumer and the service provider in negotiating the SLA terms for a
specific service.
From the service consumer, it is referred to the temporal requirements that may
be expressed as a coarse-grained requirement or a fine-grained requirement. A
coarse-grained requirement is the requirement imposed to the process level while the
fine-grained requirement is the requirement imposed to the service level. The
temporal requirements are specified in a logic form e.g., response time < 7. This
thesis focuses on two types of temporal requirements, the requirements that are
concerned about the relative time and the requirements that are concerned about the
absolute time. To be specific, the requirements for the process level could include the
maximum total execution time for the relative time and the deadline for the absolute
time. Meanwhile, the requirements for the service level could include the expected
maximum execution time for the relative time and the expected begin availability
and the expected end availability for the absolute time.
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For the service provider, the temporal information refers to the temporal
constraints that are imposed to the provisioned service. The constraints are also
specified in a logic form. Herein, the focus of the temporal constraints is also of two
types, the relative-based temporal constraints and the absolute-based temporal
constraints. For example, the relative-based temporal constraints could be defined as
the guaranteed execution time and the guaranteed recovery execution time. The
absolute-based temporal constraints could be defined as the guaranteed begin
availability and the guaranteed end availability. The guaranteed begin and end
availability constraints have a close relationship with the resource. In other words,
the constraints determine when the resource can be made available and accessible to
the respective service consumer. This also implies that although the service may be
available beyond the given constraints, the resource might have been dedicated for
other activities so that there is no guarantee that the resource is accessible.
Once the SLA has been established, the contractual elements are included in
the finalized SLA. These elements are then used by the SLA monitoring for the sake
of verifying the temporal behaviour of SBS. Furthermore, these elements are used in
the SLA analysis to understand the impact from the temporal dimension.

Estimated Elements – During the enactment, there will be some computation
and estimation involved in generating new temporal information. Therefore, the
temporal estimation elements are used to provide the data abstraction of the services
in a process instance, including the unexecuted and executing services. The
estimation elements are associated with both the process level and the service level.
The elements for the process level include two attributes namely the estimated
execution time and the estimated completion time. The estimated execution time is a
relative time attribute and the estimated completion time is an absolute time attribute.
Both attributes are needed for the process instance that has not been completed yet.
The elements for the service level include three attributes namely the estimated
execution time, the estimated start time and the estimated finish time. The estimated
execution time is a relative time attribute. For the unexecuted service, the estimated
execution time represents a perceived value on the entire execution. For the
executing service, the estimated execution time represents a perceived value on the
execution time left. The estimated start time and the estimated finish time are
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absolute time attributes. Both attributes are needed for the unexecuted service while
the estimated finish time is needed for the executing service. The values for these
attributes are restricted with the temporal constraints associated to the service i.e.,
begin and end availability.
The estimated elements are needed by SLA monitoring to support the
verification of consistency and satisfaction against the established SLA. The
estimated elements are also needed during SLA analysis to understand the impact
situation as well as to generate the values for the violation handling requirements.

Observed Elements – The observed elements refer to the actual temporal
properties associated with the services in the process instance. Therefore, the
observed elements only apply to the services with completed or executing states. The
temporal information is provided by the timer that has been embedded in SBSCEE
and collected by the SLA manager. This information may be obtained periodically or
continuously.
The observation elements are based on both the relative and the absolute time.
The relative time refers to the observed execution time attribute. For the completed
service, the observed execution time represents the total execution time. Meanwhile,
for the executing service, it represents the partial execution time. The absolute time
refers to two attributes namely the observed begin availability and the end
availability. The completed service will have the value for both attributes while the
executing service will have the actual value for the observed begin availability.
The observation elements are needed by SLA monitoring to support the
estimation of temporal information which is required to verify the consistency and
satisfaction against the established SLA.

3.4.3 Violation Aspect
The violation refers to the detected conflicts in relation to the SLA terms. In
general, the violation can take any types as presented in the guarantee terms. The
general classification can be referred to the QoS models [12]. In this thesis, the
violation data model focuses on the temporal-related violation. However, the model
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can be utilized and extended to consider other QoS attributes by adding the violation
type as one of the elements in the model.
The violation data model is closely related to SLA monitoring, SLA analysis
and SLA recovery functions. SLA monitoring provides the initial violation
information that needs to be stored. SLA analysis provides more understanding based
on the initial violation. SLA recovery utilizes this information for planning the
recovery strategy.
The core elements of the violation aspect are three elements, namely, the
violation source, the violation location and the violation time. Each of them is
explained as follows:

Violation Source – The violation source refers to the guarantee terms that have
been determined as inconsistent or unsatisfactory by the SLA monitoring. At a
certain time, there can be a single violated guarantee term or multiple violated
guarantee terms. The violation source is important to support the determination of the
appropriate recovery strategy during the SLA recovery strategy planning process. In
this thesis, the focused violation source is related to the temporal constraints
violation. However, the violation source can also be associated with other types of
violated term e.g., cost violation.
An example of temporal constraint is the service execution time which is
constrained by a finish time. The main reason of having a finish time can be driven
by the resource limitation. Due to some reasons, the service has started the execution
a bit late which causes the actual finish time being later than the finish time
constraint. This situation triggers a temporal constraint violation and becomes the
source of the violation for the respective SBS. Conceptually, the violation source can
be represented by a parameter that defines the type of the violation related to the
guarantee term.

Violation Location – Violation location refers to a service that is associated
with the violation source. This service is also called a violated service. In the context
of the composite service, there could be potentially more than one violated service
which is unrelated. However, in this work, we assume there is only one violated
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service detected at a certain time. This information is significant in determining the
starting point of analysing the impact to the future services.
The violation location can be determined by referring to the service-related
terms that are defined in the SLA. For instance in WS-Agreement, a service
reference is defined with <serviceReference> element. Therefore, the violation
location can be model as an attribute that holds a reference to a service in SBS.

Violation Time – Violation time refers to the time captured when the violation
is detected. The time is associated to the violated services and is determined by the
SLA monitoring. The violation time is useful to define the starting time point for
further analysis. Conceptually, it can be modelled as a time parameter that holds the
absolute time value in relation to the run-time environment.

3.4.4 Impact Aspect
The impact refers to the consequence of a change. In this case, the change
refers to the violation in relation to the SLA terms. The impact is viewed from the
service level and the composite service level. In this thesis, the impact data model
focuses on the temporal-related impact. However, the model can be utilized and
extended to consider other QoS attributes. The impact data model is closely related
to SLA monitoring, SLA violation-impact analysis and SLA recovery. Specifically,
SLA monitoring provides the initial violation information as the core inputs. SLA
violation-impact analysis produces the impact information. Meanwhile, SLA
recovery utilizes the impact information for planning the respective strategy.
The core elements of the impact aspect are identified as three elements,
namely, the impact region, the impact level and the impact region requirements. Each
of them is explained as follows:

Impact Region – The impact region is motivated by the need to understand the
affected region caused by the temporal violation. The region is determined by
analyzing the dependency between services and between the service and the process.
Therefore, the impact region can contain one or more future services that suffer from
the consequence of the violation. The consequence is determined from the structural
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and temporal dimensions. The structural dimension is used to identify the
dependency relationship between services. The temporal dimension is used to
understand the temporal consequence of the violation. Generally, if the future service
is about to face a temporal constraint violation, then the service is said to be
impacted. The impact region is produced by the SLA violation-impact analysis and
becomes one of the main inputs for the SLA recovery. Conceptually, the impact level
can be represented as a set of inter-related services where the first service is the
violated service and the other services are the identified impacted services.

Impact Level – The impact level is motivated by the need to understand how
bad the temporal violation is. This information can be useful to generate the region
requirements which can assist in determining the appropriate recovery strategy.
Conceptually, the impact level refers to the amount of exceeded time from the given
temporal constraint. In the context of SLA management for SBS, the impact level is
viewed from the composition level. For instance, the composition is expected to
finish at 5pm. Due to the current delay, the composition is estimated to finish at 6pm.
Therefore the impact level is identified as 1 hour. Conceptually, the impact level can
be represented as a temporal attribute that holds a relative time value. The value is
obtained through an estimation function that is part of the SLA violation-impact
analysis process.

Impact Region Requirements – The impact region requirements are the
generated requirements to deal with the temporal violation. The requirements
become a new goal to be achieved by SBS from the SLA perspective after the
violation has occurred. Therefore, the scope of the requirement is at the process
level. The first element in the requirement is related to the relative time and the focus
is to restrict the total execution time. The second element is related to the absolute
time and the focus is to restrict the total completion time. Conceptually, the impact
region requirements can be represented as a set requirement attributes which have
been identified to be associated to the impact region.
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3.4.5 Recovery Aspect
This recovery aspect of the data model is concerned about the data abstraction
to support and enable the SLA recovery strategy planning functionality. However,
the implementation of the recovery strategy planning is beyond the scope of this
thesis. Therefore, the data abstraction discussed in this section is meant to provide
the general idea to complement the overall data perspective of the proposed SLA
management framework.
The recovery aspect can be categorized into two components namely, the
recovery mechanism knowledge and the recovery strategy plan. The recovery
mechanism knowledge provides the core inputs to the decision of the appropriate
recovery for the detected violation. Meanwhile, the recovery strategy plan is the
outcome of the planning. The plan can be used by SBSCEE to make necessary
action. Each of them is explained as follows:

Recovery Mechanisms Knowledge – The recovery mechanisms knowledge is
used to support the decision on the appropriate recovery strategy to handle the
detected SLA violation. Since this data structure is beyond the scope of this thesis,
the following are the recommendations to be considered in the data abstraction.
First, the recovery mechanisms knowledge should contain the recovery level.
There are two common levels. The first level targets at the service level. This means,
the recovery only involves some changes or adjustment at the component service.
The second level targets at the process level. This kind of recovery involves some
restructuring of the relation between services (e.g., from sequential to parallel) and/or
component services.
Second, the recovery mechanisms knowledge should contain a set of potential
recovery mechanisms. Each recovery mechanism can be associated with further
information such as the preferences for executing the recovery mechanism, the
constraints prior to implementing the recovery mechanism and the quality aspect
(e.g., time-effect, resource-effect, cost-effect) that can influence the selection of the
respective recovery mechanism. The information of the quality may be computed
from the previous history performance. There are several recovery mechanisms such
as service replacement, SLA renegotiation, process restructuring, etc. Some of them
are explained as followed:
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•

Service Replacement – In this context, it refers to process of selecting another
service from similar service class that can recover the violation based on the
recovery terms that have been defined in the existing established SLA. This
means, no changes applied to the existing SLA. This recovery mechanism is
suitable to be applied to the service level recovery. A set of preferences, such as
the location of source service to be replaced, the reference to the respective
service class and the goal for assessing the replacement, can be associated to it.
In addition, the recovery mechanism can have some constraints such as the
service being replaceable which means the replacement will preserve the
correctness of the structure and data dependency. This mechanism can also have
some quality information such that it consumes less resource as compared to
other recovery mechanism. This mechanism is beyond the scope of SLA
management.

•

SLA Renegotiation – It involves some changes to the existing SLA. It is suitable
for the recovery at the service level. The SLA renegotiation can be further
classified into partial SLA renegotiation and inclusive SLA renegotiation. The
partial SLA renegotiation refers to the negotiation process that aims to adjust
some guarantee terms defined in the SLA. Meanwhile, the inclusive SLA
renegotiation refers to the negotiation process that aims to establish a new SLA.
For both categories, the service consumer may negotiate with the existing service
provider. However, the inclusive SLA renegotiation can be a reason to negotiate
with a different service provider. Several attributes, such as the guarantee terms
to be negotiated, the service providers to be negotiated and the negotiation
protocol to be used, can be associated to it. In addition, the recovery mechanism
can have some constraints such as the guarantee terms being negotiable elements.
This mechanism can also have some quality information such that it consumes
less time if the partial renegotiation is chosen as compared to the inclusive
renegotiation. This mechanism is within the scope of the SLA management.
Therefore, this information can assist the SLA manager to make necessary action,
i.e., initiate the SLA renegotiation process.

58

•

Process Restructuring – It involves changes to the existing process structure and
is meant for recovering at the process level. The process restructuring can be
done either partially or entirely. It can also be combined with other recovery
mechanisms e.g., service replacement if the service level recovery is needed.
Several attributes can be associated to this mechanism, including the initial
process structure that contains the violated service and impacted services, the
new process structure to replace the initial one and the goal for assessing the
construction of the new process structure. In addition, the recovery mechanism
can have some constraints. For instance, two directly dependant services should
not be executed in parallel if they have a data dependency since it can violate the
correctness property. This mechanism can also have some quality information.
Generally, it consumes more time, cost and resources as compared to the service
replacement and the partial negotiation.

Recovery Plan - The recovery plan contains the abstraction of data that maps
the violation information to the recovery mechanisms. It is generated by the SLA
recovery planning and is used by SBSCEE to perform the recovery implementation.
The data structure of the recovery plan depends on the type of the decided recovery
mechanism on the respective SLA violation. The following are the recommendations
to be considered in the data abstraction:

•

Violation Information – The recovery plan should contain the specific violation
information to be handled. This can include the previously mentioned violation
i.e., violation source, violation range, violation impact and violation handling
requirements. Technically, the violation information can be modelled as a graph
that becomes the main input to the recovery strategy planning process.

•

Recovery Mechanism – The recovery plan should contain the decided recovery
mechanism together with the relevant information i.e., preferences, constraints
and quality aspect. The recovery mechanism for the service level can be
associated to the single node in the violation handling graph. Meanwhile, the
recovery mechanism for the process level can be imposed to the graph.
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•

Recovery Execution Strategy – The recovery plan should contain the recovery
execution strategy. It refers to the way of executing the recovery process which
can be a single recovery step or multiple recovery steps. A single recovery step
means there is only one kind of recovery mechanism to be executed. If the
recovery fails to meet the violation handling requirements, the recovery strategy
planning will be asked to make another plan. In the multiple recovery steps, a
sequence or a parallel of recovery mechanisms are designed for the recovery
execution. For instance, the recovery may begin with service replacement. If this
fails, then the partial renegotiation should be executed.

3.5

Summary
In this chapter, a theoretical framework of temporal-aware SLA management

has been presented. The framework contains the architecture, the conceptual models
of the core components, the interaction models based on two stages (i.e., SLA
establishment and SLA enactment) and the data models. The core components
introduced in the framework are SLA negotiation, SLA monitoring and SLA
violation handling. Meanwhile, the data components introduced in the framework
cover the structural dimension, the temporal dimension, the violation dimension, the
impact dimension and the recovery dimension.
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4 SLA OFFER VERIFICATION AND GENERATION

The SLA offer verification and generation are two main components to support
the SLA negotiation during SLA establishment. The SLA verification represents the
process conducted at the service consumer side. The main objective is to verify a set
of composite SLA offers for their consistency and satisfaction. Meanwhile, the SLA
offer generation represents the process conducted at the service provider side. The
main objective is to generate the SLA offers based on the resource and temporal
constraints while maximizing the resource availability (if possible).
Thus, this chapter is organized as follows. Section 4.2 explains the approaches
for the service consumer negotiator (SCN) while Section 4.3 explains the approach
for the service provider negotiator (SPN). In each section, the interaction flow
perspective, the data flow perspective and the algorithm perspective are presented.
More specifically, Section 4.2.1 presents the interaction flow perspective of SCN,
Section 4.2.2 presents the data flow perspective of SLA verification and Section
4.2.3 elaborates the algorithm perspective of SLA verification. Meanwhile, Section
4.3.1 presents the interaction flow perspective of SPN, Section 4.3.2 presents the data
flow perspective of SLA offer generation and Section 4.3.3 elaborates the algorithm
perspective of SLA offer generation.

4.1

Introduction
Verification and generation are two main focuses in the thesis towards

realizing SLA negotiation. The aim of the negotiation is to establish a set of SLAs of
SBS. In the negotiation conceptual model (see section 3.2.1), the SLA offer
verification represents one of the core components of the service consumer
negotiator (SCN), while the SLA offer generation represents one of the core
components of the service provider negotiator (SPN).
The SLA offer verification is a process to check the consistency and
satisfaction of the composite SLA offers received from SPN. The checking is done
by considering the temporal and the structural dimensions. The temporal dimension
involves the temporal constraints defined in the SLA as well as the temporal
requirements imposed to the composition. Meanwhile, the structural dimension
involves the workflow structure that connects between services in the composition.
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In this context, the main research contribution is the verification method based on the
temporal constraints consistency and satisfaction.
The SLA offer generation is a process of evaluating and producing a set of
SLA offers upon receiving the SLA requests from SCN. The parameters to be
focused on are the temporal constraints. The generation is supported with the
temporal and resource dimensions. The temporal dimension involves the temporal
requirements defined in the SLA requests as well as the time segment of resource
slots. Meanwhile the resource dimension involves the resource constraints, resource
utilisation and the relevant estimated values. In this context, the main research
contribution is the generation method based on the temporal and resource constraints
satisfaction and/or the resource utilization maximization.
The detailed explanations of both processes are presented in the following
sections.

4.2

Service Consumer Perspective
In SLA negotiation, the service consumer side is implemented by the SCN. The

core tasks to be done by a SCN include the requests handling, the response handling,
the requirements generation and the SLA offer verification. The requests handling is
responsible for receiving requests from the external parties, i.e., SBSCEE and SPN.
It is also responsible for forwarding the received requests to the respective task such
as the requirements generation. The response handling is responsible for forwarding
the generated SLA requests or notification to respective party, i.e., SPN. The
requirements generation is responsible for producing the finer level of the SLA
requests. Meanwhile, the SLA offer verification is responsible for verifying the
composite SLA offers received from SPN.
In this section, the interaction flow perspective is presented to justify the
interaction of the core components of SCN. Then, the data flow perspective is
presented by focusing on SLA offer verification. Finally, the algorithm perspective is
elaborated to realize SLA offer verification.
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4.2.1 Interaction Flow Perspective of SCN
The interaction flow perspective of SCN is shown in Figure 4-1. The process of
SCN begins with the composition request made by SBSCEE (interaction 1). This
request is meant to ask for the appropriate SLA offers for the composite service and
is handled by the request handler. The composition request is then forwarded to the
requirement generator (interaction 2) to decompose SLA requests for each of the
component service (interaction 3). After that, the generated SLA requests are
forwarded to the response handler (interaction 4) to make the requests to SPN
(interaction 5).
Assuming the SLA offers can be generated by SPN, the offers are proposed
and received by the request handler of SCN (interaction 6). The SLA offers are
grouped according to the respective composite and then forwarded to the offer
verifier (interaction 7). The offer verifier uses the SLA information as well as the
composition information to verify for the consistency and satisfaction (interaction 8).
Then, the verified composite which contains the verification status is forwarded to
the response handler to make further step (interaction 9). Assuming the verification
results in consistency and satisfaction, the acceptance notification is sent to SPN
(interaction 10).

Figure 4-1: Interaction Flow Perspective of SCN
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4.2.2 Data Flow Perspective of Offers Verification
The data flow perspective of offers verification is shown in Figure 4-2. The
core input for the verification process is the composite SLA offers which are
retrieved from the request handling process. Meanwhile, the core output is the
verified composite SLA offers with verification status. The details are elaborated as
follows:

Figure 4-2: Data Flow Perspective of Offers Verification

Composite SLA Offers - The composite SLA offers provide the abstraction of
the SLA offers proposed by SPN. In this context, it is expected that each of the SLA
offers has been assigned to the respective service in a service composition. The
formal definition is given as follows:

Definition 4-1: (Composite SLA Offers). It is modelled as a 4-tuple

CSO = (G, WG, TR, AG) where
-

G is a service composition modelled as a graph G = ( N , R) . N is a set of
activities or services. R is a set of flows to connect activities.

-

WG is a workflow structure or a partial of service composition modelled as a

sub graph WG ⊆ G . A workflow structure represents a single workflow

pattern[111] such as the sequential structure, the parallel structure or the
conditional structure.
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-

TR is a set of temporal requirements of the composite service, given as

( st , mtex, dl ) where st is the start time of the composite service, mtex is the
maximum total execution time and dl is the deadline.

-

AG is a set of SLAs retrieved from SPN where each agi ∈ AG is associated to

a specific activity ai ∈ N . In addition, each agi contains a set of service level
objective parameters. The focussed parameters are the temporal-based
parameters with three attributes, sloi = ( gexi , gbvi , gevi ) where gexi is the
guaranteed maximum execution time, gbvi is the guaranteed begin availability
and gevi guaranteed end availability.

Verified Composite SLA Offers - The verified composite SLA offers provide
the data abstraction of the verification status produced by the verification process.
There are two kind of status involved namely the consistency of SLAs and the
satisfaction of SLAs. The formal definition is given as follows:

Definition 4-2: (Verified Composite SLA Offers). It is modelled as a 2-tuple

VCSO = (Vcon , vsat ( AG)) where
-

Vcon is a set of parameters that hold the consistency status of each SLA offer
in the composition Vcon = (vcon (ag1 ),..., vcon (ag n )) .

-

vsat ( AG) is a single parameter that holds the satisfaction status of the
composite SLA offers.

4.2.3 Algorithm Perspective of Offers Verification
The algorithm perspective provides the details steps to realize the offers
verification process. This section begins with a brief explanation on the adopted
technique namely the QoS workflow technique. Then, the model of solving the
verification problem is presented and followed with the pseudo-code of verification
process.
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4.2.3.1 Workflow Reduction Technique
Workflow reduction technique has been applied in the area of business process
modeling [113] [50]. The main purpose is to identify the structural conflicts in the
business process. The reduction is driven by the workflow structure e.g., sequential
structure, split-structure and join-structure. The analysis is supported with a set of
reduction rules. An example of structural conflict is the and-split structure that is
combined with the or-join structure. This situation may cause a synchronization
problem.
In the area of service-based systems, some works i.e., [24] [60] have applied
the workflow reduction technique to address the QoS-aware service composition. In
this context, an assumption is made that the process model of composition is free
from any structural conflicts. Thus, the main aim is to estimate the QoS of the
composite service to support the composition process. The estimation is implemented
while reducing a set of services into an atomic service. Therefore, a set of formulae is
associated to the reduction categories e.g., sequential reduction.
In this research, the QoS workflow reduction is adopted to support the
verification of the service composition by focusing on the temporal dimension. The
uniqueness of the proposed approach lies on the estimation formulae that consider
the temporal constraints for each reduction categories. Furthermore, the waiting time
period is introduced to provide more accurate estimation from the temporal
perspective.

4.2.3.2 Problem-Solving Modelling

Verification Objectives – The verifier takes the composite SLA offers as the
main inputs to produce the verified composite SLA offers. There are two verification
status to be concerned namely consistent and satisfactory. In general, the consistent
status is associated to the component service level. Meanwhile, the satisfactory level
is associated to the composite service level. Both definitions are given as follows:
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Definition 4-3: Two inter-related SLA offers given as agi and ag j where agi
precedes ag j is said to be temporal consistent between each other if the temporal
relation satisfy before-after, meets, overlaps, during and starts relations defined by
the following conditions, RULEcon :

-

( gbvi < gbv j ) ∧ ( gevi < gev j ) OR

-

( gbvi < gbv j ) ∧ ( gevi < gev j ) ∧ ( gevi = gbv j ) OR

-

( gbvi < gbv j ) ∧ ( gevi < gev j ) ∧ ( gevi + gex j ≤ gev j ) OR

-

( gbvi > gbv j ) ∧ ( gevi < gev j ) ∧ ( gevi + gex j ≤ gev j ) OR

-

( gbvi = gbv j ) ∧ ( gevi < gev j ) ∧ ( gevi + gex j ≤ gev j )

Definition 4-4: Composite SLA offers given as AG is said to be temporal
satisfactory if the temporal requirements are satisfied defined by the following
conditions RULEsat :
( st ( AG ) + gex ( AG ) ≤ dl ) ∨ ( gex ( AG ) ≤ mtex )

Based on these definitions, the verifier classifies the composite SLA offers as
one of the following categories:

•

Consistent with Satisfactory – It means the overall temporal constraints between
SLA offers have no conflict and satisfies the temporal requirements.

•

Consistent with Unsatisfactory – It means the overall temporal constraints
between SLA offers have no conflict but violates the temporal requirements.

•

Inconsistent with Satisfactory – It means some or all the temporal constraints
between SLA offers have conflict but satisfies the temporal requirements.

•

Inconsistent with Unsatisfactory – It means some or all the temporal constraints
between SLA offers have conflict and violates the temporal requirements.
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Verification Method – The core method to realize the verification process is
based on the QoS workflow reduction technique. In this technique, the overall
composition model is reduced iteratively based on the workflow structure. A few
estimation procedures are executed during reduction.
In this research, the aim of the reduction is to combine or reduce a set of the
SLA offers (agi ,..., ag k ) that is associated to a specific workflow structure WG
iteratively until an atomic SLA offer is achieved. While reducing, two core activities
are executed, namely:

•

Temporal consistency checking – This checking is implemented to each
relationship that may occur in the workflow structure especially for the parallel
and conditional structure. The checking process is supported with the rules
defined in Definition 4-3.

•

Temporal estimation – The temporal estimation consists a set of formulae
according to a specific workflow structure i.e., sequential, AND-split, XOR-split,
AND-join and XOR-join. Two main parameters involved, namely the waiting
time wt and the accumulated execution time of a set of SLA offers in the
workflow structure gex (WG ) . The waiting time refers to a delay between two
SLA offers due to before-after temporal relationship between the temporal
constraints. This value needs to be considered since it will affect the total
execution time of composite SLA offers. Meanwhile, the accumulated execution
time refers to the summation of guaranteed execution time of the respective SLA
offers. This parameter is important to support the verification of consistency and
satisfaction checking.

Whenever, the atomic SLA offer is achieved, the temporal satisfaction
checking is executed based on the rules defined in Definition 4-4.

Verification Process – Verification process begins with the identification of
the respective workflow structure. Therefore, the following steps are discussed
according to three classification of structures namely the sequential structure, the
split structure and the join structure.
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In the sequential reduction, the process begins with the temporal consistency
checking for each SLA offers (ag i p ag j ) , identified as follows:

true,
vcon (ag i ) | vcon (ag j ) = 
 false,

if

RULEcon = true

if

RULEcon = false

(1)

Then, it is followed by the temporal estimation that computes the waiting time
determined as follows:
(2)

wt seq = gbv( ag j ) − gev( ag i )

In this equation, it is assumed that gev(ag i ) < gbv( ag j ) . Otherwise, wt seq = 0 .
Meanwhile, the accumulated execution time is determined as follows:
(3)

gex(WG ) = gex( ag i ) + gex (ag j ) + wt seq

In the AND-split and XOR-split reduction, the process begins with the temporal
consistency checking for each SLA offers (ag i p (ag 1j ,..., ag kj )) , identified as
follows:

true,
vcon (ag i ) | vcon (ag 1j ) | ... | vcon (ag kj ) = 
 false,

if
if

RULEcon = true
RULEcon = false

(4)

Then, the worse-case estimation is applied. Thus, the waiting time is
determined as follows:
where

wt split = max( wt1 ,..., wt k )

wt1 = gbv (ag 1j ) − gev(ag i ),..., wt k = gbv(ag kj ) − gev(ag i )

(5)

In this equation, it is assumed that for each relation, gev ( ag i ) < gbv (ag kj ) .
Otherwise, the respective relation is assigned to 0, such as wt k = 0 .
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Meanwhile, the accumulated execution time is determined as follows:

gex(WG ) = gex(ag i ) + max( gex(ag 1j ),..., gex(ag kj )) + wt split

(6)

In the AND-join and XOR-join reduction, the process begins with the temporal
consistency checking for each SLA offers ((ag i1 ,..., ag ik ) p ag j ) , identified as
follows:

true,
vcon (ag i1 ) | ... | vcon (ag ik ) | vcon (ag j ) |= 
 false,

if
if

RULEcon = true
RULEcon = false

(7)

Then, the worse-case estimation is also applied. Thus, the waiting time is
determined as follows:
where

wt join = max( wt1 ,..., wt k )

wt1 = ( gbv(ag j ) − gev(ag i1 ),..., wt k = gbv(ag j ) − gev(ag ik )

(8)

In this equation, it is assumed that for each relation, gev ( ag ik ) < gbv ( ag j ) .
Otherwise, the respective relation is assigned to 0, such as wt k = 0 . Meanwhile, the
accumulated execution time is determined as follows:

gex(WG ) = max( gex(ag i1 ),..., gex(ag ik )) + gex(ag j ) + wt join

(9)

Whenever an atomic SLA offer is found, the temporal satisfaction checking
can be executed, identified as follows:

true,
vsat ( AG ) = 
 false,

if

RULE sat = true

if

RULE sat = false

The next section provides the pseudo-code for the algorithm.
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(10)

4.2.3.3 Algorithm
The algorithm to implement the offer verification is illustrated in Algorithm
4-1. The algorithm takes a single input namely the composite SLA offers and
produce an outcome namely the verified composite SLA offers for SBS.
The algorithm is controlled by the reduction of the composite service until an
atomic service is found (line 1 – 18). The reduction process begins with identifying
the first workflow structure in composite service (line 2). If the identified workflow
structure is a sequential structure (line 3), the temporal consistency checking is
executed (line 4). It is followed by the temporal estimation (line 5) and the actual
reduction (line 6). If the identified workflow structure is a split structure (line 8), the
temporal consistency checking is executed (line 9). It is followed by the temporal
estimation (line 10) and the actual reduction (line 11). If the identified workflow
structure is a split structure (line 13), the temporal consistency checking is executed
(line 14). It is followed by the temporal estimation (line 15) and the actual reduction
(line 16). Whenever the atomic service has been found, the temporal satisfaction
checking is executed (line 19).
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Inputs : CSO
Outputs : VCSO
Begin
01 : while G is not atomic
02 :
03 :
04 :
05 :

WG = struc (G )
if (WG == sequential )
check consistency based on (1)
estimate temporal based on ( 2) and (3)

06 :
07 :

reduce and update G
endif

08 :
09 :

if (WG == AND − split or XOR − split )
check consistency based on (4)

10 :
11 :
12 :
13 :
14 :
15 :

estimate temporal based on (5) and (6)
reduce and update G
endif
if (WG == AND − join or XOR − join)
check consistency based on (7)
estimate temporal based on (8) and (9)

reduce and update G
16 :
endif
17 :
18 : endwhile
19 : check satisfaction based on (10)
End

Algorithm 4-1: SLA Offer Verification Algorithm

4.3

Service Provider Perspective
In SLA negotiation, the service provider side is implemented by the SPN. The

core tasks to be done by a SPN include the request handling, the response handling,
the offer generation, and the management of resource slots. The request handling is
responsible for accepting and rejecting SLA requests as well as prioritising them
according to certain policies. The response handling is responsible for notifying the
availability of the offer based on the acceptance and the rejection of the requests. The
offer generation is responsible for deciding the appropriate values to be included in
the SLA offer based on the SLA templates such as WS-Agreement [1]. Meanwhile,
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the management of resource slots is responsible for providing the resource
information in terms of slots to support the generation task.
In this section, the interaction flow perspective is presented to justify the
interaction of the core components of SPN. Then, the data flow perspective is
presented by focusing on the SLA offer generation. Finally, the algorithm
perspective is elaborated to realize the SLA offer generation.

4.3.1 Interaction Flow Perspective of SPN
The interaction flow perspective of SPN is shown in Figure 4-3. The
interaction begins with receiving the SLA requests from one or more SBSCEE
(interaction 1). The request handler is responsible for controlling and preparing the
receiving requests (interaction 2). Generally, the acceptance and the rejection of
received requests will be done at this stage. Furthermore, the accepted requests may
need to be ordered. Then, the accepted requests are sent to the offer generator
(interaction 3). The offer generator will make a request to the resource slots manager
(interaction 4) to obtain the current resource information (interaction 5). Then, the
resource slots manager performs the necessary estimation for each resource slots
(interaction 6) and forwards the information to the offer generator (interaction 7).
Based on the given information, the offer generator can generate the respective SLA
offers (interaction 8). The generated information is forwarded to the resource slots
manager (interaction 9) to make the necessary reservation on the resource slot
(interaction 10). Then, the offer generator sends the generated SLA offers to the
response handler (interaction 11) to produce the SLA according to SLA specification
(interaction 12) i.e., WS-Agreement [1]. After that, the SLA is proposed to SCN
(interaction 13). In the case where a rejection is made, the request handler asks the
response handler to make the rejection requests (interaction 14). Upon receiving the
rejection request, the response handler notifies SCN on the rejection (interaction 15).
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Figure 4-3: Interaction Flow of SPN

The details of each component in the interaction are given as follows:

Request Handler – The main objective of the request handler is to control the
incoming SLA requests received from multiple SBSCEE and to prepare the requests
for SLA offer generation. It is important to note that the incoming SLA requests refer
to the initial requests to obtain an offer. The subsequent request for the sake of
negotiation is beyond the scope of this component and handled by the SLA
negotiation component.
Conceptually, this component has two main tasks. Firstly, the controlling task
is needed to avoid overloaded situation. This task is relevant since the SLA offer
generation has to maintain its performance while receiving multiple requests. As a
result, some requests may be rejected when the provider is overloaded. Secondly, the
preparation task is needed to sort the SLA requests for the SLA generation. The
ordering can potentially affect the decision on the values to be offered in the SLA.
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For instance, the latest request might be receiving a different service offering as
compared to the earliest one due to the changing situation on the resource capacity.
The controlling and the preparing task can be supported by certain scheduling
policies e.g., FIFO, SJF. The main idea of First-In-First-Out (FIFO) is to sort the
requests according to its arrival time. This policy is suitable if all requests have
similar requirements. Shortest Job First (SJF) is a policy that can be used to give the
priority to a service request that requires faster response time. The selection on which
policy to be used is beyond the scope of this thesis and interested readers can be
referred to [115] [41] [35] [16].

Offer Generator – The offer generator is responsible for evaluating the
appropriate information to be included in the SLA offers. The evaluation considers
the requirements in the SLA requests and the resource slots information from the
resource slots manager. This component can also be viewed as the matchmaker
between the SLA requests and the available resources. This component will produce
a set of SLA offers to be submitted to the response handler for the appropriate
responses. The detailed discussion of this component is presented in Section 4.3.3.

Resource Slots Manager – The resource slots manager provides the resource
information together with the necessary constraints i.e., maximum resource
utilisation, of a resource slot. A resource slot represents a pool of resources within
time segment. In this context, the time segment is set statically. The dynamic setting
of time segment is beyond the scope of this thesis. This issue can benefit from the
resource scheduling works e.g., [136]. The resource slots information can support the
decision making of the offer generation. In addition, this component enables the
reservation to RME based on the placement decisions achieved by the offer
generator.
The resource slots manager is also used to estimate the resource utilization and
the execution time of a specific requested service within a slot. The execution time
and the resource utilization are inter-related. The execution time should be estimated
by understanding the estimated resource utilization such as [117]. The estimation
values, the slots and the constraints will be utilized by the offer generator in
evaluating the appropriate values for the SLA offer.
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The resource slots manager has a direct relation with the resource management
system that manages the actual resource infrastructure. Thus, the relation has to be
governed with an agreement [32]. This is important to guarantee commitment of
provisioning resources to support the offer generation process.

Response Handler – The response handler interacts with the external
components based on the decision made by the SLA offer generation. The core
activities of this component are to prepare a formal SLA specification and to notify
the respective service consumer.
The formal SLA specification is driven by the agreement specification i.e.,
WS-Agreement [1]. The specification is generated by considering the identified
values of the SLA offer generation. The number of the SLA specification to be
generated depends on the number of the SLA offers at certain time. This assumption
is aligned with the initial assumption that each SLA offer is independent.
The notification to be sent to the respective service consumer depends on the
input received by the response handler. In the case of receiving a set of rejected SLA
requests from the request handler, the response handler will respond with the
“unavailable offer” notification. In the case of receiving the SLA offers from the
offer generator, the response handler will respond with the “available offer” together
with respective offer.

4.3.2 Data Flow Perspective of Offers Generation
The data perspective of SLA offer generation is illustrated in Figure 4-4. The
external data are the SLA requests and the resource information. The internal data
are categorized into three types. Firstly, the SLA requests that provide the
information about the requirements on the requested service. Secondly, the resource
slots which provide the information about the slots to be assigned to the requested
service. Finally, the SLA offer that determines the information to be proposed to the
service consumer. The detailed data structures of this information are discussed as
follows:

76

Figure 4-4: Data Flow Perspective of SLA Offer Generation

SLA Requests – SLA requests include the rejected requests and the accepted
requests. The rejected requests are the set of requests to be sent to the response
handler. Meanwhile, the accepted requests are a group of requests that have been
sorted according to certain request handling policy e.g., First Come First Serve
(FCFS). Each SLA request consists of initial demands or requirements from the
service consumer on the respective service. At this stage, the concern is about the
offer to be made on the respective service rather than the actual execution.
The requirements defined in a SLA request are important to the service
consumer. This thesis focuses on the temporal requirements that are expressed as the
relative time and the absolute time.
The data structure of the accepted SLA requests can be defined as follows:
Definition 4-5: Accepted SLA Requests are modelled as a 2-tuple
SSLA = ( I , TRI ) where:
- I is a set of ordered requested services based on their arrival time
(1,..., i,...n ) . Each SLA request is independent to other requests.

-

TRI is a set of temporal requirements for each SLA request (tr1 ,..., tri ,...trn ) .
Each temporal requirement has three attributes, tri = (rexi , rbvi , revi ) where

rexi is the expected maximum execution time, rbvi is the expected begin
availability and revi is the expected end availability.
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Resource Slots – A resource can be referred to any kind of hardware or
software resources that can be exposed by a service, such as software applications,
hardware devices, servers and so on [101]. Meanwhile, the slot represents a certain
amount of resources within a period of time to execute multiple services. At the stage
of generating a SLA offer, the slot information is needed to support the decision of
the guaranteed offer. The main idea is to find the appropriate resource slot to
accommodate the requested service. If this can be decided, then an offer can be
produced. The evaluation of the decision is based on two inter-related dimensions,
the resource and the temporal information. The resource information consists of the
slots references, the capacity of the slots, the respective constraints and the estimated
resource utilization of the requested service on each slot. The temporal information is
related to temporal segment namely the begin time and end time of each slot. Herein,
the temporal segment represents a coarse-grained level which is less updated or
changed e.g., 9am until 5pm. Both the resource and the temporal information can be
included in the SLA offer for the sake of SLA negotiation. In this research, the
temporal elements are called the begin availability and end availability.
The formal definition of the slots data structure can be given as follows:

Definition
4-6:
Resource
Slot
is
RS = ( J , RU J , TC J , RC J , RE I , J , EX I , J ) where:
-

modelled

as

a

6-tuple

J is a set of resource slots (1,..., j ,..., m ) where each slot is independent to
other slots.

-

RU J is a set of reserved resource to be utilized for each slot
( ru1 ,..., ru j ,..., ru m ) at a certain period of time.

-

TC J is a set of temporal segments for each slot (tc1 ,..., tc j ,..., tc m ) . Each
temporal segment has two attributes, tc j = (bt j , et j ) where bt j refers to the
begin time of a slot and et j refers to the end time of a slot.

-

RC J is

a

set

of

resource

utilisation

constraints

for

each

slot

( rc1 ,..., rc j ,..., rc m ) . Each constraint represents the maximum resource

utilization of a slot.
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-

RE I , J is a set of estimated resource utilization of each requested service on

each slot and can be represented as a matrix:

RE I , J

-

re1,1 .......... re1,m 


............................. 
= ...........rei , j ............ 


..............................


ren ,1 .......... ren ,m 

EX I , J is a set of estimated execution time of each requested service on each
slot and can be represented as a matrix:

EX I , J

ex1,1 .......... ex1,m 


............................. 
= ...........exi , j ............ 


..............................


exn ,1 .......... exn,m 

SLA Offers – SLA offers refer to a group of offers produced by the offer
generation component. An offer consists of the agreement terms to be proposed to
the service consumer upon the request. The data structure of a SLA offer is utilized
to generate the actual SLA specification i.e., WS-Agreement [1].
The main purpose of the SLA offer is to provide the guarantee values related to
the Service Level Objectives (SLO). A SLO can contain various service level
parameters to express the quality aspect of the respective service. In this research, the
model of the SLA offer focuses on the temporal and resource dimensions. However,
the model can be extended to cater for other kinds of service level parameters. More
detailed formalization can be referred to [126] [125].
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The formal definition of the SLA offer is given as follows:

Definition

4-7:

SLA

Offers

is

modelled

as

a

4-tuple

GSLA = (G, SVG , SLOG , D ( x)) where:
-

G is a set of SLA offers (1,...., g ,..., n ) where each of them is independent to
others.

-

SVG is a set of service references for each SLA offer ( sv1 ,...., sv g ,..., sv n ) .

-

SLOG is a set of temporal-based service level objectives for each SLA offer
( slo1 ,...., slo g ,..., slo n ) . Each temporal-based service level objective has three

attributes, slo g = ( gex g , gbv g , gev g ) where gex g is the guaranteed maximum
execution time, gbv g is the guaranteed begin availability and

gev g

guaranteed end availability.
-

D( x ∈ SLOG ) = [a,..., b] is the domain value for each service level objective of
each SLA offer where a represents the minimum value and b represents the
maximum value e.g., gex = [0,...,5] .

4.3.3 Algorithm Perspective of Offers Generation
In this section, the detailed model of the offers generation implemented by the
offer generator is presented. The section begins by discussing the notion of a
placement with relevant works. Then, a few formal definitions are provided to model
the problem-solving activity. It is followed by an algorithm to implement the
generation mechanism.

4.3.3.1 Placement technique
The early work on the placement can be referred to [49]. The authors modelled
the placement problem as a problem of finding optimal placement of computer
modules into the slots in the board with respect to some norms defined on the
interconnections, such as minimal weighted wire length. As pointed out in the paper,
the modules and slots are only referred to a generic term. In this research, the
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modules are referred to the requested services and the slots are referred to the
resources.
Recent works in the Web-based area have applied the placement problem to
model the placement of Web application into a set of resources, i.e., server machines,
to maximize the demands [65] and to fairly maximize all application performance
based on the utility function [25].
There are several variants of the placement problems [108]. In the area of Web
services, the work by [20] utilized a variant of placement problem called
Uncapacitated Facility Location Problem (UFLP) [39] to solve the matchmaking
problem for the service selection. UFLP is concerned about finding the right location
to place and build the facility, with the given building cost and distance cost. In the
matchmaking problem, the placement is deduced as finding the right match between
the service requests and the service offers based on the associated QoS information.
In the context of SLA offer creation, the placement problem can be used to
model the placement of the requested services defined in the SLA requests to the
respective resource slots. The solution of the placement determines the appropriate
guarantee values as well as constraints to be included in the SLA offer. The
placement made at this stage is not confirmed until the mutually agreement has
reached during SLA negotiation. However, the change situation in relation to the
placement problem is beyond the scope of this thesis.

4.3.3.2 Problem-Solving Modelling
The generation mechanism takes the inputs defined by the accepted SLA
requests structure SSLA and the resource slots structure RS to produce the respective
SLA offer GSLA .
The key decision in the generation can be deduced as a resource placement
problem which refers to the problem of finding and deciding the appropriate
placement for the requested service of the specific SLA request on a set of resource
slots. When the placement decision is reached for each of the accepted SLA requests,
the next step is to solve the guarantee terms mapping problem which refers to the
problem of mapping the elements of the resource slots to the guarantee terms of the
SLA offers.
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Resource Placement – The resource placement problem is supported with the
temporal relation checking, the resource availability checking and the resource
availability maximization function. The analysis is used to analyse the temporal
intervals relation between the temporal requirements (from the SLA requests) and the
temporal constraints (from the resource slots). The analysis will decide whether the
relation is consistent or not. Whenever a consistent relation is found, it is said that the
appropriate placement has been found.
However, there is a possibility where there is more than one potential
appropriate placement. Therefore, the resource aggregation function is used to find
the best placement from the potential placements. The objective is to find the
placement that maximizes the resource availability.
In addition, there is also a possibility where the temporal relation analysis
results in no solution or placement. In this case, the resource aggregation is used to
ensure there is an offer can be made to the service consumer.
The placement decision can be formally defined as follows:

Definition 4-8: The placement problem consists of the following:
-

SSLA , is a set of accepted SLA offers

-

RS , is a set of resource slots

-

PI , J is a potential placement matrix where I refers to a set of requested
services(rows) such that I = SSLA

and

J refers to a set of resource

slots(columns) such that J = RS , represented as follows:

PI , J

-

 p1,1 .......... p1, m 


............................. 
= ........... pi , j ............ 


..............................


 p n ,1 .......... p n ,m 

con(i, j ) is a function to determine the consistency status of the temporal

relation that returns either true(consistent) or false(inconsistent).
-

avail(i,j) is a function to determine the availability status of the resource that
returns either true(available) or false(unavailable).

-

max(U ( j )) is a maximization function to determine the maximized available

resource based on the utility value within [0,...,1] .
82

Based on this definition, the first step towards solving the placement is to
establish the potential placement. Thus, a single potential placement is determined as
follows:

1,
Pi , j = 
0,

if

(con(i, j ) = true) ∧ (avail (i, j ) = true)

if

(con(i, j ) = false) ∨ (avail (i, j ) = false)

The number of the potential placement leads to the placement decision. In the
case where there is only one potential placement, the respective resource slot is used
as the best placement, such as bestSlot = j . However, in the case where there is
more than one potential placement, the best placement is determined by using the
maximization function max(U ( j )) on the potential placements. In the case where
there is no potential placement, the best placement is determined by searching for the
one that is available avail (i, j ) = true and maximized the resource availability
max(U ( j )) .

The following provides the detailed discussion on the temporal relation
evaluation and the resource availability evaluation.

Temporal Relation Evaluation – The temporal relation to be analysed in this
context is about the connection between the temporal requirements defined in the
SLA request and the temporal segments defined in the resource slot.
Conceptually, the temporal requirements are the temporal constraints that can
be viewed as the temporal interval since both are represented with two time points
stating the begin time point and the end time point respectively.
The objective of the analysis is to determine whether the temporal relation of
both is consistent or not. The notion of temporal consistency is designed by
considering the seven types (thirteen if considering the inverses) of temporal
intervals relationship mentioned in [61]. The temporal relations are equals, during
(includes), overlaps (overlapped-by), meets (met-by), starts (started-by), finishes
(finished-by) and before (after).
In the context of placement problems, the consistent temporal relation is about
the guarantee that the requested service can be executed according to the interval of
the temporal requirements and the temporal constraints. This guarantee is significant
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since it advocates the satisfaction from the service consumer perspective. Therefore,
the temporal relations that contribute to this direction are the equals, during,
overlaps, starts and finishes.
The temporal relation is evaluated based on a set of rules. The rules contain the
time points of both intervals in a logical form to reason the consistent relationship.
The formal definition is given as follows:

Definition 4-9: The SLA request i and the resource slot j is said to be
temporally consistent between each other given as con (i, j ) = true , if the identified
temporal relation satisfy the meets, during, overlaps, starts and finishes relations
defined by the following conditions:
1) (rbv i > bt j ) ∧ ( rev i < et j ) OR
2) (bt j > rbv i ) ∧ (et j < rev i ) OR
3) (rbv i < bt j ) ∧ ( rev i < et j ) ∧ ((bt j + ex i , j ) < rev j ) OR
4) ( rbvi ≥ bt j ) ∧ ( revi > et j ) ∧ (( rbvi + exi , j ) ≤ et j ) OR
5) ( rbvi = bt j ) ∧ (rev i < et j ) ∨ ( revi > et j ) OR
6) (rbvi > bt j ) ∨ ( rbvi < bt j ) ∧ (revi = et j ) OR
7) (rbvi = bt j ) ∧ ( revi = et j )

The conditions formulated in Definition 4-9 can be illustrated in Figure 4-5. In
this figure, (1) and (2) show the during-type relation, (3) and (4) show the overlaptype relation, (5) and (6) show the starts-type and finishes-type relation and (7)
shows the equals-type relation. Among these relations, additional attention is given
to the overlap-type relation. In the overlap situation, the consistent condition is also
determined if the expected execution time of the respective service is able to satisfy
the earliest end time which is either the end availability or the end slot. This rule
strengthen the restriction applies to the overlap situation. In the case of a less
restriction,

this

rule

can

be

avoided.

However,

the

updating(adding/removing) the rules is beyond the scope of the thesis.

84

issue

of

Figure 4-5: Consistent Temporal Relations of SLA Request and Resource Slot

Resource Availability Evaluation – The resource availability is about the
amount of remaining resource after considering the expected resource utilization of
the requested service and the current resource utilization of a specific resource slot.
The resource availability information can be used to support the decision of the
appropriate placement. The objectives are twofold. The first objective is to check for
the resource availability. This objective leads to identifying the best placement or the
potential placements. The second objective is to find the resource slot that maximizes
the resource availability. This is significant especially when more than one potential
placement is found or there is no potential placement at all. By doing so, there is a
guarantee that an offer can be made to every accepted SLA request.
The checking for the resource availability results in one or more available
resource slot. Thus, the available resource slot is defined as follows:
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Definition 4-10:A resource slot is said to be available avail (i, j ) = true if the
total expected resource availability after considering the current reserved resource
and the estimated resource utilisation does not exceed the maximum resource
utilisation, given as follows:
ru j + rei , j ≤ rc j

This definition can be illustrated in Figure 4-6. There are three resource slots.
Based on this definition, the resource slot 2 and 3 are identified as the available
resource slot because the total estimated and current reserve resource to be utilised
does not exceeds the maximum resource utilisation.

Figure 4-6: Illustration of Resource Availability
Meanwhile, the maximization function results in a maximized available
resource slot. The maximized available resource slot is defined as follows:

Definition 4-11: A resource slot is said to be the maximized available resource
slot, MSlot if the utility value of the resource availability takes the highest maximum
value, given as follows:

MSlot ← max(U ( j ))
U ( j) =

for j = 1,..., k
rc j − ru j − rei , j
rc j
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where

In this definition, the j candidates are the potential placements. The utility
value U ( j ) is used to obtain a fair comparison between the resource slots. The value
is computed by taking the distance between the maximum resource utilisation rc j
with the current and estimated resource utilisation( ru j , rei , j ).

SLA Terms Mapping – Whenever the placement decision has been achieved,
the respective SLA requests and the resource slots elements are mapped to the
relevant SLA offers elements. This is done through a mapping function that connects
the SLA requests and the resource slots with the SLA offers.
Generally, the mapping is needed since the SLA requests, the resource slots
and the SLA offers are presented in the different perspectives. More specifically, the
SLA requests represent the perspective of the service consumer, the resource slots
represent the perspective of the service provider and the SLA offers represent the
perspective of an agreement to be exposed to both the service consumer and the
service provider.
Therefore, the scope of the mapping problem is to enable the SLA terms
mapping for each SLA request. The mapping can be classified into two objectives.
The first mapping is to connect the requested service element defined in the SLA
request with the service reference defined in the SLA offer. The second mapping is
used to connect the temporal elements defined in the resource slot with the temporal
elements defined in the SLA offer.

Definition 4-12: The service term mapping problem consists of the following:
-

K refers to the mapping source namely the requested services defined in the

SLA request, I .
-

L refers to the mapping destination namely the service references in the SLA

offer, L = SVG .
-

SM K , L refers to a set of functions (l1 ← map sm (k1 ),..., l n ← map sm (k n ))

to

map the source elements to the destination elements. In this case, the
mapping is set to be a one-to-one mapping which means one requested
service is mapped to one SLA offer.
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Definition 4-13: The guarantee term mapping problem consists of the
following:
-

X refers to the mapping source namely the temporal attributes defined in the

resource slots, X = TC J U EX I , J .
-

Y refers to the mapping destination namely the temporal-based service level

objectives, Y = SLOG .
-

GM X ,Y refers to a set of functions ( y1 ← map gm ( x1 ),..., y n ← map gm ( x n )) to

map the source elements to the destination elements. In this case, the
mapping is set to be one-to-many mapping which means one resource slot
can be mapped to more than one SLA offer.
-

MR X ,Y refers to the rule to constrain one-to-many mapping, namely:

∀j , ∀g , y g ← map gm ( x g )

if ( sv g = i ) ∧ ( p i , j = 1)

where i ∈ I is the requested services and

pi , j ∈ PI , J is the placement

decisions.

The formal description in Definition 4-12 and Definition 4-13 can be
illustratively explained in Figure 4-7. In the figure, the upper part is about service
term mapping and the lower part is about the guarantee term mapping. The service
term mapping is concerned about connecting the requested service in the SLA
request with the service reference in the SLA offer. The service term mapping is
done as one-to-one mapping by assuming each service is provided by a different
service provider. Therefore, each requested service has a direct relation with each
SLA offer e.g., requested service 1 is mapped to the SLA offer 1.
The guarantee term mapping is concerned about connecting the temporal
attributes between the resource slot and the SLA offer. More specifically, the
connection between the begin time segment with the guaranteed begin availability,
the end time segment with the guaranteed end availability and the estimated
execution time with the guaranteed execution time. The guarantee term mapping is
done as one-to-many mapping. This is true since a resource slot may be utilized to
place more than one service. For instance, resource slot 1 is used to place requested
service 1 and requested service 3. Therefore, SLA offer 1 and 3 will have the same
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temporal segment. However, the estimated execution time may be different due to
the utilization condition of the resource at the time of placing the requested service.

Figure 4-7: Service and Guarantee Term Mapping for Evaluation Mechanism

4.3.3.3 Algorithm
The algorithm to implement the offers generation is illustrated in Algorithm
4-2 . The algorithm takes two inputs namely the accepted SLA requests SSLA and the
resource slots RS to produce an outcome namely the SLA offers GSLA .
The algorithm begins by searching the right placement for each of the accepted
SLA offers (line 1 – 25). The placement is decided sequentially for each of the
request by identifying the potential resource slots (line 2 – 7). The potential resource
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slots are determined by analysing the temporal relation (line 3) and the resource
availability (line 4). If the potential slot is found, it is marked with an assignment to 1
(line 5). The number of the potential slots is used to decide the next step. In the case
where there is more than one potential slot (line 8 – 12), the resource slot that
maximizes the resource availability will be chosen (line 9 – 11). Then, the other
potential slots which are not selected are unassigned (line 12). In the case where
there is no potential slot (line 13 – 18), any resource slot that is available and
contributes to the highest resource availability will be selected (line 14 – 18).
Meanwhile, in the case where there is only one potential resource slot (line 19 – 21),
the resource slot is selected as the best placement (line 20). After that, the resource
information related to the selected resource slot is updated (line 23). Then, the SLA
offer is produced by mapping the guarantee terms to the selected resource slot and
the SLA request according to the best placement (line 24).
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Inputs : SSLA, RS
Outputs : GSLA
Begin
01 : foreach i ∈ SSLA
02 :
foreach j ∈ RS
03 :
04 :
05 :

if (con(i, j ) == true)
if ( avail (i, j ) == true)
Pi , j = 1

06 :

endif

07 :

endif

08 :

if (∑ ( Pi , j = 1) > 1)

09 :

foreach ( Pi , j = 1)

10 :

bestSlot = MSlot ← max(U ( j ))

11 :
12 :

endfor
displace unnecessary placement
elseif (∑ ( Pi , j = 1) < 1)

13 :
14 :
15 :
16 :
17 :
18 :

foreach resource slots
if (avail (i, j ) == true)
bestSlot = MSlot ← max(U ( j ))
endif
endfor

19 :
20 :
21 :
22 :

else
bestSlot = j
endif
endfor

23 :

update resource slots based on Pi ,bestSlot

24 :

mapping guarantee terms based on Pi ,bestSlot

25 : endfor
End

Algorithm 4-2: Offer Generation Algorithm

4.4

Summary
In this chapter, the mechanism for SLA offer verification and SLA offer

generation has been modelled and developed. The aim of the SLA verification is to
support the offer verification activity done by SCN. Meanwhile the aim of the SLA
offer generation is to support the offer generation activity done by SPN.
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This work has achieved the identified research objective in supporting the SLA
negotiation process especially for SCN and SPN. In the context of SCN, the
contributions include the interaction flow of SCN, the data flow perspective of offer
verification and the algorithm of SLA offer verification based on the workflow
reduction technique. In the context of SPN, the contribution includes the interaction
flow of SPN, the data flow perspective of offers generation and the algorithm of offer
generation based on the placement technique.
The next stage is to deal with the run-time situation where the established SLA
may be violated. Therefore, the SLA has to be monitored and any violations need to
be handled.
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5 SLA VIOLATION-IMPACT ANALYSIS

The SLA violation-impact analysis is one important step to support SLA
violation handling during SLA enactment. The SLA violation-impact analysis
represents the process of understanding the impact caused by the SLA violation. The
analysis aims to determine the impact region and generate the region requirements.
The impact region contains the violated service as well as the impacted services that
are evaluated according to the impact condition rules.
In this chapter, the approach of SLA violation-impact analysis is presented.
Section 5.2 presents the overall approach that includes the process of handling the
SLA violation (Section 5.2.1) and the process of analysing the impact of the SLA
violation (Section 5.2.2). Section 5.3 elaborates the detailed design of the analysis
with the estimation of composite services (Section 5.3.1), the identification of impact
region (Section 5.3.2), the generation of region requirements (Section 5.3.3) and
concludes with the respective algorithms (Section 5.3.4).

5.1

Introduction
One of the main challenges in enacting SBS is the handling of SLA violation.

The common activity of the SLA violation handling is to identify the appropriate
recovery strategy and implement the chosen strategy that can recover the system
from the SLA violation. SLA violation handling requires detailed understanding of
the violation that has occurred, especially the impact of the violation. The impact
refers to the consequence of the violation to other services as well as the entire
service composition. Depending on the type, time, and location of a violation, some
services might be impacted directly while others might be impacted indirectly. By
focusing on the impact analysis, SLA recovery can target at services that are in the
critical area while leave other services untouched. Therefore, there is a high potential
to reduce the amount of service change due to the recovery purposes.
Based on this motivation, in this chapter, a SLA violation-impact analysis is
proposed as part of the SLA violation handling process. The aim of the analysis is to
determine the critical area also called the impact region together with the region
requirements. The impact region consists of the violated service and the directly
dependent services that are expected to violate some constraints. Meanwhile, the
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region requirements are the new requirements/constraints imposed to the impact
region. Both the impact region and the region requirements are used to support the
decision in the recovery process.
In this chapter, the discussion begins with the process model of the SLA
violation handling to explain the interaction between the external entities i.e., SLA
monitoring and SLA recovery with the SLA violation-impact analysis. Then, a data
flow perspective is presented to emphasize the inputs and outputs elements between
components. The next section provides the detailed design of the SLA violationimpact analysis. The detailed design presents three core components. The first
component aims to update the SLA information after the violation. The second
component aims to produce the impact region by utilizing the updated information
and the violation. The third component aims to generate the region requirements
based on the impact region and the violation.

5.2

Overall Approach
In this section, the overall approach of the SLA violation handling is discussed,

including the process model and the data flow model.

5.2.1 SLA Violation Handling Process
The architecture of the SLA violation handling has been discussed in section 3.2.3.
In brief, the components involved in implementing the SLA violation handling are
SLA monitoring, SLA violation-impact analysis, and SLA recovery. The process
flow is shown in Figure 5-1.
From the process perspective, the lifecycle of the violation handling begins
when the SLA monitoring detects a QoS deviation of observed service in the
composite service. Based on the precise monitoring rules, the SLA monitoring may
decide that a SLA violation has occurred by associating the violation to the
respective service. This becomes the basis of the violation information. Then, the
SLA violation-impact analysis utilizes the detected SLA violation to analyze the
impact condition that results in an impact region. This region becomes the core
inputs to plan for the SLA recovery. The generated recovery plan will be executed
accordingly by SBSCEE. If the recovery based on the current plan is unsuccessful,
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the impact is reanalyzed to expand the impact region. This interaction may be
implemented iteratively. The whole process terminates when the recovery is
successful or the recovery plan is failed to produce for the impact region. In this case,
the service consumer intervention might be needed which is beyond the scope of this
thesis.

Figure 5-1: SLA Violation Handling Process

5.2.2 SLA Violation-Impact Analysis Process
From the architectural point of view, SLA violation-impact analysis is divided
into three components. The first component is responsible for estimating the
temporal information of the composite service after the violation occurs. The second
component is responsible for identifying the candidate for the impact region. The
third component is responsible for generating the impact region requirements. From
the overall flow perspective, SLA violation-impact analysis begins with the
estimation process. It then identifies the impact region and finally generates the
region requirements. The overall process flow is illustrated in Figure 5-2. Each of
them is discussed as follows:
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Figure 5-2: The Violation-Impact Analysis Process Flow

Estimation of Composite Services – The estimation process performs two
core activities. The first activity is to identify the workflow structure such as
sequential and parallel structure of the composite service after the violation has
occurred. Based on the identified workflow structure, three stages of reduction are
applied. The first stage estimates the execution time of each service including the
violated service. The second stage estimates the start and finish time of each service
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while reducing the structure. Meanwhile, the third stage estimates the total execution
time and the total completion time of the reduced structure. The estimated values are
used by the identification process to produce the impact region and the region
requirements.

Identification of Impact Region – The identification of the impact region
performs four core activities. The first activity is to initialize the impact region by
taking the violated service as the first element in the region. This activity is only
implemented for a new violation. The second activity is to identify the dependency
area which contains the dependent services of the violated service within the scope of
the workflow structure. Based on the identified structure, the third activity is
executed to analyze the impact condition. The analysis is supported with a set of
rules to classify the impact condition into temporal inconsistency or temporal
unsatisfactory condition. If any of these conditions is found, then the impact region is
expanded. Otherwise, the impact region remains with the existing element. The
produced impact region is used to generate the region requirements.

Generation of Region Requirements – The generation of the region
requirements process performs two core activities. The first activity is to identify the
relevant requirements to be associated with the impact region. The identification is
based on the filtering of the sets of requirements based on the violation source. The
second activity is to estimate the values for each of the selected requirements
parameters. The focused values are related to the minimum and maximum value.

5.2.3 Data Flow Perspective
The data flow of the SLA violation handling is shown in Figure 5-3. The core
inputs to initiate the impact analysis process come from the SLA monitoring. There
are three important inputs, namely the violation information, the composite service
with temporal information, and the service with temporal information. This
information is needed to enable the estimation of composite service after the
violation occurs. As a result, the updated temporal information for the composite and
the component services are produced. The updated information as well as the
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violation information is used to identify the impact region. This process may produce
a new or updated impact region without the region requirements yet. Based on the
impact region information and the given violation information, the required region
requirements can be produced. The impact region as well as the region requirements
becomes the core inputs for the SLA recovery process.
Based on this data flow perspective, four types of information can be
formalized, as explained as follows:

Figure 5-3: Data Flow Perspective of SLA Violation Handling

Composite Service Information – The composite service information
provides the data abstraction of the service composition in terms of structural and
temporal dimensions. The structural dimension includes the composition model and
the workflow structure. The temporal dimension can be classified into build-time and
run-time elements, including the temporal requirements and the temporal estimation.
The formal definition is given as follows:
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Definition 5-1: (Composite Service Information). It is modelled as a 4-tuple
CSI = (G , WG , TR, TE p ) where
-

G is a service composition modelled as a graph G = ( N , R) . N is a set of

activities where each of them is implemented by a service. R is a set of flow
to connect activities.
-

WG is a workflow structure or a partial of service composition modelled as a

sub graph WG ⊆ G . A workflow structure represents a single workflow
pattern[111] such as sequential structure, parallel structure or conditional
structure.
-

TR is a set of temporal requirements of the composite service, given as

(mtex, dl ) where mtex is the maximum total execution time and dl is the
deadline.
-

TE p is a set of temporal estimation of the composite service, given as

(tex, cpt) where tex is the estimated total execution time and cpt is the
estimated completion time.

Service Information – The service information provides the data abstraction
of a single service in the service composition in terms of state and temporal
dimensions. The temporal dimension can be seen from the service consumer i.e.,
temporal estimation, temporal observation and the service provider perspective i.e.,
temporal constraints. The formal definition is given as follows:

Definition 5-2: (Service Information). It is modelled as a 4-tuple

SI = ( SS , TC , TE s , TO ) where
-

SS is a set of execution states of a service, given as (ce, pe, ue) where ce is

complete execution state, pe is the partial execution state and ue is the
unexecuted state.
-

TC is a set of temporal constraints imposed by the service provider, given as

( gex, gbv, gev, grc) where gex is the guaranteed maximum execution time,
gbv is the guaranteed begin availability, gev is the guaranteed end
availability and grc is the guaranteed recovery execution time.
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-

TE s is a set of temporal estimation (est, eft, eex) where est is the estimated
start time, eft is the estimated finish time and eex is the estimated execution
time.

-

TO is a set of observed temporal information (oex, oexl) where oex is the

observed execution time for the completed service and oexl is the observed
execution time left for the partial completed service.

Violation Information – The violation information provides the data
abstraction of the initial violation detected by the SLA monitoring. The data
abstraction answers the questions like ‘what is the type of the violation?’, ‘where is
the location of the violation?’ and ‘when does the violation occur?’. The formal
definition is given as follows:

Definition 5-3: (Violation Information). It is modelled as a 3-tuple

VI = (vs, vt, vloc) where
-

vs is the violation source of the composite service which determines the type
of the guarantee term that has been violated. The classification of the terms
follow the QoS taxonomy as mentioned in [12].

-

vt is the violation time of the composite service which determines the time of

the initial violation.
-

vloc is the violation location of the composite service which holds the

reference to the violated service.

Impact Information – The impact information provides the data abstraction of
the impact related to the detected SLA violation. The data abstraction answers the
questions like ‘what are impacted?’, ‘how much is impacted?’ and ‘what is required
to recover from the impact?’. The formal definition is given as follows:
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Definition 5-4: (Impact Information). It is modelled as a 4-tuple

IM = ( DA, IR, IL, RR) where
-

DA is the dependency area that refers to the workflow structure identified
from the composition model G which consists of the violated service and the
potential impacted services.

-

IR is the impact region that refers to the area of the workflow structure
identified from the dependency area DA which consists of the violated
services and the identified impacted services.

-

IL is a set of impact level associated with the composite service, given as
(vtex, vcpt) where vtex is the impact level of the violation related to the total
execution time and vcpt is the impact level of the violation related to the total
completion time.

-

RR is a set of region requirement classifications (C1 ,..., Cm ) associated with
the impact region which can be based on the QoS classification [12]. In this
chapter, the focus is on the temporal classification, given as Ci = (rx , ry )
where rx is the required execution time of the impact region and ry is the
required completion time of the impact region. Each of the requirements is
associated with a domain of values, given as Drx y = [mVal,..., MVal] . In the
domain, mVal refers to the minimum value and MVal refers to the maximum
value.

5.3

Detailed Design
In this section, the detailed design of the violation-impact analysis is presented.

The design covers all the core components for implementing the analysis.

5.3.1 Estimation of Composite Service
This process provides the updated temporal information of the composite
service after the SLA violation occurs. The estimated information is very important
to support the impact region analysis and the generation of the region requirements.
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The modeling of this process is based on the QoS workflow reduction method
[24] [60]. The main idea of this method is to reduce the workflow into a single
atomic service. The reduction is driven by the workflow patterns [111] and can begin
at anywhere in the composition. For each reduction, a set of QoS estimation is
applied. In modeling the estimation process for impact analysis, the reduction
process begins with the first service and ends with the last service in the composition.
This is important since the focus is on the time dimension. Furthermore, the proposed
reduction process is made up of three stages, namely the pre-reduction, the reduction
and the post-reduction. For each reduction stage, a different set of estimation is
performed.
The process flow of the estimation is shown in Figure 5-2. It begins with
identifying the workflow pattern from the service composition. Then, the prereduction, reduction and post-reduction estimation are executed according to the
respective pattern. The reduction is executed iteratively until an atomic service is
found.
Technically,

this

process

requires

a

set

of

input

elements,

i.e.,

G , TE bfp , TE sbf , TC , TO, SS , VI , to produce a set of estimated information after the
violation, i.e., TE paf , TE saf . In the symbols, bf represents the value before the
violation and af represents the value after the violation. The details of the estimation
are discussed in the following subsections.

5.3.1.1 Pre-reduction Stage Estimation
The estimation for pre-reduction stage aims to estimate the current execution
time eex ∈ TE s of each component service in the identified workflow structure
WG ⊆ G . This information is important to support the actual reduction process. The
estimation takes the guaranteed times imposed to the service ( gex, grc) ∈ TC and the
observed temporal information (oex, oexl) ∈ TO . It also considers the execution
states of service (ce, pe, ue) ∈ SS .
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The formulation is given as follows:

if
Case 1
oex( si ) + grc( si ) + oexl ( si ),
 gex( s ) + grc( s ),
if
Case 2
i
i

eex( si ) = oex( si ) + oexl ( si ),
if
Case 3
 gex( s ),
if
Case 4
i

oex( si ),
if
Case 5

(11)

In this equation, Case 1 refers to the event where the service is violated and has
been partially executed pe . Case 2 refers to the event where the service is violated
and the actual execution has not started yet ue . Case 3 refers to the event where the
service is healthy and has been partially executed pe . Case 4 refers to the event
where the service is healthy and the actual execution has not started yet ue . Finally,
Case 5 refers to the event where the service has been completed ce .

5.3.1.2 Reduction Stage Estimation
The estimation for the actual reduction stage aims to estimate the start time

est ( si ) and finish time eft ( si ) of each component service to be combined in the
identified workflow structure WG ⊆ G . The estimation is driven by the outcome of
the component level estimation, the type of the workflow structure (i.e., the
sequential structure, the split structure and the join structure), the temporal
constraints ( gbv, gev) ∈ TC and the violation time vt ∈ VI .
In the case of sequential structure such that si p s j the estimated start time of
est ( s j ) and the estimated finish time of eft ( s j ) can be formulated as follows:

est ( s j ) = max( gbv ( s j ), eft ( si ), vt )

(12)

eft ( s j ) = est ( s j ) + eex ( s j )

(13)

In the case of split structure such that si p ( s1j ,..., s kj ) , the estimated start time
of each est ( s kj ) and the estimated finish time of each eft ( s kj ) can be formulated
similar to the sequential structure as in Equation 12 and Equation 13.
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In the case of join structure such that (si1 ,..., sik ) p s j , the estimated start time of
est ( s j ) can be be formulated as follows:

est ( s j ) = max( gbv( s j ), max(eft ( si1 ),..., eft ( sik )), vt )

(14)

Meanwhile, the estimated finish time of eft ( s j ) can be formulated as in
Equation 13.
5.3.1.3 Post-reduction Stage Estimation
The estimation for post-reduction estimation aims to estimate the total
execution time tex and the total completion time cpt of the composite service. The
estimation takes the outcome of the reduction stage estimation into consideration.
Therefore, assuming si is a composite service (not the component service), the
estimation can be formulated as follows:

tex( si ) = eft ( sn ) − est ( sk )

(15)

cpt ( si ) = eft ( sn )

(16)

In Equation 15, the total execution time is depicted by computing the
difference between the estimated finish time of the last service eft ( sn ) and the
estimated start time of the first service est ( sk ) in the workflow structure WG . This
strategy will be able to consider the potential waiting time that may occur due to the
presence of temporal constraints [58] .
In Equation 16, the total completion time cpt ( si ) is depicted by taking value of
the estimated finish time of the last service eft ( sn ) . In the case where the reduction is
not completed yet, the outcome of the post-reduction stage estimation will become
the input of the pre-reduction stage estimation. Therefore, assuming si is a composite
service, the following equation is applied:

eex( si ) = tex( si )
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(17)

In this equation, the total execution time of the composite services becomes the
estimated execution time of a combined service.

5.3.2 Identification of Impact Region
This process assists in understanding the impact of the violation. The aim is to
identify the impacted services to become the candidates of the impact region.
The workflow of this process is shown in Figure 5-2. Conceptually, the process
begins with the initialization of the dependency area. Then, it continues with the
expansion of the dependency area followed with the analysis of impact condition.
Technically,

this

process

requires

a

set

of

input

elements

G , TE paf , TE saf , TR, TC , IR exi ,VI to produce an impact region IR . The details of the
process are discussed in the following subsections.

5.3.2.1 Initialization of Dependency Area
The process acts as the preparation stage before the core analysis is being
executed. The aim of this process is to set the starting point for the dependency area

DA which is needed to enable the impact analysis. The dependency area should
contain the violated service and the potential impacted services which are usually the
future services that are close to the violated service. This process is important since
the analysis occurs during run-time and requires the starting point to guide the search
for the impacted area.
There are two violation types that influence the decision during the
initialization. The first type is about a new violation. In this case, the dependency
area takes the violated service as the first element which can be used to determine its
dependent services in the next stage. The second type is about an existing violation.
The existing violation can be known by checking from the existing impact region
IR exi . The existing impact region refers to the region which is not able to be
recovered in the previous recovery process. It may contain the violation service and
the identified impacted services. Therefore, in this case, the entire existing impact
region is combined and becomes the first element in the dependency area.
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To realize this process, it needs the violation location vloc ∈ VI and the existing
impact region (if exists) IR exi . Then, the assignment of the starting point for the
dependency area DA can be obtained based on the following:

vloc,
DA =  exi
IR ,

if

vloc ∉ IR exi

if

vloc ∈ IR exi

(18)

In this equation, the dependency area will take the violation location if it is not
exists in the existing impact region. Otherwise, the dependency area will be assigned
with the existing impact region as the first element.

5.3.2.2 Expansion of Dependency Area
The objective of this process is to identify more potential candidates to be
included in the initial dependency area based on the starting point element. The
candidates refer to the future services that have direct relation with the starting point
element. As a result, the initial dependency area is expanded with one or more future
services.
To realize this process, it needs the composition model G . Then, it has the
capability to identify the dependent services based on the workflow patterns e.g.,
sequential structure, AND-split structure, AND-join structure. This process produces
an extended dependency area DAex .
The possible extended dependency areas are illustrated in Figure 5-4. In the
figure, there are two types of services. The first type service is the violated service
represented as f s . The second type of service is the future services represented as s a
, sb , sc and s d . Illustration (A) represents the join structure i.e., AND-join, XORjoin. In this case, the current dependency area consists of f s , s a and sb ,and sc is the
dependent service. As a combination, this relation forms an extended dependency
area based on the join structure. Illustration (B) represents the split structure i.e.,
AND-split, XOR-split. In this case, the current dependency area consists of f s , s a
and sb , and sc and s d are the dependent service for s a and s b , respectively. As a
combination, this relation forms an extended dependency area based on the split
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structure. Finally, illustration (C) represents the sequential structure. In this case, the
current dependency area consists of f s and s a , and sb is the only identified dependent
service for s a . As a combination, this relation forms an extended dependency area
based on the sequential structure. The extended dependency area becomes the target
area for analyzing the impact condition.

Figure 5-4: Potential Extended Dependency Areas

5.3.2.3 Analysis of the Impact Condition
This process is needed to determine the impact classification of SLA violation
based on the extended dependency area. The identified classification contributes to
the outcome of the impact region IR . However, in the situation where there is no
expansion to the dependency area, the impact region is directly assigned with the
initial dependency area IR = DA. Therefore, further discussion in this section focuses
on the situation related to the extended dependency area.
There are two kinds of impact classification from the temporal dimension used
to determine the impact region identified as temporal inconsistency and temporal
dissatisfaction. Based on this classification, the entire or a part of services defined in
the extended dependency area are identified as the candidates of the impact region.
To realize this process, it requires the extended dependency area DA ex , the
estimated temporal information of the composite service after the violation

(tex, cpt ) ∈ TE paf , the estimated temporal information of the component service
(est , eft , eex ) ∈ TE saf ,

the temporal

requirements of the composite

service

(mtex, dl ) ∈ TR and the temporal constraints gev ∈ TC . Based on these inputs, the
107

impact condition analysis begins with identifying the structure type of the extended
dependency area. Then, the temporal inconsistency and unsatisfactory checking is
applied according to the identified structure. The definition and formulation of
temporal inconsistency is given as follows:

Definition 5-5: (Temporal Inconsistency). It is concerned with the horizontal
impact relation. It refers to a condition where the dependent service is determined to
violate its temporal constraints due to the violation occurs to the succeeding service.

In this definition, the temporal constraint to be focused on is the guaranteed
end availability gev ∈ TC of the preceding service. Besides that, the estimated
temporal value related to component service TE sµ is needed to enable the impact
condition analysis. With this information, a set of rules can be formulated according
to the workflow structure. The decision variable is symbolized as Tinc .
In the case of the sequential structure such as ( si p s j ) where si is the preceding
succeeding service originally in the initial dependency area si ∈ DA and s j is the
succeeding service identified in the extended dependency area s j ∈ DAex , the impact
rule is given as follows:

true,
Tinc = 
 false,

eft ( si ) + eex( s j ) > gev( s j )

if
if

eft ( si ) + eex( s j ) ≤ gev( s j )

(19)

In the case of the AND-split or XOR-split structure such as ( si p ( s1j ,..., s mj ))
where si is the preceding service originally in the initial dependency area si ∈ DA and

( s1j ,..., s mj ) are the succeeding service identified in the extended dependency area
( s1j ,..., s mj ) ∈ DAex , the impact rule is given as follows:

Tinc

true,
=
 false,

if
if

eft ( si ) + eex( s kj ) > gev( s kj )

,
eft ( si ) + eex( s kj ) ≤ gev( s kj )
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for k = 1,..., m (20)

In the case of the AND-join or XOR-join structure such as (( si1 ,..., sim ) p s j )
where ( si1 ,..., sim ) are the preceding services originally in the initial dependency area
( si1 ,..., sim ) ∈ DA and s j is the succeeding service identified in the extended
dependency area s j ∈ DAex , the impact rule is given as follows:

Tinc

true,
=
 false,

if

eft ( sik ) + eex( s j ) > gev( s j )

,
eft ( sik ) + eex( s j ) ≤ gev( s j )

if

for k = 1,..., m (21)

The definition and formulation of temporal unsatisfactory condition is given as
follows:

Definition 5-6: (Temporal Unsatisfactory condition). It is concerned with the
vertical impact relation. It refers to a condition where the entire composite service is
determined to violate the temporal requirements due to the violation occurs to the
component services.

In this definition, the temporal requirements to be focused on are the maximum
total execution time and the deadline (mtex, dl ) ∈ TR . Besides that, the estimated
temporal value for the entire composition TE pµ is needed to enable the impact
condition analysis. With this information, a set of rules can be formulated. The
workflow structure is not applied in this analysis since the analysis involves the
entire composition. The decision variable is symbolized as Tunc and is given as
follows:

true,
Tuns = 
 false,

if
if

(tex(G ) > mtex(G )) ∧ (cpt (G ) > dl (G ))
(tex(G ) ≤ mtex(G )) ∧ (cpt (G ) ≤ dl (G ))
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(22)

With the decision variables Tinc and Tuns , the decision for assigning the
extended dependency area to the impact region is driven by the following:

 DAex ,
if
Tuns = true

IR =  partial DAex ,
if
(Tuns = false) ∧ (Tinc = true)
null ,
if
(Tuns = false) ∧ (Tinc = false)


(23)

In this equation, the entire services defined in the extended dependency area
are assigned to the impact region if the temporal dissatisfaction occurs. If no
temporal dissatisfaction is determined, but the temporal inconsistency is identified,
then the partial services (which are impacted) are assigned to the impact region. In
the case where there is no unsatisfactory and inconsistency condition, a null value is
assign to the impact region.

5.3.3 Generation of Region Requirements
The impact region needs to be asscoiated with a set of requirements for the
recovery process. The process begins with identifying the relevant requirements
followed by the estimation of the requirement values.
Technically,

this

process

requires

a

set

of

input

elements

G , RR, TE bfp , TE paf , TE sbf ,VI to produce a customized region requirement RR cus . The
details of the process are discussed in the following subsections.

5.3.3.1 Identification of Relevant Requirements
The process is needed to identify the appropriate requirements to be associated
to the impact region. This is important since the requirements become parts of the
recovery goal.
This process is realized with two core inputs namely the set of requirement
classifications (C1 ,..., C q ) ∈ RR and the violation source vs ∈ VI . The requirement
classifications provide a list of quality attribute classifications. Each classification
Ci ∈ RR provides one or more requirement parameters with the respective
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formulation. The direct solution to determine the approripate classification is based
on the violation source vs ∈ VI that contains the type of the violation. Herein, an
assumption is made that the violation and the requirement classification is based on
the same QoS taxonomy. Based on this assumption, the decision on the relevant
requirement classification can be formulated as follows:

 selected ,
Ci = 
 notSelected ,

if
if

Ci = vs
Ci ≠ vs

i = 1,2,..., m

(24)

Based on this equation, one or more requirement classification is selected.
Since the focus is on the temporal dimension, the assumption is made that this
process decides on a single classification that has two requirement parameters, given
as Ci = (rx , ry ) where rx is the required total execution time and ry is the required
total completion time. Each parameter is associated with a range or list of values,
given as Drx y = [mVal,..., MVal] where mVal refers to the minimum value and MVal
refers to the maximum value.

5.3.3.2 Estimation of Requirement Values
This process aims to estimate the respective values for the requirement
parameters. It requires the composition model G , the estimated temporal
information of the composite service before and after the violation (tex, cpt ) ∈ TE bfp
and (tex, cpt ) ∈ TE paf , the estimated temporal information of the component service
before the violation (est, eft ) ∈ TE bfp , the produced impact region ( sk ,..., sn ) ∈ IR and
the violation time vt ∈ VI . This process fills in the values to the requirement
parameters of the identified requirement RR cus .
The discussion focuses on two types of temporal requirement parameters
namely the required execution time of the impact region rx and the required
completion time of the impact region ry .
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Both parameters, rx and ry are associated with a range of acceptable values

Drx y = [mVal,..., MVal] where mVal refers to the minimum value and MVal refers to
the maximum value. Thus, the aim of the generation process is to identify and
compute the values of (mVal rx ,..., MVal rx ) and (mValry ,..., MValry ) .

Required Execution Time – The value of the minimum required execution
time for the impact region mVal rx can be easily set to 0. Meanwhile, the value for the
maximum required execution time for the impact region MVal rx can be obtained in
several steps. The first step is to compute the execution time of the impact region
before the violation occurs. It is formulated as follows:
tex ( IR ) bf = eft ( s n ) − est ( s k ),

where ( s k ,..., s n ) ∈ IR

(25)

The second step is to compute the violation range of the entire composition G .
It is formulated as follows:

vtex(G ) = tex(G ) af − tex(G ) bf

(26)

The third step is compute the maximum required execution time for the impact
region MVal rx based on the previous steps. It is formulated as follows:

MValrx = tex(G ) bf − vtex(G )

(27)

Required Completion Time – The value of the minimum required completion
time for the impact region mValry can be set to the violation time vt . Meanwhile, the
the value for the maximum required completion time for the impact region MValry
can be obtained based on the several steps. The first step is to compute the
completion time of the impact region before the violation occurs. It is formulated as
follows:
cpt ( IR) bf = eft ( s n ),

where s n ∈ IR
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(28)

The second step is to compute the violation range of the entire composition G .
It is formulated as follows:

vcpt(G) = cpt (G ) af − cpt (G) bf

(29)

The third step is to compute the maximum required completion time for the
impact region MValry based on the previous steps. It is formulated as follows:

MValry = cpt ( SG) bf − vcpt(G )

(30)

With these computations, the domain range of the refined requirements can be
generated and used to support the recovery process.

5.3.4 Algorithms
In this section, the algorithm for each of the components of the SLA violationimpact analysis is presented. These algorithms provide the connection between the
components from the technical perspective. The algorithm for the estimation of the
composite service is shown in Algorithm 5-1. The algorithm for the identification of
the impact region is shown in Algorithm 5-2. The algorithm for the generation of the
region requirements is shown in Algorithm 5-3.
In Algorithm 5-1, the estimation requires 7 core inputs and is expected to
update the temporal values related to the composite service and its component
services. The process begins with identifying the workflow structure from the
composition model. If the structure is sequential (line 2), then the pre-reduction
estimation is applied to each service (line 3 – 5). It is followed by the reduction
estimation accordingly (line 6). In the case that the structure is AND-split or XORsplit (line 8), pre-reduction estimation is applied to each service (line 9 – 11). It is
followed by the reduction estimation accordingly (line 12). In addition, if the
structure is AND-join or XOR-join (line 14), pre-reduction estimation is applied to
each service (line 15 – 17). It is followed by the reduction estimation accordingly
(line 18). Then, post-reduction estimation is applied for a single workflow structure
(line 20). The estimation is done repeeatively until G becomes an atomic service
(line 1).
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Inputs : G, TE bfp , TEsbf , TC , TO, SS , VI
outputs : TE paf , TEsaf
Begin
01 :
02 :
03 :

while G is not atomic
if ( struc (WG ) == sequential )
foreach si ∈ WG

04 :
05 :
06 :
07 :
08 :
09 :

compute eex( si ) based on (1)
endfor
reduce si = WG with est ( si ), eft ( si ) based on (2), (3)
endif
if ( struc (WG ) == ( AND − split ))or ( struc(WG ) == XOR − split ))
foreach si ∈ WG

10 :

compute eex( si ) based on (1)

11 :

endfor

12 :

reduce si = WG with est ( si ), eft ( si ) based on ( 2), (3)

13 :
14 :
15 :

endif
if ( struc (WG ) == ( AND − join)or ( struc(WG ) == XOR − join))
foreach si ∈ WG

16 :
17 :
18 :

compute eex( si ) based on (1)
endfor
reduce si = WG with est ( si ), eft ( si ) based on (4), (3)

19 :

endif

20 :

compute text ( si ), cpt ( si ), eex( si ) based on (5), (6), (7)

21 :
End

endwhile

Algorithm 5-1: Composite Service Estimation Algorithm
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In Algorithm 5-2, the impact region identification requires 7 core inputs and is
expected to produce the impact region. The process begins with the initialization of a
dependency area based on either the violation location or the existing impact region
(line 1). It is followed by the expansion of the dependency area to produce an
extended area (line 2). If the extension is available (line 3), the next step is to analyze
the impact according to the identified structure. However, if the extension is not
available, then the impact region is assigned with the initialized dependency area
(line 31). Each of the identified structure is then analyzed for the temporal
inconsistency and unsatisfactory condition. The impact analysis for the sequential
structure is implemented as shown in line 4 to 9. The impact analysis for the ANDsplit or XOR-split structure is implemented as shown in line 10 to 19. Meanwhile,
the impact analysis for the AND-join or XOR-join structure is implemented as
shown in line 20 to 29.
In Algorithm 5-3, the region requirement generation requires 6 core inputs and
is expected to produce the customized region requirements. In this algorithm, the
violated time is set to time to support the assumption in this process (line 1). Then,
the process begins with checking each requirement classification (line 2). If the
required requirement classification is found (line 3), then the respective formulations
are applied (line 4 – 7).
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Inputs : G , TE paf , TE saf , TR, TC , IR exi ,VI
Outputs : IR
Begin
01 :

DA = initialize (vloc, IR exi )

02 :

DAex = extend ( DA ⊆ G )

03 :

(if | DA ex |>| DA |)

04 :
05 :
06 :
07 :

if ( struc ( DAex ) == sequential )
if (Tinc == true)or (Tuns == true)
IR = DAex
else
IR = {0}

08 :
09 :

endif
endif

10 :

if ( struc ( DA ex ) == AND − split )or ( struc ( DA ex ) == XOR − split )

11 :

if (Tuns == true)

12 :

else

13 :

IR = DAex

foreach relation ( si p s kj ) ⊆ DAex

14 :

if (Tinc == true)
IR = ( si p s kj )

15 :
16 :

endif

17 :
18 :
19 :

endfor
endif
endif

20 :

if ( struc ( DA ex ) == AND − join )or ( struc ( DAex ) == XOR − join )

21 :

if (Tuns == true)

22 :

else

23 :

IR = DAex

foreach relation ( sik p s j ) ⊆ DAex

24 :

if (Tinc == true)
IR = ( sik p s j )

25 :
26 :
27 :
28 :
29 :
30 :

endif
endfor
endif
endif
else

31 :
32 :
End

IR = DA
endif

Algorithm 5-2: Impact Region Identification Algorithm
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inputs : G , RR, TE bfp , TE paf , TE sbf , VI
outputs : RR cus
Begin
01 :

vt = time

02 :

foreach Ci ∈ RR

03 :

if (Ci == vs)

04 :

set mValrx = 0

05 :

compute MValrx based on (15), (16), (17)

06 :

set mValry = vt

07 :

compute MValry based on (18), (19), (20)

08 :
09 :

endif
endfor

Algorithm 5-3: Region Requirements Generation Algorithm

5.4

Summary
This chapter has presented the SLA violation handling with violation-impact

analysis to address the SLA violation issue during the run-time. The proposed SLA
violation-impact analysis aims to produce the impact region together with the region
requirements. These outcomes can be utilized by SLA recovery to focus on the
critical area. By doing so, the SLA violation handling can reduce the amount of
change to the future services.
The proposed model contributes to analysing the temporal constraints defined
in the SLA of composite service. This includes the estimation model based on three
stages of the reduction technique. Two classifications of impact conditions have been
proposed namely the temporal consistency and the temporal satisfactory condition.
The definition of the classification is supported with the temporal rules. In addition,
the proposed approach provides a different perspective to the SLA violation
handling. It enables the capability of computing more information related to the
violation before the recovery process is implemented.
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6 CASE STUDY AND EVALUATION

To demonstrate the feasibility and effectiveness of the proposed SLA
management solution for SBS, a set of evaluation activities have been conducted
using two different techniques. The first technique is related to the scenario-based
analysis [70]. The scenario is used to understand and study the feasibility and
usefulness of the proposed SLA management approach within a case study. The
second technique is based on the experimentation [139]. The experiment is designed
to simulate the process in a controlled environment to collect the relevant data for
evaluation. The objective is to measure the effectiveness of the proposed solution as
compared to other approaches.
In this chapter, the case study-based evaluation is presented in Section 6.2. In
this section, the mapping of SBSCEE to the case study is discussed in Section 6.2.1,
the mapping of RME to the case study is discussed in Section 6.2.2 and the SLA
management scenarios are elaborated in Section 6.2.3. The experiment-based
evaluation is presented in Section 6.3. In this section, the availability issue is
presented in Section 6.3.1, the inconsistency issue is presented in Section 6.3.2 and
the service change issue is presented in Section 6.3.3.

6.1

Introduction
The case study-based evaluation is based on the hub flights management

(airports management) that aims to provide the airport logistics services for
connecting flights chosen [21]. The airport management scenario is part of the case
studies in the BREIN project. This project is one of the six core projects under the
European Comission’s (EC’s) Framework Programme 6 (FP6) funded projects [102].
In the context of SLA, The motivation of BREIN is to address the provisioning issue
of distributed services to guarantee QoS in the collaborative environment. In contrast
to this research, the airport management scenario used in BREIN is to understand the
bigger picture of provisioning services in a supply chain environment through an
automated negotiation activity.
The discussion of the case study begins with the mapping of the case study
elements to the elements involved in the SLA management framework. Then, two
types of scenarios namely the SLA establishment and the SLA enactment are
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presented. In the context of SLA establishment, the scenario illustrates the interaction
and data flow involved in the SLA negotiation process. In the context of SLA
establishment, the scenario illustrates the interaction ad data flow involved in the
SLA violation handling process.
The experiment-based evaluation is based on the simulation of inputs and
outputs. In the context of SLA negotiation, the experiment focuses on collecting and
analysing the data generated by the SLA offer verification and generation approach.
In the context of SLA violation handling, the experiment focuses on collecting and
analysing the data generated by the SLA-violation impact analysis. Three attributes
namely the resource availability, the temporal inconsistency, and the service change
are taken into consideration in measuring the effectiveness of the proposed
approaches. The resource availability and the temporal inconsistency are used to
assess the SLA offer verification and generation approach. The resource availability
is used to study the effect in utilizing the resources across the resource slots. This
attribute represents the service provider’s concern in SLA offer generation. Ideally,
the more available resource is, the more offers can be generated. The temporal
inconsistency is used to study the effect in reducing inconsistency. This attribute
represents the service consumer’s concern in SLA offer generation. Hypothetically,
reducing the temporal inconsistency can increase the composition reliability from the
temporal perspective. The service change is used to assess the SLA violation impact
analysis approach by studying the effect of changing services (with new/updated
SLA) in handling the SLA violation. Ideally, reducing the amount of service change
can reduce the recovery time and effort.

6.2

Case Study-based Evaluation
In this section, the mapping between the core concepts with the case study is

discussed and justified. Then, two scenarios are presented to show the feasibility of
the proposed SLA management approach.
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6.2.1 SBS Composition and Execution Environment (SBSCEE)
SBSCEE refers to a system that composes and executes a set of services.
Service composition is a process of combining a set of services to satisfy the system
goals. Service execution refers to the process of orchestrating a set of services to
fulfil the system requirements.
To illustrate this environment, a case study called a connecting flights planning
management is utilized. The objective of this application is to plan the connecting
flights between the hub flights by considering the provided logistic services.
Furthermore, the application should be able to provide the management of actual
execution of the connecting flights as well as the logistic services provided by the
hub flights. In this study, a hub flight is an airport management that provides the
airport logistics services to the connecting flight passengers [21]. The logistic
services consist of a set of activities that include the transportation of the passengers,
the delivery of baggage between flights and the loading and unloading staff. This
application might be of interests to several parties. For example, the travel agency
can utilize the application to provide the connecting flights plan to the respective
traveller. Meanwhile, the airport management can use the application to assess their
logistic service performance from time to time.
The service composition activity in relation to the study represents the process
of composing a set of hub flights to enable the connecting flights from an origin to a
destination. This scenario can be viewed as a composition model illustrated in Figure
6-1. The relation between the elements in the composition model and the elements in
the case study is summarized in Table 6-1.
The composition model consists of nodes and edges. The first node represents
the origin airport and the last node represents the destination airport of the trip. Other
nodes represent the hub flight to enable the connecting flights between collaborative
or non collaborative airlines. The main service of each hub flight to be concerned is
the airport logistic service. Meanwhile, the edges represent the flight durations. Two
kinds of workflow structures involved, namely the sequential structure and the
conditional structure i.e., OR-split and OR-join. The sequential structure represents
the edges between origin and hub flight A and the relation between hub flight C and
hub flight D. The conditional structure represents the edges between hub flight A,
hub flight B, hub flight C, hub flight D and destination. The goal of the composition
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is to establish a temporally consistent and satisfied connecting flights plan with
logistic services from the origin to the destination.

Figure 6-1: Composition Model of Connecting Flights Plan with Hub Flights

Table 6-1: Mapping of Composition Model and Case Study

Elements of the Composition Model

Elements of the Case Study

Nodes

Hub Flights

Flow between Nodes

Flight Durations

Goal

Consistent

and

satisfied

flight

travelling plan

Meanwhile, the service execution activity in relation to the study represents the
process of orchestrating or coordinating the execution of flights and logistic services
while capturing the quality information. These activities are needed to ensure that the
airline passengers can reach the destination at the expected time. Furthermore, these
activities may assist in handling the unexpected problem by reducing the impact to
the entire connecting flights plan.
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6.2.2 Resource Management Environment (RME)
RME refers to a resource-based system to provide the requested service. In the
context of this case study, RME represents the airport management who provides the
resources (e.g., staff, baggage carts and bus) [22] to provision the logistic services for
connecting flights as shown in Figure 6-2. The figure illustrates the role of airport
management of hub flight C for multiple service composition. From the flight
planning perspective, there will be more than one airport management involved in
the composition. From the airport management perspective, there will be more than
one service composition that requires its logistic services. Therefore, the airport
management needs to consider its current and future resources in order to provision
the logistics services effectively.
During the service enactment, the airport management will utilize its resources
to provision the respective services as defined during the service composition.

Figure 6-2: Hub Flight C Management for Multiple Service Composition
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6.2.3 SLA Management Scenarios
The evaluation of the SLA management framework focuses on supporting the
service composition and execution activity orchestrated by SBSCEE. Both activities
require resources provided by RME. Two stages of the SLA lifecycle namely, the
SLA establishment and the SLA enactment are illustrated in supporting both
activities.

6.2.3.1 SLA Establishment
The service composition implemented by SBSCME need to establish the
agreements with the respective RME. Therefore, the establishment is realized with
the SLA negotiation component. The SLA establishment scenario can be described
as follows:

•

SCN receives the composition information – The SLA establishment begins when
SCN receive the composition information from SBSCEE which includes the
composition model and the requirements from the service consumer. The
composition is based on the graph model presented in Figure 6-1. The relevant
requirements are two types. Firstly, the temporal requirement of overall service
composition namely the total execution time such as 20 hours. This is necessary
since the SBS user is usually interested in the global perspective. Secondly, the
flight duration between the airports. This information can be obtained from the
previous data with certain estimation method. This information should be known
priory because the logistic service is influenced by the flight duration. In the
context of service composition, the flight duration becomes the time to flow
between services. The flight duration information is summarized in Table 6-2.
They are also illustrated in a graph presentation in Figure 6-3.
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Table 6-2: Flight Duration between Hub Flights

Distance between

Duration

The origin to Hub flight A

1 hour

Hub flight A to Hub flight B

5 hours

Hub flight A to Hub flight C

3 hours

Hub Flight C to Hub flight D

4 hours

Hub flight B to the Destination

4 hours

Hub flight D to the Destination

5 hours

Figure 6-3: Service Composition with Temporal Information

•

SCN creates the SLA requests – Based on the composition information, SCN
create the SLA request for each of the service. The SLA request refers to the
request of an offer related to the airport logistic service to enable the connecting
flights plan. The SLA request consists of the expected begin availability and the
expected end availability. The expected begin availability is mapped to the
expected inbound time of an airline into the airport. Meanwhile, the expected end
availability is mapped to the expected outbound time of an airline from the
airport. For instance, the connecting flights between airline A and airline B. The
landing time of airline A becomes the inbound time of the logistic service and the
take off time of airline B becomes the outbound time of the logistic service. This
data can be generated automatically through a decomposition method. The
sample of data and its mapping is shown in Table 6-3. The relation between the
data and the composition model is shown in Figure 6-4.
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Table 6-3: Mapping of SLA Requests and Case Study
Logistic Service Model Parameters
Scenario Parameters
Logistic

service Begin availability( rbv ) = Inbound time = 7am

for hub flight A

Outbound time = 9am

1
End availability( rev ) = 3

Logistic

service Begin availability( rbv ) = Inbound time = 2pm

for hub flight B

8 End availability( rev ) = Outbound time = 5pm
11

Logistic

service Begin availability( rbv ) = Inbound time = 12pm

for hub flight C

Outbound time = 3pm

6
End availability( rev ) = 9

Logistic

service Begin availability( rbv ) = Inbound time = 7pm

for hub flight D

Outbound time = 9pm

13
End availability( rev ) =
15

Figure 6-4: Composition Model with Temporal Requirements
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•

SCN negotiates the SLA requests to SPN – The generated SLA requests are then
forwarded to the respective SPN for the purpose of SLA negotiation. In this case,
the negotiation is executed based on the one to many negotiation model which
means a single SCN interacts with multiple SPN. Each SPN represents a single
RME. Each RME is mapped to a single hub flight. The relation of these
interactions is illustrated in Figure 6-5.

Figure 6-5: 1-to-many SLA Negotiation Model between SCN and SPN

•

SPN creates and proposes the SLA offers – Upon receiving the SLA requests,
SPN creates the respective SLA offer by utilizing the current resource
information obtained from RME. A single RME represents a single hub flight as
discussed in the previous section (see 6.2.2). The discussion of SLA offer
generation focuses on the temporal dimension. In addition, an assumption is
made that each resource slots of each RME is capable of providing the requested
logistic service. Thus, the main question is which slot to be decided for the SLA
offer. The sample of temporal dimension data of RMEs is shown in Table 6-4.
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Table 6-4: Example of Temporal Dimension Data of RMEs

RMEs

Slots

Begin Slot ( bt )

End Slot ( et )

(J )

Estimated
Execution
Time ( ex )

Hub Flight 1

0 (6am)

6 (12pm)

2 (hours)

A

2

6 (12pm)

11 (5pm)

3 (hours)

3

11 (5pm)

20 (1am)

2 (hours)

Hub Flight 1

0 (6am)

6 (12pm)

3 (hours)

B

6 (12pm)

20(1am)

3 (hours)

Hub Flight 1

0 (6am)

5 (11pm)

1 (hour)

C

2

5 (11pm)

8 (2pm)

3 (hours)

3

8 (2pm)

11 (5pm)

3 (hours)

4

11(5pm)

20(1am)

2 (hours)

Hub Flight 1

0 (6am)

6 (12pm)

1 (hour)

D

2

6 (12pm)

11 (5pm)

2 (hours)

3

11 (5pm)

20 (1am)

2 (hours)

2

In this table, RME for hub flight A has divided its logistic service into 3 slots.
Semantically, slot 1 refers to the morning session, slot 2 refers to the afternoon
session and slot 3 refers to the evening session. Each slot is defined with the
temporal segments, the begin slot and the end slot. In addition, each slot is
associated with the estimated execution time. Meanwhile, RME for hub flight B
has 2 slots (morning and evening), RME for hub flight C has 4 slots (early
morning, late morning, afternoon, evening) and RME for hub flight D has 3 slots
(morning, afternoon, evening). Each of them is also segmented with the begin
slot and the end slot and is associated with the estimated execution time.
With this kind of data, each SPN is able to evaluate, decide and generate the
respective SLA offer. The generation process is based on the proposed SLA offer
generation approach as discussed in Chapter 4. The discussion is referred to the
temporal relation evaluation as discussed in Section 4.3.2.1.
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The temporal relation evaluation begins by identifying the type of the temporal
relation between the SLA request and the resource slot. Their relations are
illustrated in Figure 6-6. There are 4 types of temporal relations to be determined
as consistent namely during, overlaps, starts/finishes and equals. In the context
of the given scenario, the SLA request for logistic service A, B and D fulfil the
during type relation. Meanwhile, the SLA request for logistic service C fulfils the
overlap type relation. Therefore, the outcome of the SLA offer creation process
can be obtained and is shown in Table 6-5. There are three guaranteed parameters
namely the guaranteed begin availability that is mapped to the begin slot, the
guaranteed end availability that is mapped to the end slot and the guaranteed
execution time that is mapped to the estimated execution time.

Figure 6-6: Temporal Relations between SLA Requests and Resource Slots
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Table 6-5: Example of Temporal Data for the SLA Offers
Guaranteed
Guaranteed
Logistic Service Guaranteed

Begin

End

Execution Time

Availability

Availability

( gex )

( gbv )

( gev )

Logistic service 0 (6am)

6 (12pm)

2 (hours)

20 (1am)

3 (hours)

8 (2pm)

3 (hours)

20 (1am)

2 (hours)

for hub flight A
Logistic service 6 (12pm)
for hub flight B
Logistic service 5 (11am)
for hub flight C
Logistic service 11 (5pm)
for hub flight D

•

SCN validates the composite SLA offers – Upon receiving the SLA offers, SCN
verifies the combination of these SLA offers for their consistency and
satisfaction. The verification process is based on the verification approach as
discussed in Section 4.2.3. Generally, the verification is implemented by
estimating and aggregating the temporal data of the entire composition. In this
scenario, the outcome of the verification is shown in Table 6-6.

Table 6-6: Example of Consistency Verification Outcomes

Service Relation

Status

Origin to Logistic Service A

Consistent

Logistic Service A to Logistic Service B

Consistent

Logistic Service A to Logistic Service C

Inconsistent

Logistic Service C to Logistic Service D

Consistent

Logistic Service B to Destination

Consistent

Logistic Service D to Destination

Consistent
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According to the verification, an inconsistency relation has been detected
between the logistic service A to logistic service C. The inconsistency occurs
due to the potential violation of the guaranteed end availability of logistic service
C. The violation is at time 8 where the outbound time of the flight is expected at
time 9. Assuming the flight duration between A and C is not able to be reduced,
the strategy to solve this problem is by renegotiation. Therefore, SCN needs to
renegotiate with the respective SPN, in this case, SPN for logistic service C. The
renegotiation may focus on the logistic execution time and/or the guaranteed
begin availability and the guaranteed end availability. As an assumption, SPN repropose slot 3 (instead of slot 2) that has the guaranteed begin time of 8, the
guaranteed end time of 11 and the guaranteed execution time of 3. This is
illustrated in Figure 6-7.

Figure 6-7: Illustration of the Updated SLA Offer for Logistic Service C

The new offer may cause some delay to the flight duration from hub flight A to
hub flight C. However, when combining this new offer with the existing SLA
offers, a dissatisfaction status is found. This means the overall temporal
requirement is violated. Generally, there are two strategies to solve this problem.
The first strategy is related to the service provider perspective which is to find
another hub flight for logistic service C that can provide the required SLA. The
second strategy is related to the service consumer (human intervention) which is
to change the temporal requirement since this is just at the planning stage.
Assuming the strategy from the service consumer perspective is chosen which
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requires the SLA requirements change and the renegotiation activity. The details
of the assumption are beyond the scope of the evaluation. In this case, it is
assumed that the renegotiation results in a SLA establishment. Thus, SBSCEE is
notified to enable the orchestration of the actual execution of services. The
established SLAs which consist of the updated SLA requests and offers are
summarized in Table 6-7. It is also illustrated in the composition model in Figure
6-8.

Table 6-7: Established SLAs for the Respective SBS
Logistic Service Updated SLA Requests
Finalized SLA Offers
Hub flight A

rbv = 1, rev = 3

gbv = 0, gev = 6, gex = 2

Hub flight B

rbv = 8.rev = 11

gbv = 6, gev = 20, gex = 3

Hub flight C

rbv = 8, rev = 11

gbv = 8, gev = 11, gex = 3

Hub flight D

rbv = 13, rev = 15

gbv = 11, gev = 20, gex = 2

Figure 6-8: Illustration of Finalized SLAs with Updated Temporal Requirements
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6.2.3.2 SLA Enactment
The service execution orchestrated by SBSCEE is supported with the SLA
enactment activities which include the SLA monitoring and the SLA violation
handling. The SLA monitoring is needed to observe and verify the service execution
against the established SLA. The SLA violation handling is needed to handle any
detected SLA violation with the appropriate recovery action.
Generally, SLA enactment can be categorized into two types of scenario. The
first scenario is related to the normal situation where SBS can execute according to
the established SLA. The second scenario is related to the abnormal situation
whenever SBS is not able to fulfil the established SLA. Therefore, the following
discussion focuses on the abnormal scenario as described as follows:

•

The SLA monitoring detects a SLA violation – One of the important activities
during the SLA enactment is to observe the quality aspect of SBS. This is done
through receiving and processing the events information from SBS such as the
one proposed in [84]. As an assumption, logistic service A has some mechanical
problems that cause the connecting flight to be delayed. SLA monitoring detected
this delay and concluded that a SLA violation has occurred. Basically, the
violation is determined when the expected end availability of logistic service A is
deviated. The basic information of the violation is established by the SLA
monitoring as illustrated in Table 6-8.

Table 6-8: Basic Violation Value Established by the SLA Monitoring

•

Violation Parameters

Values

Violation Source

Expected end availability ( rev )

Violation Location

Logistic service A

The SLA violation impact analysis is executed – The violation situation is
handled by analysing the impact to determine the impact region and to generate
the impact requirements to be considered in the SLA recovery process. An
impact region consists of the violated service and its dependent services. The
detailed discussion of this process is discussed in section 5.3.1. Briefly speaking,
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the process of analysing the impact begins with the re-estimation of the entire
composition by considering the SLA violation. The estimation is done through 3
stages of reductions, given as pre-reduction, reduction and post-reduction. The
outcome of this process is a set of temporal data of SBS after the violation has
occurred. Table 6-9 shows the sample of data. Meanwhile, Figure 6-9 shows the
data in relation to the composition model.

Table 6-9: Estimated Temporal Data After the SLA Violation
Logistic
Estimated Start Estimated End Estimated

Service

Time ( st )

Time ( ft )

Execution Time
( eex )

A

Unit 1

Unit 6

5 Unit

B

Unit 11

Unit 14

3 Unit

C

Unit 9

Unit 12

3 Unit

D

Unit 16

Unit 18

2 Unit

Figure 6-9: Illustration of the Estimated Temporal Data After the Violation
After estimating the temporal data of the entire composition, the next step is to
identify the candidates for the impact region. The candidates refer to the violated
service and its dependent services that are expected to be impacted by the
identified SLA violation. The identification process is discussed in section 5.3.2.
To be brief, the identification applies the temporal consistency and satisfaction
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checking to the dependent services of the violated service. It is important to note
that this process may be repeated if the recovery fails to establish the appropriate
recovery plan. Therefore, the outcome illustrated in Figure 6-10 refers to the
outcome of the first round of the impact region analysis.

Figure 6-10: Illustration of Impact Region based on the Impact Region Analysis

In the figure, hub flight A is the violated service, and hub flight B and hub flight
C are the dependent services which are directly impacted by the violation. In
particular, hub flight B is determined to violate the expected end availability and
hub flight C is determined to violate the expected end availability as well as the
guaranteed end availability.
After identifying the impact region, the next step is to generate the temporal
requirement for the region. This requirement is needed to support the recovery
process. The detailed discussion of this process is provided in section 5.3.3. For
simplicity, the focus of the requirement is the maximum execution time for the
impact region. The requirement can be generated through several steps. The first
step is to obtain or compute the total execution time of the entire composition
before the SLA violation. This value can be obtained during the SLA
establishment. The second step is to obtain or compute the total execution time of
the entire composition after the SLA violation. This value can be obtained
through the estimation process as discussed earlier. Based on these two values,
the third step is to obtain the violation range. Then, the final step is to obtain the
temporal requirement of the impact region by considering the violation range.
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The summary of the data is shown in the following table:

Table 6-10: Parameters and Values for the Region Requirement Formation

Step

Parameter Involved

Value

1

Total execution time of the entire composition 22 Unit
before the violation.

2

Total execution time of the entire composition 23 Unit
after the violation.

3

Violation range.

1 Unit

4

Total execution time of the impact region before 13 Unit
the violation.
Maximum execution time of the impact region.

•

12 Unit

The SLA recovery planning and execution is implemented – Upon obtaining the
outcomes of the impact analysis and the violation, the next step is to perform the
recovery planning. The recovery utilizes the outcome of the impact analysis
namely the impact region and the region requirement for establishing the plan.
The recovery planning resulted in a plan such as shown in Table 6-11. Generally,
the generation of the recovery plan involves two steps. The first step is to
determine the appropriate recovery strategy for the services identified in the
impact region. The second step is to decide the appropriate parameters and values
for recoverable services.
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Table 6-11: Summary of a Recovery Plan
Remark

Items
Impact

region Maximum execution time <= 12 unit

requirement
Impact objects
Recovery
and strategy

Logistic service A, B and C

mechanism Logistic service A
Do nothing
Logistic service B
Update expected availability
Logistic service C
Partial Renegotiation
Inclusive renegotiation
Execution Strategy: Sequentially

Recovery
and values

parameters Logistic service A
Not applicable

Logistic service B
Expected begin availability = 11
Expected end availability = 14

Logistic service C (Partial Renegotiation)
Execution time <=2

Logistic service C (Inclusive Renegotiation)
Execution time <=2
Expected begin time = 9
Expected end time = 11

In Table 6-11, the recovery plan consists of five items. The first item is the
impact region requirement which becomes the global requirement for the
recovery. The second item is the impact objects that become the candidates for
the recovery. The third item is the decision of the appropriate recovery
mechanism for each impact object. The final item is the decision of the
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appropriate parameters and values for the recoverable impact objects. The
detailed model for the recovery planning is beyond the scope of this thesis.
However, this approach can be modelled by adapting the existing work such as
[46] with further extensions.
After that, the recovery plan is forwarded to SBSCEE for the implementation. In
this case, it is assumed that the recovery is successful. Therefore, the SBS will
continue execution as normal. In the case that the recovery mechanism fails to
recover, the impact analysis is repeated to extend the impact region and a new
region requirement is generated.

6.3

Experiment-based Evaluation
In this section, three sets of experiments are discussed. The first experiment

studies the maximization of resource availability for the SLA offer generation
approach. The second experiment studies the minimization of temporal inconsistency
for the SLA offer verification and generation approach. The third experiment studies
the reduction of service change for the SLA violation-impact analysis approach.

6.3.1 Maximizing Availability
In this experiment, the focus is about the resource dimension during the SLA
establishment. The aim is to analyze the effect of maximizing resource availabilty of
the proposed placement strategy as compared to other strategies. The placement
becomes the core technique in generating the SLA offer.

Data Preparation – The experiment is set with 5 resource slots to represent
the resource slots model of RME. These resource slots are needed by SPN to perform
the placement to enable the SLA offer creation. Each resource slot will have some
levels of utilization. This is done by assigning a random utilization value with the
maximum range of 0.4 unit. Furthermore, all resource slots will have the same
maximum resource utilization which is 1.0. The estimation of resource utilisation of
each request is asigned with a random utilization value with the maximum range of
0.4 unit. The detailed parameters and values of the resource slots are shown in Table
6-12.
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The experiment is also set with 50 SLA requests to represent multiple requests
made by a few SCNs. A single SCN represents a single service composition.
Therefore, all the requests are interested in the same service but within different
context of the service composition. Each request is mapped to a single service. There
is no temporal requirement attached to the request since the main objective in this
experiment is to analyse the effect on the resource dimension.

Table 6-12: Parameters for the Resource Slots Model

Parameters

Default Values

Number of Resource Slots

5 resource slots

Current Resource Utilization

0.0 to 0.4 unit(randomly)

Maximum Resource

1.0 unit

Estimated Resource Utilization 0.0 to 0.2 unit(randomly)
of a service of a resource slot

Experiment Method – The effectiveness is measured by comparing the
proposed placement strategy (in relation to the SLA offer generation) with other
strategies. Therefore, three placement strategies are executed in this experiment. The
first strategy (strategy A) is placing the requested service based on the maximum
availability as proposed in Section 4.3.2.1. The second strategy (strategy B) is
placing the requested service based on the first available slot. The third strategy
(strategy C) is placing the requested service randomly.
The experiment begins by initializing the resource slots. Then, the placement
of each strategy is executed based on the same resource condition. Finally, some data
is collected, namely the resource availability and the number of unsuccesful placed
request. The resource availability refers to the amount of resource that has not been
consumed yet. This attribute is significant to observe the resource condition in
relation to the placement strategy. The unsuccessful placed request refers to the SLA
requests which cannot be placed due to insufficient recourses. This attribute is
significant to emphasize the benefit of the proposed placement strategy. The analysis
and outcomes are presented in the next sub section.
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Analysis and Outcomes – The summary of unsuccessful placed requests is
presented in Table 6-13. Each of the strategy was dealing with the same amount of
requests. As a result, strategy A is able to place all the requests, strategy B has 6
unsuccessful placed requests and strategy C has 7 unsuccessful placed requests.

Table 6-13: Number of Unsuccessful Placed Requests Per Strategy

Strategy

Num of Requests

Num of Unsuccessful

Strategy A

50

0

Strategy B

50

6

Strategy C

50

7

Meanwhile, the resource availability data of 5 resource slots after executing the
placement procedure of 50 SLA requests is captured and shown in Table 6-13. In the
figure, there are three lines where each of them represents the respective strategy. In
addition, strategy B is unable to place 6 SLA requests out of 50 requests, strategy C
is unable to place 7 SLA requests out of 50 requests while strategy A is able to place
all SLA requests.

Figure 6-11: Resource Availability of 5 Resource Slots after the Placement
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Based on the collected data, two conclusions can be made. Firstly, strategy A is
effective in managing the resource availability. This is due to the strategy of
maximizing the resource availability on each placement decision. Secondly, strategy
A is effective in providing more potential offers as compared to other strategies. This
is supported by the fact that strategy A is able to place all 50 SLA requests as
compared to other strategies.

6.3.2 Minimizing Inconsistency
This experiment focusses on the temporal dimension during the SLA
establishment. The aim is to study the effect of temporal inconsistency of the
proposed offers by the SLA offer verification and generation approach. The temporal
inconsistency checking represents the task implemented by the SLA verification
process in SLA negotiation.

Data Preparation – The experiment involves several models. The first model
is related to the service composition to represent the composition generated by
SBSCEE. In this experiment, there are multiple service compositions to be handled
by SLA negotiation. All the service composition has the same amount of services
and similar structure. The details parameter settings for the service composition is
explained in Table 6-14.

Table 6-14: Parameter Settings for the Composition Model

Parameters

Values

Number of Composition

100 Compositions

Number of services(nodes) per composition

6 Nodes

Composition structure

Sequential

The second model is the SLA requests. This model simulates the data
generated by SCN in SLA negotiation. Each SCN represents a single service
composition. A service composition has a set of services. A single SLA request
represents a single service. Therefore, in this experiment, the number of SLA
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requests to be generated equals to the number of services in each service
composition. There are a set of temporal attributes associated with each SLA request,
including the expected begin time, the expected end time, and the expected execution
time. Each of them is set with a default value produced randomly. The expected
begin time of the SLA request for the first service is controlled with a default value
within 0 to 10. This is important since this value influences other temporal attributes.
By doing this way, the generated SLA requests for each composition varies. The
details of the parameter settings are explained in Table 6-15.

Table 6-15: Parameter Settings for the SLA Request Model

Parameters

Values

Number of SLA request

Equals to the number of each service of
each composition

Expected begin availability of the first Unit 0 to 10 (randomly)
service in the composition
Expected begin availability of other Equals to the end availability of the
services
Expected

preceding service
end

availability

of

each The addition of the begin availability and

services

the execution time

Expected execution time of each services

1 to 5 unit

The third model is related to the resource slots. This model simulates the data
produced by RMEs. Each RME is connected to a SPN in SLA negotiation. Each
RME is meant to negotiate with a single SLA request. For simulating the
environment, each RME exposes similar number of resource slots. For each slot,
there is a set of resource-related parameters and temporal-related parameters. Each of
them is set with a default value. In addition to the proposed model discussed in
Chapter 4), the resource slot is associated with the minimum execution time to
control the minimum time segment of each resource slot. This is important to ensure
that a resource slot has sufficient time range to execute the requested service. The
details of the parameter settings are explained in Table 6-16.
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Table 6-16: Parameter Settings for the Resource Slot Model

Parameters

Values

Number of Resource Slots

5 resource slots

Current Resource Utilization of each 0.0 to 0.4 unit(randomly)
slot
Estimated Resource Utilization of a 0.0 to 0.2 unit(randomly)
service of a each slot
Maximum Resource for each slot

1.0 unit

Begin time slot of each slot

unit 0 to 45 (randomly)

End time slot of each slot

unit 5 to 50 (randomly)

Minimum execution time of each slot

5 unit

The fourth model is related to the estimation for the service placement. The
estimation represents one of the tasks to be done by the SLA offer creation in
generating the respective offer. The estimation involves two main attributes. The first
attribute is the estimated resource utilisation. The second attribute is the estimated
execution time. Both attributes are needed to support the placement decision.
Therefore, a set of estimated values are generated for each SLA request on every set
of resource slots. The details of the parameter settings are explained in Table 6-17.

Table 6-17: Parameter Settings for the Estimation Model

Parameters

Values

Number of Estimation

Total estimation = number of SLA
request * number of resource slot

Estimated resource utilisation of the 0.0 to 0.2 unit (randomly)
requested service of each resource slot
Estimated

execution

time

of

requested service of each resource slot

the Execution time = (end slot – begin slot) *
estimated resource utilisation
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The SLA offer model is needed to simulate the output produced by SPN and
the inputs required by SCN to perform the SLA validation. The aim of the validation
is to check for the temporal inconsistency between the SLA offers. The number of
the SLA offers to be generated is equivalent to or less than the number of SLA
requests. Each SLA offer consists a set of temporal attributes namely the guaranteed
begin availability, the guaranteed end availability and the guaranteed execution time.
Each of these attributes has a relation with the resource slots attributes. The details of
the parameter settings are explained in Table 6-18.

Table 6-18: Parameter Settings for the SLA Offer Model

Parameters
Number

of

Default / Initial Values
SLA Equals to or less than the number of SLA request

Offer
Guaranteed

begin Equals to the begin slot of the selected slot

availability
Guaranteed

end Equals to the end slot of the selected slot

availability
Guaranteed

Equals to the estimated execution time of a service on

execution time

the selected slot

Based on these models, a set of data is collected to support the analysis for the
temporal inconsistency.

Experiment Method – The effectiveness is measured by comparing
inconsistency level between the SLA offers generated using the proposed approach
(strategy A) with other approaches. In this case, the other approaches only utilize the
resource information to generate the SLA offers. One of them is based on the first
availability of resource slots (strategy B). The other is based on the random
placement (strategy C).
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The experiment begins by generating the SLA requests based on the number of
services for a set of service composition. Then, a set of resource slots is produced for
each service. This means, the same set of resource slots is used to place the similar
services from different service composition. It is followed by estimating a set of
temporal and resource values to support the generation of the SLA offers. The SLA
requests, resource slots and the estimation become the inputs to the proposed
approach and the other two approaches. Then, the generated SLA offers of each
approach is collected and validated based on the verification approach.
The experiment was executed for 10 times where the inconsistency status was
recorded and collected for each cycle of the experiment. The collected data were
used for the analysis.

Analysis and Outcomes – The collected data for each experiment is shown in
Table 6-19. The data is collected according to the respective strategy. For instance, in
cycle 1, there are 27(from 100) service composition that has a complete set of offers
based on strategy A. According to the verification mechanism, 17 of them is
determined as inconsistent combination and 10 of them is consistent combination.

Table 6-19: Inconsistency/Consistency Level of Three Strategies

Strategy A

Experiment

C

Total

Strategy B
IC C

Cycle

IC

1

17 10

27

19

7

26

19

6

25

2

16 13

29

23

6

29

21

6

27

3

19 10

29

26

3

29

25

3

28

4

15 13

28

21

5

26

20

4

24

5

9

19

28

27

0

27

26

0

26

6

19

9

28

25

1

26

25

1

26

7

12 15

27

22

3

25

22

3

25

8

6

19

25

18

5

23

18

5

23

9

4

24

28

26

1

27

25

1

26

10

9

18

27

20

6

26

20

6

26
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Total

Strategy C
IC C

Total

Based on these data, a comparison of the inconsistency level between strategies
can be visualized in chart as shown in Figure 6-12. The inconsistency percentage per
strategy incStra is obtained as follows:

incStra =

incAll
compAll

Where incAll refers to the total inconsistency for all cycle of the experiments
and compAll refers to the total composition that has a complete set of SLA offers.
Based on the chart, it is shown that the proposed approach outperformed the
other approaches in terms of reducing the inconsistency level with the difference of
approximately 40%. This result is supported with the capability of temporal relation
evaluation procedure that is included in the proposed SLA offer creation mechanism.
Minimizing the inconsistency level of the SLA offers is significant in increasing the
number of reliable service composition. Therefore, the proposed approach can
benefit towards this goal.

Figure 6-12: Comparison of Inconsistency Level between Strategies
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6.3.3 Reducing Service Change
This experiment focuses on the violation perspective during the SLA
enactment. The aim is to analyse the effect of reducing service change for the SLA
violation handling. The impact analysis becomes the core method in supporting the
SLA violation handling.

Data Preparation – The experiment consists of a set consistent composite
service which has been validated by SCN. These consistent composite services
illustrate the successful outcome of the SLA establishment which need to be
executed. For the experiment purposes, 400 consistent composite services have been
selected. All the composite services apply the sequential structure. Each composite
service has 6 component services. Each component service is associated with three
temporal parameters in relation to the SLA offer namely the guaranteed begin
availability, the guaranteed end availability and the guaranteed execution time.
Meanwhile, the entire composite service is constrained with a fixed deadline, given
as unit 90.

Experiment Method – The effectiveness is measured by comparing the
proposed approach with other approach. In this context, the proposed approach refers
to the violation handling process with violation-impact region analysis. This means,
the recovery process will consider the future services from the critical impact area
which may be expanded if needed. The other approach refers to the violation
handling process without the violation-impact region analysis. This approach will
consider the entire future services for the recovery process.
The experiment begins with loading the data related to the consistent
composite services. Then, a delay is injected to simulate the violation situation. A
delay represents the longer than agreed execution time. A violation occurs when the
delay violates the identified temporal constraints such as guaranteed end availability
or deadline. For this reason, the execution time of one of the component services in
the composite is changed.
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Based on the detected violation, the violation handling of both approaches is
executed. Then, some data is collected namely the number of service change and the
average recovery execution time. The number of service change refers to the amount
of service that needs to be recovered(or changed) in order to handle the
violation(fulfill the temporal requirement). This attribute is important to advocate the
benefit of the proposed approach in reducing the scope of recovery. Meanwhile, the
average recovery execution time refers to the time taken to decide for the right
service to be recovered until the solution for the recovery is found. By understanding
the correlation, we can deduce the benefit of reducing the number of service change
from the time perspective. The findings of the analysis are presented in the next sub
section.

Analysis and Outcomes – The chart in Figure 6-13 shows the comparison of
the number of service change between both strategies. The lines represent the total
number of instances for both strategies in relation to the number of service change
needed for the sake of recovering the violation situation. As shown in the chart, there
are a high number of instances needed to be changed with the number of service
change is 1 for the proposed approach as opposed to the other approach.

Figure 6-13: Comparison of Number of Service Change for Both Strategies
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However, the number of instances is decreasing with the number of service
change greater than 1 for the proposed approach as compared to the other approach.
This pattern is expected since the proposed approach strives to recover the violation
as much as possible within the smallest scope. As contrary, the other approach will
depend on the entire future services.
Furthermore, in average, the other approach requires 3 services to be changed,
while the proposed approach requires 2 services to be changed for recovering
purposes. We can conclude that the proposed approach contributes to reducing the
number of service change as opposed to the other approach in recovering the
violation.
The chart in Figure 6-14 shows the correlation between two attributes of the
proposed approach namely the number of service change and the average recovery
execution time. The circles represent the respective recovery time and instances of a
specific number of service change. For instance, there are 236 instances which have
at least 1 service that have been changed with the average of recovery time 6 ms. As
showns by the circles, whenever the number of service change increases the average
of recovery execution time increases as well. This pattern indicates a positive
correlation between the service change attribute and the time attribute.
In addition, the chart also shows that in the best case scenario where the
number of service change is 1, the proposed approach takes a significantly less time
with an average 6ms. Meanwhile, in the worst case scenario where the number of
service change is 6, the proposed approach takes a reasonable time with an average
3000ms. Based on this observation, we can deduce that the proposed approach can
efficiently recover and handle the violation in relation to the strategy of minimizing
the number of service change.
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Figure 6-14: Correlation between Service Change and Execution Time

6.4

Summary
The proposed approaches have been evaluated based on two types of

evaluations namely the case study and the experiments. The case study is based on a
connecting flights management scenario. Two scenarios i.e., SLA establishment and
SLA enactment have been discussed and illustrated to show the usefulness of the
proposed approaches.
The experiment is applied to assess the effectiveness of the proposed
approaches. Three attributes were used namely the availability, the inconsistency and
the service change. The findings of all experiments advocate the capability and the
effectiveness of the proposed approaches in addressing the research problems.
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7 CONCLUSION

In this thesis, the SLA management issues have been addressed to better
support the Service-based System Composition and Enactment Environment
(SBSCEE). The research has investigated the issues related to both the build-time
and the run-time perspectives. Based on the study, a theoretical framework of SLA
management has been proposed to define the scope of the overall approaches. For the
build-time, the study has resulted in two main approaches namely the SLA offer
verification and the SLA offer generation to support SLA negotiation. For the runtime, the study has resulted in a model of the SLA violation-impact analysis for SLA
violation handling. Then, a set of evaluation activities have been conducted to assess
the proposed approaches.
In this chapter, the summary of outcomes is explained in Section 7.1. Then, the
contributions and benefits are presented in Section 7.2. Finally, the limitations and
future works are provided in Section 7.3.

7.1

Summary of Outcomes
The outcomes of the thesis mainly on three aspects, namely the framework of

SLA management, the SLA offer verification and generation, and the SLA violationimpact analysis. A table to relate the outcomes with the identified requirements is
presented in Table 7-1.
Table 7-1: Relation of Requirements and Research Outcomes
Identified Requirements
Outcomes
Managing temporal dimension In Chapter 3, a SLA management framework
from

service

consumer

and has

been

proposed

that

includes

the

provider perspective, build-time management functionalities with the data
and run-time perspective, and elements especially the temporal dimensions
observed

and

estimated aspects.

perspective
Verifying temporal constraints In Chapter 4, a verification approach has been
for SLA negotiation.

proposed to represent the functionality for SCN
during the negotiation activity. The verification
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aims to check for the temporal consistency and
satisfaction by considering the composition
structure of SBS.
Generating temporal constraints In Chapter 4, an offer generation approach has
for SLA negotiation.

been proposed with the focus on generating the
temporal

constraints

by

considering

the

resource information and the requirements
from the service consumer.
Analysing temporal constraints In Chapter 5, a temporal impact analysis has
for handling violation.

been proposed to determine the appropriate
impact region. This region becomes the
prioritized area to be considered in the SLA
recovery.

The details of this summary are given in the following subsections.

7.1.1 SLA Management Framework
A general framework of SLA management has been discussed in Chapter 3.
This framework provides the overall architecture and emphasizes the connection
between SLA management, SBSCEE and RME. The connection is viewed from
three perspectives, namely the architectural perspective, the process flow perspective
and the data flow perspective.
The architectural perspective aims to introduce the core components to support
the basic needs of SLA management. The introduced components are determined by
understanding the required functionality in relation to the entire SLA life-cycle e.g.,
SLA creation, negotiation, enactment, and recovery. In addition, the components are
also designed with consideration of the build-time and run-time functions, as well as
the service consumer and the service provider perspectives. Based on these factors,
three main process components namely SLA negotiation, SLA monitoring and SLA
violation handling have been introduced SLA negotiation provides the mechanism to
support the negotiation interaction between the service consumer and the service
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provider. SLA monitoring provides the mechanism to assess SBS for SLA violation
during run-time. SLA violation handling provides the mechanism to analyze and
recover the detected SLA violation.
The process flow perspective aims to identify the interactions between
components introduced in the architectural perspective. The introduced interactions
are designed to focus on two important scenarios namely the SLA establishment and
the SLA enactment scenario. Both scenarios are presented in terms of sequence
diagrams. SLA establishment is the stage to gain a mutual agreement between the
service provider and the service consumer. Therefore, SLA establishment requires
the SLA negotiation support and its interaction with SBSCEE and RME. Meanwhile,
SLA enactment is the stage to assess the performance and behaviour of SBS based
on the established SLA. SLA violation may occur due to unintentional change of any
service in SBS. Therefore, SLA monitoring assists in evaluating and verifying
against the established SLA. Meanwhile, SLA violation handling assists in handling
SLA violation. The handling will involve two core components namely the SLA
violation-impact analysis and the SLA recovery.
The data flow perspective aims to identify the data components needed to
support SLA management. The introduced data components are classified according
to several contexts, i.e., structural, temporal, violation, impact, and recovery. The
structural data components provide the abstraction of the composition model of SBS.
The temporal data component is the key dimension in this thesis. It provides the
abstraction of the temporal dimension of different contexts including the contractual
temporal, the estimated temporal and the observed temporal. The violation and
impact data components provide the abstraction for monitoring and the impact
analysis of SBS. Finally, the recovery data components provide the abstraction for
the recovery of SBS.
7.1.2 SLA Offer Verification and Generation
Two approaches have been presented in Chapter 4. The first approach is the
SLA offer verification to support SCN. The architectural perspective of SCN
includes the request handling, the response handling, the SLA requirements
generation and the SLA verification. The request handling component receives and
handles requests from SBSCEE or SLA offers from SPN. The response handling
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component proposes SLA requests to SPN. The SLA requirements generation
component generates SLA requests at the component level. Meanwhile, the SLA
verification component verifies composite SLA offers proposed by SPN. The
verification aims to classify one of four verification status given as consistency with
satisfactory, inconsistency with satisfactory, consistency with unsatisfactory and
inconsistency with unsatisfactory. The method for the verification adapts the QoS
workflow reduction technique. The proposed reduction techniques contain a set of
temporal estimation formulae to enable the verification analysis.
The second approach is the SLA offer generation to support SPN. The
approach aims to help service providers generate the offer by considering the
temporal and resource dimensions. The architectural perspective of the approach
includes the request handling, the resource slots management, the response handling
and the offer generation. The request handling component controls the incoming
SLA requests. The resource slots management component provides the resource
information together with the necessary constraints within a slot. The response
handling component controls the interaction with the external components in relation
to the generated SLA offer. The offer generation component evaluates and decides
the appropriate information to be included in the SLA offer. The approach also
contains a set of data components which include the SLA requests, the resource slots
and the SLA offers. The SLA requests provide the abstraction of inputs from the
service consumer. The resource slots provide the abstraction of inputs from the
service provider. The SLA offers provide the abstraction of outputs of the creation
mechanism. The generation method for determining the appropriate offer adopts the
placement technique. In addition, the generation method also includes the temporal
relation checking as well as the resource constraints checking. A straightforward
mapping model is also proposed to map the generated SLA offer with the respective
SLA terms.
7.1.3 SLA Violation-Impact Analysis
A SLA violation-impact analysis approach has been presented in Chapter 5.
The approach aims to analyse and determine the impact region based on the violation
information. Furthermore, the approach aims to generate the relevant region
requirements for the sake of recovery. The overall process flow introduced in the
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chapter provides the connection of the proposed approach with the existing
components like SLA monitoring and SLA recovery.
The architectural perspective of the approach includes three main components
identified as the estimation of composite services, identification of impact region,
and generation of region requirements. The estimation component estimates and
measures the quality information especially temporal after a violation occurs. There
are two main activities to enable the estimation process. The first activity is to
identify the workflow structure from the composition model based on the workflow
patterns. The second activity is to implement the reduction with a set of formulations.
There are three stages of reduction proposed in the estimation model, the prereduction stage, the reduction stage and the post-reduction stage. The pre-reduction
stage estimates the temporal information of individual components. The reduction
stage estimates the temporal information of the identified workflow structure and
reduces the structure. The post-reduction stage estimates the temporal information
after the reduction.
The identification component determines the critical area by reasoning the SLA
violation. There are three main activities to enable the identification process. The
first activity is to initialize the dependency area which refers to the violated service
or the previous impact region that is failed to be recovered. The second activity is to
extend the dependency area to include the potential impacted area which consists of
the directly dependent services which have not been executed yet (future services).
The third activity is to refine and confirm the potential impacted area as the current
impact region. This is done through the temporal impact analysis based on the
definition of temporal inconsistency and temporal unsatisfactory condition.
The generation component generates the region requirements for the recovery
purpose. The generation is implemented by customizing the relevant requirement
parameters and filling in each parameter with the respective values. A selection rules
are applied to choose the requirement parameters by referring to the violation type. A
set of estimation equations is also applied to compute the domain values for each of
the identified requirement parameters.
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7.1.4 Evaluation of Approaches
Two kinds of evaluations have been conducted. The first evaluation assesses
the feasibility and usability of the proposed SLA management framework based on a
case study called a connecting flights management system. The service composition
has been mapped to the problem of establishing the connecting flights plan with
offers from the hub flights. Therefore, the hub flights become the resource or service
provider for the service composition. Two scenarios, i.e., the SLA establishment and
the SLA enactment, have been designed to show the usefulness of the proposed
framework. The evaluation of SLA establishment focuses on the SLA negotiation
scenario with SCN and SPN perspectives. The scenario advocates the feasibility of
the verification and generation approach in generating the SLA offers by considering
the SLA requests and the resource conditions. The evaluation of SLA enactment
focuses on the SLA violation handling scenario. The scenario confirms the
usefulness of the SLA violation-impact analysis for handling a SLA violation such as
a flight delay by analyzing its impact and generating the appropriate region
requirements.
The second evaluation assesses the effectiveness of the proposed SLA offer
verification and generation approach and the proposed SLA violation-impact analysis
approach. The assessment focuses on three attributes identified as the resource
availability, the temporal inconsistency and the service change. The resource
availability and the temporal inconsistency are used to evaluate the SLA offer
verification and generation approach, and the service change is used to evaluate the
SLA violation-impact analysis approach. The findings of all experiments advocate
the capability and the effectiveness of the proposed approaches in addressing the
research problems. More specifically, the SLA offer verification and generation can
reduce the temporal inconsistency condition due to the strategy of temporal-related
analysis. Furthermore, the offer generation approach can potentially generate more
offers due to the strategy of maximizing the resource availability. Meanwhile, the
SLA violation-impact analysis approach can potentially reduce the amount of service
change due to the strategy of identifying the impact region to support the recovery
process.
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7.2

Research Contributions of the Thesis
The contributions of this research can be seen from two perspectives, the

theoretical and practical perspective.

7.2.1 Theoretical Perspective
Several contributions have been identified from the theoretical perspective,
identified as follows:

•

Theoretical Framework – A theoretical framework of temporal-aware SLA
management for SBS is proposed. It is the conceptual integration of the existing
literatures on the SLA negotiation, the SLA monitoring and the SLA violation
handling. In particular, the study outcomes in the aspect of SLA negotiation can
assist other interested researchers to understand the issues, challenges, and
methods towards establishing the SLA offers. Meanwhile, the study outcomes in
the aspect of SLA monitoring and SLA violation handling can assist other
interested researches to understand the issues, challenges and methods towards
maintaining the fulfilment of SLA. The proposed framework is included with the
conceptual models, the interaction models and data models related to the SLA
establishment and enactment. These models provide some references for future
study of SLA management for SBS. In summary, the proposed framework can
contribute to and compliment the research community in the context of SLA
management for service-based environments.

•

SLA offer verification and generation approach – The proposed SLA verification
approach contributes a model of analysing the composite SLA offers based on
the temporal and structural dimension. The model contains a set of rules to
support the temporal constraints consistency and satisfaction checking according
to the workflow structure. The approach also consists of the interaction flow
model and the data flow model to enable the verification process. The proposed
verification algorithm illustrates the application of the workflow reduction
technique for the temporal constraints checking. The algorithm contributes the
evaluation of temporal inconsistency of the composite SLA offers. Meanwhile,
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the proposed SLA offer generation approach contributes a model of analysing
and deciding the appropriate SLA offer values based on the temporal and
resource dimension. The model contains a set of temporal relation rules to match
the SLA requests with the time segment of resource slots. The model also
contains the resource utilization rule to check the availability of the resource slots
as well as the formula of maximizing the resource availability. To enable the
generation process, this research contributes the interaction flow model and the
data flow model. The proposed algorithm illustrates the application of the
resource placement technique with temporal concerns. From the evaluation, the
verification approach is applicable to verify the temporal consistency and
satisfaction of the temporal constraints produced by the generation component,
thus reducing temporal inconsistency and maximizing resource availability.
Reducing inconsistency can contribute to increasing reliability of a composite
service while maximizing resource availability increases the capability to
generate more offers.

•

SLA Violation-Impact Analysis Approach – The proposed SLA violation-impact
analysis approach contributes a model of analysing and identifying the impact
region caused by the temporal constraint violation. Architecturally, the model
consists of three sub models namely, the QoS estimation, the impact region
identification and the requirements generation model. The QoS estimation model
contributes a set of estimation formulae based on the workflow patterns. The
proposed algorithm illustrates the application of workflow reduction technique.
In contrast to the existing approaches, the proposed reduction technique is
differentiated into three stages, pre-reduction, reduction and post-reduction. The
separation is important to emphasize the different scopes and aims for each of the
stages. The impact region identification model contributes a set if impact rules to
identify the temporal inconsistency and unsatisfactory. Furthermore, the
requirements generation contributes to the decision of appropriate values for the
region requirements. Based on the evaluation, the approach is demonstrated as
feasible and effective in handling SLA violations, specifically with the presence
of temporal constraints violation. The proposed mechanism can significantly
reduce the amount of service change in relation to recovering the SLA violation.
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Furthermore, the finding has shown that the recovery consumes reasonable
amount of time when it is integrated with the violation-impact analysis.

7.2.2 Practical Perspective
From the practical perspective, the proposed SLA management framework can
assist the software engineers in designing and developing SLA management
solutions for SBS. The proposed framework can be developed as a middleware to
support the SBS composition and enactment environment. The proposed framework
can also be part of the composition and the enactment environment. The conceptual
architectures proposed in the framework can be used to organize the main objects.
The proposed interaction models can be used to understand the relevant messages to
be passed between objects in certain sequence of orders. The proposed data models
can be used to identify the detailed data structure and their relations between each
other. In addition, the proposed framework is suitable to utilize the current proposal
of SLA specification e.g., WS-Agreement.

7.3

Limitations and Future Works
The limitation and future works of this thesis are identified from three main

aspects:

Theoretical Framework – In this context, two issues are identified:

•

Other Attributes – The framework does not consider various types of QoS terms.
The quality attributes can be classified in various ways [12] such as numerical
and non-numerical quality attributes. These classifications are important and can
affect the modelling and design of the framework. Taking multiple quality
attributes into consideration can be one of the future works to extend the
capability and the generality of the framework.

•

Hierarchical Composite SLA – The proposed SLA management considers the
establishment of composite SLA horizontally. In recent literatures, researchers
have proposed the multi-level SLA management such as [123]. The multi-level
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SLA views the combination of SLA vertically. This imposes different challenges
especially in SLA negotiation towards establishing the multi-level SLA which
can be part of the future works. Third, the framework does not include the SLA
information (public SLA) retrieved from the broker entity. This may be important
if the service composition applies the QoS-aware selection mechanism. In the
Web service contracting, [29], the authors have combined the selection and
negotiation to establish a SLA. However, the relationship between both
mechanisms when the SLA is violated is unclear yet. Therefore, the future works,
may consider both mechanisms in the framework in establishing and enacting the
SLA. Fourth, there are some works that are addressing the proactive SLA
management with proactive capability such as [85], [73]. Proactive is a concept
where an action is taken before the actual problem occurs. For instance, the work
by [85] proposed a proactive SLA negotiation to deal with forecasted SLA
violation and [73] proposed a proactive exception handling to prevent from the
exception from occurs. Although, this is important, there is a need to balance
between the proactive and the reactive strategy which can be one of the future
works.

SLA Offer Verification and Generation– In this context, four issues are
identified:

•

Other Attributes – The current verification and generation approach only
considers the temporal dimension. Further research can include multiple QoS
attributes.

•

Adjustment Functionality – The proposed generation approach does not consider
the adjustment of SLA offers if the service consumer decides to renegotiate the
generated SLA. If this happens, the previously reserved resource needs to be
release and a new resource placement needs to be implemented. This introduces a
complex SLA negotiation model to the proposed model which can be part of the
future work.
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•

Parallel Placement Strategy – The current placement method for generating the
offer is done sequentially which means the decision is made one-by-one. The
future work may consider the placement in parallel for a set of SLA requests.
This is important if the equality treatment is needed for each of the SLA requests.

•

Dynamic Time Segment – The current resource slots model assumed a static time
segment for each of the resource slots. This may be true if the time segment
represents the coarse level of timeline such as morning segment and afternoon
segment. However, a finer level of timeline requires the time segment to be
dynamic. Thus, a dynamic time segment is a potential future work to improve the
flexibility of the proposed model. This kind of model will introduce additional
challenge especially for the SLA offer generation. It is important to note that, at
this stage, the resource has not been consumed yet. Therefore, advance
reservation with flexibility and adaptively may be needed to be incorporated to
the SLA offer creation mechanism [91].

SLA Violation-Impact Analysis – In this context, three issues are identified:

•

Other Attributes – The proposed impact condition mainly concerns the temporal
dimension. Future works may consider multiple QoS attributes e.g., price which
are impacted between each other.

•

Other Structures – The current model for analysing the impact region only
focuses on several workflow structures. Therefore, more structures can be taken
into consideration for the future work.

•

Multiple Violation – The proposed model assumes the handling of a single
violation at a time. There is a possibility of multiple violations occurring at the
same time. If the violated services are independent between each other, then they
can be treated as different impact regions. However, if they and/or their impacted
services are inter-related, then an additional functionality to recognize the
similarity between these services is needed in order to decide the candidates for
the impact region. This issue has been addressed in the context of service process
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reconfiguration [74]. Therefore, further investigation can be carried out to
understand the issue in the context of SLA violation-impact analysis for the
violation handling.
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