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In this paper, we propose a clustering method for 
disambiguating abbreviated author names appearing in 
citation data by finding the correct full name for each 
instance of an abbreviated name. We use the standard 
naive Bayes mixture model and the two-variable mixture 
model, which is a newly proposed model having two 
hidden variables. In the experiment, we have used the 
DBLP data set and have selected 47 abbreviated author 
names corresponding to more than or equal to 50 full 
names for evaluation. The results show that our model 
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ータの集合 D = {d1,…,dI}である．各引用データは，共著者
名，タイトル，雑誌・会議名の 3 フィールドからなる．D に
現れる省略名の集合を A = {a1,…,aU}，雑誌・会議名の集合
を B = {b1,…,bV}とする．各引用データは，ちょうど 1 つの
雑誌・会議名を含む．また，D に属する引用データのタイト








持つ．この隠れ変数が取る値の集合を C = {c1,…,cK}とする．
これらの値はクラスタの ID とみなされうる．NBM では 1
つの引用データ di が次のように生成される．まず，隠れ変数
の値が多項分布 P(ck)にしたがって C からひとつ選ばれる．
この値を ck とする．次に ck に対応する多項分布 P(au|ck)






データ di が生成される．di に省略名 au∈A が現れる回数を
o(I,u)，di のタイトルに単語 wj∈W が現れる回数を n(i,j)
とする．さらに di の投稿された雑誌・会議名が bv∈B のと
き 1 となり，それ以外のとき 0 となる値をδ(i,v)とする．こ
のとき NBM によって引用データ di が生成される確率は
P(di)=∑k P(ck)P(di|ck)と書ける．ただし P(di|ck)は 
Πu P(au|ck)o(i,u)Πj P(wj|ck)n(i,j)Πv P(bv|ck)δ(i,v)   (1) 
に等しい．データ集合全体の尤度は P(D) = Πi P(di)であ
る．詳細は割愛するが，NBM の場合， 尤推定によるパラ
メータ推定のための EM アルゴリズムの E ステップは 






今回の実験では 30 回の反復計算で十分な収束が得られた． 
計算が収束した後， 各 di について P(ck|di)を 大とする ck
を di が属するクラスタの ID とみなす．よって c1,…,cK のう
ち，どの引用データについても P(ck|di)を 大にしなかった
ものは，空のクラスタに対応すると言える． 
3.2  2 変数混合モデル(TVM) 
本論文が提案する 2 変数混合モデル(TVM)は，2 つの隠れ
変数をもつ．これらの変数が取る値の集合を各々Y = {y1, …,  
yS}，Z = {z1, …, zT}とする．そして，これら 2 種類の値の
ペアをクラスタの ID とみなす．TVM では，1 つの引用デー
タ di が次のように生成される．まず，一方の隠れ変数の値が
多項分布 P(ys)にしたがって Y から 1 つ選ばれる．これを
ys とする．次に，ys に対応する多項分布 P(bv|ys)にしたが
って，雑誌・会議名が 1 つ選ばれる．もう一方の隠れ変数の
値も，ys に対応する多項分布 P(zt|ys)にしたがって Z から 1
つ選ばれる．この値を zt とする．そして，この zt に対応す
る多項分布 P(wj|zt)にしたがって，di のタイトルの長さだ
け単語が W から選ばれる． 後に，隠れ変数の値の組み合
わせ(ys,zt)に対応する多項分布 P(au|ys,zt)にしたがって，










TVM によって引用データ di が生成される確率は 
P(di) = ∑s∑t P(ys)P(zt|ys)P(di|zt,ys)         (3) 
と な る ． た だ し P(di|zt,ys)= Π u P(au|zt,ys)o(i,u) Π j 
P(wj|zt)c(i,j)Πv P(bv|ys)δ(i,v)と計算される．詳細は割愛する
が，この TVM について，EM アルゴリズムの E ステップは 
P(t)(ys,zt|di) = P(t-1)(di,ys,zt) / ∑s∑t P(t-1)(di,ys,zt) 
となる．P(t-1)(di,ys,zt)は P(t-1)(ys)P(t-1)(zt|ys)P(t-1)(di|ys,zt)
に等しく，P(t-1)(ys)P(t-1)(zt|ys)は EM アルゴリズムの 1 つ
前の M ステップで得られたパラメータ値であり，
P(t-1)(di|ys,zt)は，同じく 1 つ前の M ステップで得られたパ
ラメータ値から式(3)により求められる．M ステップでのパ
ラメータ値の更新式は[11]を参照されたい．TVM も 30 回の
反復計算で十分な収束が得られた．計算の収束後，各 di につ
いて P(ys,zt|di)を 大とする隠れ変数値のペア(ys,zt)を，di
が属するクラスタの ID とみなす．隠れ変数値のペアは ST
通りあるが，どの di についても P(ys,zt|di)を 大にしなか
った(ys,zt)は，空のクラスタに対応すると言える．なお実験
では S=T となるように設定した．なぜなら， 予備実験によ
ると S=T 以外の場合は興味深いふるまいを示さなかったか
らである．また，TVM の 2 つの隠れ変数の役割を入れ替え
たモデルも考えられるが，やはり予備実験で興味深い違いを
示さなかったため，上に提示した TVM だけを扱う．なお，
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するフルネームが 50 以上ある 47 の省略名[11]を実験に使っ




成する．そして，D を以下の 3 通りの方法でクラスタリング
する．1)NBM をそのまま用いる．このクラスタリング方法
を NBM と書く．2)共著者名フィールドだけを残し NBM を
用いる．この方法を NBMa と書く．3)TVM を用いる．この
方法を TVM と書く．なお，3 つのクラスタリング手法すべ
てで，ランダムに決めた 10 通りの異なる初期値から EM ア
ルゴリズムを開始する．クラスタ数は，真のクラスタ数が未
知と想定する場合は，NBM，NBMa では K=256，TVM で
は S=T=16 と設定し，真のクラスタ数が既知と想定する場合
は，TVM で S,T を真のクラスタ数の正の平方根を切り上げ
た自然数，NBM，NBMa では K=ST と決めた．計算時間は，
クラスタ数が未知の場合，省略名``S. Lee''について，30 回の
反復計算で NBM が約 19 秒，TVM が約 16 秒，NBMa が約
6 秒（Xeon 3.20GHz，全データがメモリ上）だった． 
4.2 評価方法 
クラスタリング結果の評価方法は，以下のとおりである．
例えば``S. Lee''を含む引用データの集合 D に，NBM, NBMa, 
TVM いずれかの方法で得たクラスタリング結果をGとする．




``Sunghyun Lee''を G のラベルと呼ぶ．G に属するデータの
数を Nsize(G)，そのうち G のラベルが現われるデータ数を
Npos(G)とする．また，D の全引用データのうち Ncor(G)個
に G のラベルが現われているとする．このとき G の
precision を Npos(G) / Nsize(G)，recall を Npos(G) / Ncor(G)
と定義する．G 自体の評価には，下記の 4 種類の値を使う． 
 
 
順 に ， macroaveraged precision/recall, micoraveraged 



















くなったためだろう．TVM では，タイトルの生成が 1 つの
隠れ変数にのみ依存するため，中間的にふるまったと考えら







図 1 真のクラスタ数が未知の場合の非空のクラスタ数 
Fig. 1 Number of non-empty clusters under the 
assumption that we do not know the true cluster number 
 
 
図 2 真のクラスタ数が未知の場合に見つかったクラスタ数 
Fig. 2 Number of found clusters under the assumption 
that we do not know the true cluster number 
次に，各省略名についてのクラスタリング結果を Pmic，
Rmic，Pmac，Rmac の 4 つの評価値で評価し，10 通りの値の
平均と標準偏差を求め，さらに 47 の省略名全体で平均をと
った結果を表 1 にまとめた．Fmic，Fmac は，それぞれ Pmic
と Rmic，Pmac と Rmac の調和平均である．Pmic は，クラスタ
が細分化されるほど高くなりやすく，サイズの大きなクラス
タの precision に強く影響される． Rmic は，クラスタが細
分化されるほど低くなりやすく，D 内で頻繁に出現するフル
ネームをラベルとするクラスタの recall に強く影響される． 
Pmac は，Pmic と同様に細分化が甚だしいほど高くなるが，
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すべてのクラスタの precision が平等に寄与する．Rmac は，
Rmic と同様に細分化が甚だしいと低くなるが，すべてのクラ
スタの recall が平等に寄与する．precision は NBM より
NBMa が良いが，recall は NBMa より NBM が良い．これ
は，NBM が NBMa より大きな多様性を示すデータを使って
おり，細分化を起こしやすいためであろう．TVM は，
precision と recall の両方で，NBM と NBMa の中間の値を
示している．つまり，2 変数混合モデルは，precision と recall
の良いバランスを与えていると言える．Fmic，Fmac で見れば
NBMa が も良いが，今回のように recall を上げることが
難しい状況では，理想的なクラスタリングへ近づくために，







する．この意味では TVM はバランスがとれていると言える． 
表 1 真のクラスタ数を未知とした場合の評価結果 
Table 1 Evaluation results under the assumption that 
we do not know the true number of clusters 
 
5.2 真のクラスタ数を既知と想定した場合 









とさず recall を上げるという方向で NBM より優れている． 
表 2 真のクラスタ数を既知とした場合の評価結果 
Table 2 Evaluation results under the assumption that 







細分化が起こり，3 つのどの方法でも recall が低くなった．
NBMa では，非空クラスタの数が真のクラスタ数に近かった
が，見つけ損なったフルネームの数も多かった．どの省略著
者名についても，TVM は NBMa と NBM 間の中間的な結果
を示しており，2 変数混合モデルのねらいを反映していた．
つまり，できるだけ多くのフルネームを見つけつつ，
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