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Abstract
We consider transmission of system information in a cell-free massive MIMO system, when
the transmitting access points do not have any channel state information and the receiving terminal
has to estimate the channel based on downlink pilots. We analyze the system performance in terms
of outage rate and coverage probability, and use space-time block codes to increase performance.
We propose a heuristic method for pilot/data power optimization that can be applied without any
channel state information at the access points. We also analyze the problem of grouping the access
points, which is needed when the single-antenna access points jointly transmit a space-time block
code.
I. INTRODUCTION
A cell-free massive multiple-input multiple-output (MIMO) system [1]–[7], consists of a
large number of access points (APs) distributed in an area serving all users in a coordinated
fashion, using the same time-frequency resource. This is illustrated in Fig. 1. As in con-
ventional (cellular) massive MIMO systems [8], [9], operation requires time-division duplex
(TDD) mode to be fully scalable, as channel reciprocity is used to estimate the uplink and
downlink channels with uplink pilots.
Conceptually, cell-free massive MIMO is the same as network MIMO (also known as
coordinated multipoint with joint transmission [10]), building on the principles of [11]. The
full-scale version of network MIMO, when all APs share all available information is practically
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Fig. 1. A cell-free massive MIMO system where all the access points are connected to a central processing unit (CPU). All
access points serves all terminals, in the same time-frequency interval.
infeasible [12] but efforts have been made to reap some of the benefits of network MIMO,
[13], while not sharing all available information. In [14], for example, the APs share the
data but not the channel state information (CSI) and in [15] only a subset of the APs serve
a particular user.
In any practical implementation, the performance of network MIMO is limited as the system
will still suffer from interference [16], partly from the imperfect channel estimation. In much
prior work, however, the impact of channel uncertainty and the cost of channel estimation have
been neglected [12]. Cell-free massive MIMO methodology, on the other hand, can quantify
the cost of channel estimation and the impact of this estimation when APs do not share CSI. In
short (paraphrasing [2]): cell-free massive MIMO is to network MIMO (or distributed antenna
systems) what massive MIMO is to multi-user MIMO. While cell-free massive MIMO can utilize
the same transceiver processing as in cellular massive MIMO for transmission and estimation,
the resource allocation is fundamentally different: scheduling, power control, random access,
and system information broadcast must be implemented in a distributed fashion without
breaking these tasks down into separate per-cell tasks [6]. Moreover, cell-free massive MIMO
may not be able to rely on channel hardening and favorable propagation to the same extent
as cellular massive MIMO [17].
In this paper we are concerned with distributing system information in the downlink, which
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3is necessary for an inactive terminal to connect to and function within the network [18], [19].
Normally when analyzing a massive MIMO system, transmission starts with the terminal
transmitting uplink pilots, in order for the APs to estimate the (reciprocal) channel between
the APs and the terminal. However, only active terminals, who have successfully decoded
the system information, knows when and how to transmit pilots. The system information is
transmitted and received without any prior CSI. In general, this open-loop transmission—when
the APs do not have any CSI—can be a limiting factor when it comes to network coverage, as
coherent beamforming cannot be utilized. Downlink broadcasting of system information in
LTE is described in general terms in [18]; in [19], [20], the downlink broadcasting of system
information in a conventional, cellular massive MIMO system was analyzed.
Previous studies on the outage probability of wireless networks, e.g. [21]–[23], differ from
the current paper in at least three aspects: First, they (sometimes implicitly) assume perfect CSI
at the receiver while we consider CSI obtained from downlink pilots. Second, the terminals
considered here are inactive; hence, no CSI is available at the transmitter. Third, here, a
terminal is served jointly by all the APs, implying that there is no inter-cell interference.
Although coverage, coverage probability, and outage probability have been mentioned in
previous work on cell-free massive MIMO [1], [2], these papers also consider active terminals
while we consider inactive ones.
This paper aims to quantify the coverage in a cell-free massive MIMO system in terms of
outage rate and coverage probability for the transmission of system information to inactive
users. We analyze the coverage when the APs as well as the terminals does not have any
CSI prior to transmission. Moreover, the effects of adding spatial diversity in terms of a
space-time block code are also investigated.
A. Notation
Scalars are denoted by lower-case letters (x), vectors by lower-case, bold-faced letters (x),
and matrices with upper-case, bold-faced letters (X). CN (0,X) is a circularly-symmetric,
complex, Gaussian random variable with zero mean and covariance matrix X. An expo-
nentially distributed random variable with mean λ−1 is denoted by Exp (λ). A chi-squared
distributed random variable with d degrees of freedom is denoted by χ2d. <{·} and ={·}
denotes the real and imaginary part, respectively. The imaginary unit is denoted by i.
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4II. SYSTEM MODEL
In many cases, it is reasonable to assume that the downlink data transmission takes place
over a relatively large bandwidth (say 20 MHz), and perhaps over a few tens of milliseconds.
This allows for the data to be coded over several coherence intervals so that each codeword
sees many independent channel realizations. When coding over many channel realizations,
one can talk about ergodic rates; however, the downlink transmission of system information
studied in this paper is considered to be on a narrow-band channel, perhaps a few 100 kHz
and with relatively low latency; thus very little frequency and time diversity is available. The
transmission will take place over a single coherence interval.
The system information must always be available for a terminal wanting to connect to the
network. Therefore, it must be statically allocated to the time-frequency grid. Consequently,
the system information should contain as few bits as possible so as few resources as possible
must be dedicated to system information. This is why coding over several coherence intervals
is not considered in this paper. In essence, we want to see how much we can transmit with
the minimum amount of resources.
We consider the downlink of a cell-free massive MIMO system, aiming to convey sys-
tem information to an arbitrary single-antenna terminal over a narrow-band, frequency-flat
channel. The single-antenna access points (APs) are coordinated and synchronized but lack
CSI to the terminal and resort to open-loop transmission. In order to increase reliability and
coverage, the APs may cooperate to jointly transmit an orthogonal space-time block code
(OSTBC). To this end, the APs are divided into NG disjoint groups, each group transmitting
a separate part of the OSTBC. How the groups are formed is an interesting problem in itself.
For now, we consider the APs to be grouped in an arbitrary way and leave the discussion
regarding how to group the APs for Section VI-E.
The system consists of NAP single-antenna APs which transmit simultaneously with the
same normalized transmit power ρ. The aggregated signal from the NAP sources received at
the terminal can be written as
y =
√
ρ
NAP∑
m=1
gmβ
1/2
m qm + w, (1)
where gm and βm model the small-scale fading and the large-scale fading, respectively. qm
is the symbol transmitted from AP m and w is additive noise. We assume w and gm are
CN (0, 1) and mutually independent for all m. We assume a quasi-static channel, where the
small-scale fading is static for a coherence interval, consisting of τC symbols, and then takes
a new, independent value in the next coherence interval. The large-scale fading, βm, depends
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5on the position of the terminal relative to the AP and may be constant over multiple coherence
intervals.
Note that, the received signal in (1) only consists of useful signals and noise—no interfer-
ence. This comes from the implicit assumption that the transmission of system information
takes place in a dedicated time-frequency resource, as the master-information block in LTE
[18]. Because there is no interference, all APs are assumed to transmit with full power (ρ).
Moreover, the useful, received signal power takes the form of a shot noise process [24].
This makes the setting in the current paper fundamentally different from others looking at
coverage, where the interference power is a shot noise process [22], [24].
Now, divide the NAP APs into NG disjoint groups: G1, . . . ,GNG , where all APs in group k
transmit the same symbol, denoted by xk. In other words, qm = xk if m ∈ Gk. The received
signal in (1) can then be written as
y =
√
ρ
NG∑
k=1
∑
m∈Gk
gmβ
1/2
m xk + w. (2)
By defining the effective channel as
h ,
∑
m∈G1
gmβ
1/2
m , . . . ,
∑
m∈GNG
gmβ
1/2
m
T ∈ CNG×1,
and x = [x1, . . . , xNG ]T ∈ CNG×1, we can write (2) as
y =
√
ρxTh+ w.
Over τ channel uses, the terminal receives
y =
√
ρXh+w ∈ Cτ×1,, (3)
where
X ,

xT1
xT2
...
xTτ
 ∈ Cτ×NG
is a matrix of collectively transmitted samples and
w , [w1, . . . , wτ ]T ∼ CN (0, Iτ )
is the noise vector. The effective channel, h, is an NG-dimensional zero-mean, circularly-
symmetric, complex, Gaussian vector, with a diagonal covariance matrix denoted by Ch.
The kth diagonal element of Ch is given by
β¯k ,
∑
m∈Gk
βm. (4)
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6III. SPACE-TIME BLOCK CODES
A linear space-time block code (STBC) maps a set of NS symbols s1, . . . , sNS onto a code
matrix X, according to [25]
X =
NS∑
n=1
Ans¯n + iBns˜n, (5)
where the symbol sn is split in its real (s¯n) and imaginary (s˜n) parts. The matrices An and
Bn define the particular code and are complex in general. A special case of a linear STBC
is an orthogonal STBC (OSTBC), which has the additional property that for any {sn}
XHX = ING
NS∑
n=1
|sn|2.
We let all symbols have the same energy Es , E [|sn|2], which implies
E
[
XHX
]
= NSEsING .
Some of the aspects and properties of OSTBCs that are relevant for transmitting system
information were covered in [19], and will not be repeated here. One additional useful
property comes from the definition of the code matrix X in (5):
E [Xs¯n] =
Es
2
An and E [Xs˜n] = i
Es
2
Bn, (6)
since the symbols are assumed to be mutually independent and the real and imaginary parts
of each symbol are uncorrelated and have zero mean.
IV. RECEIVED SNR AT THE TERMINAL
In this section, we derive the distribution of the received SNR at the terminal conditioned
on the large-scale fading, when the APs are jointly transmitting an OSTBC, as described in
Section II. Recall that the channel statistics depend on the large-scale fading and are therefore
random when considering a randomly located terminal. The large-scale fading coefficients are,
however, independent of the other randomness considered, such as the transmitted symbols,
receiver noise, and small-scale fading. Thus, in this section, we consider a fixed (deterministic)
set of large-scale coefficients, and derive expressions for the SNR.
For each realization of the effective channel h, we let hˆ quantify what the receiver (termi-
nal) knows about the effective channel. Letting sˆn denote the received (possibly processed)
symbol, the rate of communication over this channel, measured in bit per channel use (bpcu),
is
log(1 + SNR),
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7where the SNR at the terminal is defined as
SNR ,
∣∣∣E [sˆns∗n∣∣∣hˆ]∣∣∣2
EsE
[
|sˆn|2
∣∣∣hˆ]− ∣∣∣E [sˆns∗n∣∣∣hˆ]∣∣∣2 (7)
and sn is the information bearing symbol. The formula (7) can be derived using results from
[26]. Note that the SNR in (7) is random, since it is a function of the random variable hˆ.
A. Perfect CSI
First, we consider the case when the terminal knows the effective channel, h, perfectly.
This will never happen in practice; however, if training is inexpensive we can estimate the
channel with very high accuracy and essentially eliminate the estimation errors.
At the terminal, a maximum likelihood detector is used to decode the symbols. With perfect
CSI and an OSTBC, the detection of the different symbols decouples. Moreover, the real and
imaginary parts of the received signal can be detected separately [25, Section 7.4]. From [19]
and more generally from [25], we can write the processed real part of the symbol as (cf. (3))
ˆ¯sn , <
{
hHAHny
}
=
√
ρ‖h‖2s¯n + z¯,
where z¯ , <{hHAHnw} and
E
[
z¯2
∣∣h] = 1
2
‖h‖2.
Similarly, for the imaginary part,
ˆ˜sn , =
{
hHBHny
}
=
√
ρ‖h‖2s˜n + z˜,
where z˜ , ={hHBHnw} and
E
[
z˜2
∣∣h] = 1
2
‖h‖2.
With z = z¯ + iz˜, the processed signal can now be written as
sˆn , ˆ¯sn + iˆ˜sn =
√
ρ‖h‖2sn + z.
With perfect CSI, the terminal knows h (i.e. hˆ = h in (7)) and the noise term z is uncorrelated
with sn. The SNR for the received signal is given by
SNRP , ρEs‖h‖2.
Each element in the effective channel is a zero-mean, circularly-symmetric, Gaussian variable;
thus, the SNR can be written as
SNRP ∼ ρEs
2
NG∑
n=1
β¯nχ
2
2 ∼
NG∑
n=1
Exp (λPn) , (8)
with
λPn ,
1
ρEsβ¯n
. (9)
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Fig. 2. The downlink transmission of system information when neither the APs nor the terminal have a priori CSI requires
downlink pilots for the terminal to estimate the channel and decode the system information. This transmission takes place
over one coherence interval, consisting of τC samples, and τP samples are spent on pilots.
B. Imperfect CSI
In a more practical scenario, the terminal has to estimate the channel from downlink pilots
in order to detect the transmitted symbols in the OSTBC. This is illustrated in Fig. 2. The
terminal uses a least-squares (LS) estimate of the channel in favor of the commonly used
minimum mean-squared error (MMSE) estimate, since the terminal has no knowledge of the
channel statistics, which is required to do MMSE estimation. The main effect of this, at least
analytically, is that the channel estimate and the estimation error are not independent, as they
would be if the MMSE estimate were used. As a result, the derivations for an achievable SNR
are a bit more tedious than in the MMSE case, but necessary to obtain realistic results. For
some special cases, it has been shown that the performance of the two estimators is identical
[19]; however, for the general case, it is still unclear how the performance between LS and
MMSE differs in this setting.
1) Pilot Phase: Each AP group transmits its own pilot sequence of τP symbols. The pilot
sequences are mutually orthogonal and transmitted in the pilot block XP ∈ CτP×NG , satisfying
XHP XP = τPING . (10)
The normalization of the pilot block in (10) implies that the total energy spent on pilots
scales with NAP.
Assuming that all APs transmit pilots with power ρP, the LS channel estimate at the terminal
is given by
hˆ ,
(√
ρPX
H
P XP
)−1
XHP y = h+ e,
where y is given by (3),
e , 1√
ρPτP
XHP w⇒ e ∼ CN (0,Ce) ,
and
Ce ,
1
ρPτP
ING .
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9It is important to note that, since the error e and the estimate hˆ are correlated, conditioning
on hˆ will alter the distribution of e. To be precise,
e|hˆ ∼ CN
(
Ue|hˆhˆ,Ce|hˆ
)
, (11)
where
Ue|hˆ , Ce (Ce +Ch)
−1
and
Ce|hˆ ,
(
C−1e +C
−1
h
)−1
.
This is an application of [27, Theorem 10.2], shown explicitly in [9, Lemma B.17].
2) Data Phase: After the pilot block XP, the APs transmit information-bearing symbols
in the matrix XD, constructed as described in (5). The terminal will, as in the case of perfect
CSI, detect the real and imaginary parts of the symbol separately based on the received signal
vector (3) with the use of the channel estimate, hˆ, instead of the true channel, h.
For the real part, we have [19]
ˆ¯sn = <
{
hˆHAHny
}
= <
{√
ρDhˆ
HAHnXDhˆ−
√
ρDhˆ
HAHnXDe+ hˆ
HAHnw
}
=
√
ρD||hˆ||2s¯n + η¯n + z¯n
(12)
where
η¯n , −√ρD<
{
hˆHAHnXDe
}
and
z¯n , <
{
hˆHAHnw
}
.
The first error term in (12), η¯n, is due to the imperfect channel estimation (and is absent in
Section IV-A). The second error term, z¯n, stems from the additive noise. Similarly, for the
imaginary part
ˆ˜sn = <
{
−ihˆHBHny
}
= =
{
hˆHBHny
}
= =
{√
ρDhˆ
HBHnXDhˆ−
√
ρDhˆ
HBHnXDe+ hˆ
HBHnw
}
=
√
ρD||hˆ||2s˜n + η˜n + z˜n
(13)
where
η˜n , −√ρD=
{
hˆHBHnXDe
}
and
z˜n , =
{
hˆHBHnw
}
.
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From (12) and (13), we can write the complex, processed symbol as
sˆn =
√
ρD||hˆ||2sn + ηn + zn, (14)
where ηn = η¯n + iη˜n and zn = z¯n + iz˜n.
At this stage, (14) can be seen as the received symbol when the symbol sn is transmitted
over the known channel
√
ρD||hˆ||2, contaminated by some additive noise. Since the noise
term ηn is correlated with the symbol sn, we split it into a correlated and an uncorrelated
part as
ηn = cnsn + un,
where
cn ,
E
[
s∗nηn
∣∣∣hˆ]
Es
and
un , ηn − cnsn.
The power of the uncorrelated noise un is
E
[
|un|2
∣∣∣hˆ] = E [|ηn|2∣∣∣hˆ]− Es|cn|2.
The received and processed symbol can then be written as
sˆn =
(√
ρD||hˆ||2 + cn
)
sn + un + zn, (15)
which can be seen as the symbol sn passing through a known channel
(√
ρD||hˆ||2 + cn
)
,
contaminated with uncorrelated noise un + zn. The SNR can be expressed as
SNRLS =
Es
∣∣∣√ρD‖hˆ‖2 + cn∣∣∣2
E
[
|ηn|2
∣∣∣hˆ]+ E [|zn|2∣∣∣hˆ]− Es|cn|2 . (16)
The following theorem gives the closed form expression of the SNR, when using a general
OSTBC:
Theorem 1. For a general OSTBC, we have
cn = −√ρD
(
hˆHUe|hˆhˆ+ i=
{
hˆHAHnBnUe|hˆhˆ
})
, (17)
E
[
|zn|2
∣∣∣hˆ] = ||hˆ||2,
and
E
[
|ηn|2
∣∣∣hˆ] = ρDEs
4
(
ψ(An,Q1) + ψ¯(An,Q2) + ψ(Bn,Q1)− ψ¯(Bn,Q2)
)
, (18)
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where
ψ(C,Q) , <
{
hˆHCH
(
nS∑
k=1
AkQA
H
k +BkQB
H
k
)
Chˆ
}
,
ψ¯(C,Q) , <
{
hˆHCH
(
nS∑
k=1
AkQA
T
k −BkQBTk
)
C∗hˆ∗
}
,
Q1 , E
[
eeH
∣∣∣hˆ] = Ue|hˆhˆhˆHUHe|hˆ +Ce|hˆ,
and
Q2 , E
[
eeT
∣∣∣hˆ] = Ue|hˆhˆhˆTUTe|hˆ.
Proof. The proof is given in Appendix A.
The insertion of (17) and (18) into (16) yields a closed-form expression for the SNR.
However, this expression does not provide much intuition for how different parameters affect
the SNR. As a special case, when all APs transmit the same message, we get a more palpable
expression of the SNR from the following corollary:
Corollary 2. When NG = 1 the SNR in (16) reduces to
SNRLS ∼ Exp (λLS) , (19)
where
λLS , 1 + β¯(ρPτP + ρDEs)
ρDEsρPτPβ¯2
. (20)
Proof. The proof is given in Appendix B.
We can now explicitly see the effect of all relevant parameters, for example the pilot energy
ρPτP and the data power ρD. By letting the pilot energy ρPτP grow large, the distribution of
SNRLS in (19) approaches that of SNRP in (8) (with one group), as is expected. In addition,
from Corollary 2 we see that adding more APs will always help, as P [SNRLS < x] decreases
with increasing β¯ (cf. (4)) for a fixed x. That being said, adding an AP far away from the
terminal will have a negligible effect on the performance.
Let us briefly study the difference in performance between having perfect CSI and having
to estimate the channel at the terminal. Assume that the transmit powers for pilots and data
are identical (ρP = ρD = ρ in (20)) and that all symbols have unit energy (Es = 1). Then
λLS =
1 + ρβ¯(1 + τP)
ρ2τPβ¯2
. (21)
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Comparing (21) to (9), we see that the performance with perfect CSI at the terminal and a
transmit power of ρ is identical to the performance with imperfect CSI at the terminal and a
transmit power of
ρ
(
1 + τP
2τP
+
√
(1 + τP)
2
4τ 2P
+
1
ρβ¯τP
)
.
When ρβ¯ is large, perfect CSI has an advantage of approximately
1 + τP
τP
,
which is about 3 dB if a single pilot symbol is used.
V. PERFORMANCE METRIC
Instead of ergodic rates, we will measure performance in terms of outage rates. A link is
said to be in outage if it does not satisfy the SNR constraint SNR ≥ γ for some threshold
γ > 0. When this happens, the rate at which the transmitter is sending data is larger than
what the channel supports. The probability of this occurring is the outage probability, defined
as
pout(γ) , P [SNR < γ] .
We define the outage rate as
R ,
(
1− τP
τC
)
NS
τD
log2 (1 + γ) bpcu, (22)
where γ satisfies
pout(γ) = .
The first factor in (22) is the fraction of the coherence interval, consisting of τC samples,
spent on data and the second factor is the code rate of the OSTBC used, as NS symbols are
transmitted over τD channel uses.
In order to calculate the outage rate for a specific outage probability, , we need to find
the value of γ, which depends on the distribution of the SNR. From Section IV, we have
closed-form expressions for the SNR. For some special cases we further have the distribution
of the SNR in closed form (for fixed large-scale fading): (8) for the case of perfect CSI at
the terminal and (19) for the case when all APs transmit the same symbol (NG = 1) and the
terminal estimates the channel using LS.
Recall that the closed-form expressions for the SNR distributions depend on the large-scale
fading; thus, in order to find the SNR threshold for a random terminal in the network, we
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need to incorporate the randomness of this large-scale fading. When the terminal has perfect
CSI, the coverage probability is given by
P [SNRP ≥ γ] = E [P [SNRP ≥ γ∣∣{β¯n}]] = E

NG∑
n=1
e−γλ
P
n
NG∏
k 6=n
(
1− λ
P
n
λPk
)
 , (23)
where the expectation is over the randomness of the large-scale fading. We have used the
fact that the SNR is distributed as a sum of exponential distributions (hyperexponential),
whose probability density function is known, see for example [28]. In (23), it is assumed
that β¯n 6= β¯m if n 6= m, which happens with probability one in practice.
With an estimated channel at the terminal and a single AP group (NG = 1), the coverage
probability is given by
P [SNRLS ≥ γ] = E [e−γλLS] . (24)
For both (23) and (24), the coverage probability depends only on the distribution of
the large-scale coefficients, and can be calculated relatively quickly through Monte-Carlo
simulations. For the remaining cases of interest, when the terminal estimates the channel and
we have more than one AP group, the SNR in (16) has to be Monte-Carlo simulated, which
includes simulating the small-scale fading. From a computational perspective, (23) and (24)
should be used whenever possible, as simulating (16) requires considerably more time.
VI. NUMERICAL EVALUATION
In this section, we will evaluate the coverage performance of a cell-free massive MIMO
system, in terms of outage rates and received SNR. There are many different aspects to
consider, so in order to make the different comparisons as clear as possible, we focus on one
aspect at a time. We will start with a basic scenario, using a simple model. We will later add
new features to this model and discuss each feature separately.
The basic scenario is defined as follows: The terminals are assumed to have perfect CSI,
there is no shadow fading, and no transmit diversity is used (all APs are in the same group).
In the following sections, we will analyze the effects of AP distribution, AP density, shadow
fading, channel estimation, AP grouping, pilot/data power optimization, transmit diversity,
receive diversity, and APs with multiple antennas.
The parameters that will be fixed throughout all simulations are as follows: The coherence
bandwidth is BC = 200 kHz and the coherence time is 1.5 ms, resulting in a coherence
interval of τC = 300 samples. The transmit power per AP is p = 1 mW over the bandwidth
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BC, corresponding to a transmit power of 100 mW over 20 MHz bandwidth. The normalized
energy budget for one coherence interval is E , ρτC, where ρ is the normalized transmit
power defined as
ρ , p/(BCTkBF ),
where T = 300 K is the surrounding temperature, kB is Boltzmann’s constant, and F = 9
dB is the noise figure. The outage probability is set to  = 10−3.
We adopt a three-slope variant of the COST Hata model for the path loss [29], as in, for
example [2]. In particular this means that the path loss (measured in dB) at distance d km
from an AP is 
L+ 15 log10(dO/dR) + 20 log10(dI/dR), if d ≤ dI
L+ 15 log10(dO/dR) + 20 log10(d/dR), if dI < d ≤ dO
L+ 35 log10(d/dR), if d > dO,
where
L , 46.3 + 33.9 log10(fC)− 13.82 log10(hAP)− (1.1 log10(fC)− 0.7)hT + 1.56 log10(fC)− 0.8.
L represents the path loss in dB experienced at some reference distance dR km. Moreover,
fC is the carrier frequency in MHz, hAP is the height of an AP in meter, and hT is the height
of the terminal in meter. Here, we choose fC = 1.9 GHz, hAP = 15 m, hT = 1.5 m. This
gives a path loss of about L = 141 dB at dR = 1 km.
The distances dI and dO determine where the “slope”, or the path-loss exponent, changes.
The effective path-loss exponent increases in steps with the distance, until d = dO. For d > dO,
the effective path-loss exponent is 3.5. In the simulations, we have dI = 10 m and dO = 50 m.
Note that in an infinitely large network with randomly distributed APs and terminals,
all terminals are statistically identical if the two distributions are mutually independent.
This allows us to consider the performance of a single user terminal, located at the origin,
surrounded by a large number of geographically distributed APs. The considered network is
large enough network to eliminate any edge effects and the results in the numerical examples
below are obtained by considering many independent realizations of the network.
A. Distribution of Access Points
We consider two different ways of placing APs over a specific area. The first way is the
classical hexagonal grid. Here, all APs have the same distance to all of its six neighbors and
the lattice of APs follows a predefined pattern. We expect the hexagonal lattice to perform
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well, as the pattern minimizes the maximum distance from an arbitrary terminal, to the closest
AP for a given AP density (APs per km2). This should be ideal from a coverage-probability
perspective.
Second, we consider AP locations drawn from a two-dimensional Poisson-point process
(PPP). This way of distributing base stations in an area was popularized in [21]. The argument
for this distribution is that it more closely resembles the topology of a practical system,
where the APs cannot be placed on a hexagonal grid. It also matches well with real-world
deployments [22]. Because of the randomness of the AP locations, large holes might appear,
where it is far from a terminal to the closest AP. For this reason, as we are concerned with
low percentiles, the performance is expected to be worse than for the hexagonal lattice.
We do not add any repulsive constraints on the PPP, so the APs could be arbitrarily close
to each other. However, as argued in [23], the absolute positions of the APs do not matter,
only their relative position to the terminal, which is assumed to be in the origin. Moreover,
the path loss model makes sure that the model does not break down, even if the terminal
is very close to the nearest AP, since the path loss is constant distances shorter than dI. In
addition, it is the least favored terminals, located far away from the APs that will limit the
coverage performance; thus terminals in close proximity to the APs will have little influence
on the overall performance.
A comparison of the two distributions is shown in Fig. 3, for different AP densities, i.e.,
number of APs per km2. We see, as expected, that distributing the APs evenly over the area,
in a hexagonal fashion leads to larger outage rates, for any density. In the following, we
restrict ourselves to APs distributed according to a PPP, as this models real wold deployment
fairly accurately [21], [22] while simultaneously giving a lower bound on performance.
It is no surprise that the outage rates increase with the AP density, as adding more APs
in an area always increases the probability of coverage since there is no interference. In the
following, we will assume a density of 20 APs per km2, corresponding to distance of about
240 meters between neighboring APs on a hexagonal lattice. All results given below would
be improved if the AP density were higher.
B. Modeling the Large-scale Fading
There are many ways to model the large-scale fading, from the simple models with only
distant-dependent path loss, to more sophisticated models based on measurements. The simple
models might not model reality as well as the more sophisticated ones, but can still be used
to get some insight. When dealing with random AP placements, using the path-loss-only
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Fig. 3. The outage rate for two different ways of distributing APs over an area: one random, according to a PPP, and one
in a fixed, hexagonal lattice. The hexagonal lattice is better than the random deployment because it minimizes the largest
distance between an arbitrary terminal and the closest AP for a fixed AP density. For the PPP, large holes between APs
might appear, causing a drop in the outage rate compared to the hexagonal lattice.
model may give very neat expressions in closed form, which in turn give insights, such as
how frequency reuse affect the coverage of active terminals [21]. We will now analyze how
the coverage performance for inactive terminals in a cell-free massive MIMO setup changes
depending on the large-scale fading model.
We consider the simplest model with only path loss and two models including shadow
fading: one uncorrelated and one correlated. We let vk,m denote the loss in dB due to
shadowing in the link between terminal k and AP m. For the uncorrelated shadow fading,
vk,m ∼ N (0, σ2S ), with vk,m and vk′,m′ mutually independent for (k,m) 6= (k′,m′). If the
shadow fading is correlated, we let
vk,m =
√
δak +
√
1− δbm,
where ak and bm are N (0, σ2S ) and uncorrelated, as in [2]. Moreover, 0 ≤ δ ≤ 1. The two
shadow fading coefficients have the following correlation:
E [akak′ ] = 2−
da(k,k
′)
dU and E [bmbm′ ] = 2−
db(m,m
′)
dU ,
where da(k, k′) is the distance between terminals k and k′, and db(m,m′) is the distance
between APs m and m′. The constant dU is termed the decorrelation distance and specifies
the spatial correlation. For a given distance, two shadow-fading coefficients are less correlated
the smaller the decorrelation distance is. The uncorrelated case can be seen as a special case,
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letting dU tend to zero. In the simulations, we set δ = 0.5 so that only the spatial separation
matters, regardless if it is between two APs or two terminals. Moreover, we set dU = 0.2 km
and σS = 8, which are typical values for suburban environments [30].
The comparison of the three different models is shown in Fig. 4. Since we are interested
in outage rates and coverage probability, it is the lower tail of the CDF that is of concern
here, in particular the SNR value corresponding to  = 10−3.
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uncorrelated shadow
Fig. 4. The SNR of an arbitrary terminal in a cell-free massive MIMO system for different large-scale-fading models: no
shadow fading, uncorrelated shadow fading, and correlated shadow fading. For low percentiles, the model including correlated
shadow fading, which is arguably the most accurate, gives lower performance than the other models. The performance is
improved with uncorrelated shadow fading over the case with only path loss because of the large amount of macro diversity.
At first glance, the results may seem unintuitive: adding shadow fading improves perfor-
mance. But recall that the median of the shadow fading is unity, which means that half of the
large-scale coefficients will increase when adding shadow fading. Because of the abundance
of macro diversity, it is likely that at least one of the large-scale coefficients for APs close
to a certain terminal have increased, thus the SNR improves. When correlating the shadow
fading, the performance drops, because the macro diversity is not as prevalent. It is now
more likely that all APs close to a terminal all have a decreased large-scale coefficient to that
terminal. In the following, the large-scale fading will include correlated shadow fading.
C. Estimating the Channel
In a practical system, the terminals will not have perfect CSI and will have to estimate
the channel. Apart from not knowing the channel perfectly, the added pilot overhead means
less room for data. The effect of channel estimation, for different pilot lengths is shown in
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Fig. 5. We see that increasing the number of pilots is beneficial at first, as the increase in
energy spent on pilots ρPτP increases the SNR. After a certain point, however, the benefits
of increasing the energy spent on pilots is overcome by the penalty of the increased pilot
overhead.
To increase the energy spent on pilots, ρPτP, without increasing the pilot overhead we
consider optimizing the distribution of power between the pilot power, ρP, and the data
power, ρD. Since each AP has a fixed energy budget, E, to spend in one coherence interval,
increasing the pilot power will decrease the data power. We have the following relation:
ρD = (E − ρPτP)/(τC − τP). (25)
It is challenging to do this optimization since the APs do not have any CSI, instantaneous or
statistical. We employ the heuristic method described below. This method follows the same
general strategy as the power optimization described in [19].
First, assume that all APs are in the same group. From this we know that the SNR
distribution is given by (19). Thus, maximizing the probability of coverage is equivalent
to minimizing λLS in (20). This is done by inserting (25) into (20), differentiating with
respect to ρP, and equating the result to zero. Thus, optimal power distribution would be
straightforward, if all terminals had the same large-scale fading β¯, and if this large-scale
fading were known to the APs; unfortunately, neither is true.
In order to distribute the power between data and pilots, even without knowledge of the
large-scale fading, the following method is employed:
1) Find the position within the network that is furthest away from the closest AP (largest
minimum distance to any of the APs).1 Call this position tW (for “worst”).
2) Calculate the large-scale coefficient associated with tW, denoted βW, only assuming
distance-dependent path loss (i.e., no shadow fading).
3) Find the optimal power distribution for this large-scale coefficient by inserting βW into
(20), the expression for λLS, and minimize this as described above.
Note that the assumptions made in this heuristic method (NG = 1 and no shadow fading)
do not need to hold for the method to be useful. Moreover, the only information needed to
perform this optimization is the locations of the APs.
The outage rate when optimizing the pilot power is also shown in Fig. 5, when the minimum
number of pilots (τP = 1 in this case) is used. In Fig. 5 we see that choosing the number
1This itself is a non-trivial problem. In the implementation, a grid search is used to find a “bad” position, but not
necessarily the worst.
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of pilots giving the highest outage rate while keeping the data and pilot power equal gives
the same result as performing our heuristic optimization on the pilot power. Thus, in this
particular case, optimizing the power or the number of pilots would not make any difference
when looking at outage rates. However, the difference between the two optimization methods
grows with SNR. In general, optimizing the power gives better performance than optimizing
the number of pilots [31]. However, because of the heuristic nature of the optimization,
optimizing the power ρP is not necessarily better than doing an exhaustive search over the
number of pilots, τP. In the following, we assume the minimum number of pilots is used,
τP = NG, together with the power optimization described in this section, unless explicitly
stated otherwise.
As a result of the power optimization, the pilot power will be considerably higher than the
data power. However, if the pilot symbols are adequately spread out in time and frequency,
the peak-to-average power ratio will still be tolerable.
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Fig. 5. The outage rates when the terminal knows the channel (has perfect CSI) compared to when the terminal estimates
the channel. The dash-dotted line shows the outage rate when varying the number of pilot symbols while keeping the pilot
power and data power equal (ρD = ρP). The outage rate increases at first, as the increased number of pilots increases the
accuracy of the channel estimate. After a certain point adding more pilots do not increase the rate enough to justify the
increased pilot overhead, and the outage rate decreases. The dashed line shows the outage rate when the pilot/data power
is optimized, while using a single pilot symbol.
D. Transmit Diversity
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To increase the reliability and the outage rate, we now let the APs jointly transmit an OSTBC.
We consider two square codes, namely the Alamouti code [32] and a four dimensional code
with rate 3/4 [19], [25].
Before transmission can occur, each AP needs to know what group it belongs to, in order
to know what part of the OSTBC to transmit. The simplest way to group APs is to randomize
the grouping: randomly assign 1/NG of the APs to each of the NG groups. Technically, there
is no constraint that each group must contain the same number of APs, but it is intuitively
reasonable to not favor one part of the OSTBC over the other. This grouping problem does
not appear in conventional massive MIMO, since the AP (base station) has enough antennas
to be able to transmit the entire OSTBC by itself.
The benefits of adding transmit diversity in form of an OSTBC are illustrated in Fig. 6, where
the CDF of the rate for an arbitrary terminal in the system is shown when random grouping
is used. As a reference, the nominal case of a single group and no power optimization is
shown. At the 10−3 percentile, transmitting with the Alamouti code (NG = 2) and the larger
code (NG = 4) bring gains corresponding to approximately 12 dB and 14 dB, respectively,
over the nominal case with NG = 1 and no power optimization. The gain from using a larger
code increases with lower percentiles.
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Fig. 6. The rate for an arbitrary terminal is increased by optimizing the pilot power and adding spatial diversity with an
OSTBC. For the chosen operating point,  = 10−3, optimizing the pilot power brings a gain corresponding to about 6 dB,
and using transmit diversity brings an additional 6 dB and 8 dB gain for NG = 2 and NG = 4, respectively.
E. Grouping the Access Points
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To analyze the performance of the random grouping used in Section VI-D we consider an
example scenario with a number of APs transmitting the Alamouti code (NG = 2) to three
terminals, depicted in Fig. 7a. The positions of the APs and the terminals are fixed throughout
this example. To not convolute the analysis, we temporarily give the terminals perfect CSI
and neglect the effect of shadow fading; thus, the only randomness in the outage rates shown
in Fig. 7b is due to the grouping. For terminals far away from the nearest AP, like Terminal 3
in Fig. 7, there is a higher probability that there are more APs at similar distances; hence, the
specific grouping makes little difference. For terminals close to several APs, like Terminal 1
and 2 in Fig. 7 the SNR is higher, leading to a larger outage rate. When a terminal is very
close to more than one AP, it is important that not all these APs are in the same group. This
can be seen by the discontinuity in the CDF for Terminal 1. In this case, the highest outage
rates are achieved when the two closest APs are in different groups.
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Fig. 7. The effect of grouping the APs randomly for different terminals. Here we show a system with three terminals. The
grouping can significantly affect the outage rate for a single terminal and usually has the largest impact on terminals close
to one or a few APs. The jump at the median for Terminal 1 in Fig. 7b occurs because two APs are considerably closer to
this terminal than other APs, as seen in Fig. 7a. The outage rate is improved if these two APs are in different groups. For
terminals far away from the closest AP, only a marginal increase in outage rate is observed.
Is it possible to improve the performance by grouping the APs in a more sophisticated way?
Looking at Terminal 1 in Fig. 7, it looks plausible. Based on Fig. 7 and other numerical
experiments we conducted, grouping the APs to maximize the smallest of the large-scale
fading coefficients seems to be an effective strategy. With this in mind, we suggest a heuristic
alternative to the random grouping with the aim of assigning APs close to each other to
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different groups. We call this strategy neighbor grouping, and it works as follows:
1) Calculate the pairwise distance between all APs.
2) Let nA denote the number of APs assigned to a group.
3) Locate the AP pair with the minimum distance.
4) Assign one of these APs to group 0, set nA = 1.
5) Denote the previously assigned AP by nP.
6) From nP, locate the closest AP that does not belong to any group, place it in group
nA mod NG, and increment nA by 1.
7) End if all APs are in a group, else go to step 5.
Neighbor grouping is compared to random grouping in Fig. 8 for the two considered
OSTBCs. In this case, the neighbor grouping brings some gains for the smaller code, but
no noticeable gains for the larger code. The corresponding difference between the worst
(NG = 2, random grouping) and the best (NG = 4, neighbor grouping) at the operating point
 = 10−3 is about 2 dB. Thus, according to our analysis, randomly assigning the APs to
a group works rather well, when the APs are distributed according to a PPP, especially for
larger codes. When considering power optimization, choosing a code, and grouping the APs,
the former two seem to have a more prominent effect on the coverage performance than the
latter.
Some intuition to why grouping the APs does not bring a larger gain can be found
by looking back at Fig. 7b. The system’s outage/coverage performance depends on the
performance of the terminals in the worst positions. For a terminal in a bad position, such
as Terminal 3 in Fig. 7a, the grouping makes little difference. That is, whether Terminal 3
operates at the 5 or 95 percentile in Fig. 7b, may not change the outage performance of the
system noticeably. The larger the code is, the larger (on average) is the distance from the
terminal to the group furthest away, implying that the grouping matters less.
F. Receive Diversity
Let us digress for a moment. Up until now, we have focused on simple receivers with
a single antenna because those terminals will be the bottle neck of the system in terms of
coverage. However, many devices today are equipped with multiple antennas, which may
be used for receive diversity. In this subsection, we briefly analyze the effect of multiple
antennas at the terminal.
We assume the same transmit strategy as before, but the receiver now has two antennas. It
is assumed that the two channels h1 and h2 associated with the two antennas are uncorrelated,
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Fig. 8. The rate for an arbitrary terminal when using random and neighbor grouping for two different OSTBCs. We see
that random grouping with two groups performs slighly worse than the three other transmission strategies. The effect of
the grouping is not as prominent as one might think, as the grouping makes little difference for terminals in unfavorable
positions in general (cf. Fig. 7).
and that the processing of the received signal on each of the antennas is done separately. The
processed signals for the two antennas are given by
sˆn,1 =
(√
ρD‖hˆ1‖2 + cn,1
)
sn + un,1 + zn,1
and
sˆn,2 =
(√
ρD‖hˆ2‖2 + cn,2
)
sn + un,2 + zn,2,
respectively, where all variables are defined analogously to the ones in (15). The terminal
now performs maximum-ratio combining of the two processed symbols:
sˆn =
(√
ρD‖hˆ1‖2 + cn,1
)∗
sˆn,1 +
(√
ρD‖hˆ2‖2 + cn,2
)∗
sˆn,2
which gives receive diversity, in addition to the transmit diversity obtained from the OSTBC.
In Fig. 9, the CDF of the rates when using 1, 2 or 4 groups and random grouping is shown.
Compared to the case with a single receive antenna in Fig. 6, the all rates are higher with
two antennas at the terminal. There is a smaller difference between the schemes since the
spatial diversity, and diversity in general, suffers from diminishing returns. Still, both NG = 2
and NG = 4 bring gains compared to the single group case.
In the remainder of the paper, we will continue focusing on single-antenna receivers, as
we have done previously.
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Fig. 9. The rate for an arbitrary terminal when using both transmit and receive diversity. Compared to only using transmit
diversity (Fig. 6), the extra diversity from the two antennas at the receiver brings a large gain. The relative difference
between the OSTBCs shrinks, compared to the single-antenna case, because of the diminishing returns of diversity. Even
with receive diversity, it is still beneficial to use transmit diversity (NG = 2 or NG = 4).
G. Multi-Antenna Access Points
In order to compare the coverage performance of a cell-free massive MIMO system to
a conventional, cellular massive MIMO system with co-located antennas, the APs may now
have M > 1 antennas. We will assume that all antennas at a particular AP experience the
same large-scale fading (but independent small-scale fading) and that all APs have the same
number of antennas. Mathematically, this is a special case of the model in Section II with
MNAP APs and M APs at the same location:
y =
√
ρ
MNAP∑
i=1
giβ
1/2
i qi + w =
√
ρ
NAP∑
i=1
β
1/2
i
M∑
j=1
gi,jqi,j + w,
where gi,j and qi,j are the small-scale fading and the transmitted symbol associated with
antenna j on AP i. The grouping will be done on an antenna basis, meaning, if an AP has
several antennas, they do not necessarily belong to the same group.
The major effects of adding more APs in an area are twofold: the total transmit power
increases and the macro diversity increases. If the output power of an AP is the same,
irrespective of the number of antennas, the total transmit power remains constant for any
number of antennas at the AP. Moreover, if all antennas at a particular AP experience the
same large-scale fading, there is no increase in macro diversity. Hence, there is no evident
benefit to adding more antennas to the APs. However, one subtle advantage to adding more
antennas is due to the antenna grouping. Whenever M ≥ NG, each AP can, and should,
January 29, 2019 DRAFT
25
transmit the full OSTBC, i.e., have at least one of its antennas in each group. This implies that
the terminal is located equidistantly from all groups. When grouping the antennas randomly,
the probability that each AP has at least one antenna in each group increases with M , and
with it the coverage performance. Note that the neighbor grouping ensures that each AP
transmits the full OSTBC whenever the number of antennas at each AP exceeds the size of
the OSTBC (M ≥ NG), thus providing the optimal grouping. Hence, grouping the antennas
in this case can increase coverage performance, albeit marginally.
As a last example, we compare the performance of the distributed, cell-free massive MIMO
system to that of the conventional, cellular massive MIMO system. It is difficult to get a good
comparison between the two technologies, as their respective operating points and use cases
may differ significantly. At any rate, to facilitate a fair comparison we let both systems have
the same antenna density (same number of antennas per km2) and the same total output
power.
To emulate a conventional massive MIMO system, we let each AP have M = 100 antennas.
To distinguish from the cell-free system, we further call the AP in this case a base station.
The cell-free system consists of single-antenna APs. Since the total output power and the
antenna density is constant, there will be a 100 times more APs than base stations, but each
base station will have 20 dB more transmit power than each AP. The cell-free system uses
random grouping. The only other difference in the scenarios is that the base stations are
assumed to be on a hexagonal grid.2 This is to emulate that base stations are deployed with
more care than the APs. As we saw from Fig. 3, all other things being equal, hexagonal
deployment improves performance over PPP deployment.
A comparison for a system with 1000 antennas per km2, corresponding to a base-station
distance of about 340 meters. As expected, distributing the antennas brings a gain in the
coverage performance. At the 10−3 percentile, this gain is about 6 dB.
VII. CONCLUSIONS
A cell-free massive MIMO system will have to transmit system information to inactive
terminals in order for these to join the network. This transmission needs to reach any user
in the system and cannot rely on any CSI. With downlink pilots and a space-time block
code, the reliability of this transmission can be enhanced. Transmitting a space-time block
code from single-antenna APs, requires the system to divide the access points into groups.
2The setting here differs from [19] in that all base stations now transmit the same system information.
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Fig. 10. The CDF of the rates for an arbitrary terminal in a cell-free and conventional massive MIMO system with 1000
antennas per km2. Both systems use the Alamouti code (NG = 2). The base stations in the conventional case have 100
antennas each and are placed on a hexagonal grid, while the single-antenna APs in the cell-free case are distributed according
to a PPP. Distributing the antennas geographically over the area is beneficial leading to an increased coverage probability.
For system coverage performance, a random grouping works well, although the grouping
can effect individual terminals a great deal. When multi-antenna APs are considered, each
AP should transmit the full space-time block code if possible. Heuristically optimizing the
power distribution between pilots and data can further improve the reliability.
APPENDIX
A. Proof of Theorem 1
In order to compute the desired SNR in (16), we need to compute cn, E
[
|zn|2
∣∣∣hˆ], and
E
[
|ηn|2
∣∣∣hˆ]. In some derivations, equality signs may have equation numbers above them, like
(11)
=, to indicate that a particular equation is useful in that step of the derivation.
First, we consider cn, which is a measure of how correlated the noise ηn is with the symbol
of interest sn, conditioned on hˆ. Note that zn is conditionally uncorrelated with the symbol
sn, so
E
[
s∗n(ηn + zn)
∣∣∣hˆ] = E [s∗nηn∣∣∣hˆ] .
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The real part of cn is
<
{
E
[
s∗nηn
∣∣∣hˆ]} = E [s¯nη¯n∣∣∣hˆ]+ E [s˜nη˜n∣∣∣hˆ]
= −E
[√
ρDs¯n<
{
hˆHAHnXDe
}∣∣∣hˆ]− E [√ρDs˜n={hˆHBHnXDe}∣∣∣hˆ]
(11)
= −E
[√
ρDs¯n<
{
hˆHAHnXDUe|hˆhˆ
}∣∣∣hˆ]− E [√ρDs˜n={hˆHBHnXDUe|hˆhˆ}∣∣∣hˆ]
(6)
= −
√
ρDEs
2
(
<
{
hˆHAHnAnUe|hˆhˆ
}
+ =
{
ihˆHBHnBnUe|hˆhˆ
})
= −
√
ρDEs
2
(
<
{
hˆHUe|hˆhˆ
}
+ =
{
ihˆHUe|hˆhˆ
})
= −
√
ρDEs
2
2<
{
hˆHUe|hˆhˆ
}
= −√ρDEshˆHUe|hˆhˆ.
(26)
In the last equality, we have used the fact that Ue|hˆ = U
H
e|hˆ. For the imaginary part, we
calculate the cross-terms
E
[
s¯nη˜1 − s˜nη¯1
∣∣∣hˆ] = −E [s¯n={√ρDhˆHBHnXDh˜}− s˜n<{√ρDhˆHAHnXh˜}∣∣∣hˆ]
(11)
= −√ρDE
[
s¯n=
{
hˆHBHnXDUe|hˆhˆ
}
− s˜n<
{
hˆHAHnXUe|hˆhˆ
}∣∣∣hˆ]
(6)
= −
√
ρDEs
2
(
=
{
hˆHBHnAnUe|hˆhˆ
}
−<
{
ihˆHAHnBnUe|hˆhˆ
})
= −√ρDEs=
{
hˆHAHnBnUe|hˆhˆ
}
.
(27)
Note that (27) is zero if AHnBn and Ue|hˆ commute. Adding the real (26) and imaginary (27)
parts gives (17).
We now consider the power of the noise. The part stemming from the additive noise has
power
E
[
|zn|2
∣∣∣hˆ] = E [|z¯n|2 + |z˜n|2∣∣∣hˆ]
= E
[
<2(hˆHAHnw) + =2(hˆHBHnw)
∣∣∣hˆ]
=
1
2
<
(
E
[
hˆHAHnww
TA∗nhˆ
∗ + hˆHAHnww
HAnhˆ
∣∣∣hˆ])
+
1
2
<
(
E
[
hˆHBHnww
TB∗nhˆ
∗ + hˆHBHnww
HBnhˆ
∣∣∣hˆ])
= 2
1
2
||hˆ||2 = ||hˆ||2.
The second noise term is more involved. We calculate the power of the real and imaginary
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part separately. For the real part,
E
[
η¯2n
∣∣∣hˆ] = ρDE [<{hˆHAHnXDe}<{hˆHAHnXDe}∣∣∣hˆ]
=
ρD
2
<
{
E
[
hˆHAHnXDee
TXTDA
∗
nhˆ
∗ + hˆHAHnXDee
HXHDAnhˆ
∣∣∣hˆ]}
(11)
=
ρD
2
<
{
E
[
hˆHAHnXDUe|hˆhˆhˆ
TUT
e|hˆX
T
DA
∗
nhˆ
∗
∣∣∣hˆ]}
+
ρD
2
<
{
E
[
hˆHAHnXD
(
Ue|hˆhˆhˆ
HUH
e|hˆ +Ce|hˆ
)
XHDAnhˆ
∣∣∣hˆ]}
(6)
=
ρDEs
4
<
{
hˆHAHn
(
nS∑
k=1
AkUe|hˆhˆhˆ
TUT
e|hˆA
T
k −BkUe|hˆhˆhˆTUTe|hˆBTk
)
A∗nhˆ
∗
}
+
ρDEs
4
<
{
hˆHAHn
(
nS∑
k=1
Ak
(
Ue|hˆhˆhˆ
HUH
e|hˆ +Ce|hˆ
)
AHk +Bk
(
Ue|hˆhˆhˆ
HUH
e|hˆ +Ce|hˆ
)
BHk
)
Anhˆ
}
.
We can write this as
E
[
η¯2n
∣∣∣hˆ] = ρDEs
4
(
ψ(An,Q1) + ψ¯(An,Q2)
)
, (28)
where Q1, Q2, ψ(·, ·), and ψ¯(·, ·) are defined in Theorem 1.
Following the same steps, the power of the imaginary part can be written as
E
[
η˜2n
∣∣∣hˆ] = ρDEs
4
(
ψ(Bn,Q1)− ψ¯(Bn,Q2)
)
. (29)
Adding (28) and (29) gives (18).
B. Proof of Theorem 2
When all APs are in the same group, they all transmit the same symbol: s. All variables in
this proof are special cases of the variables in Appendix A. The variables in this section are
written without a symbol index n, as we only consider a single symbol here (NS = NG = 1).
To be precise, A = B = 1, XD = s,
Ue|hˆ =
1
1 + ρPτPβ¯
and
Ce|hˆ =
β¯
1 + ρPτPβ¯
.
With these simplifications, we have
c = −
√
ρD|hˆ|2
1 + ρPτPβ¯
,
E
[
|z|2
∣∣∣hˆ] = |hˆ|2,
and
E
[
|η|2
∣∣∣hˆ] = ρDEs|hˆ|2( |hˆ|2
(1 + ρPτPβ¯)2
+
β¯
1 + ρPτPβ¯
)
.
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Thus, the SNR is given by
SNRLS , ρDEs|hˆ|
2
1 +
ρDEsβ¯
ρPτPβ¯ + 1
(
1− 1
1 + ρPτPβ¯
)2
=
ρDEs|hˆ|2
1 +
ρDEsβ¯
ρPτPβ¯ + 1
(
ρPτPβ¯
1 + ρPτPβ¯
)2
and since
|hˆ|2 ∼ ρPτPβ¯ + 1
2ρPτP
χ22 ∼
ρPτPβ¯ + 1
2ρPτP
Exp (1/2) ∼ Exp
(
ρPτP
ρPτPβ¯ + 1
)
,
we have the desired result.
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