ABSTRACT. Zarankiewicz's problem asks for the largest possible number of edges in a graph that does not contain Ku,u. Recently, Fox, Pach, Sheffer, Sulk and Zahl [11] considered this problem for semialgebraic graphs, whose vertices are points in R d and edges are defined by some semi-algebraic relations.
INTRODUCTION
The problem of Zarankiewicz [23] is a central problem in graph theory. It asks for the largest possible number of edges in an m × n bipartite graph that avoids K u,u for some fixed u. Here K u,u denotes the complete bipartite graph of size u × u, and we say a graph G avoids H or G is H-free if G does not contain any subgraph congruent to H. In 1954, Kővári, Sós and Turán proved a general upper bound of form c 1 (mn 1−1/u + n) where c 1 depends on u. This bound is known to be tight for u = 2, 3 but not known for bigger values.
We can view the bipartite graph as an incidence graph between two families of objects. It is known that for certain geometric objects such as points and lines (Szemerédi-Trotter theorem [21] ), points and curves (Pach-Sharir [17] ), points and hyperplanes (Apfelbaum-Sharir [1] ), we can find better upper bounds than the Kővári, Sós and Turán's bound mentioned above. Recently, Fox, Pach, Sheffer, Suk and Zahl [11] generalized this idea by considering Zarankiewicz's problem for semi-algebraic graphs.
A semi-algebraic graph is defined as followed. Consider a bipartite graph G = (P, Q, E) where P is a set of n points in R d 1 , Q is a set of m points in R d 2 and E is the set of all edges between P and Q. We say G is semi-algebraic with description complexity t if there are t polynomials f 1 , . . . , f t ∈ R[x 1 , . . . , x d 1 +d 2 ], each of degree at most t and a Boolean function Φ(X 1 , . . . , X t ) such that for any p ∈ P, q ∈ Q:
(p, q) ∈ E ⇐⇒ Φ(f 1 (p, q) ≥ 0, . . . , f t (p, q) ≥ 0) = 1.
In other words, we can describe the incident relation by at most t inequalities involving polynomials of degree at most t. To state the main result in [11] , we use the notation f = O a 1 ,...,a k (g) (or sometimes f a 1 ,...,a k g) to denote there is some constant c that depends on a 1 . . . , a k (which we sometimes write c(a 1 , . . . , a k ) or c a 1 ,...,a k ) such that f ≤ cg. Theorem 1.1 (Fox, Pach, Sheffer, Suk and Zahl 2015 [11] ). Given a bipartite semi-algebraic graph G = (P, Q, E) with description complexity t as above, if G avoids K k,k then for any ǫ > 0, This theorem and its proof method not only recover (with the extra ǫ term) and generalize all the incidence geometry results mentioned above but also imply many other new ones. It is natural to ask if there are similar results for semi-algebraic hypergraphs.
Semi-algebraic hypergraphs.
A hypergraph H is called k−uniform if each hyperedge is a k-tuple of its vertices. It is k-partite if its vertices can be partitioned into k disjoint subset P 1 , . . . , P k and each hyperedge is some tuple (p 1 , . . . , p k ) where p i ∈ P i for i = 1, . . . , k. We usually use E, or E(H) to denote the set of hyperedges of H.
Let H be a k-uniform k-partite hypergraph H = (P 1 , . . . , P k , E) where P i is a set of n i points in R d i for i = 1, . . . , k and E is the set of all hyperedges. This hypergraph is said to be semi-algebraic with description complexity t if there are t polynomials f 1 , . . . , f t ∈ R[x 1 , . . . , x d 1 +···+d k ], each of degree at most t, and a Boolean function Φ(X 1 , . . . , X t ) such that for any p i ∈ P i , i = 1 . . . , k:
Semi-algebraic hypergraphs have been studied extensively recently (see for example [4, 12, 13] ).
The main theme is that many classical results about hypergraphs such as the Ramsey's bound and Szemerédi's regularity lemma can be improved in the semi-algebraic setting. Since this setting arises naturally in many geometric problems, such improved results have many applications in discrete geometry.
Our paper follows this common outline: we show that Zarankiewicz's problem in the semi-algebraic setting usually has a better bound than the classical bound in Theorem 1.2 and then give some geometric applications.
We first recall the classical result. Given positive integers u 1 , . . . , u k , K u 1 ,...,u k denote the complete k−uniform k-partite hypergraph H = (U 1 , . . . , U k , E where |U i | = u i and any k-tuple in U 1 × · · · × U k are hyperedges. The Zarankiewicz's problem for hypergraphs asks for the maximum number of hyperedges in a k-uniform hypergraph that does not contain a copy of K u 1 ,...,u k . The first statement in the following theorem was proved by Erdős in [6] . Using his proof method, we prove the second statement, a more general result whose proof can be found in appendix A.
Theorem 1.2 (Erdős 1964 [6])
. A k-uniform K u,...,u -free hypergraph H on n vertices has at most
, where
When the hypergraph is semi-algebraic, Corollary 6.11 in [11] gave a better bound, but their proof has a flaw: they claimed a K u,...,u -free semi-algebraic hypergraph H = (P 1 , . . . , P k , E) is a semialgebraic K s,s -free bipartite graph between P = ∪ i∈S 1 P i and Q = ∪ j∈S 2 P j for any partition S 1 ∪S 2 =
[k] and some s that only depends on u, k. It is true that this new graph is semi-algebraic with bounded complexity; however, it may not be K s,s -free for any fixed s. For example in 4.2, the unit minor hypergraph in R d does not contain K 2,...,2 but contains K 1,n 2 ,...,n k . Hence Corollary 6.11 in [11] does not hold true in general.
Our results. In this paper we will prove a more general version of Theorem 1.1: in the same setup, if P and Q belong to irreducible varieties of degree at most D with dimensions e 1 and e 2 respectively, then we can replace (d 1 , d 2 ) by (e 1 , e 2 ) in the upper bound (see Theorem 2.6). We then extend this result to k-uniform semi-algebraic hypergraphs for any k ≥ 3. Ultimately we will prove the number of hyperedges is bounded by some function of n 1 , . . . , n k with the exponents depending on d i similarly to the bound in Theorem 1.1. However, since the formula gets more complicated, we first need a few notations.
Note that here we do not need to require d i ≥ 2 because we can multiply the numerator and denominator of the exponent by
, let π i be the projection of R k along the x i axis; i.e. for any vector a ∈ R k , π i ( a) = (a 1 , . . . , a i−1 , a i+1 , . . . , a k ). From now on, whenever we use index i, we mean i ∈ [k] unless specified otherwise. For example
: R k → R as followed:
. Given a k-uniform k-partite hypergraph H = (P 1 , . . . , P k , E) with description complexity t as above. If H avoids K u,...,u for some fixed u then
Moreover, if for each i ≤ k, P i belongs to an irreducible variety of degree D and dimension
where e = (e 1 , . . . , e k ).
We conjecture that the ǫ term can always be removed, but it is impossible using the current technique (partitioning using small degree polynomials).
(ii) When k = 2, this theorem implies
It is slightly weaker yet essentially the same with the bound in Theorem 1.1. Indeed, as we shall see in remark 3.3, the term m + n will dominate unless n 1/d 2 ≤ m ≤ n d 1 . Hence we can easily bound m ǫ n ǫ ≤ m ǫ ′ where ǫ ′ = (d 2 + 1)ǫ. In general, we can prove a stronger result where the ǫ term only appears once in each term of
When k = 3 we get the formula mentioned in the abstract. Assume furthermore n 1 = · · · = n k = n the bound becomes n k−
+ǫ which is smaller than n k− Method of proof. We use induction by k. The statement clearly holds for k = 1. Fix some k ≥ 2. For the induction step, we follow the general strategy in [11] : first use a packing result in VC-dim theory (see 2.3) to derive a bound where the exponents only depend on d, then use polynomial partitioning (see 2.2) to get a better bound. However, certain difficulties arise. For example, in the second step, we reduce the problem to counting incidences between n k semi-algebraic sets defined by P k and the
If we apply the usual polynomial partitioning, each cell may not have the structure of a k-partite hypergraph. We overcome this by using k − 1 polynomials of the same degrees, each partition P i for i < k, and take their product. By doing this, we preserve the grid structure and thus can use induction on the smaller grid in each cell. This demonstrates a new powerful application of the polynomial partitioning method. In the first step, to extend the result to the case each P i belongs to a e i -dim irreducible variety, we use a stronger version of Milnor-Thom theorem (see Theorem 2.2). We also need the following fact: given q 1 , . . . , q u ∈ P k , let H ′ be the
. Then H ′ is semi-algebraic and K u,...,u -free; hence we can apply the induction assumption for k − 1 to find an upper bound for the number of hyperedges of H ′ .
Applications. Our main result, Theorem 1.5, automatically implies nontrivial bounds for many geometric problems. In section 4, we will present several applications to a variant of the unit area problem, the unit minor problem and intersection hypergraphs.
First we find an upper bound O ǫ (n 12/5+ǫ ) for the number of triangles with area very close to 1, say between 0.9 and 1.1, formed by n points in the plane, assuming for some fixed u > 0 there does not exist 3u points a i , b i , c i , i ∈ [u] among those given points such that the triangles formed by (a i , b j , c k ) have area between 0.9 and 1.1 for any i, j, k ∈ [u].
The unit minor problem asks for the largest number of unit d × d minors in a d × n matrix. This problem was considered in [7] but only for the case the matrix is totally positive, which turns out to be a very strong condition. In section 4.2 we find an upper bound
+ǫ ) that holds for any matrix. As a corollary, the maximum number of unit volume d-simplices formed by n points in
The last application is about intersection hypergraphs. Given a set S of geometric objects, their intersection graph H(S) is defined as a graph on the vertex set S, in which two vertices are joined by an edge if and only if the corresponding elements of S have a point in common. Fox and Pach proved that if H(S) is K u,u -free for some u > 0, then H(S) has O(n) edges when S is a set of n line segments [10] or arbitrary continuous arcs [8, 9] in R 2 , Mustafa and Pach [16] Mustafa and Pach [16] 
given S is a set of (d − 1)-dim simplices in R d . In this paper, we found a nontrivial upper bound for many other types of geometric objects such as spheres and ellipsoi.
Organization. In section 2, we recall several tools that will be used in our proof. We then prove our main theorem in section 3. Section 4 is devoted for applications. We end with several open problems in section 5.
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PRELIMINARY
In this section we will prove some properties of functions E, F and recall several useful known results. [15] , [22] ). The following theorem is an extension of that result:
complexity at most M (which means we can represent V as intersection of the zero-set of at most
M polynomials, each of degree at most M ), let W be another real algebraic set in R d of complexity at most M , and let P : R d → R be a polynomial of degree at most t, for some t ≥ 1. Then the set
This theorem implies the growth rate of the number of connected components (or cells) that the zero set of a polynomial partitions when restricted to a variety of dimension k depends on k instead of on d.
Similar results holds for many polynomials, as proved in [2] . 
Polynomial partitioning. Polynomial partitioning method was first introduced by Guth and Katz
in [14] in 2010 and modified to several different versions since then. In this paper we use the version proved in [11] . Given n points in R d , we say a polynomial f ∈ R[x 1 , . . . , x d ] is an r-partitioning if the zero set of f , denoted by Z(f ), divides the space into open connected components and each component contains at most n/r points of the given. This theorem implies in R d , if we restrict our attention to points in an irreducible variety of small degree and dimension d ′ < d, then we can perform a polynomial partitioning the same way as in R d ′ .
2.3.
A VC-dim type result. In this subsection we recall some results about VC-dim and shatter functions from section 2 in [11] . Given a semi-algebraic bipartite graph
with description complexity t. Let N (p) := {q ∈ Q : (p, q) ∈ E} denote the neighbor set of p ∈ P and similarly N (q) := {p ∈ P : (p, q) ∈ E} denote the neighbor set of q ∈ Q. Let F 1 := {N (q) : q ∈ Q}, and F 2 := {N (p) : p ∈ P }. Then F 1 and F 2 are set systems with ground sets P and Q respectively (they are actually multi-set systems but that does not make any difference). Moreover, F 1 is equivalent with F * 2 , the dual set system of F 2 where we exchange the role of the ground set and the set system. The primal shatter function of a set system (F, P ) is defined as
Given two finite set Q 1 , Q 2 , we say Q 1 crosses Q 2 if their intersection is nonempty and not equal to Q 2 . We recall the following result from [11] .
By the analysis in [11] , π F *
Indeed, for any z points p 1 , . . . , p z ∈ P , define z semi-algebraic sets . In this subsection, we will prove some useful properties of E and F . All the proofs are quite straight-forward and can be found in appendix B. Recall
Hence the exponents {α i } satisfy a nice system of equations:
Corollary 2.9. For any r > 0 and each i ∈ [k] we have
Similar equalities, in which we replace the special index k by some other index, also hold.
Proof.
In the last step, the exponent of r becomes 0 because
Lemma 2.10. Let e 1 , . . . , e k be the standard basis in R k . Then
for any j = i.
Lemma 2.11. Assume for each i ∈ [k] we have
(2.12) n −1/d i i k j=1 n j ≥ n i F ǫ π i ( d) (π i ( n)), then E d ( n) k i=1 n ǫ i ≥ cF ǫ d ( n) for some constant c. In other words, E d ( n) i n ǫ i is the dominant term of F ǫ d ( n).
PROOF FOR THE MAIN THEOREM
As briefly mentioned in the introduction, we use induction by k. Fix some k ≥ 2. For the induction step, we follow the general strategy in [11] : first use Lemma 2.5 to derive a bound where the exponents only depend on d, then use polynomial partitioning to get the desired bound. We start with the first step:
Proposition 3.1. Under the same assumption as in Theorem 1.5, we have Proof. First, we claim there exist u points q 1 , . . . , q u in P k such that the number of sets in F := {N (p 1 , . . . , p k−1 ) : p i ∈ P i } that cross {q 1 , . . . , q u } is at most c 1 n 1 . . . n k−1 n
Moreover, assume for each
Indeed, we can think of our hypergraph as a bipartite graph (P 1 × · · · × P k−1 , P k ) where there is an edge between (p 1 , . . . , p k−1 ) ∈ P 1 × · · · × P k−1 and p k ∈ P k iff there is a hyperedge (p 1 , . . . , p k ) in E. Clearly this bipartite graph is semi-algebraic with description complexity t, hence we can apply Lemma 2.5 (with e 2 = d 2 ) for this graph and k = u to obtain the desired claim.
Next, we claim that the number of sets in F that contain {q 1 , . . . , q u } is at most c 2 F ǫ
for some constant c 2 . Indeed, let F ′ be the sets of all (p 1 , . . . , p k−1 ) ∈ P 1 × · · · × P k−1 such that their neighbor set N (p 1 , . . . , p k−1 ) contains {q 1 , . . . , q u }. Then the (k − 1)-uniform hypergraph H ′ = (P 1 , . . . , P k−1 , F ′ ) is semi-algebraic with description complexity tu and contains no K u,...,u .
Thus by induction assumption for
Combining these two claims, we conclude that there are at most n 1 . . . n k−1 n
hyperedges in H that contain q 1 (because each such hyperedge must either cross or contain {q 1 , . . . , q u }).
Removing this vertex and repeating this argument until there are fewer than u vertices in P k , we get
for some constant c 3 (d i , t, u). This proves the proposition for d i . The statement for e i follows easily because in Lemma 2.5 and Theorem 1.5 we can replace d i by e i given P i belongs to a variety of dimension e i with bounded complexity.
Proof. By symmetry, Proposition 3.1 holds if we replace k by i. Hence |E| n 1 . . .
Remark 3.3. Thus from now on we can assume n 1 . .
In particular, we can assume
of dimension e i we can replace d by e.
In the second step, we count the number of hyperedges by the number of incidences between n k semi-algebraic sets from P k with a grid
Recall there are t polynomials f 1 , . . . , f t and a Boolean function φ such that p = (p 1 , . . . , p k ) ∈ P 1 × · · · × P k is a hyperedge of
For each p ∈ P k , define the set of its neighbors:
It is easy to see each γ p is a semi-algebraic set in R d 1 +···+d k+1 defined by f 1 , . . . , f t and φ. Moreover, E is exactly the number of incidences between these semi-algebraic sets {γ p } p∈P k with the grid P 1 × · · · × P k−1 , which is denoted
We now prove I(P 1 × · · · × P k−1 , P k ) F ǫ e ( n) by induction by k−1 i=1 e i and k−1 i=1 n i . Clearly it holds for e i = 0. We choose the coefficient big enough so that it holds for small n i .
Assume it holds whenever
Let r > 0 be a constant (depending on ǫ) to be chosen later. By theorem 2.3 for each i < k, there exists an r e i -partitioning
with respect to V i of degree at most C part r. The polynomial we use to partition the grid , we partition I(P 1 × · · · × P k−1 , P k ) into the following subsets:
By theorem 2.1, for each
• I 1 consists of the incidences (p 1 , . . . , p k ) where p i ∈ V i ∩ Z(f i ) for some i < k.
• I 2 consists of the incidences (p 1 , . . . , p k ) where (p 1 , . . . , p k−1 ) is in a cell Ω of the partitioning of h and the semi-algebraic set γ p k fully contains Ω.
• I 3 consists of the incidences (p 1 , . . . , p k ) where (p 1 , . . . , p k−1 ) is in a cell Ω of the partitioning of h and the semi-algebraic set γ p k intersects Ω but does not fully contain Ω (in other words, γ p k crosses Ω, or γ p k properly intersects Ω).
Then we have I(P 1 × · · · × P k−1 , P k ) = I 1 + I 2 + I 3 .
1 + e 2 + · · · + e k−1 < e 1 + · · · + e k−1 , we can apply induction hypothesis for each irreducible component and add together to get 
Bounding I 2 : Any cell in the partitioning using h has form
where Ω f i is some cell in the decomposition by f i . For each i < k, the contribution to I 2 from all cells that satisfy |Ω f i ∩ P i | < u is bounded by u j =i n j . Hence we only need to bound the contribution from cells that contain a grid of size at least u × · · · × u (there are k − 1 u ′ s). For such a cell Ω, the number of semi-algebraic sets γ p k that contain Ω is bounded by u, because otherwise the hypergraph would contain K u,...,u . Thus the contribution to I 2 from this last cell type is at most u i<k n i . In conclusion,
Bounding I 3 : For each i < k, and each j ≤ s j , let n i,j denote the number of points of P i that lies in a cell Ω f i j . Then clearly for each i < k,
..,j k−1 denote the number of semi-algebraic sets γ p k that cross the cell Ω
. By Theorem 2.1 n k,j 1 ,...,j k−1 ≤ r e 1 +···+e k−1 −1 n k . Hence n 1,j 1 , . . . , n k−1,j k−1 , n k,j 1 ,. .
Here (3.4) follows by the induction assumption for smaller n i , (3.5) follows by Hölder's inequality (as all the exponents are either 1 or less than 1) and the last step (3.6) follows from Corollary 2.9 (note that by remark 3.3, we only need to care about the dominant term E d ( n) i n ǫ i ). Adding I = I 1 + I 2 + I 3 , choosing appropriate r and coefficients, we get the desired bound. This finishes the proof of our main theorem.
4. APPLICATION 4.1. A variant of the unit-area triangle problem. We can view many geometric problems in the light of semi-algebraic hypergraph. Let us start with the unit area triangle problem. Given n points in the plane, construct the 3-uniform 3-partite hypergraph whose vertices in each partite are those n points, and three points form a hyperedge if they define a triangle of unit area. This is a semi-algebraic hypergraph with bounded complexity that contains no K 1,2,2 . Hence the number of unit area triangles, which is the number of hyperedges, by Theorem 1.5, is O(n 12/5 ). This is very weak compared to the best bound known so far O(n 9/4 ) (see [18] ). However, if we are interested in counting the number of triangles with area close to 1, say between 0.9 and 1.1, Theorem 1.5 gives us a nice bound. The hypergraph formed by all triangles with areas between 0.9 and 1.1 is still semi-algebraic with bounded complexity, hence 
Their proof uses point-hyperplane incidences: fix d − 1 points, then the set of all points that form a minor 1 with those vectors is a hyperplane. In general, those hyperplanes may not be distinct, and the point-hyperplane graph can contain big K u,u . However, for totally positive matrices, both problems can be avoided. In fact, being totally positive is a quite strong restriction; for example, if we view each column of our d × n matrix as a point in R d , it implies no 3 points are collinear. Without the totally positive condition, we have the following bound:
We easily obtain two corollaries: Proof. The following beautiful argument is due to Ben Yang. Assume there exist 2d distinct points (or vectors) {v Note that H can contain K 1,u,...,u , for u = n/d by choosing P 1 = {(1, 0, . . . , 0)}, P 2 = {(x 2 , 1, 0, . . . , 0)},
. It suggests we cannot directly apply results for graphs or l-uniform hypergraphs for l < k.
To obtain the lower bound of f d (M ): pick the tight example P 1 × P 2 in [7] bound for the number of hyperedges in H(S) given it is K u,...,u -free and S is taken from some s-dim family of semi-algebraic sets.
We say F is a s−dimensional family of semi-algebraic sets with description complexity t in R d if each object in F is a semi-algebraic set in R d determined by at most t polynomials f 1 , . . . , f t , each of degree at most t and the coefficients of f 1 , . . . , f t belong to a s-dim variety with degree at most t in R t( More generally, we can extend this result to intersection hypergraphs among P 1 , . . . , P k where P i is taken from a s i -dim family of semi-algebraic sets in R d , and (p 1 , . . . , p k ) ∈ P 1 × · · · × P k is a hyperedge if and only if ∩ k i=1 p i = ∅.
DISCUSSION
The main open question is whether Theorem 1.5 is tight, especially when k ≥ 3. When k = 2, or H is a graph, it is known to be tight when d 1 = d 2 = 2 and almost tight for d 1 = d 2 = d ≥ 3 (for example see [19] ). No tight example is known for hypergraphs.
Furthermore, we are interested in finding more applications. Our main result immediately gives some bounds for many geometric problems, but usually not the best ones, as seen in the unit-triangle problem. It would be interesting to find an instance where hypergraphs is more effective than graphs.
Any such example should follow the pattern with the unit-minor problem: the constructed hypergraph contains K 1,u,...,u for big u but does not contain K u ′ ,...,u ′ for some fixed u ′ .
Finally, we would like to improve the bound for the minor problem since the gap between the lower and upper bounds in Theorem 4.3 is quite large for big d. To improve the lower bound, instead of building from the grid example in two dimension, we can choose points from a grid in R d , or a multiple of grids.
APPENDIX A. PROOF OF GENERALIZED ERDŐS'S RESULT
In this appendix we will prove the second statement of Theorem 1.2. We use induction by k. It clearly holds for k = 1. For k ≥ 2, assume it holds for k − 1. Let Q := #{(y, x 1 , . . . , x u 1 ) : y ∈ P 2 × · · · × P k , x i ∈ P 1 , (x i , y) ∈ E ∀i ∈ [u]}.
We count Q by two ways. For each choice of (x 1 , . . . , x u ) define a new hypergraph on P 2 × · · · × P k where y is a hyperedge iff (x i , y) ∈ E for all i ∈ [u]. This (k − 1)-uniform hypergraph does not contain K u 2 ,...,u k , hence by induction assumption:
On the other hand, for each y ∈ P 2 ×· · ·×P k , let N y denote the number of x ∈ P 1 such that (x, y) ∈ E.
Then by Hölder inequality:
Combining (A.1) and (A.2) we get the desired bound for |E|.
APPENDIX B. PROOFS OF LEMMAS IN 2.4
Proof of Lemma 2.7: A direct calculation yields
