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Résumé – Nous construisons un algorithme pour séparer une image   en une somme  d’une composante à variation bornée et d’une
composante contenant les textures et le bruit. Ce type de décomposition a été récemment proposée par Y. Meyer [1]. On obtient cette décomposi-
tion en minimisant une fonctionnelle convexe qui dépend de deux variables  et  , alternativement dans chaque direction. Chaque minimisation
est basée sur un algorithme de projection pour minimiser la variation totale. Nous effectuons l’étude mathématique de notre méthode, et nous
présentons des résultats numériques. En particulier, nous montrons comment la composante  peut être utilisée en restauration d’image RSO.
Abstract – We construct an algorithm to split an image into a sum  of a bounded variation component and a component containing the
textures and the noise. This decomposition is inspired from a recent work of Y. Meyer. We find this decomposition by minimizing a convex
functional which depends on the two variables  and  , alternatively in each variable. Each minimization is based on a projection algorithm to
minimize the total variation. We carry out the mathematical study of our method. We present some numerical results. In particular, we show
how the  component can be used in nontextured SAR image restoration.
1 Introduction
1.1 Préliminaires
La restauration d’image est l’un des objectifs les plus im-
portants du traitement d’image [2]. Une approche classique
consiste à considérer qu’une image  peut être décomposée
en deux composantes 	
 . La première composante 	 est
bien structurée, et possède une desciption géométrique simple.
La deuxième composante  contient à la fois les textures et le
bruit.
1.2 Modèle de Rudin-Osher-Fatemi :
On rappelle que  est le sous-espace des fonctions 	
dans  telle que la quantité suivante soit finie :
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Dans [3], les auteurs décomposent une image  en une com-
posante 	 appartenant à  et une composante  dans

;
 . Dans le modèle ROF (Rudin-Osher-Fatemi), on cherche
à minimiser (en utilisant l’équation d’Euler-Lagrange associée
à la fonctionnelle) : FHGJI
KMLON P=QSR0T+UWV%X%Y#Z\[^]_L`_Pba
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L’étude mathématique de ce problème a été faite dans [4].
1.3 Modèle de Chambolle :
A. Chambolle a récemment proposé un algorithme de pro-
jection pour minimiser la variation totale [5].
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Proposition 1.1. La solution de (1.3) est donnée par :
	mﬃnjipo+qhrsﬂ (1.4)
où o est le projecteur orthogonal sur dut (dilaté de t par d ),
et où t est la fermeture dans 
;
de l’ensemble :
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De plus, [5] donne un algorithme itératif simple pour calcu-
ler la projection o q^r ﬂ .
1.4 Modèle de Meyer
Dans [1], Y. Meyer montre les limites du modèle (1.2). Pour
restaurer une image  , il propose plutôt le modèle suivant :
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L’espace  contient les signaux à fortes oscillations, et donc
en particulier les textures et les bruits.
Définition 1.1.  est l’espace de Banach constitué de toutes les
fonctions  que l’on peut écrire pﬃC
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dans  @ . La norme dans  est donnée par :
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L’intérêt de l’espace  provient du fait qu’une image forte-
ment oscillante et à moyenne nulle possède une petite norme
dans  .
1.5 Modèle de Vese-Osher :
L. Vese et S. Osher [6] ont proposé une première approche
pour réaliser le programme d’Y. Meyer. Ils introduisent la fonc-
tionelle suivante :
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Pour calculer la solution, le terme >=ﬂ> ~lK
)
Q est remplacé par
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 ), puis on dérive formel-
lement les équations d’Euler-Lagrange associées à (1.7). En
pratique, pour des raisons numériques, les auteurs utilisent la
valeur ﬃD .
Une autre approche a récemment été proposée par S. Osher,
A. Solé et L. Vese [7] dans le cas d ﬃ
b et ﬃ c .
2 Notre approche
2.1 Fonctionnelle
Notre image est un vecteur à deux dimensions de taille 
 . On note  l’espace Euclidien 9
V
 . Nous menons toute
notre étude dans le cadre discret. Pour résoudre le problème (1.6),
nous proposons de considérer la fonctionelle :
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On cherche :
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* . Il est immédiat de voir
que l’infimum est atteint sur jW¦§ .
2.2 Algorithme
Nous résolvons les deux problèmes suivants :
– A  fixé, on cherche
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– A 	 fixé
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FIG. 1 – Exemple de décomposition pour l’image Barbara
La solution de (2.9) est donnée par : ®	mﬃjipiko ~¯ i
J , où o ~ ¯ est le projecteur orthogonal sur  q . La solution
de (2.10) est donnée par ®°ﬃ±o ~¨ i²	f . Pour calculer les
projections, nous utilisons l’algorithme developpé dans [5].
Nous obtenons ainsi l’algorithme suivant :
1. Initialisation : 	u³¡ﬃ©³¡ﬃ©¥ .
2. Itérations : ¬´ `
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3. Test d’arrêt : on arrête lorsque :
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2.3 Exemples de décomposition
La figure 1 donne un exemple de décomposition obtenue
avec notre algorithme. Nous donnons aussi le résultat obtenu
avec le modèle (1.2) (ROF). Nous avons choisi les paramètres
de sorte que les composantes oscillantes  obtenues avec notre
méthode ( ¬ºﬂº T»_¼ ) et avec le modèle ROF ( ¬½ﬂ¾ » ) aient la
même norme 
;
. Il apparaît clairement que  ºﬂº T»_¼ contient
plus l’information texture que  ½ﬂ¾ » (on remarquera notam-
ment le pied de la table qui n’est pas un élément fortement
Lenna Image bruitée ( ¿5ﬃ©ª¬¥ )
SNR=7.05
	 (AABFC) 
©D^ª¬¥?« ¥ (AABFC)
FIG. 2 – Exemple de débruitage ( d ﬃ¥%«HD , 5ﬃÀ¥ )
oscillant et qui est bien visible dans ¬½ﬂ¾ » contrairement à
¬ºﬂº
T»_¼
 .
La figure 2 donne un exemple de débruitage. On a ajouté à
l’image Lenna un bruit blanc gaussien.
3 Résultats mathématiques
Les preuves de points suivants sont détaillées dans [9].
3.1 Convergence de l’algorithme
L’algorithme proposé en 2.2 en permet effectivement de trou-
ver le minimum de la fonctionnelle (2.8).
Lemme 3.1. Il existe un unique couple h®	<0®J82Áy ¢ mini-
misant

sur Â .
Proposition 3.2. La suite  ﬁ	f´f<#¬´% construite dans la Section 2
converge vers le minimum de  sur Â .
3.2 Lien avec le problème de Meyer
Donnons ici la version discrète du problème de Meyer :FHGJI
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Lorsque dÄ ¥ , le problème limite de (2.8) s’écrit :
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Proposition 3.3. Fixons ÃÆÅÇ¥ dans le problème (3.11). Soit
^®	<0®* une solution du problème (3.11). On fixe yﬃÈ>J®f> ~ dans
(3.12). Alors :
É
^®	<0®* est aussi une solution du problème (3.12).
É Réciproquement, toute solution eÊ	<Ê* de (3.12) (avec yﬃ
>J®->
~ ) est aussi solution de (3.11).
Image synthétique Image synthétique (  )
initiale (bruit de chatoiement)
Restauration Composante oscillatoire
( 	 ) ( 
©D^ª0¥%« ¥ )
Reconstruction Classification
( 	3
 ) (seuillage de 	 )
FIG. 3 – Image synthétique simple ( d ﬃ!¥%« ¥%D et 5ﬃ!Ë0¥ )
3.3 Role du paramètre Ì :
On peut aussi montrer que lorsque dÄ ¥ dans (2.8), la so-
lution de (2.8) est liée à celles de (3.12) (cf [9]).
Proposition 3.4. On suppose que le problème (3.12) possède une
unique solution h®	<0®J . On fixe pﬃ{>J®ﬂ> ~Í dans les problèmes
(2.8) et (3.12). On note 	 q <: q  la solution du problème (2.8).
Alors ﬁ	ﬂq?<#0q* converge vers ﬁ	-³0<:³2¦Ç§ lorsque d tend
vers ¥ . De plus, 	u³O<#³8ﬃÎ^®	<0®* est la solution du problème
(3.12).
4 Application aux images RSO
Les images RSO (Radar à Synthèse d’Ouverture) sont forte-
ment bruitées par un bruit de chatoiement [10]. Nous montrons
les résultats obtenus avec notre algorithme pour restaurer de
telles images dans les figures 3 et 4. Les temps de calcul sont
très courts : avec un processeur à 800 MHz et 128 kilo de RAM,
il faut moins d’une minute pour traiter l’image de Bourges (fi-
gure 4) qui est de taille 219*219.
Image RSO de la région Restauration ( 	 )
de Bourges (  ) ( ¦ﬃ!Ï0¥ )
yﬃ©­O¥ 5ﬃnª¬¥
FIG. 4 – Restauration d’une image RSO ( d ﬃ!¥%«HD )
5 Conclusion
Dans cet article, nous présentons un nouvel algorithme pour
décomposer une image  en une composante 	 appartenant à
3 et une composante  contenant le bruit et les textures de
l’image initiale. Notre algorithme permet de réaliser le pro-
gramme d’Y. Meyer [1] lorsque le paramètre  est correcte-
ment réglé. Nous présentons une étude mathématique de notre
modèle. Nous montrons aussi comment la composante 	 peut
être utilisée en restauration d’image RSO. Tous les détails de ce
travail, ainsi que des comparaisons avec les modèles de Rudin-
Osher-Fatemi et de Vese-Osher sont présentés dans [9].
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