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Abstract
In this thesis a superresolution method for geometry reconstruction is presented. Super-
resolution methods have already been used in order to improve texture resolution and
RGB images. In a lesser degree they have also been used to improve the quality of depth
maps. The objective of this thesis is to validate the hypothesis that superresolution meth-
ods can also be used in the geometry reconstruction. In order to do that an algorithm has
been implemented and a superresolution operator has been derived and plugged in the
algorithm.
Results show that the algorithm produces better quality reconstructions than the orig-
inal approach without superresolution. Not only upsampling but also deblurring help
to obtain better reconstructions. With our method smoother results are obtained without
losing geometric details.
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Part I.
Introduction and Theory
1

1. Introduction
1.1. Motivation
3D reconstruction consists in computing the geometry of a certain object or scene. The
input data is generally a set of normal 2D images or 2.5D depth maps.
The applications of 3D reconstruction are quite diverse: geodesy uses the depth infor-
mation at certain sample points of the surface of the earth in order to generate a 3D model,
automatic parking needs to know the geometry of the world in order to park a car, a robot
can scan the world and store a 3D representation of it in order to compute a route between
the start and the objective position. Medical applications also need 3D reconstruction to
create the bone structure of a patient with data coming from a radiography and virtual
reality needs real data from the real world to build a virtual one.
Even though some applications as navigation require a quick response time, for others
the computing time is not so important but require that results have higher accuracy. If the
resolution of the sampling device cannot be increased, a super resolution method can be
employed. This method uses redundancy in data in order to generate results with better
resolution than the input data given by the sampling device, at expenses of increasing
considerably the computing time.
1.2. Aim and Methodology of the Thesis
The main objective of this thesis is to find out whether the effective resolution of the ge-
ometry reconstruction of a scene can be increased using superresolution methods in the
volume domain or not. To do that, a superresolution operator has to be derived, imple-
mented and coupled to the solver.
The chosen method for solving a 3D reconstruction problem is variational approach. A
simple model for 3D reconstruction using depth-maps is derived without using superres-
olution operator and after that a superresolution operator is added.
The input data are depth maps from a static scene sampled from a Kinect camera with
known position and orientation but the method can be used as a component in a pipeline
with other components that compute the motion and/or depth from several colour images.
This however introduces error made by the others components, making the evaluation of
the accuracy of the 3D reconstruction itself difficult,
As volume reconstruction requires heavy memory and computing usage, maintaining
memory requirements as low as possible is primordial in order to be able to compute
the reconstruction with a normal computer. Computing time optimization is also very
important, but subordinated to memory optimization. Several code optimizations, mainly
narrow bands and data precomputing, have been implemented in order to obtain a faster
algorithm.
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2.1. Domains and Camera Model
Here the camera and domain models are presented.
2.1.1. Coordinates and domains
The world is modelled as a compact Ωv ⊂ R3 that contains the object or scene to recon-
struct. The points of the world can be expressed as 3-D vectors. The object to reconstruct
is noted as S ⊂ Ωv. It should be a closed set of bounded perimeter.
An image can be seen as a mapping between each point of the image domain and a color
intensity. For example, a color image can be viewed as a map between the image domain
Ωv and [0..1]3 ⊂ R3, where the 3 reals color expressed encode with the RGB format . The
domain of the image is modelled as a subset of the projective plane. For simplicity it is
supposed that all the images have the same geometry, so they can be modelled with the
same domain. The domain is noted as Ωp ⊂ P2R. The image points are expressed as pro-
jective points with coordinates [u : v : t]. This points do not have a unique representation
but [u : v : t] = [u′ : v′ : t′] if u = ku′, v = kv′, t = kt′]. The points with the last coordinate
different to zero admit a unique representation of the form [x : y : 1].
2.1.2. Camera model
The chosen model for modelling the mapping of the world in a image is the Pinhole Model.
This model is based on projective geometry. With this model the camera has a center c, a
principal axis and an imaging plane P . The center is a point in the space, the principal axis
an oriented line that goes through the center and the imaging plane a plane perpendicular
to the principal axis at a distance f > 0 of the center.
All the world but the plane parallel to the image plane that goes through the center can
be mapped in the image plane, and this making will result in the image. The procedure
to project a point x in the image plane is simple. Just take the line l = x + c and the
projection is l ∩ I . This is well defined if x is not in the plane that contains the origin and
is perpendicular to the principal axis. In figure 2.1 a graphical example can be seen.
When the camera center is at the origin, and the principal axis is the z axis, this projec-
tivity can be expressed as a matrix with the following form:
M =

frx 0 rxcx
0 fry rycy
0 0 1

This leaves the result in image coordinates, which has the center in [−cx : −cY : f ] and
vectors eu = (1/rx, 0), ev = (0, 1/ry). As the result is an element of a projective space, it
5
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(a) Pinhole camera model. Image taken from [26]
(cx, cy)
rx
ry
(b) Image coordinates. Image taken
from [26] and modified
Figure 2.1.: The upper figure represents the pinhole camera model. The little hole in the
box is the projection center, and the back face of that box is the image plane.
The lower image is the image coordinates. The point is the intersection with
the central axis, and rx and ry the vectors.
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is not affected by non-zero scalar multiplication, so the matrix can also be multiplied by a
non-zero scalar and it will produce the same projectivity. In figure 2.2 there is an example
of the effect of applying a projectivity.
Figure 2.2.: The color image shows the original data recovered by a camera. Note that the
lines of the windows, that are parallel in the real world, are not parallel in the
image. The white and black image shows the real world, and is the result of
applying the inverse projective transformation.
Distortion Not always the projection can be well modelled as a projectivity. Sometimes
there is distortion. Lines that are straight in the real world are mapped as curves into the
image. This phenomenon can be modelled by a polynomial transform from the image
domain to the image domain. The model is completely described in [4]. Basically the
image is magnified by a factor that increases or decreases with the distance to the camera
center.
(a) Distortioned pixel grid (b) Undistortioned pixel grid
Figure 2.3.: Figure a) shows distortioned pixel grid and b) shows the undistortioned pixel
grid. Lines have been mapped into curves by the non linear effect of the dis-
tortion.
The described polinomial transform depends on 5 coefficients: k1, k2, k3, k4 and k5 and
is: 
u′
v′

= (1 + k1r
2 + k2r
4 + k5r
5)

u
v

+

2k3uv + k4(r
2 + 2u2)
k3(r
2 + 2v2) + 2k4uv

(2.1)
Where r =
√
u2 + v2. This function has to be applied after the projective transform has
been done.
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2.1.3. Depthmap
A depth map is a tuple 〈R,P,D〉 where R is an euclidean change of coordinates Ωv → Ωv,
P is a perspective transformation (or perspective with distortion) and D is a black and
white image. p gives for each space point to which image point corresponds and d is a
black and white image.
R depends of the extrinsic properties of the camera and is the only euclidean system
whose origin is the position of the camera at the moment the depth map was taken, the
z axis has the same direction as the principal axis of the camera and the y axis has the
same direction as the up vector of the camera. P are the intrinsic properties of the camera,
depend only on the properties camera which has been used to take the image and consists
in a pseudo-projectivity and a distortion polynomial as explained before.
The image encodes the distance with the object. The darker the image is at a point, the
closer the object is to the camera. An example depth map is figure 2.4. The measured
distance is not the euclidean but R(x) · ez , the z coordinate of the point x in the system
of reference defined by the camera. This allows to see planes parallel to the image with
constant colour, making visual identification easier.
(a) RGB image (b) Depthmap
Figure 2.4.: Figure a) shows the rgb image while figure b) shows the depth map associated
with the scene. The points where there is no data are coloured in black. Images
taken from the data set [22].
The depth map can also define a function s : Ωv → R.This function gives the signed
distance from each point to the sampled surface and is defined as s : x 7→ R(x) · ez − (D ◦
P ◦R)(x) . If s(x) > 0, x is said to be in the interior of the object with respect that camera,
and if s(x) < 0 it is said to be in the exterior.
2.2. Variational Approach
The variational approach reduces the 3D reconstruction problem to a functional optimiza-
tion problem so functional analysis knowledge can be used to solve the problem. The
solution is the characteristic function of the volume and the objective functional is usually
the sum of two terms, a data term and a regulariser term. The data term penalises the
solutions that do not match with the sampled data and the regulariser is used to improve
8
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Exterior
Interior
Surface
Figure 2.5.: The upper line represents the depth map of the 2-D cyan object.
the smoothness of the solution.
There are several advantages of using this method in spite of discrete methods, one of
them is that it admits several modifications of the data term. The world objects can be bet-
ter approximated by continuous manifolds rather than by discrete polygonal volume. It is
also generally faster and requires less memory than other approaches. The other principal
approach to solve computer vision problems is computing the graph cut of a graph. It has
been studied in [2] or [15] This approach has the principal drawback of a huge memory
consumption, and that it does not always converge to the real solution, as the resolution
of the data goes to 0.
2.2.1. Variational Problem
The problem to solve is to find u such that:
inf
u:Ωv→{0,1}
Data(u) + Regularizer(u) (2.2)
Where u : Ωv → {0, 1} is the characteristic function of the object to reconstruct.
The feasible solutions are all the special functions of bounded variation. Usually the data
term is of the form of
∑N |u − datai| where datai : Ωv → [0, 1] depends on the data given
by image number i and the regularizer of the form λTV (u), being TV the total variation
of u and λ is a constant.
The problem is not solved directly but usually a relaxation of it. There exists efficient
methods for solving convex optimization problems, so a good strategy is to solve a convex
relaxation of the problem, and then project the solution into the original solution space.
Information about this can be found in several articles, such as [10, 7, 18]
2.2.2. Superresolution
Obviously the data obtained from the depth maps is not a perfect representation of the
continuous-modelled real world. The image domain of a camera is not a continuous space
but a finite n dimensional space, where n is the number of pixels . For this reason, a
discretazion is done by the camera and part of the information is lost. There is also an
error caused by imperfections of the camera, small movements while taking the image or
strange light effects.
The superresolution method objective consists in artificially improving the resolution
of the image. Basically consists in combining redundant information to solve a superde-
termined system of equations, that should minimize the error. Two methods will be em-
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ployed: upsampling and deblurring. In the variatonal method, a superresolution is repre-
sented as an operator that is applied to the solution in the data term.
Upsampling is simply augmenting the input images pixel resolution, choosing the clos-
est neighbour strategy if there is no data available. When several images from slightly
displaced positions are combined, the result shows a higher level of details than each of
the original images. In figure 2.6 there is some data sampled with a coarser grid and in
figure 2.7 there is the result of mixing all the coarse data in a finer grid.
Deblurring is trying to reverse the blurring process that the camera does. A camera
does not project the data perfectly from the world to the image. A part of it is random but
some of the error is caused because the camera mixes the data from the nearby pixels. This
phenomenon is known as blurring and there are several methods to recover the original
data.
The blurring operator in the image domain is usually a linear operator that does a
weighted mean in the nearby pixels. This operator is for nearly all choices of weights
invertible, but the direct approach of solving the linear system is not a good idea, as the
matrix is ill-conditioned. A more complete explanation of deblurring can be found in [14].
2.3. Convex functionals
In this section a short informal introduction to some convex analysis results that will be
needed in the rest of the thesis is done. The proofs are not stated. In [20] there are the
complete proofs of all the results.
Definition 2.1. A setX subset of a vector space is convex if ∀x, y ∈ X,∀t ∈ [0..1](tx+(1−t)y ∈
X . A function (or functional) f : X → R is convex if X is convex and ∀x, y ∈ X, f(tx + (1 −
t)y) ≤ tf(x) + (1− t)f(y).
One of the most important characteristics of the convex functions is that each local min-
imum is the global minimum, so the minimum can be found with simple algorithms such
as gradient descend.
Definition 2.2. The Legendre transform of a function f is noted with f∗ and is defined as:
f∗(u∗) = sup
u
〈u∗, u〉 − f(u)
It has the property that applying two times the Legendre transform yields a convexifi-
cation of the original function. In [1] more information about the Legendre transform and
its applications to computer vision is found.
2.3.1. Subdifferential
Although the convex functions are not always differenciable, they have always a sub-
derivative. The subdifferential is defined as:
∂f(x) = {v | ∀x′ ∈ Xf(x′) ≤ 〈x′ − x, v〉} (2.3)
in other words, the derivative of the function at a point may not be unique. It is easy to
see that a convex function has a global minimum at a point x if and only if 0 ∈ ∂f(x). A
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Figure 2.6.: Each of the figures show the original projection in the image plane of the object
to reconstruct in cyan and on the right the object discretization in pixels made
by the camera. At each pixel the camera will detect the object if the object
projection covers at least half of the camera. The point has the same position
in all images and is only purpose is to make visual identification of the parts
easier.
11
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Figure 2.7.: This is the result of combining the data in 2.6 in a finer grid. The pixels where
3 or more images coincide is coloured in red, while the pixels where exactly 2
images coincide is coloured in pink. Note that this data has a higher level of
detail than each other of the original data.
Figure 2.8.: Figure a) shows a blurred image and Figure b) shows the result of applying a
gaussian deblurring.
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geometrically meaning of the subderivative at a point x is the set of hiperplanes which are
tangent to the graph of the function at that point.
A point x is a global minimum of a convex function f if and only if 0 ∈ ∂f(x)
2.3.2. Concave functions
A function f is concave if −f is convex. Anagolally to convex functions, concave func-
tions are good for solving maximizing problems, as each local maximum is the absolute
maximum.
The subderivative of a concave function is also defined and is the set:
∂f(x) = {v | ∀x′ ∈ Xf(x′) ≥ 〈x′ − x, v〉}
2.3.3. Saddle points
A saddle point of a function f : X ⊂ Rn × Y ⊂ Rm → R is a point (x, y) such that
∀x′ ∈ Xf(x′, y) ≥ f(x, y) and ∀y′ ∈ Y f(x, y′) ≤ f(x, y).
This points are important for solving problems of the form:
min
x
max
y
f(x, y) (2.4)
In general, minx maxy f(x, y) 6= maxy minx f(x, y), but if there is a saddle point, then the
equality is true. Therefore, it is important to know if a set contains a saddle point or not.
Also the primal dual algorithm used to solve our problem converges not to a solution but
to a saddle point (it is later introduced). Assuring the existence of a saddle point is for that
reasons important.
If f(x, y) is a convex-concave function, then under certain hypothesis the existance of a
saddle point can be stated. This is theorem 37.6 of [20].
Theorem 2.3. Let k(x, y) : X × Y → R be a convex-concave function, ie for all ∀x ∈ Xk(x, ·) is
concave and ∀y ∈ Y k(·, y) is convex. If X and Y are both compact in the ordinary topology, then
k has a saddle point cointained in X × Y .
2.3.4. Gamma convergence
Γ-convergence is a convergence for a succession of functionals X → R that has the prop-
erty that is conmutative with minimization problems, so if Fn → F , and xn = arg minFn,
(xn)→ x = arg minF . Here only some results will be shown in a rather informal way. The
complete proofs are available in [3]. In this thesis, X = BV (Ωv, [0..1]) with the topology
induced by the norm BV , defined as ||·||BV = ||·||L1+TV (·).
First, the definition of γ-convergence. There are several more equivalent conditions,
but only this is introduced here. The results also have the additional hypothesis that the
functions are equi-coercive.
Definition 2.4. Let Fn : X → R a sequence of functionals, then Γ− limFh → F if:
i. For all convergence sequences (xn)→ x, lim inf Fn(xn) ≤ F (x)
13
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ii. For each x exists a convergence sequence (xn)→ x so that lim supFn(xn) ≥ F (x)
The gamma convergence is good for optimization problems, as the limit of minimizers
converges to the minimizer of the limit functional.
Lemma 2.5. If Γ− limFh = F , then lim infu Fh(u) = infu F (u) and every limit of a subsequence
is a minimizer of F .
2.4. Special Functions of Bounded Variation
The total variation of a one variable function f : D ⊂ R→ R is defined as:
TV (f) = sup
P⊂P
N∑
i=0
|f(xi+1 − f(xi)| (2.5)
where P is the set of all partitions of the domain of f . When the function f is differen-
tiable, then the total variable is equal to:
TV (f) =
∫
A
| df
dx
(x)|dx (2.6)
And its dual form is:
TV ∗∗(f) = TV (f) = sup
w∈Cinf ,|w|≤1
〈f,∇ · w〉 (2.7)
When the function is of several variables the total variation is defined as in 2.7. The
special functions of bounded variation are the ones that can be expressed as a difference of
two non-decreasing functions. A proof of the previous results can be found in [9]. Notice
that when the image of the function is discrete, the total variation of the function is the
sum of perimeters between the different level sets scaled by the difference.
Total variation is a good regularizer because it does not penalize the roughness of the
change, but only the ”size” the change itself. It is important not to penalize the roughness,
as the characteristic function of the real object presents rough transitions.
14
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Our work uses the well known approach of multi-labeling with total variation regularizer
to solve the 3D reconstruction using the variational approach. Chambolle et al. have ex-
plained in [7] and [6] how to get the variational form of a multi-label problem as well as
the benefits of using it. Our work also uses the work of Handa et al. in [1] to obtain a con-
vexification of our problem. This problem is finally solved with the primal-dual algorithm
of Chambolle in [8].
Our work uses depth maps taken with a kinekt as input. They are part of the benchmark
of Sturm et al. [22] that also provides the trajectory of the camera. The original purpose
of the framework is to test SLAM (Simultanious location and mapping) algorithms. This
algorithms compute simultaniously a 3D reconstruction of the scene and the position of
the camera. Our algorithm just computes the reconstruction of the scene. This decision
was made in order to evaluate only the quality of the reconstruction discarting the errors
made by erroneous location of the camera. Our approach is similar to the reconstruction
part of some SLAM algorithms like the one used by Graber et al. in [13]. Their approach
is more complex as they use a multivalued signed distance while we use a simpler binary
characteristic function.
Superresolution methods have mainly been studied and applied in other fields of com-
puter vision such as texture reconstruction to get better results. A good example of this is
[12], where Cremers et al. use superresolution to obtain a huge augmentation of texture
resolution.The aim of our work is to reproduce the same obtained results they obtained
in the field of geometry reco nstruction. In [24] Pock et al. explain how a generic super-
resolution problem can be dualized in order to get a form that can be computed with a
primal-dual algorithm. Kosarev studies the maximum quality gain produced by superres-
olution in [16].
There are not many examples of superresolution usage in geometry reconstruction. Schuon
and Thrun have already used superresolution in [21, 23]to generate depth maps of higher
resolution joining several low resolution depth-maps. The deblurring operator has not
been used in this methods, as the authors consider that no gain in the quality has been
obtained. The differences from our work is that we study the effect of deblurring in the re-
construction and we also work in a volume 3D domain instead of in a 2 dimensional image.
Our approach is supposed to be more accurate but also more computationally expensive.
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Part II.
Problem statement
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4. Problem definition
In this chapter the specific problem and the exact algorithm that is used to solve it are
introduced. The problem data consists in a set of N depth-maps, for each of them both the
position and orientation of the camera as well as its internal properties are known. In this
chapter and latter on this thesis the integration domains are not always specified. If it is
not specified the domain is the maximum where the function is defined. To improve the
readability the functions parameters are not specified in the integrals.
4.1. Optimization Problem
In this section the actual modelization of the problem is presented. The functional to op-
timize consists in two terms: a regularizer and a data term. The feasible solutions u are
characteristic function so their image is the set {0, 1}.
4.1.1. Data term
The data term is the sum of the data term for each one of the N depth map. It is defined as
the following:
N∑
i=1
|(Au− di)χi| (4.1)
A is the superresolution operator, di the data function and χi the visibility function. All
of them are introduced in the following paragraphs.
Data function di : Ωv → {0, 1} is the interior-exterior function, defined as 1 if the z-
distance from the point is more than the depth of the point and 0 else. Figure 4.1 shows an
example of the data. It is formally defined as:
di(x) =
¨
1 if s(x) ≥ 0
0 if s(x) < 0
(4.2)
Visibility χi is the visibility function of the depth map number i which the fact that no
data can be seen after the object. The intention to this function is to represent the fact that
a depth map can not give any information of the parts of the object that are far behind
the observed depth. For instance, the depth map from position x of the both 2D objects
represented in figure 4.2 would be the same.
Figure 4.3 shows the visibility function that is used for. In this case, the function value
is defined as following:
19
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a
Figure 4.1.: This figure shows the values of the data function in a certain 2D object. The
point represents the position of the camera and the vector its principal axis.
The black line is the object. Note that the value of the function at point a is 1,
even though the point does not belong to the volume. This is due because no
information is known far away behinf the visible boundary.
x x
Figure 4.2.: If the camera is at the point x, the resulting depth map from both objects will
be the same. This means that the information given by a depth map can not
be extrapolated to all the object but should be only taken into account until the
nearby of the visible boundary.
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χi(x) =
¨
1 if s(x) ≤ δv
0 if s(x) > δv
(4.3)
Figure 4.3.: If the camera is in the square with the given orientation, then the visible area is
coloured in light cyan and the non-visible is left white.
This is probably the simplest visibility function, but others more complex can be used.
For example, the visibility function with linear transition has also been implemented, but
the observed changes in the result are minor in respect with the rough transition and has
not used in the rest of the thesis:
χi(x) =

1 if s(x) < δv/2
δv−s(x))
δv/2
if δv/2 ≤ s(x) ≤ δv
0 if s(x) > δv
(4.4)
Superresolution A : BV (Ωv, {0, 1}) → BV (Ωv, [0..1]) is the superresolution operator
that consists in a bounded Gaussian convolution. It is different for each camera and for
each voxel. It is defined as following:
Aiu(x) =
∫
B(0,δ) u(x+ h)exp
(
h2
2σi(x)
)
dh
weight(σi)
(4.5)
σi(x) is the variance and weight(σi) =
∫
B(0,δ) exp
(
h2
2σi(x)
)
dh the total weight so the
weighted mean is well defined. The variance is σi(x) = d(x, pi)k the distance from the
camera times a constant k. Points far from the camera have more uncertainty and more
influenced from their neighbours than points near the camera.
This approach has a problematic situation that makes holes appear. When the super-
resolution operator involves voxels without visibility they do not affect the total count of
interior/exterior voxels. This can cause to uncorrectly mistake interior voxels as exterior
voxels, as it can be seen in figure 4.4. To correct this flaw, the voxels without visibility are
not used in the convolution and the value of the central voxel is used instead. This has
given better results than increasing the range of the visibility function.
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Figure 4.4.: This is a 2D representation of the situation where the error arises. The red
point is the center of the convolution. The area of the convolution is delimited
by the black lines. For simplicity, the convolution is the mean. The orange
lines marks out the visible area, while the cyan area represents the object. If
the original approach is used then the result will be that the point is outside,
as in the convolution there are 4 square inside the voxel, 6 outside and 6 with-
out visibility. The data term solution would say that incorrectly this point is
exterior.
Aiu(x) =
∫
B(0,δ)
(
χi(x+ h)u(x+ h) + (1− χi)u(x))exp(− h22σi(x))
)
dh
weight(σi)
(4.6)
Notice that no operator is needed for the upsampling as it is done implicetely while
recovering the data function by projecting the points to the image.
4.1.2. Regularizer
The regularizer is the total variation of the characteristic function weighted by a factor λ.
The correct value is determined experimentally and depends on how many depth maps
are used and their spacial distribution. With big regularization details are lost and objects
are melted together. If the regularizer is too big then the optimum will be the void solution
which says that there is no object at all. In figure 4.5 it can be seen the effect of too much
regularization.
4.1.3. Feasible set
As explained in chapter 2, the feasible set appropriate to the problem is the functions of
bounded variation. All the considered functions are 0 at the boundary of the volume do-
main.
4.2. Convex relaxation
An arbitrary optimization problem is nearly impossible to exactly solve. On the other
hand, convex functions have the property that every local minimum is a global minimum.
Our optimization problem needs to be relaxed to a convex optimization problem in order
to be solvable. The first thing to do is to convexify the feasible set, which is changed to
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(a) Data only
(b) High regularization
(c) Regularization near∞
Figure 4.5.: This figures shows the depth maps of the reconstruction of a scene with differ-
ent values of λ. It can be seen that the objects tend to be melted in a plane as
the regularizer augments.
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{u : Ωv → [0, 1]}. It is easy to see that both the data term and the regularizer are both well
defined and convex on {u : Ωv → [0, 1]}.
TV (tu1 + (1− t)u2) =
∫
Ωv
|∇(tu1 + (1− t)u2)|dx =
∫
Ωv
|t∇u1 + (1− t)∇u2|dx
And using the triangular inequality, it is less than:∫
Ωv
|t∇u1 + (1− t)∇u2|dx ≤
∫
Ωv
t|∇u1|+(1− t)|∇u2|dx = tTV (u1) + (1− t)TV (u2)
The data is also convex:
Data(tu1 + (1− t)u2) =
N∑
i
∫
|Ai(tu1 + (1− t)u2)− (t+ (1− t))di|χidx
=
N∑
i
∫
|Ai(tu1)− tdi + (1− t)Au2 − (1− t))di|χidx ≤ tData(u1) + (1− t)Data(u2)
After the optimal solution of the convex relaxation has been computed, a projection of
the resulting function to the original feasible set {Ωv → {0, 1}} must be done. The chosen
projection is defined as:
u(x) =
¨
1 if u(x) ≥ 0.5
0 if u(x) < 0.5
(4.7)
This projection is the one that minimizes the L1 norm of the difference u − u. Under
the assumptions that the relaxed problem has been exactly solved, the difference of en-
ergy between the computed solution and the real solution can be bounded. Let E(u) =
Data(u) + λTV (u), u∗ the solution of the convex relaxation problem, u the projection of
this solution and uˆ the solution of the original problem,then the following inequality holds:
E(u∗) ≤ E(uˆ) ≤ E(u)
4.3. Discretization
The problem has to be discretized in order to be treated by a computer. To get a discrete
problem the domains have to be discrete, as well as the functional have to be redefined to
have the discrete functions as domain.
Domain discretization The volume domain is discretised in a finite number of cubic
voxels equally distributed along it. The image domain has already been discretized in
pixels by the camera. Ωhv denotes the set of all the centres of the voxels. To make things
simpler, it is supposed that the domain can be decomposed in a natural number of voxels.
Note that the set of functions Ωhv → R is a finite dimensional vector space, in contrast
with the set of functions Ωv → R. This makes that the cost functional has also to be rede-
fined to have the discrete functions as domain.
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Regularizer The regularizer must be discretized. This means that the continuous gradi-
ent operator has to be replaced by a discrete one. Forward differences has been chosen to
approximate it, considering that the image of the function is 0 when the point lies outside
the reconstruction domain. Once the gradient is defined, the divergence is automatically
defined as its dual:

∇u(i, j, k) = (u(i+ 1, j, k)− u(i, j, k), u(i, j + 1, k)− u(i, j, k), u(i, j, k + 1)− u(i, j, k)t)
∇ · p(i, j, k) = (p(i, j, k)x − p(i− 1, j, k)x) + (p(i, j, k)y − p(i, j − 1, k)y)
+(p(i, j, k)z − p(i, j, k − 1)z)
(4.8)
Notice that as the value of the function u is 0 outside the volume domain Ωv, this defini-
tion is also valid on the boundary voxels.
Data term The data term
∑N
i
∫ |Au− di|χidx is discretized to ∑Ni ∑x∈Ωhv |Au− di|χi.
Convergence Each discrete problem is of the form:
min
u∈ΩhV→R
TV h(u) + Datah(u) (4.9)
This Γ-converges to the continuous functional implying that the solutions energy also
converges to the solution of the continuous functional. The discrete solutions are also near
some solution of the continuous functional. In the article [7] a proof of the convergence of
the total variation functional for 2 dimension can be found but it can be easily adapted to
the 3 dimensional problem.
4.4. Primal Dual algorithm
The primal dual algorithm is a numerical algorithm that finds saddle points of the objective
functional. If there exists a saddle point, it will be a solution of the problem (the solution
may not be unique). Thought there always exists a solution for a optimization problem
with continuous objective function in a compact domain, it is not true that there always
exists a saddle point. With some extra hypothesis the existence of a saddle point can be
guaranteed. A proof of this can be found in [11].
The concrete algorithm used is algorithm 1 described by Chambolle and Pock in [8]
solves the following problem:
inf
u
sup
d
〈u,Kd〉+ F (u) +G∗(d) (4.10)
where K : Y → X is lineal, F : X → R+ convex and G∗ : Y → R concave. The
variable u is called primal, and d is called dual. Primal steps where the primal variables
are actualised and dual steps where the dual ones are. The algorithm is found in algorithm
1.
One remark useful for doing computations is that:
(I + γ∂G∗)−1(q) = arg min
p
(
|p− q|
2γ
+G∗(p))
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Algorithm 1 Generic primal-dual algorithm
u0 ← initial primal
p0 ← initial dual
while Not convergence do
pn+1 ← (I + γ∂G∗)−1(pn + γKun)
un+1 ← (I + τ∂F )−1(pn − τK∗un)
un+1 ← (θ + 1)un+1 − θun
end while
A proof of this can be found in [8].
The primal and dual steps are chosen following the method explained by Pock and
Chambolle in [19]. This choice guarantees convergence.
4.5. Problem to optimize
In order to apply the primal dual algorithm, the problem has to be transformed in an
equivalent one which is easier to solve with the algorithm. The original problem is:
inf
u
∫
|∇u|dx+
N∑
i=1
∫
|Aiu− di|χidx (4.11)
4.5.1. Data term
If the image of each di is a discrete set {valj} the data term can be rewritten as:
inf
u
∫
|∇u|dx =
N∑
i=1
∑
j
|Ai − valj |hjidx (4.12)
where hji is a function whose value is the same as the visibility function χi where di =
valj and 0 if di 6= j.
hji (x) =
¨
χi(x) if di(x) = j
0 if di(x) 6= j (4.13)
In the case that the primal variable is constrained to the interval [0..1], and the image of
each di is {0, 1}, the data term can be written as:
∫ N∑
i=1
h0i |Aiu|+h1i |Aiu− 1|=
∫ N∑
i=1
(h0i − h1i )(Aiu) + h1i (4.14)
This function is linear on u. This is equal to:
∫ N∑
i=1
〈(d0i − d1i ),Aiu〉+ 〈d1i , 1〉
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Using the Hermitian conjugate of Aiu, using the bilinearity of the inner product and
grouping the constant terms with respect u, the data term is equal to:〈
N∑
i=1
A∗i (d0i − d1i ), u
〉
+ cnst (4.15)
As adding constant terms does not change the solution of an optimization problem, the
final data term is:
〈v, u〉,where v =
N∑
i=1
A∗i (d0i − d1i ) (4.16)
Should the data function image different from {0, 1}, the absolute values must be trans-
formed into its dual formulation as explained in [24]. The following scalar equality is used:
∀y ∈ R, |y|= sup
|w|<1
w · y
As the variable u is a function, then the following conversion is done:
N∑
i=1
∫
|Aiu− di|χidx = sup
w
N∑
i=1
∫
(Aiu− di)wiχidx = sup
w
〈wi, χi((Ai)u− di)〉 (4.17)
The problem of this approach is that a dual variable is needed for each of the cameras,
resulting in a huge memory and computation cost. If the operator Ai = Aj for each i, j,
then an histogram approach can be done, needing only one dual variable for each element
of the discretezed image of the data function.
4.5.2. Regularizer term
The primal form of the total variation TV (u) =
∫ |∇u| can not be easily used in the algo-
rithm, so it must be changed to an equivalent form that can be easily fitted in the algorithm.
The total variation is used instead in its dual form:
TV (u) = sup
p∈P
〈u,∇ · p〉 (4.18)
4.5.3. Stopping criterion
As neither the theoretical decreasing rate nor a bound of the distance to the solution are
known, the Cauchy convergence criterion must be used. The execution will stop when
||un+1 − un||1< , for a fixed .
The principal drawback of using this approach is that computing ||un+1 − un||1<  is
costly and bad parallelizable and that even though ||un+1 − un||1→ 0 implies the conver-
gence of the sequence, it is not possible to estimate the error to the exact solution from this.
In order to avoid as many computations as possible the convergence is not checked after
each iteratio but after several iterations.
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4.5.4. Saddle point existence
Theorem 2.3 guarantees the existence of a saddle point, as the functional is concave- convex
and the domain is the cartesian product of two compacts.
4.5.5. Final form
The final form of the problem is:
inf
u
sup
p
〈u,∇ · p〉+ 〈
N∑
i=1
A∗i (d0i − d1i ), u〉 (4.19)
So K = ∇·, F (u) = 〈dˆ), u〉 and G(p) is the convex characteristic function of the set
{p | p ∈ C1(Ωv,R3 ∩ ||p||∞< 1}. Joining with algorithm 1 the final form is algorithm 2
where dˆ) = sumNi=1A∗i (d0i − d1i )
Algorithm 2 Primal dual algorithm
u1 ← 0
u0 ← 0
p← 0
while |un − un−1|<  do
un+1 ← proju:Ωv→[0..1](un + τ∇ · p− τ dˆ)
un+1 ← proj||inf≤1(pn + γ∇(2un+1 − un)
end while
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This chapter explains the decisions done while programming the solver. The code has been
programmed in CUDA to use take advantage of the highly parallelizability of the primal-
dual algorithm. More information about CUDA can be found in [17]. The most important
code optimizations that do not modify the problem are presented. The efficiency is also
discussed.
5.1. Narrow Bands
Exterior
Interior
Figure 5.1.: Narrow band of an object. The light cyan represents the subset of the domain
that belongs to the narrow band. The narrow band decomposes the rest of the
domain in two connected sets, the interior of the object, and the exterior.
In order to reduce the memory and computing time, narrow bands have been imple-
mented. Narrow bands are sustained on the fact that nearly all cameras agree for most
points of the volume domain it is known a priori whether they belong to the volume or
not. This can be used to compute the optimization only in the areas where there is un-
certainty imposing the previous knowledge in the other voxels. This allows to reduce
significantly the memory usage and computational cost. In figure 5.1 there is an example
of the points beloning to a narrow band. The narrow band domain is noted as Ωn.
The narrow band structure is stored as a list of nodes. The nodes are doubly linked with
each of its neighbours in the axis of coordinates. There are two special nodes that represent
the inside and outside of the narrow band. The neighbours of that nodes are themselves.
In figure 5.2 the node structure can be seen. Each of the nodes has the following atributes:
• The indexs of the neighbours in the 6 allineated directions.
• The voxel position, 3 coordinates.
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• The u and uold values.
• The dual variable for the total variation (a vector of dimension 3).
• The coefficient of the data term (scalar).
InteriorExterior
Figure 5.2.: Narrow band as a list of nodes in a 2D model. The brown line represents the
observed surface. The big nodes the special nodes of interior and exterior. The
narrow band continues above and down.
There are two special nodes that do not take part in the optimization: the interior and
the exterior. They represent respectively the voxels that are deep inside the object and
the ones that are far away from the boundary of the object. To make the structure closed
the special nodes are linked with themselves . This voxels have the primal variables fixed
respectively to the values 1 and 0 and both have the dual variable to (0, 0, 0).
A problem may arise to the nodes that have back link to a special node. If their primal
value is different to the primal value of the special node, then the total variation is not cor-
rectly computed. This is caused because the backward differences are taken for computing
the divergence of the dual variable and the dual variable is not correctly defined for the
special nodes. The situation can be seen in figure 5.3. The solution is to create a line of fake
nodes, whose primal variable is fixed but the dual can change. Each time a node would
be linked backwards to a special node it will be linked to a fake node instead. Figure 5.4
shows how the fake nodes are linked to the narrow band.
To compute the narrow band, first of all an histogram is done for every voxel, counting
the number of cameras that see the voxel behind the boundary and the ones that see it
before. Also it is determined whether the voxel belongs to the narrow band, if its distance
to the boundary is less than δnarrow. After that, the links to the other narrow band nodes are
stablished. This process can be done with a coarser grid than the processing one to lower
the memory and computing requirements. If done so, for each coarse voxel belonging to
the narrow band several smaller voxels will be added.
The difficulty in paralleling this process is the part in which the narrow band is actu-
ally created. To allocate the memory for the narrow band the size must be known and
also it is important the order in which the voxels are introduced. This makes difficult the
implementation in CUDA.
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V
Exterior
wx
wy
Figure 5.3.: This figure summarizes the situation in which the total variation is not cor-
rectly computed. The narrow band is a list of nodes in a 2D model. If all the
nodes primal value is 1, then the total variation will be 0. The variable of the
dual variable of the exterior should be
√
2(1, 1), but is (0, 0) instead. As the
exterior is referenced by more than one node, no value can be given of p.
V
Exterior
wx
wy
Figure 5.4.: Solution to the problem described in figure 5.3. The blue nodes are added to
the narrow band and they store the correct value of the dual variable. Their
primal variable is fixed to 0.
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Algorithm 3 Algorithm for computing the narrow band
NarrowBand← ∅
for all x ∈ Ωhv do . This computing can be done in the GPU
if ∃n | dist(x, Sn) < δn then
NarrowBand← NarrowBand ∪ {x}
end if
end for
for all x ∈ NarrowBand do
Search the neighbours of x in the narrow band and link x with them.
If x is linked to a special node by a back link then add the fake node y to the narrow
band instead and link it to x with the correct coordinates.
end for
5.2. Taylor polynomial
To precompute the data it is necessary to compute the dual of the superresolution opera-
tor. This computation is costlier than the computation of the primal operator because for
computing the value at each voxel, the weights of every neighbour in convolution range
has to be known. If narrows bands are not implemented it can be precomputed, but the
implementation of the narrow band makes the things more difficult when the neighbour
whose weight is needed lay outside the narrow band. Computing the exact weight is a
costly operation with cost O(v3), where v is the range of the convolution.
In order to improve the efficiency, the taylor polynomial of the weight considered as a
function of the distance is computed and used. The chosen degree of the polynomial is
9 and the center is the mean distance of the data only solution to the first camera. It has
produced no visible difference between the original exact solution.
Dynamic programming has been used to compute the derivatives of the function exp

− x2km
Ł
with respect m. In the rest of the thesis the variable m is called d, but here is called m in
order to avoid confusion with the differential. By induction can be easily proofed that for
n ≥ 1:
dn
dmn
exp

− x
2
km

=
1
mn
n∑
i=1
ani (−x2/m)i exp

− x
2
km

(5.1)
where ani are defined with the following recursive equation:
a11 = −1
ai0 = 0
ani = −an−1i−1 − (n+ i− 1)an−1i
5.3. Computational and memory complexity
In this section the computational and memory complexity of the process are calculated.
The biggest computational cost is at computing the data term and the memory cost at
computing the narrow band. This would change if the data function image has some
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value different than 0 and 1, making the primal and dual steps really costly (making them
as costly as precomputing the data term).
The following notation is assumed: |Ωhv | is the size of the voxel grid with voxel length h,
|Ωn| is the size of the narrow band, v is the range of the narrow band and N the number of
images.
5.3.1. Initialization
Previously to compute the narrow band, an histogram has to be done counting for every
voxel how many cameras see it before or outside the depth surface. Also it has to be com-
puted if the point lays near the surface for some camera. This has a cost of O(NΩv) and
can be executed on the graphic card. The next step is to create the narrow band struc-
ture, deciding which voxels pertains to the narrow band and linking each node with its
neighbours. This can not be easily parallelized and has a complexity of O(Ωv).
The data function coefficients
∑N
i=1A∗i (h0i − h1i ) has to be computed for each voxel be-
longing to the narrow band. For each node, the v3 neighbouring pixels have to be visited
and a constant amount of work has to be done. The work is constant due to the weight
being approximated by the Taylor polynomial. Should it not be the situation, then an extra
work of O(v3) for each neighbour should be done. Precomputing is not possible, as there
are voxels that lay outside the narrow band. The total amount of work for precomput-
ing the data term is O(N |Ωn|v3). The computing of the taylor polynomial can be done in
O(v3T 2) where T is the degree of the Taylor polynomial. This term can be thrown away of
the cost analysis because it does not depend neither on the number of images nor the size
of the voxel grid.
To sum up, the total computational cost for the initialization is O(N(|Ωv|+|Ωn|v3)) and
requires a minimum memory of O(|Ωn|) to store the narrow band. No auxiliary memory
in the GPU is needed.
5.3.2. Steps
As the data term has already been precomputed, each iteration is quite simple. For each
voxel only the divergence and the gradinet have to be computed, and some of scalar sums
and multiplications, so the temporal cost is constant. This gives a cost of O(|ΩNarrow|),
that can bee done. No extra memory has to be used but the one already used to store the
narrow band. If the data term can not be precomputed then for each iteration the dual
of the superresolution operator has to be computed. This makes the iteration quite costly,
needing O(N |ΩNarrow|v3).
Computing the difference between steps , ||un−un−1||1, in order to know if convergence
has been achieved has a cost of O(|ΩNarrow|+ log2|ΩNarrow|), that can be computed in the
GPU the first term can be done in parallel but the second not. This is not computing at all
iterations but only on a few of them. This allows to discard the term from the asymptotic
analysis.
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Part GPU CPU
Initialize M 3|Ωv|
Computation 0 0
Binarization 0 60|Ωn|
NarrowBand 60|Ωn| 0
Maximum 60|Ωn| 3|Ωv|
Table 5.1.: Memory cost. M refers the number of voxels whose histogramms are computed
at the same time and can be as low as desired.
Part GPU CPU
Initialize O(N(|Ωv|+|Ωn|v3)) O(|Ωv|)
Computation O(|Ωn|) 0
Binarization O(|Ωn|) O(|Ωn|)
NarrowBand 60|Ωn| 0
Maximum O(N(|Ωv|+|Ωn|v3)) 3|Ωv|
Table 5.2.: Computational cost of the algorithm, broken down by parts. |Ωn| refers to the
size of the narrow band, |Ωhv | to the size of the voxel grid and v is the range of
the convolution.
5.3.3. Post processing
During the postprocessing the thresholding of the solution in the spaceBV (Ωv, {0, 1}must
be don as well as computing the boundary of the solution. All of this can be trivially done
in linear time . This takes a total of O(|ΩNarrow|).
5.3.4. Total Cost
The total memory consumption can be seen in 5.1. The narrow bind size is not included in
the parts count as it is needed during all the execution. The total computational complexity
can be seen in table 5.2.
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Results and Discussion
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6. Results
In this chapter the results of several executions are presented. Contrary to the previous
chapters it is based in experimental data rather than in theoretical reasoning. Though
in this section only a few images are show, a lot of executions have been run and only
the more exemplifying of them are shown in this thesis. The lack of ground-truth for
the reconstruction forces the evaluation of the resulting images to be mainly qualitative.
For a better visualization of the images please read the electronic version. The evaluation
consists in computing the exact depth-map of the reconstructed volume from a certain
position. This allows to compare different reconstructions. Another important section of
this part is the memory consumption and the execution time. Although the theoretical
complexity is known it is important to know the exact computing time in a real computer.
A description of the test environment, the used data sets and the used hardware is found
in the appendix B.
6.1. Effect of upsampling
In this part the executions are done without deblurring in order to analyse the effect of
upsampling. The chosen object for this test is the plane. The reasons to choose that dataset
are that it is a small object so its computation is not as costly as a whole scene but has
enough level of details in order to appreciate the effects of superresolution. When it is not
stated otherwise regularization is used. In B.2.1 a complete description as well as color
images of the data set are found.
Results confirm that redundancy in the data allows to produce results with better resolu-
tion that the input depth maps. Figure 6.1 shows that there is a clear relationship between
the density of the data and the quality of the results. The more density of images the better
the result is.
3D reconstruction is highly sensitive to noise in the data. Details are quickly lost due to
the noise. Joining distanced images can produce bad results. In figure 6.2 can be seen that
joining several images produces worse results than joining a few of images even though
they are equally distanced. This is due that the relative error between depth maps increases
with their distance and more noise is introduced when many images are joined.
6.2. Effect of deblurring
In this part the effect of deblurring is analysed. Previous authors have discarted the effect
of deblurring, but we have found that there is a positive effect of deblurring with kinekt
data. If the data is dense, deblurring smooths the boundaries like a regularizer. If the data
is sparse, then deblurring manages to recover some details. This can be seen in figure 6.3.
With the correct choice of the range and variance of the gaussian convolution, deblurring
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(a) RGB image of the plane (b) Example of a input depthmap image
(c) Solution obtained joining 5 images dis-
tanced 4 cm
(d) Solution obtained joining 20 images dis-
tanced 1 cm
Figure 6.1.: This figure shows the effect of upsampling. On the upper row an input depth
map and a color image of the plane can be seen in order to get an idea of how
the result should be. The black pixels mean that no data is available (it lays
outside the reconstruction volume).The lower row shows the result with 5 and
20 images using regularization with λ = 2. Results show that the result is
better when the density of input depth maps is higher. The round detail in the
left wing is recovered.
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(a) Solution obtained joining 40 images dis-
tanced 1 cm
(b) Solution obtained joining 20 images dis-
tanced 1 cm
Figure 6.2.: This figure shows the results obtained joining 20 images and 40 images. The
distance between the cameras is the same in both cases. The results show that
there is a loss of quality in the images where more depth maps were used. The
right wing curve is lost when using more depthmaps.
can be used to get smooth boundaries without losing details. In our experiments a range
of 4 and k = 10 have proven to be the best choice.
6.3. Half-Synthetic data
The effect of superresolution is difficult to appreciate due to the relatively high quality of
the data coming from the kinekt. Details are difficult to distinguish with the naked eye. In
order to study the effects of superresolution, the data has been manipulated to introduce
some error. The results using the original data are used as ground truth.
Downsampled images have been used to see how much level of detail can be recovered.
Their lower quality makes the difference between images easier to distinguish. In this
case there is little difference between using the regularization and both regularization and
deblurring. This results reliability is lower because the data has been artificially down-
sampled, in contrast with the real data used in the previous tests. The resulting image can
be seen in 6.4.
The effect of errors in the trajectory is also analysed. To do that artificial error has been
introduced to the position of the cameras. They have randomly moved to another point
at most 1cm away following an uniform distribution. Results show that using deblurring
makes the quality loss smaller. This can be seen in figure 6.5.
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(a) Solution obtained joining 20 images
without deblurring
(b) Solution obtained joining 20 images with
deblurring
(c) Solution obtained joining 40 images with-
out deblurring
(d) Solution obtained joining 40 images with
deblurring
Figure 6.3.: This figure shows the difference between using and not using deblurring. It
can be seen that the boundary is more curved. Using a regularizer has the
problem that details are lost, in contrary to using deblurring that preserves the
real geometry of the object.
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(a) Sample downsampled data (b) Result obtained using the original data
(c) Result obtained without using deblur-
ring and downsampled data
(d) Result obtained using deblurring and
downsampled data
Figure 6.4.: This figure shows the results obtained using the downsampled data. The result
obtained using deblurring better quality rather than the regularizer only. The
round detail has nearly lost in the regularized result. The right wing curve
(red) is better reconstructed when deblurring is used.
41
6. Results
(a) Result obtained without deblurring and
the noised data
(b) Result obtained with deblurring and the
noised data
(c) Result obtained without deblurring and
the original data
Figure 6.5.: This figure shows the results with the data with noised camera positions. It
can be seen that the detail of the curved wing is lost.
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6.4. Other data sets
The previous tests have been also repeated with other data sets in order to check whether
the results also hold. The data sets are the dice and the teddy bear. More information about
them can be found in B.2. The executions confirm that using deblurring helps to produce
smoother boundaries of the objects and a higher level of details. In figure 6.6 this effect can
be appreciated.
Regularization can smooth the boundary but has the drawback that geometric details are
lost. On the other hand deblurring increases the quality of the details. This can be seen in
figure 6.7. There it can be seen that deblurring manages to get a more round reconstruction
of the eye detail.
6.5. Comparison with other algorithm
There are other algorithms that generate depth map with higher resolution from low res-
olution depth maps. The algorithm described by Thrun et al in [23] has been compared
with our approach. This algorithm has an objective depth map whose resolution will be
improved. Each depth map of the data is back projected into the volume domain and then
projected to the objective depth map. The version of their algorithm that was used for the
comparison uses deblurring, even though it was discarded as they said that no effect was
found. Experiments with the data shows that there is indeed a positive effect with a long
range deblurring. The drawback is that the execution time increases highly to 170 seconds
were needed to mix 30 images and a deblurring range of 3.
Results show that the quality of our algorithm outperforms the image-domain algo-
rithm, as can be seen in image 6.8. Strangely it is also faster, as is stated in the next section.
It must be said that their algorithm generates the whole image while our approach recon-
structs only an object in the scene. Our algorithm however generates the whole 3D model.
6.6. Memory consumption and running time
Though the complexity of the algorithm has already been theoretically discussed, it is im-
portant to see its running time in an actual computer. It is also important to know the
maximum amount of GPU memory that is allocated. In this section the dataset of the
plane will be discussed, sometimes with variations in the size of its voxel grid.
The computing has been splitted in 3 parts: computing the narrow band, computing the
data term and the iterations. The binarization has not been studied due to its simplicity.
Computing the narrow band The narrow band is relatively easy to compute. In the
figure 6.9 it can be seen the size and computing time of the narrow band for different grid
sizes.
Computing the data term The precomputing of the data term is the part that consumes
most of the execution time. The dual of the gaussian convolution has to be computed. The
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(a) Reconstruction of the dice using deblur-
ring and regularization.
(b) Reconstruction of the dice using regular-
ization.
(c) Reconstruction of the teddy bear using
deblurring and regularization.
(d) Reconstruction of the teddy bear using
regularization.
Figure 6.6.: This figure shows the results with different objects. As with the plane, the de-
blurred result shows smoother boundaries. The feet of the teddy bear show
a slightly smoother boundary in the deblurred result. Though not many dif-
ferences can be seen in the teddy bear, a focus in reveal that there are indeed
differences between using and not using deblurring (see figure 6.7).
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(a) Reconstruction of the eye of the teddy
bear using regularization and without
deblurring
(b) Reconstruction of the eye of the teddy
bear using deblurring and low regular-
ization
(c) RGB image containing the eye of the
teddy (blue)
Figure 6.7.: This figure shows the zoom up the upper part of the face of the teddy bear. The
colors have been inverted and rescaled to ease the visualization of the detail.
The white part at the lower part of the image is the snout. The black part in
the middle of the red circle is the right eye of the teddy bear. The lower row
shows a RGB image of the same region. It is much rounder in the result that
uses deblurring. The irregularities in the depth map are due to the irregular
texture skin of the teddy bear.
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(a) Solution using our algorithm
(b) Solution using the algorithm from Thrun et al. The cho-
sen upsampling factor is 2
Figure 6.8.: This figure shows the result given by our algorithm opposed to the algorithm
proposed in [23]. Note that the difference between the left wing and the ground
is clearer in our algorithm. The other algorithm seems to have melted the left
wing of the plane with the surface of the table. The surface boundary is also
smoother.
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Figure 6.9.: This graphic shows the time needed to compute the band for different voxel
grids. It follows that most important factor is the voxel grid and not the num-
ber of images.
process is divided in two parts: first the Taylor polynomial is computed and after that the
dual of the operator is applied to the vector containing the data function.
The first part can not be computed in parallel and has to be done in the CPU. The com-
puting time has always been less than 10 ms. The weight precomputing time is indepen-
dent of the size of the narrow band and the number of photos, so can be considered as a
constant.
The actual computation of the data term is done in the GPU. The main properties that
affect it are the size of the narrow band, the number of images and the convolution range.
Iterations The iterations are easy to analize, as they are the same for every execution. Al-
ways less than 10000 iterations have been needed to achieve convergence. More iterations
are needed when the regularizer constant is bigger.
Memory consumption The maximum memory usage is for storing the narrow band. It
has a total of 15 floats per element of the band or 60 bytes. The size of the narrow band
varies on the number of images used and the distance between them. In figure 6.12 the
effect can be seen the effect of the grid on the size of the narrow band. The data set is also
important as well as the dimensions of the voxel grid, as can be seen in figure 6.13.
At the precomputing the original volume can be cropped into several pieces so they can
be computed one at a time, adapting the memory consumption to the available memory.
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Figure 6.10.: This figure shows the execution time of the data term against the range of the
convolution. Notice that the log-log graphic shows that the complexity with
respect to the range of the convolution is less than cubic. This can be due to a
better parallellization when the convolution range or a better success rate in
the cache.
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Figure 6.11.: This graphics shows the relationship between the number of iterations and
the time needed to execute it. The relationship is clearly lineal.
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Figure 6.12.: Size of the narrow band with different number of grid sizes and photos. The
chosen data set is the plane. The growth is approximately linear with resp
to the size and to then number of photos. The latter may be explained due
to each new image adds a part of the object that was not visible. If enough
images are added, the size of the narrow band should stabilize.
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Figure 6.13.: This graphics shows the size of the narrow band against the distance between
the photos. In all the cases there are 10 images in a grid of 2563. It shows that
the more space between photos, the more memory is needed.
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7.1. Discussion
Results show that there are benefits produced by using the described superresolution op-
erator. The boundaries of the objects are smoother and their transition is sharper. Not only
upsampling but also deblurring have a positive effect in the quality of the result with the
used data. As the positive effects of upsampling are already known and accepted, most of
the discussion is about the effects of deblurring.
The main improvement in quality observed in real data is making the boundaries smoother.
The result is similar to the one obtained by using a strong regularizer even when little or
no regularizer is used. There may be small differences, but the lack of geometry ground
truth makes difficult to decide which version is the most accurate. Superresolution needs
redundant information to work. If there is not enough data available regularizing gives
better results. On the other hand, superresolution has managed to palliate the loss of qual-
ity resulting of mixing distanced depth maps.
The approach without superresolution is very sensible to small errors in the data and
details are lost with little perturbations. When noise have been added to the camera po-
sitions or the cameras are distanced deblurring has proven to be useful to recover details
that have been lost due to the noise. Deblurring effect is also seen clearer when downsam-
pled is used. With only a few images the original resolution is restored, outperforming by
far the algorithm that does not use deblurring. We can conclude that deblurring makes the
algorithm more tolerant to noise.
An explanation of this effects is that with deblurring the data influences not only a voxel
but also the nearby voxels. Due to the noise, a point of the real world may be back pro-
jected to different voxels by two different cameras. If no deblurring is done then this data
redundacy will be lost while deblurring will manage to detect that there is a high density
of occupied voxels in that section.
The optimizations done to the algorithm make the problem treatable in a reasonable
time. Without them the iteration time would be as costly as the precomputing time. The
current state of the algorithm allows to attempt an online reconstruction for convolution
with range 1 with a powerful computer. In order to do that the postprocessing part has
to be improved. Bigger values of the convolution range force the superresolution to be
computed offline.
7.2. Future work
Results encourage doing more work on geometry superresolution. More choices of the
superresolution operator could be studied. This algorithm admits with little change any
linear operator. The main objective of this thesis is to test the effect of superresolution in
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geometry reconstruction. In order to make the test as accurate as possible, all the other
components have been kept as simple as possible in order that their effect in the result is
minimal.
The actual data term is quite simple. It would be interesting to expand it to represent
better the reality. Using signed distances as proposed by Bylow et al in [5] may give better
results. The main problem of this approach is that it would make impossible the precom-
puting of the data term and the data term would need to be dualized, making the algo-
rithm much more costly. Another possible improvement to the visibility function is to give
more reliability to the voxels that are seen directly by the camera and discard the voxels
that are only tangentially seen. Also other choices for the regularizer can be studied.
The current state of the algorithm works with known trajectory and static scene. It can
be tried to make the algorithm a part of another algorithm that solves a more complex
problem, such as tracking or optical flow.
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A. Software components
The programme has been designed using the modula design pattern. Each module co-
incides with a functionality of the programme. The programme has been made so it is
compatible with some of the oldest versions of CUDA, in which the extern linking for
variables is not supported. In figure A.1 a module diagram of the programme is found.
Basic functionalities This module contains basic functions and data structures that should
be accessed from all the other modules. It contains the narrow band structure, as well as
the math functions such as divergence and gradient and the needed structures to work
with vectors and quaternions. It also contains the coordinate changes functions between
the image domain and the volume domain.
The cuda functions for handling errors are also defined here.
Compute This module is responsible for the iterations of the primal dual iterations and
the convergence checking.
Images input/output This module is used to read and write images and trajectory infor-
mation. The interpolation to make the timestamps match is also done here. The library
lodepng is used ([25]) to read and write png images from a file.
Initialization This module is the responsible of computing the narrow band and the data
term.
Parameters This module contains all the variables and constants that should be accessi-
ble from all the other parts of the programme. It also contains the computing of the taylor
polynomial.
Postprocessing This module is responsible of doing the threshold, compute the bound-
ary of the narrow band and store it in disk.
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Figure A.1.: Module diagram of the programme.
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B.1. Evaluation tools
In this sections the tools used for evaluating the executions of the algorithm. The used
hardware is a computer with 32 GB of RAM memory, a Intel®Core™i7-3770 CPU @ 3.40GHz
processor and a NVIDIA®Tesla™C1060.
B.1.1. GUI interface
An interface in QT has been implemented to help the analysis of results. This tool allows
to enter the problem parameters through the graphic interface and display the resulting
depth maps. It also allows to make zoom in the parts of the image and rescale the depth
values.
Depth Map
Once the reconstruction is done, then the depth map of the reconstructed object from a
certain point can be computed. This allows to compare the output depth map with the
input ones and get an idea of how the reconstructed surface looks like. Algorithm 4 shows
how the depth map is computed.
Algorithm 4 Compute depth map
Foto← inf
for all x ∈ NarrowBand do
pixel← projectivity−1 ◦R(x)
pixelDepth← R(x).z
Foto[pixel]← min(Foto[pixel], pixelDepth)
end for
B.1.2. GL viewer
A simple OpenGL viewer has been developed for evaluating the result. The viewer dis-
plays a coloured surface and allows to rotate around it with 3 degrees of freedom, as well
as doing zoom and move the viewing point. The color is obtained from several cameras,
as described in algorithm 5
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Algorithm 5 Load color
for all x ∈ narrowBand do
rgb← (0, 0, 0)
n← 0
for all c ∈ Cameras do
pixel← pic(x)
if |Rx3 − distanceCamera(pixel)|< δ then
n← n+ 1
rgb← rgb+ colorc[pixel]
end if
end for
color[x] = rgbn
end for
Characteristic Value
Voxel grid 256× 256× 256
Depth map resolution (approx) 70× 60
Distance between voxels 1.75 mm
Distance from camera (approx) 1.33 m
Camera Freiburg3
Table B.1.: Characteristics of the plane
B.2. Testing envioronment
The depth data used in this thesis is sampled from a Kinect . The data is described in [22],
as well as instructions of how to download and use the data. The sampling device has
an accelerometer, a depth camera and a rgb camera. Both cameras have a resolution of
640× 480 pixels.
Each dataset has depth maps, color images as well as the trajectory and information of
the camera parameters. Unfortunately, the sampling moments of the depth maps, images
and trajectory do not coincide. In order to make them coincide, the data is linearly inter-
polated between two consecutive timestamps, so one can acquire an approximation of the
depth maps at the moments in which the position and orientation of the camera is known.
Several objects has been used to test the superresolution method. Here is a description
of their main properties.
B.2.1. Plane
This is the object used in most of the tests. It is a relative flat and small object, fact that helps
to do the computations. Another important thing is that its boundary is more complex
than the simple dice, thing that allows to be used to test whether there have been or not
improvements in the quality of the details. The technical characteristics can be found in
table B.1 and example images in figure B.1.
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(a) RGB photo of the plane (b) Depth map of the plane
Figure B.1.: This figure contains a depth map and a RGB photo of the plane. Both images
are taken from the dataset. Notice that the left wing can not be barely distin-
guished from the surface and the right wing is heavily pixelized
Characteristic Value
Voxel grid 256× 256× 256
Depth map resolution (approx) 60× 60
Distance between voxels 1.75 mm
Distance from camera (approx) 2.29331
Camera Freiburg3
Table B.2.: Characteristics of the teddy bear
B.2.2. Dice
The dice is a simple cubic object that belongs to the desk. Its main flaw is its lack of details,
so the augment of resolution can not be easily observed. The technichal characteristics can
be found in table B.2 and example images in figure B.2.
B.2.3. Teddy
The teddy bear is a relatively big object in the sense that it occupies most of the depth map.
It has several details in the head, but they appear with a relatively high resolution in the
initial data, so it is not a good reference for testing the superresolution. The right eye of
the teddy is reconstructed using superresolution. It has also details in its feet.
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(a) RGB photo of the dice (b) Depth map of the dice
Figure B.2.: This figure contains a depth map and a RGB photo of the dice. Both images
are taken from the dataset. Notice the low quality of the input depth map.
Characteristic Value
Voxel grid 1024× 1024× 1024
Depth map resolution (approx) 300× 480
Distance between voxels 0.35 mm
Distance from camera (approx) 0.88 m
Camera Freiburg3
Table B.3.: Characteristics of the teddy bear
(a) RGB photo of the teddy bear (b) Depth map of the teddy bear
Figure B.3.: This figure contains a depth map and a RGB photo of the teddy bear. Both
images are taken from the dataset. Notice the wrinkles in the shirt that can be
appreciated RGB photo, but they are not visible in the depth map.
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