Abstract-In this paper, we consider an amplify and forward half-duplex two-way-relay wireless communication system. For such a system, we estimate the channel information using a particular test signal set. The actual transmitted signal from a normalized square QAM constellation is then detected by choosing the symbol in the QAM constellation closest in distance to it. We derive an error probability which is found to be signal dependent for this system. An optimum design problem under a transmission power constraint based on this signal dependent asymptotic formula is then formulated leading to the optimum transmission power condition. Simulations show that under this optimum power transmission condition the system indeed yields optimum performance.
I. INTRODUCTION
Recently, two-way relay networks have attracted much research interest [1] - [3] due to their potential applications in cellular networks and peer-to-peer networks. Techniques, such as physical layer network coding (PNC) [4] , [5] and memoryless relay strategies [6] have been considered for twoway relay channels. Also, for the relay, both amplify-and forward (AF) [7] - [9] and decode-and-forward (DF) [10] , [11] protocols developed for one-way relay channels have been extended to additive white Gaussian noise (AWGN) two-way relay channels.
In this paper, we consider a two-way relay system in which two source terminals communicate with each other through a relay node using an AF protocol. The main advantage of this system is that both end terminals can cancel the interference generated by its own transmission. In particular, in the following work we assume that the amplification coefficient a, is unity, i.e. a = 1. The channel coefficients are fast changing, but are fixed for at least 6 time slots, after which they may change to new independent values which are then fixed for at least another 6 time slots, and so on. The operation of the system takes on the sequence such that the end terminals first estimate the channel characteristics within the first 4 time slots, and then, the transmitted information signals are received and estimated using the rest of the time slots. For the channel estimation process of this two-way system, we employ the efficient and straightforward least-square (LS) estimation method [12] .
Following from the above, we derived a signal dependent asymptotic formula for the error probability for this twoway relay system. The probability of error for a standard QAM constellation can be found in [13] in a Gaussian noise environment. However, for our system model, noise is depending on both the channel information and the transmission signal. Here, we derive the asymptotic probability of error for the signal-dependent noise environment suitable for our model. This asymptotic formula verifies that full diversity gain is achieved. Finally, under a power constraint for the pilot signals, we arrive at a solution of the optimum transmission power for the information signals.
II. SYSTEM MODEL Figure 1 . Two-Way Relay System Fig. 1 illustrates the relay system considered in this paper. Two end terminals, T and T r , exchange information via the relay node R. This process takes place in two stages: 1) The first stage is the multiple access (MAC) phase in which both terminals simultaneously send a symbol to the relay node. 2) The second stage is the broadcasting phase in which the relay amplifies and forwards the received signals back to both the terminals T and T r . Let h and g denote the respective channel gains from T to R and from T r to R during this process. Both h and g are assumed to be independent, zero-mean, circularly symmetric, complex, Gaussian (CSCG) random variables having unit variance. In addition, all channel coefficients are assumed to be fixed for at least 6 time slots, after which they may change to new independent values which then remain fixed for at least another 6 time slots and so on. The information signals transmitted are assumed to be selected with equal probability from a normalized square QAM constellation.
Due to the symmetry of this two-way relay system, the following discussion will focus only on the development of the signal at the left terminal T , knowing that the signal on the right terminal will have a similar expression. ___________________________________ 978-1-4673-2197-6/12/$31.00 ©2012 IEEE Thus, during the first time slot, both terminals transmit testing signals to the relay node. The received signal at the relay node can be written as
where x 1 and y 1 are testing signals transmitted from terminal T and T r respectively, and n 1 is the additive noise in the first time slot. In particular, we set x 1 = √ p 1 and y 1 = 0, with p 1 being the transmission power of signal x 1 . During the second time slot, the relay node R amplifies and forwards its received signal r 1 of Eq. (1) to both terminals T and T r . Thus the received symbol at left terminal is
where η 1 is the noise in the transmission path from the relay node R to T during the second time slot.
In the third and fourth time slots, we follow the same transmission pattern. However, we set the testing signal x 2 = 0 and y 2 = √ q 1 where q 1 is the transmission power of signal y 2 . Thus, the received signal at the relay and the subsequent received signal at the left transmitter are respectively
where n 2 is the total additive noise received by the relay node during the third time slot transmission from both end terminals, and η 2 is the noise in the transmission path from R to T during the fourth time slot. We assume all additive noise in the transmission channels to be independent and identically distributed (IID) zero mean circular Gaussian with variance σ 2 . The channel information h 2 and hg can now be estimated using these two received signals z 1 and z 2 such that arg min
whereĥ 2 and hg are estimated value of h 2 and hg respectively. After this channel estimation process, in the following two time slots we transmit information symbols that are equally probable from a normalized square QAM constellation. Thus, the received signal is given by
where
p 2 and q 2 are the transmission power for the signal x and y respectively such that the constraints on the transmission power are p 2 = 1 − p 1 , q 2 = 1 − q 1 , and n and η are respectively the noise in the transmission path from the two end terminals to the relay node R and from R to T . We can regard η in Eq (4) as noise. Thus, from the expression of η in Eq. (5), we can obtain the variance of the noise as
III. PROBABILITY OF ERROR Suppose at the receiver, we use a detection such that the signal in the signal set closest to the received signal is determined to be the detected signal. Let ξ = |h| 2 and let Q being a normalized square M -ary QAM constellation with Q c , Q e and Q i being the group of the corner points, edge points and inner points respectively. Then, for a given channel realization ξ and a given received testing signal z 2 , the error probability which is defined as the probability of deciding in favor ofŷ = y,ŷ and y ∈ Q, is given by [14] 
2 sin 2 θ dθ for t ≥ 0, and d = 2 √ q 2 |z 2 |/ q 1Ē being the minimum distance of the constellation such thatĒ denotes the average symbol energy for an M -ary QAM constellation. To evaluate the probability of errorP e , we find the joint density function f (z 2 , ξ) = f (z 2 |ξ)f (ξ), and then average Eq. (6). From Eq. (3), given ξ, and with g, n 2 , η 2 assumed zero-mean Gaussian with corresponding variances, the conditional density function of the z 2 takes on the form
Also, since h is a zero mean complex Gaussian random variable with unit variance, then the PDF of ξ is exponential [15] , i.e., f (ξ) = e −ξ for 0 ≤ ξ ≤ ∞. Thus, the average error probability is the expected value of P (e|ξ, z 2 ) taken with respect to ξ and z 2 using f (z 2 |ξ) and f (ξ), i.e.
To evaluate the average probability of error in Eq. (7) for the two-way-relay system we need the following two lemmas: Lemma 1: The approximate average of the Q-function with respect to the channel estimation signal is given by:
where ρ is the signal to noise ratio defined as 1 σ 2 , and,
with γ being the Euler constant and
Lemma 2: The approximate average of the Q 2 function with respect to the channel estimation signal is given by:
where,
The proofs of the above lemmas can be found in [16] . Applying Lemma 1 and Lemma 2 to Eq. (7), after some simplifications, we obtain the following theorem and corollary: Theorem 1: The error probability for the left terminal receiver of the two-way-relay system given by Eq. (7) has the following asymptotic form:
where, C 0 =Ē 4q2
π . E c , E e and E i are the corner energy, edge energy and inner energy respectively. This theorem can be verified by simple calculation and thus, its proof is omitted.
Corollary 1: Parallel to theorem 1, we obtain asymptotic formula of the error probability for the right side of the twoway relay system as:
IV. OPTIMUM TRANSMISSION POWER
In the previous section, we have derived the asymptotic formula of the error probability for both terminals. Our goal in this section is to find a combination of transmission power which yields minimum error probability subject to a total transmission power constraint. Since these error probabilities depend on the transmission signals, in the following, we consider our optimization problem under two separate power loading conditions.
Average power loading optimization
In this case, since we are transmitting from an M -ary QAM constellation in which each signal may have different power, thus, we take the average of the error probability for all signals from both left and right terminals. This results in a signal independent error probability equation such that,
with A1 =Ē 4
Imposing the power constraints p 1 = 1 − p 2 and q 1 = 1 − q 2 into Eq. (12), our design problem becomes min p2,q2
Taking derivatives of Eq. (13) with respect to p 2 and q 2 , and equating both results to zero, we have
Solving the above two equations, the unique optimum solution is arrived at when
We observe from the objective function, at each endpoints (p 2 = q 2 = 0, and p 2 = q 2 = 1), the function F goes to infinite. Thus, we conclude that our optimum point is the minimum point.
Worst-case power loading optimization
In this case we try to minimize the worst case error probability caused by a given transmission signal. Referring to Eqs. (10) and (11), we see that the probabilities of error are dominated by the energy of the signals, |x| 2 and |y| 2 . Therefore, the worst error probability is caused by the signal containing the maximum energy in the square QAM, i.e., the signal at one of the corner points. Substituting the corresponding energy equation to Eq. (10) and Eq. (11), we obtain
). Similar to the first case, we impose the power constraints p 1 = 1 − p 2 , and q 1 = 1 − q 2 . This yields the objective functions for the worst-case power loading case Φ (p 2 , q 2 ) and Φ r (p 2 , q 2 ) respectively for the left and right terminals. We now compare these two error probabilities so that we may obtain the conditions under which one is greater than the other. Thus, we write
It can be shown [16] that for Φ (p 2 , q 2 ) greater than Φ r (p 2 , q 2 ), we have 0 ≤ q 2 ≤ p 2 ≤ 1. Under this condition, our design problem becomes
Taking derivative with respect to p 2 , we have
Since Eq. (17) is always positive, we can conclude that Φ (p 2 , q 2 ) is an increasing function with respect to p 2 . Thus, the minimum error probability occurs at minimum power p 2 . Now, q 2 ≤ p 2 , hence minimum power occurs at p 2 = q 2 . Substitute this condition into Eq. (15a), we obtain
Equating the derivative of Φ (q 2 ) with respect to q 2 to zero, we have
This equation leads to the condition of minimum error probability so that
Comparing Eqs. (14) and (18), we note that even the optimum conditions for the two cases are similar such that p 2 = q 2 , the actual transmission power in the two cases are different due to different optimizaion criteria. Due to the symmetry of this system, we can conclude that the domain for Φ r (p 2 , q 2 ) ≥ Φ (p 2 , q 2 ) is 0 ≤ p 2 ≤ q 2 ≤ 1 leading to the same optimum condition of q 2 = p 2 as in Eq. (18).
V. SIMULATION RESULTS In this section, we compare the error performance of this two-way relay system operating at optimum transmission power for both cases of average and worst-case power loadings with the error performance of same system operating at other transmission power values. The comparison is evaluated under different SNR. The system is tested with transmitted signals being selected from the 4-QAM and 16-QAM constellations. The channel g and h are assumed to be CSCG random variables with unit variance, and the noise is IID with variance σ 2 . The SNR is defined as ρ = 1 σ 2 . At the receiver, we employ a detection such that we choose the QAM symbol closest to the received signal as the detected symbol. The performance comparison of the different cases is shown in Figs. 2 to 5 , for which the optimum transmission power are p 2 = q 2 = 0.414, p 2 = q 2 = 0.414, p 2 = q 2 = 0.417, and p 2 = q 2 = 0.376, respectively. It can be observed that in all the cases, the optimized system yields the best performance. In this paper, we analyzed the performance of AF halfduplex two-way relay system. In particular, we derive the probability of error which is signal dependent. Using this error probability expression, we also examine the optimum transmission power design problem under a certain power constraint. Since the error probability is signal dependent, the optimization problem is studied in two cases: average power loading optimization and worst-case power loading optimization. The optimum solutions for both cases are derived. Computer simulations verify that these conditions indeed yield 
