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ON ALMOST EVERYWHERE CONVERGENCE OF TENSOR
PRODUCT SPLINE PROJECTIONS
MARKUS PASSENBRUNNER AND JOSCHA PROCHNO
Abstract. Let d ∈ N and f be a function in the Orlicz class L(log+ L)d−1 de-
fined on the unit cube [0, 1]d in Rd. Given knot sequences ∆1, . . . , ∆d on [0, 1],
we first prove that the orthogonal projection P(∆1,...,∆d)(f) onto the space of
tensor product splines with arbitrary orders (k1, . . . , kd) and knots ∆1, . . . ,∆d
converges to f almost everywhere as the mesh diameters |∆1|, . . . , |∆d| tend
to zero. This extends the 1-dimensional result in [9] to arbitrary dimensions.
In a second step, we show that this result is optimal, i.e., given any “bigger”
Orlicz class X = σ(L)L(log+ L)d−1 with an arbitrary function σ tending to
zero at infinity, there exists a function ϕ ∈ X and partitions of the unit cube
such that the orthogonal projections of ϕ do not converge almost everywhere.
1. Introduction and Main results
The notion of splines is originally motivated by concepts used in shipbuilding
design and was first introduced by Schoenberg in his 1946 paper [13] to approach
problems of approximation. The particular interest in tensor product splines,
besides a purely mathematical one, is due to their various applications in high-
dimensional problems. For instance, in statistics they are used in non-parametric
and semi-parametric multiple regression where high-dimensional vectors of covari-
ates are considered for each observation (see, e.g., [16]) and in the approximation
of finite window roughness penalty smoothers [6]. In data mining they appear
in predictive modeling with multivariate regression splines in form of popular
MARS or MARS-like algorithms [17]. Further applications appear in problems
related to high-dimensional numerical integration. With this paper we contribute
to a better understanding of the theoretical aspects of tensor product splines.
One of the major mathematical achievements in the last years is Shadrin’s
proof of de Boor’s conjecture [15], where he showed that the max-norm of the
orthogonal projection P∆ onto spline spaces of arbitrary order k with knots ∆ is
bounded independently of the knot-sequence ∆. In particular, this result implies
the Lp-convergence (1 ≤ p < ∞) of orthogonal spline projections, i.e., for all
f ∈ Lp[a, b],
P∆(f)
Lp
−→ f,
provided the mesh diameter |∆| tends to zero. A similar result holds for the
L∞-norm if one replaces the space L∞ with the space of continuous functions.
Recently, in [9], Shadrin and the first named author extended this result. They
were able to prove that the max-norm boundedness of P∆ implies the almost
everywhere (a.e.) convergence of orthogonal projections P∆(f) with arbitrary
knot-sequences ∆ and f ∈ L1[a, b], provided that the mesh diameter |∆| tends
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to zero. Their proof is based on a classical approach where a.e. convergence is
proved on a dense subset of L1 and where it is shown that the maximal projection
operator is of weak (1, 1)-type. The main tool in the proof of this theorem is a
sharp decay inequality for inverses of B-spline Gram matrices.
This leaves open the natural question of a corresponding result in higher di-
mensions. In a first step in this work, we extend the 1-dimensional result obtained
in [9] to arbitrary dimensions d ∈ N, where the function f , defined on the unit
cube in Rd, belongs to the Orlicz class L(log+ L)d−1 (details are given below). In
a second step, and this is the main result of this paper, we prove that this is in
fact optimal.
Let us present our results in more detail. We write P∆ for the orthogonal
projection operator from L2[0, 1]
d onto the linear span of the sequence of tensor
product B-splines and denote by |∆| the maximal directional mesh width. The
first result of this article is the a.e. convergence of P∆f to f for the Orlicz class
L(log+ L)d−1:
Theorem 1.1. Let f ∈ L(log+ L)d−1. Then, as |∆| → 0,
P∆f → f a.e..
The second and main result of this work shows that this result is optimal:
Theorem 1.2. For any positive function σ on [0,∞) with lim inft→∞ σ(t) = 0,
there exists a non-negative function ϕ on [0, 1]d such that
(i) the function σ(ϕ) · ϕ · (log+ ϕ)d−1 is integrable,
(ii) there exists a subset B ⊂ [0, 1]d of positive Lebesgue measure and a se-
quence of partitions (∆n) of [0, 1]
d with |∆n| → 0 such that, for all x ∈ B,
lim sup
n→∞
|P∆nϕ(x)| =∞.
The paper is organized as follows. In Section 2 we present the notation and
notions used throughout this work and present some preliminary results. In Sec-
tion 3, we then give the proof of Theorem 1.1. The proof of Theorem 1.2, showing
the optimality of Theorem 1.1, is presented in Section 4. We conclude the paper
in Section 5 with some final remarks and an open problem that we consider to
be of further interest.
2. Notation and Preliminaries
In this section we introduce the notation used throughout the text and present
some background material such as a multi-dimensional version of Remez’ inequal-
ity, which we will use later, and recall the definition of tensor product B-splines.
2.1. General notation. We write card[A] to denote the cardinality of a set A.
The symbol | · | will be used for the modulus, the mesh width and the Lebesgue
measure and the meaning as well as the dimension of the Lebesgue measure will
be always clear from the context. Given a compact metric space M , we denote
by C(M) the space of continuous functions on M . As usual, for 1 ≤ p ≤ ∞ and
a measure space (E,Σ, µ), we denote by Lp(E) the space of (equivalence classes
of) measurable functions f : E → R for which
‖f‖Lp(E) :=
(∫
E
|f |p dµ
)1/p
<∞
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for 1 ≤ p <∞ and
‖f‖L∞(E) := inf{ρ ≥ 0 : µ(|f | > ρ) = 0} <∞
when p = ∞. We will also write ‖f‖p instead of ‖f‖Lp(E) when the choice of E
is clear from the context. More generally, given a convex function M : [0,∞) →
[0,∞) with M(0) = 0, the set of all (equivalence classes of) measurable functions
f : E → R such that, for some (and thus for all) λ > 0,∫
E
M
(
|f |
λ
)
dµ <∞,
is called Orlicz space associated with M and is denoted by LM (E). This space
becomes a Banach space when it is supplied with the Luxemburg norm
‖f‖M = inf
{
λ > 0 :
∫
E
M
(
|f |
λ
)
dµ ≤ 1
}
.
In this work, we consider functions f defined on the unit cube [0, 1]d, which belong
to the Orlicz space L(log+ L)j, i.e., |f |(log+ |f |)j is integrable over [0, 1]d with
respect to Lebesgue measure, where log+(·) := max{0, log(·)}. More information
and a detailed exposition of the theory of Orlicz spaces can be found, for instance,
in [8, 7, 10, 11].
2.2. Remez’ inequality for polynomials. We will need the following multi-
dimensional version of Remez’ theorem (see [4, 1]). If p(x) =
∑
α∈I aαx
α is a
d-variate polynomial where I is a finite set containing d-dimensional multiindices,
the degree of p is defined as max{
∑d
i=1 αi : α ∈ I}. Recall that a convex body in
R
d is a compact, convex set with non-empty interior.
Theorem 2.1 (Remez, Brudnyi, Ganzburg). Let d ∈ N, V ⊂ Rd a convex body
and E ⊂ V a measurable subset. Then, for all polynomials p of degree k on V ,
‖p‖L∞(V ) ≤
(
4d
|V |
|E|
)k
‖p‖L∞(E).
We have the following corollary:
Corollary 2.2. Let p be a polynomial of degree k on a convex body V ⊂ Rd.
Then ∣∣{x ∈ V : |p(x)| ≥ (8d)−k‖p‖L∞(V )}∣∣ ≥ |V |/2.
Proof. This follows from an application of the above theorem to the set E = {x ∈
V : |p(x)| ≤ (8d)−k‖p‖L∞(V )}. 
2.3. Tensor product B-splines. We will now provide some background infor-
mation on tensor product splines. For more information we refer the reader to
[14, Section 12.2]. Let d ∈ N and for µ ∈ {1, . . . , d}, let kµ be the order of poly-
nomials in the direction of the µ-th standard unit vector in Rd, where the order
of a univariate polynomial refers to the degree plus 1. For each such µ, we define
a partition of the interval [0, 1] by
∆µ = (t
(µ)
i )
nµ+kµ
i=1 , nµ ∈ N,
where, for each i < nµ + kµ and j ≤ nµ,
t
(µ)
i ≤ t
(µ)
i+1 and t
(µ)
j < t
(µ)
j+kµ
,
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as well as
t
(µ)
1 = · · · = t
(µ)
kµ
= 0 and 1 = t
(µ)
nµ+1
= · · · = t
(µ)
nµ+kµ
.
A boldface letter always denotes a vector of d entries and its coordinates are
denoted by the same letter, for instance n = (n1, . . . , nd), k = (k1, . . . , kd), or
∆ = (∆1, . . . ,∆d). We let (N
(µ)
i )
nµ
i=1 be the sequence of B-splines of order kµ on
the partition ∆µ with the properties
suppN
(µ)
i =
[
t
(µ)
i , t
(µ)
i+kµ
]
and N
(µ)
i ≥ 0 and
nµ∑
i=1
N
(µ)
i ≡ 1.
The space that is spanned by those B-spline functions consists of piecewise poly-
nomials p of order kµ with grid points ∆µ, which satisfy the following smoothness
conditions at those grid points: if the point t occurs m times in ∆µ, the function
p is kµ − 1 −m times continuously differentiable at t. In particular, if m = kµ,
then there is no smoothness condition at the point t.
The tensor product B-splines are defined as
Ni(x1, . . . , xd) := N
(1)
i1
(x1) · · ·N
(d)
id
(xd), 1 ≤ i ≤ n,
where 1 is the d-dimensional vector consisting of d entries equal to one and where
we say that i ≤ n, provided that iµ ≤ nµ for all µ ∈ {1, . . . , d}. Furthermore,
P∆ is defined to be the orthogonal projection operator from L2[0, 1]
d onto the
linear span of the functions (Ni)1≤i≤n with respect to the standard inner product
〈·, ·〉. This operator can be naturally extended to L1-functions since B-splines are
contained in L∞ (cf. Lemma 3.4 below). For µ ∈ {1, . . . , d}, we define the mesh
width in the direction of µ by |∆µ| := maxi
∣∣t(µ)i+1 − t(µ)i ∣∣ and the mesh width by
|∆| := max
1≤µ≤d
|∆µ|.
3. Almost everywhere convergence
In this section, we prove Theorem 1.1 on a.e. convergence. Its proof follows
along the lines of the 1-dimensional case proved in [9] and is based on the standard
approach of verifying the following two conditions that imply a.e. convergence of
P∆f for f ∈ L(log
+ L)d−1 (see [5, pp. 3-4]):
(a) there is a dense subset F of L(log+ L)d−1 on which we have a.e. conver-
gence,
(b) the maximal operator P ∗f := sup∆ |P∆f | satisfies some weak type in-
equality.
Let us now discuss the latter two conditions (a) and (b) in more detail. Concerning
(a), we first note that for d = 1, Shadrin proved in [15] that the 1-dimensional
projection operator P∆ is uniformly bounded on L∞ for any spline order k, i.e.,
‖P∆‖∞ ≤ ck,
where the constant ck ∈ (0,∞) depends only on k and not on the partition ∆.
A direct consequence of this result and of the tensor structure of the underlying
operator P∆ is that this assertion also holds in higher dimensions:
Corollary 3.1. For any d ∈ N there exists a constant cd,k ∈ (0,∞) that only
depends on d and k such that
‖P∆‖∞ ≤ cd,k.
In particular, cd,k is independent of the partitions ∆.
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This can be used to prove uniform convergence of P∆g to g for continuous
functions g, provided |∆| tends to zero:
Proposition 3.2. Let g ∈ C
(
[0, 1]d
)
. Then, as |∆| → 0,
‖P∆g − g‖∞ → 0.
Therefore, we may choose F to be the space of continuous functions on [0, 1]d,
which is dense in L(log+ L)d−1 (see, e.g., [7, Chapter 7]).
We now turn to the discussion of condition (b) and define the strong maximal
function MSf of f ∈ L1[0, 1]
d by
MSf(x) := sup
I∋x
1
|I|
∫
I
|f(y)|dy, x ∈ [0, 1]d,
where the supremum is taken over all d-dimensional rectangles I ⊂ [0, 1]d, which
are parallel to the coordinate axes and contain the point x. The strong maximal
function satisfies the weak type inequality
(3.1) |{x : MSf(x) > λ}| ≤ cM
∫
[0,1]d
|f(x)|
λ
(
1 + log+
|f(x)|
λ
)d−1
dx,
where |A| denotes the d-dimensional Lebesgue measure of the set A and cM ∈
(0,∞) is a constant independent of f and λ (see, for instance, [3] and [18, Chapter
17]). In order to get this kind of weak type inequality for the maximal operator
P ∗, we prove the following pointwise estimate for P∆ by the strong maximal
function:
Proposition 3.3. There exists a constant c ∈ (0,∞) that only depends on the
dimension d and the spline orders k such that, for all f ∈ L1[0, 1]
d, x ∈ [0, 1]d
and all partitions ∆,
|P∆f(x)| ≤ c ·MSf(x).
We will now present the proof Theorem 1.1 and defer the proofs of Proposi-
tions 3.2 and 3.3.
Proof of Theorem 1.1. Let f ∈ L(log+ L)d−1 and define
R(f, x) := lim sup
|∆|→0
P∆f(x)− lim inf
|∆|→0
P∆f(x).
Let g ∈ C
(
[0, 1]d
)
. Since, by Proposition 3.2, R(g, x) ≡ 0 for continuous functions
g, and because P∆ is a linear operator,
R(f, x) ≤ R(f − g, x) +R(g, x) = R(f − g, x).
Let δ > 0. Then, by Proposition 3.3, we have
|{x : R(f, x) > δ}| ≤ |{x : R(f − g, x) > δ}|
≤ |{x : 2c ·MS(f − g)(x) > δ}|.
Now we employ the weak type inequality (3.1) for MS to find
|{x : R(f, x) > δ}| ≤
cM
∫
[0,1]d
2c · |(f − g)(x)|
δ
(
1 + log+
2c · |(f − g)(x)|
δ
)d−1
dx.
By assumption, the expression on the right-hand side of the latter display is finite.
Choosing a suitable sequence of continuous functions (gn) (first approximate f
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by a bounded function and then apply Lusin’s theorem), the above expression
tends to zero and we obtain
|{x : R(f, x) > δ}| = 0.
Since δ > 0 is arbitrary, R(f, x) = 0 for a.e. x ∈ [0, 1]d. This means that P∆f
converges almost everywhere as |∆| → 0. It remains to show that this limit
equals f a.e.. This is obtained by a similar argument as above replacing R(f, x)
by | lim|∆|→0 P∆f(x)− f(x)|. 
The rest of this section is devoted to the proofs of Propositions 3.2 and 3.3.
Proof of Proposition 3.2. By Corollary 3.1, P∆ is a bounded projection operator
and so, for all functions h in the range of P∆, we have
‖P∆g − g‖∞ ≤ ‖P∆(g − h)‖∞ + ‖h− g‖∞ ≤ (1 + cd,k)‖g − h‖∞.
Taking the infimum over all such h,
(3.2) ‖P∆g − g‖∞ ≤ (1 + cd,k) · E∆(g),
where E∆(g) is the error of best approximation of g by splines in the span of
tensor product B-splines (Ni)1≤i≤n. It is known that
E∆(g) ≤ c ·
d∑
µ=1
sup
hµ≤|∆µ|
sup
x
|(D
kµ
hµ
gµ,x)(xµ)|,
where gµ,x(s) := g(x1, . . . , xµ−1, s, xµ+1, . . . , xd) and Dhµ is the forward difference
operator with step size hµ (see, for instance, [14, Theorem 12.8 and Example
13.27]). This is the sum of moduli of smoothness in each direction µ of the func-
tion g with respect to the mesh diameters |∆1|, . . . , |∆d|, respectively. As these
diameters tend to zero, the right-hand side of the above display also tends to
zero since g is continuous. Together with (3.2) this proves the assertion of the
proposition. 
Next we present the proof of Proposition 3.3. It is essentially a consequence
of a pointwise estimate involving the Dirichlet kernel of the projection operator
P∆. With the notation
I
(µ)
i :=
[
t
(µ)
i , t
(µ)
i+1
]
, I
(µ)
ij := convexhull
(
I
(µ)
i , I
(µ)
j
)
, µ ∈ {1, . . . , d},
its 1-dimensional version, where we suppress the superindex (µ), reads as follows:
Lemma 3.4 ([9], Lemma 2.1). Let K∆ be the Dirichlet kernel of the projection
operator P∆, i.e., K∆ is defined by the equation
P∆f(x) =
∫ 1
0
K∆(x, y)f(y) dy, f ∈ L1[0, 1], x ∈ [0, 1].
Then K∆ satisfies the inequality
|K∆(x, y)| ≤ Cγ
|i−j||Iij |
−1, x ∈ Ii, y ∈ Ij ,
where C ∈ (0,∞) and γ ∈ (0, 1) are constants that depend only on the spline
order k.
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Proof of Proposition 3.3. We first note that the estimate given in Lemma 3.4
carries over to the Dirichlet kernel K∆ of P∆ for dimension d, which is defined
by the relation
(3.3) P∆f(x) =
∫
[0,1]d
K∆(x, y)f(y) dy, f ∈ L1[0, 1]
d, x ∈ [0, 1]d.
Indeed, since P∆ is the tensor product of the 1-dimensional projections P∆1 , . . . , P∆d ,
the Dirichlet kernel K∆ is the product of the 1-dimensional Dirichlet kernels
K∆1 , . . . ,K∆d . Thus, Lemma 3.4 implies the inequality
(3.4) |K∆(x, y)| ≤ Cγ
|i−j|1|Iij|
−1, x ∈ Ii, y ∈ Ij,
where we set
|i− j|1 :=
d∑
µ=1
|iµ − jµ|, Ii :=
d∏
µ=1
I
(µ)
i , Iij :=
d∏
µ=1
I
(µ)
ij ,
and C ∈ (0,∞) and γ ∈ (0, 1) are constants only depending on d and k.
Let x ∈ [0, 1]d and i be such that x ∈ Ii and |Ii| > 0. By Equation (3.3),
|P∆f(x)| =
∣∣∣∣
∫
[0,1]d
K∆(x, y)f(y) dy
∣∣∣∣ =
∣∣∣∣
∑
1≤j≤n
∫
Ij
K∆(x, y)f(y) dy
∣∣∣∣.
Using estimate (3.4) on the Dirichlet kernel, we obtain
|P∆f(x)| ≤ C
∑
1≤j≤n
γ|i−j|1
|Iij|
∫
Ij
|f(y)|dy,
where C ∈ (0,∞) is the constant in (3.4). Since Ij ⊂ Iij and x ∈ Ii ⊂ Iij, we
conclude
|P∆f(x)| ≤ C
∑
1≤j≤n
γ|i−j|1MSf(x),
which, after summing a geometric series, concludes the proof. 
4. Optimality of the result
In this section, we prove the optimality result, Theorem 1.2. The choice of the
function ϕ is based on the following result of Saks [12]:
Theorem 4.1. For any function σ : [0,∞) → [0,∞) with lim inft→∞ σ(t) = 0
there exists a non-negative function ϕ := ϕσ on [0, 1]
d such that
(i) the function σ(ϕ) · ϕ · (log+ ϕ)d−1 is integrable,
(ii) for all x ∈ [0, 1]d,
lim sup
diam I→0, I∋x
1
|I|
∫
I
ϕ(y) dy =∞,
where lim sup is taken over all d-dimensional rectangles I, which are par-
allel to the coordinate axes and contain the point x.
We will show that the same function ϕ, constructed in the proof of the previous
theorem, also has the properties stated in Theorem 1.2. The definition of ϕ rests
on a construction due to H. Bohr that appears in the first edition of [2, pp. 689-
691] from 1918 for dimension d = 2. Let us begin by recalling Bohr’s construction
and Saks’ definition of the function ϕ.
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Bohr’s construction. Let N ∈ N and S := [a1, b1]×[a2, b2] ⊂ R
2 be a rectangle.
Using the splitting parameter N , we define subsets of this rectangle as follows:
I
(1)
j :=
[
a1, a1 +
j(b1 − a1)
N
]
×
[
a2, a2 +
b2 − a2
j
]
, 1 ≤ j ≤ N.
The part S \
⋃N
j=1 I
(1)
j consists of N −1 disjoint rectangles to which we apply the
same splitting as we did with S (see Figure 1). This procedure is carried out until
the area of the remainder is less than |S|/N2. The remainder is again a disjoint
union of rectangles J (1), . . . , J (r). Thus, we obtain a sequence of rectangles whose
union is S,
(4.1) I
(1)
1 , . . . , I
(1)
N ; I
(2)
1 , . . . , I
(2)
N ; · · · ; I
(s)
1 , . . . , I
(s)
N ; J
(1), . . . , J (r).
I
(1)
1
I
(1)
2
I
(1)
3
I
(1)
4
I
(1)
5
δ(1)
I
(2)
1
I
(2)
2
I
(2)
3
I
(2)
4
I
(2)
5
δ(2)
Figure 1. First sets in the enumeration (4.1) for N = 5.
We can generalize this construction to arbitrary dimensions d as follows: first,
notice that the corners of the rectangles I
(1)
j , 1 ≤ j ≤ N , lie on the curve (x −
a1)(y − a2) = (b1 − a1)(b2 − a2)/N = |S|/N . Given a rectangle S := [a1, b1] ×
· · ·× [ad, bd], d > 2, we consider rectangles similar to I
(1)
j whose corners lie on the
variety (x1 − a1)(x2 − a2) · · · (xd − ad) = |S|/N
d−1. For a1 = · · · = ad = 0 and
b1 = · · · = bd = 1, we can write those rectangles using d− 1 parameters as
Ij1,...,jd−1 :=
[
0,
j1
N
]
× · · · ×
[
0,
jd−1
N
]
×
[
0,
1
j1 · · · jd−1
]
for 1 ≤ j1, . . . , jd−1 ≤ N. The volume of the union over all those sets is approxi-
mately (
logN
N
)d−1
,
which can be seen by integration of the function xd =
(
Nd−1x1 · · · xd−1
)−1
over
the rectangle [1/N, 1]d−1. In what follows, it is important that in Bohr’s construc-
tion we only choose those rectangles Ij1,...,jd−1 for which the product j1 · · · jd−1 is
less than or equal to N so that the volume V1 of their union is still approximately
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N1−d logd−1N while the volume V2 of their intersection equals N
−d. Therefore,
the quotient V1/V2 is of the order N log
d−1N . This is crucial for the construction
of the function ϕ in Theorem 4.1.
The function ϕ from Theorem 4.1 is constructed in [12] in such a way that it
satisfies the following additional properties:
Theorem 4.2. The function ϕ from Theorem 4.1 can be chosen in such a way
that there exist a sequence (εi)i∈N ∈ (0,∞)
N and a sequence (Ci)i∈N of rectangular
coverings of [0, 1]d such that
(i) the function σ(ϕ) · ϕ · (log+ ϕ)d−1 is integrable,
(ii) the sequence (εi)i∈N converges to 0,
(iii) for each i ∈ N, Ci = (Rij)
Mi
j=1 with
⋃Mi
j=1Rij = [0, 1]
d we have diamRij <
1/i and
1
|Rij |
∫
Rij
ϕ(x) dx > ε−1i , for all j ∈ {1, . . . ,Mi},
(iv) for each i ∈ N there exist Li, Ni ∈ N and a partition (Sij)
Li
j=1 of the
unit cube [0, 1]d consisting of rectangles with diameter ≤ 1/i such that for
all j ∈ {1, . . . , Li}, the subcollection of rectangles in Ci that intersect Sij
is given by the rectangles in (4.1) (or its higher dimensional analogue)
corresponding to Sij and the splitting parameter Ni.
Let PI be the orthogonal projection operator onto the space of d-variate poly-
nomials of order (k1, k2, . . . , kd) on the rectangle I. We now use Remez’ inequality
to prove that |PIϕ| is large on a large subset of I as long as
1
|I|
∫
I ϕdy is large
enough. This is the first important step in proving (ii) of Theorem 1.2.
Lemma 4.3. Let I ⊂ Rd be a rectangle. Then, there exists a constant ck ∈ (0,∞)
only depending on the polynomial orders k = (k1, . . . kd) so that for all positive
functions f on I there exists a subset A ⊂ I with measure |A| ≥ |I|/2 such that,
for all x ∈ A,
|PIf(x)| ≥
ck
|I|
∫
I
f(y) dy.
Proof. PI is the orthogonal projection operator onto the space of d-variate poly-
nomials of order (k1, k2, . . . kd) on I. Therefore, the characteristic function χI is
contained in the range of PI and we have
〈PIf, χI〉 = 〈f, χI〉.
Hence, in fact, ‖PIf‖L∞(I) ≥ |I|
−1
∫
I f(y) dy. Consequently, Corollary 2.2 implies
the assertion. 
Considering the properties of ϕ in Theorem 4.2, the previous proposition
applied to ϕ shows that for any element I ∈ Ci, there exists a subset A :=
A(I) ⊂ I with measure ≥ |I|/2, on which |PIϕ| ≥ c/εi for a constant c ∈ (0,∞)
only depending on the polynomial orders (k1, . . . , kd). In Lemma 4.4, we ensure
that the union over those sets A still has large enough measure relatively to the
measure of the union over all I ∈ Ci. In order to obtain that, we will use the
special structure indicated by Bohr’s construction as well as (iv) of Theorem 4.2.
Lemma 4.4. For all j1, . . . , jd−1 ∈ {1, . . . , N}, let
Ij1,...,jd−1 =
[
0,
j1
N
]
× · · · ×
[
0,
jd−1
N
]
×
[
0,
1
j1 · · · jd−1
]
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and Λ = {(j1, . . . , jd−1) : j1 · · · jd ≤ N}. For λ ∈ Λ, let Aλ ⊂ Iλ be a Borel
measurable subset of Iλ so that
|Aλ| ≥ c|Iλ| =
c
Nd−1
for some absolute constant c ∈ (0,∞). Then there exist constants c1, c2 ∈ (0,∞)
that depend only on c and d so that∣∣∣ ⋃
λ∈Λ
Aλ
∣∣∣ ≥ c2
( logN
N
)d−1
≥ c1
∣∣∣ ⋃
λ∈Λ
Iλ
∣∣∣.
Proof. Let M ∈ N to be specified later and define q := 1/M . Define the index set
Γ = {(Mk1 , . . . ,Mkd−1) ∈ Λ : k1, . . . , kd−1 ∈ N0}.
Then, we can estimate∣∣∣ ⋃
λ∈Λ
Aλ
∣∣∣ ≥ ∣∣∣ ⋃
λ∈Γ
Aλ
∣∣∣ ≥∑
λ∈Γ
|Aλ| −
1
2
∑
λ,µ∈Γ
λ6=µ
|Aλ ∩Aµ|
≥ c
∑
λ∈Γ
|Iλ| −
1
2
∑
λ,µ∈Γ
λ6=µ
|Iλ ∩ Iµ|.
Now we observe that card[Γ] = card[{k ∈ Ns0 :
∑s
j=1 kj ≤ L}] =
(⌊L⌋+s
s
)
where
L = logM N , s = d− 1 and ⌊L⌋ denotes the largest integer smaller than or equal
to L. Therefore, card[Γ] ≥ Cs log
d−1
M N for some positive constant Cs depending
only on s. Thus,
(4.2)
∣∣∣ ⋃
λ∈Λ
Aλ
∣∣∣ ≥ c · Cd−1
( logM N
N
)d−1
−
1
2
∑
λ,µ∈Γ
λ6=µ
|Iλ ∩ Iµ|.
Next, observe that if λ, µ ∈ Γ have the form λ = (M ℓ1 , . . . ,M ℓd−1) and µ =
(Mm1 , . . . ,Mmd−1),
|Iλ ∩ Iµ| = N
1−dq
∑d−1
i=1
(
max(ℓi,mi)−min(ℓi,mi)
)
,
which, by summing geometric series and noting that the condition λ 6= µ implies
the existence of at least one index i ∈ {1, . . . , d− 1} so that λi 6= µi, yields
∑
λ,µ∈Γ
λ6=µ
|Iλ ∩ Iµ| ≤
q
(1− q)d−1
∑
λ∈Γ
N1−d ≤
q
(1− q)d−1
( logM N
N
)d−1
.
Inserting this inequality in (4.2), we obtain∣∣∣ ⋃
λ∈Λ
Aλ
∣∣∣ ≥ (c · Cd−1 − q
2(1 − q)d−1
)
·
( logM N
N
)d−1
.
We can choose M = 1/q (depending only on c and d) sufficiently large to guaran-
tee that c ·Cd−1−
q
2(1−q)d−1
≥ c ·Cd−1/2. Then the assertion of the lemma follows
with the choice c2 = c · Cd−1/(2 log
d−1M). 
Bringing together the above facts, we are now able to prove our optimality
result:
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Proof of Theorem 1.2. We subdivide the proof into two parts. In the first part, we
show that for all points x in a set of positive measure there exists a sequence (In) of
intervals containing x whose measure tends to zero and such that |PInϕ(x)| → ∞.
Based on that observation, we construct the desired sequence of partitions in the
second step.
Step 1: Since Theorem 4.1 proves the integrability condition (i) of Theorem 1.2,
we only need to prove (ii), i.e., the existence of a set B ⊂ [0, 1]d with positive
Lebesgue measure and of a sequence (∆n) of partitions such that for all x ∈
B, lim supn→∞ |P∆nϕ(x)| = ∞. We fix i ∈ N and consider the corresponding
covering Ci of [0, 1]
d from Theorem 4.2. Then, we define
Bi :=
{
x ∈ [0, 1]d : there exists a rectangle I ∈ Ci with x ∈ I
and |PIϕ(x)| ≥ ck/εi
}
,
where ck ∈ (0,∞) is the constant that appears in Lemma 4.3 and (εi) is the
sequence from Theorem 4.2. Recall that εi → 0 as i → ∞. We will show that
|Bi| ≥ c > 0 for all i ∈ N and some suitable constant c ∈ (0,∞).
Let I ∈ Ci. Due to Theorem 4.2, we have diam I ≤ 1/i and
1
|I|
∫
I
ϕdx ≥ ε−1i .
Thus, Lemma 4.3 provides a set A(I) ⊂ I with |A(I)| ≥ |I|/2 such that, for all
x ∈ A(I),
|PIϕ(x)| ≥
ck
εi
.
This means that A(I) ⊂ Bi. For fixed j let (I
(ℓ)
m ), (J (ℓ)) be the collections of
rectangles (4.1) contained in Ci forming a covering of Sij (see Theorem 4.2, part
(iv)). As a consequence of the latter bound, Lemma 4.4 and the fact that the
rectangles J (ℓ) are disjoint, we find
|Sij ∩Bi| ≥
∑
ℓ
∣∣∣
Ni⋃
m=1
A(I(ℓ)m )
∣∣∣+∑
ℓ
|A(J (ℓ))|
≥ c1
∑
ℓ
∣∣∣
Ni⋃
m=1
I(ℓ)m
∣∣∣+ 1
2
∑
ℓ
∣∣J (ℓ)∣∣ ≥ c2 |Sij | ,
where c2 := min
{
c1,
1
2
}
. Consequently,
|Bi| =
Li∑
j=1
|Sij ∩Bi| ≥ c2
Li∑
j=1
|Sij | = c2
∣∣[0, 1]d∣∣ = c2 .
Since all sets Bi satisfy this uniform lower bound, the set B := lim supnBn has
positive measure as well, because
|B| = lim
n
∣∣∣∣
⋃
m≥n
Bm
∣∣∣∣ ≥ lim sup
n
|Bn| ≥ c > 0 .
Step 2: We now proceed with the construction of the desired sequence of par-
titions (∆n). Let (Rij)
Mi
j=1 be the rectangles contained in the collection Ci. For
1 ≤ j ≤ Mi, we define the partition ∆
(i,j) = (∆
(i,j)
1 , . . . ,∆
(i,j)
d ) such that each
Rij is a grid point interval of ∆
(i,j) and, for µ ∈ {1, . . . , d}, the µ-th coordinate
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projection of the vertices of Rij has multiplicity kµ in the partition ∆
(i,j)
µ . We
give this multiplicity condition in order to have, for all x ∈ Rij ,
P∆(i,j)f(x) = PRijf(x), f ∈ L1[0, 1]
d.
Other knots of the partition ∆(i,j) are chosen arbitrarily, with the only condition
|∆(i,j)| ≤ 1/i. Observe that this is possible since diamRij ≤ 1/i. Now we define
the sequence (∆n) as
(∆n) :=
(
∆(1,1), . . . ,∆(1,M1),∆(2,1), . . . ,∆(2,M2), . . .
)
.
Observe that this sequence of partitions is not nested. In order to prove the
assertion of the theorem, we fix some x ∈ B. By definition of B, for infinitely
many indices i ∈ N, there exists a rectangle Riℓi in the collection Ci such that
x ∈ Riℓi , diamRiℓi ≤ 1/i , and |P∆(i,ℓi)ϕ(x)| = |PRiℓiϕ(x)| ≥ ck/εi. Therefore,
since εi → 0, we have, for all x ∈ B,
lim sup
n→∞
|P∆nϕ(x)| =∞.
This completes the proof of the theorem. 
5. Final remarks and open problems
It is natural to ask whether the rather general structure of the partitions ∆,
whose mesh diameter tends to zero in Theorem 1.1, can be relaxed to obtain
a.e. convergence for a larger class than L(log+ L)d−1. A result in this direction is
supported by the fact that in the case of piecewise constant functions, we get a.e.
convergence for all L1-functions provided the underlying sequence of partitions
is nested. This holds as the sequence of projection operators applied to an L1-
function then forms a martingale. Although at first it seems that approaching
this problem for general spline orders under the same framework should lead to a
positive or negative answer, we must say that it is far from clear if such a result
holds. On the other hand, it is unclear how to generalize Saks’ construction from
[12] to this setting, since the sequence of partitions constructed in the proof of
Theorem 1.2 is not nested.
We close this work with the following open problem:
Problem 1. Is it true that the a.e. convergence in Theorem 1.1 holds for all
f ∈ L1 under the assumption that the sequence of partitions is nested?
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