Grinberg's theorem is a necessary condition for the planar Hamilton graphs. In this paper, we use cycle bases and removable cycles to survey cycle structures of the Hamiltonian graphs and derive an equation of the interior faces in Grinberg's Theorem. The result shows that Grinberg's Theorem is suitable for the connected and simple graphs. Furthermore, by adding a new constraint of solutions to the equation, we find such solutions can be a necessary and sufficient condition for finding Hamiltonian graphs. We use the new constraint to improve the edge pruning technique and obtain a polynomial time algorithm for finding a Hamiltonian cycle in the connected and simple graphs.
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cycle space with symmetric difference of C 1 and C 2 (C 1 ⨁C 2 = C 1 ⋃C 2 − C 1 ⋂C 2 ) as an addition of cycles C 1 and C 2 . The dimension of the cycle space is equal to E − V + 1. A cycle basis of G is defined as a basis for the cycle space of G which consists entirely of cycles. S. MacLane first used cycle bases to study the combinatorial condition for a graph being planar [9] . Since cycle bases of graphs have a variety of applications in science and engineering, then minimum cycle bases have a special meaning [10, 11] . In 1987 J. D. Horton presented a polynomial time algorithm to find a minimum cycle basis of a graph [12] . From then on the algorithms have been improved [11] . Based on the property of cycle bases and the advancements of the algorithms, we use these two notions in this paper. As matter of fact, there have no differences between a cycle basis and a minimum cycle basis in our research. We use the minimum cycle bases here just for the sake of that it is fundamental to solving the Traveler salesman problem. Therefore, in this paper, a cycle means one in the minimum cycle basis. Note that the given graph considered in Theorem 1.1 is a finite planar graph consisted of elementary cycles partitioned into two kinds, interior and outer faces. Whenever adding a chord into an interior face, it will generate two new faces. If using a cycle to replace a face, we will obtain the same result. It seems that there have no changes for Theorem 1.1 whatever use faces or cycles and actually no references about Theorem 1.1 associated with cycle bases have been found. On the other, the study of removable cycles in connectivity of a graph was initiated by A. M. Hobbs [13] . A cycle C in graph G is called removable if G − E C is 2-connected. The following interests concentrated on the study of connectivity associated with removable cycles [14, 15] , however, the latest results are still limited to the sufficient conditions [16, 17, 3] , which means that it is difficult to determine Hamiltoncity of the graphs even if keeping the 2-connectivity unchangeable. As a result, there have few issues on removable cycles in studying the Hamilton problem and being relevant to Grinberg's Theorem.
In our research, by substituting faces with cycles, we analysis the combinatorial relations of cycles in a cycle basis of a graph, and derive the same equation associated with interior faces in Theorem 1.1, that is Therefore, the following corollary holds, Gringberg Equation of G and the co-solutions set equal to the removable cycles set.
For determining whether or not the co-solutions set equal to the removable cycles set, we improve the backtracking algorithms of Hamiltonian graphs using an approach of edge pruning. It is well known that the key of the edge pruning technique is the constraints based upon the rules of constructing a Hamiltonian cycle (most of the rules are necessary conditions) [18] . The method in our algorithm Since some notions are used only in the corresponding section, then it is convenient to give those definitions separately. The terminology and notions not defined in this paper can be found in [19] , [20] or [21] . The following sections are arranged as follows. 
Suppose that G is a Hamiltonian graph. Since a Hamiltonian cycle in G can be represented by the symmetric difference of a subset of cycles in a cycle basis of G, then by set operations we can derive this subset such that the union of every pair of disjoint cycles is null. Let V a ∩ V b denote the terms only of that the value of the intersection of every pair of joint cycles is 2. Thus, equation (2.1) can be written as
Since the number of pair of joint cycles is F − 1, and V a ∩ V b = 2, then we have
is the sum of all subsets of vertices, that is
Where 
2.5
Using equation (2.3) and (2.5) to substitute the corresponding terms in equation
According to the definition of a Hamiltonian cycle, there have V equals to C and it is clear that i can be replaced by interior faces ′ i , then we have
.
2.7
Equation ( 2) there are two edges of R = 1 not adjacent;
3) the number of non-inner vertices is greater than or equal to 3, though there is only one edge of R = 1; 4) there have neither edges of R = 1 nor boundary vertices; 5) there have no edges of R = 1 but have boundary vertices.
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Ta b le 2.2.1-1 5 cas es no t s a tisfied the co nd itio n s o f a r emo va ble cycle
In Table 2 .2.1-1, for the first three cases, it obviously violates the rules of constructing a Hamiltonian cycle when deleting cycle C. For the fourth case, since it is uncertain whether cycle C is removable or not, we say cycle C is an uncertain cycle. Case 5) can be partitioned into two sub-cases. The first one is that all vertices of C are the boundary. Since cycles circumjacent C are irremovable and no edges of R = 1, then we say C is an irremovable cycle; the later one is that there are nonboundary vertices on cycle C which could be removable or irremovable (see Lemma 2.2.3 and Theorem 3.1), so it belongs to an uncertain cycle.
In the view of the elements of a graph, we can list six combinatorial structures of irremovable cycles that violate the rules (see Table 2 .2.1-2), who have three characterizations on a common vertex that 1) there are two edges of R = 1 on the same cycle;
2) there have both edges of R = 1 and edges of R ≥ 3;
3) there have more than and equal to three R = 1 edges. Clearly, these characterizations imply that not less than 3 edges are forced edges for Hamiltonian cycles. Let P denote the number of such edges on a common vertex of irremovable cycles. Then, it is easy to have Lemma 2.2.1 Ever y graph with P ≥ 3 is not Hamiltonian.
In this paper, we call P ≥ 3 an essential constraint to the algorithm of Hamilton graphs.
A new constraint and some lemmas
In the proof of the theorem 1.2 (see section 2.1), we suppose that the terms which the union of every pair of disjoint cycles is null are zero in the given cycle set.
This implies that ever y pair of joint cycles satisfies that the number of common vertices is 2. We call such cycle set a 2-common-vertex set. In a graph G, there have two kinds of subsets of a 2-common-vertex set, a 2-common-vertex set with common edges or that without common edges. For the case of two joint cycles, if it is a 2-common-vertex set without common edges, then there appears an area between two cycles, see Figure 2 .2.2-1. In a cycle basis of a graph, this area is a cycle having boundary vertices but no boundary edges, marked C K , which has three characterizations, that is Since every two bases for a graph G can transform mutually [12] , then the following lemma holds,
Lemma 2.2.2-2
In a 2-common-vertex set, if C K ≠ 0 then P ≥ 3. 
Proof

Lemma 2.2.2-5
If there have P ≥ 3 and C K ≠ 0 in a 2-common-vertex set, then co-solution set ≠ removable cycles set.
Proof
For a given 2-common-vertex set with P ≥ 3 or C K ≠ 0, in case of P ≥ 3 the given set does not satisfy equation (2.7), so we have co-solution set ≠ removable cycles set. In case of C K ≠ 0, by Lemma 2.2.2-2, it means there has P ≥ 3 in given set, and clearly, we have co-solution set ≠ removable cycles set. ∎
The proof of Theorem 1.3
Proof According to Lemma 2.2.2-4, we have co-solution set = removable cycles set. In addition, by Lemma 2.2.2-5, we have co-solution set ≠ removable cycles set.
Hence, the theorem holds.∎
the new algorithm
Different from the constraint in the existing edge pruning techniques, by adding a new constraint, in this paper, we present an improved edge pruning technique, in which deleting an edge depends on removing a cycle and removing a cycle depends on the choice of removable cycles in the co-solution set under the conditions of P ≤ 2 and C K = 0. By Theorem 1.3, the running result is either the co-solution set equals to the removable cycles set or not equals to.
Preliminaries
In a cycle basis of a graph G, K is a boundary vertex of degree ≥ 4. If there is a cycle C passed through K, on which there have boundary vertices but no boundary edges, we call C and all the cycles combining with common vertices and edges C set. If removing a set of cycles from a C set results in a Hamiltonian set, we say C is dismantlable. Let S c refer to a solution of a C set, and S′ c a co-solution set. We have Theorem 3.1 C = C K if and only if C ∈ S′ c and C is not dismantleable
Proof It is evident that a C set is simple to determine its Hamiltoncity. Based upon such a fact we only need to discuss the following.
For a C set, if C is a co-solution cycle ( C ∈ S′ c ) and C is dismantlable, then the C set is Hamiltonian by deleting a set of cycles, therefore C ≠ C K . If C is not dismantlable, then the C set is not Hamiltonian. It implies that C has non-boundary vertices and we cannot convert them to the boundary vertices. So C = C K . ∎
A new algorithm for Hamiltonian graphs and its complexity
By Corollary 1.1, a no-solutions-graph is not Hamiltonian. So, the graphs considered here are the solutions-graphs. Let G denote a cycle set having solutions. if removable cycles set = co-solution set, then G is Hamiltonian;
if removable cycles set ≠ co-solution set, then G is not Hamiltonian;
Exit sub-module 1 /* find the minimum cycle basis from the set of cycles */ Refer to [12] sub-module 2 /* find the solutions of the set of cycles */ Refer to [23] sub-module 3 /* check the dismantlability of the cycle C */ S1 find a cycle C on the vertex K and C set /* Here C is candidate of C K */ S5 Back to S8 of the main module; Table 3 .2 The program consisted of the main mod ule and 4 sub-modules
Our algorithm consists of the main module and four sub-modules.
The sub-module 1 has a polynomial time algorithm [12] . The sub-module 2 is a procedure for solving a single linear Diophantine equation, which has been shown to have a polynomial time algorithm [23] .
The sub-module 3 includes three sequent steps. That is to certain the unique solution for C set, to check whether the preselected cycle is an irreplaceable co-solution cycle or not, and to determine whether a Hamiltonian cycle exists in the C set or not so that we can confirm cycle C on vertex K is dismantlable or not. The time taking in the first step is to resemble quite closely that of the sub-module 2. In the second step, we should compare the co-solution cycles with the preselected cycle which takes the time less than that of E(C)-V(C)+1. We in the next need to delete all the other co-solution cycles from the C set, which takes the time is same as that in the second step. Hence, the sub-module 3 is polynomial. Sub-module 4 includes three checkings. Before checking, we need to perform the sub-module 3.
The time it takes equals to A × B × C (where A is the number of co-solution cycles in C set, B is the order of the number of co-solution cycles, and C is the time of performing of sub-module 3), and is polynomial. While the time of other three checking procedures equals to the sum of the whole products of the number of every cycle and its order in C set, that is Σ{|C i | × V(C i )}, where i is the sequence number. Hence, it is also polynomial.
Since the time taken from S1 to S7 in the main module is a sum of the time that finished procedures needed, then it is polynomial. In S8 of the main program, if the preselected cycle is a removable cycle, then the program will go back to S5 after deleting it. It implies that we will select another one to be as a new preselected cycle from the left of E(G) − V(G) + 1 cycles. The time that such an iterative procedure takes equals to the time that the finished main module takes by { E(G) − V(G) + 1} times. Nevertheless, the algorithm in Table 3 .2 is still polynomial.
