An extensive, in-depth study of diabetes risk factors (DBRF) is of crucial importance to prevent (or reduce) the chance of suffering from type 2 diabetes (T2D). Accumulation of electronic health records (EHRs) makes it possible to dig non-linear relationships between risk factors and diabetes. However, the current DBRF researches mainly focus on qualitative analyses, and the inconformity of physical examination items makes the risk factors likely to be lost, which drives us to study the novel machine learning approach to risk model development. In this paper, we use Bayesian networks (BNs) to analyze the relationship between physical examination information and T2D, and to quantify the link between risk factors and T2D. Furthermore, with the quantitative analyses of DBRF, we propose a machine learning approach based on BNs trained on EHR to predict the risk of T2D. The experiments demonstrate that our approach can lead to better predictive performance than the classical risk model.
Introduction
T2D is now a disease of major concerns both regionally and globally and is a leading cause of death in most countries. 1 In 2013, The International Diabetes Federation estimated that the total number of people with diabetes was 381.8 million, and by 2035, this was predicted to rise to 591.9 million. 2 Moreover, the duration of T2D is long, easy to cause various complications, resulting in heavy economic burden to the country and individuals, and seriously affecting the life quality of patients. Predictive models for T2D diagnoses can help clinicians target preventive interventions at the right patients to improve health outcomes and reduce costs.
Nowadays, the research of T2D based on BNs, mainly concentrates on the analyses of T2D and risk factors. Francesco proposed a novel BN tool to model the probabilistic relations between a set of T2D risk factors 3 , Barbara and her colleagues presented a BN analyses method on a large dataset to better understand the relations between different risk factors in the predisposition to T2D 4 . Many people nowadays take physical examinations annually, the diabetes prediction based on EHR is important for the prevention of diabetes. EHR system 5 has been used in Shanghai University hospital for many years, collecting thousands of health records, it provided the data basis for our research of diabetes prediction.
In this paper, we collect the EHR of the staff in Shanghai University from 2013 to 2015, and propose a machine learning approach based on BNs trained on EHR to predict the risk of T2D. In this method, we use the Pearson correlation coefficient to improve the prediction performance, and the prediction accuracy rate reaches to 82.48%.
The dataset
The data comes from the EHR system of Shanghai University. As displayed in Table 1 , there're about 7000 EHRs every year, contains the data which diagnosed as T2D. Medical data in the real world is noisy and incomplete. When we constructing the prediction model, it is essential to pre-process the data efficiently. In this paper, the data preprocessing includes feature selection, missing value imputation, and data balancing. The original data comes from the database have 89 dimensions, after taking out the dimensions which contains missing data, then according to the DBRF confirmed by Sambo 3, 4 and The Action to Control Cardiovascular Risk in Diabetes Study Group 6 , we choose 16 dimensions as the variables, as shown in Table 2 . To balance the data, we randomly select the same amount of EHR which diagnosed as diabetes from the non-diabetes EHR, for example, we randomly select 374 cases from 6502 cases of non-diabetes EHR in 2015. After balancing the data, in order to adapt the BNs, we discretize the variables into several states, for example, divide the age into 5 groups, age under 35, 35-44, 45-54, 55-64, age above 65, as displayed in Table 2 .
Methodology

Bayesian networks
As a special kind of casual inference network, BN is a directed acyclic graph which composed by nodes and directed line segments, each node represents a random variable, and its probability distribution shows the probability value in each state, each directed line segment represents the joint or inference dependency between two nodes.
Obtaining a BN from data is typically performed as a two-step process. The first step is to determine the graph G, which contains the conditional independencies of the data, this step was called structure learning. The second step is called parameter learning that studies the probability distribution table of each nodes under the condition of knowing the BN structure essentially.
Structure learning
There are three approaches for structure learning 7 : (i) search-and-score structure learning; (ii) constraint-based structure learning; and (iii) combination of the two former. The K2 algorithm 8 we adopted in this study is the classical structure-learning algorithm of (i). In this paper, we use the K2 algorithm based on the Bayes net toolbox 9 in matlab. To reduce the effect of the years, the variables on the BNs, we use the data of each year to train the BN respectively. At the same time, in order to reduce the impact of locally optimal networks on learning, we train a lot of networks structure (500 BNs), finally 1500 BNs in three years are obtained. We converge the 1500 BNs into a robust BN model in which each link presents at least 85% of the 1500 BNs. The final BN structure is shown in Figure 1 .
Parameter learning
Parameters are obtained again with the Bayes net toolbox in matlab by performing a Bayesian parameter estimation. A conditional probability distribution is calculated for each node. In Table 3 , an example of conditional probability distribution is shown. 
T2D risk model
As shown in Table 3 , after parameter learning, we get the conditional probability distribution of each nodes, so we can predict the risk of suffering T2D (when the variable T2D is 1) by the BN model, and name the risk as P. However, this BN model does not fully consider the strong causal relationship between node T2D and its directly connected node (Glucose, DBP, LDL), it shows that the reliability of the prediction is not well when 0.4≤P≤0.6. We calculate the Pearson correlation coefficient between T2D and Glucose, DBP, and LDL, and normalize each coefficient to P(G), P(D) and P(L). Then the value of conditional probability distribution of Glucose, DBP and LDL are multiplied by P
(G)/( P(G)+ P(D)+ P(L)), P(D)/( P(G)+ P(D)+ P(L)), P(L)/( P(G)+ P(D)+ P(L))
separately, this is the quantification of DBRF. When 0.4≤P≤0.6 of one EHR, input this EHR to the modified model again, so that we can improve the reliability of the prediction, and ultimately improve the prediction accuracy of the improved model.
Result and discussion
In parameter learning, we have 1124 EHRs of T2D and 1124 EHRs without T2D that are randomly selected, 2248 in total. We randomly select 1700 EHRs from 2248 EHRs as the training data, the other 548 EHRs as the testing data.
After training the improved T2D risk model by 1700 training data, we predict the risk of 548 testing EHRs by this model. The prediction accuracy is 82.48% by comparing to the actual condition, 9.5% higher than 72.98% of the previous model. The prediction risk and real risk of T2D with 548 testing EHRs are shown in Figure 2 .
Conclusion
In this paper, we present a machine learning approach based on BNs trained on EHR to predict the risk of T2D. In order to improve the prediction accuracy, we use Pearson correlation coefficient to distribute the weight of the edge, enhance the causality of predicted node and its directly connected nodes. Finally, the improved model was verified to have higher prediction accuracy than the previous. 
