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Abstract
Nanomaterial metrology is fundamental to understanding the physical properties of nanomateri-
als and their environmental interactions. Particles, in the nano and sub-micrometer regimes, are
attractive materials for use in biomedical applications such as drug delivery and medical imaging.
In order to address concerns regarding their potential for cytotoxicity, particle characterisation
before and after exposure to biologically relevant media is critical.
Size is one of many particle properties that can influence their behaviour in biomedical appli-
cations, including their cellular uptake and circulation lifetime. Therefore, the sizing capabilities
of three established (transmission electron microscopy (TEM), scanning mobility particle sizing
(SMPS) and dynamic light scattering (DLS)) and three emerging particle sizing techniques
(scanning ion occlusion sensing (SIOS), nanoparticle tracking analysis (NTA) and differential
centrifugal sedimentation (DCS)) with Sto¨ber silica particles, 100 - 400 nm in diameter, as the
test material, were evaluated.
When exposed to biological media particles will spontaneously be coated with a film of
biomolecules, predominantly proteins, which will subsequently define their biological identities.
Being able to quantify and evaluate the composition of these so called “protein coronas” is
key to understanding the bio-nano interface. In this study, the amount of immunoglobulin G
(IgG) adsorbed onto gold particles, as a function of particle size and protein concentration,
was measured, using a combination of techniques including DLS (and ζ-potential), NTA, DCS,
and UV-Visible spectroscopy (UV-Vis) plasmonic sensing. ζ-potential was a good indicator of
protein corona integrity, and deviations in the protein corona thicknesses measured by NTA and
DCS at low protein coverage were observed.
Finally, the surface chemistry of an electrospun polymer fibre scaffold was characterised using
time of flight-secondary ion mass spectrometry (ToF-SIMS). The concentration of a cell adhesion
enhancing peptide was measured to be linearly related to that in the bulk and its co-localisation
with the polymers proven through imaging.
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Chapter 1
An introduction to nanomaterials
and their bioapplications
The work in this thesis deals exclusively with materials which have at least one dimension mea-
suring less than 1 µm and many of them have at least one dimension measuring less than 100 nm.
In this introductory Chapter the biomedical relevance of these spatially confined materials will
be discussed with particular attention paid to the outstanding challenges in their measurement
and characterisation, some of which will be addressed in the latter chapters of this thesis. Also,
as the subject of the investigation described in Chapter 3, protein coronas are introduced along
with a summary of existing techniques used in their characterisation. Firstly, the general scope
of the thesis is outlined.
1.1 Scope of thesis
This thesis examines strategies for measuring the size of biomedically relevant particles and
whether, through the critical evaluation of existing techniques and the development of new
protocols, the characterisation of these particles can be improved. The process of measuring
and defining size will be referred to as “sizing” throughout this thesis. The nanomaterials
are characterised before and after having interacted with biological media. The densities of
Sto¨ber silica particles are measured and protein coronas probed using complementary particle
characterisation strategies. In addition, the surface chemistry of nanofibres is semiquantitatively
analysed using time of flight-secondary ion mass spectrometry (ToF-SIMS).
Chapter 1 briefly introduces the field of nanotechnology, biomedically relevant nanomaterials
and the importance of specialised characterisation strategies for measuring the size and other
properties of nanomaterials, including the protein coronas that associate with nanoparticles in
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biological media. In Chapter 2, the abilities of six particle sizing techniques to describe the
size and size distribution of Sto¨ber silica particles are evaluated. Furthermore, the density of
the particles are determined using a protocol adapted from analytical ultracentrifugation. In
Chapter 3 the amount of a protein adsorbed onto the surface of gold nanoparticles, as a function
of nanoparticle size and protein concentration, is measured using a centrifugal and a plasmonic
sensing method. Finally, in Chapter 4, ToF-SIMS is used to demonstrate that a peptide is present
at the surface of an electrospun polymer fibre designed for tissue engineering applications.
1.2 What are nanomaterials?
This is a very relevant question still being debated today by regulatory and judiciary bodies
keen to come to a comprehensive and unambiguous decision as to the absolute definition of
“nanomaterials” [1]. Others, however, warn against a rigid definition for nanomaterials, as
such a definition is unlikely to capture all the important parameters with regard to the risks
posed [2]. Most authorities consider nanomaterials to be those with at least one dimension in the
range of 1 nm to 100 nm, with flexibility on the upper and lower limits of this range sometimes
acceptable [1]. If all three dimensions of the material are in the nanoscale range then the material
is described as a 0D-nanomaterial, whilst 1D- and 2D-nanomaterials have two and one nanoscale
dimensions respectively. The concern is that particles outside this range may behave in a similar
manner but avoid regulation due to the somewhat arbitrary definition regarding size. The
European Commission, amongst others, is trying to elaborate on this definition by extending it
to include materials with internal and external structures on the nanoscale, materials with all
dimensions greater than 1 nm that have a specific surface area by volume greater than 60 m2/cm3,
and particulate material where the number of particles with dimensions in the nanoscale range
is greater than 1 % of the total [2]. This has lead to consternation in the metrology community
as no individual technique exists which can accurately measure the percentage of nanoscale
material in a sample whose other constituents can be of any size (outside the dynamic range of
particle sizing techniques). Whether, and however, nanomaterials are ultimately defined, their
measurement and characterisation is nevertheless critical for understanding their behaviour as
well as enabling their categorisation.
1.3 The rise of nanotechnology
Though the term nanotechnology, to describe the field in which nanomaterials reside, was coined
relatively recently (within the last fifty years), the manipulation and characterisation of material
at the nanoscale began much earlier [3]. One example, from approximately 300 A.D., is the
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colloidal gold and silver used in a glass cage cup known as the Lycurgus cup (now housed in
the British museum) to produce dichroic glass, glass that appeared red in transmitted light and
green in reflected light, see Figure 1.1 [4].
Figure 1.1: The Lycurgus cup viewed under (i) reflected and (ii) transmitted light. The dichroic
effect is a direct result of the colloidal gold and silver particles suspended in the glass. Figure
reproduced from the website of the British Museum [5].
Though it was the plasmonic properties of the metallic particles making the light transmitted
by the glass appear red, it was not understood to be a size dependent phenomenon until much
later, the mid 19th century in fact, when Michael Faraday presented his paper describing the
interaction of light with gold (and other metal) particles and thin films [6]. As summarised in [7]
many different synthetic routes to gold sol preparation were developed in the century following
Faraday’s paper, but it wasn’t until the invention of instrumentation such as the immersion
ultramicroscope [3], and later the electron microscope in the 1930’s, that a better measure of
their size and size distributions could be obtained. A particle synthesis relying on the reduction
of chloroauric acid with sodium nitrate was devised by Turkevich et al.. It produced more
monodisperse gold sols than those formed by other synthetic routes, according to a transmission
electron microscopy (TEM) study, and hence became the standard method for gold colloid
production in the literature [7]. More recently other synthetic routes for gold nanoparticle
synthesis have been developed including the Brust method [8], which uses thiols as the stabilising
ligands, a method using hydroquinone to achieve more monodisperse larger particles [9], and a
method using microwave radiation to tailor the size and shape of the particles [10].
Due to the use of gold nanoparticles in the research described in Chapter 3 the focus in the
previous paragraph on gold nanomaterials is partially justified. It also illustrates the reliance
of developments in nanomaterials on the availability of suitable characterisation techniques.
However, in order to understand the huge impact nanotechnology has had on science and engi-
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neering, a much wider variety of materials need to be considered. In spite of the relatively recent
emergence of nanotechnology, the variety of nanomaterials that have emerged is astounding.
Admittedly, some of these are existing materials which have been re-branded as nanomaterials,
such as carbon black used in tyre manufacture. Others, are similar to materials that existed
before but have been refined or modified somehow, through chemical or physical means. This
includes materials fashioned using “top-down” approaches, such as milling and lithography as
well as materials synthesised using “bottom-up” methods, including the silica and gold particles
used in Chapters 2 and 3 respectively. Finally there are the brand new nanomaterials such as the
carbon-based buckminsterfullerene, graphene and carbon nanotubes [11] as well as the biologi-
cally inspired nanoparticles such as liposomes [12] and protein-cages [13]. Often nanomaterials
are classified as either naturally occurring or engineered. Due to their novelty and the need
to determine their potentially useful and harmful properties, the characterisation of engineered
nanomaterials is often of the foremost importance.
There is also a desire to develop “smart” nanomaterials which are active and able to re-
spond to their environments. Misunderstandings regarding these nanomaterials, either inten-
tional or unintentional, are responsible for the science fiction hype surrounding a phrase coined
by Eric Drexler in a book advocating molecular nanotechnology in the mid 1980’s, namely “grey
goo” [14]. The true “smart” nanomaterials however are thankfully more benign than those
imagined in the doomsday scenarios involving the fictitious self-replicating nano-goo, and also
potentially much more useful, particularly in bio-applications. Drug delivery nanoparticles ac-
tivated by disease specific biomarkers [12], or by conditions such as the pH or temperature of a
diseased tissue [15, 16], are potentially revolutionary for the pharmaceutical industry. Also the
development of “swimming” nanomaterials, powered by chemical reactions taking place at their
surface, [17] and nano-motors powered by light [18] may have many interesting applications in
the future. In spite of its emulating and mimicking of biology, nanotechnology is still at the most
early stages of what might be considered as “smart”. Compared to the complexity and specificity
of biological processes, even the most fundamental processes such as DNA transcription, what
has been achieved using synthetic nanomaterials to date is still relatively trivial.
Nanotechnology has become a truly multidisciplinary research field encompassing a large
range of materials requiring specific synthesis, dispersion and characterisation techniques in or-
der to be applied in fields as disparate as medicine [19], catalysis [20], food and cosmetics [21]
and energy [22]. There is also evidence that the field is growing with the number of “Nanoscience
and Nanotechnology” journals listed in the Journal Citation Reports of Thomas Reuters having
doubled between 2005 and 2012 (currently standing at 66) [23]. Furthermore the volume of
nanomaterials being produced is also increasing, with the current estimated value of 11 million
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tonnes per annum likely to rise to meet the growing volume of products underpinned by nan-
otechnology, the worth of which is forecast to grow from e 200 billion in 2009 to e 2 trillion by
2015 [24].
1.4 Is nanotechnology safe?
The excitement surrounding nanotechnological innovations is accompanied by a healthy concern
for their long term safety and environmental impact. With such large volumes of nanomateri-
als being produced it is reassuring to find that the excitement surrounding nanotechnological
innovations is accompanied by a healthy concern for their long term safety and environmental
impact. The previous lack of understanding surrounding the bio- and eco- toxicity of emerging
technologies resulted in a large number of lung-disease related deaths due to asbestos fibre in-
halation. Asbestos was a popular construction material in the 19th and 20th centuries but was
banned outright by the European Union in 2006, and many other countries at around the same
time, due to mounting evidence relating to its adverse health effects [25]. The wariness demon-
strated by the general public regarding new technologies including nanotechnology, particularly
in food and cosmetic products [26], has heightened the pressure on regulatory bodies to ensure
responsible implementation of nanotechnology.
However, the challenge of evaluating the bio- and eco- toxicities of all nanomaterials is im-
mense. The in vitro and in vivo models required, along with the time dependent studies and the
underlying need to characterise the nanomaterials themselves and the products of their interac-
tions with their environments, are daunting. The challenge faced by the metrology community
to begin with is one of standardisation, in order to produce a framework for the characterisation
required. Advances in the form of ISO documents [27,28], best practice guides [29–31], interlab-
oratory studies [32,33], and material standards (gold nanoparticles produced by NIST and silica
particles by JRC), are helping to standardise procedures and increase traceability. For example,
the U.S. National Cancer Institute, in conjunction with NIST, has published technique specific
protocols for TEM, DLS, AFM, and ES-DMA (electrospray-dfferential mobility analysis, the
core component of SMPS), to enable standardisation of operational and data analysis proto-
cols used in the characterisation of particles for cancer research [34]. Inconsistent measurement
and characterisation of nanomaterials can make the comparison of different studies impossible,
either due to differences in the environmental conditions or the measurement protocols used.
Chapter 2 of this thesis reports on a comparative study of various particle sizing techniques de-
signed to address the issue of measurement protocol induced variability in the characterisation
of nanoparticles.
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An answer to the question of whether nanomaterials are safe is not straightforward due to
the broad range of different materials from which they are made, whether they’re prepared in
solution or in powder form, whether there are any residual reactants associated with them [35],
what surface chemistry they have [36], and what volumes and conditions are used in the toxicity
measurements. A review of material dependent nanomaterial toxicology mechanisms along with
potential ways of improving their safety can be found in the literature [37].
There is a certain amount of contention about the toxicity of most individual nanomaterials,
including gold, due to contradictory findings in the literature. In the form of poly(ethylene)
glycol capped gold nanorods there was no detrimental effect on cell viability and motility [38],
but in the form of cysteine capped gold nanoparticles, cells grew more slowly and intracellular
Ca+ ion release was reduced [39]. In the form of citrate capped gold nanoparticles a reversible
size-dependent disruption of cells’ cytoskeletons was observed [40], and finally in a zebrafish
model poly(vinyl) alcohol capped gold nanoparticles were found to be non-toxic based on the
measurement of mortality, hatching delay, phenotypic defects and metal accumulation in the
zebra fish embryos [41]. Certainly the size, shape and surface functionalisation influenced the
toxicity of the gold nanomaterials listed above, but the experimental design would also have
effected the toxicity measured. For example, in in vitro models there is concern that there is a
bias towards the cellular uptake of larger particles due to their higher sedimentation rates [42].
In spite of the lack of consensus regarding the cytotoxicity of the gold nanoparticles, as
demonstrated above and discussed in [43], the nanotoxicological community is in better agree-
ment regarding the safety concerns of other particles including stiff, high-aspect ratio particles
such as multi-walled carbon nanotubes. This is partly due to their mechanisms of cytotoxicity
being very similar to asbestos fibres, a well characterised material, which frustrates the efforts
of phagocytes to remove it from the body, leading to severe inflammation and further complica-
tions [44]. Nanomaterials in powder form are particularly dangerous, due to the increased risk of
exposure through inhalation [45], and therefore the manufacture of carbon nanotubes is closely
regulated. Similarly there is increasing concern regarding the potentially harmful reactive oxy-
gen species produced at the surfaces of nanomaterials including TiO2, used in sun screens [46],
and silver, used in anti-microbial coatings [47].
In short, toxicological studies to gain knowledge of interactions between nanomaterials and
bio- or eco- systems are critical for evaluating in what volumes and what applications they can
safely be employed. Good particle characterisation is an underlying requirement of a meaningful
nanotoxicological study, hence it being the subject of this thesis. In Section 1.6 reasons other
than toxicology for characterising nanomaterials are discussed, following a brief summary of the
biological applications fuelling the interest in bioapplicable nanomaterial characterisation, see
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Section 1.5.
1.5 Biological applications of nanomaterials
One reason for the interest in interfacing engineered nanomaterials with biological systems is
that many components of biological systems also have dimensions at the nanoscale: including
DNA (≈ 2 nm), cell membranes (thickness ≈ 5 - 10 nm), proteins (≈ 1 - 10 nm), viruses
(≈ 20 - 300 nm) and liposomes (≈ 50 nm - 10 µm). Due to their commensurate size, the
interactions of nanomaterials with biological systems will not necessarily be similar to that of
their bulk counterparts. Through understanding these nano-bio interactions better, examples of
nanomaterials which have a detrimental effect on the body can be avoided. The aim is to tailor
nanomaterials to have the optimum properties and interactions with biological environments, so
that their application, or envisaged application, in medicine [48], imaging [49], pharmaceutics [13]
or tissue engineering [50], is successful.
Another reason for the extensive interest in the use of nanomaterials in bio-applications is
the promise they have already demonstrated (see examples below), and the perception that
as control in their properties improves, more complexity can be introduced into their design,
and the bio-nano interactions optimised. For example, research into the use of nanomaterials
to create synthetic analogues of biological components, such as the use of vesicles loaded with
different components to mimic cells, would greatly benefit from better control of nano-fabrication
processes [51]. Another example of increasing nanomaterial complexity is the development of
multifunctional nanoparticles, capable of a combination of imaging, targeting and treating of a
disease [52], as discussed further along with examples in Section 1.5.1.
1.5.1 Imaging and bio-assays using 0-D nanomaterials
Examples of 0-D nanomaterials include nanoparticles (either spherical or of any other regular or
irregular geometry as long as all their dimensions are < 100 nm), quantum dots, nanoclusters,
and nanoscale liposomes, micelles and viruses. Out of all the categories of nanomaterials, 0-D
nanomaterials have the largest surface area per volume of material which makes them ideal
candidates for bio-sensing applications. Bio-sensing, or the detection of biological markers,
typically in very low concentrations and in complex biological media, is used in health diagnostics
as well as pregnancy tests. Many common pregnancy tests in fact use gold nanoparticles to
produce the contrast required to visualise the presence of human chorionic gonadotropin (hCG),
the marker for pregnancy. If hCG is present it, or a sub-unit of hCG, attaches to monoclonal
antibodies on the surface of the gold nanoparticles. When, due to capillary action, they reach
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the indicator strips, also coated in monoclonal antibodies, hCG decorated gold nanoparticles are
captured and the strip turns pink. The large surface areas of the particles, relative to that of the
indicator strip, increases the sensitivity of gold nanoparticle assays relative to older dye based
assays [53].
In some cases, nanoparticle based biosensors strategies for point-of-care diagnostics are prov-
ing to be substantially more sensitive than their non-nano counterparts. For example, a nanos-
tructured material (platinum nanoparticle decorated petal-shaped graphene nanosheets) may
soon find a clinical application due to its ability to detect glucose at the levels at which it occurs
in the saliva and tears of a diabetic, circumventing the need to prick the thumb to collect a
blood sample [54]. Other innovative ways of interfacing nanoparticles and the bio-marker spe-
cific antibodies, exploiting both the selectivity of the biological component and the material
properties of the particle, are leading to even greater bio-assay sensitivities [55] and even inverse
sensitivities [56].
0-D nanomaterials are also finding exciting applications as contrast agents in medical imaging.
Microbubbles produce contrast in ultrasound scans by reflecting a unique echo when the gas
trapped within them oscillates in the high frequency sonic field. Though not strictly nano (they
are usually between 1 and 4 µm in diameter), the techniques used to facilitate targeting and
improve the circulation of microbubbles are the same as those used for nano-sized contrast
agents [57]. These include decorating the surface of the microbubbles with ligands to specifically
bind proteins expressed by inflammatory diseases or cancerous tissue, and their PEGylation to
try and minimise opsonisation [58].
Though useful for highlighting the vascular system and demarcating the edges of organs the
major disadvantage of microbubbles for targeting disease is their size, which prevents them from
diffusing out of the capillaries and into diseased tissues. The endothelial cells lining capillaries
have gaps in between them to facilitate the transport of gases, waste chemicals and nutrients
between the blood and the surrounding tissue. In healthy tissue the upper limit on the size of
these gaps is between 5 and 12 nm depending on the type of vasculature [59]. However, the gaps
between the cells in capillaries formed due to cancer induced angiogenesis can be much larger,
up to 600 or 800 nm [12,19]. Therefore, components in the blood, including particles, in the 60
to 400 nm range in particular, preferentially leak out of the vasculature and are retained by the
cancerous tissue due to the “enhanced permeability and retention (EPR) effect”. Therefore, for
some bioapplications, sub-micrometer particles as well as nanoparticles can be used, and, due
to their larger volumes, may even be preferred for their ability to deliver greater pay-loads to
the diseased areas [60] or provide greater contrast in the imaging techniques. For this reason,
the sizing of sub-micrometer silica particles, between 100 and 400 nm, described in Chapter 2,
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is justified.
Contrast agents are used to improve the contrast achieved by medical imaging techniques
such as x-ray radiography and computed tomography (CT), magnetic resonance imaging (MRI)
and positron emission tomography (PET). Improved contrast enables more detailed images to
be made, potentially making diagnoses of diseases at earlier stages possible. It is the interaction
of certain nanomaterials with the radiation used in the imaging techniques that makes them
suitable for use as contrast agents. For contrast in x-ray radiography or CT, iodine based
agents, such as tri-iodobenzene, are usually used, though recent studies suggest that gold colloid
(< 2 nm in diameter) may be a better alternative due to the high atomic number and absorption
coefficient of gold relative to iodine [61]. For MRI, an ideal contrast agent depends on the type
of magnetic relaxation event being probed, a longitudinal (T1) relaxation or a transverse (T2)
relaxation. These are described in more detail in Section 2.3.2.7 and the excellent review by Na
et al. [62]. For contrast in T2 relaxation images, particles that produce inhomogeneities in the
magnetic field in the tissue, such as superparamagnetic iron oxide, are required. In T1 relaxation
images, contrast is achieved by the lengthening of the T1 relaxation rate by paramagnetic ions
with a large number of unpaired electrons, such as gadolinium.
0-D nanomaterials, and particles in the sub-micrometer range, show tremendous promise
in biomedical applications covering diagnostics, imaging and treatment. Further improvements
in their synthesis, functionalisation and characterisation, will translate into better targeted,
responsive materials to address an even wider range of healthcare challenges.
1.5.2 Tissue engineering scaffolds made from 1-D nanomaterials
Examples of 1-D nanomaterials include carbon nanotubes [63], tubes or fibres formed from self-
assembling peptides [64], polymer fibres [65], glass fibres [66] and composite nanofibres including
ones electrospun from mixtures or polymers and ceramics [67]. As the subject of the charac-
terisation described in Chapter 4, more detail regarding polymer fibres and the electrospinning
process can be found therein. In this Section, the properties of nanofibres that make them so
attractive for tissue engineering applications, are described.
Tissue engineering is the synthesis of tissue ex situ for the replacement of diseased or damaged
tissue in the body [50]. Typically a scaffold of some sort is used to provide a support for cells,
usually stem cells, to adhere. The scaffold itself can be used to impart physical and chemical cues
on the cells and/or soluble growth and differentiation factors can be added to the culture media.
A general requirement of a tissue engineering scaffold is that it is non-toxic and provides a large
surface area for the cells to adhere whilst enabling the diffusion of gases, nutrients and waste to
and from the cells. Other properties such as stiffness, biodegradability, surface functionality and
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injectibility may be required depending on the type of scaffold.
Though non-fibrous scaffolds, such as hydrogels and porous glasses, also find uses in tissue
engineering applications, fibrous scaffolds are generally more tailorable due to the variety of
materials and fabrication strategies that are employed in their syntheses. Tailorability is a very
important consideration for tissue engineering design, as the modification of an existing platform
is usually preferred to starting from scratch. The surface functionalisation of a fibrous scaffold,
for example, is generally straightforward to change, either by incorporating the desired moieties
before the electrospinning or self-assembly process, or by post-functionalisation from a liquid or
gas phase, to suit the cell type or cell differentiation desired.
Meshes of nanofibres, such as those formed by electrospinning, typically have the large sur-
face area and porosity required of tissue engineering scaffolds. Fibres in the sub-micrometer and
micrometer size regimes are also relevant to tissue engineering applications as they sometimes
provide a better match to the physical properties of the tissues being replicated. For cortical
bone, one of the stiffest materials in the body (Young’s modulus ≈ 1 GPa), as well as using
thicker fibres, stronger fibres such as those incorporating ceramics or glass [66, 67] can be used.
Macroscopic changes in the structure of natural tissues, such as tendons [68], can also be sim-
ulated in engineered tissues using chemical [69] or stiffness gradients [70] and by varying the
alignment of the fibres [71]. Though it is beyond the scope of this Section to discuss broader
challenges faced by the tissue engineering community, such as the vascularisation and incorpo-
ration of the synthesised tissue, it is worth noting that fibrous scaffolds, such as the injectable
self-assembling peptides described in [72] are beginning to address these issues.
Nano- to micron-sized fibrous scaffolds facilitate the engineering of many types of tissues and
with additional complexity, through using composites and incorporating drugs and biomolecules,
further advancements are expected. However, as mentioned previously in Section 1.4, due to
their shape, it is particularly important to assess the cytotoxicity of stiff 1-D nanomaterials.
1.5.3 Implant surface functionalisation: a 2-D nanomaterial
Thin films, a molecular layer thick, are the most common representation of a 2-D nanomaterial,
though with the discovery of graphene in 2004, 2-D nanomaterials are no longer restricted to the
surface of other materials but can be solubilised and aerosolised, which may potentially increase
their bioapplicability. Currently, however, very few examples of biological graphene applications
have been demonstrated [73] and this Section is focussed on the surface functionalisation of
implants.
Medical implants are man-made devices primarily used to provide support to or replace
defective or diseased parts of the body. Examples include stents, artificial hip bones, pins and
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rods to hold bones in place or stabilise vertebrae, artificial heart valves, catheters and breast
implants. The tissues that each of these implants interface with are very different and, depending
on the application, the interaction of the implant with the tissue can either be discouraged or
directed through surface functionalisation. Materials that have minimal interaction with their
surrounding can be described as bioinert, such as the silicone used in breast implants, whilst
those that elicit some response from the tissue in their vicinity are described as bioactive.
Implant coatings to minimise biofilm formation demonstrate how 2-D nanomaterials are im-
proving implant viability, reducing the risk of infections and the costs associated with implant
replacement, whilst improving a patient’s quality of life [74]. One method to reduce biofilm
formation is to tether or encapsulate antimicrobial peptides at an implant’s surface through
layer-by-layer deposition, in the case of highly charged water soluble peptides, or more gener-
ally, with covalent attachment to self assembled monolayers (SAMs) or polymer brushes [75].
Another strategy is to attach bacteriolytic enzymes to implants through careful immobilisation
strategies to maintain antibacterial activity [76]. Due to the dependence of the antibacterial
properties of coatings on the grafting density and orientation of the active molecules as well as
the passivation of the remaining surface, surface characterisation, with techniques such as time
of flight-secondary ion mass spectrometry (ToF-SIMS), x-ray photoelectron spectroscopy (XPS)
and ambient mass spectrometry, is critical [77, 78].
In bone implants, the adhesion of the implant to the surrounding bone can be optimised by
nanostructuring its surface or changing its surface chemistry from being bioinert to bioactive
through the incorporation of various ions into their oxidised surfaces [79], coating with hydroxya-
patite or functionalising with cell adhesion enhancing peptides [80]. A review of in vivo reports
into the effect of micro- and nano- topography on the osteointegration of titanium implants
concluded that there was some indication that nano-topography influenced the bone response,
but inadequate surface characterisation prevented more definite conclusions being drawn [81].
The final example of how 2-D nanomaterials could influence future developments in healthcare
strategies is their potential to transduce the chemical signals of biological reactions into electrical
signals for the straightforward read-out of disease markers. The functionalisation of electrodes
with biomolecular switches, such as DNA or proteins that undergo specific, binding-induced
electron transfer in the presence of chemical cues, has been demonstrated in vitro and in vivo
and is expected to be the subject of further exciting research in the future [82,83].
27
1.6 Why characterise nanomaterials?
The characterisation of a nanomaterial will depend on what properties are to be investigated
or are relevant for a specific application. Due to the size dependence of many of their phys-
ical properties, the measurement of a nanomaterial’s dimensions is one factor common in all
good investigations. However, the precision of this dimensional analysis and, as discussed in
Section 2.2.2, which dimension ought to be measured is usually case specific. As nanoparticle
sizing is discussed in more detail in the following Chapter, this Section focuses on the motivation
behind more general nanomaterial characterisation.
Though most current nanomaterial characterisation is application driven, early nanomaterial
measurements were motivated by the need to experimentally validate theoretical models describ-
ing the behaviour of matter at the nanoscale and its interactions with electromagnetic fields. For
example, the differences in the magnetic and optical properties of nanoparticles, particularly of
very small nanoparticles, compared to their bulk counterparts are due to surface and quantum
size effects [84, 85]. Aided by developments in synthesis and separation protocols for isolating
clusters of specific size and structure, interesting and potentially bioapplicable phenomena in
nanoclusters have been investigated [86]. For example, platinum is magnetic in nanocluster
form but not in bulk (a quantum effect) [87], gold nanoclusters have catalytically active surfaces
whilst the surface of the bulk material is inert (a surface effect) [20], and some semiconducting
nanoclusters have size dependent photoluminescence (a quantum effect) [88].
Due to their dependence on particle size, particle sizing is critical for understanding the nature
of the surface and quantum size effects. However, due to the very small size of the nanoclusters,
only 10’s of atoms in some cases, the particle sizing techniques described in Chapter 2 are not
necessarily suitable. Electron microscopy techniques and atomic force microscopy can be used in
some cases, but usually in conjunction with a mass spectrometry based technique such as time
of flight-mass spectrometry (TOF-MS) or matrix-assisted laser desorption/ionisation (MALDI)
mass spectrometry [86, 88, 89] for better mass/size resolution. In the case of nanoclusters it is
often important to know their size to the nearest atom as well as the interactions of any ligands
at their surface [90]. However, this level of precision is unnecessary for larger particles, including
those discussed in Chapters 2 and 3. This demonstrates how characterisation must be adapted
for nanomaterials of different sizes and composition.
Nanomaterial characterisation, as discussed above, is important for describing and explaining
their properties. Furthermore, it is fundamental for understanding the behaviour of nanomate-
rials in different environments, including biological environments. For example, a well charac-
terised nanomaterial in a biological environment can be used to elucidate how interfacial energy
and protein adsorption is governed by surface chemistry [91, 92]. Understanding the interac-
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tions between the surface of a nanomaterial and the solvent, ions and biomolecules present in
biological fluids is vitally important as it is this associated dynamic biofilm that mediates their
environmental behaviour. Though correlations between nanoparticle size or surface charge and
the mechanism by which they are engulfed by a cell [93] or excreted by the body [43, 94] are
useful for understanding the macroscopic affects of varying particle properties, the underlying
biomolecule interactions, such as the formation of protein coronas, are potentially more useful
for improving the rational design of nanoparticles for bioapplications.
Another reason for wanting to characterise a nanomaterial is for quality control purposes.
In this case it might be necessary to perform measurements on individual samples, particle-
by-particle in the case of 0-D nanomaterials. Examples of single-particle sizing techniques are
described in Section 2.2.2 but many other particle properties can be measured on individual
particles too: the quantum yield of individual CdSe/ZnS quantum dots was found to vary
significantly when measured with fluorescence microscopy [95]; single particle inductively coupled
plasma-mass spectrometry (ICP-MS) can be used to measure the isotopic content of metallic
particles [96]; and the plasmonic properties of individual nanoparticles can be measured using
dark-field optical microscopy [97], and even mapped across an individual particle [98]. These are
some of many examples where the sensitivity and resolution required for the characterisation of
nanomaterial systems, particularly on a particle-by-particle basis, has resulted in improvements
in instrumentation.
In summary, the relevant properties to be characterised and with what precision they must
be measured, will depend on the size, composition and the envisaged application of the nano-
material. Nanomaterial characterisation is adapting to include new techniques and extending
to include a greater diversity of nanomaterials and properties. Furthermore, it facilitates a
fuller understanding of material properties in the size regime where quantum effects become
increasingly dominant.
1.7 Protein coronas
As the focus of the investigation described in Chapter 3, this Section introduces protein coronas
and explains their relevance in the biological interactions of nanoparticles. Furthermore, a fairly
comprehensive list of the techniques currently used in particle corona characterisation is included,
illustrated with examples of protein corona characterisation from the literature.
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1.7.1 The interactions of particles with biological media
Biological media, meaning any solutions containing biomolecules, are typically very complex,
multicomponent systems. Blood is one example of a biological medium, and one that is very
relevant to studies of particles envisaged for intravenous drug delivery applications. As the
body’s transport network, injection of particles into the bloodstream is an attractive way of
delivering them to different parts of the body, particularly cancerous tissue where due to leaky
vasculature and poorly operating lymph nodes, nanoparticles can accumulate [99]. The primary
constituents of blood are cells, proteins, lipids and the molecules it is used to transport, such
as carbon dioxide, glucose and hormones. Due to their high concentration (approximately 0.07
g/mL) and diffusivity, it is mainly proteins that form the first interactions with the particles, and
come to define their “biological identity”. The halo of proteins that associate with a particle’s
surface is known as the protein corona. How and why these protein coronas form will be discussed
in more detail presently. Their characterisation, however, is widely acknowledged to be critical
in understanding the fate of nanoparticles, their circulation time in the bloodstream, whether
they are opsonised, and where they accumulate in the body if not excreted. Opsonisation is the
association of opsonin proteins, which include fibrinogen and immunoglobulin, with a foreign
body, in order for it to be recognised and removed from the blood stream by phagocytic cells
such as Kupffer cells [100]. Conversely, the prevalence of other proteins, such as serum albumin
and apolipoproteins, in the corona can extend the circulation lifetime of the particles [101].
Current techniques used in the characterisation of the quantity, composition, and conforma-
tion of adsorbed proteins on particles are described in Section 1.7.2. Literature related to the
characterisation of other core-shell nanoparticle systems, such as particles with a polyethylene
glycol (PEG) functionalisation or shells of orientated antibodies, was also very relevant to this
investigation, and will also be referred to.
The proteins that associate with the surface of a particle are referred to as its protein corona.
Whether the lifetime of the particle-protein interaction is long or short will determine whether
that particular protein is considered to be part of the particle’s hard corona or soft corona
respectively. As the entity that typically has a lifetime commensurate with the interactions
of the particle-protein complex with its environment, characterisation of the hard corona is
important for understanding the biological response to the particles.
The forces that govern the kinetics of the particle-protein interactions include:
 Electrostatic interactions between particle and protein,
 Hydrophobic interactions between particle and protein,
 Structural rearrangement of the protein molecule,
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 Van der Waals interactions, and
 Specific biological interactions which combine one or more of the above [102].
The strength and length scales over which these forces act will be dependent on the ionic strength
and pH of the solution, the surface chemistry of the particle and the rigidity and charge of the
protein. In some cases the proteins may be irreversibly bound to the particle, either covalently or
due to the energy required to break all the non-covalent interactions it has made to the particle
simultaneously being too high. In such cases subsequent protein adsorption will depend on the
protein-protein interactions as well as those with the particle, see Figure 1.2.
Studies by Vroman et al. were some of the earliest that investigated the dynamics of the
composition of adsorbed protein layers [103]. They found that the adsorbed protein layers on
flat surfaces exposed with blood plasma would first contain mostly low molecular weight, high
abundance proteins such as albumin (which makes approximately 60 % of the total number of
proteins in the blood), before larger, less abundant proteins with a higher affinity for the surface
replaced them. In fact the majority of the literature on protein adsorption deals with measure-
ments made on flat surfaces, using techniques such as ellipsometry, quartz crystal microbalance
(QCM) and surface plasmon resonance (SPR). Though differences in adsorption behaviour due
to the surface curvature of the particles and also the higher proportion of low-coordinated surface
atoms are expected [104–106], many of the results from the flat substrate studies are applica-
ble to particle systems as well. Another important factor influencing protein adsorption on a
surface is the interaction between neighbouring proteins which, as well as being influenced by
the concentration of proteins in solution and already adsorbed on the surface, may be curvature
dependent.
1.7.2 Protein corona characterisation
The characterisation of protein coronas is critical for understanding what the body actually
“sees” when it is exposed to nanoparticles [108]. The dependence of the quantity, composition
and conformation of proteins in the corona on the underlying particle properties also enables
information regarding the interactions at the bio-nano interface to be elucidated. The main
techniques currently used in protein corona characterisation include spectroscopic and chro-
matographic techniques along with particle sizing techniques and others [101]. Each of these
techniques, some of which will be introduced presently, provide only a partial snap-shot of a pro-
tein corona’s properties, and many are further limited by the types materials they can measure
or the auxiliary measurements they depend on.
The relevance of protein corona characterisation is nicely summarised in [145]: predicting the
31
Figure 1.2: Cartoons of how the kinetics of protein adsorption can affect the thickness of the
adsorbed layer. The rate of protein adsorption from the solution onto the surface increases with
protein concentration and the rate of protein unfolding at the surface is dependent on surface
and protein properties such as charge and stability. In (i) the rate of protein adsorption from a
solution onto a surface is faster than the characteristic rate of the protein unfolding at the surface.
Therefore the unfolding of the protein molecules is sterically hindered by their neighbours and
the packing density (the number of proteins per surface area) and layer thickness are high.
However, if the rate of protein adsorption from a solution onto a surface is slow, because the
protein concentration in solution is low, for example, then the proteins will unfold more and the
resulting layer thickness and packing density will be lower, as in (ii). Figure adapted from [107].
biological identity (protein corona properties) and physiological response of synthetic nanopar-
ticles will facilitate better particle design for biomedical applications. In the same paper the five
physical properties of a protein corona are listed: thickness and density, identity and quantity,
arrangement and orientation, conformation, and affinity. Clearly a complementary characterisa-
tion strategy is necessary for measuring all the protein corona properties, as no technique exists
which can measure all of the above. However, as protein coronas are typically non-homogeneous
and dynamic entities, complementary characterisation raises the question of how the corona
properties measured depend on the measurement conditions and the definition of protein corona
assumed by each technique. To elucidate these dependencies, inter-technique comparisons of
techniques that measure the same corona property can be carried out.
An extensive list of techniques capable of protein corona characterisation is included below as
it provides the framework in which the complementary characterisation carried out in Chapter 3
resides. The properties of the corona each technique can measure as well as a selection of relevant
references are also summarised in Table 1.1. As well as giving examples of the type of information
that can be obtained using the various techniques, some of which has already begun to influence
the design of biomedical nanoparticles (e.g. PEGylation reduces protein adsorption on particles
as measured by 2-D gel electrophoresis [128]), the limitations of the techniques and areas where
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Type of
Technique
Technique What protein corona prop-
erties can be measured?
References
Spectroscopic UV-Vis
FTIR
CD
Fluorescence
NMR
Raman
XPS
Quantity and thickness
Conformation
Conformation
Thickness, arrangement,
orientation and affinity
Arrangement, orientation and
conformation
Arrangement and orientation
Thickness
[109–114]
[104,106,115]
[116–119]
[106,118–122]
[123,124]
[121]
[125]
Chromatographic 1-D
electrophoresis
2-D
electrophoresis
Liquid
chromatography
Identity and quantity
Identity and quantity
Identity, quantity and
affinity
[126,127]
[128]
[129,130]
Particle Sizing DLS
NTA
DCS
Thickness
Thickness
Thickness and density
[126,131]
[132]
[108,133]
Other QCM
SPR
ITC
Mass
spectrometry
Protein assays
Thickness and quantity
Quantity
Quantity and affinity
Identity and quantity
Quantity
[134–136]
[129,137–139]
[139–141]
[126,142,143]
[144]
Table 1.1: Summary of protein corona characterisation techniques discussed in the text and the
corona properties they can measure.
complementary characterisation can be improved are highlighted.
1.7.2.1 Spectroscopic techniques
The spectroscopic techniques used to characterise protein coronas include ultraviolet-visible spec-
troscopy (UV-Vis), fourier transform infra-red spectroscopy (FTIR), circular dichroism (CD),
various fluorescence approaches and nuclear magnetic resonance spectroscopy (NMR). Less fre-
quently, Raman spectroscopy, to identify cysteine bonding in CdS quantum dot - hemoglobin
conjugates, [121] and x-ray photoelectron spectroscopy, to estimate the surface coverage of pro-
tein [125], are also used to characterise protein coronas.
UV-Vis can be used to measure the concentration of protein solutions (using the absorbance
at 280 nm due to tryptophan and tyrosine residues [146]), as well as the concentration of some
particles in solution [147] and the concentration of proteins adsorbed onto particles in solution
[104]. Specifically the plasmonic properties of gold and silver particles can be used to monitor
protein corona formation through the sensitivity of the plasmon resonance to changes in the
dielectric properties of the particles’ immediate surroundings [109–111] or the distance between
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adjacent particles in well-defined agglomerates [112–114]. From UV-Vis measurements, it is
possible to calculate the adsorbed dry amount of protein on dispersed particles, analogous to the
measurements carried out by SPR on flat surfaces [110]. Though limited to only a few metallic
particles, plasmonic sensing type measurements such as this could enable differences between
protein adsorption on flat and curved surfaces to be investigated further.
FTIR and CD can be used to probe the secondary structure of proteins. In FTIR, the
stretching vibrations of the C=O group in the amide I bonds is dependent on the proportion
of α-helix and β-sheet [115]. Roach et al. used FTIR to assess the deformation of fibrinogen
and BSA on different sized particles and found that fibrinogen was more deformed on small
particles and BSA more unordered on larger particles [104]. Also, in conjunction with other
characterisation techniques, FTIR was used to explain the reduction of human serum albumin
(HSA) fibrillation in the presence of gold nanoparticles [106]. CD has also been used to quantify
the denaturation of proteins upon interaction with a particle [116–118]. Using CD, Aubin-Tam
et al. showed that the structure of cytochrome-c was strongly influenced by the charge of the
ligands on the particle [119].
Fluorescence techniques, including quenching, Fo¨rster resonant energy transfer (FRET) and
correlation fluorescence spectroscopy, enable the amount of adhered protein, the protein confor-
mation and the kinetics of the particle-protein interactions to be measured. However, there are
limitations on the particle and protein systems that can be studied by fluorescence, due to the
availability of labelled proteins and luminescent or photoquenching nanoparticles [106,118–121].
Impressive results were obtained by Ro¨cker et al. using a combination of fluorescence correla-
tion spectroscopy to measure the thickness of the adsorbed layer and time-resolved fluorescence
quenching to measure the residence time of the HSA protein on polymer coated Fe particles or
CdSe/ZnS quantum dots [122]. The thickness of the adsorbed HSA layer was reported to be 3.3
nm and the residence time of a protein molecule on the particle ∼ 100 s.
NMR can be used to determine the secondary structure of small proteins, or protein domains
and also identify some of the smaller molecules which associate with nanoparticles in plasma
such as cholesterol and triglycerides [123]. In another example of NMR applied to protein corona
characterisation the specific protein domain that was interacting with the nanoparticle surface
was identified using chemical shift perturbation analysis [124].
1.7.2.2 Chromatographic techniques
The separation of proteins or particle-protein conjugates based on their size or molecular weight is
quite often a key step in identifying and/or quantifying the proteins in the coronas of nanopar-
ticles. 1D gel electrophoresis on SDS-polyacrylamide gels (SDS-PAGE), is one of the most
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common chromatographic techniques used in protein corona characterisation for identifying and
quantifying protein populations and also as a tool to reduce the complexity of protein mixtures
in preparation for mass spectrometry [126,127].
One notable example of a chromatographic technique employed in the characterisation of
protein coronas is that by Cedervall et al. where the lifetime of proteins on particle surfaces
was inferred from their elution profiles with and without particles present [129]. Also, using
chromatography, Lesniak et al. found that the quantity of protein adsorbed from serum onto
polystyrene particles depended on the heat treatment the serum had received [130].
1.7.2.3 Particle sizing techniques
The main particle sizing techniques used in the characterisation of protein coronas, DLS, DCS
and NTA, are some of those discussed in much more detail in Section 2.3.2. Therefore this
Section will focus solely on examples of their use in protein corona characterisation. Not all
particle sizing techniques are suitable for protein corona characterisation. TEM is generally
considered unsuitable due to the artefacts introduced by the drying and staining process and
the difficulty in distinguishing the interface between the particle and the protein, as shown
in [108]. Scanning mobility particle sizing (SMPS) is also incapable of sizing nanoparticles in
biological media due to the co-aerosolisation of salts and other components of the fluid.
The ability of NTA to measure particle or particle-protein conjugate size in biologically rel-
evant media was evaluated, and compared favourably to DLS which, due to its sensitivity to
aggregates and poor size resolution, was not suitable for the measurement of the more heteroge-
neous samples [132]. However, the most concentrated biologically relevant media in which NTA
measurements were successfully carried out was a 1 x 106 fold dilution of whole blood plasma.
The inability of NTA to characterise nanoparticles in media relevant to in vivo applications is a
significant limitation of the technique. The dilution or transfer of the particles to a compatible
dispersant would alter their dispersion state and hence the size distributions measured by the
technique. This limitation can be circumvented by combining NTA with a sensitive fluorescence
microscope. This enables the Brownian motion of fluorescently tagged particles to be tracked and
diffusion coefficients derived, facilitating the accurate measurement of the size and aggregation
of particles in whole blood plasma [148].
The hydrodynamic diameter obtained by DLS is only useful as a measure of the hydrated
thickness of the protein corona for stable, non-aggregated samples [126,131], otherwise it can be
of some use in determining the size of the agglomerates [149].
The only examples of DCS applied to the characterisation of protein coronas were carried
out by the group of F. B. Bombelli [108, 133]. They measured the protein coronas of particles
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in plasma (in up to 80 % whole blood plasma) and in buffer solutions after carrying out cen-
trifugation cycles to remove excess unbound protein. When the particles in plasma were run
in the DCS, the sucrose gradient had to be changed after each sample, which is an extremely
time-consuming process (at least 45 minutes per sample). Nevertheless, some differences in the
thickness and composition of both the “hard” and the “soft” protein coronas were found [133].
The size distributions of the particles with the “soft” protein coronas were broader than those
with the “hard” coronas, indicating increased aggregation. Furthermore, both the “hard” and
the “soft” protein coronas’ thicknesses depended on the concentration of plasma from which
they were adsorbed.
The use of particle sizing techniques to measure protein coronas in the literature is not
extensive and an inter-technique comparison to evaluate their ability to measure the thicknesses
of protein coronas has not yet been carried out. The ability of particle sizing techniques to
measure individual protein coronas (NTA) and particles in biologically relevant media (DLS)
means they are potentially very useful for quantifying the amount of protein adsorbed onto
particles.
1.7.2.4 Other techniques
Miscellaneous techniques useful in the characterisation of protein coronas include: quartz crystal
microbalance (QCM), surface plasmon resonance (SPR), isothermal titration calorimetry (ITC),
mass spectrometry and protein assays.
As it has been mentioned previously due to its use in identifying the proteins separated
out using the chromatographic techniques described in Section 1.7.2.2, mass spectrometry will
be discussed first. Matrix assisted laser desorption/ionisation time of flight mass spectrometry
(MALDI-TOF MS) of the BSA adsorbed to gold nanoparticles, trypsinised and loaded into
the matrix along with an isotopically labelled internal standard, enabled the quantification of
the amount of protein adsorbed [142]. By using isotopic labelling in conjunction with a liquid
chromatography tandem mass spectrometer (LC-MS/MS), Zhang et al. investigated differences
in the proteins identified depending on the protocol used to remove the proteins from the particles
and digest them for mass spectrometry [143]. LC-MS/MS was also used to demonstrate that the
composition of the protein coronas formed in cell culture media does not mirror the abundance
of proteins in the media [126]
QCM is a technique based on the piezoelectric effect, with the resonant frequency of the QCM
chip being dependent on the mass adsorbed to it. Most modern instruments are also able to
measure the energy dissipation, which is related to the viscoelasticity of the adsorbed layer [134].
Nanoparticles can be immobilised onto the sensor surface, and the increase in mass measured
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as proteins in solution adsorb to them used to investigate the affinity of the protein for the
particle. Specific and non specific interactions (or irreversible and reversible interactions) can
be differentiated by rinsing in buffer solution [135]. Alternatively the proteins can be adsorbed
onto the sensor surface and the adsorption of particles from solution used to measure the affinity
of the protein for the particle [136]. QCM is also used to investigate the interactions of proteins
with flat surfaces with the same chemistry as the nanoparticles being investigated [150,151].
SPR is another technique primarily used for the investigation of protein interactions with
flat surfaces of various materials [137,138]. If particles are immobilised onto the gold surface of
the SPR electrodes it is also possible to measure the association and dissociated constants of the
adsorbing proteins [129,139].
ITC is a very versatile and sensitive technique to measure the energy of the interactions be-
tween proteins and particles. By measuring small changes in the temperature of a solution when
a binding event occurs a thermodynamic profile of the molecular interaction can be obtained
including the determination of the binding constant (KB), reaction stoichiometry (n), enthalpy
(∆H) and entropy (∆S) of the reaction. In the interpretation of ITC data it is usually assumed
that a single reaction is taking place which, as shown in Figure 1.2, is somewhat of a simplifica-
tion given that protein adsorption, rearrangement and desorption might all be occurring. The
ability of ITC to measure the stoichiometry or quantity of protein on the particles can be used
in isolation [139, 140] or in conjunction with the thermodynamic information [129, 141]. De et
al. demonstrated, using the thermodynamic parameters determined by ITC, that the interac-
tion between protein and an amino acid functionalised gold nanoparticle was more similar to a
protein-protein interaction than a protein-inorganic nanoparticle interaction [141].
Finally protein assays which can be used, in conjunction with techniques to determine the size
and concentration of the particles, to quantify the amount of protein adhered per particle. Either
the non-adsorbed protein is separated from the particle-protein conjugates via centrifugation and
quantified, or the adsorbed protein is trypsinised to remove it from the particles and quantified
[104]. Though many different type of protein assay exist [144], they are all reliant on a calibration
curve generated from a dilution series of a similar protein of known concentration. Thus, the
accuracy and precision of a protein corona quantification carried out by a protein assay is only
as good as its calibration curve and is also dependent on the uncertainties in the determination
of the particle size and concentration.
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Chapter 2
Emerging techniques for
submicrometer particle sizing
applied to Sto¨ber silica
This Chapter deals with how nanoparticle size is defined and how it can be accurately and re-
producibly measured. In-house synthesised Sto¨ber silica particles between 100 and 400 nm in
diameter were used as test materials for this study of six particle sizing techniques. The emerg-
ing techniques of scanning ion occlusion sensing (SIOS), differential centrifugal sedimentation
(DCS) and nanoparticle tracking analysis (NTA) were compared to the established techniques of
transmission electron microscopy (TEM), scanning mobility particle sizing (SMPS) and dynamic
light scattering (DLS). As the size of the particles used as the test materials in this study were
between 100 and 400 nm in diameter, they are not strictly nanoparticles and will therefore be
referred to as either “sub-micrometer particles” or “particles”. As discussed in 1.5.1, though not
strictly nanoparticles, particles within this size range are still bio-applicable and hence highly
relevant to this thesis.
The different definitions of particle size, that arise from the different physical principles
underlying the techniques studied, are explained and the relative strengths and weaknesses of
each of the six techniques demonstrated through a head-to-head comparison. The use of multiple
techniques to size particles is generally encouraged but, as illustrated in this study, how the size
information from different techniques is compared and the experimental conditions under which
the measurements are taken really determine the complementarity, and hence meaningfulness
of the combined sizing information. The optimum particle sizing strategy, the combination
of techniques and measurement conditions, will always be material and application dependent
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to some extent. However, one aim of this investigation was to determine some particle sizing
strategies generally applicable to a range of, if not all, particle types.
2.1 Size dependent particle behaviour
The properties of particles depend acutely on their size, and can be very different from the
properties associated with bulk forms of the same material. Quantum dots (QDs) provide a
colourful example of this, as illustrated in Figure 2.1 A. The degree of exciton confinement,
determined by the semiconductor crystal size, dictates the wavelength of their photoluminescent
emission. It is also a size dependent phenomenon known as localised surface plasmon resonance
(L-SPR) that is responsible for the colour, and colour changes exploited by some applications
[152, 153] of gold and other metallic nanoparticles, see Figure 2.1 B and D. The high surface
area to volume ratio of a nanomaterial is one of its defining properties. As the size of the
nanomaterial is decreased in one, two or three dimensions, the surface area to volume ratio
increases exponentially. Thus for the same weight or volume of material, the amount of material
exposed to the environment increases the smaller the particle. This inverse relationship between
the size of a particle and its surface area to volume ratio [154] has important consequences
relating to its catalytic activity, see Figure 2.1 C, and cyto- and eco-toxicity [155].
Nanotoxicology evaluation is a key driving-force for improving and standardising the charac-
terisation of nanomaterials. The physico-chemical particle properties responsible for this toxicity
are not fully understood although surface area, surface charge and particle dispersion have been
shown to correlate to toxicity [159, 160]. In relation to biological toxicity, size also impacts on
the particles’ ability to penetrate membranes, the responses they elicit from the immune system
and where they accumulate in an organism [94, 161]. As such, particle sizing for toxicological
studies is paramount for distinguishing trends and identifying dependencies in the data.
2.2 Experimental design
The aim of this study was to assess the suitability of emerging particle sizing techniques for
sizing a model bio-applicable material. How and why silica was chosen as the test material is
described in Section 2.2.1. Though the manufacturers of all the instruments used traceable sizing
standards, such as those produced by NIST [162], to calibrate and hence check the accuracy of
their system, the techniques’ sizing abilities on non-standard systems is not implicit. We also
quantified the size resolution and precision, as defined in Section 2.3.4, of all the techniques.
The difficulty in comparing particle sizing techniques lies in the non-equivalency of the size
information they impart. As discussed further in Section 2.2.2, the techniques included in
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Figure 2.1: A. Example of the size dependent emission of CdSe/ZnS QDs (emission, circles) along
with a representative absorption of the QDs that emit at 510 nm (absorption, black line) [156]. B.
Cartoon of the coherent oscillations of a small spherical metallic particle’s conduction electrons
relative to their nuclei when irradiated by light. When the frequency of the incident light is
equal to that of the oscillating electron cloud it is strongly absorbed, an effect known as L-
SPR [157]. The resonant frequency of the oscillation depends on the size, shape, dielectric
properties and local environment of the nanoparticles [114]. The typical absorption spectra
of spherical gold nanoparticles in D. demonstrates the size dependency of the L-SPR effect
[158]. Many applications of nanoparticles exploit the fact that they present a much larger
surface area to their environment than bulk counterparts. This and the fact that the number
of under-coordinated atoms increases with increasing curvature makes the catalytic activity of
nanoparticles, for example the rate of CO oxidation by gold clusters depicted in C., highly size
dependent [20]. Subfigures reproduced from references [20,156,157] and [158] respectively.
this study are all based on different physical phenomena and often demand specific sample
preparation which can result in physically different sizes being measured. The size information
gathered by the techniques is used to generate a size distribution, weighted depending on the
technique, and whose interpretation depends on the binning and model used. These are also
discussed in more detail in Section 2.2.2.
2.2.1 Test material
Samples of particulate material with varying mean particle size were required to compare the
sizing capabilities of the different techniques. Ideally it should also be a relevant material for
bio-applications, cost effective and stable when dry or hydrated. These conditions were satisfied
by silica, SiO2. As well as being used in textiles [163], as foaming agents [164] and in solar
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cells [165], silica particles are increasingly being found in bio-applications such as drug delivery
[60,166], and bio-sensing [167]. One of the appealing properties of silica is the tailorability of its
microstructure and porosity. The many different synthesis routes used to fabricate silica particles,
such as: sol-gel [168], the condensation of hydrolysed silyl ether monomers [169], templating and
calcination [170] or aerosol fabrication [171], facilitate the production of materials that range
from non-porous to mesoporous.
As a result of the huge range of variety within the silica particle family, due to the methods
in which they are synthesised, and in some cases subsequent surface functionalisation [172,173],
the toxicological response they elicit from biological systems varies widely [174,175]. In order to
establish the cause and possible mechanisms of toxicity the thorough characterisation of silica
particles is critical.
As one of the most-established synthesis routes and one capable of producing monodisperse
low-porosity silica from 0.05 to 2 µm in diameter, the Sto¨ber process was chosen to synthesise
the test material [169]. As well as being representative of the wider silica particle family, it has
also been subject to considerable characterisation in the literature [176–179]. Additionally, the
process of particle formation is fairly well understood as a result of systematic investigations into
the reaction conditions [180] and the underlying nucleation and growth mechanisms [179,181,182]
required to produce monodisperse particles of a range of sizes.
Though relatively spherical and monodisperse, populations of Sto¨ber silica particles can also
include small numbers of aggregated particles, such as doublets and triplets or fused semi-formed
particles. These were present, in varying degrees, in all the batches of Sto¨ber silica synthesised
for this study, as described in Section 2.3.1. These non-spherical particles were in fact very useful
to have in the test material and enabled: (i) an assessment of the size resolution of the techniques
as well as (ii) highlighting the differences in the spherical equivalent diameters measured by each
technique.
2.2.2 How is size defined?
When particle size is referred to, what is generally implied is the spherical equivalent diameter
(SED), the diameter of a sphere that behaves in the same way as the particle under the condi-
tions employed by that particular measurement technique. For non-spherical particles, such as
nanorods and nanotubes, the information derived from techniques that measure the SED can be
hard to reconcile with the size and aspect-ratio information obtained from imaging techniques
such as electron microscopy (EM) and scanning probe microscopy (SPM) [183,184]. In spite of
this shortcoming, the spherical approximation is still the most commonly employed measure of
particle size, and will be used exclusively in this study.
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The applications intended for a particle determines the most useful measure of its size, be
it the diameter, the surface area or the volume. For example, if a particle is designed for drug
delivery, accurate determination of the drug loading, required to elicit a beneficial therapeutic
response, is critical. Depending on the drug’s hydrophilicity, the particle’s payload may be
enclosed in its bulk or immobilised on its surface [167,185,186]. When extrapolating surface area
or volume from a measurement of the diameter, as well as relying on the spherical approximation,
the relative uncertainties are proportional to the uncertainty in the diameter squared and cubed
respectively. Hence the potential to measure the volume or surface area directly and rapidly is
very attractive for the characterisation of particles for bio-applications.
Finally, it is important to realise that particles are never measured in isolation but rather in
an environment compatible with the measurement technique. This can both affect how big the
particle is, whether it swells [178] or shrinks [187], and what measure of the particle can be made,
whether the aerodynamic, hydrodynamic or dry particle diameter is measured. Therefore, it is
usually preferred that the technique chosen to characterise the particles does so in conditions
similar to those of the envisaged particle application.
2.2.2.1 The spherical equivalent diameter
Understanding the spherical equivalent diameter (SED) is not a trivial problem, particularly
when the averaging used depends on the physical properties of the measurement technique. The
theoretical framework to calculate the expected SED of oblate and prolate particles measured
by different categories of sizing technique has been outlined by Jennings and Parslow [188]. The
categories of sizing technique they list encompass those to which the techniques in this study
belong.
The difference in the definitions of the SED, listed in Table 2.1, may appear subtle but the
implications on the sizing of a doublet (two conjoined spherical particles) is striking, particularly
if it is to be used to derive the particle’s surface area or volume, for example. Consider a doublet
made up of two spherical particles of diameter D, such that the parallel length of the doublet
is twice that in the directions perpendicular to the join. The particle volume SIOS measures is
twice the volume of a single sphere, and thus the SED of the doublet, Deq,vol, it reports is:
Deq,vol = D
3
√
2 (2.1)
The SED measured by TEM can be defined in a number of ways. Two common methods are:
(i) measuring the diameter of each particle in the same plane (i.e. using a horizontal line) and
(ii) measuring the Feret’s diameter of the particles. The SED measured by the first method is
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Technique Spherical Equivalent Diameter Averaging
Employed
Single-particle
or Ensemble
TEM Equivalent rotary projected diameter Number-weighted
mean
Single-particle
SMPS Equivalent rotary diffusion electrical
mobility diameter
Number-weighted
mean
Single-particle
DLS Equivalent translatory diffusion hy-
drodynamic diameter
Intensity-weighted
Z-average
Ensemble
SIOS Volume equivalent diameter Number-weighted
mean
Single-particle
NTA Equivalent translatory diffusion hy-
drodynamic diameter
Number-weighted
mean
Single-particle
DCS Stokes equivalent diameter Absorption-
weighted mean
Ensemble
Table 2.1: The spherical equivalent diameters and averaging employed by the sizing techniques
included in this study along with whether they are a single-particle or ensemble sizing technique.
similar to that measured by other techniques, including DLS, NTA and DCS, but not identical
due to the tendency of the non-spherical particles on TEM grids to lie flat. In the first method
a short axis of the particle tends to be hidden, and a two-dimensional rotationally averaged
diameter over the two other axes is measured, whilst the behaviour of particles in SMPS, DLS,
NTA and DCS is determined by their three-dimensional rotationally averaged diameters.
The rotational average SED of a doublet measured by TEM, Deq,2D, (assuming all the
doublets are lying flat) is:
1
Deq,2D
=
1
2
(
1
D
+
1
2D
)
(2.2)
Deq,2D =
4D
3
(2.3)
And the SED of the doublet averaged over 3D, Deq,3D, is:
1
Deq,3D
=
1
3
(
2
D
+
1
2D
)
(2.4)
Deq,3D =
6D
5
(2.5)
Though the two-dimensional rotationally averaged diameter is consistently greater than the
three-dimensional equivalent (assuming the short axis is always hidden), it is still a much better
approximation than obtained using Feret’s diameter, Deq,fer = 2D. The Feret’s diameter is de-
fined as the longest distance between any two points in the projected particle area. In summary,
the SED of a doublet depends on how it is measured. It is expected that Deq,Fer >> Deq,2D >
44
Deq,vol > Deq,3D.
Though only four of the simplest examples of the SED have been introduced, it is already
clear that there are large differences in their absolute values depending on the technique used
and the type of data analysis carried out. In the remaining techniques (SMPS, DLS, NTA and
DCS) the amount of friction a particle experiences affects its diffusion (at random or under an
applied force) and hence the SED measured. This frictional force is described by the Stokes
equation (assuming a low Reynolds number) and can only be solved exactly for spherical and
spheroidal particles [189].
2.2.2.2 Size distribution weighting
In the single-particle particle sizing techniques, see Table 2.1, plotting the frequency of particles
(or tracks in NTA) measured in a certain size range (bin) produces a number-weighted size
distribution. Conversely, the raw size distributions measured by the ensemble sizing techniques
are either absorption-weighted (DCS) or intensity-weighted (DLS) and require conversion to
number-weighted distributions in order to facilitate an inter-technique comparison such as this.
The height of a raw absorption-weighted size distribution measured by DCS is proportional
to the decrease in light reaching the photodetector from the laser on the opposite side of the
disc. More light is extinguished by large and more optically dense particles so fewer of them are
required to produce the same change in voltage across the photodetector as many more small
or optically transparent particles. Using Mie theory, which relates the scattering intensity of
particles to their volume, the instrument’s software can produce a volume-weighted distribution,
though this conversion is reliant on accurate knowledge of the absorption and refractive index of
the particles at 405 nm, the wavelength of the laser light. Finally, assuming particle sphericity,
the software converts the volume-weighted size distributions to number-weighted distributions.
In DLS it is the intensity of the fluctuating light reaching the detector that determines the
height of the raw intensity-weighted distributions, as described in more detail in Section 2.3.2.3.
Again, Mie theory is used to convert this to a volume-weighted distribution, and sphericity
assumed to produce a number-weighted distribution. The shortcoming of Mie theory is its
reliance on the optical constants of the particles and dispersant in the system its being applied
to. These are often poorly defined for nanomaterials, especially for multi-component systems
such as core-shell particles, and is a potential source of error in the conversion to a number-
distribution. In spite of these comments, in the case of the Sto¨ber silica particles which are
relatively homogeneous and spherical as well as only absorbing very weakly at the wavelengths
used in DCS and DLS, it was decided that the conversion to number-weighted distributions was
justified.
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2.2.2.3 Size distribution fitting
Size distributions contain a lot of information, including the presence of sub-populations, peak
broadening and peak shifts, which is readily assessed by comparing size-distributions by eye. This
qualitative information is useful for gaining some understanding of a sample and how it behaves
in the different techniques and was used extensively in evaluating the results of this study, see
Section 2.4. However, for robust, repeatable characterisation, the determination of quantitative
descriptions of size distributions, not least for carrying out inter-technique comparisons such
as this, is important. For quantification, size distributions are usually simplified to a series
of numbers describing the moments of the distribution: the average, the width, the skewness
and the kurtosis (or bulging). A two moment-fit, using just the average and the width of
the distributions, was used in this study as the focus was on the primary particle population.
Through a comparison of the mean and the mode (the value that occurs most frequently in a
data set), a measure of the distribution’s skewness was also obtained.
These descriptors, such as arithmetic mean and standard deviation, can be derived from the
raw data but, unless the raw data happens to be a perfect Gaussian distribution, for example,
they cannot be used to reconstruct the raw data, signifying the information lost in the process
of quantification. If the arithmetic mean and standard deviation are measured then a Gaussian
(or normal) distribution can be generated, whilst the geometric mean and standard deviation
is required to generate a log-normal distribution. Thus, the choice of the arithmetic mean
and standard deviation to describe the size distributions in this study implies that the size
distributions are accurately described by Gaussian distributions. In Section 2.4 Q-Q plots are
used to assess this in more detail. Alternatively, model independent descriptors of the size
distributions which do not imply anything about the shape of the size distribution, such as
d10/d50/d90, where the diameters below which 10%, 50% and 90% of the particles are used to
describe the average and spread of the data, can be used.
2.3 Materials and methods
2.3.1 Particle synthesis and sample preparation
The Sto¨ber method produces particles as a result of the hydrolysis and subsequent nucleation
of an orthosilicic acid precursor, tetraethyl orthosilicate (TEOS). By controlling the availability
and solubility of TEOS, the size of the particles can be tailored [190]. Theoretical [182] and
experimental [180] studies into the effect of the reactant ratios on particle morphology were
referred to in order to achieve the particle sizes needed for this comparison study.
Sto¨ber silica particles [169] were synthesised following the protocol of Kim et al. [180]. TEOS
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(≥ 99 %), methanol, ammonium hydroxide (approximately 30 %) and isopropanol were used as
received from Sigma-Aldrich (St. Louis, MO). Briefly, ultrapure water and ammonium hydroxide
were added to methanol and stirred for 5 minutes before addition of TEOS, which was left to
react for one hour at 20 ◦C. Different sized particles were synthesised by tailoring the reactant
concentrations, as detailed in Table 2.2. The particle solutions were then washed three times
by centrifugation using isopropanol, dried under vacuum and stored as powders in sealed glass
vials. For each measurement, the particles were dispersed using an ultrasonic probe (CPX 130,
Cole-Parmer Instruments, IL) at 190 Joules and for 10 seconds twice, in accordance to OECD
directives and as described elsewhere [191].
Batch DI-water
(mL)
Ammonium
hydroxide (mL)
TEOS
(mL)
A 9.0 12.8 3.1
B 9.0 25.0 3.1
C 9.0 12.8 1.0
D 9.0 4.2 3.1
E 13.5 3.5 3.1
Table 2.2: The quantity of reactants used in each particle batch synthesis in addition to 50 mL
of methanol.
2.3.2 The sizing techniques
The techniques included in this study were grouped into two categories: the established tech-
niques (TEM, SMPS and DLS) and the emerging techniques (SIOS, NTA and DCS). A brief
introduction to each technique is included here along with information on the instrument and
conditions used in this study. Furthermore, an introduction to relaxation-NMR, a technique
capable of measuring the specific surface area of particles in solution, is included as it was also
applied to the characterisation of the Sto¨ber silica particles.
2.3.2.1 TEM
Bright field TEM was conducted on a JEOL 2010 TEM (JEOL Ltd., Tokyo, Japan), operating
at a voltage of 200 kV. The particles were dispersed in ethanol and dried onto carbon TEM grids.
500 particles were measured across 5 micrographs of each particle batch taken at magnifications
such that the number of pixels across one particle was at least 60. The particle diameters were
measured manually using ImageJ software (National Institute of Health, MD) by drawing a
horizontal straight line across the particle.
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TEM is a versatile and powerful technique that has revolutionised numerous scientific fields,
but in relation to particles it is mostly used to size them and assess their morphology and
crystal structure [192–194]. By using electrons accelerated by electric fields and focussed by
magnetic fields TEM can resolve nanoparticles and other objects beyond the diffraction limit
encountered by traditional light microscopes. In fact, with high resolution-TEM, which uses
the contrast achieved by differences in the amplitude of interfering electron waves rather than
sample absorption, sub-angstrom resolution can be achieved [195].
Samples for particle sizing experiments are usually prepared by drying or wicking a dilute
particle suspension onto or through a copper-supported carbon grid. Ideally this would result
in well-separated particles but in some cases aggregates and agglomerates, characteristic of
the sample or induced through the drying process, mean that individual particles are hard to
distinguish. In such samples, TEM might not be suitable for particle sizing. On the other hand,
where the particles are mostly well separated and electron dense, automated image analysis
methods can be used.
2.3.2.2 SMPS
SMPS measurements were conducted on an SMPS Platform 3936 (TSI Inc., Shoreview, MN;
with DMA 3081, CPC 3775, Neutraliser 3077) and particle aerosols generated using an in-house
modified portable atomiser aerosol generator (TSI 3079) and dried using a silica drier. All SMPS
measurements were carried out by Dr. Jordan Tomkins. Note that when referring to an SMPS, an
instrument combining a DMA (differential mobility analyser) with a CPC (condensation particle
counter) is implied. For the aerosolisation 200 mL of a particle solution with a concentration
of 109 particles/mL in DI-water was required. Sample and sheath flow rates were maintained
at 0.3 and 3 Lpm (litres per minute) and a 0.071 cm impactor was fitted. The particles were
charged using a 85Kr source, accelerated in the variable electric field of the DMA and detected
by the CPC. Corrections for diffusion and multiple charging of particles were applied.
2.3.2.3 DLS
A Zetasizer Nano-ZS 3600 instrument (Malvern Instruments Ltd., Malvern, UK) was used to
acquire the DLS and ζ-potential data. The particles were dispersed in 5 mM phosphate buffer
solution (PBS) in order to suppress the particles’ electrical double layers. The concentrations
of the particle solutions were approximately 1010 particles/mL and their viscosities assumed to
be that of water at 20 ◦C (the temperature at which all the measurements were ran). Further-
more, the values used for the refractive indices of the particles and water in the protocol were
assumed to be 1.45 and 1.33 respectively and the particle absorption at 633 nm equal to 0.01.
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The intensity-weighted size distributions were converted into number-weighted size distributions
assuming particle sphericity and the accuracy of the optical constants. The number-weighted
size distributions and ζ-potential measurements on each sample were then averaged over 5 con-
secutive measurements.
A standard method for particle sizing in toxicology studies, the popularity of DLS lies in its
ease of use, rapidity, moderate cost and its ability to measure the sizes and size distributions of
particles in a range of biologically relevant media. DLS is one of the most established particle
sizing techniques as outlined in ISO 13321:1996. It uses the light scattered by particles to inves-
tigate their diffusive behaviour from which their size, in terms of the hydrodynamic diameter,
is determined [149]. Cumulant analysis is used to fit the autocorrelation functions generated by
DLS to obtain a mean intensity-weighted size, known as the Z-average, along with the polydis-
persity index of the particles. Drawbacks of DLS include its intrinsic propensity to detect larger
particles (the radial dependence of the intensity of light scattered by a particle) or particles with
higher refractive indices, and as a result it is considered less suitable for the characterisation of
heterogeneous, polydisperse (PDI > 1.5) and multimodal systems [196]. Advanced algorithms
such as non-negative least squares (NNLS) or CONTIN [197,198] allow the use of DLS to be ex-
tended to some polydisperse samples by the fitting of multiple exponentials to the autocorrelation
functions. Alternatively, DLS can be used in series with techniques that separate the particles
based on size, such as field flow fractionation (FFF) or column chromatography [199,200].
The DLS instrument employed in this investigation was a single-angle instrument which
allowed rapid determination of the spherical equivalent particle diameter, but it was unable
to impart particle shape information. However, there are other DLS-based systems better at
characterising polydisperse and nonspherical particles. Multiangle instruments, for example,
measure the angle-dependent light scattered from the particles and are particularly useful for
polydisperse sample characterisation [201]. Depolarised-DLS can provide information on the
rotational diffusion coefficient and hence the particle anisotropy [202, 203], and has been used
to investigate the size and shape of highly anisotropic particles including carbon nanotubes [63]
and gold nanorods [204].
2.3.2.4 SIOS
The SIOS measurements were carried out on a qNano instrument [205] (Izon Science Ltd.,
Christchurch, NZ) through a collaboration with the manufacturer. Dry particles were dispersed
in a suitable electrolyte buffer of 10 mM PBS with added sodium dodecyl sulfate. For Batch
E, the NP100A membrane, designed to measure particles between 70 and 200 nm, was used
with the recommended particle concentration of approximately 1010 particles/mL. For the other
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batches the NP200A membrane, for particles between 100 and 400 nm, was used with a particle
concentration of approximately 109 particles/mL. For each measurement 40 µL of the particulate
solutions were added to the upper fluid cell of the device, and between 100 and 500 blockade
events recorded from each sample.
SIOS is an emerging bench-top, relatively low-cost, particle-by-particle sizing technique based
on the Coulter principle [206, 207]. It measures the reduction in ionic current across a size-
adjustable pore in a membrane due to its temporary occlusion as a particle traverses it under
the influence of a pressure or ionic gradient. The time taken for a particle to traverse a pore
is related to its size, shape and surface charge, and the decrease in ionic current caused by
the occlusion is directly proportional to its volume. The volume measurement and a spherical
approximation are used to derive the diameter of the particles, and from the frequency of particle
detection events it is also possible to measure the concentration of a particle solution [208]. The
dynamic range of the instrument is 200, but the range over which the response of the individual
membranes is linear is only 8 to 10, with a minimum measurable particle size of 50 nm. For
polydisperse systems size distributions collected over multiple membranes must thus be combined
by normalising with respect to concentration. An advantage SIOS has over other techniques, is
its ability to size both organic and inorganic particles through a direct measurement of particle
volume, with no need of any assumptions regarding the particles’ shape. Its ability to measure
particle dispersions in ionic media and the absence of damaging energy sources, such as lasers,
make it suitable for the sizing of biologically relevant particles, including cells, viruses and
pharmaceuticals [159,209].
2.3.2.5 NTA
NTA measurements were conducted in collaboration with Nanosight Ltd. (Wiltshire, UK), the
manufacturer of the NanoSight LM10HSB (with scientific CMOS camera and 405 nm laser
diode) used in this study. The particles were dispersed in DI-water and diluted to an optimal
concentration for the technique, i.e. such that 10 to 100 particles were visible in the field of
view at one time (approximately 108 to 109 particles/mL). There were 5 measurements lasting
1 minute taken on each batch, and a total of 470 completed tracks recorded for the largest
particles, and over 3800 for the smallest particles.
Although NTA has been known to the particle characterisation community for a number
of years, it has been classified as “emerging” as interest in the technique is still increasing,
particularly for characterising particles in environmental toxicology [174,210] and drug delivery
[211] applications. The NTA technique is based on the light scattered by particles illuminated
by a laser being observed using a microscope. By recording the scattered light using a CCD
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device, the Brownian motion of individual particles can be analysed to extrapolate information
on their diffusive behaviour and hence their size. In order to maximise the number of counts,
and so reduce the standard deviation of the mean associated to the average particle size, the
total counts of multiple video clips of the same sample were summed.
2.3.2.6 DCS
A CPS 20000 disc centrifuge, calibrated using 377 nm diameter PVC particles (instrument and
calibrant supplied by CPS Instruments Inc., LA), was used to conduct the DCS measurements.
Measurements of the size of the Sto¨ber silica particles required building a density gradient within
the disc, which was done according to manufacturer’s instructions: the disc was filled with 14
mL of a sucrose (Amresco LLC, OH) solution with a concentration gradient that varied between
8 wt % (near the centre of the disc) and 24 wt % (near the edge of the disc), topped with 0.5 mL
of dodecane to prevent evaporation. A volume of 100 µL and a concentration of approximately
1010 particles/mL in DI water, was used for each run and the disc was recalibrated every three
runs. The size distribution of each particle batch was measured 3 times within one gradient
lifetime.
DCS is also known as differential centrifugal photosedimentation (DCP) and measures the
size of particles based on their sedimentation velocity through a density gradient under the action
of a centrifugal force. The time taken for the particles to sediment a given distance is related
to their Stokes diameter (Dp), the diameter of a sphere that sediments at the same rate as the
particle. This relationship is described by the Stokes equation:
Dp =
√
18ηln(Rf/Ro)
(ρp − ρf )ω2tp (2.6)
where η is the average dynamic viscosity of the gradient, Ro and Rf are the radii at which the
sedimentation starts and finishes respectively, ρp and ρf are the average densities of the particles
and fluid, ω is the angular frequency of the centrifuge and tp is the time taken for the particles
to sediment from Ro to Rf . For completeness the derivation of the Stokes equation is included
in Appendix A.
Although the concept of using sedimentation rates to size particles is well established [212],
recently developed bench-top instruments have extended the applicability of sedimentation par-
ticle sizing techniques to the sub-micrometer and nanometer range, and to low-density parti-
cles [213]. The dynamic range depends on the difference between the densities of the particle
and the gradient, along with the time allocated for the measurement and the angular velocity
of the instrument. In the case of the SiO2 particles, dynamic ranges of 50 could be achieved in
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under 30 minutes on the instrument used in this study. Furthermore, by considering their size
dependent densities, a more accurate measure of the polydispersities of core shell particles is
possible thanks to advancements in DCS data interpretation [214]. During a measurement, the
particles travel radially towards a laser and photodetector which are used to detect the particles.
Through the use of the spherical approximation and knowledge of the particles’ optical proper-
ties, the measured absorption-weighted size distributions were translated into number-weighted
distributions, to be used in a more direct comparison with other techniques.
The time taken for a particle to sediment in DCS is related to the properties of the gradient
and the effective density (ρp) and diameter (Dp) of the particle. When the first calibration
particle sample is run on an uncalibrated disc the mode of the size distribution is normally
nowhere near the manufacturer supplied mode diameter of 377 nm, even though the density of
the calibration particle in the protocol is correct (ρs = 1.385 g/cm
3) and a good approximation
used for the average density of the gradient, see Appendix B. This is because the values of Rf
and Ro assumed in the protocol (not known) are different to their actual physical values. The
detector position (Rf ) is set manually and the volume of gradient may vary between runs (Ro).
To correct for this and any systematic errors in the derivation of ρf and η, the software uses a
correction factor (K) to force Ds = 377 nm whatever the sedimentation time of the calibration
standard particles (ts):
D2s =
K
(ρs − ρf )ts (2.7)
If the sample particles are run directly after the calibration standard particles it can be assumed
that the gradient hasn’t changed significantly (Ro, ρf and η are still approximately the same).
Therefore the correction factor, K, is still valid, and can be used to relate the mode sedimentation
time of a sample particles (tp) to their mode diameter (Dp):
D2p =
K
(ρp − ρf )tp (2.8)
Equating Equations 2.7 and 2.8 for K results in a simplified Stokes equation which enables a
particle’s size and density to be determined without any knowledge of the gradient properties
(other than ρf ):
Dp =
√
D2s(ρs − ρf )ts
(ρp − ρf )tp (2.9)
When the samples were ran in the DCS, rough estimates of the fluid properties were used
in the protocol, including the average fluid density, 1.033 g/cm3, and the refractive index of the
fluid at the detector, 1.37, as determined using tabulated values supplied by the manufacturer.
Assumptions relating to the material properties of bulk Sto¨ber silica used in the operating
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protocol included the density, ρp = 2.0 g/cm
3, the refractive index, 1.45, and the absorption
at 405 nm, A = 0.001. Because of the use of the calibration particles to calibrate the disc, as
described above, the absolute accuracy of the description of the fluid used in the protocol is not
critical, for obtaining the absorption-weighted distribution.
2.3.2.7 Relaxation-NMR
Relaxation-nuclear magnetic resonance spectroscopy (Relaxation-NMR) can be used to measure
the specific surface area (SSA), the total surface area per unit mass, of particles in solution [215].
In some applications the surface area is a much more useful measure of size than diameter, as
discussed in Section 2.2.2, and for this reason the particle sizing potential of relaxation-NMR
was investigated further. If the particles are spherical and solid then their SSA is proportional
to the square of their diameter but if the particles are porous relaxation-NMR can potentially
provide a way of probing the extent of this porosity. The relaxation-NMR characterisation of
colloidal and particle systems is a very promising field as demonstrated by Cosgrove et al. in
their study into the adsorption and competitive adsorption of surfactants and polymers onto
silica particles [216, 217]. Relaxation-NMR is also extensively used in the field of geophysics to
measure porosity [218,219] and has even been applied to the characterisation of bone [220].
Until recently relaxation-NMR measurements could only be carried out on large and costly
NMR spectrometers. In order to address the market for particle characterisation instruments,
Xigo Nanotools LLC. have developed the AcornArea, a relatively low cost and portable low-field
pulsed NMR dispersion analyser [221]. It was this instrument that was used to characterise the
Sto¨ber silica particles. An outline the physical principles on which the technique is based is
included below along with a description of the sample preparation and analysis conditions used
in the measurements.
The principles of relaxation-NMR are similar to those of magnetic resonance imaging (MRI),
in as far as it measures the characteristic time for protons to revert to a low energy state from
the higher one induced by a transient magnetic field acting perpendicular to a permanent one.
In MRI the results are represented as levels of contrast between different tissues in the body. In
relaxation-NMR the relaxation time is related to the proportion of protons associated with an
interface to those free in the bulk of a solution.
There are two types of relaxation event, spin-lattice (or longitudinal) relaxation and spin-spin
(or transverse) relaxation and each has a characteristic relaxation time, T1 and T2 respectively.
These relaxation times are proportional to molecular mobility, meaning that the protons of more
mobile molecules have longer nuclear spin relaxation times. For protons, say in solvent molecules
constrained at a solid-liquid interface such that their movements are anisotropic, the nuclear spin
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relaxation times are orders of magnitude smaller than if they were free in the bulk of a solution.
Using the assumption, valid for small molecules such as water under normal conditions, that
the bulk and interface water molecules are continuously and rapidly exchanging, the measured
relaxation rate (1/T1,2) becomes the weighted sum of the bulk and interface contributions:
1
T1,2
=
1
T1,2(bulk)
+
1
T1,2(surface)
(
+
1
T2(diffusion)
)
(2.10)
where
1
T1,2(surface)
= ka(SSA) (2.11)
T1,2(bulk) is the relaxation constant of the solvent on its own and T1,2 the measured relaxation
rate of a particulate sample in the same solvent. Using Equations 2.10 and 2.11, along with the
material-solvent specific value of the surface relaxation strength, ka, the specific surface area
(SSA) of particles in solution can be derived. Note that only T2 is sensitive to diffusion effects
and is not recommended for use in determining the SSA of very concentrated particle solutions
(> 25 wt%) or of particle solutions where sedimentation might be occurring. In these conditions
SSA determination using the T1 relaxation time constant is recommended. The volume of
particulate material required is high (at least 10 wt %) because the sensitivity of the technique
is low.
Its ability to measure such concentrated solutions recommends relaxation-NMR for the char-
acterisation of real-world particle systems including cosmetic formulations and wafer polishing
slurries, which would require extensive dilution before measurement by most other techniques
(including all others mentioned in this thesis). As aggregation, in many instances, is concen-
tration dependent, being able to measure the specific surface areas of particulates in realistic
concentrations can be important.
One current limitation of relaxation-NMR is that the surface relaxation strength, or ka value,
of different material-solvent combinations must be determined from a measurement of a sample
with known surface area. Until a library of ka values is created, the uncertainty associated with,
and the time required for extra measurements on material standards (if they exist), will limit
the applicability of this technique. The ka value for silica and water is one of the few currently
supplied by the manufacturer of the instrument, and is given as 0.00026 g.m−2ms−1
Sample preparation for relaxation-NMR required accurate weighing of the particulate powder
and solvent into a small glass vial; vigorous sonication using an ultrasonic probe; transfer into a
clean 5 mm NMR tube; and reweighing the glass vial before and after solvent evaporation. In this
manner the amount of particles and solvent not transferred to the NMR tube was corrected for.
As the particle concentrations, ≈ 10 wt %, were in the regime where particle interactions were
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negligible, the quicker, more robust T2 relaxation constant was used to calculate the SSAs using a
pulse sequence known as the Carr-Purcell-Meiboom-Gill (CPMG) sequence [222]. The software,
AreaQuant (version 0.7.1), was used to run the instrument and fit a single exponential to the
decay in magnetisation to find 1/T1, from which the SSA could also be derived. Measurements
were taken in quick succession once the temperature of the sample had equilibrated with that
of the instrument.
2.3.3 Measurements of particle density
The dependence of the time taken for a particle to sediment on particle density as well as size,
opens up the possibility that DCS could also be used for the measurement of particle density. The
experimental approach to density determination using DCS, however, is quite different to that
described in Section 2.3.2.6 to measure size. Before describing how particle density measurements
can be carried out using the DCS, the motivation for conducting such measurements is given
and examples of current techniques used in particle density determination described.
2.3.3.1 Particle density and why it should be measured
The reason it was necessary to establish the density of the Sto¨ber silica particles was to improve
the accuracy of the size distributions measured by DCS. From the literature it was found that
Sto¨ber silica has a lower density than bulk silica (2.2 g/cm3), with values for its density given as
1.87 g/cm3 [223], 1.97 g/ cm3 [224], 2.00-2.04 g/cm3 [225], 2.02-2.06 g/cm3 [226], and 2.04-2.10
g/cm3 [227]. The reason why the density of Sto¨ber silica is lower than that of bulk silica is
the presence of carbon constituents left over from the particle synthesis such as ethoxy groups
[178]. The density of Sto¨ber silica is dependent on the synthesis conditions, and this, as well
as differences in the types of measurements conducted, see Section 2.3.3.2, explains the 10 %
variation in the literature density values listed above.
When an average value of 2.0 g/cm3 was taken as the density of Sto¨ber silica, the peaks in the
DCS size distributions were shifted to lower diameters compared to the other sizing techniques.
By examining Equation 2.9 it is clear that such an underestimation of the particle size (Dp)
could have been caused by an overestimation of the particle density (ρp). It is therefore likely
that the literature value used for the density of the Sto¨ber silica in the DCS protocol was too
high. In fact there is nothing wrong with the literature derived density values listed above,
but the definition of what density each technique measures, and how that relates to the density
relevant to DCS needs to be established.
The literature values listed above were measured by techniques such as helium pycnometry,
dilution series, and liquid displacement. These techniques measure the density of the solid
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component of a material but the sedimentation of a particle depends on its effective density, that
is the average density of the solid material and the liquid trapped within pores or associated to
the surface. If the particle is completely solid, with no pores, surface roughness or voids within
its bulk, then the effective density and the density of the solid component is the same. If on the
other hand the particle is porous and these pores are filled with a less dense liquid, their effective
density will be less than the density of their solid component. The effective density (ρeff ) is just
a volume weighted average of the solid (sol) and liquid (liq) components and can be calculated
using:
ρeff =
ρsolVsol + ρliqVliq
Vsol + Vliq
(2.12)
Finding the effective density of a multicomponent particle could be useful for determining
the concentration or loading of the different components (assuming their densities are different)
and by comparing the effective density and solid density of particles it is also possible to learn
something of their microstructure. Being able to measure particle density in a systematic way
would also allow better quality checks for manufactured particles to be devised, which is partic-
ularly important for bottom-up synthesised particles. Finally, changes in effective density when
the surfaces of particles are functionalised or biomolecules adhere can be used to monitor the
coverage, or thickness of the shell that forms [133].
2.3.3.2 Established techniques for particle density measurements
Before describing how the particle density was measured using DCS, some established techniques
for measuring particle density will briefly be introduced. The majority of these techniques
were designed for and are still used predominantly for measuring the density of bulk materials.
Pycnometry, a method that relies on the displacement of a gas or liquid to measure the volume
of material, is probably the most common technique for inferring particle density [226]. Dilution
series is a method for measuring the density of particles in suspension. Changes in density due
to the weight fraction of particles in solution can be used to find the density of the volume of the
particles that the solvent cannot penetrate [227]. Differences in the density of porous particles
measured by a pycnometer, in fact by different pycnometers, and by dilution series, can be
explained by variations in the penetration of the pores. Another drawback to these traditional
techniques is that the volumes of particulate material required for a measurement, typically at
least 100 mg, is much larger than is often available.
The methods above are primarily techniques for measuring the density of bulk materials, but
there is also an aerosol technique and an ultracentrifuge method specifically for measuring the
density of particulates. The aerosol technique actually combines the size information gathered
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on an SMPS, the electrical mobility diameter, with the aerodynamic particle diameter measured
with a time of flight based instrument. By comparing the two diameters measured it is possible
to obtain particle density and morphological information [228]. Alternatively, static density
gradients can be made using an analytical ultracentrifuge and imaged using Schlieren optics,
allowing differences in refractive index or density in the gradient to be visualised. The particles
will equilibrate in a band at the point where the density of the gradient is commensurate to
that of the particles, and the density of the particles found from their position in the density
gradient [214,229]. The DCS method introduced in the following section was adapted from one
originally devised for analytical ultracentrifugation [230,231].
2.3.3.3 DCS methods for extracting density information
The simplest method for extracting density information from the DCS is to force the Dp term in
the Stokes equation, Equation 2.9, to be that measured by a density independent sizing technique
such as DLS, and then rearrange the equation to find ρp, the particle density that satisfies it.
This was the method employed by Ketelson et al. when they measured the effective density of
their Sto¨ber silica particles to be 1.73 g/cm3 [232].
Alternatively, a method taken from the analytical ultracentrifugation literature can be em-
ployed. This will be referred to exclusively as the two-gradient method from here on in, due to
its reliance on measurements taken on at least two gradients of different densities. The pair of
Stokes equations, Equation 2.6, obtained, one corresponding to each gradient, can then be solved
simultaneously for either the particle density or diameter. The diameters (D) and densities (ρ)
of the calibration standard (s) and particle (p) being measured are assumed to be independent
of the gradient, but the fluid density (ρf ) and times taken for the calibration standard (ts) and
particle (tp) to sediment will depend on the gradient being used. The terms in Equation 2.13
denoted by the subscripts 1 and 2 pertain to the low and high density gradient respectively, and
the other symbols are as defined above. Equation 2.13 is the expression obtained when a pair of
Stokes equations are equated for Dp and then rearranged to get an expression for the density of
the particles (ρp).
ρp =
ρf,2(ρs − ρf,1)ts,1tp,2 − ρf,1(ρs − ρf,2)tp,1ts,2
(ρs − ρf,1)ts,1tp,2 − (ρs − ρf,2)tp,1ts,2 (2.13)
Deuterium oxide and water based sucrose gradients were used as they were chemically very
similar and also provided a density difference of approximately 0.1 g/cm3. The accuracy with
which the particle density can be determined is reliant on the accuracy with which the average
gradient densities (ρf,1/2) are known. The method used to calculate ρf,1/2 considering the
geometry of the disc and the dilution of the gradient is detailed in Appendix B. Alternatively
other combinations of hydrogenated and deuterated solvents could have been used along with
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additives such as dextran, mesoerythrose [230] or caesium chloride.
The sensitivity of this method is dependent on the difference in the sedimentation coefficient
(i.e. 1/tp) measured on both gradients being significant. The expression in Equation 2.13
becomes unstable when the difference in the densities of the two gradients is too small or the
difference between the density of the particles and that of the gradients is too great. Therefore
this method is most often employed in the characterisation of polymeric particles, and Sto¨ber
silica, having an expected density of between 1.7 and 2.0 g/cm3, lies at the upper limit of where
this method is applicable. The lower limit is dictated by the maximum density of the gradient
being used. Unfortunately the two-gradient method is not suitable for investigating the density of
dense colloidal systems including the gold particle-protein conjugates investigated in Chapter 3.
2.3.3.4 Minimising the reliance on the calibration standard
In response to my queries, a representative of CPS Instruments Inc. (the DCS instrument man-
ufacturer) provided unpublished information regarding the characterisation of the PVC particles
supplied for instrument calibration. The density of the particles, determined by ascertaining the
equilibration position in a density gradient column with a precision of ± 0.01 g/cm3, was given
as 1.385 g/cm3 and the diameter, 377 nm, was taken to be the average measured across DLS,
TEM and DCS (calibrated using NIST size traceable particles). Whether the manufacturer pro-
vided value was suitable for use in the DCS measurements of particle density was investigated by
conducting a one-gradient uncalibrated DCS measurement of the density of the PVC calibration
particles.
Running the DCS measurement uncalibrated was not recommended by the manufacturer
due to the difficulties associated with accurately determining each term in the full Stokes equa-
tion, Equation 2.6, and also allocating the uncertainty to each of these values. Nevertheless,
a one-gradient uncalibrated DCS measurement of the density of the PVC calibration particles,
assuming their diameter is equal to 377 nm, was carried out. The temperature and sucrose
concentration dependent viscosities of aqueous sucrose solutions were found tabulated [233], but
those for D2O based sucrose solutions were not. For this reason H2O based sucrose solutions
were used to build the gradients for the uncalibrated runs.
The calibration standard density (ρs) measured using the one-gradient uncalibrated method
was 1.32 ± 0.1 g/cm3, a value significantly smaller than that provided by the manufacturer.
This is not to say that the density provided by the manufacturer is wrong, rather that there
is a systematic offset in the densities measured by the DCS most likely due to an underesti-
mation of ρf , the average density of the gradient through which the particles sediment. This
underestimation of ρf may have been due to one of the many simplifying assumptions used in its
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derivation described in Appendix B. Firstly, instead of a density weighted depending on the time
the particles reside in each layer of a certain density, the density derived assumed a volumetric
weighting was suitable. Also, the dependence of η on R was not considered. However, as long
as the same assumptions are applied in the derivation of the ρf ’s used in the calculation of ρp
with Equation 2.13, the systematic offset in the ρs values cancels out and the true density of the
silica particles (ρp) obtained. The difficulty in ruling out systematic errors in the determination
of gradient properties meant that the ability to cancel out their contribution to the measured
value of ρp by conducting a supplementary measurement of ρs was critical.
2.3.4 Data analysis
The size distributions measured by the different techniques were converted into histograms with
bins of width 10 nm, where the counts within each bin of the original distribution were assumed
to be homogeneously distributed and thus redistributed proportionally among the 10 nm wide
bins. We could not apply this procedure to DLS because the raw data bins were much greater
than 10 nm. For a quantitative comparison of the techniques, the modes, the full-widths at
half-maximum (FWHMs) of the primary peaks along with the mean diameters and standard
deviations were used. Q-Q plots of the particle size distributions against Gaussian distributions
were used to evaluate the shape of the size distributions [234].
The precision of each technique was defined as the standard deviation of the average arith-
metic mean measured over five successive measurements, divided by the average arithmetic mean
(i.e. coefficient of variation [30]). In this definition, each measurement was either the arithmetic
mean derived over a complete measurement run (SMPS, DLS and DCS) or the arithmetic mean
derived from a subgroup of N /5, where N is the total number of particles (TEM and SIOS)
or tracks (NTA) measured for each batch. The precision measured for each particle batch by
a given technique was averaged and reported as the precision of that technique along with its
standard deviation.
The resolution of each technique relative to TEM was defined as the ratio of the FWHM
measured by each technique over the FWHM measured by TEM and averaged over the 5 particle
batches.
2.4 Results and discussion
Five batches of sub-micrometer particles between 100 and 400 nm in diameter were successfully
synthesised using the Sto¨ber method [169] as confirmed from the TEM micrographs in Figure 2.2.
Displayed in Figure 2.3 are the normalised number-weighted size distributions of the 5 batches
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Figure 2.2: (i to v) TEM micrographs of the Sto¨ber silica particle batches A to E respectively,
taken at the same magnification in order to demonstrate the particles’ relative sizes. Scale bar
= 400 nm. (vi) An enlargement of the batch E particles, scale bar = 40 nm.
of silica particles as measured by the six particle sizing techniques. Table 2.3 tabulates the
mode and arithmetic mean diameters with the associated FWHMs and standard deviations
respectively. The mode diameter and FWHM information is also presented in a graphical form
in Figure 2.5.
As illustrated in Figure 2.4 the agreement between techniques can be qualitatively assessed
by overlaying the size distributions they produce. In the case of the batch E particles, the
coincidence of the size distributions measured by the different techniques is excellent, apart from
perhaps DLS which is often shifted to larger diameters due to trace amounts of aggregates in
the solution. This is partly a result of the use of NIST produced traecable calibration standards
in the calibration of all the instruments at the time of their manufacture and at subsequent
maintenance visits. By extracting numeric descriptors, such as the mean, mode and FWHM, a
lot of the detail contained in the raw size distributions is lost and only the main characteristics
of the primary particle population are quantified.
The FWHMs of the size distributions, relative to their modes, increase with decreasing parti-
cle size, except for when measured by DLS. This means that the smaller particles synthesised for
this study tended to be more polydisperse, though DLS does not have the resolution to measure
this. Larger uncertainties related to the sizing of smaller particles, such as those associated with
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Figure 2.3: Normalised number-weighted size distributions of the 5 batches of silica particles as
measured by (i) TEM, (ii) SMPS, (iii) DLS, (iv) SIOS, (v) NTA and (vi) DCS.
the determination of the particle edge in TEM or the shorter track lengths in NTA, could also
have contributed to the broadening of their size distributions. The widths of the measured size
distributions are the convolution of the actual size distributions of the non-ideal particle samples
and the resolving power of the different techniques. Differences in the widths of the size dis-
tributions measured by different techniques, are indicative of their resolving power. The mean
diameters measured by the different techniques for each particle batch were fairly consistent.
They were all within one standard deviation of that measured by TEM. The evaluation of the
sizing techniques, based on the size distributions illustrated in Figure 2.3, will be discussed on a
technique-by-technique basis, once some factors relevant to all techniques are considered.
For a fair comparison of the size distributions measured by the different techniques, common
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Figure 2.4: The normalised number-weighted size distributions of the batch E particles as mea-
sured by TEM, SMPS, DLS, SIOS, NTA and DCS.
sample preparation and sampling procedures were used wherever possible. However, some tech-
niques required the use of specific particle dispersants in place of water such as the electrolyte
solutions in SIOS and DLS. The use of an electrolyte in place of water to disperse particles can
affect their state of aggregation, as can their surface chemistry and concentration [235]. While
the formation of small aggregates could not be evaluated by DLS, due to its limited resolution
and bias towards larger particles, size distributions measured by SIOS exhibited a tail at large
values of the size distributions, which was particularly evident for the batch A particles. These
tails were also observed by SMPS, the technique with the largest sampling statistics out of the
single-particle particle sizing techniques, but not by the other techniques. Although electrolyte
induced aggregation may have contributed to the broadening observed in SIOS, it was more
likely the result of a higher proportion of larger particles being sampled by SIOS than by other
techniques. Due to its geometry, SIOS may be biased in the case of large sedimenting particles,
which can be unintentionally excluded by other techniques depending on the employed sample
preparation and measuring protocol.
The concentrations used for the measurements conducted in this study were optimised for
each individual technique. The optimal particle concentrations depended on the size of the
particles and physical properties of the technique: the lower limit on the particle concentration
was determined by the sensitivity of the technique as well as the number of counts required for
a statistically viable measurement; the higher limit was set by either detector saturation (SMPS
and DCS) or other physical limitations such as image processing in NTA and TEM, single
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blockade conditions in SIOS or deviation from pure Brownian motion of the particles in DLS.
However, it was assumed that differences in the aggregation of the particle solutions measured
by each technique due to concentration were negligible because all the techniques measured
dilute particle solutions, in the range where the particles’ aggregation is less dependent on their
concentration.
Batch TEM SMPS DLS SIOS NTA DCS
Modal bin (FWHM) (nm)
A 370 (31) 330 (56) 396 (189) 320 (62) 350 (113) 360 (36)
B 390 (36) 330 (55) 396 (142) 340 (57) 340 (117) 360 (35)
C 270 (78) 230 (79) 255 (117) 220 (95) 240 (107) 260 (67)
D 130 (34) 130 (39) 142 (69) 140 (48) 140 (59) 120 (30)
E 100 (35) 90 (43) 122 (48) 110 (35) 100 (62) 100 (29)
Arithmetic Mean (S.D.) (nm)
A 376 (29) 346 (68) 390 (89) 400 (94) 344 (66) 356 (24)
B 377 (41) 342 (66) 405 (76) 377 (65) 336 (65) 359 (27)
C 243 (34) 219 (60) 276 (55) 270 (72) 236 (52) 265 (39)
D 127 (17) 140 (44) 151 (35) 144 (28) 164 (67) 123 (20)
E 98 (16) 115 (42) 124 (23) 123 (25) 112 (37) 103 (17)
Table 2.3: Mode and arithmetic mean diameters, recorded along with their associated FWHMs
and standard deviations respectively, of the number-weighted size distributions.
The shape of the size distributions were compared to Gaussian distributions using Q-Q plots,
such as those in Figure 2.6. When the two compared distributions are similar or linearly related,
the points in the Q-Q plots lie along the x=y line or parallel to it respectively. Deviations
from the x=y line were interpreted as deviations from a Gaussian distribution. As shown in
Figure 2.6, the quantiles of the raw batch A data obtained by all the techniques except NTA and
DLS curved away from the x=y line, indicating skewness or kurtosis due to there being a tail at
high and low values of the size distributions. This type of deviation from a Gaussian distribution
was observed for all particle batches, as shown in Figure 2.7. The DLS and NTA distributions
were the most Gaussian, due to a number of reasons which will be discussed presently. The
other size distributions were more log-normal than Gaussian, but as this was not consistent, the
arithmetic mean and standard deviation (i.e. the Gaussian fit) was used exclusively.
The Q-Q plots are a way to visualise size distribution data in relation to a model distribution.
They were useful in helping us understand the simplification implicit in the Gaussian description
of the data. Q-Q plots are recommended as a tool for finding the best quantitative descriptors of
a size distribution. They highlighted the fact that with the variety of samples and techniques in
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Figure 2.5: Graphical representation of the modes and FWHM of the number-weighted size
distributions.
this study, the two-moment description of the size distributions meant that a substantial amount
of information was lost, particularly from the size distributions measured by techniques with
better size resolution. Most of this information pertained to the doublets and larger aggregates
in the samples, though its interpretation would be complicated due to the convolution of sample
and instrumental factors.
The interpretation of the instrument response to aggregates, as discussed in Section 2.2.2, is
technique specific as it depends on the definition of the spherical equivalent diameter. Though
the original intention was to thoroughly investigate the sizing of these aggregates the differences
in the sensitivity and resolution of the techniques were such that they were often not resolved or
appeared as a tail instead of as a defined peak. This meant that it was very difficult to draw any
conclusions from the diameter at which they occurred or their intensity relative to the primary
peak. Due to the prevalence of non-spherical particles in bio-applications [183, 184, 236], the
development of strategies to size them is critical but outside the scope of this thesis. A separate
study with a well defined non-spherical system, such as nanorods with varying aspect ratios,
would be much more suitable for addressing this issue.
While DLS and DCS measure the size distributions of an ensemble of particles, TEM, SIOS,
SMPS and NTA are single-particle techniques. For these latter techniques, the statistical uncer-
tainty in a measurement can be expressed in terms of the standard deviation of the mean (SN ),
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Figure 2.6: Q-Q plots of the batch A particle size distributions plotted against Gaussian distri-
butions with the same arithmetic mean and standard deviation, as measured by (i) TEM, (ii)
SMPS, (iii) DLS, (iv) SIOS, (v) NTA and (vi) DCS respectively.
as defined by:
SN =
S.D.√
N − 1 (2.14)
where S.D. is the standard deviation of the distribution and N is the number of particles mea-
sured. The SN values pertaining to the size distributions measured by the single-particle particle
sizing techniques employed in this study are listed in Table 2.4. Although SN can potentially be
reduced by increasing the number of measured particles, N is often dependent on the technique
and its measuring conditions [237]. A larger number of particles were measured using SMPS
compared to the other techniques, resulting in the lowest standard deviation of the mean, ap-
proximately 0.1 nm. Conversely, the standard deviations of the mean measured by SIOS, the
technique that measured the fewest particles, were much larger, up to 6 nm.
In addition to statistical uncertainties (or type-1 uncertainties such as SN ) type-2 uncer-
tainties were evaluated for each technique [238]. Examples of the type-2 uncertainties included:
uncertainties in the size and other physical characteristics of calibration particles (all techniques
except TEM), uncertainties in the particles’ optical constants (DLS, DCS) and sample temper-
ature (NTA, DLS, DCS) or the determination of the particle’s edge in particle images (TEM).
2.4.1 TEM
TEM was the only technique that provided the morphological information required to interpret
the results obtained from the non-imaging techniques, i.e. gave us the confidence that the spher-
ical approximation was suitable in the case of the silica batches’ primary particle populations.
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Figure 2.7: Q-Q plots of the (i) batch A, (ii) batch B, (iii) batch C, (iv) batch D and (v) batch
E particle size distributions plotted against Gaussian distributions with same arithmetic mean
and standard deviation, as measured by SMPS.
TEM SMPS SIOS NTA
Batch N SN(nm) N SN(nm) N SN(nm) N SN(nm)
A 510 1.3 752,000 0.079 497 4.2 472 3.0
B 510 1.8 723,000 0.077 116 6.1 620 2.6
C 565 1.4 289,000 0.11 153 5.8 767 1.9
D 510 0.75 342,000 0.076 388 1.4 1361 1.8
E 510 0.71 200,000 0.094 495 1.1 3852 0.59
Table 2.4: The number of particles measured and the corresponding standard deviations of the
mean for each particle batch measured by the single-particle sizing techniques.
TEM micrographs, like those in Figure 2.2, were used to size the particles and facilitated a
qualitative assessment of the particles’ homogeneity and dispersibility. The high vacuum con-
ditions under which standard TEM operates require dried samples, and the drying process is
liable to introduce artefacts, namely agglomerates, due to the capillary effect and the loss of
the particles’ protective capping. Though, in the case of the silica particles, optimisation of the
sample concentration and the electrostatic repulsion between negatively charged silica resulted
in generally well-separated particles on the TEM grids.
In the size distributions measured by SIOS, along with those measured by SMPS and DCS,
there were tails on the higher-diameter side, particularly for the larger particles. We would not
expect to see these tails in the size distributions of the lower resolution techniques such as NTA
and DLS, but it was initially surprising that they were not evident from TEM. When the way
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which the particles were measured from the TEM micrographs was considered, a horizontal line
drawn across each particle taken to be the two-dimensional rotationally averaged diameter, it
became clear why the number of doublets (< 5% of the total population) was underestimated.
Some doublets could be orientated such that they appear as a singlet in the horizontal plane.
Conversely if the Feret’s diameter is used to define the size of the particles measured by TEM,
a more realistic number of doublets is measured, but due to the slight asphericity of some of
the particles in the primary population, the mode diameter is overestimated. The difference
between the two methods for measuring particles from micrographs is illustrated in Figure 2.8.
The arithmetic mean Feret’s diameter measured over the 10 particles in Figure 2.8 (i) is 10 %
bigger than the rotationally averaged mean diameter in Figure 2.8 (ii), primarily due to the
presence and orientation of the doublet. It is therefore clearly important to define how the
size information is extracted from the TEM micrographs, particularly in non-spherical particle
systems.
Figure 2.8: Detail from a transmission electron micrograph of Batch B particles measured using
both the Feret diameter (i) and the effective diameter in one plane (ii).
The main drawback of TEM for particle sizing is the long measurement time due to the
manual or semi-manual processing necessary for image analysis [29]. The determination of the
edges of particles in a consistent and reproducible fashion requires particle-by-particle analysis
and is a major source of experimental uncertainty [192]. TEM is an expensive piece of equipment
and collecting statistically robust size distributions of sub-micrometer particles is laborious.
For these reasons, TEM should primarily be used to provide the morphological information to
complement sizing information gathered using other techniques.
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2.4.2 SMPS
SMPS is a widely used single particle sizing technique that measures the size of aerosolised par-
ticles based on their electrical mobility. The most remarkable feature of this technique is that
the particle counts achieved within minutes were three orders of magnitude greater than the
other single particle sizing techniques. The large dynamic range, good resolution and precision
(as recorded in Table 2.6) of SMPS, recommends it for a wide range of particle sizing applica-
tions. For example, SMPS resolved sub-populations of particles in batches A and B, centred at
approximately 155 nm and 200 nm. However, most of the other techniques measured a tail at
low values of the batch A and B size distributions instead of resolved peaks. Currently, SMPS is
predominantly used by the environmental monitoring and toxicology communities for the study
of airborne particles, though as demonstrated, it is equally capable of sizing aerosolised particle
solutions [45,239] However, depending on the instrumentation, aerosolising particles may require
large sample volumes. Its operational costs are generally high and the equipment itself bulky, but
if access to a facility exists, SMPS is a powerful particle sizing technique. Another drawback of
SMPS is that non-volatile solutes may affect the particle size measured and produce particulates
which interfere with the measurement of small particles (generally < 50 nm).
2.4.3 DLS
DLS is one of the most established particle sizing techniques and is particularly popular for
bio-applicable particles due to its ability to measure particles in various physiological buffers
and at a range of temperatures. Its main drawback for sizing is its size dependent sensitivity,
its intrinsic propensity to detect larger particles or particles with higher refractive indices. This
property is useful in studies of particle stability and aggregation [240, 241], but detrimental to
sizing studies as DLS is usually unable to resolve different particle populations.
In this investigation of the Sto¨ber silica particles DLS generally measured larger mode and
mean diameters of the particle size distributions compared to the other techniques (see Fig-
ure 2.5), and was unable to resolve closely spaced sub-populations in the Sto¨ber silica batches,
such as the doublets. This resulted in the broad peaks of the DLS size distributions which, as
demonstrated in Figure 2.6, were nearly perfectly Gaussian. The poor resolution and the optical
properties assumed in DLS mean that its accuracy, or in this case, its agreement with other
techniques, may be poor though its precision is generally good.
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2.4.4 SIOS
The size distributions measured by SIOS were consistent with those measured by TEM, though
less smooth and with more pronounced tails at high diameter (Figure 2.3). The noise in the mea-
surements of batches B and C was particularly severe due to lower count rates (see Table 2.4).
The noise in the size distributions probably resulted in an overestimation of the standard de-
viation and FWHMs of the size distributions. As the samples had originally been analysed by
the manufacturer, no access to an instrument existed to investigate further the effect of count
rate on the particle size quantification. In spite of the noisy distributions, the ability of SIOS to
directly measure the volume of particles greater than 50 nm (from which the volume equivalent
diameter can be derived if necessary) is a potentially very important.
2.4.5 NTA
Figures 2.3 and 2.5 show that the NTA size distributions were consistently broader than those
measured by TEM for each particle batch. Batch D exhibited a subpopulation of particles sized
around 300 nm that was not observed by the other techniques. The nature of this population
is not clear and might be due to impurities in the sample. The general broadening of the
particle distributions with respect to TEM could be due to a number of factors, the first being
the apparent broadening of a distribution if there are unresolved subpopulations of particles in
the vicinity of the primary peak. The second is the broadening due to the uncertainty in the
conversion of the diffusion coefficient to a particle diameter. The relative uncertainty in the
diameter determined from analysing one particle track is approximately inversely proportional
to the square root of the number of steps in that track. This means that a minimum of 100
observations of a single particle are required for a relative standard deviation of about 10 % (see
derivation in the supporting information of [242]). However, the smaller, faster-moving particles
could not be tracked for as long as the larger ones and they had, on average, fewer steps per track
and a greater uncertainty associated with each measurement of a diameter. On the other hand,
more tracks were measured in the case of the smaller particles, leading to a reduction of SN , the
uncertainty in the position of the mean. The broadening of the size distributions by NTA can be
reduced if one restricts the analysis to particles which are observed for a greater number of steps;
however this will bias the analysis of size distributions to larger particles. Compared to DLS,
the other technique based on particle scattering detection, NTA is slightly more labour intensive
and the dynamic range of the instrument is smaller. However, the size distributions measured
by NTA are material independent (i.e. knowledge of sample refractive index is not required)
and not intensity-weighted like those from DLS, therefore providing a more direct approach to
obtaining a number-weighted size distribution of particles.
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2.4.6 DCS
The most striking feature of the DCS size distributions, see Figure 2.3 is the narrowness of the
peaks, which is a direct result of the technique’s high resolution (see Table 2.6). In spite of this,
DCS did not resolve the particle subpopulations in batches A and B seen in SMPS. This could
mean either that they were due to some contamination or an artefact in the SMPS measurement,
or that they were due to smaller particles with significantly lower densities than those of the
main population (by at least 25 %). Particles with densities less than 1.5 g/cm3 would not have
reached the detector in the time allowed for the particles to sediment.
When ρo = 2.0 g/cm
3 was used as the density of bulk Sto¨ber silica in the DCS protocol, the
peaks in the size distributions measured were shifted to lower diameters compared to the other
sizing techniques (the measured modes were: batch A, 326 nm; batch B, 326 nm; batch C, 240
nm; batch D, 120 nm; and batch E, 91 nm). This suggests that the actual effective density, as
discussed in Section 2.3.3, of the particles is less than 2.0 g/cm3 and that this is probably due
to porosity.
What is currently understood about the microstructure of Sto¨ber silica is to a large extent
based on the experimental work of Costa et al.. They found that the microstructure of Sto¨ber
silica particles is size dependent with larger particles having a core-shell structure with a shell
richer in carbon constituents, whilst in the smaller particles, the carbon was homogeneously
distributed [178]. Smaller particles were also much more susceptible to swelling and shrinking
depending on the solvent [243]. All the particles in this study are what they would class as large
particles, and so can be considered as hard. An attempt was made to investigate the porosity
of the Sto¨ber silica, using higher resolution TEM micrographs such as that shown in Figure 2.2
(vi), but no pores were visible. This would suggest that if there are pores that they must be
in the nanometer scale range. This observation is supported by an investigation of Sto¨ber silica
nanoporosity, again by Costa et al. [244], that employed electron spectroscopy imaging (ESI)
and TEM to image the diffusion of ions into the porous structure of particles. They found that
small ions like Na+, Cl− and Br− penetrated the Sto¨ber silica whilst larger surfactant molecules
did not.
As a result of this porosity the effective density of the particles will be less than that of their
solid component and therefore less than 2.0 g/cm3. To determine their effective density and
hence correct the DCS measurement of particle size, the density of the Sto¨ber silica particles
was measured using the two methods described in Section 2.3.3.3
The first method assumed that the particle diameters were equal to that measured using a
density independent technique and then used a rearranged Stokes equation, Equation 2.9, to
extract the particle’s effective density. Ketelson et al. [232] demonstrated this method, using
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(1) Equating to DLS (2) Two-gradient method
Batch ρp (error) (g/cm
3) ρp (error) (g/cm
3) dDCS (error) (nm)
A 1.69 (0.16) 1.84 (0.06) 356 (24)
B 1.69 (0.16) 1.85 (0.06) 355 (24)
C 1.89 (0.23) 1.84 (0.08) 263 (17)
D 1.72 (0.32) 1.96 (0.07) 122 (8)
E 1.57 (0.33) 1.89 (0.06) 97 (7)
Table 2.5: The particle densities found by (1) Equating the DCS data to the mode measured by
DLS and (2) Using the two-gradient method
the mean particle size measured by DLS, to find that the effective density of their Sto¨ber silica
particles was equal to 1.73 g/cm3. The effective densities of the Sto¨ber silica batches in this
study were measured using a similar method to Ketelson et al., differing only in the use of the
mode instead of the mean due to it being less sensitive to the presence of aggregates in the
samples. The results of these measurements, as recorded in Table 2.5, were that the densities of
the Sto¨ber silica particles were between 1.57 g/cm3 and 1.89 g/cm3, meaning that the variation
in the densities of the particle batches was ≈ 20 %. Though the density values were in the
range expected, this method is not robust, due to the assumption that the diameters measured
by DLS and DCS are equivalent, which is not the case (see Table 2.1). Due to the tendency of
DLS to overestimate the diameter of particles in the presence of trace amounts of aggregates, see
Figure 2.4, the effective densities measured using this method could have been underestimated.
The two-gradient DCS method was then applied to the measurement of the Sto¨ber silica
particles’ densities. This method along with details of the experimental setup have been described
previously, in Section 2.3.3.3. Note that ρs, the density of the PVC particle used to calibrate
the disc, was taken to be 1.32 g/cm3, as measured using the uncalibrated one-gradient method,
as discussed in more detail in Section 2.3.3.4.
The average density of Sto¨ber silica measured using the two-gradient method was 1.88 g/cm3,
with a precision better than 3 % and good agreement across all five particle batches (see Ta-
ble 2.5). Compared to when the density of bulk Sto¨ber silica (2.0 g/cm3) was used, the particle
sizes corresponding to the densities measured by the two-gradient method were in much better
agreement with the other techniques, see Figure 2.3 and Table 2.3.
We estimated the percentage of pores by volume for the particles using the effective particle
densities measured by the DCS two-gradient method, assuming that the pores were completely
filled with water. The porosity of the particles was averaged over the five batches and found to
be ≈ 12 %, in very good agreement with those calculated by Bogush et al. (10 - 15 %) [227] and
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by Ketelson et al. (15 %) [232].
Figure 2.9: The silica particles’ sizes and densities derived using the DCS two-gradient method
plotted against the mean ζ-potentials. Error bars correspond to the standard error.
Particle porosity is determined by the synthesis conditions, which can be reflected in differ-
ences in particle surface chemistry. This is in agreement with current understanding of the Sto¨ber
silica nucleation process and resulting microstructure [244, 245]. Costa et al. [178] reported an
increase in the ζ-potential with increasing particle diameter. A similar trend was observed as
well as a decrease in the ζ-potential with increasing particle density, as shown in Figure 2.9.
Thus with careful attention paid to the evaluation of the particle density, the size distribu-
tions determined by DCS were greatly refined. Its ability to probe simultaneously the density
and diameter implies that DCS should be useful for the study of particle functionalisation and
the protein coronas that associate to particles in biological media [133]. However, the accuracy
of the DCS measurements depends critically on the accuracies with which the densities of the
calibration particles and the fluid are known. The auxiliary measurement of the effective density
of the calibration particles in the conditions used in the experiment, was crucial for the deter-
mination of the silica particles’ densities. The two-gradient method would greatly benefit from
particle standards for density as well as size and protocols for optimising the gradient conditions
for the range of particle systems that exist.
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2.4.7 Relaxation-NMR
The final technique used to probe the Sto¨ber silica particles was relaxation-NMR. Relaxation-
NMR directly measures the specific surface area (SSA) of particles, and then this can be con-
verted to obtain a realistic measure of the particle diameter if the spheres are spherical and
non-porous.
As relaxation-NMR is similar to the nitrogen adsorption technique in as much as it mea-
sures the SSA using similar assumptions regarding the monolayer coverage of surface-associated
molecules, the SSAs measured by relaxation-NMR were compared to the SSAs of Sto¨ber sil-
ica measured by nitrogen adsorption from the literature. Rabolli et al. used BET (Brunauer-
Emmett-Teller theory) to find the SSAs and pore volumes from nitrogen adsorption data col-
lected from nine batches of Sto¨ber silica particles between 15 and 350 nm in diameter [174], see
Figure 2.10.
Figure 2.10: The specific surface area of the Sto¨ber silica dispersions measured by relaxation-
NMR displayed alongside literature values measured using nitrogen adsorption and the BET
model [174]. The adjusted-R2 value corresponding to the inverse power law fit of the relaxation-
NMR data is 0.86.
In Figure 2.10 the SSAs of the Sto¨ber particles dispersed in DI-water are recorded as a
function of their TEM arithmetic mean diameters. The relationship between the SSAs measured
by relaxation-NMR and the diameter was approximated to an inverse power law with an exponent
of 2. This suggested that the particles were not solid spheres impenetrable to water, in which
case the exponent would have been 1. Conversely, the SSAs measured by BET vary linearly
with the geometrical surface area of the particles. That and the fact that the SSAs measured by
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BET were not much greater than that if the particles had been solid, smooth spheres suggests
that either the nitrogen used in the BET measurements was ineffective at penetrating the pores
of the particles, or that the particles studied by Rabolli et al. were much less porous than those
synthesised for this study.
To address the possibility that the T2 values, from which the SSAs were extracted, were
influenced by differences in surface chemistry, ζ-potential measurements of each batch were
conducted, see Figure 2.9. Though ζ-potential is only an indicator rather than a true measure
of surface chemistry, the fact that those measured from each batch were in good agreement with
each other, at -40 ± 10 mV, confirmed that differences in the syntheses had not resulted in
wildly different chemistries and inhomogeneous particle wettability.
Whether the larger than expected SSA values measured by relaxation-NMR are completely
due to porosity is difficult to determine [217]. We note that the particle densities, as measured
by DCS and recorded in Table 2.5, are not correlated to the SSAs measured by relaxation-
NMR (data not shown). This indicates that the SSA measurement is of no use in inferring pore
volume possibly due to synthesis condition dependent differences in pore size. An alternative
explanation could be that the contribution to T2 of protons is dependent on the amount they
are constrained [215]. Protons in water molecules in pores are more constrained and hence
contribute more to T2 than those on a flat surface, and those that are chemically bound in the
silica network, in impurities or contaminants, are the most constrained of all. Without being able
to deconvolve the contribution of the particle porosity and proton confinement to the measured
SSAs, no useful information concerning the physical properties of the particles could be obtained
from relaxation-NMR.
As a very new technique for particle characterisation, it is likely that the instrumentation
will improve further (already a flow cell to counteract particle sedimentation has been included
in newer instrument models) as will protocols for preparing samples for analysis. However, the
dependence of the measured SSAs on both the surface relaxation strength (ka) and surface area
is concerning. Neither are straightforward parameters to measure independently using other
techniques and heterogeneities in ka due to the variable proton confinement discussed above
would be difficult to account for. In short, neither the size nor further information related to
the microstructure of the particles was obtained through relaxation-NMR.
2.5 Conclusions and future work
Table 2.6 summarises the performance of each of the particle sizing techniques applied in the
characterisation of the Sto¨ber silica particles. Their size resolution, relative to that achieved
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by TEM, and their precision, are recorded along with some characteristics of the techniques,
including the typical sample volume and concentration required for a single measurement, the
dynamic size range of the instrument, whether the particle concentration could be measured,
and the relative cost of the instrument. DCS was found to provide the best size resolution,
whereas SMPS had the highest precision followed by DLS.
The ability of the techniques to obtain shape information from nonspherical particles was
outside the scope of this study and a separate study using a rodlike test material [63], can pro-
vide insight in this regard. TEM and depolarised DLS, as mentioned previously, are capable of
particle shape determination. Furthermore, the electrical mobility diameter measured by SMPS,
when combined with a measurement of the aerodynamic particle diameter, can impart both par-
ticle density and morphological information [228]. Our current understanding is that neither
SIOS nor DCS can impart shape information, though when combined with shape information
from a complementary technique such as TEM, the data they produce can be interpreted in a
meaningful way. Similarly, in NTA no quantitative information regarding particle shape is cur-
rently accessible, although the light scattered by asymmetric particles flickers perceptively whilst
that from symmetric particles does not. Developments in NTA instrumentation are anticipated
that will be able to provide particle shape information in the future.
Technique Resolution
relative to
TEM (S.D.)
Precision
(S.D.) (%)
Required sample
volume (mL)
Concentration
(particles/mL)
TEM 1 2.9 (0.9) 0.005 1010-1012
SMPS 1.3 (0.3) 0.19 (0.07) 200 108-1010
DLS 3 (2) 1.3 (0.3) 1 109-1011
SIOS 1.5 (0.4) 4.5 (2.7) 0.04 107-109
NTA 2.4 (1.0) 4.5 (3.5) 0.1 108-109
DCS 0.9 (0.1) 3.8 (4.1) 0.1 109-1011
Technique Dynamic Capable of concentration Cost
Size Range measurement?
TEM 1000 No High
SMPS 75 No High
DLS 500 No Medium
SIOS 200 Yes Low
NTA 100 No (see discussion in Section 3.3.1.2) Medium
DCS 50 Yes (if optical properties known) Medium
Table 2.6: Summary of the techniques’ sizing capabilities and other practical information related
to the time and sample preparation they require.
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In this Chapter the ability of six particle sizing techniques to characterise submicrometer
sized Sto¨ber silica particles have been compared and discussed. It has been shown that particle
information derived from the emerging bench-top techniques of SIOS, NTA, and DCS comple-
mented and corroborated that from the more established techniques of TEM, SMPS, and DLS.
The characterisation of particle samples with multiple techniques also enabled information about
the particles beyond their size to be accessed. For example, DCS measurements provided addi-
tional information regarding particle porosity that was not accessible by the other techniques.
The two-gradient DCS method allowed the simultaneous measurement of particle size and den-
sity with high resolution, which is particularly relevant for the characterisation of particles with
complex structures including core-shell systems. This methodology will greatly impact the field
of eco-toxicology, by providing urgently needed methodologies to quantify humic substances/
protein coronas, and the biosensing industry, where particle functionalisation with biomolecules
is challenging to characterise and synthesise reproducibly.
This study has highlighted some important points to consider when choosing how to charac-
terise particle samples:
1. Every particle sizing technique is based on different physical principles and therefore mea-
sures different types of particle size. The operator should select those most suitable for
their specific application. In the case of this study, the mean particle sizes measured by
the different techniques were all consistent within one standard deviation.
2. The particle sizing techniques report particle size in terms of equivalent spheres. Non-
sphericity of the particles should be considered when interpreting results. For morphologi-
cal information on a particle population electron microscopy techniques are recommended.
3. The different techniques require optimised sample preparation protocols and measuring
conditions, which should be consistent with the application envisaged for the particles.
When a primary sizing technique is selected for an application, the sample preparation
dictated by that technique should be maintained across all complementary analyses to
ensure consistency.
4. The models and data binning used to extract quantitative descriptors from size distribu-
tions need to be carefully investigated. In particular, the presence of tails in particle size
distributions may cause significant deviation from the Gaussian model.
5. For single-particle sizing techniques, the measurement uncertainty depends on the number
of particles counted, and as such it is recommended that the number of counts necessary
for the required uncertainty is estimated prior to commencing the measurement.
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This study has also highlighted the continuing need for a greater variety of, and in some cases,
better characterised particle standards for calibration purposes.
In conclusion, understanding the fundamentals of particle size analysis, the statistical and
practical considerations, is imperative for developing a characterisation framework in-line with
the high standards demanded by the industries where the particles applications lie. The emerging
techniques of SIOS, NTA, and DCS for particle analysis will contribute to this framework thanks
to their many assets, not least their being compact, easy to use, and cost-effective.
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Chapter 3
Complementary characterisation
of protein coronas
3.1 Introduction
The aim of the study presented in this Chapter is to evaluate the ability of some of the particle
sizing techniques introduced in Chapter 2 to impart useful information regarding biologically
relevant nanoparticles, namely nanoparticles with adsorbed protein coronas. As described in
more detail in Section 1.7.1, protein coronas are the dynamic multi-component entities that
define the behaviour of particles in biological environments. In this study the capabilities of
multiple techniques are combined to obtain a more complete picture of the particles, in order
to determine whether the amount of protein that irreversibly adheres to a particle depends on
the curvature of the particle and/or the concentration of protein in solution. Evaluating the
ability of DLS, NTA and DCS to measure increases in protein corona thickness and ζ-potential
to measure the coverage of the particles’ surfaces by protein is also relevant to the quality control
of nanoparticle based bio-assays where antibody density and orientation at a surface determines
their efficiency. A plasmonic sensing method using UV-Visible spectroscopy (UV-Vis) will also
be introduced and its ability to probe protein coronas evaluated.
3.1.1 The complementary approach
From the long list of techniques described in Section 1.7.2 it is evident that there is no “one
size fits all” characterisation strategy for protein coronas. The advantages and disadvantages
of these techniques, as tabulated in both [101] and [246], need be considered in relation to the
system being investigated, before attempting the characterisation of a particular protein corona.
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As highlighted in [247] the model systems used to study protein adsorption at solid/liquid inter-
faces must also be well characterised if the thermodynamic processes governing the adsorptive
behaviour are to be elucidated. Characterisation of the sorbent surface (charge, hydrophobicity,
heterogeneity and curvature) as a function of the environment (pH, ionic strength, presence of
surfactants, temperature and protein stoichiometry) is important for obtaining repeatable and
meaningful results. In order to thoroughly characterise the particles and protein solutions as
well as the particle-protein conjugates that form when they’re incubated together, the majority
of the most comprehensive studies of protein-coronas in the literature use at least three charac-
terisation techniques (and sometimes as many as ten) [105,106,248–250]. Thus, the requirement
for complementary characterisation is already well appreciated in the field.
The protein corona property that is characterised in this Section is the amount or mass of
protein adsorbed. The amount of adsorbed protein is an important parameter as it relates to the
packing density and hence the conformation of the proteins [118]. Of the techniques discussed
in Section 1.7.2, only eight are capable of quantifying the amount of protein in a protein corona.
These are listed, along with their advantages and limitations, in Table 3.1. Four measure the
size of the particle-protein conjugate (DLS, DCS, FCS and NTA) and four measure the amount
of protein adsorbed (gel-electrophoresis (with densitometry), ITC, protein assays and UV-Vis)
either directly or indirectly. From the size of the particle-protein conjugate the volume of the
shell can be extracted, and taking an assumed value for the density of the protein corona,
the amount of adsorbed protein can be calculated. There are limitations on the systems each
technique can measure such as the type of material and concentration and whether the optical
properties are known, which is another reason why protein coronas should be measured using
multiple techniques.
Thus, the aim of carrying out a systematic study into the ability of a selection of these
techniques to quantify the mass of protein that adsorbs in a model particle-protein system, is to
assess the quality of the data and see whether better characterisation can be achieved through
a complementary approach. The techniques included in this study were chosen in order to fill
in what were perceived as gaps in the literature, either due to there being very few examples
of them being applied to corona characterisation (DCS and NTA) [132,133], or examples of low
quality (UV-Vis) [252] or over-interpreted data (DLS) [131]. My complaint with the UV-Vis
experiment in [252] was that the authors claimed that both the thickness and refractive index
could be extracted from the red-shift and increase in absorbance of the plasmon resonance upon
protein adsorption. As discussed in Section 3.2.5 this is a poorly constrained problem. In the
DLS example mentioned above, [131], increasing particle size is attributed to protein corona
formation without investigating the aggregation state of the sample using a higher resolution
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technique such as DCS. Another advantage of the particle sizing techniques and UV-Vis is that
neither perturb the particle-protein conjugates to the extent of fluorescence, if the proteins are
tagged, or gel electrophoresis, which can require the proteins to be removed from the surface
before being measured.
3.1.2 Model protein corona system
A quick review of the relevant literature reveals that the majority of studies of protein adhesion on
nanoparticles were conducted on citrate stabilised gold [113,124,252]. The second most popular
material is silica [104, 118, 120] followed by polystyrene [253] and block copolymer blends with
varying hydrophobicities [129]. Some studies look at the adsorption of proteins from very complex
mixtures such as plasma [133,143] or cell culture medium [126,149] but the majority look at the
adsorption of one type of protein at a time. Bovine serum albumin (BSA) and human serum
albumin (HSA) are studied the most, and their adsorptive behaviour compared to that of proteins
with a different shape [104], charge [254] or structural stability [250]. Other proteins studied
include: human tranferrin, which denatured irreversibly on magnetic particles [255]; lysozyme,
whose enzymatic activity decreased upon adsorption onto nanoparticles [117, 118]; human β-
microglobulin, which was shown to undergo more fibrillation in the presence of nanoparticles
[256]; and immunoglobulin G (IgG), which displaced HSA on hydrophobic surfaces [257].
The requirements on this studies model system were: that the protein was relatively large,
so that the changes in the particle’s properties when it adsorbed would be measurable; that
the particle was gold or silver, in order that the L-SPR plasmonic sensing technique could be
used; that the protein adsorbed on the particle, ideally irreversibly; and that the particle-protein
complex was stable for long enough to carry out the characterisation.
Based on its prevalence in the literature, citrate stabilised gold particles were used [110,246]
due to their good monodispersity and commercial availability in a range of sizes (ranging from 2
nm to 250 nm). Bovine IgG(from serum) was chosen as the model protein in this investigation
as it satisfied the requirements placed on the model system. Firstly, IgG is a large protein,
approximately 150 kDa, that is expected to form a thick protein corona which would be easier
to measure than a thinner one. Secondly, IgG is not a globular protein, in fact it is usually
described as being a large Y shaped molecule, which means that differences in its orientation
( Y or Y) might be evident from measurements of the protein corona thickness. Finally, the pKa
point for IgG is typically between pH 6 and 7, meaning that if the pH is greater than this the
average charge on IgG is negative.
The charge of the citrate stabilised gold will also be negative in this pH range, due to
the presence of the negative citrate ions electrostatically immobilised on the surface, though
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the charge of the underlying gold particle is positive. IgG is expected to displace the citrate
ions and become effectively irreversibly bound to the gold due to numerous electrostatic and
hydrophobic interactions and also covalent interactions between cysteines and gold, resulting in
a stable protein corona.
Bovine IgG from serum, as used in this study, is actually a mixture of different immunoglob-
ulin molecules, each having a slightly different amino acid composition and hence structure and
charge distribution. The composition of IgG is also dependent on the animal from which it
was derived [268]. However, the general structure and dimensions of a typical IgG molecule in
solution is described below for completeness.
IgG is composed of four peptide chains, two heavy chains of molecular weight 50 kDa and two
with a molecular weight of 25 kDa, known as the light chains. The two arms of the Y are known
as the Fab domain and each contains an antigen binding site. Their dimensions are 7.0 nm x 6.3
nm x 3.1 nm. The foot of the Y is the cell-binding Fc domain with dimensions 8.2 nm x 5.0 nm
x 3.8 nm (all dimensions as determined by protein crystallography of human IgG-1 [269]). The
actual size of IgG in solution can be described in numerous ways, such as the radius of gyration,
which for rabbit IgG was measured using SAXS to be 5.6 nm (which, assuming a solid sphere,
is equal to a spherical equivalent diameter of 14.5 nm) [270]. The spherical equivalent diameter
of rabbit IgG was also measured using a viscometric technique and found to be pH dependent
but generally within the range of 11.0 to 12.5 nm [271].
Predicting the thickness of an IgG layer on a surface is more problematic though, due to
the complex interactions between the proteins and the surface as well as those between adjacent
protein molecules that may or may not lead to changes in their structure, see Figure 1.2. The
dependence of the IgG layer thickness on surface properties and environmental factors such as
pH is evident from the large variation in the literature values listed in Table 3.2.
As a very large protein, the only molecular dynamic simulations of IgG are residue based and
assume the protein to be rigid when interacting with a surface. However, they do predict surface
charge dependent orientation [272], which is also indicated by ToF-SIMS measurements [273].
Some of the variation in the IgG layer thicknesses or adsorbed amounts in Table 3.2 can thus be
explained by differences in protein orientation, though the variety of techniques and the different
conditions and types of IgG used undoubtedly also contributed. Furthermore, as explained in
Figure 1.2, the concentration of the solution from which the proteins were adsorbed may also
affect the thickness of the adsorbed layer.
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3.2 Materials and methods
3.2.1 Protein-particle system synthesis
Citrate stabilised gold colloid were purchased from BB International Ltd. (Cardiff, UK) and the
accompanying datasheets provided information regarding the particle concentration and size, see
Table 3.3 [274]. On enquiry, a representative of the manufacturer explained that the values in
the data sheets are obtained from theoretical calculations, though the validity of the theoretical
models had been checked against physical measurements of the particle solutions’ size distri-
butions (using TEM) and concentrations (using inductively coupled plasma-mass spectrometry
(ICP-MS)).
Nominal
Diameter (nm)
Mean
Diameter (nm)
CoV
(%)
Optical density
at 520nm
No. of parti-
cles/mL
40 40.3 < 8% 1.0 9 x 1010
60 59.6 < 8% 1.2 2.6 x 1010
80 78.8 < 8% 0.8 1.1 x 1010
Table 3.3: Information on the gold particles provided by their manufacturer [274].
The IgG from bovine serum (Sigma-Aldrich, ≥ 95 % (according to SDS-PAGE)) used in this
experiment was used as received. The IgG was dissolved in DI water (18.2 MΩ) adjusted to pH
9.0 using a 0.2 M NaOH− solution. To prepare the particle-protein conjugates 100 µL of a fresh
protein solution was added to 500 µL of a particle solution. The concentration of the particle
solutions was kept at that provided by the manufacturer and the concentrations of the protein
solution chosen to obtain a range of surface area normalised concentrations between 0 and 5
x 104 mg/m2. The surface area normalised protein concentration will be used throughout this
Chapter and is defined as the protein concentration in solution divided by the total surface area
presented by the particles in the solution, and the units used are mg/m2. In some cases “nomi-
nal” concentrations are referred to. The nominal protein concentrations are the concentrations
calculated assuming the mass of protein added to the buffer to make the most concentrated
protein solution was accurate and the dilution series reliable. The nominal particle surface area
per unit volume is that calculated assuming the particle diameter and concentration provided
by the manufacturer, see Table 3.3.
All solutions (with or without particles) containing protein were measured and stored in
Protein LoBind 1.5 mL eppendorf tubes, to reduce the loss of protein particularly in the most
dilute solutions. The particles and proteins were left mixing overnight at room temperature
before being diluted with 400 µL 0.1 mM EPPS buffer solution also adjusted to pH 9.0 using a
85
0.2 M NaOH− solution.
The UV-Vis and DLS measurements were carried out before and after the excess protein
in solution was removed from the samples using centrifugation cycles, and the NTA and DCS
measurements only after centrifugation. The centrifugation method of washing particles was
tailored to each sample in order to ensure that centrifugation induced aggregation was avoided
as much as possible. Each sample was centrifuged at a speed dependent on their core size and
shell thickness, and the supernatant removed and replaced with the pH 9.0, 0.1 mM EPPS buffer
solution. This was repeated three times. There was no absorbance at 280 nm detected in any
supernatant, except the supernatants from the first wash cycle, indicating that this washing
procedure was effective. The centrifugation conditions for the different particles were:
 40nm core (all protein concentrations) = 210 rcf (relative centrifugal force) for 1 hour,
40nm core (protein concentrations ≥ 100 mg/m2)= 250 rcf for 30 minutes
 60nm core (all protein concentrations) = 150 rcf for 1 hour,
60nm core (protein concentrations ≥ 50 mg/m2)= 190 rcf for 30 minutes
 80nm core (all protein concentrations) = 70 rcf for 1 hour
Any further dilutions required, to facilitate the NTA and DLS characterisation for example, were
also carried out using the pH 9.0, 0.1 mM EPPS buffer solution. Particles were stored at 4 ◦C
and all measurements were made within four days of the protein adsorption.
3.2.2 Methods for determining protein concentration
In order to investigate the effect of protein concentration on the protein-coronas formed it was
necessary to obtain a good measure of both the protein concentration and the particle concen-
tration in solution.
3.2.2.1 Absorbance at 280nm
Aromatic ring containing amino acids such as tryptophan and tyrosine absorb at 280 nm. If
the proportion of such amino acids in a protein is known, the extinction coefficient and hence
the protein concentration can be determined. The molar extinction coefficient for a typical IgG
molecule at 280 nm is 2.1 x 105 M−1cm−1. Given that the typical molecular weight of an IgG
molecule is 150 kDa, the absorbance of a 1 mg/mL solution of IgG, measured in a cuvette with
a path length of 1 cm will be 1.4, or A
1mg/mL
280nm = 1.4. As serum derived IgG contains a mixture
of different molecules a more precise measure of A
1mg/mL
280nm could not be determined.
The linear range of a UV-Vis spectrophotometer is instrument dependent, but typically be-
tween 0.1 and 1, and outside this range using absorbance to determine protein concentration is
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not recommended. The non-linearity of the relationship between the protein solutions’ nominal
and measured concentrations, displayed in Figure 3.1, is a result of the limited sensitivity of the
instrument. Protein solutions with absorbances greater than 1 should be diluted, and the con-
centrations of protein solutions with absorbances less than 0.1 can not be measured directly and
can only be extrapolated from measurements made of more concentrated solutions considering
the dilution factor.
Figure 3.1: Protein concentrations measured using the absorbance at 280 nm method demon-
strating the non-linearity of the UV-Vis spectrophotometer outside the A280nm = 0.1 to 1 range
(equal to an IgG concentration range of 0.07 to 0.7 mg/mL). Measured protein concentrations
in the solutions used to make the 40 nm core particle-protein conjugates plotted against their
nominal concentrations.
The protein concentrations in the particle-protein conjugate solutions were measured in
quartz cuvettes with a path length of 1 cm. The plain gold particle samples (no protein) were
used as blanks to remove any contribution to A280nm from the scattering of the particles. Once
this background was subtracted, A280nm was divided by A
1mg/mL
280nm = 1.4 to obtain the concen-
tration in mg/mL. When plotted against the nominal protein concentration, see Figure 3.1, a
linear fit of the data points with A280nm measured between 0.1 and 1 was extrapolated to find
the protein concentration of the samples with A280nm outside this range.
3.2.2.2 Bradford assay
The Bradford assay is a colorimetric protein assay sensitive to protein solutions with concen-
trations between 0.1 and 1.4 mg/mL. The Coomassie Brilliant Blue dye in the assay is present
in two forms, a red and a blue form, which is why the colour of the initial solution is brown.
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The red form of the dye disrupts the tertiary structure of the protein, exposing hydrophobic
pockets that bind to and stabilise the blue form of the dye, thus producing the colour change
from brown to blue in the presence of proteins. The increase in a solution’s absorbance at 595
nm, the wavelength maxima at which the blue form of the dye absorbs, is proportional to the
concentration of protein.
In order to extract the concentration of an unknown sample from a Bradford assay measure-
ment, it is necessary to run a calibration curve using protein solutions of known concentration.
The response of the Bradford assay, colour change as a function of protein concentration, is
dependent on the type of protein, therefore it is generally acknowledged that the protein used in
the calibration curve should be as similar as possible to the protein in the sample with unknown
concentration. The most commonly used proteins for constructing the calibration curves for
Bradford and other protein assays are BSA and gamma globulins. The magnitude of the errors
that a bad choice of calibration protein can cause is demonstrated clearly in a study by Noble
et al. comparing the protein concentrations predicted by various protein assays calibrated with
BSA to the actual protein concentration determined by amino acid analysis [144]. For exam-
ple, the Bradford assay calibrated with BSA underestimated the concentration of IgG by 40%,
the concentration of RNase A by 55% and RNase B by 70%. The authors also noted that the
response of the assay depended on the manufacturer, particularly for lower molecular weight
proteins.
In this experiment the Bradford assay reagent (Sigma Aldrich) was allowed to reach room
temperature before it was diluted by half using the buffer in which the proteins were suspended
(DI water adjusted to pH 9.0 using 0.2 M NaOH−). 1 µL of the protein solutions, both from
the unknown samples and the calibration curve, were dotted in triplicate in a 96 well plate
before 250 µL of the diluted reagent was added to each well. After 5 minutes the absorbance
at 595 nm and 450 nm from each well was measured using a plate reader (Wallac Victor3 1420
multilabel counter, Perkin Elmer). The ratio of A595nm to A450nm, which effectively removed
the pipetting errors from the measurement, was used to improve the precision of the Bradford
assay. The calibration curve was constructed from a dilution series of a BSA standard 2 mg/mL
solution (Piercenet, Thermo Scientific) with 9 calibration samples between 0 and 1.125 mg/mL.
The solutions of IgG measured were those added to the particle solutions to form the particle-
protein conjugates, and were 10 times as concentrated as the solutions measured by UV-Vis
described above. Those solutions whose nominal concentrations were greater than 1.4 mg/mL
were diluted before being measured, and those with nominal concentration less than 0.1 mg/mL
were excluded.
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3.2.3 Methods for determining particle concentration
Two methods were used to measure the concentration of particles in solution: a UV-Vis method,
described originally in [147], and NTA.
3.2.3.1 UV-Vis
Haiss et al. synthesised gold nanoparticles of a wide range of diameters and used Equation 3.1
to describe the relationship between their optical properties, as measured by UV-Vis, and their
size, as measured by TEM [147]. They demonstrated that for particles with diameters ≥ 30 nm,
the wavelength of the localised-surface plasmon resonance (L-SPR) can be used to extract the
diameter of the particles. Their empirical relationship between the localised-surface plasmon
resonance peak (λL−SPR) and particle diameter (Dc) is:
Dc =
ln(λL−SPR−λ0L1 )
L2
(3.1)
where the fit parameters were taken to be those measured by Haiss et al.: λ0 = 512, L1 = 6.53
and L2 = 0.0216.
Haiss et al. also tabulated, for a whole range of core diameters, the extinction coefficient at
450 nm (450nm) which, using the Beer-Lambert law, enables the number concentration of particle
solutions to be measured. The tabulated extinction cross-sections at 450 nm were derived from
a fit of the calculated extinction efficiencies of gold particles at 450 nm (the extinction cross-
section divided by the cross-sectional area of the particles) plotted against particle diameter. 450
nm was chosen as the wavelength for measuring the particle concentration as the absorbance
at that wavelength is relatively unaffected by the presence of aggregates or elongated particles
that, even in small quantities, absorb strongly at longer wavelengths.
The UV-Vis spectra of non-diluted 40 nm, 60 nm and 80 nm gold colloid solutions were
recorded between 400 and 800 nm. A quadratic fit was used to extrapolate the 450nm values
tabulated in [147] for particles with non-integer average diameters.
3.2.3.2 NTA
NTA can be used to measure particle concentration in solution between approximately 108
and 109 NPs/mL. To calculate the particle concentration the NTA software divides the average
number of particle tracks per frame by the analysis volume. The analysis volume is calibrated by
the instrument manufacturer using 100 nm polystyrene latex particles of a known concentration.
It is possible to measure the particle size and concentration concurrently using NTA, making it
a very convenient method for monitoring particle concentration. In this investigation particle
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concentrations at a range of dilutions were recorded as recommended by Boyd et al. [275].
3.2.4 DCS for protein corona thickness measurements
When a particle with a shell, such as a protein corona, is measured by DCS, the size reported
(Dt) will only be correct if the effective density (ρeff ) in the protocol is also correct, but as ρeff
depends on the unknown Dt, this is not often the case. Usually the DCS measurements are run
using an estimated effective particle density (ρ∗eff ), which results in an estimated total diameter
being reported, D∗t . The values of D
∗
t , assuming ρ
∗
eff = 19.3 g/cm
3, for the particle-protein
conjugates measured in this investigation decreased with increasing protein concentration, see
Figure 3.2. This is contrary to the trend expected in the actual particle-protein conjugate
diameter (Dt) due to the size dependence of its effective density which was not considered. 19.3
g/cm3 is the density of bulk gold and is expected to be significantly higher than ρeff . This
caused the underestimation in the size of the particles by DCS observed.
Figure 3.2: The raw particle diameter data extracted from the DCS assuming the effective
particle density was constant at all protein concentrations and equal to 19.3 g/cm3.
As the time taken for a particle-protein conjugate to sediment in DCS is dependent on two
unknowns, the thickness and density of the protein corona, the problem is poorly constrained
unless the value of one of these parameters is assumed or otherwise measured. In this investiga-
tion the density of the shell (ρsh) was assumed to be constant for all shell thicknesses and equal
to a somewhat arbitrary value for the density of a hydrated protein layer found in the literature,
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1.125 g/cm3 [133]. Iterative fitting was applied to find the value Dt that satisfied both:
D2t =
D2∗t (ρ
∗
eff − ρf )
(ρeff − ρf ) (3.2)
and:
ρeff =
ρcD
3
c + ρsh(D
3
t −D3c )
D3t
(3.3)
where the core diameter Dc was taken to be the data sheet value, see Table 3.3, and the core
density assumed to be equal to that of bulk gold, 19.3 g/cm3.
3.2.4.1 DCS: Experimental conditions
For the DCS measurements the same experimental set-up was used as that described in Sec-
tion 2.3.2.6, though in this case the angular frequency of the disc was adjusted depending on the
core size of the particles so that the time they took to sediment was roughly the same (20,000
RPM for the 40 nm particles, 18,000 RPM for the 60 nm particles and 14,000 RPM for the 80
nm particles). This was to ensure that the measurements did not take unnecessarily long, and
neither were large errors in the measurements of t introduced by sedimenting the particles too
fast. At least three measurements of every sample were made, and the average of the number-
weighted modes measured assuming ρ∗eff = 19.3 g/cm
3
, taken as D∗t . The injection volumes
used for the calibration standard and samples was 50 µL and the disc was calibrated every 3
measurements.
3.2.5 Plasmonic sensing of protein coronas
Localised-surface plasmon resonances (L-SPR) occur in some metallic nanostructures, including
gold and silver nanoparticles, when the frequency of incident light is resonant with the frequency
of the oscillating free electrons within the nanostructure. The resonant frequency is determined
by the density and effective mass of the electrons as well as the size and shape of the charge
distribution. It is due to the L-SPR effect that gold nanoshells, for example, produce heat
when irradiated with electromagnetic radiation near the resonance wavelength, and are being
considered for use in applications such as targeted drug therapy and the hyperthermal destruction
of cancer cells [276,277]. Another exciting application of the L-SPR effect is photocatalysis, the
conversion of solar energy to chemical energy, which has been shown to be enhanced in the
presence of plasmonic particles near their resonant wavelength [22].
Figure 3.3 illustrates the wavelength dependence of the extinction cross-sections of gold
nanoparticles between 40 nm and 80 nm in diameter. These plots were generated using a
Matlab program to solve Mie theory as a function of wavelength for particles with specific optical
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properties, as described in more detail presently. The peak extinction cross-section increases and
the plasmon resonance broadens with increasing particle size, as does the size of the scattering
cross-section relative to the absorption cross-section. With the addition of a dielectric shell
the plasmon resonance is shifted to a longer wavelength (red-shifted) and increases in intensity.
It is this sensitivity of gold nanoparticles’ L-SPR resonances to the optical properties of their
environment that will be exploited in this experiment to probe the properties of protein coronas.
Figure 3.3: Scattering and absorption contributions to the extinction of light by gold nanoparti-
cles with core diameters of (i) 40 nm, (ii) 60 nm and (iii) 80 nm, as a function of wavelength. (iv)
is the simulated extinction cross-section of a 60 nm gold particle with a 5 nm shell of refractive
index = 1.57.
The extinction cross-section () of a particle is linearly related to the absorbance of a solution
of N such particles and the distance, l, the light travels through the solution, according to the
Beer-Lambert law:
A(λ) = (λ) N l (3.4)
The absorbance spectra of a suspension of ideally monodisperse particles, as measured by UV-
Vis, will have the same shape as the simulated extinction cross-sections of the particles they
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contain. The UV-Vis spectrum can thus be used to monitor changes in the optical properties
of the particles as a function, for example, of protein concentration. In a real particle solution
however, where the particles have some finite polydispersity in size and shape, and multiple
scattering events occur, the absolute absorbance at λL−SPR calculated using Mie theory is always
in excess of that measured and the width of the resonance peak is broadened. Nevertheless,
the agreement between the position of the L-SPR maximum in the simulated and measured
absorbance spectra is usually good and UV-Vis can be used to monitor this, if not its intensity.
The Mie solution to Maxwell’s equations for metallic particles coated with a homogeneous
dielectric material will not be derived here, but instead the reader is referred to Section 8.1 and
Appendix B of [109]. The plots in Figure 3.3 were generated using a Matlab (MathWorks, MA)
program to calculate the Mie solution to Maxwell’s equations for a particle with a core of a given
diameter and material, coated with a dielectric shell of a given thickness and refractive index
(RI), developed by Ma¨tzler [278] from an earlier method outlined in Appendix B of [109]. In
addition to this program, an add-on to the Ma¨tzler code, written by Teichroeb et al. [279] was
used to tabulate the extinction cross-sections and λL−SPR for a range of shell thicknesses and
refractive indices.
The main differences between the Bohren and Huffman program [109] and the Ma¨tzler pro-
gram are the interpolation of the wavelength dependent dielectric constant data of gold, originally
measured by Johnson and Christy [280], and the inclusion of a correction factor to account for
the fact that the diameters of the particles studied were on the same order of magnitude as
the mean free path of electrons in gold (≈ 50 nm). The additional collisions due to the free
electrons in the gold interacting with the surface must be accommodated in the Drude model’s
damping constant, γ. Assuming the scattering of the electrons by the surface is independent
of the phonon and defect scattering in the bulk of the particle, γ can be rewritten as a linear
combination of the bulk and surface contributions:
γ = γbulk +
vF
L
(3.5)
where γbulk is the size independent damping constant, vF is the Fermi velocity and L is the
effective mean free path of the collisions with the particle’s surface, usually given as L = 4a/3,
where a is the radius of the particle.
The Ma¨tzler-Teichroeb program tabulates λL−SPR, the wavelength of the plasmon resonance,
and QL−SPR, the extinction efficiency at the plasmon resonance, for a gold particle with a
certain core diameter (Dc) and a dielectric shell of a range of thicknesses (t) and refractive
indices. λL−SPR and QL−SPR can be displayed as a contour plot in thickness-refractive index
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Figure 3.4: Contour plot displaying the wavelength (red) and extinction efficiency (blue) of the
L-SPR resonance for 60 nm diameter gold particles calculated from Mie theory.
space, see Figure 3.4, where each line denotes a surface of constant value in either λL−SPR
(red) or QL−SPR (blue). Thus, theoretically if the QL−SPR and λL−SPR information can be
extracted accurately from the absorbance spectra measured by UV-Vis, a unique solution for the
thickness and refractive index (RI) of the shell can be found. However, as mentioned above, the
absolute absorbance values measured by UV-Vis of a particle solution do not correspond to those
calculated from the simulated extinction cross-section, due to the finite polydispersity of any real
particle solution. Therefore, theQL−SPR values cannot be extracted from the absorbance spectra
and there are not enough constraints to enable a unique solution for the thickness and RI of the
shell to be found. Therefore either a value of RI of the shell must be assumed, to enable the
measurement of the corresponding shell thickness, or the other way round.
3.2.5.1 The de Feijter method
The amount of protein adsorbed onto the surface of a material, where the thickness and refractive
index (RI) are known, can be calculated using de Feijter’s equation [251]:
Γ =
t(np − ns)
dn/dc
(3.6)
where t is the shell thickness, np the shell RI, ns the solvent RI and dn/dc the specific refractivity
of the protein, which in the case of IgG is 0.188 cm3/g [259]. The specific refractivity is the
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gradient of the linear relationship between the RI and protein concentration measured using a
refractometer. The uncertainty in the dn/dc value for proteins has been suggested to be as high
as 20 % [281]. Though the amount of protein adsorbed can also be calculated from a measured
shell volume and an assumed shell density the de Feijter method is preferred as it takes into
account the solvent filled spaces between protein molecules.
3.2.5.2 UV-Vis: Experimental conditions
The absorbance spectra of gold colloids and protein-particle conjugates were measured using a
UV-Vis spectrophotometer (LAMBDA 850, Perkin Elmer, MA). A blank containing the buffer
solution was mounted in a quartz cuvette of path length 1 cm in the reference beam and the
particle solutions in an identical cuvette in the primary beam. Between each measurement the
cuvette was rinsed with a 10 % hellmanex (Hellma GmbH., Germany) solution, ethanol and then
profusely with DI water before being dried under a stream of compressed air.
The spectra were recorded over a range of at least 20 nm either side of the L-SPR peak at
a resolution of 1 nm, as in Figure 3.5 (i). The non-monatonic increase in AL−SPR with protein
concentration in solution in Figure 3.5 (i) is contrary to the steadily increasing L−SPR predicted
by Mie theory for particles with increasing dielectric shell thickness (see Figures 3.3 (ii) and (iv))
and is attributed to pipetting errors. Each spectra was then differentiated and the intercept of
a straight line fit of the resulting plot and y=0 taken to be the wavelength of the maximum
absorbance, see Figure 3.5 (ii). This data processing was necessary to extract the relatively
small shifts in the L-SPR peak from the sometimes noisy data. The average and standard
deviation of the L-SPR peak wavelength and absorbance for each sample was determined from
three measurements of the absorbance spectra.
Figure 3.5: (i) Example of the shifts in λL−SPR observed in a non-normalised UV-Vis spectrum
of the 60 nm particles due to the adsorption of protein and the data processing carried out to
extract the λL−SPR from the spectra (ii).
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The corona RI was assumed to be = 1.57, that of water-free protein [282], and the Ma¨tzler-
Teichroeb program used to generate a table of shell thicknesses and λL−SPR values. Similarly,
assuming the corona thicknesses were = TNTA, the tables of shell thickness, RI and λL−SPR
generated by the Ma¨tzler-Teichroeb program, were used to find the shell RI at the λL−SPR
measured using UV-Vis. The thickness and RI values were then input into the de Feijter equation,
Equation 3.6, to obtain the amount of protein adsorbed onto the particles in mg/m2.
3.2.6 Other characterisation techniques
3.2.6.1 NTA
For the particle-protein conjugate sizing using NTA, the conditions used were similar to those
described in Section 2.3.2.5, though the instrument used in this experiment was a slightly older
model (NanoSight LM10, with a 40 mW laser of wavelength of 638 nm). In the particle concen-
tration measurements the sample dilution was varied and carefully measured by weighing the
volumes of particle solution and buffer used in the dilutions. In the size measurements of the
particle-protein conjugates at least 700 (and up to 9000) particle tracks were recorded in each
sample, over at least 3 (and up to 6) 30 second video clips. The video clips were processed
in the NanoSight software (version 2.6) and the size distributions recorded at 1 nm resolution.
The FWHM of the distributions were obtained by fitting a single Gaussian peak to the size
distributions in the OriginPro 8 software package.
3.2.6.2 DLS and ζ-potential
The DLS instrumentation used in the measurement of the ζ-potential and hydrodynamic diame-
ter of the particle-protein conjugates was the same as described in Section 2.3.2.3. The reliability
of the ζ-potential measurements made by the instrument was checked by measuring that of the
ζ-potential standards supplied by the manufacturer at the start and end of every set of mea-
surements. All size and ζ-potential measurements were carried out in disposable capillary cells
(DTS1061, Malvern, UK) which were rinsed with ethanol, DI-water and dried under a stream
of compressed air between each measurement. The solutions were not diluted before the DLS or
ζ-potential measurements, so the particle concentrations were of the order of 109 particles/mL.
3.3 Results and discussion
Particle-protein conjugates with gold cores of varying diameter and IgG shells of varying thick-
nesses were successfully synthesised and characterised using DLS, ζ-potential, NTA, DCS and
L-SPR plasmonic sensing. There was some particle aggregation observed however the stability
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of the particles was generally good. The dependence of the particle-protein conjugates’ sizes
on the IgG concentration in solution was evident, even from the unprocessed data such as that
from DCS in Figure 3.2 and UV-Vis in Figures 3.5 (i). This is as expected considering the
increased steric hindrance to protein unfolding on a surface at higher protein concentrations, as
described in Figure 1.2. Therefore, in order for the effect of protein concentration on the corona
properties to be interpreted correctly, it was necessary for the particle surface area normalised
protein concentrations to be measured accurately in addition to the protein corona properties.
3.3.1 Surface area normalised protein concentration
3.3.1.1 Protein concentration determination
The protein concentrations were measured using two methods: UV-Vis to measure absorbance at
280 nm and the Bradford assay. Neither technique was able to measure the protein concentration
in all the samples. Due to its limited sensitivity, the Bradford assay was only able to measure
protein concentrations between 0.1 and 1.4 mg/mL and similarly the absorbance measurements
were only reliable if they were in the range 0.1 to 1, corresponding to an IgG concentration of
between 0.07 and 0.7 mg/mL. Of the samples whose protein concentration could be measured
using both techniques it was found that the concentration measured from A280nm was 2.3 ± 0.5
times greater than that measured using the Bradford assay.
As discussed in Section 3.2.2, the choice of BSA as Bradford assay calibrant is expected
to cause an underestimation in the concentration of a solution of IgG of approximately 40
%, depending on the brand of reagent used. If it is assumed that the Bradford assay in this
experiment underestimated the IgG concentration by 40 %, the concentration measured from
A280nm is still 1.4 ± 0.3 times greater than the corrected concentration measured by the Bradford
assay. Factors that could contribute to an underestimation of the protein concentration by the
Bradford assay include the dependence in the assay response on its manufacturer and age, and the
presence of protein aggregates in the solutions. Conversely, the A280nm assay would overestimate
protein concentrations if the molar extinction coefficient had been underestimated or there was
a particle-protein conjugate size dependent contribution to the absorbance at 280 nm.
The dispersion state of the protein solutions were measured using DLS, at nominal concentra-
tions of 0.02 and 0.2 mg/mL, and though some aggregates were visible in the intensity-weighted
size distribution at around 100 nm and 1 µm, when converted to number distributions the
number-weighted mean diameter was measured to be concentration independent and equal to
9 ± 1 nm. Nevertheless, though the proteins were well dispersed, the low levels of aggregation
may have reduced the response of the Bradford assay.
As IgG from bovine serum is actually a mixture of many different types of protein, with
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different amino acid compositions, molecular weights and structures, there is no exact molar
extinction coefficient to use in the A280nm method. Using the precision to which the molar ex-
tinction coefficient and molecular weight are usually quoted to [283], the uncertainty in A
1mg/mL
280nm
was estimated to be 6 %.
Finally whether the absorbance at A280nm depended at all on the size of the particle-protein
conjugates was investigated. From simulated spectra, created using the same program as de-
scribed in Section 3.2.5, it was found that A280nm for a particle with a 3 nm shell of RI = 1.57
would increase by 1.1 % for a particle with an 80 nm diameter core, 1.4 % for a particle with
an 60 nm diameter core and 3.6 % for a particle with an 40 nm diameter core, relative to that
of a plain particle of the same core diameter. This confirmed that there was a small interfer-
ence at 280 nm due to size dependent scattering of the particle-protein conjugates, which would
result in a small overestimation in the protein solution concentrations measured by the A280nm
method. However, considering the uncertainties in A280nm due to the low precision with which
the molar extinction coefficient and molecular weight of IgG is known, the overestimation due
to size dependent particle-protein conjugate scattering is not significant.
In short, the uncertainties associated with the Bradford assay are its unknown response
function to IgG when calibrated with BSA and whether this is affected by the low levels of
protein aggregation in the samples. Uncertainties in the protein concentration measurement
using A280nm include the precision of the average molecular weight and molar extinction coeffi-
cients, and interferences at 280 nm due to particle-protein conjugate size dependent scattering.
In hindsight, these measurements would have benefited from the use of more suitable calibrants
in the Bradford assay (such as an immunoglobulin protein) and the removal of any spectrally
interfering species in the A280nm method. More sensitive colorimetric assays, such as micro-
BCA, could also have been used instead of the Bradford assay. This would have meant that the
concentrations of more samples could have been measured directly, reducing the number whose
concentrations were derived from an extrapolation.
The concentrations measured using the A280nm method were in much better agreement with
the nominal concentrations than those measured using the Bradford assay. For this reason
and in spite of the slight dependence of A280nm on the size of the particle-protein conjugates,
which is small compared to the uncertainty in the extinction coefficient, the protein solution
concentrations measured using the A280nm method were used exclusively in this study.
3.3.1.2 Particle concentration determination
The surface area of particles in solution is dependent on their concentration, their size and also
their shape. The particles in the commercially available citrate stabilised gold colloids used
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in this study were predominantly spherical, and had a low size dispersity according to their
manufacturer, see Table 3.3. As the interpretation of some of the later measurements is sensitive
to both the surface area available in solution as well as the volume of the gold core (UV-Vis and
DCS), the accuracy of the particle description provided by the manufacturer was investigated.
The optical density of the particles at 520 nm was quoted by the manufacturer, see Table 3.3,
to be used as a convenient measure of solution stability. Due to the proximity of the plasmon
peak of spherical gold particles to 520 nm, particularly if the core diameter, Dc, is less than
100 nm, the measured absorbance at that wavelength is likely to decrease significantly due
to either aggregates being present, or aggregation having occurred with the aggregates having
fallen out of solution. The values for A520nm measured for the full concentration solutions of gold
nanoparticle were: 1.01 (40 nm particles), 1.26 (60 nm particles) and 0.848 (80 nm particles).
These were generally greater than, but within 6 %, of the manufacturer provided values. Hence
if the data sheet values are assumed to be accurate, then the solutions were still in a similar
state as originally measured by the manufacturer.
Nominal
diameter (nm)
L-SPR peak
wavelength (nm)
Particle
diameter (nm)
Particle concentration
(NPs/mL)
40.3 526.33 ± 0.02 36.4 8.03 x 1010
59.6 537.7 ± 0.5 63.4 2.25 x 1010
78.8 551.5 ± 0.1 83.3 7.43 x 109
Table 3.4: Particle diameters and number concentrations determined from the Haiss UV-Vis
method described in Section 3.2.3.1 and [147].
The results from the UV-Vis method for measuring particle diameter and concentration
described by Haiss et al., see Section 3.2.3.1, are recorded in Table 3.4. The diameters predicted
by Equation 3.1 are within 10 % of the nominal diameters recorded in the data sheet, but
the difference between the nominal and measured diameters is generally larger than the 3 %
error in the calculation predicted by Haiss et al. [147]. Furthermore, the particle concentrations
calculated using the tabulated values in Table 3.4 were much lower than in the data sheet, by
between 10 % and 35 %. This is surprising given the good agreement between the A520nm values
measured and those in the data sheets.
The most likely source of the discrepancies between the measured and datasheet values for
the particle diameter was the fit parameters used in Equation 3.1. These were suited to the exact
particle, capping layer and solvent combination of the particles synthesised by Haiss et al. and
were not necessarily suited to the particles sourced for this study. Nucleophiles, including thiols,
donate electrons to the metallic cores of nanoparticles and can cause significant blue shifts in
99
λL−SPR compared to non-modified particles [284,285]. Citrate ions are much weaker nucleophiles
than thiols but differences in their concentration at the surface of the gold colloid would affect
the position of λL−SPR and could partly explain the difference between the particle diameters
predicted by the UV-Vis method and the nominal diameters quoted in the data sheet. Due to
the lack of an independent measure of core diameter, fit parameters for Equation 3.1 could not
be derived. However, when the data sheet diameters of particles between 20 and 80 nm were
taken to be the core diameter and plotted against λL−SPR the fit parameters were significantly
different to those used by Haiss: λ0 = 522 nm, L1 = 0.853 and L2 = 0.045. OriginPro 8 software
was used to fit the data.
The difference between the particle solution concentrations calculated using the Haiss method
and those in the data sheets, see Table 3.3, are again due to differences in the particle properties
and their environments. The data sheet values of diameter and concentration were calculated
using a UV-Vis method similar to the Haiss one described here. However, the model used
to extract the concentration from the UV-Vis spectra used by the manufacturer is probably
considerably more accurate, given they have access to a much wider range of different sized
particles to test their model against.
An alternative method for measuring the concentration of a particle solution is NTA, but it
was soon discovered that this method led to severe overestimations of the concentration of gold
particles. When the concentration of the 60 nm diameter gold colloid solution was measured
over a range of five dilutions with nominal concentrations (based on the information in the
manufacturer supplied data sheet and the weighing of the pipetted amounts of particle solution
and buffer used to make the dilutions) between 1.9 x 108 and 4.5 x 108 particles/mL, NTA
measured particle concentrations 1.7 ± 0.2 times larger than the nominal concentrations (data
not shown). The reason for the large discrepancy between the nominal and NTA measured
particle concentrations is the difference in scattering ability of particles of different size and
composition. Larger, or more optically dense particles, such as gold, scatter light much more
than smaller particles, or particles that interact less strongly with the 405 nm light used in the
NTA setup, such as polystyrene latex. Therefore gold particles need less intense incident light
compared to polystyrene latex to scatter enough light to be detected by the camera used in
NTA. The intensity profile of the laser beam is Gaussian, and therefore the volume in which the
polystyrene particles scatter enough to be detected is smaller than that in which the gold particles
can be detected. The instrument manufacturer uses NIST certified polystyrene latex particles
to calibrate the detection volume of the instrument, but the effective detection volume is greater
for gold nanoparticles, which is why their concentration is systematically overestimated by NTA.
For this reason, NTA was considered unsuitable for particle concentration measurements in this
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instance and was not investigated further.
Neither the Haiss UV-Vis method nor the NTA method gave satisfactory measures of the gold
nanoparticle solutions’ concentrations, but the A520nm measurement, a very sensitive indicator
of solution stability, did agree well with the manufacturer provided value. The agreement in the
A520nm value measured suggests that the solutions were still in a very similar state as when mea-
sured by the manufacturer. As the Haiss UV-Vis and NTA particle concentration measurements
described above were not reliable, the data sheet values of particle concentration were resorted to
throughout the remainder of this investigation. Notwithstanding large differences in the particle
solutions’ actual concentrations relative to those given in the data sheet, which are considered
unlikely due to the good agreement in A520nm measured and that given in the data sheet for all
particle solutions, any systematic error in the determination of the particle concentration should
produce an equivalent offset in all samples and hence not affect any concentration dependent
trends observed.
3.3.2 Solution stability measured by DLS
Due to the dependence of scattered intensity on the particle diameter to the power six (in the
Rayleigh regime), DLS is extremely sensitive to the presence of aggregates in solution. Therefore
DLS was used to qualitatively assess the aggregation state of the particles and whether this
changed with time. It was important that the particles were stable over the time taken to carry
out the characterisation, approximately 3-4 days. According to the solution stability study of the
60 nm core particle-protein conjugates, shown in Figure 3.6, the particle solutions were stable
for at least 2 weeks.
In Figure 3.6 the Z-average diameters increased by approximately 20 nm as the protein
concentration, relative to particle surface area, was increased over four orders of magnitude.
The coefficient of variation (CoV) in the Z-averages measured, depending on the age of the
solutions and whether or not they had been centrifuged, was less than 3.5 % at all protein
concentrations. The Z-averages, derived from the intensity-weighted size distributions, would be
greatly overestimated in the presence of aggregates, but this was not the case with the majority
of the particle-protein conjugate samples, as seen in Figure 3.7. In Figure 3.7 half the increase
in the Z-average diameter due to protein addition, which will be referred to henceforth as TDLS ,
is plotted against solution protein concentration.
The increase in protein corona thickness, plotted in Figure 3.7, generally increased with pro-
tein concentration as expected. The increase in protein corona thickness measured on the 80
nm core particles was generally greater than on the particles with smaller core diameters, prob-
ably due to a combination of the larger gold colloid being more polydisperse and aggregated.
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Figure 3.6: The Z-average diameters of the 60 nm core particles at a range of protein concen-
trations, with and without centrifugation and as a function of time.
The increase in protein corona thickness measured on the 40 nm and 60 nm core particles was
approximately equal in all but the most concentrated protein solutions, and increased by ap-
proximately 8 nm with protein concentration over the range studied. DLS was a good technique
for qualitatively assessing the dispersion state of the particle-protein conjugates but before ag-
gregated samples are excluded, the better resolution NTA size distributions will be referred to,
when introduced in Section 3.3.4.
3.3.3 ζ-potential as indicator of surface coverage
The electrophoretic mobility of the particles was measured and related to the ζ-potential using
the Henry equation, with the Smoluchowski approximation included:
ζ-potential =
UEη

(3.7)
where UE is the electrophoretic mobility,  is the dielectric constant and η is the viscosity of
the particle solution [286]. The instrument used in this study, see Section 2.3.2.3, employed
a combination of laser doppler velocimetry and phase analysis light scattering to measure the
electrophoretic mobility of the particles. The ζ-potentials calculated from the measurements of
UE , assuming η is equal to that of the buffer solution, are plotted against protein concentration
in Figure 3.8.
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Figure 3.7: TDLS , or half the difference between the Z-average diameters measured for the
particles with protein coronas and those of the plain (no-protein) particles, plotted against
solution protein concentration.
Due to citrate stabilisation the ζ-potentials of the plain gold particles (no protein) were
negative and equal to -42 ± 2 mV (mean and standard deviation of the ζ-potentials measured on
the plain particles of all core sizes). It is the electrostatic repulsion between adjacent negatively
charged particles that is responsible for the excellent stability of the gold colloids used in this
investigation. Over the range of protein concentrations studied, the ζ-potentials increased by 20-
25 mV, irrespective of core diameter. Below approximately 50 mg/m2 the ζ-potential increased
with protein concentration, and above 50 mg/m2 it plateaued at -20 mV. Similar steady ζ-
potentials have been measured of proteins adhered to flat surfaces at high pH [287]. The average
scatter in the plateau region is 12 %. Generally a ζ-potential of -20 mV is not considered large
enough to stabilise particles in suspension unless there is also some steric hindrance to prevent
particle flocculation. It is possible that the protein corona is providing the steric hindrance
enabling the particle solutions to remain stable as demonstrated by DLS, see Figure 3.6.
ζ-potential is sensitive to the pH and ionic strength of the suspending medium, but as these
were kept constant across all samples, they were not responsible for the protein concentration
dependent ζ-potentials of the particles shown in Figure 3.8. Instead one could postulate that
it is the dependence of the amount and conformation of the surface adhered protein on the
concentration of protein available in solution that is responsible for the observed trend in the
ζ-potential. Below the plateau region in the ζ-potential plot, the surface charge of the particle
is partly masked by the adhered protein. Sub-monolayers of protein adhere to the particles, the
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Figure 3.8: The mean and standard deviation (over 5 consecutive measurements) of the particle-
protein conjugates’ ζ-potentials as a function of protein concentration.
amount limited by the concentration in solution. When the ζ-potential plateaus, the surface
charge of the particles is completely masked by the adhered protein, meaning that there is at
least enough protein in solution to form a monolayer on the particles.
The ζ-potential of IgG (in the same suspending medium as the particle-protein conjugates)
was measured to be -52 ± 2 mV over three concentrations, see Figure 3.8. This is strikingly
different to the ζ-potential of the plateau region in Figure 3.8 which, in the explanation above,
was accredited to the presence of a complete IgG corona. A similar study using BSA adsorption
onto Al2O3 particles as the model system found no difference in the isoelectric point (IEP) of
the adsorbed protein compared to the native protein in solution [288]. Another study, which
measured the adsorption of BSA to nanodiamond, accredited the more negative IEP measured
for the particle-protein conjugates compared to the protein in isolation to increased particle
dispersion (though this was not backed up with any sizing measurements) [289]. Kaufman et
al. observed a significantly lowered IEP of myoglobin when adsorbed onto mercaptoundecanoic
acid functionalised gold nanoparticles relative to its native state, though the IEPs of BSA and
cytochrome C (CytC) when adsorbed onto the same particles did not change substantially [151].
These examples in literature highlight the complexity of the protein adsorption process and how
difficult it is to predict interactions at the bio-nano interface. The increase in ζ-potential up to 50
mg/m2 is still considered to be an indicator of the particle surface being masked by protein, and
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various explanations for the difference in the native and adsorbed IgG ζ-potential are discussed
below.
Changes in protein conformations as a result of interactions with a particle’s surface depend
on the protein density at the surface [107,290]. The more protein adsorbing on the surface, the
less space there is for the protein molecules to unfold, and more of their native conformation
they maintain, which would suggest that the ζ-potential of protein coronas adsorbed from high
protein concentrations should be nearer that of the native protein than those adsorbed from low
protein concentration solutions, see Figure 1.2. However, the plateau in the ζ-potentials mea-
sured between 50 and 50,000 mg/m2 on the IgG-gold nanoparticle conjugates demonstrate that
there is no difference in the surface charge presented by the protein-coronas as a function of pro-
tein concentration in the range studied. The difference in the ζ-potential of the adsorbed protein
and the protein in its native state could alternatively be attributed to a surface-packing inde-
pendent deformation of the protein upon adsorption due to strong electrostatic and hydrophobic
interactions. In this investigation the IgG was adsorbed onto the particles at a non-physiological
pH which might have affected the stability of its secondary and tertiary structure, making it
more susceptible to unfolding when electrostatically adsorbed onto the particles. A similar con-
centration dependent trend was observed in the ζ-potentials of HSA adsorbed onto quantum
dots by Xiao et al. [291].
The ζ-potentials of the particles plateau at high protein concentrations but the thicknesses
of their protein coronas keeps increasing with protein concentration, see Figure 3.7. The trend
observed in the aggregation sensitive DLS measurements were confirmed in the NTA and DCS
measurements described presently. This suggests that conformational changes in protein corona
are occurring in spite of the constant ζ-potential in the 50 to 50,000 mg/m2 range.
3.3.4 NTA measurements of shell thickness
Before investigating the effect of protein concentration on the hydrodynamic diameter of the
gold nanoparticle-IgG conjugates measured by NTA it was necessary to determine how best to
process the data produced by the technique. As mentioned in Section 3.2.6 the image processing
was carried out in the manufacturer’s (NanoSight Ltd.’s) software. It was the interpretation of
the size distributions obtained from the software that required further consideration.
As discussed in Chapter 2 of this thesis, deciding on suitable descriptors of a size distribution
is a critical part of particle sizing. With NTA measurements multiple size distributions are
obtained from each sample, one corresponding to each video-clip. Whether the mean, mode,
FWHM etc. are taken from the raw size distributions corresponding to each video-clip and then
averaged, or the size distributions themselves are first summed or averaged, may affect the
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descriptions of the particle populations obtained. In reality, the mean and mode of the summed
and averaged distributions were always within 1 nm of each other and the average values of the
means and modes from the non-summed distributions in this investigation.
In the summed distributions the values for the mode and the mean do not change significantly
when more or fewer particle tracks are counted (± 10 %), in fact they change by less than 1 nm
in all cases (data not shown). Therefore, the summed NTA distributions will be used exclusively
in this Chapter, with the uncertainty in the mode and mean diameters taken to be half the
width of a size bin, or 0.5 nm.
Figure 3.9: FWHM of the summed NTA size distributions plotted against the number of particle
tracks used to produce them.
Previously, see Section 2.3.2.5, the size distributions were summed together, primarily due
to low counts. Low counts can artificially broaden a particle size distribution measured by NTA
due to the uncertainties in the conversion of the diffusion coefficients to particle diameter. As
demonstrated by the lack of correlation between the FWHM of the summed size distributions
and the number of particle tracks counted, see Figure 3.9, there was no artificial broadening of
the size distributions due to insufficient counts. Therefore the FWHM of the size distributions
are indicative of the polydispersities of the particle-protein conjugates. As seen in Figure 3.10,
the FWHM increase with protein concentration in solution.
Due to the sensitivity of the UV-Vis method to particle aggregation, it was important to
identify and remove samples with a significant amount of aggregates from the investigation. This
could either be done qualitatively from the DLS data in Figure 3.7 or an arbitrary maximum
difference between the mean and mode measured by NTA could be set, and only those samples
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Figure 3.10: (i) Changes in the position and FWHM of the size distributions of the 40 nm core
particles with protein concentration as measured by NTA. (ii) FWHM of the summed NTA
distributions plotted against protein concentration.
below the cut-off included in future studies. This latter method was employed to remove severely
aggregated samples from the data set with the maximum acceptable difference between the mean
and mode, relative to the mode, set at 19 %. As shown in Figure 3.11 (i), this cut-off meant that
the top 10 % most aggregated samples were removed from the data set. When these samples
were removed and the Z-average diameters measured by DLS plotted against the mode diameters
measured by NTA, see Figure 3.11 (ii), the scatter from y=x was 2 ± 1 %.
Figure 3.11: (i) The percentage difference between the means and modes of the size distributions
relative to the mean with the cumulative distribution included in the inset to illustrate that this
value is < 19 % in 90 % of samples and < 12 % in 75 % of samples. (ii) The Z-average diameters
measured by DLS plotted against the modes of the number-weighted NTA distributions for all
samples.
Such a good agreement between the NTA and DLS was not expected due to the different
definitions used to describe the diameter, number-weighted mode versus Z-average. In fact
the Z-average was expected to be larger than the number-weighted mode, which it is in the
majority of cases (more points in Figure 3.11 (ii) lie above the fit line than below it). The 60
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nm core particles are the exception, with their diameters measured by NTA being consistently
larger than measured by DLS, which could suggest that there was a systematic error in one
of the measurements. As the experimental parameters in the DLS analysis (sample volumes,
approximate concentrations, temperature, viscosity etc.) were kept constant for each set of
measurements, the probable cause of the systematic overestimation of the diameters measured
by NTA of the 60 nm core particles was an overestimation of the sample temperature. The
temperature probe that fits inside the NTA analysis cell was broken when the measurements
were being carried out and a measurement of room temperature was relied upon instead.
Figure 3.12: Hydrodynamic thickness of the protein corona measured by NTA (TNTA): half
the difference between the mode diameters measured for the particles with protein coronas and
those of the plain (no-protein) particles.
Finally the increases in protein shell thickness measured by NTA (TNTA), analogous to those
already measured using DLS and displayed in Figure 3.7, are presented in Figure 3.12. Again,
the increase in shell thickness was defined as half the difference between the hydrodynamic
diameters measured of the particles with and without protein. The protein shell thickness
increased gradually to a maximum of approximately 12 nm for all core diameters over the
protein concentration range studied. In spite of the steps taken to remove aggregated samples
from the data set, some of the points in this plot, particularly those corresponding to samples
with 80 nm cores, lie far off the trend. When the raw size distributions corresponding to these
anomalous data points were referred back to, no significant differences in their shape, FWHM
or the number of particle tracks counted, compared to those of the data points that lay on
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the trend, were found. A fuller explanation of the origin of the anomalous data points will be
attempted presently when the DCS and UV-Vis data have also been introduced.
3.3.5 Shell thicknesses measured by DCS
3.3.5.1 DCS of citrate stabilised particles
As described in Section 3.2.4, in measurements of the protein corona thickness using DCS,
the core diameter and density as well as the density of the protein corona must be assumed.
However, when the diameters of the plain particles were measured, assuming their density to be
equal to that of bulk gold (19.3 g/cm3), the diameters reported by DCS were significantly lower
than that reported in the data sheets, see Figure 3.13. In fact over a range of core diameters
measured, between 10 and 80 nm (all sourced from BB International), the particle diameters
were progressively more underestimated the smaller the nominal diameter of the particle. For
example, the mode diameter measured by DCS for the 80 nm particles was only 2 % less than the
mean diameter recorded in the data sheet whilst the value measured from the 10 nm particles
was 26 % less than that in the data sheet. A similar trend was observed by Falabella et al.
in their measurements of sub-60 nm gold particles functionalised with DNA using an analytical
ultracentrifuge [292]. Before attempting to interpret the DCS measurements of particles with
protein coronas the underestimation of the size of plain particles was investigated.
Figure 3.13 was produced by running a mixture of different colloidal solutions on the DCS.
The volumes of the components of this mixture were tailored so that they were all visible in
the weight-weighted distribution, i.e. the volumes were adjusted so that more of the smaller
particles were added than the larger particles. This meant, however, that when translated into
a number-weighted size distribution the peaks corresponding to the larger particles were not
intense enough to see. For this reason the weight-weighted modes (which are typically within 1
nm of the number-weighted modes) will be used exclusively in the remainder of this discussion
concerning the underestimation by DCS of the diameters of plain gold colloids.
The underestimation of the size of gold nanoparticles by DCS can be explained if the effective
densities of the particles are less than 19.3 g/cm3 because either: (i) the density of the gold
in the nanoparticle cores is less than that of bulk gold, or (ii) that there is a shell of a lower
density material associated with the surface of the nanoparticles. The methods for calculating
the effective density of a particle depending on the presence and properties of a shell have already
been described, see Section 3.2.4 and in particular Equations 3.2 and 3.3.
To find the particles’ effective densities (ρeff ) predicted by the first model (i) Equation 3.2
should be used, where D∗eff is the mode particle diameter measured by DCS assuming ρ
∗
eff =
19.3 g/cm3 and Deff is the mean particle diameter given in the data sheet. The effective densities
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Figure 3.13: DCS size distribution of a mixture of gold colloids with diameters between 10 and
80 nm. This weight-weighted size distribution was normalised so that the height of the most
populous bin was equal to 100. The difference in the sizes of the cartoon particles is to scale
and they are positioned directly above the peak in the particle size distribution to which they
correspond. The measured mode particle diameters are plotted against the data sheet mean
diameters in the inset.
according to the second model (ii) are those which satisfy both Equations 3.2 and 3.3, where
the core diameters (Dc) and densities (ρc) are assumed to be the data sheet mean diameters and
19.3 g/cm3 respectively and the density of the shells (ρsh) is assumed to be equal to the average
density of the gradient (ρf ). The effective densities calculated using both methods are plotted
as a function of mean core diameter in Figure 3.14.
In Figure 3.14 the effective densities predicted by both models increase as the particle diam-
eter increases. However, the effective densities predicted by the first model (i), are too low (up
to 40 % less than the density of bulk gold) and size dependent which cannot be explained by im-
purities, so this model was discounted. Using the effective densities calculated using the second
model (ii) the hydrated shell thicknesses ((Dt − Dc)/2) can be derived. The shell thicknesses
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Figure 3.14: The effective densities (ρeff ) of citrate stabilised gold particles of various diameters
plotted against the mean core diameters of the particles. ρeff was calculated in two ways, as
described in more detail in the main text, assuming the lowering of the density relative to bulk
gold was either due to (i) a core density less than 19.3 g/cm3 or (ii) the presence of a hydration
layer.
were found to be constant and equal to 4 ± 1 nm across all particles. The 4 nm hydration layer
at the surface of citrate stabilised gold nanoparticles is approximately twice that measured by
Falabella et al. [292]. Even though the measurements underlying the calculations of Falabella
et al. were slightly different to those described above (they took the effective densities of their
particles to be those at which the mean Stokes diameters measured by analytical centrifugation
were equal to the mean electrical mobility diameters measured using an electrospray-differential
mobility analyser (ES-DMA)) this does not explain the discrepancy in the hydration layer thick-
nesses measured. A hydration layer thickness of 4 nm is also greater than measured on the 40,
60 and 80 nm citrate stabilised particles by both DLS (2 ± 1 nm (from the z-average)) and
NTA (2.7 ± 0.6 nm (from the mode)). A small overestimation of the core density (by ≈ 3 %)
would explain the discrepancy in the hydrated shell thickness measured by DCS and by the other
techniques. The density of the nanoparticulate gold itself might be slightly lower than bulk gold
due to impurities, as mentioned previously, or the effective density of the particle might be less
than 19.3 g/cm3 due to slight particle non-sphericity.
The underestimation of the diameters of citrate stabilised gold has been explained by the
presence of a hydration shell of constant thickness, however it is currently unknown how the
hydration of the particles depends on the surface chemistry, i.e. with the addition of a protein
corona. Due to the sensitivity of the shell thicknesses measured to the diameter of the core in
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particular, systematic errors in the derived shell properties are likely. However, by looking at
relative differences in the shell thicknesses, these errors can be reduced.
3.3.5.2 Protein corona thickness from DCS
The protein corona thickness can theoretically be extracted from a DCS measurement as long
as its density is known. By finding values of Dt and ρeff that satisfied both Equations 3.2
and 3.3, see Section 3.2.4, the protein corona thicknesses were calculated ((Dt-Dc)/2). The
values obtained for protein corona thickness using this method are plotted in Figure 3.15 (i).
The thicknesses of the protein coronas measured on the 40 nm particles are consistently higher
than those measured on the larger particles. They are also consistently approximately 4 nm
greater than the shell thicknesses measured by NTA, see Figure 3.12. This may be a result of a
systematic error in the assumptions made regarding the properties of the core which, as discussed
in the previous section, smaller particles are more sensitive to. If instead, see Figure 3.15 (ii), the
differences in the shell thicknesses measured on the samples with and without protein coronas
are plotted (TDCS), these systematic errors in the shell thicknesses derived due to uncertainties
in the core properties are cancelled out. In this plot of the increase in shell thickness versus
protein concentration, the shell thicknesses on the 40 nm particles are in much better agreement
with the thicknesses measured on the particles with different core sizes at the same protein
concentrations, and also with NTA.
Figure 3.15: Protein corona thicknesses measured by DCS assuming ρsh = 1.125 g/cm
3. In (i)
the shell thicknesses and in (ii) the increase in shell thickness between the plain and protein
covered particles (TDCS) are plotted against protein concentration.
When the increase in shell thickness measured by DCS is plotted against that measured by
NTA, see Figure 3.16 (i), the relationship observed is strikingly non-linear, very different to
that between the DLS and NTA data, see Figure 3.11 (ii). At low protein concentrations no
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Figure 3.16: (i) The increase in shell thickness with protein concentration measured by DCS
(from Figure 3.15 (ii)) plotted against that measured by NTA (from Figure 3.12 (ii)). (ii)
Anticorrelation between the difference in shell thicknesses measured by NTA and DCS and the
ζ-potential.
increase in the thicknesses of the protein coronas are measured by DCS, whilst a steady increase
in shell thickness is measured by NTA, up to approximately 3 nm. At intermediate protein
concentrations the DCS measured shell thickness begins to increase. Finally, at the highest
protein concentrations, the shell thicknesses measured by NTA and DCS are roughly equal.
The density of a partial protein corona might be considerably less than a full protein corona
due to differences in the packing of the protein and the amount of water it contains. Vo¨ro¨s et
al. measured the density of IgG on TiO2 and Teflon flat surfaces by combining the hydrated
mass information from QCM-D and the dehydrated mass information from optical waveguide
lightmode spectroscopy (OWLS). The density of the layer formed did not depend on the con-
centration of protein in solution, though the time taken for the density of the layer formed from
the lower density solution to saturate was longer, and was significantly lower on the hydropho-
bic Teflon compared to the hydrophilic TiO2 and lower also if the IgG was denatured before
adsorption [281]. In the DCS measurements, however, even if the densities of the partial protein
coronas was taken to be equal to that of water, the shell thicknesses measured by DCS did not
change significantly (data not shown). This insensitivity of the shell thicknesses measured by
DCS on the shell density (if the core density is much greater than that of the shell) was also
noted by Jamison et al. [293].
From the ζ-potential measurements described in Section 3.3.3, it was found that a full protein
corona was formed at approximately 50 mg/m2. The data point in each data set corresponding
to the sample with a protein concentration just below 50 mg/m2 is highlighted in Figure 3.16
(i) with yellow and a cross. These data points roughly correspond to the transition between a
poor agreement between DCS and NTA measurements of the increase in shell thickness at low
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protein concentrations, and a good agreement at higher concentrations. In Figure 3.16 (ii) the
% difference between the increase in shell thickness measured by DCS relative to that measured
by NTA is anticorrelated with the ζ-potential, from Figure 3.8. The error bars were omitted
from this plot due to the uncertainties associated with the differences in the measurements of
the shell thickness increase ballooning for samples with thin protein coronas.
The non-linearity in Figure 3.16 (i) can be explained by considering the differences in how a
particle with a partial protein corona is measured by NTA and DCS. In NTA a particle diffuses
in all directions at a speed proportional to the root of its cross-sectional area. For a spherical
particle this is equivalent to its diameter, however for a particle with a partial protein corona the
cross-sectional area depends on the orientation of the particle. In the cartoon in Figure 3.17 (i)
the length of the arrows represent the speed of diffusion and are slightly shorter in the directions
in which the particle-protein complex present the largest cross-sectional area. NTA calculates
the diffusion coefficient based on the distance the particle travels between successive frames in
a video (typically 30 frames per second), and then uses the average diffusion coefficient over all
the frames the particle was tracked for, to obtain a measure of diameter. Therefore the diameter
reported by NTA is an orientation averaged diameter, for example, if only 30 % of a particle’s
surface is covered with a 10 nm layer, then the shell thickness measured by NTA would be 3
nm. In reality the diffusion of an asymmetric particle is not as simple as described above, with
the forces acting on the particle also causing it to rotate as well as move spatially.
Figure 3.17: Cartoons to explain the differences between how partial protein coronas are mea-
sured by NTA and DCS.
In DCS a particle sediments under a centrifugal force, proportional to its volume, but expe-
riences frictional forces acting in the opposite direction proportional to its cross-sectional area.
With the addition of a partial protein corona the centre of mass of the particle is shifted, hence
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under the action of the opposing forces, the particle tends to align to minimise its cross-sectional
area in the direction of sedimentation, as depicted in the cartoon in Figure 3.17 (ii). As such
the face of the particle with a layer of protein will tend to lie in the slip-stream of the particle
and not contribute proportionally to the cross-sectional area of the particle. The contribution
of a partial protein corona to the effective mass of a dense particle like gold is minimal, and it is
the increase in the cross-sectional area in the direction of sedimentation that contributes most
to the change in sedimentation rate and hence any increase in the particle diameter measured.
Therefore, due to the alignment of the particle to minimise its cross-sectional area the overall
particle diameter measured by DCS of particles with partial protein coronas will be underesti-
mated. Furthermore, the corona isn’t rigid so it may deform under the forces experienced in
DCS, effectively flattening it. Neither is the corona solid, so whilst sedimenting the fluid in the
gradient can flow through the corona as well as around it.
Though the descriptions above of the behaviour of particles with partial protein coronas
in NTA and DCS measurements are simplified, they do explain qualitatively the differences
observed between the increases in shell thicknesses measured by both techniques. Therefore,
NTA is more sensitive to the presence of partial shells on particles and also returns an orientation
averaged diameter. The particle diameters reported by DCS and NTA are equivalent only if the
shell is complete.
3.3.6 Quantifying the amount of adsorbed protein
Two methods of quantifying the amount of protein adsorbed onto particles will now be described
and compared. The first uses the protein corona thickness measurements presented previously
and the second the sensitivity of the plasmonic response of gold nanoparticles to changes in
refractive index near their surfaces.
3.3.6.1 Quantifying protein using a measurement of corona thickness
The amount of protein adsorbed can be calculated by taking the corona volumes, calculated
from TDLS , TNTA or TDCS , and assumed values for the density of pure crystallised protein and
the water content of the corona. The dry amount of protein adsorbed per unit surface area can
be calculated using the following equation:
Γdry mass = xΓhydrated mass = x
(xρp + (1− x)ρH2O)Vcor
SA
(3.8)
where x is the proportion of protein in the corona, ρp and ρH2O are the densities of pure protein
and water respectively, Vcor is the volume of the corona and SA the surface area of the particle.
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There is considerable debate regarding the density of crystallised protein, with average values
in the literature varying between 1.2 and 1.5 g/cm3 [294]. This uncertainty (∼ 10 %) along
with those in the water content of the corona (∼ 10 %), the corona volume (∝ uncertainty
in the corona thickness cubed) and the surface area of the particles (∝ uncertainty in core
radius squared), could make calculating the amount of adsorbed protein using this method quite
imprecise.
The method of estimating the amount of protein adsorbed from measurements of shell thick-
ness will be demonstrated using those thicknesses measured by NTA, TNTA. Additionally, the
density of crystallised protein was taken to be 1.28 ± 0.1 g/cm3, the protein content of the
coronas to be 33 ± 8 %, and the data sheet values of the particles’ radii assumed to be correct
to the nearest 0.1 nm. This particular crystallised protein density was chosen as it is consistent
with that implicit in the de Feijter equation, Equation 3.6, assuming the specific refractivity
of the protein = 0.188 cm3/g and the refractive index of crystallised protein is 1.57. The dry
amount of protein on the particles (Γdry mass) is plotted against TNTA in Figure 3.18.
Figure 3.18: The dry amount of protein adsorbed (Γdry amount) onto the particles using the TNTA
measurement to calculate the corona volume. See text for details of the other assumptions made
regarding the corona’s properties for this calculation.
The average uncertainty in the amount of protein adsorbed calculated directly from the
thickness measurement of the corona was ≈ 30 %. The increase in dΓ/dt with t, where t is the
shell thickness, is a consequence of the increasing volume of concentric layers with distance from
the surface, i.e. the amount of protein is proportional to the volume of the corona. Though the
precision of this method is fairly low it is of the order of what might be expected of protein
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quantification assays and gel-electrophoresis measurements. The accuracy of this method is
highly dependent on the value used for the water content of the corona, and also on the density
of the pure protein. As a measure of the protein content is not directly accessible by particle
sizing measurements alone, a combined approach using the NTA sizing information and the
L-SPR plasmonic sensing method will be described in the following Section.
3.3.6.2 Quantifying protein using the L-SPR plasmonic sensing method
The plasmonic response of gold nanoparticles is related directly to the refractive index of their
surroundings and hence the amount of protein adsorbed at their surfaces. However, it is impor-
tant to note that the calculation of the amount of protein adsorbed from the corona properties
measured using the plasmonic sensing method and the de Feijter equation is also dependent on
assumptions regarding the properties of the corona. The specific refractivity, for instance, is
highly dependent on the type of protein and the environmental conditions.
As predicted in Section 3.2.5, significant red-shifts in the L-SPR absorbance peak (λL−SPR) of
gold nanoparticles were observed due to the incubation of gold nanoparticles in protein solutions
of varying concentrations, see Figure 3.19 (i). The maximum peak shift measured on each size
of gold core was approximately the same and equal to 5 - 6 nm. The λL−SPR shift due to protein
adsorption on the 60 nm particles was less than those on the 40 nm and 80 nm particles at all
protein concentrations. On the other hand, when plotted against the increase in shell thickness
measured by NTA (TNTA) the λL−SPR shifts of the 60 nm particles are in better agreement
with those measured on the 80 nm particles in particular, see Figure 3.19 (ii).
Figure 3.19: (i) The red-shift of λL−SPR as a function of protein concentration in solution and
(ii) TNTA.
Without further manipulation, the λL−SPR shifts measured on the plain particles were input
into the Ma¨tzler-Teichroeb program, along with the mean core diameters, see Table 3.3, and used
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to generate the theoretical λL−SPR values expected for a range of shell thicknesses and refractive
indices, as described in more detail in Section 3.2.5. Due to the dependence of λL−SPR on both
the thickness and RI of a shell adsorbed onto a gold particle, only one of these parameters at a
time could be probed.
Figure 3.20: (i) The corona thicknesses calculated using Mie theory (assuming the corona RI =
1.57), and (ii) the amounts of protein adsorbed calculated using the de Feijter method plotted
against TNTA.
Firstly, an assumed RI was used to extract a measure of the corona thicknesses from the
Ma¨tzler-Teichroeb program. The protein corona thicknesses calculated from the plasmonic sens-
ing technique assuming RI = 1.57 (RI of crystallised protein) were approximately a quarter of
those measured by NTA and DCS, see Figure 3.20 (i). This was because the RI of the protein
corona was actually significantly less than 1.57 due to its water content.
By substituting RI=1.57 and the corona thicknesses measured by the plasmonic sensing
method into the de Feijter equation, Equation 3.6, the amount of protein adsorbed onto the
particles (in mg/m2) was calculated, see Figure 3.20 (ii). The plasmon sensing method on
nanoparticles should provide a measure of the dry mass of protein adsorbed analogous to that
measured by SPR on flat surfaces. As the amount of protein adsorbed is just a linear function of
the thickness measured by the plasmonic sensing method, its increase with TNTA, see Figure 3.20
(ii), is linearly related to that in Figure 3.20 (i). The calculated values for the amount of protein
adsorbed assuming RI=1.57 are in the range that might be expected for an IgG monolayer on a
flat surface, between 2 mg/m2 and 5.5 mg/m2 [258]. For thinner protein coronas, the amount of
protein adsorbed on the 40 nm particles appears to be slightly higher than on the larger particles,
however the scatter in the measurements is too large for any core-size dependency of the adsorbed
protein density to be demonstrated conclusively. In spite of the scatter, the linear relationship
between corona thickness and amount adsorbed is evident. From such a relationship it would
be possible to estimate the amount of protein adsorbed onto a particle from a measurement of
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corona thickness even if it wasn’t plasmonic. However, the legitimacy of this will be discussed
further later in this Section.
Figure 3.21: (i) The refractive indices of the protein coronas calculated using Mie theory (as-
suming the corona thicknesses = TNTA), and (ii) the amounts of protein adsorbed calculated
using the de Feijter method plotted against TNTA.
In order to investigate the plasmonic sensing method better the amount of protein adsorbed
was also calculated based on the assumption that the corona thicknesses were fixed and =
TNTA, and their RIs determined using the Ma¨tzler-Teichroeb program. The average protein
corona RI over all samples was measured to be 1.41 ± 0.02 though it was slightly higher on
the 40 nm particles (1.435 ± 0.007) than on the 60 nm and 80 nm particles (1.40 ± 0.02), see
Figure 3.21 (i). A similar dependence of the RI of IgG layers on gold particles with core diameter
was observed by Kaur et al. [252]. Furthermore, the refractive indices measured were in good
agreement with values for the RI of IgG layers on flat surfaces, between 1.39 and 1.54, reported
in the literature [295]. Assuming that the RI of hydrated protein layers varies linearly (between
1.57 and 1.33) with increasing water content, the protein content of the protein coronas was
estimated. The average protein content of the coronas was 33 ± 8 %, which is similar to that
measured in the literature for protein adsorbed onto flat surfaces [264,281].
When the amount of protein was calculated based on the fixed thicknesses (= TNTA) and RI
values calculated from Mie theory the amounts of protein adsorbed were consistently greater on
the 40 nm particles than the larger particles, see Figure 3.21 (ii). Furthermore, the amounts of
protein adsorbed were greater than that calculated when the RI of the shell was fixed instead
of the thickness. To illustrate this better the amount of protein adsorbed calculated assuming
the coronas thicknesses = TNTA is plotted against that calculated assuming their RIs = 1.57 in
Figure 3.22 (i). From Figure 3.22 (i), it is evident that the difference between the amount of
protein adsorbed calculated using both assumptions (fixed thickness or RI) is greater the smaller
the diameter of the particle’s core and greater the amount of protein adsorbed.
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Figure 3.22: The amount of protein in the protein coronas measured by the plasmonic sensing
UV-Vis method assuming the corona thickness = TNTA plotted against that calculated assum-
ing the corona RI = 1.57. In (i) the data was calculated using the regular de Feijter equation,
Equation 3.6, whilst in (ii) the data was calculated using a modified de Feijter equation, Equa-
tion 3.10, to correct for the volume of layers on curved surfaces.
In order to explain the marked difference in the amount of protein adsorbed calculated by
the de Feijter equation based on an assumed thickness or RI, the plasmonic response of gold
nanoparticles will be discussed in more detail, and the implication on protein quantification using
the de Feijter equation explained. Firstly, however, a correction for the volume of an adlayer on
a curved surface compared to on a flat surface will be introduced.
On flat surfaces, layer volume scales linearly with thickness but on particles it is related to
the cube of the layer thickness. The % increase in the volume per unit surface area of a layer
of thickness t on a nanoparticle with radius r compared to on a flat surface can be calculated
using:
% volume increase =
(
t
r
+
t2
3r2
)
x 100 % (3.9)
For the smallest core size (40 nm) and the thickest protein corona (12 nm) the layer volume per
surface area on a particle was approximately 70 % greater than the equivalent layer on a flat
surface. For larger particles with thinner coronas the difference between a layer’ volume on a
particle compared to a flat substrate is less.
The de Feijter method was developed for interpreting ellipsometry data and assumes the layer
of interest is adsorbed onto a flat substrate [251]. Therefore it systematically underestimates the
volume of layers on curved surfaces and hence the mass of material per unit area. To include the
curvature dependence of a layer’s volume in the calculation of the amount of protein adsorbed,
the following correction can be applied to the de Feijter equation:
Γ =
(np − ns)
dn/dc
(
t3
3r2
+
t2
r
+ t
)
(3.10)
120
The above correction was applied to the data plotted in Figure 3.22 (i), and the result
presented in Figure 3.22 (ii). This correction accentuated the differences in the amount of
protein adsorbed calculated assuming either a fixed shell thickness or RI, particularly on small
particles and those with thick coronas. Therefore an explanation for the difference in the amount
of protein adsorbed calculated based on both assumptions must be sought elsewhere.
The underestimation of the quantity of protein adsorbed calculated by the de Feijter method
assuming the shell RIs are fixed relative to when the thicknesses are fixed, is due to the decrease
in the plasmonic sensitivity of the technique with distance from the particle surface. This will
be explained further with reference to Figure 3.23.
The plots on the left hand side of Figure 3.23 illustrate the increase in the plasmon peak shift
(∆λL−SPR) as a function of shell refractive index, for the three core sizes of interest. For a shell
of a specific thickness ∆λL−SPR is linearly related to RI. However, by comparing the plots it is
evident that the thicker the shells the less the separation between the lines, particularly on the
smaller particles and at lower refractive indices. This is due to the non-linear sensitivity of the
plasmon resonance with shell thickness, which is clearer in the plots on the right hand side of
Figure 3.23. The sensitivity of the plasmonic response decreases as one over the distance from
the surface of the particle. Also, the rate at which the sensitivity decreases is greater the smaller
the particle.
Due to the non-linearity of the plasmonic response with shell thickness the amount adsorbed
calculated assuming RI=1.57 is underestimated compared to when the shell thickness is assumed
to = TNTA. When assuming a higher refractive index than the true volume-averaged refractive
index of the shell, the effective shell thickness calculated by the plasmonic sensing method is
smaller than the true shell thickness. Thus the higher the refractive index, the thinner the
shell and more underestimated the amount adsorbed calculated by the de Feijter method. The
reason for this underestimation is that the plasmonic response (d∆λL−SPR/dt) is greater near
the surface of the particles. Therefore, in a thin layer, less material is required to achieve the
same plasmon shift as a much thicker layer with a correspondingly low refractive index, due to
the average plasmon response over its entire thickness being lower.
The other aspect to consider is the actual density inhomogeneity of protein layers, whereas
in the plasmonic sensing model they are assumed to be homogeneous. It is generally accepted
that when molecules such as biopolymers and proteins with hydrophilic regions adsorb onto a
surface their density decreases with distance from the surface [111]. They are closely packed
on the surface and have their more hydrophilic regions protruding away from the particle. As
RI is linearly related to concentration/density, the RI of the layer is likewise expected to drop
off with distance from the surface. A randomly orientated protein monolayer is illustrated in
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Figure 3.23: Plot of how the shift in λL−SPR varies with shell thickness and refractive index
for a range of core sizes. ∆λL−SPR as a function of RI and shell thickness for particles with
core diameters of (i-ii) 40 nm, (iii-iv) 60 nm and (v-iv) 80 nm. Plots made using the Ma¨tzler-
Teichroeb program.
Figure 3.24.
The plasmonic sensing method will report an effective RI of a shell if the shell thickness is
fixed. Though, as noted in Figure 3.24, the true RI profile of the corona will decrease with
distance from the surface (Khlebstov et al. assumed it decreased exponentially [262]) so that
there will be areas near the surface with higher than average RIs and areas further from the
surface with lower than average RIs. However, the effective RI of the shell is overestimated
by the plasmon sensing technique due to its non-linear response to distance from the particle’s
surface. The areas of higher RI near the surface of the particle will contribute more to the
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Figure 3.24: Cartoon illustrating the assumption implicit in the plasmonic sensing method that
the refractive index is homogeneous across the protein corona. Though the RI is expected to
decrease with distance from the surface as in (i) the plasmonic sensing method assumes the
corona to be homogeneous, (ii). (A) indicates the region where the assumed homogeneous RI is
less than the true RI and (B) the region where the homogeneous RI is greater than the true RI.
effective RI of the shell than the lower RI areas relatively far from the surface, which results in
the effective RIs measured by the L-SPR plasmonic sensing technique being greater than the true
volume-averaged RI of the corona. Therefore, when a homogeneous protein corona is assumed
and the thickness fixed, the refractive index is overestimated and, as a result of this, the previous
estimation of the coronas’ protein content (33 ± 8 %) is overestimated. How much it has been
overestimated depends on the density/refractive index profile of the corona which is unknown
and which, furthermore, is expected to vary as a function of shell thickness due to differences
in protein conformation. The refractive index would also be overestimated for a homogeneous
corona if it lay in a non-linear region of plasmonic sensitivity, though not by as much as an
inhomogeneous corona.
For very thin shells (approx. < 3 nm), the plasmonic response of the particles is approx-
imately linear and in this regime the interpretation of the plasmonic sensing data using an
assumed corona homogeneity is straightforward, however for thicker shells the implications of
the non-linearity on protein quantification need to be considered fully. Khlebstov et al. noted
a similar thickness dependence of the suitability of the corona homogeneity assumption: for 5-6
nm hIgG layers on 15 - 34 nm gold nanoparticles a model with a homogeneous dielectric shell
provided an effective description of the experimental results, however for a 15-18 nm gelatin layer
it did not [262]. The multilayer model described by Khlebstov et al. to simulate the plasmonic
properties of particles with inhomogeneous coronas might have improved the accuracy of the
amount of protein adsorbed calculated, particularly for thick coronas on small cores, using the
plasmonic sensing method.
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The difference between the amount adsorbed calculated assuming a fixed shell RI (=1.57) or
fixed thickness (= TNTA) is due to the non-linearity of the plasmonic response. The amount of
protein adsorbed calculated assuming RI = 1.57 is underestimated and that calculated assuming
the thicknesses = TNTA overestimated due to the non-linearity of the plasmon sensitivity with
distance from the surface. The correction for the increase in the volume of layers on particles
relative to those of equal thickness on surfaces must also be included. In Figure 3.25 the amount
of protein adsorbed calculated by the plasmonic sensing method, with the volume correction,
is plotted against the dry amount of protein calculated from particle sizing measurement alone.
Note that the x-axis error bars, ≈ 30 % were omitted for the sake of clarity. If the corona thick-
ness was fixed, the plasmonic sensing method generally overestimated the amount of protein
adsorbed, and conversely if the RI was fixed the amount of protein adsorbed was generally un-
derestimated, relative to the amount calculated from the NTA measurement alone. The amount
adsorbed calculated using the NTA measurement alone was based on assumptions consistent
with the plasmonic sensing method, including the pure protein density used and the assumed
layer homogeneity. Some of the scatter in Figure 3.25 will be due to the fact that the protein
content used in the method based on NTA alone was from an average RI measured by the L-SPR
method, whilst in the L-SPR method the sample specific RI values were used to calculate the
amount of protein adsorbed assuming fixed thicknesses.
The deviation between the three methods for quantifying protein (NTA alone, L-SPR assum-
ing thickness = TNTA, L-SPR assuming RI = 1.57) is greater the larger the amount of protein
adsorbed and smaller the core diameter. This is consistent with the explanations above based on
the distance dependence of the plasmonic method’s sensitivity. For coronas with low amounts
of adsorbed protein the agreement between the three methods is better, as the thickness of the
coronas are low enough that the assumed linearity of the plasmonic response of the particles
is a good approximation. The consistently higher amounts of protein calculated by the L-SPR
method assuming a fixed thickness, relative to the other methods, on the 40 nm particles, can
be explained by the higher than average RIs measured on these particles.
Protein quantification using NTA alone requires an auxiliary measurement of corona compo-
sition which can be achieved using the L-SPR plasmonic sensing method. However, due to the
severe non-linearity of the plasmonic response over the range of particles studied (which would
be even more severe for smaller particles) the measurement of the corona composition is only
reliable if derived from the measurement of a very thin layer (typically < 2-4 nm for the 40-80
nm diameter particles). Due to the non-linearity of the plasmonic response, the L-SPR method
is not suitable for protein quantification even for the relatively narrow range of core diameters
and shell thicknesses investigated here. The amount of protein calculated using particle sizing
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Figure 3.25: Amount of protein adsorbed on the nanoparticles measured by the L-SPR plasmonic
sensing method assuming the shell thicknesses = TNTA and RI = 1.57 plotted against the amount
of protein adsorbed calculated directly from the NTA thickness measurements and an assumed
protein content. Volume correction applied to the UV-Vis data.
information is more reliable, though the uncertainties associated with it are relatively large.
Thus, through a comparison of the protein quantification achieved by the L-SPR plasmonic
sensing method and that by the NTA measured corona thicknesses alone, large, systematic errors
in the plasmonic sensing method were demonstrated. Some of these were simple to correct
for, such as the volume correction in the de Feijter equation, however the non-linearity of the
plasmonic sensitivity and the resulting overestimation of the RIs of inhomogeneous coronas would
require a more sophisticated program to solve Mie theory as well as an assumed density profile of
the coronas. Based on the above findings, I would recommend that the L-SPR plasmonic sensing
technique used for the quantification of adsorbed protein should be employed with caution and
only if the plasmonic responses of the particles is well described by a linear approximation over
the total thickness of the corona.
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3.4 Conclusions and future work
A much fuller description of the IgG-gold nanoparticle conjugates was obtained from the comple-
mentary approach than would have been possible from any of the techniques used in isolation.
From the characterisation of IgG-gold nanoparticle conjugates described above, a strong de-
pendence of the protein corona properties, including thickness, charge and refractive index, on
protein concentration but not on core diameter, was observed. Small differences in the prop-
erties of the protein coronas as a function of core diameter, would not have been detected in
this experiment due to the difficulties faced in obtaining accurate measures of the particle and
protein concentrations. Improving the standardisation and traceability of protein and particle
concentration measurements should be a priority for the metrology community, as they are key
for quantifying interactions at the bio-nano interface.
The difficulty in determining the surface area-normalised protein concentrations makes the
investigation into the concentration dependence of the protein corona properties even more
important. In many literature examples, protein adhesion is studied at only one surface area-
normalised protein concentration [119,151,254,255]. Worryingly, there are also examples in the
literature of experiments where measured differences in the protein corona have been attributed
to changes in surface curvature when in fact no effort was made to keep the surface area-
normalised protein concentration constant across all samples [252,296].
Though the concentration dependence and core size independence of protein adsorption onto
nanoparticles was interesting and agreed very well with the behaviour expected considering
protein adsorption on flat surfaces, it was of secondary importance given that the main aim
of the investigation was to evaluate the complementary characterisation strategy. The non-
destructive techniques used enabled quantification of the adsorbed amount of protein on the
particles with minimal perturbation to the system. This investigation demonstrated that the
particle sizing techniques, the ζ-potential measurement and the L-SPR plasmonic sensing method
were all suitable for characterising protein coronas on gold. If only one technique was to be
used to measure a protein corona NTA would be the best choice based on this investigation,
primarily because of it being independent of the particle properties and able to produce fairly
high resolution size distributions. However, its characterisation of the particle-protein conjugates
was significantly enriched by the surface coverage information from ζ-potential measurements
and the measurement of the protein content of the corona, extracted from the particle sizing
and L-SPR plasmonic sensing data combined.
As well as facilitating a multi-faceted approach to protein corona characterisation, the com-
plementary characterisation strategy enabled techniques based on different physical parameters
and with different sensitivities to the particle-protein system in question, to be compared on a
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biomedically relevant test-material. As a result of this a subtle difference in the response of DCS
and NTA to particles with partial protein coronas was observed and attributed to differences
in the techniques’ sensitivities due to the orientation of asymmetric, partially coated particles
in the DCS measurement. Though it wouldn’t have affected the relative thicknesses measured
by NTA and DCS, the validity of the assumption used throughout this investigation, that the
hydration of the shell does not change with increasing protein coverage in spite of the marked
change in the ζ-potential, would be an interesting area of further study.
For true corona quantification, a measure of the amount of protein in the coronas is required,
however obtaining this directly from a measure of corona thickness relies on an assumed value
of the protein density and protein content of the corona. Therefore the ability of the L-SPR
plasmonic sensing method to measure adsorbed protein mass was investigated. This investiga-
tion revealed that the amount of protein adsorbed measured by the L-SPR plasmonic sensing
method depended on whether the thickness or refractive index of the corona was fixed. This
was a result of the non-linear dependence of its sensitivity on the distance from the particle’s
surface. The effect of the non-linear sensitivity on protein quantification was less for thinner
layers and on larger cores. Therefore, the amount of protein adsorbed calculated from the plas-
monic sensing technique (assuming corona homogeneity) is only accurate for very thin layers,
or more specifically, layers in the regime where the plasmonic response of the particles can be
approximated as linear. The correction to the de Feijter equation to include the contribution
of the curvature dependent volume of a layer on a particle was also introduced which, though
fairly straightforward, has not, to the best of my knowledge, been demonstrated before in the
literature. Though critical for determining the protein content of the coronas, the L-SPR method
itself was not suitable for quantifying the protein over the range of corona thicknesses and core
diameters used in this study. Instead the calculation of the amount of protein adsorbed from a
shell thickness measurement is recommended.
The model system used in this study was adequate though tailoring it slightly would have
enabled other characteristics of the IgG on gold protein coronas to be investigated. If the nor-
malised protein concentration range had been extended further, whether protein multilayers
formed might have been determined. If a monoclonal immunoglobulin, specific to a single anti-
gen, had been used instead of IgG from serum, the activity of the IgG on the surface could have
been measured. Typically antibody activity is monitored using fluorescently tagged antigens
however it would be interesting to investigate whether the complementary approach described
in this Chapter could also detect the binding of unlabelled antigens. Finally, if the particles
had been characterised without removing the excess unbound protein from the solutions, differ-
ences between the “hard” and “soft” protein coronas could be investigated. As there are known
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problems associated with the measurement of particles in protein solutions by all the techniques
used in this complementary characterisation [132, 133], evaluating their ability to measure such
systems is important especially considering that the concentration of protein in real biological
systems, such as blood plasma is typically > 30 x that used in the most concentrated samples
in this study.
To conclude, the work in this Chapter has demonstrated that protein quantification on the
surface of nanoparticles is not trivial and must be carried out using complementary techniques
whose responses to protein quantity are well understood. Aspects of the techniques, which are
not widely recognised by those interested in protein corona characterisation, such as the non-
linearity of he L-SPR technique, were brought to light. To evaluate the techniques’ responses
to protein quantity, biomedically relevant test materials, such as the IgG-gold conjugates used
here, should be employed. The differences in the responses of the techniques can then be used
to recommend best practice guidelines for protein corona quantification and/or the operation of
the techniques in general.
128
Chapter 4
ToF-SIMS characterisation of
sub-micron fibres
As techniques with high surface sensitivities and information depths typically in the range of
nanometres, there is considerable interest in using surface analysis techniques to elicit chemical
information from nanomaterials and nanostructured systems [297]. In this chapter, time of flight-
secondary ion mass spectrometry (ToF-SIMS) is used in the characterisation of an electrospun
polymer fibre scaffolds developed for tissue engineering applications.
The question ToF-SIMS was employed to answer was whether an integrin binding peptide
incorporated during the electrospinning of a polymer fibre scaffold was present at the surface of
the material to aid in cellular adhesion. A surface sensitive technique such as ToF-SIMS was
required to ensure only the surface was being sampled and not the bulk of the fibres that are
not accessible to cells.
4.1 Introduction
4.1.1 ToF-SIMS
ToF-SIMS, a static-SIMS instrument with a time of flight mass spectrometer, is capable of
obtaining chemical and molecular information from the top few atomic or molecular layers of a
sample. ToF-SIMS is used extensively in the surface characterisation of metals [298], ceramics
[299], polymers [300] and glasses, and increasingly for organics [301] and biological samples [302],
due partly to developments in instrumentation. Time of flight is the type of mass spectrometer
used in the IONTOF V instrument employed in this study, and, given its 104 times greater
sensitivity compared to the quadropole mass analysers it largely supplanted, is currently the
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most common spectrometer on modern SIMS instruments [303].
Static-SIMS developed from an earlier technique known as dynamic-SIMS, which is still
widely used in the semiconductor industry due to its excellent depth resolution and sensitivity.
The difference between the dynamic and static variants of SIMS is that the latter is surface
sensitive and the former is not. They both work on the same principles though: the sputtering
of material from a sample due to the impact of primary ions and the extraction of the ionised
component of this material into a mass spectrometer for analysis. The difference is that in
static-SIMS, the flux of primary ions is kept so low that the probability of sampling an area of
the surface that had already been sampled is negligible [304].
SIMS is a constantly evolving technique, and this is particularly true for the primary ion
sources used. Atomic ions Ar+, Cs+ and Ga+, are being supplanted in some applications by
cluster ions, such as Bi+3 , C
+
60 and argon gas clusters that can contain thousands of individual
atoms. The type of material under investigation and the type of information to be obtained from
the ToF-SIMS analysis will determine the most suitable primary ion projectile. The sensitivity
of ToF-SIMS to molecular species is generally higher when analysing with cluster as opposed
to atomic sources. This is due to higher yields and a reduction in the near surface damage
caused by the sputtering process. For materials such as ceramics and metals, atomic ions are
still favoured [298, 299], but for polymeric materials [300], biological samples [302] and organic
electronics [301], cluster source development, and a better understanding of the interactions
between the cluster sources and the samples is important [305,306].
4.1.2 Polymer fibres
Fibres, traditionally associated with materials such as paper and textiles, now feature heavily
in cutting-edge, low-density composite materials such as fibreglass and carbon-fibre reinforced
plastics. Applications for polymeric fibres include filters and sensors for both liquids and gases
[307–309], wound dressings [310] and tissue engineering scaffolds [50, 311]. As well as having
the right physical characteristics for the envisaged application, better analyte retention [65],
antibacterial activity [312] or cell adhesion [313] by the fibres can be achieved through surface
functionalisation.
Design driven development of fibrous scaffolds for tissue engineering applications demands
physico-chemical analysis, particularly of the exposed surface that interacts directly with the
biological environment. Polymeric materials are highly tailorable and in some cases biodegrad-
able, which can be an advantage depending on the envisaged application [314]. As both the
most widely used method of fibrous polymer scaffold synthesis and the method used here, elec-
trospinning and its effect on fibre composition is discussed briefly below whilst a more general
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introduction to why 1-dimensional nanomaterials are suitable for tissue engineering applications
can be found in Section 1.5.2. This precedes a brief review of common approaches used in scaffold
characterisation and the motivation behind the use of ToF-SIMS in this investigation.
4.1.2.1 Electrospinning
In electrospinning, fibres are drawn out from a charged syringe of polymer solution towards a
grounded collector plate (for randomly orientated fibres) or a rotating drum (for aligned fibres).
Variables affecting the composition and morphology of the fibres include both the experimental
parameters (temperature, humidity, applied voltage and set-up geometry) and the properties of
the polymer solution (surface tension, viscosity and conductivity). The tailorability of electro-
spun fibres is a direct result of the flexible system used in their production, though conversely
this also makes predicting the properties of the scaffolds notoriously difficult.
To achieve certain scaffold properties mixtures of polymers, monomers and other additives
can be electrospun concurrently or co-axially [313] including antiseptic agents [307], antimicro-
bial agents [312] and bacteriolytic enzymes [315]. This raises the possibility of field or surface
energy driven segregation of the different components that can result in a variation in their rel-
ative concentrations at the surface. This effect has been exploited to concentrate bio-functional
groups at the surface of the fibres, as quantified using the nitrogen content measured by x-ray
photoelectron spectroscopy (XPS) [316]. It is also possible for target molecules to be severely de-
pleted at the fibre surface depending on the synthesis conditions [317], or even vary non-linearly
with concentration [318]. Though ToF-SIMS is unable to determine whether depletion or en-
hancement of electrospun components has occurred it might be able to investigate whether the
surface chemistry of the fibres increases linearly or non-linearly with changes in the chemistry
of the solutions from which they were formed. This will be discussed further in Section 4.3.3.
4.1.2.2 Chemical analysis strategies
The main techniques currently used for the chemical analysis of electrospun polymer scaffolds
are XPS and fourier transform infrared spectroscopy (FTIR). XPS is capable of quantitative
elemental and chemical state analysis and is surface sensitive, whilst FTIR is a bulk analysis
technique. Attenuated total reflection- (ATR-)FTIR is a variant of FTIR that enables solids and
liquids to be analysed without further sample preparation. Inhomogeneity of fibre chemistries
across their cross-sections as well as topographical effects, particularly in non-aligned fibres, will
affect their quantification using XPS [319]. In studies that do not consider topography, the
absolute values for the concentration of various components may be underestimated (those that
segregate to the bulk) or overestimated (those that segregate to the surface) [317, 320]. XPS
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and FTIR are also used in conjunction with nuclear magnetic resonance spectroscopy (NMR) to
quantify the bulk chemistry of polymer fibres [321] and x-ray diffraction (XRD) to investigate
their crystallinity [307].
In addition to the above methods, fluorescent labelling or colorimetric tests such as the
ninhydrin test for amines [322] are routinely used to monitor the concentration of biomolecules
on the surface of scaffolds. Often poor repeatability can lead to large uncertainties in the
quantitative measurements made using these techniques, but they are nevertheless useful for
obtaining relatively quick confirmation that a functionalisation reaction has been successful.
As surface segregation, either enhancing or depleting the surface concentration of the various
electrospun components could have occurred, as discussed in Section 4.1.2.1, a bulk technique
for measuring the surface concentration of a species was not suitable. ToF-SIMS was selected as
the primary characterisation tool in this experiment due to its superior surface sensitivity and
ability to detect lower concentrations of an analyte, compared to XPS [323]. Furthermore, the
good lateral resolution of modern ToF-SIMS instruments would enable the surface distribution
of the peptides to be imaged.
4.2 Materials and methods
4.2.1 Material description
The fibre system characterised in this section is under development in the Stevens group, and
more detailed information can be found in [324]. Specifically, the system was designed, and
the samples used in the ToF-SIMS investigation prepared by Dr. Farina Muhamad. Briefly,
two acrylate monomers, methyl acrylate (MA) and diethyleneglycol methacrylate (DEGMA)
were electrospun in a ratio of 90:10 along with polyethylene oxide (PEO) and a photoinitiator
molecule (Irgacure 2959). After electrospinning the material was irradiated with ultraviolet light
for 15 minutes, causing the photoinitator molecules to dissociate, releasing two primary radicals
that reacted with the vinyl (C=C) groups of the acrylate monomers to initialise polymerisa-
tion. Any cysteine terminated peptide can be incorporated into the fibres through a thiol-ene
reaction, where the photoinitiator converts the thiol to a thiyl radical, which then reacts with
the vinyl groups of the acrylate backbone, leading to a combination of step and chain growth
polymerisation [325]. The low amount of PEO used to aid the electrospinning process was then
washed away before characterisation.
This system is highly tailorable: the physical and chemical properties can be varied by
changing the ratio of monomers incorporated, and even different monomers from the acrylate
family can be substituted in. Furthermore the only limitation on the peptide incorporated is
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that it must contain a cysteine, which is fairly straightforward to engineer. A CRGD (cysteine-
arginine-glycine-aspartic acid) peptide was used to demonstrate the feasibility of this system.
As the RGD peptide sequence is an integrin binding motif encouraging cell adhesion, its surface
availability may also be inferred from cell attachment studies. The scaffolds were produced
from solutions that contained between 0 and 5 Mole percent of the CRGD peptide. As all the
photoinitiator had reacted and the PEO had been washed out, the only components in the final
scaffold were the polymerised MA, DEGMA and CRGD peptide.
4.2.2 Sample preparation
Submonolayer fibre coverage on aluminium foil was achieved by electrospinning for a few seconds
only. After photocrosslinking the samples were cut into 1 cm2 squares and mounted on silicon
wafer chips for ToF-SIMS analysis. They were stored under nitrogen and analysed within 24
hours. By measuring a very thinly electrospun layer sample charging during ToF-SIMS analysis
would be minimised and good contrast afforded in the imaging analyses.
4.2.3 Analysis conditions
ToF-SIMS analysis was carried out on an IONToF V instrument (IONToF, Mu¨nster, Germany)
using a 25 keV Bi+3 primary ion from a liquid metal ion gun (LMIG). Positive ion mass spectra
from 100 µm x 100 µm were collected in the high current bunched mode (HCBM) with a typical
mass resolution (m/∆m) of 7,000 for the C2H5O
+ ions at m/z 45. All spectra were mass
calibrated using the peaks: CH+, CH+2 , CH
+
3 , C2H
+
5 , C3H
+
7 and C4H
+
9 . The primary ion dose
density was maintained at below 1 x 1012 ions.cm−2 for all analyses. Triplicates of each sample
(with 0, 1.25, 2.5 and 5 Mole % of the CRGD peptide incorporated) were prepared and high
resolution spectra from twelve areas across these were used to investigate the effect of peptide
concentration on the peptide derived ion intensities.
Chemical maps were acquired in burst alignment mode (BAM) on the scaffolds with 0 and
5 Mole % CRGD. The fibres were imaged over 50 µm x 50 µm with 256 x 256 pixels and 20
shots per pixel. That corresponds to approximately 1 pixel per 200 nm2. To reduce sample
charging a random raster was used and the charging that did occur was compensated with a
low energy electron flood gun. The primary ion dose density was maintained at below 5 x 1012
ions.cm−2. In BAM only atomic mass resolution is possible, meaning that at a particular m/z
value where ten or more unique peaks might have been resolved in HCBM, only a single broad
peak is resolved in BAM. For imaging it was important to identify a characteristic peak for each
component of the sample at a m/z value where no (or negligible) interference from other peaks
existed. This is discussed further in Section 4.3.4.
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4.2.4 Data analysis
All spectra were normalised to CHO+, an intense polymer derived ion peak. Normalisation is
known to reduce the occurrence or severity of spectral artefacts caused by differential sample
charging and primary ion scattering from topographical surfaces [326]. It also compensates for
the fact that the surface coverage of polymer on the aluminium foil is slightly different in each
area analysed. Spectra normalisation is discussed further in Section 4.3.3.1. To display the main
findings of the imaging experiment red-green-blue (RGB) plots were produced in the IonToF
software. The peaks characteristic of the polymer, the peptide and the substrate were allocated
to the red, green and blue channels respectively. Before being combined to produce the RGB
plots the channels were normalised so that the pixel with the most counts in each colour channel
had the same intensity.
4.3 Results and discussion
Figure 4.1: 100 µm x 100 µm total +ve ion image of an electrospun polymer fibre film on
aluminium foil. Inset is a scanning electron micrograph (SEM), scale bar = 20µm, illustrating
the fibre morphology
Fibre formation was confirmed from the total ion images collected in BAM (the imaging
mode) and also by scanning electron microscopy (SEM) as seen in Figure 4.1. Fibres of ap-
proximately 1 µm in diameter formed a randomly orientated, very thin network through which
the substrate was visible. The extreme topography of the sample meant that the ion counts
across the sample were not constant but depended on the sample height and feature orientation.
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The incidence angle of the LMIG source, at 45◦ to the extractor positioned directly above the
sample, leads to inhomogeneous sputtering of the sample due to shadowing and local angle of
incidence. Topography can also cause the shape and size of features to appear distorted and
affect the relative intensity of the ion peaks measured [326].
4.3.1 Optimisation of analysis conditions
Initially both positive and negative ion spectra were collected from the scaffolds and the char-
acteristic peaks originating from the peptide, polymer and substrate identified. Due to mass
interferences affecting every peptide derived ion peak identified in the negative ion spectra,
making them unsuitable for imaging, only the positive ion spectra were used in this study.
The capabilities of both the Bi+3 and C
+
60 primary ion sources were investigated briefly. At 10
keV, the mass resolution (m/∆m) achieved by C+60 was approximately a third of that achieved
by the 25 keV Bi+3 gun. Furthermore, the spot size of the C
+
60 source is about ten times that of
the Bi+3 gun, and no satisfactory images of the fibres were obtained with it. For these reasons
Bi+3 was used exclusively in this study.
4.3.2 Identification of characteristic ions
Characteristic ions from the components making up the fibres and the substrate were identified
and tabulated in Table 4.1, using peak lists from references [327–329]. Fibre coverage of the
substrate and contamination by salt species such as Na+, K+ and Ca+ varied across all areas.
Due to the propensity of the salts to form ionised adducts with other species, areas with what
was considered an excessive amount of salt were removed from the sample set.
The ions used to map the peptide and study concentration dependent effects of the scaffold
surface had relatively low mass-to-charge ratios (m/z ). Generally the higher the m/z of a char-
acteristic ion, the more “characteristic” it is considered to be. The low count rates experienced
in part due to topography and the low dose density and other analysis conditions employed
meant that, in spite of an extensive search, no clearly defined peptide derived peaks were found
much above m/z 100.
4.3.3 Peptide concentration measurements
This Section will discuss the information obtained from the high mass resolution HCBM spectra.
Example areas of the mass spectra, corresponding to m/z values where ion fragments charac-
teristic of the peptide were identified are included in Figure 4.2. In this Figure all the spectra
are overlayed, so there are in fact twelve blue spectra, corresponding to the peptide-free scaffold,
twelve green spectra, corresponding to the scaffold with 1.25 Mole % CRGD etc. The spectra
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Origin Ion Experimental Mass deviation
m/z (ppm)
MA CH+3 15.023763 56
CHO+ 29.001989 -7
C3H
+
5 41.038487 -2
C2H3O
+ 43.018161 7
C4H
+
7 55.053973 -15
C2H3O
+
2 59.012926 -6
C4H5O
+ 69.034387 13
C5H9O
+
2 101.062558 23
C7H9O
+ 109.064879 -4
C9H13
+ 121.100134 -13
C7H10O
+
2 126.070497 19
DEGMA C2H5O
+ 45.034041 0
C3H7O
+ 59.050391 12
C4H9O
+
2 89.064144 44
Peptides NH+4 18.03483 25
CH4N
+ 30.034285 -3
C2H4N
+ 42.035076 16
C2H6N
+ 44.049609 -9
C3H4N
+ 54.034775 7
C3H6N
+ 56.049854 -3
C2H5S
+ 61.009902 -12
C4H6N
+ 68.050011 0
C4H8N
+ 70.066515 12
C5H10N
+ 84.082704 16
C4H10N
+
3 100.087396 5
Substrate Al+ 26.982586 59
Table 4.1: Table of the characteristic ion fragments identified for each component of the fibres
and the substrate along with the difference between the mass measured experimentally and the
theoretical mass of each ion.
were normalised to the CHO+ peak, and the importance of normalisation will be discussed in
more detail presently, however for now it is sufficient to note the increasing intensity of the
peptide derived ion fragments relative to CHO+ with peptide concentration.
As the peptide concentration in the scaffolds was fairly dilute, a regime where matrix effects
are minimal, the surface concentration of peptide was expected to increase linearly with bulk
concentration. In Figure 4.3 the areas under two of the characteristic peptide derived ion peaks,
normalised to CHO+, are plotted against bulk peptide concentration, and the trends observed
are clearly linear. These plots can be used to obtain the peptide concentration from the ToF-
SIMS spectra of unknown samples in a semi-quantitative manner. See Appendix C for examples
of complete ToF-SIMS spectra collected from samples with and without peptide incorporated.
Quantitative information regarding the density of peptides on the surface is unobtainable
from ToF-SIMS, as matrix effects (the suppression or preferential sputtering and ionisation of
species due to their environment) and topography can affect the relative intensities of different
ions. As such, whether the electrospinning had caused the peptides to be concentrated or de-
pleted at the surface could not be determined without also running control samples such as thin
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Figure 4.2: Detail from the mass spectra corresponding to m/z where peptide derived ions occur.
Peak allocations are listed from left to right. (i) H2O
+ and NH+4 , (ii) Si
+, AlH+, CH2N
+ and
C2H
+
4 , (iii) CH2O
+, CH4N
+ and C2H
+
4 , (iv) C4H6O
+ and C4H8N
+.
and thick flat polymer layers [330]. Nevertheless, with ToF-SIMS the availability of the peptide
at the scaffold surface for cell attachment was demonstrated conclusively, and found, notwith-
standing a significant non-linear dependence of the matrix effect on peptide concentration, to be
linearly related to peptide concentration.
4.3.3.1 Spectra normalisation
As discussed in Section 4.2.4 the normalisation of ToF-SIMS spectra is particularly important for
highly topographical samples as it reduces the prevalence of artefacts. The relative intensities of
the peptide derived ion peaks was particularly important for the semi-quantitative determination
of the relationship between the bulk and surface concentrations of peptide.
To generate the results in this Section and Section 4.3.4 all spectra were normalised to
the CHO+ peak, a very intense peak characteristic of the MA monomer. A linear relationship
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Figure 4.3: The areas under the peptide derived ion peaks (i) CH4N
+ and (ii) C4H8N
+ nor-
malised to CHO+ as a function of peptide concentration.
between the bulk peptide concentration and the area under the peptide derived ions was observed.
Whether the choice of normalisation peak affected this trend was then investigated. In Table 4.2
the adjusted R2 values associated with linear fits of the peptide derived ion peak area to peptide
concentration plots, such as those in Figure 4.3, are recorded for different combinations of peptide
and normalisation peak. The majority of the plots studied had adjusted R2 values of at least
0.9 meaning that they were well described by a linear fit. The exceptions, which had R2 values
between 0.7 and 0.8, did not correspond to the same peptide derived ion or normalisation ion so
it was unlikely due to noise or mass interferences associated with one particular peak. Currently
this observation has not been explained satisfactorily. In general, though, the linearity of the
plots did not depend on the normalisation peak, as long as the peak was that of a polymer
derived ion relatively free of mass interferences. Thus the validity of the ToF-SIMS spectra
normalisation was ascertained, which is particularly important if semi-quantitative information
is to be extracted.
Mass spectra normalised to
Peptide peaks CHO+ C2H3O
+ C2H5O
+ C2H3O
+
2
NH+4 0.939 0.706 0.997 0.963
CH4N
+ 0.986 0.915 0.962 0.781
C4H8N
+ 0.994 0.906 0.993 0.949
Table 4.2: The adjusted R2 values of linear fits to the data relating the areas of three peptide
derived ion peaks and the bulk peptide concentration, normalised to four different monomer
derived ion peaks.
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Figure 4.4: The separate red, green and blue channels used to form the RGB plots in Figure 4.5.
(i) corresponds to the scaffold with peptide and (ii) to the scaffold without peptide incorporated.
The scale bars to the left of each image indicate the number of counts per pixel, and the ion
being mapped is noted underneath.
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4.3.4 Imaging of the peptide surface distribution
Using ToF-SIMS the surface presence of the CRGD peptide was demonstrated. In Figure 4.4
the polymer derived C2H5O
+ ion (red), the peptide derived NH+4 ion (green) and the substrate
derived Al+ ion (blue) are mapped individually for the scaffold samples with (i) and without
(ii) peptide incorporated. Being limited to atomic mass resolution in the BAM imaging mode
meant that higher mass ions characteristic of the peptide, such as the CH4N
+ and C4H8N
+ ions
illustrated in Figure 4.2, could not be used due to interferences from mainly polymer derived
ions. The NH+4 ion, except for a very small peak corresponding to H2O
+, was free from mass
interferences and also sufficiently intense to map without using an excessive ion dose.
From Figure 4.4 it is evident that the maximum counts of the substrate (Al+) and polymer
(C2H5O
+) derived ions were similar on both samples but that of the peptide derived NH+4 ion
was higher on the sample with peptide incorporated. The localisation of pixels with high NH+4
counts with or near pixels with high C2H5O
+ counts strongly suggests the peptide is associated
with the polymer, as expected. The speckle of green spots in Figure 4.4 (ii) is indicative of the
background signal due to the small H2O
+ ion interference.
Figure 4.5: RGB plots of scaffolds (i) with a peptide concentration of 5 Mole % and (ii) without
peptides. A polymer (C2H5O
+), a peptide (NH+4 ) and a substrate (Al
+) derived ion were
normalised and allocated to the red, green and blue channels respectively. Scale bar = 5 µm.
In Figure 4.4 (i) it appears that the number of counts from the peptide derived ion (green)
is higher at the edges of the fibres than on the top. This is an artefact which, in spite of the
precautions taken, was caused by uneven charging of the polymer fibres, their geometry and
that of the instrument. This artefact may have been reduced and higher ion intensities recorded
for the polymer and peptide derived ion fragments had the fibres been aligned with the primary
ion beam, as demonstrated by Van Royen et al. [312]. Nevertheless, the peptide derived ions
140
were detected from fibres of all diameters and at all orientations with respect to the primary
ion source, which suggests a homogeneous distribution of the CRGD peptide at the scaffold’s
surface.
It was decided that the characterisation would be carried out on non-aligned fibres, which
over twelve areas were assumed to be randomly orientated. The advantages of fibre alignment
is that the number of counts is maximised and that the sensitivity of the analysis to differences
in the fibre diameter is reduced. The disadvantage is that small differences in their alignment
relative to the primary ion source can result in significant differences in their charging and hence
the relative intensities of the different ions detected.
4.4 Conclusions and future work
This work demonstrated conclusively that the peptide was present at the scaffold’s surface and
available to cells. Chemical mapping of the peptides on the non-aligned electrospun fibres was
achieved in spite of low counts of the peptide derived ions. The chemical maps produced clearly
showed the co-localisation of peptide derived ions and polymer derived ions. Finally, semi-
quantitative relationships between the bulk peptide concentration and the intensity of peptide
derived peaks was found, though whether there was any enhancement due to surface segregation
could not be determined.
Though chemical mapping at the surface of fibres using ToF-SIMS has been demonstrated
before [308, 312] along with semi-quantitative observations similar to the ones presented here
[318], this is the first demonstration of ToF-SIMS being applied to the imaging of a peptide
functionalised scaffold, of which I am aware. Furthermore, the bulk peptide concentrations used
here are typically lower than that of the analytes imaged in the earlier papers.
The characterisation strategy demonstrated here is broadly applicable to other similar ma-
terials, and with the minimal sample preparation required and the increasing availability of
ToF-SIMS facilities, I’d hope that the reliance of the biomaterials community on colorimetric
assays for surface characterisation be diminished in favour of surface analysis techniques.
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Chapter 5
Conclusions and Future Work
Three distinct projects have been described in this thesis: an evaluation of particle sizing tech-
niques using sub-micrometer Sto¨ber silica particles as the test system; a complementary charac-
terisation of protein coronas on gold nanoparticles, with the abilities of the particle sizing and
other techniques employed evaluated; and a ToF-SIMS investigation into the surface chemistry
of a polymeric fibre scaffold. As specific conclusions relating to each project are given in their
respective chapters, this section will instead focus on the general conclusions of the thesis.
The subject of this thesis is nanoparticle metrology, and specifically the measurement and
characterisation of nanomaterials relevant to biomedical applications. Measurement traceability
and the standardisation of methodologies and definitions are important areas of metrology. The
evaluation of particle sizing techniques, using model systems representing particles before and
after exposure to biological media, contributes specifically to methodology standardisation. The
in-depth investigation into how the size information measured by different techniques can be
compared, considering the measurement conditions, the definitions of the spherically equivalent
diameters and the data analysis used to extract quantitative descriptors (the mean, mode etc)
further contributes to methodology standardisation.
The increasing number and variety of nanomaterials of economic interest has stimulated
the development and/or adaptation of techniques for use in nanomaterial characterisation. For
biomedical applications in particular, nanomaterial characterisation must be demonstrated to
be reliable and repeatable, if the stringent criteria set by FDA (USA) or REACH (EU) are to be
met. However, the sensitivities of the vast majority of these techniques do not cover the entire
nanoscale range comfortably and also depend on the composition of the nanomaterials under
investigation. The nanoscale range is peculiar in this regard, as it is roughly at the upper limit
of the range where molecular and supermolecular characterisation techniques are sensitive and
the very lower limit of where bulk techniques can be employed. Though their inclusion can lead
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to a more flexible and thorough nanomaterial characterisation, to avoid systematic errors the
abilities of new or emerging techniques should be evaluated on a representative model system
first.
Most biomedical nanoparticle applications, including drug delivery and medical imaging con-
trast agents, are solution based hence the focus on the sizing of particle solutions in this thesis.
However in medical diagnostics and implant functionalisation applications particles can be im-
mobilised on a surface and must be characterised using a completely different approach. Surface
analysis techniques such as SEM, AFM, XPS, ellipsometry and ToF-SIMS could be used to size
and determine the coverage and chemical composition of surface immobilised particles. In gen-
eral, as the lateral imaging resolution or the information depth of these techniques is typically
of the order of a nanometer, surface analysis strategies are often successfully employed to nano-
materials, as demonstrated in the ToF-SIMS polymer scaffold characterisation. The peptide
functionalised electrospun fibre scaffold used in the ToF-SIMS investigation would probably be
too complicated, however if a similar, simpler model system was devised and characterised using
the surface analysis techniques, before and after exposure to a protein solution, their ability
to characterise biologically relevant 1D-nanomaterials could also be evaluated. This is one of
many combinations of nanomaterial system and technique grouping whose investigation might
elucidate either technique or material related information that would otherwise be inaccessible.
To summarise, this thesis has contributed to methodology standardisation for biomedically
relevant nanomaterials through the development of model systems, their characterisation and
inter-technique comparisons. A greater understanding and appreciation of the advantages and
limitations of characterisation techniques applied to these systems will help to address toxicity
concerns and hence the commercialisation bottleneck faced by emerging nanomaterial based
technologies.
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Appendix A: Derivation of the
Stokes equation
As a key equation in this thesis, governing the sedimentation of particles in DCS, the Stokes
equation (or the solution of the Navier-Stokes equation for spherical particles with small Reynolds
number) will be derived here.
The forces acting on a particle sedimenting in a disc centrifuge are the drag force, Fd, and
the centrifugal force, Fc. The centrifugal force is equal to:
Fc = meffω
2R (A.1)
where meff is the effective mass of the particle (including buoyancy considerations) and ω is the
angular velocity of the disc. Opposing Fc is the resistive drag force, Fd, which is equal to:
Fd = 3piDtην (A.2)
where Dt is the total diameter of the particle, η is the viscosity of the medium through which
the particles sediment and ν is the settling velocity of the particles.
When Fd = Fc, the particles reach their terminal velocity which, due to the dependence of
Fc on R, increases as the particles sediment further from the centre of the disc. Equating Fd
and Fc allows the terminal velocity and hence the sedimentation time, t, to be extracted. The
effective mass of a particle (which may include a shell) is given by:
meff =
pi
6
[D3c (ρc − ρsh) +D3t (ρsh − ρf )] (A.3)
where Dc and ρc are the diameter and density of the core, ρsh is the density of the shell and
ρf the density of the medium through which the particle sediments. Substituting meff into
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Fd = Fc gives:
3η
dR
dt
= 6
[
D3c
Dt
(ρc − ρsh) +D2t (ρsh − ρf )
]
ω2R (A.4)
where ν has been rewritten as dR/dt. Rearranging and integrating over R between Ro and Rf ,
the radial positions of the inner miniscus of the fluid and detector respectively, gives:
18ηln(Rf/Ro)
ω2t
=
D3c
Dt
(ρc − ρsh) +D2t (ρsh − ρf ) (A.5)
which, for the case of a particle with no shell, Dc = Dt, simplifies to the regular Stokes equation,
Equation 2.6.
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Appendix B: Calculation of ρf
The determination of an absolute value and associated uncertainty for ρf , the average density of
the fluid through which the particles sediment, was only necessary in the two-gradient method,
see Section 2.3.3.3 and in uncalibrated measurements using DCS, see Section 2.3.3.4. In all
other DCS experiments the use of a calibration particle makes the calculations outlined below
obsolete.
B.1 Definition of ρf and outline of calculations
ρf is the average density of the fluid which the particles sediment through before reaching the
photodetector. This fluid includes the oil capping layer and some of the sucrose gradient, but
not all of it because the detector is a finite distance from the edge of the disc. Thus determining
the radial position of the detector and the surface of the fluid is critical in the calculation
but unfortunately they cannot be measured directly. Instead, for finding the position of the
detector, the volume of injected liquid required to reach the detector is measured, and from that
information and knowledge of the disc’s geometry the detector position extracted. Similarly if
the volume of liquid injected to make up the gradient is known the radial position of the surface
of the gradient can be calculated. The distance between the detector and the fluid surface is the
length of the particles’ sedimentation path and the average fluid density across this path is the
value we want to calculate (ρf ). An increase in the sedimentation path, with a corresponding
decrease in the density of the sucrose gradient, will occur after the injection of every sample to
be measured. This will also be factored into the final expression obtained for ρf .
B.2 Known or directly measured quantities pertaining to
the calculation of ρf
In order to calculate ρf we relied on a description of the disc geometry supplied by the instrument
manufacturer and independent measurements of the volumes and densities of the fluids making
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Figure B.1: Cartoon to illustrate the geometry of the disc centrifuge with the parameters used
in the derivation of ρf labelled.
?
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up the gradient. According to the manufacturer (CPS Instruments Inc., LA) the inner dimensions
of the disc were: inner radius (Re) = 49.4 mm and the depth (d) of the disc = 6.35 mm. These
along with other parameters used in the derivation of ρf are labelled in Figure B.1.
The quantities we could measure directly included the volumes Vd, Vg and Vo denoting
the volume of fluid injected before the signal at the detector changed (used to calculate the
position of the detector), the volume of sucrose solution injected and the volume of oil injected
respectively. Also the total volume of sample or calibration standard solution previously injected
into the gradient, Vw, had to be taken into account. In addition to these volumes, the densities
of the high and low density solutions used to make up the gradient, ρH and ρL respectively,
were measured. The densities of all the high and low density starting solutions, both H2O and
D2O, were measured using a DMA 4500/5000 density meter (Anton Parr GmbH, Austria) to
a precision of five decimal places. The density of dodecane (the oil used to cap the gradient),
ρo, was assumed to equal to a value found in the literature, and the density of the sample and
calibration particle solutions, ρw, was assumed to be equal to the dispersant, which in this case
was DI-water.
Luer-lock syringes, either 1 mL or 3 mL, fitted with flat ended needles (to prevent damage
to the disc) were used to inject the fluids into the disc. Whether any systematic uncertainties
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were being introduced in this injection process was investigated by weighing the volumes of
water dispensed by the syringes and converting to volume (taking into account the temperature
of the water). Fifteen measurements of two nominal volumes dispensed by the two syringes
(1 mL and 3 mL) were used to obtain the mean and standard uncertainty of the volumes
dispensed, see Table B.1. In all cases the volumes the syringes were actually dispensing were
significantly different than the nominal volumes, but the variation in volumes dispensed was
low. The deformation of the flexible stoppers in the syringes may have been the reason why the
volumes dispensed by the syringes were inaccurate.
Table B.1: Mean volumes dispensed by the syringes used in DCS and the associated uncertainties.
Syringe type 1 mL 3 mL
Nominal Volume (mL) 0.1 0.5 1.6 3
Temperature (◦C) 20.0 20.2 20.0 20.7
Mean Volume ± S.D.
(mL)
0.112 ±
0.003
0.509 ±
0.003
1.56 ±
0.01
2.917 ±
0.008
The nominal volumes listed in Table B.1 were chosen as they are relevant to the determination
of one or more of the volumes being measured. For example the nominal volume of oil used to
cap the gradient, Vo was 0.5 mL, which was always injected using the 1 mL syringe. Also, the
sucrose gradient was built using nine injections of 1.6 mL and the volume of sample or calibration
particle solution added each run was 100 µL.
B.2.1 Measurement of Vd
The principle behind this measurement is that the intensity of the light reaching the photodector
from the light source on the opposite side of the disc is sensitive to the medium inside the disc.
If the medium is air than the voltage recorded at the detector is lower than if there was water
inside the disc. By injecting small increments of water into the disc and recording the voltage
until a jump is detected, the volume required to reach the photodetector can be determined.
Three consecutive measurements of Vd were conducted, running the disc at a speed of 8,000
RPM. The largest uncertainties were expected to stem from the uncertainties in the volumes
dispensed by the syringes, as discussed above. In each measurement, first 3 mL was pipetted,
then 0.5 mL and then the volume was increased in 100 µL increments until the signal change
was detected, see Figure B.2.
The good repeatability of this measurement is evident from Figure B.2 as is the overall
increase in voltage across the detector, from 1.85 to 1.9 mV, when water fills the disc between it
and the light source. The dip in the voltage observed before the higher plateau voltage is due to
scattering of the light beam by the air-water interface as it crosses the disc. The manufacturer
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Figure B.2: Plots of the voltage at the detector versus volume of fluid infected into the disc used
to determine the position of the detector in the DCS.
supplied value for the width of the light beam is 0.5 mm (which is approximately what the width
of the dip in Figure B.2 corresponds to if converted to mm using Equation B.1). The point at
which the voltage is a minimum is the point where the air-water interface is directly in-line with
the centre of the light beam, and we define the injected volume corresponding to this point as
Vd. The value obtained for Vd using this method was 3.84 ± 0.03 mL. The minimum of the
voltage dip was measured to the nearest 0.5 mL, corresponding to a standard uncertainty of 0.3
mm, whilst the standard uncertainty in the volumes dispensed by the syringes was only 0.01
mL.
B.2.2 Temperature dependence
The temperature of the fluid in the disc was measured directly after each run, once the disc had
come to a halt, using an electrical temperature probe (HI 9044, HANNA Instruments, RI). The
temperature measured, approximately 27 ◦C at 16000 RPM, was significantly higher than room
temperature and also depended on the speed of rotation of the disc. The volume of sucrose
gradient injected at room temperature (20 ◦C) was 14.0 ± 0.1 mL. The expansion of 14.0 mL
of water or deuterium oxide as a function of temperature is similar and approximately 0.02 mL
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or an order of magnitude smaller than the standard uncertainty associated with the volumes
injected. Thus the effect of temperature on the volumes measured, including Vg and Vw, was
not significant and not considered further.
B.2.3 Summary of measured values
For reference, all the terms and definitions relevant to the derivation of ρf are listed in Table B.2.
Symbol Definition Value Standard Un-
certainty
Re Inner radius of the disc 49.4 mm 0.01 mm
d Depth of the disc 6.350 mm 0.003 mm
Vd Volume of water required to reach the
centre of the detector
3.84 mL 0.03 mL
Vg Volume of sucrose gradient 14.0 mL 0.1 mL
Vo Volume of oil used to cap the gradient 0.5 mL 0.03 mL
Vw Total volume of previous samples (in-
cluding calibration standards) run on
the gradient
(n-1) x 0.112 mL (n-1) x 0.003 mL
ρL Density of low density starting solution Depends on gradient
ρH Density of high density starting solu-
tion
Depends on gradient
ρo Density of oil used in capping layer 0.7445 g/cm
3 0.0003 g/cm3
ρw Density of samples added to the gradi-
ent (assumed to be that of the disper-
sant medium)
0.9965 g/cm3 0.0003 g/cm3
Table B.2: Summary of the measured and manufacturer provided values pertaining to the cal-
culation of ρf .
B.3 Derivation of ρf
Using the measured or manufacturer supplied values listed in Table B.2 it is possible to derive
an expression for ρf . Firstly let us consider the position of the detector. Using the description
of the inner disc geometry provided by the manufacturer (Re and d) and the measurement of
the volume of liquid required to reach the detector (Vd) described in Section B.2.1, the radial
position of the detector (Rf ) can be expressed as:
Rf =
√
pidR2e − Vd
pid
(B.1)
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For the special case of a pristine gradient, one without any sample or calibration particle solutions
previously injected into it, the radial position of the surface (Rs) of the sucrose gradient can be
calculated using:
Rs =
√
pidR2e − Vg
pid
(B.2)
The average density of the entire sucrose gradient, between Re and Rs, is simply the average
density of the high and low density starting solutions (ρav = (ρH +ρL)/2) as they were added in
equal volume. The average density of the sucrose solution in the region of interest (ρg), between
Rf and Rs, will be lower and can be extimated using:
ρg = ρL − (ρH − ρL)
2
[
Rf −Rs
Re −Rs
]
(B.3)
When samples (or calibration standards) are injected into the gradient it is assumed that
they diffuse through the whole gradient, such that ρav changes proportionally with the volume
added according to:
ρav,new =
ρavVg + ρwVw
Vg + Vw
(B.4)
Furthermore, the new average density between the surface of the sucrose gradient and the de-
tector is:
ρg,new =
ρav,newρg
ρav
(B.5)
And due to the addition of extra fluid into the gradient the radial position of the sucrose gradients
solution will also change according to:
Rs,new =
√
pidR2e − (Vg + Vw)
pid
(B.6)
The contribution of the oil capping layer to the average density and thickness of the sedi-
mentation path must also be considered. The thickness of the sucrose gradient (tg) is just the
difference between Rf and Rs,new and the thickness of the oil capping layer is:
to = Rs,new −
√
pidR2s,new − Vo
pid
(B.7)
Which finally means that all the components necessary to calculate ρf using:
ρf =
ρg,newtg + ρoto
tg + to
(B.8)
are known. This derivation of ρf was used in the two-gradient method as well as an uncalibrated
DCS run. The standard uncertainties listed in Table B.2 were also propagated through the
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calculations in accordance to the guide to the expression of uncertainty in measurement [238]
and with help from Dr Maurice Cox, NPL.
B.4 PVC calibrant characterisation using DCS
An investigation was carried out to ascertain whether the manufacturer supplied information
regarding the density and diameter of the PVC calibration particles used in the DCS measure-
ments were reliable. This was motivated by the accuracy with which each parameter in the
two-gradient method, Equation 2.13, including ρs, the density of the calibration standard parti-
cles, must be determined in order to obtain an accurate measurement of ρp, the density of the
sample particles.
As described in Section 2.3.3.4 the density of the PVC particles was measured on an uncali-
brated DCS disc using one gradient. The calibration standard particle density (ρs) was measured
to be 1.32 ± 0.1 g/cm3. A small, < 3.5 % underestimation in Rf/Ro, a 5 % underestimation of
ρf , or a 10 % overestimation of ω could explain why the ρs value measured by the one-gradient
method was so much lower than the manufacturer supplied value. We have no way of measuring
the actual speed of rotation of the disc so a 10 % overestimation in ω, though unlikely, could not
be ruled out. The sensitivity of Ro to errors in the syringed volumes of liquid added to the disc
and the uncertainty in Rf , due to the width of the detector beam (calculated from the FWHM
of the dip in Figure B.2) of approximately 0.3 mm or 5 % of the distance between Rf and Ro,
would also propagate through to the calculation of ρf .
The ρf1,2 terms in Equation 2.13, used to measure the density of the silica particles, were
derived using the same method as the ρf values that lead to the underestimation of ρs measured
by the uncalibrated one-gradient method described above. As such we assume ρf1,2 to be
underestimated by a similar degree. In order for the systematic error in ρf1,2 to cancel out and
so not be propagated through to the value obtained for the density of the silica particles (ρp),
the underestimated value for ρs must be used as well.
This study brought to light systematic errors in the derivation of ρf . In spite of these
errors an accurate measurement of the density of the silica particles, ρp, could be achieved as
long as the measurement of ρs was carried out using ρf calculated in a consistent way. The
difficulty in ruling out any systematic errors in the determination of gradient properties meant
that the ability to cancel out their contribution to the measured value of ρp by conducting a
supplementary measurement of ρs was critical.
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Appendix C: ToF-SIMS spectra
For completeness, example ToF-SIMS spectra collected as part of the electrospun polymer fibre
analysis described in Chapter 4 are included here. The spectra from samples with and without
the CRGD peptide incorporated are displayed side-by-side in Figure C.1 below. Both spectra
have been mass calibrated using the same sequence of ions, see Section 4.2.3 and normalised to
the COH+ ion. On the logarithmic y-axis used in Figure C.1 the intensity of the NH+4 peak, the
ion fragment used in the mapping of the peptide described in Section 4.3.4, is clearly greater in
the sample with peptide incorporated compared to the control (no peptide) sample.
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Figure C.1: Example ToF-SIMS spectra from a sample without peptide and a sample with the
maximum concentration (5 Mole %) of peptide incorporated. Some peaks of interest are labelled.
176
Appendix D: List of publications
and conference presentations
Details of the publications and conference presentations that have featured work from this thesis
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