Introduction {#s1}
============

The invariance of item parameters calibrated from the same population is an important property of item response theory (IRT) models, which extends to estimates measured at different occasions (Lord, [@B25]; Hambleton and Swaminathan, [@B19]; Hambleton et al., [@B20]; Baker and Kim, [@B3]). For anchor items used to link and scale scores between different tests, the invariance property of item parameters becomes a necessary condition, because without it, ability scores cannot be comparable--in IRT, the probability of getting an item correct is a function of the examinee\'s ability and item parameters. Item parameters may change over time due to factors other than sampling error. When this occurs, items can be considered to be easier or less discriminating than their true estimates. In general, deviations in item parameters from the true value to its successive testing administrations are known as *item parameter drift* (IPD; Goldstein, [@B18]; Wells et al., [@B52], [@B51]). IPD occurs when invariance no longer holds, and there is a differential change in item parameters over time.

There are various studies that have examined the cause of IPD. As suggested in Mislevy ([@B32]), Goldstein ([@B18]), and Bock et al. ([@B6]), one possible source of drift may be changes in the curriculum. For example, the Trends in International Mathematics and Science Study (TIMSS) was designed to assess students\' knowledge of curricular topics in mathematics and science (i.e., reproduction of knowledge; e.g., Hutchison and Schagen, [@B22]; Olson et al., [@B35]). Because TIMSS evaluates performance of curriculum attainment, the invariance property of its anchor items serves as an important property for scaling scores across different test administrations.

The study of IPD is related to differential item functioning (DIF) in that both detect item bias and are rooted in measurement invariance. However, the difference between IPD and DIF rests in the notion that the latter examines differences between manifest groups (e.g., gender, race, income), while the former is between testing occasions (Rupp and Zumbo, [@B40]). As a method for detecting DIF in latent subpopulations, mixture IRT models base their consideration from mixture distribution models (MDM) that rejects the homogeneity of the observed data. Mixture IRT models consider a mixture of latent subpopulations to constitute the sample (Everitt and Hand, [@B15]; Titterington et al., [@B47]). In other words, a particular set of item parameters are no longer valid for the entire sample, and unique model parameters are estimated for each homogeneous subpopulation (i.e., latent classes).

The motivation for this study comes from large-scale testing programs, such as TIMSS, National Assessment of Educational Progress (NAEP; Mislevy et al., [@B33]), and the Programme for International Student Assessment (PISA; OECD, [@B34]) that use unidimensional IRT models to calibrate item parameters and scale examinee performance on multiple test cycles. In these testing programs, item invariance is checked by testing for DIF at baseline (first test administration); then, on successive test administrations, tests for IPD are conducted to ensure item parameters are consistent over time. However, these methods fail to check for the presence of latent subgroups that may exist at baseline or that may appear on successive test administrations. In fact, prior studies have largely ignored the impact of calibrating item parameters using unidimensional IRT models, even when latent subgroups may exist in the examinee population. Moreover, tests for item invariance are generally limited to potential subgroup differences for manifest variables using DIF analyses. The presence of latent subgroups violates the item invariance property of unidimensional IRT models and therefore can bias the inferences resulting from successive item calibrations (DeMars and Lau, [@B14]). As such, this paper serves as a cautionary note to investigate the magnitude of potential bias that may occur as a result of ignoring to check for latent subgroups and the successive bias that may also result in subsequent test administrations.

This study examines the impact of IPD on parameter and ability estimates when the underlying measurement model holds mixture distributional properties, thereby violating the invariance assumption for IRT models. Evidence of latent subgroups in large-scale tests, such as TIMSS has been shown previously (e.g., Choi et al., [@B10]). Yet, studies have generally focused on the effect of IPD on examinee ability and on parameter estimates (e.g., Wells et al., [@B52]; Miller et al., [@B31]; Babcock and Albano, [@B2]), noting that substantial drift can result in significant bias. These studies have not specifically evaluated the invariance assumption by testing for mixture distributions---that is, if the underlying measurement models lack invariance in parameter estimates in the baseline IRT estimates due to latent subgroup differences, then parameters and ability estimates can be biased, beyond the effect that IPD may solely have. As such, it becomes important to investigate the impact of IPD, considering implications when a mixture model better fits the underlying data. Findings from this study aim to underscore the importance of testing for invariance of IRT parameters from mixture distributions, particularly when operational uses of the measurement model are for equating or linking purposes.

This study is divided into two sections, (1) an analysis of real-world data using the TIMSS to demonstrate violation of item invariance through mixture IRT models and (2) a simulation study that uses the empirical results for further analysis. Results from the empirical study are used to provide specific conditions in the simulation study to examine the effect that mixture IRT models can have on item parameters and ability estimates. In the first phase of this study, TIMSS mathematics data were analyzed to examine the prevalence of IPD using 21 trended anchor items from the 1999, 2003, and 2007 administrations of TIMSS; these items were used to link and scale the ability estimates between the tests. However, rather than employing traditional methods of IPD (e.g., studying changes in item parameter estimates using unidimensional IRT models), this study examines changes in item parameter estimates using a mixture IRT model. Although the assumption of invariance may be satisfied in the unidimensional case, IPD may exist when item responses are modeled under the mixture IRT model.

In the second phase of this study, the effect of fitting data generated from mixture IRT model with IPD using a unidimensional IRT model is examined. This simulation study was motivated in that anchor items used in TIMSS assume item invariance using unidimensional IRT models. However, latent subgroups with IPD may exist. This study focuses on this case and investigates the impact of item and ability estimates. Estimated item parameters from TIMSS were used as true generating values to simulate data using a mixture IRT model for a realistic simulation. Conditions that examine the effect of IPD using changes in item difficulty and discrimination as well as the distribution of examinee ability were considered. Furthermore, patterns of IPD that affect the classification accuracy were also investigated. Results from this study aim to caution researchers and practitioners on consequences of ignoring latent subgroups, particularly when the measurement model relies on such invariance assumptions.

Mixture item response theory models {#s2}
===================================

Latent subgroups can be detected and estimated using mixture IRT models, which simultaneously defines a discrete mixture model for the item responses to unmix data into homogeneous subpopulations and applies estimation methods to derive model parameters for each latent class identified (Rost, [@B38]). Applications of mixture IRT models have been prevalent in DIF analyses as alternatives to traditional methods that test IRT model invariance across a priori known grouping information using manifest criteria such as gender, ethnicity, and age (Schmitt et al., [@B42]). As noted in Ackerman ([@B1]), DIF occurs with the presence of a nuisance dimension that conflicts with the intended ability to be measured; therefore, manifest groupings may not always sustain the characteristics that classify such differences. An advantage of mixture IRT models is its ability to sort a priori unknown grouping based on examinees\' response patterns and do not rely on information about the group. Furthermore, mixture IRT models can be used to examine factors that contribute to the DIF of examinees. Rost et al. ([@B39]) analyzed personality scales to conduct such analysis. More recently, studies have been conducted to evaluate the cause of DIF in mathematics items (e.g., Cohen and Bolt, [@B12]; Cohen et al., [@B13]). Other applications have been explored using the mixture Rasch model with ordinal constraints within the context of testing speededness and scale stability (Bolt et al., [@B7]; Wollack et al., [@B53]).

In a mixture 3PL IRT model, the probability that examinee *i* answers item *j* correctly is formulated as follows:
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where θ~*ig*~ is examinee *i* \'s ability in a latent group *g*, and α~*jg*~, β~*jg*~, and *c*~*jg*~ are item discrimination, difficulty, and guessing parameters, respectively for the latent group *g* (von Davier and Rost, [@B50]; Maij-de Meij et al., [@B28]). Restrictions on the parameters such as setting the guessing parameter to 0 or restricting parameter to be equal can change the model above to the 2PL or the 1PL model, respectively. When there are *G* latent groups, such that *G* ≥ 2, the unconditional probability that examinee *i* answers item *j* correctly becomes the following:
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The latent class membership variable is assumed to be parameterized as a multinomial random variable, since it only takes nonnegative integers. If there are only two latent classes, it can be parameterized as a Bernoulli random variable as follows:
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Here, π~*g*~ is the probability of membership.

Estimation for mixture IRT models has been examined by Rost ([@B38]), Samuelsen ([@B41]), and Lu and Jiao ([@B26]), to investigate the recovery of items parameters and subgroup classification for varying conditions, such as number of items, sample size, mixing proportions, and differences in mean ability. These studies have found that parameters were recovered and latent classes were accurately classified. Moreover, Li et al. ([@B24]) conducted an expansion of these previous studies and also found parameters to be recovered, particularly when the number of subgroups was lower, sample size greater, and there were more items. These prior studies have used maximum likelihood for mixture 1PL model (mixed Rasch model; Rost, [@B38]) and MCMC for mixture 2PL and 3PL models for estimation. For 1PL models, the ability to use conditional maximum likelihood facilitated estimation; however, for 2PL and 3PL models, Bayesian estimation using Markov chain Monte Carlo (MCMC) was used as it allowed greater flexibility to specify parameters to the model. In mixture models, label switching (permutation of class labels) can occur, because the likelihood function remains the same despite model parameters that can vary for different classes (Cho et al., [@B9]). The occurrence of label switching can be checked manually by examining the class sizes in each MCMC iteration or by specifying constraints on parameters such that the mixing proportions have ordering restrictions (McLachlan and Peel, [@B30]).

Study 1: a real data example -- TIMSS 1999, 2003, and 2007 {#s3}
==========================================================

Trends in international mathematics and science study (TIMSS)
-------------------------------------------------------------

The TIMSS has been conducted since 1995 and is administered on a four-year cycle. Researchers have analyzed trends in international mathematics achievement based on overall performance of students using both the TIMSS and the PISA (Baucal et al., [@B4]; Black and Wiliam, [@B5]; Takayama, [@B46]). Although there are several empirical studies on IPD in the educational and psychological measurement literature (e.g., Skykes and Ito, [@B43]; Juve, [@B23]; Pleysier et al., [@B37]), there are only a few that have specifically examined IPD in international assessments. For example, Wu et al. ([@B54]) conducted a comparison study between the U.S. and Singapore to detect IPD. They showed that using 23 trended anchor items from the 8th grade 1995, 1999, and 2003 administrations of TIMSS, there was no IPD. However, to date, there are far fewer studies that have examined IPD to check for measurement invariance using a mixture IRT framework, and none that have been applied to an assessment such as the TIMSS. In the 2007 TIMSS database, 21 trended items from 1999, 2003, and 2007 were released. These items were used in this study to examine IPD in real-world data.

The purpose of the real-world data example is to demonstrate the presence of latent subgroups and IPD using mixture IRT for large-scale testing data that assumes population homogeneity. The TIMSS calibrates item parameters based on the assumption that there are no latent subgroups. The presence of latent subgroups, in addition to IPD, would serve to show the practical application of this study and the importance of checking for latent subgroups, which violate the item invariance property of unidimensional IRT models. The impact of ignoring to check for latent subgroups is further investigated in the simulation study that follows this section.

Methods
-------

This study analyzed item responses of the U.S. 8th graders based on mathematics achievements from TIMSS 1999, 2003, and 2007. TIMSS partially releases its items, so that they can reuse unreleased items on subsequent testing cycles. Among 109 released items in TIMSS 2007, 21 items were also administered in 1999 and 2003 TIMSS mathematics for 8th graders. These items were well-balanced as they represented four content domains---Number, Algebra, Geometry, and Data & Chance. The number of students who took the 21 items varied between the testing cycles. In 1999, 2003, and 2007 TIMSS administrations, 2291, 4473, and 2124 students from the U.S. sample took the entire set of 21 items or selected subset of these items.

WinBUGS 1.4 (Lunn et al., [@B27]) was used to fit the IRT models using MCMC estimation from the Gibbs sampler algorithm; this procedure simulates a Markov chain to sample values for the parameters of the full conditional posterior distributions. The unidimensional 3PL IRT model and mixture 3PL IRT models were each fit separately for the three time points. The 3PL IRT models were used, because TIMSS calibrates its item parameters using the 3PL IRT model as described in the *TIMSS 2007 Technical Report* (Olson et al., [@B35]). Prior study by Choi et al. ([@B10]) also used the mixture 3PL model to analyze the TIMSS 2007 data and found two latent subgroups.

The Bayesian method also requires the specification of prior distributions to derive the posterior distribution. As such, flat priors with large variance were used to specify the prior distributions. The choice of prior distributions was based on previous studies that have shown consistent estimates using mixture IRT models in both simulation studies and in large-scale testing contexts (e.g., Bolt et al., [@B7]; Cohen and Bolt, [@B12]; Cho and Cohen, [@B8]). The following prior distributions were used:

α

j

g

\~

N

o

r

m

a

l

(

0

,

4

)

β

j

g

\~

N

o

r

m

a

l

(

0

,

4

)

c

j

g

\~

B

e

t

a

(

5

,

17

)

θ

i

\~

N

o

r

m

a

l

(

0

,

τ

(

θ

)

)

τ

(

θ

)

\~

G

a

m

m

a

(

0

.

5

,

1

)

π

g

\~

D

i

r

i

c

h

l

e

t

(

0

.

5

,

0

.

5

)

The probability that a student correctly answered an item (i.e., *Y*~*ij*~ = 1) was modeled using the 3PL models such that *Y*~*ij*~ \~ *Bernoulli*(*p*~*ij*~). Bayesian versions of Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) statistics (Spiegelhalter et al., [@B44]) were calculated to compare the fit of the unidimensional 3PL IRT model to the two-class mixture 3PL IRT model for each of the three test administrations following recommendations for model selection based on Li et al. ([@B24]). Since data were estimated using MCMC (Stephens, [@B45]), label switching was checked for each data iteration, by examining the class sizes (Cho et al., [@B9]).

Results
-------

The models were run with 10,000 samples and 4000 samples as burn-in; the sample autocorrelations and monitoring statistic of Gelman and Rubin ([@B17]) were satisfied for the convergence diagnostic tests.

### Item parameters: unidimensional 3PL IRT model

Table [1](#T1){ref-type="table"} shows the item parameter estimates of the 3PL IRT model. For the unidimensional 3PL IRT model, there was evidence of IPD for the discrimination and difficulty parameters; for the pseudo-guessing parameter, IPD was less than 0.03 on average. IPD was examined by calculating absolute deviance measures. The mean absolute deviations (bias) in item discrimination estimates between 1999 and 2003 and between 2003 and 2007 were 0.35 and 0.35, respectively, with an overall mean deviation of 0.25 across the three administrations. There were items with discrimination parameter changes of about 1. For example, for items 16 and 21, the discrimination decreased by 0.90 and 1.38, respectively. For item difficulty, the average deviation between 1999 and 2003 was 0.38; between 2003 and 2007, it was 0.50, with an overall mean absolute deviation of 0.51 between 1999 and 2007. Taking into account both decrease and increase in parameter estimates, there was no overall change in item discrimination; however, results showed that items were easier for students over the three administrations (overall change was 0.34). These results provide some evidence of IPD even in the unidimensional 3PL IRT model.

###### 

**Item parameter estimates of the 21 trended anchor items in 1999, 2003, and 2007 TIMSS: Unidimensional 3PL IRT model**.

  **Item**   **Discrimination (*****a*****)**   **Difficulty (*****b)***   **Lower Asymptote (*****c*****)**                                                                            
  ---------- ---------------------------------- -------------------------- ----------------------------------- -------------- -------------- -------------- ------------- ------------- -------------
  1          0.65 (0.01)                        0.47 (0.01)                0.62 (0.01)                         −1.35 (0.04)   −2.52 (0.05)   −2.03 (0.04)   0.19 (0.00)   0.22 (0.01)   0.22 (0.01)
  2          1.26 (0.02)                        0.92 (0.02)                0.98 (0.02)                         −0.61 (0.02)   −0.81 (0.02)   −0.95 (0.02)   0.15 (0.00)   0.16 (0.00)   0.16 (0.00)
  3          0.61 (0.01)                        0.49 (0.01)                0.52 (0.01)                         −0.58 (0.03)   −0.31 (0.04)   −0.26 (0.04)   0.19 (0.00)   0.26 (0.01)   0.21 (0.01)
  4          0.91 (0.02)                        0.90 (0.02)                1.00 (0.02)                         1.56 (0.03)    1.51 (0.03)    1.25 (0.02)    0.14 (0.00)   0.18 (0.00)   0.19 (0.00)
  5          2.13 (0.04)                        1.46 (0.02)                2.25 (0.03)                         1.18 (0.02)    1.19 (0.02)    1.17 (0.02)    0.03 (0.00)   0.03 (0.00)   0.04 (0.00)
  6          0.53 (0.01)                        0.42 (0.01)                0.59 (0.01)                         −1.65 (0.05)   −1.15 (0.10)   −0.68 (0.05)   0.22 (0.01)   0.29 (0.01)   0.26 (0.01)
  7          1.27 (0.02)                        0.93 (0.02)                1.67 (0.03)                         2.26 (0.05)    2.68 (0.04)    2.10 (0.03)    0.09 (0.00)   0.09 (0.00)   0.11 (0.00)
  8          1.78 (0.03)                        1.35 (0.02)                1.74 (0.03)                         0.16 (0.01)    0.26 (0.01)    0.44 (0.01)    0.08 (0.00)   0.09 (0.00)   0.09 (0.00)
  9          1.60 (0.03)                        1.09 (0.02)                1.94 (0.04)                         −0.98 (0.02)   −1.54 (0.03)   −0.87 (0.02)   0.20 (0.00)   0.15 (0.00)   0.18 (0.00)
  10         0.93 (0.02)                        0.62 (0.01)                0.77 (0.01)                         −1.93 (0.04)   −2.52 (0.05)   −2.29 (0.04)   0.24 (0.01)   0.19 (0.00)   0.23 (0.00)
  11         1.48 (0.03)                        1.01 (0.02)                1.44 (0.03)                         −0.97 (0.02)   −1.68 (0.03)   −1.08 (0.02)   0.21 (0.00)   0.16 (0.00)   0.19 (0.00)
  12         0.78 (0.01)                        0.64 (0.01)                1.21 (0.04)                         1.64 (0.03)    2.12 (0.04)    1.52 (0.03)    0.10 (0.00)   0.15 (0.00)   0.19 (0.00)
  13         1.11 (0.02)                        0.99 (0.02)                1.37 (0.04)                         1.33 (0.03)    1.51 (0.02)    1.18 (0.02)    0.10 (0.00)   0.07 (0.00)   0.13 (0.00)
  14         0.96 (0.02)                        0.80 (0.01)                0.75 (0.02)                         1.18 (0.03)    0.95 (0.02)    0.62 (0.03)    0.26 (0.00)   0.27 (0.00)   0.23 (0.01)
  15         0.74 (0.01)                        0.66 (0.01)                0.42 (0.01)                         1.07 (0.03)    1.16 (0.02)    −2.93 (0.06)   0.15 (0.00)   0.14 (0.00)   0.26 (0.00)
  16         1.84 (0.04)                        0.94 (0.01)                1.14 (0.02)                         −1.12 (0.03)   −2.33 (0.04)   −2.30 (0.04)   0.30 (0.01)   0.22 (0.00)   0.23 (0.00)
  17         1.18 (0.02)                        1.04 (0.02)                1.02 (0.02)                         1.97 (0.04)    1.80 (0.03)    2.08 (0.03)    0.02 (0.00)   0.02 (0.00)   0.04 (0.00)
  18         1.72 (0.03)                        1.40 (0.02)                1.77 (0.03)                         1.69 (0.03)    1.92 (0.03)    1.52 (0.02)    0.01 (0.00)   0.02 (0.00)   0.03 (0.00)
  19         2.06 (0.04)                        1.49 (0.02)                1.93 (0.03)                         1.87 (0.04)    2.18 (0.04)    1.82 (0.03)    0.01 (0.00)   0.01 (0.00)   0.02 (0.00)
  20         1.24 (0.02)                        1.18 (0.02)                1.81 (0.03)                         1.62 (0.03)    1.77 (0.03)    1.42 (0.02)    0.06 (0.00)   0.05 (0.00)   0.07 (0.00)
  21         2.77 (0.05)                        1.39 (0.02)                1.94 (0.03)                         0.75 (0.02)    0.43 (0.01)    0.30 (0.01)    0.26 (0.00)   0.20 (0.00)   0.11 (0.00)

*Estimated using MCMC with 10,000 samples and 4000 samples burn-in; values in parenthesis represent MC Error*.

### Item parameters: two-class mixture 3PL IRT model

Table [2](#T2){ref-type="table"} shows the results of the two-class mixture 3PL IRT model. To supplement understanding changes in item parameter estimates, two plots were created to illustrate changes in item parameters by measurement model (i.e., unidimensional versus mixture) and item. Figure [1](#F1){ref-type="fig"} illustrates item parameters by measurement model. Figure [2](#F2){ref-type="fig"} shows the changes in parameter values for the same item.

###### 

**Item parameter estimates of the 21 trended anchor items in 1999, 2003, and 2007 TIMSS: Two-class mixture 3PL IRT model**.

  **Class**   **Item**   **Discrimination (*****a*****)**   **Difficulty (*****b)***   **Lower asymptote (*****c*****)**                                                                            
  ----------- ---------- ---------------------------------- -------------------------- ----------------------------------- -------------- -------------- -------------- ------------- ------------- -------------
  1           1          1.44 (0.05)                        0.46 (0.01)                0.80 (0.07)                         −0.43 (0.13)   −3.16 (0.09)   −2.55 (0.12)   0.23 (0.00)   0.26 (0.00)   0.26 (0.00)
              2          1.68 (0.04)                        1.61 (0.11)                0.30 (0.01)                         −1.08 (0.13)   −2.48 (0.12)   −1.37 (0.12)   0.23 (0.00)   0.24 (0.00)   0.27 (0.00)
              3          1.39 (0.06)                        0.42 (0.02)                1.61 (0.06)                         −0.71 (0.12)   −2.15 (0.10)   −0.45 (0.06)   0.24 (0.00)   0.27 (0.01)   0.24 (0.00)
              4          1.24 (0.05)                        2.01 (0.10)                1.26 (0.05)                         −0.25 (0.10)   −0.06 (0.02)   −0.49 (0.07)   0.24 (0.00)   0.19 (0.01)   0.25 (0.00)
              5          1.30 (0.04)                        1.58 (0.07)                0.73 (0.05)                         0.08 (0.11)    0.50 (0.07)    −0.82 (0.10)   0.24 (0.00)   0.22 (0.01)   0.26 (0.00)
              6          1.38 (0.05)                        1.40 (0.07)                2.37 (0.06)                         −0.42 (0.13)   −0.47 (0.04)   −1.43 (0.06)   0.23 (0.00)   0.25 (0.01)   0.23 (0.00)
              7          1.57 (0.04)                        1.84 (0.07)                1.59 (0.06)                         0.75 (0.11)    2.32 (0.09)    0.33 (0.07)    0.22 (0.00)   0.19 (0.00)   0.22 (0.00)
              8          1.53 (0.06)                        1.31 (0.06)                1.36 (0.06)                         −1.03 (0.18)   −1.44 (0.08)   −1.48 (0.09)   0.24 (0.00)   0.24 (0.00)   0.24 (0.00)
              9          1.71 (0.04)                        0.99 (0.04)                1.57 (0.06)                         −1.96 (0.11)   −2.62 (0.11)   −0.74 (0.10)   0.24 (0.00)   0.25 (0.00)   0.23 (0.00)
              10         1.78 (0.04)                        0.78 (0.05)                1.12 (0.07)                         −0.51 (0.15)   −2.48 (0.12)   −1.13 (0.10)   0.23 (0.00)   0.25 (0.01)   0.25 (0.00)
              11         1.68 (0.06)                        1.91 (0.12)                1.76 (0.07)                         −0.15 (0.18)   −2.62 (0.10)   −1.48 (0.11)   0.22 (0.00)   0.23 (0.00)   0.24 (0.00)
              12         1.47 (0.05)                        1.85 (0.07)                1.56 (0.05)                         0.98 (0.11)    1.77 (0.10)    1.45 (0.10)    0.22 (0.00)   0.24 (0.01)   0.22 (0.00)
              13         1.34 (0.05)                        1.22 (0.06)                1.82 (0.06)                         −0.09 (0.11)   1.42 (0.12)    0.72 (0.11)    0.24 (0.00)   0.21 (0.01)   0.20 (0.00)
              14         1.43 (0.04)                        1.25 (0.07)                1.28 (0.06)                         −0.43 (0.10)   −0.12 (0.07)   −0.37 (0.10)   0.24 (0.00)   0.23 (0.01)   0.24 (0.00)
              15         1.15 (0.04)                        0.52 (0.04)                1.17 (0.06)                         −0.48 (0.08)   −0.09 (0.10)   −1.37 (0.10)   0.24 (0.00)   0.24 (0.01)   0.25 (0.00)
              16         1.97 (0.05)                        2.03 (0.12)                1.44 (0.06)                         −0.74 (0.12)   −1.67 (0.10)   −0.74 (0.15)   0.23 (0.00)   0.25 (0.01)   0.24 (0.00)
              17         1.65 (0.04)                        0.79 (0.06)                1.79 (0.04)                         1.27 (0.11)    0.25 (0.07)    20.46 (0.06)   0.22 (0.00)   0.22 (0.01)   0.21 (0.00)
              18         1.59 (0.05)                        1.38 (0.07)                1.17 (0.06)                         0.97 (0.11)    0.78 (0.06)    0.30 (0.10)    0.21 (0.00)   0.23 (0.01)   0.25 (0.00)
              19         1.50 (0.07)                        2.02 (0.07)                1.12 (0.08)                         −0.05 (0.19)   0.67 (0.04)    1.12 (0.09)    0.23 (0.00)   0.19 (0.00)   0.25 (0.00)
              20         1.32 (0.04)                        2.06 (0.09)                2.13 (0.05)                         0.37 (0.13)    0.92 (0.05)    −0.38 (0.07)   0.24 (0.00)   0.21 (0.01)   0.22 (0.00)
              21         1.68 (0.05)                        1.44 (0.06)                1.26 (0.05)                         −0.92 (0.16)   −0.91 (0.05)   −0.84 (0.07)   0.23 (0.00)   0.24 (0.01)   0.24 (0.00)
  2           1          0.67 (0.01)                        1.10 (0.03)                0.71 (0.02)                         −1.29 (0.03)   −1.06 (0.03)   −1.72 (0.04)   0.19 (0.00)   0.21 (0.01)   0.23 (0.00)
              2          1.37 (0.05)                        1.46 (0.02)                1.60 (0.05)                         −0.54 (0.02)   −0.20 (0.02)   −0.65 (0.02)   0.16 (0.00)   0.16 (0.00)   0.20 (0.00)
              3          0.66 (0.02)                        0.97 (0.02)                0.55 (0.01)                         −0.55 (0.03)   0.14 (0.04)    −0.21 (0.03)   0.19 (0.00)   0.29 (0.01)   0.20 (0.00)
              4          0.95 (0.02)                        1.41 (0.03)                0.92 (0.02)                         1.67 (0.02)    1.15 (0.03)    1.55 (0.03)    0.15 (0.00)   0.17 (0.00)   0.19 (0.00)
              5          2.27 (0.06)                        3.52 (0.06)                2.64 (0.05)                         1.22 (0.01)    0.77 (0.01)    1.39 (0.01)    0.03 (0.00)   0.03 (0.00)   0.05 (0.00)
              6          0.58 (0.02)                        0.86 (0.02)                0.47 (0.01)                         −1.58 (0.05)   −0.76 (0.03)   −0.74 (0.05)   0.22 (0.01)   0.22 (0.01)   0.24 (0.01)
              7          1.35 (0.04)                        2.80 (0.08)                1.80 (0.05)                         2.30 (0.03)    1.25 (0.01)    2.54 (0.03)    0.10 (0.00)   0.10 (0.00)   0.12 (0.00)
              8          1.79 (0.02)                        2.39 (0.03)                1.80 (0.04)                         0.24 (0.02)    0.42 (0.01)    0.64 (0.01)    0.08 (0.00)   0.10 (0.00)   0.10 (0.00)
              9          1.59 (0.03)                        2.51 (0.06)                2.14 (0.06)                         −0.97 (0.02)   −0.56 (0.02)   −0.84 (0.02)   0.19 (0.00)   0.19 (0.01)   0.18 (0.00)
              10         0.93 (0.02)                        1.44 (0.03)                0.86 (0.02)                         −1.93 (0.04)   −1.05 (0.03)   −2.18 (0.04)   0.23 (0.00)   0.22 (0.01)   0.24 (0.00)
              11         1.54 (0.03)                        1.74 (0.02)                1.69 (0.06)                         −0.92 (0.03)   −0.71 (0.02)   −0.96 (0.03)   0.22 (0.01)   0.17 (0.01)   0.21 (0.01)
              12         0.82 (0.02)                        1.58 (0.05)                1.37 (0.05)                         1.70 (0.03)    0.96 (0.02)    1.44 (0.03)    0.11 (0.00)   0.15 (0.00)   0.19 (0.00)
              13         1.14 (0.03)                        2.54 (0.04)                1.46 (0.04)                         1.36 (0.02)    0.82 (0.01)    1.16 (0.02)    0.09 (0.00)   0.08 (0.00)   0.12 (0.00)
              14         0.97 (0.03)                        1.61 (0.04)                0.78 (0.03)                         1.20 (0.02)    0.60 (0.02)    0.55 (0.03)    0.25 (0.00)   0.27 (0.00)   0.21 (0.00)
              15         0.76 (0.02)                        1.47 (0.04)                0.46 (0.01)                         1.14 (0.02)    0.85 (0.02)    −2.83 (0.07)   0.15 (0.00)   0.17 (0.00)   0.27 (0.00)
              16         1.83 (0.06)                        2.23 (0.05)                1.49 (0.04)                         −1.14 (0.04)   −1.00 (0.02)   −2.18 (0.04)   0.29 (0.01)   0.25 (0.01)   0.24 (0.01)
              17         1.23 (0.03)                        2.03 (0.03)                1.24 (0.04)                         1.99 (0.03)    1.35 (0.02)    1.98 (0.04)    0.02 (0.00)   0.03 (0.00)   0.04 (0.00)
              18         1.89 (0.06)                        3.15 (0.07)                1.95 (0.05)                         1.70 (0.02)    1.31 (0.02)    1.73 (0.02)    0.01 (0.00)   0.02 (0.00)   0.03 (0.00)
              19         2.26 (0.07)                        3.31 (0.06)                2.31 (0.06)                         1.88 (0.02)    1.49 (0.02)    2.01 (0.02)    0.01 (0.00)   0.01 (0.00)   0.02 (0.00)
              20         1.30 (0.03)                        2.91 (0.07)                1.77 (0.04)                         1.65 (0.02)    1.02 (0.01)    1.74 (0.02)    0.06 (0.00)   0.06 (0.00)   0.07 (0.00)
              21         2.92 (0.05)                        2.99 (0.06)                2.56 (0.06)                         0.85 (0.02)    0.46 (0.01)    0.43 (0.01)    0.26 (0.00)   0.22 (0.00)   0.13 (0.00)

*Estimated using MCMC with 10,000 samples and 4000 samples burn-in; values in parenthesis represent MC Error*.

![**Plots of item parameters by measurement model: TIMSS 1999, 2003, and 2007**.](fpsyg-07-00255-g0001){#F1}

![**Plots of changes in item parameters by item: TIMSS 1999, 2003, and 2007**.](fpsyg-07-00255-g0002){#F2}

Similar to results in the unidimensional case, there were minimal deviations in item parameter estimates for the pseudo-guessing parameter; however, there were changes in both difficulty and discrimination. For item discrimination in latent class 1, the mean absolute deviations between 1999 and 2003 and between 2003 and 2007 were 0.45 and 0.54, respectively. The overall mean absolute deviation was 0.40. There were items with discrimination estimates that decreased by about 1; for example, between 1999 and 2003, item discrimination decreased by about 1 for items 1 and 3. On the other hand, for item 6, item discrimination increased by about 1 between 2003 and 2007. For latent class 2, there was an overall average absolute deviation of 0.72 between 1999 and 2003, and an average absolute deviation of 0.65 between 2003 and 2007. In general, the discrimination parameters for latent class 2 increased and then decreased across the three administrations.

For the difficulty parameter, the average absolute deviation for latent class 1 was about 1 between 1999 and 2003 and again about 1 between 2003 and 2007. However, for class 2, the average absolute deviation was about 0.50 between 1999 and 2003 and about 0.65 between 2003 and 2007. This shows that there was greater IPD in difficulty for latent class 1 than latent class 2.

### Model fit

Table [3](#T3){ref-type="table"} shows the fit statistics of the unidimensional 3PL IRT model to the two-class mixture 3PL IRT model. For all three testing cycles, the AIC selected the two-class mixture 3PL IRT model over the unidimensional IRT model; the BIC selected the mixture model for 2003 and 2007. This provided evidence that the mixture model was a better fitting model than the unidimensional 3PL IRT model---and shows evidence of latent subgroups that are not invariant with respect to item parameters.

###### 

**Fit statistics for the 21 trended anchor items in 1999, 2003, and 2007 TIMSS**.

  **TIMSS**   **Unidimensional 3PL IRT model**   **2-Class 3PL mixture model**                              
  ----------- ---------------------------------- ------------------------------- -------- -------- -------- --------
  1999        44,560                             44,686                          45,047   44,150   44,402   45,125
  2003        89,510                             89,636                          90,040   87,980   88,232   89,039
  2007        41,290                             41,416                          41,773   40,310   40,562   41,275

*Estimated using MCMC with 10,000 samples and 4000 samples burn-in. The −2LL is the posterior mean of the MCMC deviance (Li et al., [@B24])*.

### Latent class size and ability variance

Table [4](#T4){ref-type="table"} shows the class sizes and the variance estimates for ability. The size of latent class 1 in 1999 was 0.04; this increased to 0.19 in 2003, but decreased to 0.10 in 2007. Although there seemed to be two classes throughout the three administrations, a larger proportion of the examinees were classified to class 2 rather than class 1. The results of the variance estimates of examinee ability showed that they drifted from 2.27 in 1999 to 0.74 in 2003 and finally to 1.76 in 2007.

###### 

**Class size for the 21 trended anchor items in 1999, 2003, and 2007 TIMSS using two-class mixture 3PL IRT model**.

             **1999**      **2003**      **2007**
  ---------- ------------- ------------- -------------
  Class 1    0.04 (0.01)   0.19 (0.01)   0.10 (0.01)
  Class 2    0.96 (0.01)   0.81 (0.01)   0.90 (0.01)
  *Var*(θ)   2.27 (0.07)   0.74 (0.01)   1.76 (0.05)

*Values in parenthesis represent MC Error*.

Study 2: a simulation study {#s4}
===========================

Methods
-------

The simulation study examined the impact of fitting data generated from a mixture IRT model with IPD and estimating the data using a unidimensional IRT model. The motivation for the simulation study was to investigate consequences of ignoring to check for invariance in latent subgroups, particularly with respect to parameter and ability estimates; and as such, the purpose of the simulation studies was to examine the magnitude of potential bias that could occur when such invariance properties are ignored. As demonstrated in the real-world study, evidence of latent subgroups existed in the TIMSS data; however, data continued to be calibrated ignoring the presence of latent subgroups. The mixture 2PL IRT model was employed to generate data. The mixture 2PL IRT model was used, as the results in Study 1 showed IPD in item discrimination and difficulty parameters, but not in the pseudo-guessing parameter. Estimated item parameters from 20 items of the TIMSS 1999 data were used as generating values to simulate data; item parameter values were obtained from the two-class mixture IRT model estimated from the real-world data analysis in Study 1. For the simulation setting, IPD in item difficulty and item discrimination were considered for two testing occasions and two latent subgroups for 20 items and 2000 examinees. The number of items was set to 20 for the simulation study, as the TIMSS released 23 items in its TIMSS 2003 database for 1995, 1999, and 2003 comparisons; in the TIMSS 2007 database, 21 items were released corresponding to trended items used in 1999, 2003, and 2007 administrations.

The simulation study considered five conditions, which are presented in Table [5](#T5){ref-type="table"}. Two latent groups and two testing administrations were used. The generating values for latent class sizes were specified as 0.60 for Group 1 and 0.40 for Group 2, resembling class sizes used in Cohen and Bolt ([@B12]). The generating values for parameter estimates used in Time 1 for both Groups 1 and 2 were identical for all five conditions; they served as a baseline comparison for changes in item parameters. Generating values for IPD were specified in Time 2 and were restricted to examinees in Group 1. This assumed a level of invariance for item parameters of examinees in Group 2.

###### 

**Conditions for the simulation study: generating values**.

  **Condition**                                                                   **Item**   **Time 1**   **Time 2**                                        
  ------------------------------------------------------------------------------- ---------- ------------ ------------ ------ ------- ------ ------- ------ -------
  1 (Increase in Item Difficulty for Group 1 at Time 2)                           1          1.44         −0.43        0.67   −1.29   1.44   0.57    0.67   −1.29
                                                                                  2          1.68         −1.08        1.37   −0.54   1.68   −0.08   1.37   −0.54
                                                                                  3          1.39         −0.71        0.66   −0.55   1.39   0.29    0.66   −0.55
                                                                                  4          1.24         −0.25        0.95   1.67    1.24   0.75    0.95   1.67
                                                                                  5          1.30         0.08         2.27   1.22    1.30   1.08    2.27   1.22
                                                                                  6          1.38         −0.42        0.58   −1.58   1.38   0.58    0.58   −1.58
                                                                                  7          1.57         0.75         1.35   2.30    1.57   1.75    1.35   2.30
                                                                                  8          1.53         −1.03        1.79   0.24    1.53   −0.03   1.79   0.24
                                                                                  9          1.71         −1.96        1.59   −0.97   1.71   −0.96   1.59   −0.97
                                                                                  10         1.78         −0.51        0.93   −1.93   1.78   0.49    0.93   −1.93
                                                                                  11         1.68         −0.15        1.54   −0.92   1.68   0.85    1.54   −0.92
                                                                                  12         1.47         0.98         0.82   1.70    1.47   1.98    0.82   1.70
                                                                                  13         1.34         −0.09        1.14   1.36    1.34   0.91    1.14   1.36
                                                                                  14         1.43         −0.43        0.97   1.20    1.43   0.57    0.97   1.20
                                                                                  15         1.15         −0.48        0.76   1.14    1.15   0.52    0.76   1.14
                                                                                  16         1.97         −0.74        1.83   −1.14   1.97   0.26    1.83   −1.14
                                                                                  17         1.65         1.27         1.23   1.99    1.65   2.27    1.23   1.99
                                                                                  18         1.59         0.97         1.89   1.70    1.59   1.97    1.89   1.70
                                                                                  19         1.50         −0.05        2.26   1.88    1.50   0.95    2.26   1.88
                                                                                  20         1.32         0.37         1.30   1.65    1.32   1.37    1.30   1.65
  2 (Increase in Item Discrimination for Group 1 atTime 2)                        1          1.44         −0.43        0.67   −1.29   2.44   −0.43   0.67   −1.29
                                                                                  2          1.68         −1.08        1.37   −0.54   2.68   −1.08   1.37   −0.54
                                                                                  3          1.39         −0.71        0.66   −0.55   2.39   −0.71   0.66   −0.55
                                                                                  4          1.24         −0.25        0.95   1.67    2.24   −0.25   0.95   1.67
                                                                                  5          1.30         0.08         2.27   1.22    2.30   0.08    2.27   1.22
                                                                                  6          1.38         −0.42        0.58   −1.58   2.38   −0.42   0.58   −1.58
                                                                                  7          1.57         0.75         1.35   2.30    2.57   0.75    1.35   2.30
                                                                                  8          1.53         −1.03        1.79   0.24    2.53   −1.03   1.79   0.24
                                                                                  9          1.71         −1.96        1.59   −0.97   2.71   −1.96   1.59   −0.97
                                                                                  10         1.78         −0.51        0.93   −1.93   2.78   −0.51   0.93   −1.93
                                                                                  11         1.68         −0.15        1.54   −0.92   2.68   −0.15   1.54   −0.92
                                                                                  12         1.47         0.98         0.82   1.70    2.47   0.98    0.82   1.70
                                                                                  13         1.34         −0.09        1.14   1.36    2.34   −0.09   1.14   1.36
                                                                                  14         1.43         −0.43        0.97   1.20    2.43   −0.43   0.97   1.20
                                                                                  15         1.15         −0.48        0.76   1.14    2.15   −0.48   0.76   1.14
                                                                                  16         1.97         −0.74        1.83   −1.14   2.97   −0.74   1.83   −1.14
                                                                                  17         1.65         1.27         1.23   1.99    2.65   1.27    1.23   1.99
                                                                                  18         1.59         0.97         1.89   1.70    2.59   0.97    1.89   1.70
                                                                                  19         1.50         −0.05        2.26   1.88    2.50   −0.05   2.26   1.88
                                                                                  20         1.32         0.37         1.30   1.65    2.32   0.37    1.30   1.65
  3 (Increase in both Item Difficulty and Discrimination for Group 1 at Time 2)   1          1.44         −0.43        0.67   −1.29   2.44   0.57    0.67   −1.29
                                                                                  2          1.68         −1.08        1.37   −0.54   2.68   −0.08   1.37   −0.54
                                                                                  3          1.39         −0.71        0.66   −0.55   2.39   0.29    0.66   −0.55
                                                                                  4          1.24         −0.25        0.95   1.67    2.24   0.75    0.95   1.67
                                                                                  5          1.30         0.08         2.27   1.22    2.30   1.08    2.27   1.22
                                                                                  6          1.38         −0.42        0.58   −1.58   2.38   0.58    0.58   −1.58
                                                                                  7          1.57         0.75         1.35   2.30    2.57   1.75    1.35   2.30
                                                                                  8          1.53         −1.03        1.79   0.24    2.53   −0.03   1.79   0.24
                                                                                  9          1.71         −1.96        1.59   −0.97   2.71   −0.96   1.59   −0.97
                                                                                  10         1.78         −0.51        0.93   −1.93   2.78   0.49    0.93   −1.93
                                                                                  11         1.68         −0.15        1.54   −0.92   2.68   0.85    1.54   −0.92
                                                                                  12         1.47         0.98         0.82   1.70    2.47   1.98    0.82   1.70
                                                                                  13         1.34         −0.09        1.14   1.36    2.34   0.91    1.14   1.36
                                                                                  14         1.43         −0.43        0.97   1.20    2.43   0.57    0.97   1.20
                                                                                  15         1.15         −0.48        0.76   1.14    2.15   0.52    0.76   1.14
                                                                                  16         1.97         −0.74        1.83   −1.14   2.97   0.26    1.83   −1.14
                                                                                  17         1.65         1.27         1.23   1.99    2.65   2.27    1.23   1.99
                                                                                  18         1.59         0.97         1.89   1.70    2.59   1.97    1.89   1.70
                                                                                  19         1.50         −0.05        2.26   1.88    2.50   0.95    2.26   1.88
                                                                                  20         1.32         0.37         1.30   1.65    2.32   1.37    1.30   1.65

*1. Generating values for Group 1 and Group 2 for Time 1 were obtained from estimated item parameters using the mixture 3PL IRT model of TIMSS 1999 data (items 1 to 20)*.

*2. All simulations in Conditions 1--3 used ability as normally distributed with mean 0 and variance 1, θ \~N(0,1)*.

3\. In addition to the conditions listed above two additional conditions were examined:

Condition 4: Change in ability distribution for one group at Time 2

\- Time 1: Same generating values used at Time 1 of Condition 1

\- Time 2: Same generating values used at Time 1 of Condition 1 with θ \~N(1,0.5) for Group 1

Condition 5: Change in ability distribution for one group at Time 2 and increased discrimination

\- Time 1: Same generating values used at Time 1 of Condition 1

*- Time 2: Same generating values used at Time 2 of Condition 2 (increase in discrimination for Group 1) with θ \~N(1,0.5)*.

In condition 1, generating values of item difficulty for examinees in Group 1 increased by 1 unit from Time 1 to Time 2; all other conditions remained constant. In condition 2, generating values for item discrimination in Group 1 increased by 1 unit, and in condition 3, both item difficulty and item discrimination in Group 1 increased by 1 unit. For all three conditions, examinee ability was assumed to be normally distributed with mean 0 and variance 1. However, in condition 4, the distribution of examinee ability was changed to mean 1 and variance of 0.50 for examinees in Group 1 of Time 2; there were no changes in generating values for this condition. Finally, in condition 5, examinees in Group 1 of Time 2 had an increase in generating values of item discrimination by 1 unit as well as ability distribution of mean 1 and variance 0.50. These different settings were created to reflect conditions from the real-world data results found in Study 1.

To examine the change in ability estimates between the population and the estimated values, root mean squared errors (RMSEs) were calculated as follows (Wells et al., [@B52]):
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Here, *r* represents the specific replication, *N* is the number of examinees, and ${\overset{\land}{\theta}}_{it}$ is the estimate of θ for examinee *i* at time *t*. This statistic examined the change in examinee ability estimates compared to the generated ability parameters.

To examine the changes in examinee ability between the two testing administrations, root mean squared differences (RMSDs) were calculated (Wells et al., [@B52]):
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Changes in item parameters between the two testing occasions were measured by calculating bias between mean parameter estimates of Time 1 and Time 2.

Another aim of the simulation study was to investigate the effect of IPD on classification accuracy of the mixture IRT model. In other words, the quality of classification for deviation in item parameter was studied. This allows one to examine the effect of different patterns in IPD on the classification accuracy in a mixture IRT model; this statistic can also serve as a measure of detecting DIF. To measure classification accuracy, the expected proportion of cases correctly classified (*P*~*c*~) was calculated for each replication of data as follows (Clogg, [@B11]):
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Here, *s* indicates the unique response patterns and *n*~*s*~ corresponds to the frequency of each response pattern. Furthermore, maxPr(*G*\|*Y*~1~, *Y*~2~, ..., *Y*~*J*~) is the maximum posterior probability across the latent classes for a given response pattern, and *N* is the total number of examinees. Changes in *P*~*c*~ for different conditions were calculated and compared. These statistics were used as relative measures for comparison.

Data used for the simulation study were generated using Stata using a user-written macro based on the five conditions specified in Table [5](#T5){ref-type="table"}. For each condition, 100 data replications were generated and estimated using Latent Gold (Vermunt and Magidson, [@B48]) using a DOS batch file for both the two-class mixture 2PL IRT model and the unidimensional 2PL IRT model. Latent Gold uses an EM algorithm then switches to the Newton-Raphson iterative process to finalize the estimation process. Latent Gold resolves issues in label switching by imposing constraints on the order of class sizes (Vermunt and Magidson, [@B49]). To avoid boundary estimation problems that are often found in latent class models, posterior mode estimation was used (Galindo-Garre and Vermunt, [@B16]). Output for each result from the replicated data was summarized with appropriate statistics calculated using Stata.

Results
-------

### Item parameters

Table [6](#T6){ref-type="table"} presents the results for condition 1, which represents an increase in item difficulty by 1 for Group 1 at Time 2. The last column in the table shows the mean deviation in the parameter estimates between Time 1 and Time 2. For item discrimination, there were no clear patterns of increase or decrease. For example, for item 4, item discrimination decreased by 0.42, while for item 16, the estimates increased by 0.57. It should be noted here that for condition 1, there were no changes to item discrimination. The overall average absolute deviation in item discrimination was 0.34; however, taking into consideration the positive and negative changes, the overall deviation was less than 0.01. For item difficulty, there was an overall increase of about 0.84 between the two testing administrations. The largest increase was for item 9 with a deviance of 1.10 units, while the lowest increase was for item 15, by 0.65 units.

###### 

**Fitting data generated from mixture IRT to unidimensional 2PL IRT model: Condition 1 (Increase in item difficulty for Group 1 at Time 2)**.

  **Item**   **Time 1**    **Time 2**     **Change**                           
  ---------- ------------- -------------- ------------- -------------- ------- -------
  1          0.94 (0.07)   −0.69 (0.06)   1.27 (0.08)   0.06 (0.06)    −0.33   −0.75
  2          1.65 (0.10)   −1.38 (0.08)   1.60 (0.10)   −0.38 (0.07)   0.05    −1.00
  3          1.09 (0.07)   −0.71 (0.06)   1.18 (0.08)   0.05 (0.06)    −0.09   −0.76
  4          1.38 (0.08)   0.44 (0.06)    0.97 (0.07)   1.13 (0.06)    0.42    −0.69
  5          1.71 (0.10)   0.88 (0.07)    1.30 (0.09)   1.65 (0.08)    0.41    −0.77
  6          0.85 (0.07)   −0.68 (0.05)   1.20 (0.08)   0.03 (0.06)    −0.35   −0.71
  7          1.76 (0.11)   1.93 (0.10)    1.41 (0.12)   2.81 (0.13)    0.35    −0.88
  8          1.79 (0.11)   −0.81 (0.08)   1.34 (0.08)   0.11 (0.06)    0.45    −0.91
  9          1.83 (0.14)   −2.59 (0.13)   1.42 (0.10)   −1.49 (0.08)   0.41    −1.10
  10         0.99 (0.07)   −1.12 (0.06)   1.54 (0.09)   −0.27 (0.06)   −0.55   −0.84
  11         1.03 (0.07)   −0.60 (0.06)   1.59 (0.10)   0.24 (0.07)    −0.56   −0.84
  12         1.09 (0.08)   1.37 (0.07)    1.19 (0.09)   2.16 (0.09)    −0.10   −0.79
  13         1.48 (0.09)   0.54 (0.06)    1.15 (0.08)   1.30 (0.07)    0.33    −0.76
  14         1.50 (0.09)   0.13 (0.06)    1.11 (0.08)   0.91 (0.06)    0.39    −0.78
  15         1.19 (0.07)   0.04 (0.06)    0.91 (0.07)   0.69 (0.06)    0.28    −0.65
  16         1.47 (0.10)   −1.50 (0.08)   2.04 (0.12)   −0.49 (0.08)   −0.57   −1.01
  17         1.40 (0.10)   2.19 (0.10)    1.46 (0.13)   3.11 (0.14)    −0.06   −0.92
  18         1.72 (0.11)   2.09 (0.10)    1.67 (0.14)   3.13 (0.15)    0.05    −1.05
  19         1.86 (0.11)   1.06 (0.08)    1.17 (0.09)   1.83 (0.08)    0.68    −0.77
  20         1.50 (0.09)   1.12 (0.07)    1.22 (0.09)   1.88 (0.09)    0.28    −0.76

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

Table [7](#T7){ref-type="table"} shows the results for condition 2. For this condition, item discrimination increased by 1 for examinees in Group 1 at Time 2. On average, changes in item discrimination increased item discrimination by about 0.51. Item difficulty was also affected; the average absolute change was 0.28. In general, results from conditions 1 and 2 indicated that an increase in either item discrimination or item difficulty directly affect and generally increased the manipulated parameter. The results also showed that these changes also shifted parameter estimates for the other non-manipulated parameter. That is, an increase in item difficulty also affected item discrimination and vice versa.

###### 

**Fitting data generated from mixture IRT to unidimensional 2PL IRT model: Condition 2 (Increase in item discrimination for Group 1 at Time 2)**.

  **Item**   **Time 1**    **Time 2**     **Change**                           
  ---------- ------------- -------------- ------------- -------------- ------- -------
  1          0.94 (0.07)   −0.69 (0.06)   1.48 (0.09)   −0.94 (0.07)   −0.55   0.25
  2          1.65 (0.10)   −1.38 (0.08)   2.20 (0.14)   −1.86 (0.11)   −0.55   0.48
  3          1.09 (0.07)   −0.71 (0.06)   1.65 (0.10)   −1.02 (0.07)   −0.57   0.32
  4          1.38 (0.08)   0.44 (0.06)    2.02 (0.11)   0.41 (0.07)    −0.63   0.03
  5          1.71 (0.10)   0.88 (0.07)    2.47 (0.14)   1.06 (0.09)    −0.75   −0.18
  6          0.85 (0.07)   −0.68 (0.05)   1.40 (0.09)   −0.93 (0.07)   −0.55   0.25
  7          1.76 (0.11)   1.93 (0.10)    2.27 (0.14)   2.48 (0.13)    −0.52   −0.55
  8          1.79 (0.11)   −0.81 (0.08)   2.21 (0.13)   −1.16 (0.09)   −0.42   0.35
  9          1.83 (0.14)   −2.59 (0.13)   1.76 (0.13)   −2.76 (0.13)   0.07    0.17
  10         0.99 (0.07)   −1.12 (0.06)   1.59 (0.10)   −1.46 (0.08)   −0.61   0.34
  11         1.03 (0.07)   −0.60 (0.06)   1.52 (0.09)   −0.74 (0.07)   −0.49   0.14
  12         1.09 (0.08)   1.37 (0.07)    1.26 (0.08)   1.63 (0.08)    −0.17   −0.26
  13         1.48 (0.09)   0.54 (0.06)    2.13 (0.12)   0.58 (0.08)    −0.65   −0.03
  14         1.50 (0.09)   0.13 (0.06)    2.06 (0.11)   0.00 (0.07)    −0.57   0.14
  15         1.19 (0.07)   0.04 (0.06)    1.77 (0.10)   −0.14 (0.07)   −0.58   0.17
  16         1.47 (0.10)   −1.50 (0.08)   2.28 (0.14)   −2.07 (0.12)   −0.81   0.57
  17         1.40 (0.10)   2.19 (0.10)    1.52 (0.10)   2.54 (0.11)    −0.12   −0.35
  18         1.72 (0.11)   2.09 (0.10)    2.03 (0.13)   2.55 (0.13)    −0.31   −0.46
  19         1.86 (0.11)   1.06 (0.08)    2.64 (0.15)   1.24 (0.10)    −0.79   −0.18
  20         1.50 (0.09)   1.12 (0.07)    2.06 (0.11)   1.41 (0.09)    −0.56   −0.29

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

Table [8](#T8){ref-type="table"} shows the results for condition 3, where both item discrimination and item difficulty were increased by 1 for examinees in Group 1 at Time 2. Results showed that on average, there was an absolute deviation in item discrimination by 0.50. However, for items 8 and 9, there was a decrease in item discrimination by 0.14 and 0.48, respectively, even though there was an increase in the population values of the mixture IRT model. For item difficulty, there was an overall increase by 1.21. As such, an increase in both parameter estimates also directly led to an increase in both item discrimination and difficulty (with the exception for items 8 and 9).

###### 

**Fitting data generated from mixture IRT to unidimensional 2PL IRT model: Condition 3 (Increase in both item difficulty and discrimination for Group 1 at Time 2)**.

  **Item**   **Time 1**    **Time 2**     **Change**                           
  ---------- ------------- -------------- ------------- -------------- ------- -------
  1          0.94 (0.07)   −0.69 (0.06)   1.82 (0.10)   0.23 (0.07)    −0.88   −0.92
  2          1.65 (0.10)   −1.38 (0.08)   1.96 (0.11)   −0.42 (0.07)   −0.31   −0.96
  3          1.09 (0.07)   −0.71 (0.06)   1.68 (0.09)   0.16 (0.07)    −0.59   −0.87
  4          1.38 (0.08)   0.44 (0.06)    1.57 (0.10)   1.59 (0.08)    −0.19   −1.15
  5          1.71 (0.10)   0.88 (0.07)    2.13 (0.14)   2.48 (0.13)    −0.41   −1.60
  6          0.85 (0.07)   −0.68 (0.05)   1.75 (0.10)   0.20 (0.07)    −0.90   −0.88
  7          1.76 (0.11)   1.93 (0.10)    2.09 (0.17)   3.88 (0.21)    −0.33   −1.95
  8          1.79 (0.11)   −0.81 (0.08)   1.65 (0.09)   0.15 (0.07)    0.14    −0.96
  9          1.83 (0.14)   −2.59 (0.13)   1.35 (0.09)   −1.62 (0.08)   0.48    −0.96
  10         0.99 (0.07)   −1.12 (0.06)   2.18 (0.12)   −0.19 (0.08)   −1.19   −0.93
  11         1.03 (0.07)   −0.60 (0.06)   2.12 (0.12)   0.48 (0.08)    −1.09   −1.08
  12         1.09 (0.08)   1.37 (0.07)    1.37 (0.11)   2.56 (0.11)    −0.28   −1.20
  13         1.48 (0.09)   0.54 (0.06)    1.79 (0.11)   1.84 (0.10)    −0.31   −1.29
  14         1.50 (0.09)   0.13 (0.06)    1.64 (0.10)   1.24 (0.08)    −0.15   −1.11
  15         1.19 (0.07)   0.04 (0.06)    1.44 (0.09)   0.98 (0.07)    −0.25   −0.94
  16         1.47 (0.10)   −1.50 (0.08)   2.86 (0.17)   −0.48 (0.09)   −1.39   −1.02
  17         1.40 (0.10)   2.19 (0.10)    1.58 (0.14)   3.53 (0.17)    −0.18   −1.34
  18         1.72 (0.11)   2.09 (0.10)    2.12 (0.18)   3.97 (0.22)    −0.40   −1.89
  19         1.86 (0.11)   1.06 (0.08)    1.92 (0.13)   2.58 (0.13)    −0.07   −1.52
  20         1.50 (0.09)   1.12 (0.07)    1.93 (0.13)   2.74 (0.13)    −0.43   −1.62

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

Table [9](#T9){ref-type="table"} shows the results for condition 4, where the ability distribution for examinees in Group 1 was altered to mean 1 and variance 0.50 for Time 2. For all previous simulations, examinee ability was assumed to be normally distributed with mean 0 and variance 1. This condition examined the change when a subpopulation\'s ability increased with less variance. Between Time 1 and Time 2, there were no changes in the population values of item parameters. However, results indicated that on average, item discrimination had an absolute deviation of 0.34. For some items, the increase in item discrimination was as high as 1.16 (item 19). On the other hand, item difficulty decreased on average by 0.95; this reflects the adjustment created by higher examinee ability, which may have lowered item difficulty. As these results show, shifting the distribution of examinee ability using a mixture IRT model also affected item parameters in the unidimensional IRT model.

###### 

**Fitting data generated from mixture IRT to unidimensional 2PL IRT model: Condition 4 \[change in ability distribution for Group 1 at Time 2 to θ\~*N*(1,0.5)\]**.

  **Item**   **Time 1**    **Time 2**     **Change**                           
  ---------- ------------- -------------- ------------- -------------- ------- ------
  1          0.94 (0.07)   −0.69 (0.06)   0.88 (0.07)   −1.50 (0.07)   0.05    0.81
  2          1.65 (0.10)   −1.38 (0.08)   1.97 (0.12)   −2.47 (0.12)   −0.32   1.09
  3          1.09 (0.07)   −0.71 (0.06)   1.24 (0.08)   −1.51 (0.08)   −0.15   0.80
  4          1.38 (0.08)   0.44 (0.06)    1.94 (0.10)   −0.35 (0.07)   −0.56   0.79
  5          1.71 (0.10)   0.88 (0.07)    2.23 (0.12)   0.00 (0.08)    −0.52   0.89
  6          0.85 (0.07)   −0.68 (0.05)   0.78 (0.07)   −1.46 (0.07)   0.07    0.78
  7          1.76 (0.11)   1.93 (0.10)    2.10 (0.12)   0.87 (0.08)    −0.35   1.05
  8          1.79 (0.11)   −0.81 (0.08)   2.59 (0.15)   −1.95 (0.12)   −0.80   1.15
  9          1.83 (0.14)   −2.59 (0.13)   2.44 (0.19)   −3.81 (0.22)   −0.61   1.22
  10         0.99 (0.07)   −1.12 (0.06)   0.85 (0.08)   −2.13 (0.08)   0.14    1.02
  11         1.03 (0.07)   −0.60 (0.06)   0.92 (0.07)   −1.53 (0.07)   0.11    0.94
  12         1.09 (0.08)   1.37 (0.07)    1.12 (0.07)   0.54 (0.06)    −0.03   0.82
  13         1.48 (0.09)   0.54 (0.06)    1.94 (0.10)   −0.34 (0.07)   −0.46   0.88
  14         1.50 (0.09)   0.13 (0.06)    2.04 (0.11)   −0.79 (0.08)   −0.55   0.92
  15         1.19 (0.07)   0.04 (0.06)    1.60 (0.09)   −0.69 (0.07)   −0.40   0.73
  16         1.47 (0.10)   −1.50 (0.08)   1.47 (0.11)   −2.71 (0.12)   0.00    1.21
  17         1.40 (0.10)   2.19 (0.10)    1.46 (0.09)   1.19 (0.07)    −0.06   1.00
  18         1.72 (0.11)   2.09 (0.10)    1.90 (0.11)   1.02 (0.08)    −0.18   1.07
  19         1.86 (0.11)   1.06 (0.08)    3.01 (0.18)   0.09 (0.10)    −1.16   0.97
  20         1.50 (0.09)   1.12 (0.07)    1.84 (0.10)   0.26 (0.07)    −0.34   0.86

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

Finally, the results for condition 5 are presented in Table [10](#T10){ref-type="table"}. This condition reflects an increase in item discrimination for examinee in Group 1 at Time 2. Moreover, these examinees also had ability distribution with mean 1 and variance 0.50. This change altered both item discrimination and item difficulty in opposite directions. Item discrimination increased on average by 0.95. There were items with high deviations in item discrimination of nearly 2; for example, item 8 increased by 1.87, and item 19 increased by 2.32. For item difficulty, estimates decreased by 1.53 on average, with a shift as large as 2.27 for item 16.

###### 

**Fitting data generated from mixture IRT to unidimensional 2PL IRT model: Condition 5 \[increase in item discrimination and change in ability distribution for group 1 at Time 2 to θ\~*N*(1,0.5)\]**.

  **Item**   **Time 1**    **Time 2**     **Change**                           
  ---------- ------------- -------------- ------------- -------------- ------- ------
  1          0.94 (0.07)   −0.69 (0.06)   1.42 (0.10)   −2.13 (0.10)   −0.48   1.44
  2          1.65 (0.10)   −1.38 (0.08)   2.75 (0.18)   −3.40 (0.19)   −1.10   2.01
  3          1.09 (0.07)   −0.71 (0.06)   1.89 (0.12)   −2.26 (0.11)   −0.80   1.56
  4          1.38 (0.08)   0.44 (0.06)    2.79 (0.15)   −1.06 (0.10)   −1.41   1.49
  5          1.71 (0.10)   0.88 (0.07)    3.10 (0.17)   −0.60 (0.10)   −1.39   1.49
  6          0.85 (0.07)   −0.68 (0.05)   1.31 (0.09)   −2.10 (0.09)   −0.46   1.42
  7          1.76 (0.11)   1.93 (0.10)    2.54 (0.14)   0.83 (0.09)    −0.79   1.10
  8          1.79 (0.11)   −0.81 (0.08)   3.66 (0.24)   −3.07 (0.20)   −1.87   2.26
  9          1.83 (0.14)   −2.59 (0.13)   3.14 (0.26)   −4.65 (0.32)   −1.31   2.07
  10         0.99 (0.07)   −1.12 (0.06)   1.38 (0.11)   −2.82 (0.13)   −0.39   1.70
  11         1.03 (0.07)   −0.60 (0.06)   1.39 (0.09)   −2.09 (0.10)   −0.36   1.50
  12         1.09 (0.08)   1.37 (0.07)    1.29 (0.07)   0.55 (0.06)    −0.21   0.82
  13         1.48 (0.09)   0.54 (0.06)    2.69 (0.14)   −0.96 (0.10)   −1.21   1.50
  14         1.50 (0.09)   0.13 (0.06)    2.85 (0.15)   −1.54 (0.11)   −1.35   1.67
  15         1.19 (0.07)   0.04 (0.06)    2.38 (0.13)   −1.45 (0.10)   −1.19   1.49
  16         1.47 (0.10)   −1.50 (0.08)   2.30 (0.18)   −3.77 (0.21)   −0.84   2.27
  17         1.40 (0.10)   2.19 (0.10)    1.57 (0.09)   1.35 (0.08)    −0.17   0.84
  18         1.72 (0.11)   2.09 (0.10)    2.13 (0.12)   1.06 (0.09)    −0.41   1.02
  19         1.86 (0.11)   1.06 (0.08)    4.18 (0.25)   −0.61 (0.13)   −2.32   1.67
  20         1.50 (0.09)   1.12 (0.07)    2.41 (0.12)   −0.07 (0.08)   −0.91   1.19

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

In summary, these changes in item parameters and examinee ability generated from a mixture IRT model showed that they affected parameter estimates when fit using a unidimensional IRT model, resulting in significant item parameter bias. In particular, changes involving only item difficulty or item discrimination affected both item parameters. Results also showed altering examinee ability affected both discrimination and difficulty parameters.

### Examinee ability

To examine how changes in item parameters and in examinee ability distribution affected estimates for examinee ability, RMSE was calculated. Table [11](#T11){ref-type="table"} shows these results for the five conditions. Since, RMSE reflects the recovery of examinee ability, both mixture IRT and unidimensional IRT models were used. Both cases for Time 1 and Time 2 are presented. For Time 1 (same for all conditions), the RMSE was 0.21 for the mixture IRT model and 0.28 for the unidimensional IRT model. This shows that the mixture IRT model had a slightly lower RMSE than the unidimensional IRT model. This pattern was the same in Time 2 for conditions 1, 2, and 3. For an increase in item difficulty by 1, the RMSE decreased slightly for both models. However, the RMSE seemed to decrease more for the mixture IRT model when there was a shift involving the discrimination parameter (from 0.21 to 0.18). In conditions 4 and 5 that involve a change in ability distribution, RMSE increased to 0.74 for the mixture IRT model, representing an increase of about 0.50. RMSE also increased for the unidimensional IRT model to 0.61 by about 0.30. This shows that the mixture IRT model had greater bias for examinee ability when their distribution changed.

###### 

**Changes in the root mean squared error (RMSE) of ability estimates using population and estimated values**.

  **Condition**   **Model**                   **RMSE**   
  --------------- --------------------------- ---------- ------
  1               Two-Class 2PL Mixture IRT   0.21       0.20
                  Unidimensional 2PL IRT      0.28       0.24
  2               Two-Class 2PL Mixture IRT   0.21       0.18
                  Unidimensional 2PL IRT      0.28       0.26
  3               Two-Class 2PL Mixture IRT   0.21       0.18
                  Unidimensional 2PL IRT      0.28       0.27
  4               Two-Class 2PL Mixture IRT   0.21       0.74
                  Unidimensional 2PL IRT      0.28       0.61
  5               Two-Class 2PL Mixture IRT   0.21       0.73
                  Unidimensional 2PL IRT      0.28       0.63

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

Table [12](#T12){ref-type="table"} presents the RMSD that reflects the changes in examinee ability across the two scoring occasions. Overall, the RMSDs were relatively minor. However, there were patterns that emerged. For condition 1 that only involved changes in item difficulty, there was almost no change in RMSD. When discrimination increased, RMSD increased to 0.015 for condition 2, which was nearly twice the difference in the unidimensional RMSD of 0.008; a similar pattern was shown for condition 3, where both item discrimination and difficulty increased. For conditions 4 and 5, which involved changes in examinee ability distribution, the deviations were larger for the unidimensional IRT model by nearly double the RMSD of the mixture IRT model. For example in condition 5, the RMSD for the mixture IRT model was 0.012, while it was 0.021 for the unidimensional IRT model.

###### 

**Changes in the root mean squared difference (RMSD) of ability using estimated ability across Time 1 and Time 2**.

  **Condition**   **RMSD**   
  --------------- ---------- -------
  1               0.003      0.002
  2               0.015      0.008
  3               0.014      0.007
  4               0.003      0.006
  5               0.012      0.021

*Simulated with 100 replications using posterior mode estimation. Values in parenthesis represent standard errors*.

### Latent class sizes

Given the population values of 0.60 and 0.40 as the sizes for latent class 1 and latent class 2, respectively, the class sizes were well recovered, regardless of IPD when fit using the mixture IRT model. For conditions that involve an increase in item discrimination for examinees in Group 1, the class size was slightly overestimated. This was found for conditions 2, 3, and 5, which had size estimates of 0.601, 0.603, and 0.605, respectively. In general, IPD did not affect latent class sizes greatly.

### Classification accuracy

To examine how changes in item parameters or examinee ability distribution increased classification accuracy, proportion correctly classified (*P*~*c*~) was calculated for each condition and is presented in Table [13](#T13){ref-type="table"}. The *P*~*c*~ can be viewed as a statistic that measures DIF, as it relates to the quality of classification based on posterior probabilities, which determine whether an examinee belongs to a specific latent class. For a change in item difficulty, the *P*~*c*~ increased by only 0.005 (condition 1). However, for an increase in discrimination, the *P*~*c*~ increased by 0.028 (condition 2). The *P*~*c*~ also increased on average by about 0.042 when the distribution of examinee ability changed (conditions 4 and 5). Compared to item difficulty, changes in item discrimination had a greater impact on classification accuracy---this can affect the degree of DIF. IPD in a mixture IRT model resulting from item discrimination can lead to a minor, yet greater effect on DIF, than changes in item difficulty.

###### 

**Classification accuracy: Proportion correctly classified**.

  **Condition**   **Time 1**   **Time 2**
  --------------- ------------ ------------
  1               0.875        0.880
  2               0.875        0.903
  3               0.875        0.906
  4               0.875        0.918
  5               0.875        0.915

*Simulated with 100 replications using posterior mode estimation*.

Discussion {#s5}
==========

This study examined the impact of IPD and the potentially compounded bias that may occur when the underlying baseline measurement model also holds mixture distributions. A motivation for conducting this study was that tests and measurement models that rely on assumptions of item invariance at baseline have solely been limited to checking for DIF based on manifest variables, while latent characteristics may be ignored. Real-world analysis showed evidence in the presence of mixture distributions using large-scale testing data, and the ensuing simulation study investigated the impact of bias on parameter and ability estimates. These findings call to caution and underscore the need to check for latent subgroups when using IRT models.

Results from real-world data in Study 1 showed that even within an assessment designed for unidimensional analysis, there were latent subgroups that support the analysis of IPD using a mixture IRT model. A real-world data analysis using the 1999, 2003, and 2007 TIMSS administrations showed that a two-class mixture 3PL IRT model fits the data better than a unidimensional 3PL IRT model. Based on estimated item parameters, there were minor deviations in the pseudo-guessing parameter. However, item discrimination and difficulty changed in a notable degree between the three testing administrations. Furthermore, the variance of examinee ability also changed. These findings provided grounds for further analysis using a simulation study.

The simulation study in Study 2 examined the effects of fitting data with latent subgroups using a unidimensional IRT model. Since there were only minor changes in the pseudo-guessing parameter, the two-class mixture 2PL model was used to generate data. Generating values were taken from the estimated item parameters in the TIMSS 1999 results for 20 items. Five conditions were simulated to examine the effect of item parameter estimates and examinee ability estimates when there was IPD resulting from a two-class mixture 2PL model.

Results showed that even when there was IPD resulting from item difficulty in one latent subgroup, this can lead to IPD in both difficulty and discrimination parameter estimates; a similar result was found when only item discrimination was altered. Simulations also showed that changing the distribution of examinee ability can lead to IPD in the unidimensional IRT model. To examine changes in examinee ability, IPD due to an increase in item discrimination affected examinee ability more than changes in item difficulty. The change in examinee ability distribution increased even further when both item discrimination and the distribution of examinee ability changed.

These findings shed new insights into the IPD literature, particularly on the need to check for invariance in latent subgroups. For operational testing programs, population homogeneity has to be examined for each test administration, meaning that the class structure needs to be checked at each time point. Previous studies have examined IPD as a different type of DIF, where the bias was between testing administrations. The results from this study showed that both DIF and IPD can occur, as evidenced by TIMSS 1999, 2003, and 2007 data. The 21 items that were used in this study were trended anchor items that were used to link scores between testing administrations. Although this study showed that the effect of IPD on examinee ability was minor, further investigation into this issue is warranted. Minimal changes in examinee ability arising from multiple factors---changes in item parameters and in examinee ability---can again affect model-based prediction of examinee ability. Moreover, statistics that facilitate detection of IPD for latent subgroups need to be developed with practically useful criteria for applied users.

There are a variety of factors that can lead to IPD. However, when researchers fail to check for the presence of latent subgroups, bias in item and ability estimates may increase even further when IPD occurs. Given the nature of the data, this study examined the behavior of trended anchor items that were used for linking and scaling test scores. This issue becomes critical for test development that use anchor items to trend ability scores. The investigation of IPD of mixture distributions should provide new understandings not only on traditional issues of DIF, but also on equating and linking mixture IRT models, which is beginning to raise interest among researchers (Paek et al., [@B36]; Han et al., [@B21]; Makransky et al., [@B29]). At the least, this study provides strong motivation for operational testing programs to check for invariance from latent characteristics at baseline, in addition to testing for DIF based on manifest variables to support the invariance assumption of IRT models. For greater generality, future simulation studies should include more varied conditions including multiple latent subgroups (more than 3 groups) as well as examining different item lengths and sample sizes. These conditions may provide a better understanding of IPD as well as their effect on large-scale assessments.
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