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Abstract: The finger-vein biometric offers higher degree of security, personal 
privacy and strong anti-spoofing capabilities than most other biometric modalities 
employed today. Emerging privacy concerns with the database acquisition and lack 
of availability of large scale finger-vein databases have posed challenges in 
exploring this technology for large scale applications. This paper details the first 
such attempt to synthesize finger-vein images and presents analysis of synthesized 
images for the biometrics authentication. We generate a database of 50,000 finger-
vein images, corresponding to 5000 different subjects, with 10 different 
synthesized finger-vein images from each of the subject. We use tractable 
probability models to compare synthesized finger-vein images with the real finger-
vein images for their image variability. This paper also presents matching accuracy 
using the synthesized finger-vein database from 5000 different subjects, using 
225000 genuine and 1249750000 impostor matching scores, which suggests 
significant promises from this finger-vein biometric modality for large scale 
biometrics applications. 
1 Introduction 
Biometric identification using finger-vein patterns typically matches the profile of 
subcutaneous finger-vein network. The finger-vein biometric is not visible with naked 
eye, which makes it very difficult to covertly acquire and extremely difficult to alter 
their integrity. Therefore finger-vein biometrics offers high degree of privacy, 
anonymity, security and anti-spoofing capability over other popular biometrics like face, 
iris or even fingerprint.  Several databases of finger-vein images have recently been 
introduced [KZ12, YLS11, TV13, ZLL+13, MASR14]. However, these databases are 
relatively smaller (than those available for face or iris) and uses small number of subjects 
for imaging (see table 2).  Therefore it is impossible to undertake the developed 
identification algorithms to extensive testing. The acquisition of large scale biometric 
databases is expensive and inconvenient for the subjects, due to the privacy concerns 
related with biometrics. In order to address some of these problems, several synthetic 
biometric databases have been developed [Cap04, ZSC07, WHST08]. However, finger-
vein image synthesis had not yet attained the attention of researchers.   
 
 
In this paper we develop a finger-vein image synthesis model, based on vein pattern 
growth from nodes to patterns, which incorporates realistic imaging variations to 
synthesize finger-vein images for biometrics. The anatomy of the finger-veins is firstly 
analyzed (section 3) and the influence of finger-vein acquisition methods is then 
introduced (section 4). These formulations are used as a basis for the generation of 
synthetic finger-vein images (section 5). The performance of a developed synthetic 
finger-vein image database is analyzed (section 6), using tractable probability models 
and also the actual matching performance. 
2 Related Prior Work 
There has been increasing interest to explore vascular patterns for biometrics 
identification [KP09], [KZ12]. Several commercial systems have already been 
introduced and available for commercial usage. Earlier efforts to match finger-vein 
patterns using repeated line tracking approach is described in [MNM04]. Yang et al. 
[YSY10] investigated the finger-vein authentication using a bank of Gabor filters.  
Several publications illustrate local binary pattern based matching of finger-vein features 
[RSS11, LLP09]. One of the most comprehensive works on finger-vein identification, 
with comparison of multiple finger vein matchers on relatively larger database, appears 
in [KZ12]. This paper also proposes to enhance finger-vein identification using 
simultaneously extracted fingerprint images. 
        Another approach to improve finger-vein recognition accuracy is to perform 
restoration of finger-vein images degraded by the light scattering in the finger skin. Such 
an approach is described in [YSY12] and uses a biologically motivated optical model. 
Lee and Park [LP11] use an image restoration model that can account for optical blur 
and skin scattering, to improve the finger-vein matching accuracy.  
      Synthesis of biometric images enables modeling of vital anatomical evidences 
underlying the respective biometric images and noise obscuring the recovery of 
underlying features. The image synthesis also enables development of large scale 
biometrics databases for the performance evaluation and improvement in the real 
Table 1: Summary of prior work on biometric image synthesis for different modalities 
Modality Ref. Approach Database 
Iris [ZSC07] Generation of synthetic fibers and adding top layers 
200 individuals, 2 iris classes per 
individual, 6 iris images per class 
Fingerprint [Cap04] Generation of directional map and ridge pattern, combined with a density map 
Adjustable up to 100000 fingers with 
each up to 100 samples 
Face [BV99] Forming linear combinations of prototypes derived from real faces 
Not provided 
Palmprint [WHST08] Patch-based sampling on extracted principle lines 
300 classes with each 20 images. Total 
images: 6000 
Finger-Vein This Paper Random vein pattern growth combined with imaging variability models 
5000 subjects with each 10 finger-vein 
images, Total images: 50,000 
Table 2: Summary of the finger-vein image databases developed in the references 
Database Ref. Size Sessions Public 
Hong Kong Polytechnic 
University 
[KZ12] 6264 images from 156 subjects, 2 fingers per subject 2 Yes 
SDUMLA-HMT [YLS11] 3816 images, 6 fingers per subjects 1 Yes 
University of Twente [TV13] 1440 images of 60 subjects 2 No 
FV-USM [MASR14] 5904 images of 123 subjects, 492 different finger classes 2 Yes 
CFVD [ZLL+13] 1345 images of 13 subjects, 130 different fingers 2 No 
 
 
systems. Another use of synthesized biometrics database lies in detecting and evaluating 
integrity of a given biometrics system. There have been several promising efforts to 
synthesize biometrics image databases for other popular biometric modalities. Table 1 
summarizes such related prior work and also underlines our work in this paper.  
3 Anatomy of Finger-Veins 
The veins in the fingers can be divided into two sets, the superficial veins and the deep 
veins. The deep veins lay usually alongside the arteries, where the superficial veins are 
closer to the surface of the body [Gra18]. The superficial veins of the hand contain the 
dorsal digital veins and the palmar digital veins, which pass along the sides of the fingers 
and contain a venous network in between [Gra18] (see figure 1). Loda states that the 
veins in the finger are located almost exclusively at the dorsal side of the finger [Lod99]. 
From the nail, small veins meet at the distal interphalangeal joint where they form one or 
two small central veins, with a diameter of approximately 0.5 mm [Lod99]. The veins 
become more prominent and numerous at the proximal interphalangeal level, where they 
form anastomotic arches. Sukop et al. [SND+07] found that the three-phalanx fingers 
contain the same typical statistics about the dorsal venous systems (figure 2). There are 
two veins at both the radial and ulnar side of the proximal phalanx with a diameter over 
1 mm, leading to the hand palm. These two veins form an arch above the proximal 
phalanx [SND+07]. 
4 Imaging Variation in Finger-Vein Images 
The finger-vein imaging typically uses near infrared (NIR) spectroscopy, with a 
wavelength between 700nm to 1400nm [XS08]. The veins become visible, because of 
the hemoglobin in the blood plasma. At 760 nm light-absorption is almost only 
performed by de-oxidized hemoglobin and not by oxidized hemoglobin [CC+07]. When 
a suitable wavelength is chosen, the arteries, which contain mostly HbO, will not be 
visible in the finger-vein image. The NIR-scanning device cannot penetrate deep into the 
skin and therefore the deep veins are not captured in the images [CC+07]. The 
interphalangeal joints result in a higher light penetration through the finger, because the 
joint is filled with fluid, which has a lower density than bones [YS12]. This is the key 
reason for the illumination variation commonly observed in finger-vein images.       
While acquiring the finger-vein patterns, the images are expected to be degraded, due 
to scattering and optical blur. Such depth-of-field blur of the camera can be modeled 
 
Figure 1: The veins on dorsum of the hand [Gray18] 
 
Figure 2: Typical statistics of blood veins in human fingers 
 
 
using Gaussian blur [KP07], whose parameters can be experimentally estimated. Such 
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with as parameters 𝜎 = 𝑘𝑅 and (x,y) are the spatial indices. k is a parameter determined 









) in which D is the diameter of the lens aperture, s the distance 
between the lens and the image plain,  f  the focal distance of the camera and u the 
distance between the lens and the object, which will vary for every finger-vein image. 
 
The finger-vein images are also expected to be degraded due to skin scattering, which 
can be modeled by a model which includes the absorption and scattering coefficients of 
the skin and the thickness of the skin [LP11]. At a wavelength of 850 nm the absorption 
and scattering coefficients of the finger skin are 0.005 and 0.61 mm-1 respectively and 
that the thickness of the finger skin is about 3-4 mm [LP11]. The PSF can be defined as 
𝑃௦(𝜌) =   
3𝑃ூ
(4𝜋)ଶ










with 𝑃ூ  the total power of illumination at a point in the vein region, d the depth of a point 
from the skin surface, ρ the distance perpendicular to the direction of d. κ is defined as 
𝜅ௗ = 3𝜇௔(𝜇௦ᇱ + 𝜇௔). 𝜇௔ is the absorption coefficient of the skin and 𝜇௦ᇱ  the reduced 
scattering coefficient. 
     These two PSFs often degrade the quality of finger-vein images. The NIR-
illumination from the source is absorbed by the human tissues, which mainly consists of 
the skin, bones and vessels. The transmitted light (𝐼௧௥) after attenuation can be estimated 
as follows:  
𝐼௧௥ = 𝐼଴𝑒ିఓ஽ (3) 
where I0 represents the finger-vein image without any degradation, D is the depth of the 
object and μ is the transport attenuation coefficient [YSY12]. 
5 Synthesizing Finger-Vein Images 
The proposed method for generating synthetic finger-vein images can be divided into 
three main parts (see figure 3). Firstly the root vein nodes are generated, based on 
several node parameters. These root vein nodes are different for different fingers, but are 
assumed to be stable for images from the same finger, since they represent the anatomy 
of the finger. The root vein nodes are used to grow the thickened vein patterns for the 
synthesized image. Finally the grown vein patterns are used to transform into acquired 
finger-vein images by incorporating the absorption and scattering of skin and blood (see 
figure 4). Each of these three key steps is described in the following three subsections.  
(d) Final image after optical blur (c) Scatter blur 
(c) Lightened image (b) Vein pattern (a) Vein node generation 
Figure 4: Typical output corresponding to key steps of Figure 3 




5.1 Vein Node Generation 
The root finger-vein nodes are generated, using a grow method, inspired by the 
generation of leaf venation patterns proposed in reference [RFL+05]. This model makes 
use of sources, which influence the direction in which new vessel nodes will be grown. 
An iterative loop is used, to grow the veins towards the sources, until the algorithm has 
converged (see figure 5). During this iterative process new sources are added, which 
should be further than a birth distance Bd from the other sources and veins. A source is 
removed when a vein reaches that source in the kill distance Kd. 
The generation of vein nodes largely depends on the sources in the neighborhood. 
Sources are linked to vein nodes, if they are relative neighbors of each other. For every 
source linked to a vein node, the normalized vector between them is calculated and these 
vectors are added up. A new vein node is grown in the resulting direction of this vector. 
The source should be remained until all nodes growing to the source are in the killing 
distance of that source.  
In our approach the generation of vein nodes begins with two1 key vessels, on which 
some stable sources are chosen. Around and between these main vessels, random sources 
are placed. The growing of new vein nodes will continue until all sources are deleted, or 
until the sources do not result in new nodes anymore. After all the stable sources are 
removed, no more new sources will be placed. The finger is divided in three parts based 
on the locations of the phalanges and according to the statistics observed in [BK10]. 
Depending on the different part of the finger, the statistics of the source placement 
differs (see table 3). We select randomly located starting points, to begin the vein 
generation process. 
In order to reduce the computational requirements, we incorporate active vein nodes 
in our model. When a vein node was not linked to any of the sources for two times, the 
node becomes inactive. Inactive nodes will not be processed anymore. When a new 
source is added, all the vein nodes in a certain distance are made active again, to make it 
possible to grow new nodes towards those newly placed sources. 
5.2 Vein Pattern Generation 
Once the desired vein nodes have been generated, these nodes are connected into a 
thickened pattern that characterizes a vascular network (see figure 6). For every image 
from the same subject and same finger, a small distortion is added to the positions of the 
vein nodes, by randomly shifting the basic vein pixels a few pixels. The main vein points 
and the other vein points are connected to each other separately, using dilation and 
thinning.  
                                                          
1 At least two, as indicated from anatomical studies in [SND+07] 
Figure 5: Block diagram and the pseudocode of the key steps for the vein node generation 
Generate vein nodes 
initialize sources, starting point 
while(~Converged) 
     for  P = every active point 
          S = find all sources that are relative neighbor 
          if(dist(Si,P) < Dk && source not linked to other node) 
               remove Si 
          end 
          if(size(S) > 0) 
               V = normalize(sum(normalize(Si – P))) 
               Pnew = P + V 
          end 
     end 
     if(size(Sstable) > 0) 
          Snew = new random source, dist(all P, Snew) > Bd 






The thickness of the veins is computed, using random basic parameters with small 
fluctuations for genuine or intra-class images (see table 4). The key uppermost and 
lowermost vessels are firstly thickened and this process starts from the top (nail end) of 
the fingers. For every vessel point a small amount of thickness is added. The branches 
are processed, starting with the veins that branches out of the key vessels (see figure 7). 
Reference [RFL+05] use Murray's law to calculate the thickness of the branched leaf 
veins, using 𝑟௣௔௥௘௡௧ଷ =   ∑ 𝑟௖௛௜௟ௗ೙
ଷ௡
ଵ , where rparent represents the thickness of the vein before 
branching and rchild  is the thickness of the veins that branches out of the parent vein. This 
step is incorporated likewise, with the simplification that every child gets the same 




. For every new vein point, the thickness is decreased by small 
amount/pixels. Veins that are between two branchpoints of a different thickness are 
assigned the average thickness of both branchpoints. After the thickness is computed for 
every vein point, the thinned vein pattern is converted into a thicken image using dilation 
with a perpendicular line onto the vein direction. 
Table 3 : Details on the parameters used to model the root vein nodes. 
Parameter Values 
Length of the proximal phalanx 39.78 ± 4.94 mm [BK10] 
Length of the medial phalanx 22.38 ± 2.51 mm [BK10] 
Length of the distal phalanx 15.82 ± 2.26 mm [BK10] 
Soft tissues of tip of distal phalanx 3.84 ± 0.59 mm [BK10] 
Distance between source and vein node, in which source will be removed (Kd) Uniform between 1 and 2 
Distance needed for generating a new source in the proximal phalanx (Bdp) Uniform between 4 and 7 
Distance needed for generating a new source in the middle phalanx (Bdm) Uniform between 4 and 6 
Distance needed for generating a new source in the distal phalanx (Bdd) Uniform between 4 and 5 
Distance needed for generating a new source at the edges of the finger (Bde) Uniform between 2 and 5 
Distance needed between the starting points (Bds) Uniform between 3 and 10 
Distance for which endpoints of lines are added as sources of other vein nodes Uniform between 5 and 12 















Amount of stable sources in proximal phalanx (Nsp) 3 - 5 
Amount of stable sources in middle phalanx (Nsm) 3 – 5 
Amount of stable sources in top phalanx (Nst) 2 - 3 
Amount of stable sources on the edges of the finger (Nse) 2 - 3 
Amount of starting vein nodes (Nss) 2 – 3 
Change that a new source point is generated (p) Uniform between 0.3 and 0.5 
Stepsize between two new nodes 2 
Finger width 20 mm 
Average distance from main vessels from edge (dM) Uniform between 1.5 and 5.5 
Variance in distance from main vessel from edge (vM) Uniform between 1 and 2 
Amount of sample points for main vessel generation (NM) 4 – 8 
Distance for source placing outside main vessels 3 
Figure 6: Block diagram of the key steps used to convert the vein nodes into a vein pattern 
 
 
5.3 Finger-Vein Image Generation 
The expected influence due to the illumination and the imaging setup are incorporated in 
the vein pattern images generated (figure 8) from previous section (figure 6). The basic 
vein patterns generated from the steps in figure 7 are firstly band pass filtered using a 
Gabor filter, to accentuate different part of the vein patterns. The filter is used for one 
orientation, with a small variation for every different image of the same subject. The 10 
percent lowest outcome values of the Gabor filtering, will be attenuated by a predefined 
factor (fixed as 4 in our experiments). The illumination effects and variations are 
modeled using equations (1), (2) and (3). The effect of the depth of the tissues in the 
finger is varied for every subject and this variation is kept smaller for intra-class images.  
The bones of the fingers are modeled, using an elliptic function and have a thickness of 
about 1 cm. The interphalangeal joints are mimicked as two regions of 1.5 - 2 cm, in 
which the bone thickness is expected to be smaller, according to the observations made 
in [YS12]. Random points are generated in these areas, which are dilated and the convex 
Table 4: Details on the parameters used for the conversion into vessel patterns. 
For generating images of different subjects 
Parameter Values 
Width of the dilation structure 15 
Minimum thickness of the main vessel (THBasic) Uniform between 7.5 and 9.4 
Thickness increasing for main vessel (THInc) Uniform between 0.006 and 0.01 – THBasic / 2000 
Thickness decreasing for branches (THDec) Uniform between 0.001 and 0.002 * THBasic 
For generating images of same subjects 
Parameter Values 
Variation in minimum thickness of main vessel (VarTHBasic) Uniform between -2 and 2 
Variation in increasing factor for images of same subjects 
(VarTHInc) 
Uniform between -0.006 and 0.006 
Variation in decreasing factor for images of same subjects 
(VarTHDec) 
Uniform between -0.0005 and 0.0005 * THBasic /2 
Variation in the place of the vessel nodes 4 
Variation in the place of the nodes of the main vessels 2 
 
Figure 8: The block diagram for the key steps in the process employed to convert the vein patterns into finger-
vein images corresponsing to near-infrared imaging in the developed synthetic database. 
Figure 7: Block diagram and the pseudocode of the key steps for the vein thickness estimation of Figure 6 
Compute basic thickness veins 
find right key vessel ends 
 
while(~ end key vessel) 
     thickness node =  THBasic + THInc + VarTHInc 
end 
while(~Done) 
     B = find branches 
     THBranch = sqrt3(THparent^3/length(B)) 
     for every B 
          THnode = THBranch 
          while(~(End branch || New branch)) 
               THnextNode = THNode – THDec - VarTHDec 
          end 





hull of these dilated points is estimated. This convex hull is used as area to mimic the 
interphalangeal joint. For every image generated from the same subject this joint area is 
marginally adjusted, using the dilation and erosion with different structuring elements. 
     In order to incorporate the overall near-infrared illumination (back-lightening) and 
variability in this illumination from the interphalangeal joints areas, Perlin nose is used. 
Perlin noise can be used to create coherent noise over space [Per]. Perlin noise with large 
variety is used to create a more skin like structure and Perlin noise with low variety 
mimics the overall changes in the light transmission. The parameters incorporated in our 
synthesis model are provided in table 5. 
Table 5: Details on the parameters used for the modeling of synthetic finger-vein images 
Generating images from different subjects 
Parameter Values 
Skin thickness Uniform between 1.5 and 3.5 mm 
Range of the basic density map Values between 0.72 and 1.32 
Factor in which bone thickness at joints decreases Between 0.805 and 0.986 
Light absorption of the vessels 40 * skinThickness 
Light absorption of skin used in lightening image 200 
Light absorption of bones used in lightening image 30 





Frequency of the Gabor filter 0.08 
Size of the Gabor filter 19 
Basic depth of the vessels (δ1 - δm) Uniform between 7 and 15 mm 
Basic depth of the tissue (λ1 - λm) Uniform between 3 and 5 mm 
Absorption coefficient of skin used in scatter blur 0.005 / mm 
Scattering coefficient of skin used in scatter blur 0.61 / mm 
Camera parameter k for optical blur 1
7
√3 
Distance between lens and image plane (ζ1 - ζm) 3.06524 mm 
Diameter of lens aperture 6 mm 
Basic distance between lens and finger Uniform between 4 and 6 mm 
Focal length of camera 2.753 mm 
Width of the joint regions Uniform between 1.5 and 2 mm 
Generating images from same subjects 
Parameter Values 
Dilation and erosion width for adjusting joint regions Uniform between 8 and 10 
Dilation and erosion structures Diamond, disk or square 
Range of Perlin noise to adjust the joint regions Between 0.7 and 1.3 
Variation of orientation of Gabor filter (Δθ1 - Δθn) Uniform between -0.1 and 0.1 
Multiplication factor of the basic density map Uniform between 0.99 and 1.01 
Variation  in  the  depth  of  the  vessels  (Δδ1 - Δδn) Uniform between -3 and 3 
Variation  in  the  depth  of  the  tissues  (Δλ1 - Δλn) Uniform between -0.25 and 0.25 
Variation  in  the  distance  between  lens  and  finger  (Δζ1 - Δζn) Uniform between -0.5 and 0.5 mm  




6 Experiments and Results 
6.1 Database Generation 
We evaluated the proposed approach to synthesize the finger-vein images by generating 
a large database of 50,000 finger-vein images corresponding to 5000 different subjects. 
Some of the sample images from the proposed approach are reproduced in figure 9. This 
figure also includes image samples from the real finger-vein database acquired in 
[KZ12]. It can be ascertained from the visual inspection that the quality of synthesized 
finger-vein images is quite similar to those acquired from the real finger-vein imaging 
setup. The images in figure 10 illustrates typical intra-class and inter-class variations in 
the synthesized finger-vein images. 
6.2 Similarity Analysis between Synthesized and Real Images 
In order to ascertain distinguishability of synthesized vein images with those acquired 
from real imaging setup, we model their lower-order probability densities of pixel values 
in the respective images using Bessel K form [GS01, Sri02]. Grenander and Srivastava 
[GS01] show that these Bessel K forms can be represented by two parameters: a shape 
parameter p, p > 0 and a scale parameter c, c > 0. The image level comparison can be 
performed by comparing the Bessel K forms of two (filtered) images. 
       Given an image I and a filter F, the filtered image Ii can be recovered by Ii = I*F, 
where * denotes a 2D convolution. Under the conditions as stated in [Sri02], the density 
functions of the filtered image Ii can be approximated by 







where K the modified Bessel function and Z a normalization constant, given by 
𝑍(𝑝, 𝑐) =   √𝜋Γ(𝑝)(2𝑐)଴.ହ௣ା଴.ଶହ (5) 
In order to estimate the required probability density functions, the parameters p and c 
have to be determined, based on the observed image pixel data, using 
?̂? = ଷ
ௌ௄(ூ೔)ିଷ
 and ?̂? = ௌ௏(ூ೔)
௣ො
 (6) 
Figure 10: Sample images to illustrate inter-class similarity and intra-class variability 
Figure 9: Sample images from the synthesized finger-vein databse in (a), (b) and (e). The images in (c) & (d) are real images from real finger-
vein database in [KZ12] 
(e) (d) (c) (b) (a) 
(b) Inter-Class (Different Subject) 
 




where SK represents the sample kurtosis and SV  represents sample variance of the pixel 
values in Ii. Since the estimation of p is sensitive to the outliers, the estimation is 
replaced by an estimation based on quantiles, as proposed in [ZSC07]: 
                                           𝑆𝐾෢(𝐼௜) =   
௤బ.వవఱ(ூ೔)ି  ௤బ.బబఱ(ூ೔)
௤బ.ళఱ(ூ೔)ି௤బ.మఱ(ூ೔)
                                                  (7) 
where qx(.) is the quantile function, that returns the x quantile of a set of samples. In 
order to analyze the performance on texture level, three images are selected: a synthetic 
finger-vein image, a real finger-vein image and a natural image. The images are scaled to 
the same size and the intensity values scaled to the same level. Thereafter a difference 
image between the original image and a 5 horizontal pixels shifted version is computed 
and Gabor filtered. Their estimated and observed pixel densities are comparatively 
illustrated figure 11. We selected 8 images from each of the three groups (real, synthetic, 
natural) and estimated their parameters as shown in table 6. The range of the estimated 
parameters from the real finger-vein images is quite similar or close to those from the 
synthesized finger-vein images. However these parameters are significantly different 
with those from the natural images. 
      In order to determine the differences between two Bessel K forms, different distance 
measures can be explored. The KL divergence [Sri02] between two density functions f1 
and f2 is defined as follows: 






The L2-metric [Sri02] between two Bessel K can be computed as follows:  




   (9) 
Using these distance measures, the Bessel K forms for the twelve images, four selected 
from each groups, i.e., real, synthetic and natural, are compared and classified. All 
Table 1: Estimated Bessel K parameters for different images 
Synthetic Real Natural 
p c p c p c 
1.10 5.85 10-4 1.13 4.36 10-4 3.86 0.062 
0.81 4.67 10-4 1.21 5.85 10-4 0.60 0.11 
1.03 5.56 10-4 1.73 1.49 10-4 1.62 0.023 
1.04 5.01 10-4 0.75 0.0010 1.21 0.026 
1.30 4.58 10-4 1.12 4.51 10-4 0.94 0.021 
1.27 3.69 10-4 1.49 7.01 10-4 1.02 0.031 
0.90 4.13 10-4 1.32 0.0017 1.32 0.024 
1.08 5.00 10-4 1.25 6.44 10-4 2.14 0.22 
(a) Synthetic (b) Real (c) Natural 
Figure 11: Original images, their filtered versions and their observed densities (dashed lines) and estimaed 
Bessel K forms 
 
 
images were scaled/selected to be of same size where after the difference image is 
computed and Gabor filtered. Their Bessel K forms are estimated and compared, using 
the both distance measures in equation (8) and (9). The dendrogram plots in figure 12 
illustrate the results of the classifications, based on these comparisons. In this figure, 
number 1-4 denote natural images, 5-8 denotes real finger-vein images and 9-12 denote 
synthetic finger-vein images. It can be observed that the natural images are distinctly 
classified from the finger-vein images in both the cases.  
6.3 Identification Performance 
The key purpose of synthetic finger-vein generation is for the biometrics identification. 
The recovery of finger-vein images using anatomical characteristics and incorporating 
realistic imaging variations, such as from the model in this paper, can help to estimate 
upper bond [KK13] on the performance from the finger-vein matching technologies. We 
ascertain finger-vein matching performance from the database corresponding to 5000 
subjects using their 50,000 synthesized finger-vein images. The matcher employed in 
our experiments is based on recovering and matching binary pattern (LBP). The 
synthetic images are firstly enhanced, using the histogram equalization. The normalized 
LBP histograms are then computed, using 8 subparts, a radius of 5 pixels and 8 sample 
points on this radius. The matching scores are computed from the histogram similarity 
using the Chi squared distance [Gag10]. We generated 225000 genuine scores and 
1249750000 impostor scores to estimate the matching accuracy for large scale database. 
The normalized histogram of these scores is shown in figure 13, while its receiver 
operating characteristics is shown in figure 14. The experiments achieve an equal error 
rate of 0.049%. 
7 Conclusions and Further Work 
This paper has presented first attempt to model synthetic finger-vein generation and 
developed a synthetic finger-vein database of 50,000 images corresponding to 5000 
different subjects. Our synthetic model  is based on anatomical characteristics of fingers 
and incorporates realistic imaging variations introduced in the finger-vein imaging 
sensors. Our anaysis in section 6.2 suggests that the synthesized finger-vein images from 
Figure 14: Receiver operating characteristics from 
synthetic finger-vein images 
Figure 13: Normalized histograms of the 
genuine and impostor matching scores 
Figure 12: Dendrogram clustering of the distance metrics dI (left) and dKL (right). 1-4 natural, 5-8 
real finger vein, while 9-12 are synthetic finger-vein images 
 
 
the proposed model very closely follows (comparisons using Bessel K form) real finger-
vein images acquired using conventional approaches. We also presented patching 
performance corresponding to 5000 different subjects, using 225000 genuine and more 
than 1249 million impostor scores, which indicate significant potential from this 
modality for the large scale biometrics applications. 
       Despite first promising effort towards synthesizing realistic finger-vein images 
detailed in this paper, there are several areas which need further work. In our work we 
assumed a relative constant illumination between genuine images. During the real finger-
vein imaging the variations in the illumination, especially for the same class images, can 
be much larger. Therefore further work is required to incoperate such significant 
variations in the imaging.   
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