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Chapter 1
Introduction
1.1 Energy usage for cooling
Since the industrial revolution in early 18th century, the world is going through a con-
stant and accelerating change with advanced technology for a better life. A huge
amount of energy is required globally for keeping this entire system active and ready
for further development. During this technological and industrial advancement, ir-
reversible and fatal changes have been aﬀecting the environment with an alerting
decrease in the current energy resources. A major part of the energy that we use
today is spent for refrigeration. For example, around 34 % in U.S.A. with an overall
global usage of 15 % of the total energy is used for cooling puposes,1 like: air-
conditioning, freezing, chilling for medical / research / food-storage applications.2
Current cooling-devices rely on the chlorofluorocarbon (CFC) or hydrochlorofluoro-
carbon (HCFC) based compressor techniques.3 This technique has low energy eﬃ-
ciency with no hope for further improvement and adverse environmental eﬀects like,
ozone layer depletion / global warming. As a result there are growing international
concern. Although it is a wide-spread and major energy-consuming process, a little
have been done to replace this age-old technology. So in a recent drive to replace
this, several solid-state refrigeration techniques are proposed. Among them, optical
refrigeration,4 thermoelectric refrigeration,5 electric refrigeration,6 elastocaloric7 and
magnetocaloric eﬀects8 are viable as an alternative technique since these are gradually
becoming eﬃcient and aﬀordable. There are indications that the cooling eﬃciency in
the magnetic refrigerators might reach a theoretical limit of 60 % in contrast to the
limit of 40 % eﬃciency in the gas-filled refrigerators.9 In addition to this, the mag-
netic refrigerators are comparatively safer, quieter and compact than the traditional
method. Moreover these have almost no environmental side-eﬀects. A complete
understanding of the physical properties at the fundamental level coupled with some
clever engineering will help the system to become a full alternative to the current
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technologies.
1.2 Magnetic Refrigeration
1.2.1 Magnetocaloric Eﬀect
Magnetic refrigeration is based on the magnetocaloric eﬀect (MCE), first discovered
by Weiss and Piccard in 1915.10 The MCE is a magneto-thermodynamic phenomenon
and is defined as the thermal response to any magnetic materials due to the applica-
tion of a magnetic field.3 It originates from the interaction of an external magnetic
field with the local magnetic moments.11 The MCE represents field-induced variation
of internal energy of a magnetic system. In the solid phase of a paramagnetic sys-
tem, the atoms do not have relative translational motion and their thermal energy
is solely contained within the phonon vibrational modes (and the magnetic contribu-
tion). When the system is magnetized from the paramagnetic to the ferromagnetic
phase under adiabatic conditions, the local magnetic moments align along the applied
magnetic field. An increment in the spin-ordering is responsible for a decrease of an
equal amount of magnetic entropy of the system under adiabatic condition. Now, the
total entropy of the system is composed of a combination of lattice (Sl), electronic
(Se) and magnetic (Sm) parts. Since the adiabatic condition limits heat exchange
between the system and its surroundings, the total entropy remains constant. Thus a
decrease in the magnetic entropy (- Sm) will be compensated by an increase of lattice
entropy that is realized in the form of phonon vibrations. As a result, the temperature
increases during this process and this is classified as the adiabatic temperature change
( Tad).  Sm or  Tad is used as a measure of MCE. Since the process is reversible,
a similar but opposite process occurs when the magnetic field is removed from the
system. This process can be used for cooling purpose. The cycle is described below.
Figure 1.1: Schematic demonstration of magnetic refrigeration.
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The thermodynamic cycle is performed for refrigeration; analogous to the Carnot
cycle. But instead of controlling the temperature change through the increase (de-
crease) of pressure, the magnetic field strength is increased (decreased) instead.12
The working refrigerant material starts in thermal equilibrium at T with the environ-
ment. First the system goes through adiabatic magnetization under applied magnetic
field (+H) with a decrease in heat capacity and Sm that changes the temperature to
T+ Tad. The added heat then can be removed ( Q) in an isomagnetic-enthalpic
transfer. In the next step, the magnetic field is removed (H = 0) in an adiabatic de-
magnetization process, when the latent heat is absorbed and the system cools down.
At this point, the refrigerant material comes in contact with the refrigerator and
absorbs heat through isomagnetic entropy transfer to cool it down.
1.2.2 Magnetocaloric Materials
For a very long time the MCE was used for achieving ultra low temperatures by the
use of adiabatic demagnetization of paramagnetic substances beginning in 1933.13
Magnetic refrigeration was historically the first technique ever to achieve temperature
below 1 K. For this long period, the magnetocaloric materials used for the room
temperature applications were dependent on rare-earth elements with large magnetic
moments. Higher costs related to the scarcity and the smaller size of the MCE limited
their applications and mass production. Where the most promising of them, namely
Gd with a  Sm value of 9.8 Jkg 1K 1 and  Tad value of 11.6 K near the room
temperature (TC = 293 K) are rather small to compete with the vapor-compressed
cycle.
In 1997 Pecharsky and Gschneidner revived the field of room temperature magnetic
refrigeration by discovering the giant magnetocaloric eﬀect (GMCE) in Gd5Si2Ge2.
The material exhibits a first order phase transition near TC (= 270 K) with a 50 %
enhanced MCE compared to pure Gd, comparable to the conventional refrigerators.8
After this breakthrough, research on magnetocaloric materials has grown exponen-
tially and a number of materials were discovered exhibiting GMCE. For example,
MnAs1 xSbx (Wada and Tanabe, 2001)15; La(Fe1 xSix)13 (Hu et. al., 2001)16 and
their hydrides17; MnFeP1 xAsx (Tegus et. al., 2002)18; Ni2+xMn1 xGa Heusler al-
loys (Pasquale et. al., 2004)19; Ni0.5Mn0.5 xSnx (Krenke et. al., 2005)20 FeRh
alloys21 and MnCoGeBx alloys (Trung et. al., 2010)22. In order to improve eﬃciency
and aﬀordability of a magnetocaloric device, current activities are mostly focused on
high MCE materials with reduced costs. Other related factors are also important
while choosing appropriate materials, namely environmental impact, production and
material costs, mechanical stability and durability, heat conductivity and electrical re-
sistivity.8,11,12 Another major criterion for selection is the usage of permanent magnet
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Figure 1.2: Adiabatic temperature change (H = 2 T) for the most researched ambient
magnetic refrigerants at either a purely magnetic transition temperature TC (second-
order transition, marked by hatched pattern) or magnetostructural coupling transition
temperature Tm (first-order transition, solid fill-pattern). Taken from Ref. 14 with
permissions.
with a magnetic field below 2 T, since the field requirement above 2 T requires a
superconducting magnet that is infeasible in domestic applications. Recent advance-
ments in this field have already established remarkable advantages of the commercial
competitiveness of magnetic cooling over conventional cooling. BASF designs based
on MnFeSi1 xPx have recently demonstrated first commercial cooling appliance with
35 % improved eﬃciency compared with the cooling and air-conditioning systems
known today.23
1.3 Magneto-elastic Transition and Mixed Magnetism
The temperature or the entropy change during the magnetic transitions from a fer-
romagnetic to a paramagnetic state and vice-versa, determine the size of MCE. For
a larger value of these quantities and a smaller temperature window of operation, a
first order magnetic transition is preferred with a minimal amount of hysteresis loss.
The lower hysteresis is in particular important while working in a smaller magnetic
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field below 1 T. La(Fe1 xSix)13 and MnFe(P1 xTx) [with T = Si, Ge and As] can be
tuned for a minimal hysteresis loss around the phase transition, making them ideal
candidate for applications.12,24 The large MCE in cubic La(Fe1 xSix)13 based mate-
rials is associated with the temperature and field-induced metamagnetic transition,
which comes along with a s1.5 % volume change. Hexagonal MnFe(P1 xTx) based
materials display a temperature and field-induced metamagnetic transition that is ac-
companied by a significant change in the c/a ratio but hardly any changes in the
volume. Such transitions are termed as magneto-elastic transition (MET). The elas-
tic and the magnetic transitions add up and hence give rise to a larger entropy change
during MET.
Figure 1.3: Temperature dependence of (a) magnetization and (b) lattice parameters
measured in a magnetic field of 1 T with a sweep rate of 1 K·min 1 upon cooling and
heating for the MnxFe1.95xP0.50Si0.50. Taken from Ref. 25 with permissions.
The magneto elastic transition is shown in the Figure 1.3 for MnxFe1.95xP0.50Si0.50
compounds. The magnetic transition (Figure 1.3a) coincides with an elastic transi-
tion (Figure 1.3b) at the same temperature. The transitions have clear first-order
behavior. The entropy change at the transition is a combination of both magnetic
and elastic change at TC. The interconnection between this magnetic and the elastic
degrees of freedom has recently been explored using density functional theory (DFT).
Electronic structure calculation provided insights in the structure and electronic prop-
erties. Analyzing the changes in the electron density and the density of states (DOS)
a theory has been proposed to explain such magneto-elastic transition. Figure 1.4a
and Figure 1.4b represent the DOS of Fe and Mn in the FM and AFM phases re-
spectively. From these figures it is clear that the Fe atom loses its magnetic moment
while Mn atom retains it during the transition. However, the direction of the mag-
netic moment in Mn atoms is arranged in such a way to minimize the total moment.
This was the first example of such materials where the strongly magnetic (Mn) and
weakly magnetic (Fe) atoms exist together. Such an arrangement of magnetic atoms
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was termed as mixed magnetism.26 It is well known that magnetism and chemical
bonding are competing with each other. An increase in one results in the decrease
in other and vice versa. Since most of the change in magnetism arises from the Fe
atoms, it was speculated that the change in chemical bonding is also relatively larger
in case of Fe that might result in the elastic transition. In order to prove that hypoth-
esis, a charge density diﬀerence plot for the surface containing Fe atoms is shown in
Figure 1.4c. During the FM to AFM transition, the electrons around the Fe atoms
move in-between Si and Fe, thus creating stronger chemical bonds. A reduced mag-
netic moment introduces stronger chemical bonding for the Fe atoms. This increased
attraction within the Fe plane results in a reduction in the a/b lattice parameters.
This is how a magnetic transition coincides with an elastic transition and is classified
as "magneto-elastic transition".
Figure 1.4: Partial densities of states for the magnetic atoms in the (a) ferromagnetic
state, (b) the antiferromagnetic state representing the state above the Curie point and
(c) the diﬀerence between the electron densities calculated for situations above and
below the Curie temperature in the Fe-(Si/P) plane (ferromagnetic density subtracted
from the antiferromagnetic one). This results in a local negative electron density
where the highest ferromagnetic density used to be. The color codes for the electron
density ranges from -4.55⇥10 5 (dark blue) to 9.1⇥10 5 electrons/Å3 at the red end
of the scale. The black lines indicate no change in electron densities. Taken from
Ref. 26 with permissions.
1.4 What is DFT?
The material properties of elemental solids or compounds originate from their elec-
tronic structures. A complete understanding of the electronic structure helps us to
classify materials and quantify their various properties. Physicists tried to create a
methodology to describe the electronic structure and hence explaining the material
properties for the last ⇠100 years. The first attempt was in 1930, when J. C. Slater
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and V. A. Fock used the Schrödinger equation and the self-consistent field method by
D. R. Hartree to solve the wavefunctions and energy for atoms and small molecules.
However, due to the immense computational cost for calculating the electronic struc-
ture of moderate size molecules and also due to neglecting the electron correlation
make this method not applicable for lattice structures or some reasonably big molec-
ular systems. In mid 60’s P. Hohenberg, W. Kohn and L. J. Sham developed another
approach to solve the many-body problem for complex system very eﬃciently.27,28
The concept was to write the total energy E[n(r)] of the system as a functional of
electron density n(r). This is why it is called density functional theory (DFT).29 The
energy functional proposed by Kohn and Sham was:
E[n(r), ~m] = T0[n(r), ~m] +
Z
{Vext(r) + 1
2
VC(r)} · n(r)dr+ Exc [n(r), ~m] (1.1)
Here T0[n(r), ~m] is the kinetic energy of the system without considering the electron-
electron interactions. ~m is the local magnetization density. Vext(r) represents the
Coulomb potential due to the nuclei as felt by the electrons and VC(r) is the clas-
sical Coulomb potential of the electrons. Exc [n(r), ~m] corresponds to all the other
interactions between the electrons that were approximated by Kohn and Sham as the
exchange-correlation energy:
Exc [n(r), ~m] ⇡
Z
"LDAxc [n(r), ~m]n(r)dr (1.2)
This is called the local density approximation (LDA) as the density is assumed to
be constant locally over space similar to the free electron gas30 This is not true for
any realistic system but it works reasonably well nevertheless for most of the sys-
tems. In magnetic systems, local spin density approximation (LSDA) was introduced,
where the functional is based upon local charge density and local magnetization den-
sity.31,32 However, Perdew, Burke and Ernzerhof later modified these approximations
by including the gradient of charge (spin) density. This is called generalized gradient
approximation by Perdew, Burke and Ernzerhof (GGA-PBE).33
The DFT mechanism described above is implemented within "Vienna ab-initio
simulation package" (VASP)34 and Wien2K35 codes. For both of the codes the crys-
tal structure is given as the only external input. The exchange-correlation functional is
chosen from a variety of choices. Then using a self-consistent cycle, the Schrödinger-
like Kohn-Sham equation is solved and the final solution is obtained after reaching the
criteria for convergence. In VASP, the one-electron orbitals, the electronic charge den-
sity, and the local potential are expressed using plane wave basis sets. The interactions
between the electrons and ions are described using the projector-augmented-wave
(PAW) method.36 The basis set in Wien2K calculations is based on the linearized
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augmented plane wave (LAPW) formalism37, which is derived from Slater’s APW
method.
1.4.1 Magnetism
Magnetism in metals can be associated with itinerant or localized electrons. Much
is expressed already in the names of these mechanisms. In the case of localized
magnetism, one starts from the idea that the atoms constituting the solid have local
angular momentum (spin and orbital) from the electrons within each atom. In this
regard, Hund’s rule is important that states that the maximum multiplicity is an
observational rule and thus a greater total spin state makes the resulting atom more
stable. The spin interactions can be approximated using a Heisenberg Hamiltonian
via the quantum mechanical exchange interactions. This is diﬀerent in the case of
itinerant magnetism where, we start from the picture of nearly free electrons, which
are shared among the entire solid in an electron gas. Exchange can split the energy
between spin-up and spin-down density of states. Magnetic ordering is established
when the total energy is reduced by this splitting (Stoner criterion).
The magnetic moment and the spin-orbit interactions can be expressed in terms
of the Pauli Hamiltonian (HP ).
HP =   ~
2m
r2 + Vef + µB~  · ~Bef + ⇣
⇣
~  ·~l
⌘
(1.3)
Here the 3rd and the 4th terms represent the magnetic and spin-orbit coupling respec-
tively. The eﬀective electrostatic potential Vef and the internal magnetic field (~Bef )
are linearly proportional to the exchange-correlation potential (Vxc) and the exchange-
correlation field (~Bxc) respectively. Vxc and ~Bxc are defined within the framework of
DFT-L(S)DA and -GGA functionals and can easily be obtained using Eq. (1.2).
1.4.2 Finite Temperature Calculations
In DFT, finite temperature eﬀects can be calculated using the phonon vibrational
spectra of a solid. Using VASP, the phonon calculations can be performed by two
methods: the finite diﬀerence method38 and the density functional perturbation theory
(DFPT).39 Before starting either calculations, the atomic positions must be relaxed
to a highly accurate equilibrium state. In the finite diﬀerence method, the atomic
positions are displaced along 3 Cartesian directions following the symmetry and con-
sequently the atomic forces are obtained using the Hellmann-Feynman theorem.a In
the next step the dynamical matrix is diagonalized in order to obtain the phonon
aHellmann-Fynman theorem is a basic tool used to calculate the first derivative to energy with
respect to the atomic positions.
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spectra. On the other hand, DFPT employs a perturbative potential and the sym-
metry considerations to find the force sets similar to the finite diﬀerence method. It
is however computationally cheaper. The volume expansion and the configurational
disorder/ magnetic moments are included by means of the quasi-harmonic approxi-
mation40 (QHA) and the configurational entropy. These are explained in more details
in the following chapters.
1.5 Thermodynamical Aspects
Using the DFT technique described above, we can calculate multiple physical quan-
tities that are essential to the classification of the magnetocaloric materials. A the-
oretical analogue to the experimentally observed quantities is of high importance in
order to predict their eﬀectiveness. In thermodynamics, the free energy is defined as
the total energy within a system available to perform thermodynamic work. Histori-
cally earlier, the Helmholtz free energy is defined as: F = U   TS where, U is the
internal energy, T is the temperature and S is the entropy of the system. Later a
more general, Gibbs free energy is introduced as: G = U   TS + PV  MB, where
P (B) and V (M) are the pressure (external magnetic field) and the volume (magne-
tization) of the system respectively. Hence, using the 1st law of thermodynamics we
get, dU = TdS   PdV + BdM and dG =  SdT + V dP  MdB. This in turn gives:
S(T,B, P ) =  
✓
@G
@T
◆
B,P
(1.4)
On the other hand, using the 2nd -law of thermodynamics and Eq. (1.4), the specific
heat CP can be defined as:
CP (T,B) = T
✓
@S
@T
◆
B,P
= T
✓
@2G
@T 2
◆
B,P
(1.5)
1.6 Elastic properties
It is well known that DFT can be used in order to determine the elastic properties of
materials under stress which are directly linked to the interatomic potentials, equation
of state, Debye temperature (✓D), phonon spectra etc. Elastic constants represent
the response of a material to the applied forces and characterized by bulk modulus
(B), shear modulus (G), Young modulus (Y ) and Poisson’s ratio ( ), which define its
strength. The database of the elastic constants of intermetallic compounds is very
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much limited because of the following restrictions.41 First of all, the complexity of
crystal structures makes it diﬃcult to calculate using methods like DFT. With low
symmetrical structures, the number of elastic constants also increases to a maximum
of 21 in case of completely asymmetric materials.42 The main problem in the estima-
tion of these constants is not only the absence of an accurate method but also the
heavy computational costs associated with it. Below we have demonstrated way to
calculate elastic constants for a hexagonal structure, like MnFe(Si,P).
A small lattice distortion is given within the elastic limit of a solid. If ~R is the
lattice vector, then the matrix containing the components of the distorted vector ~R0
is defined as: ~R0 = ~R ~D. Here ~D is the volume conserved symmetric distortion matrix
with elements  i . As a result of this distortion, the internal energy E of the crystal
under strain   can be defined in terms of a Taylor expansion (of the strain tensor):
E(V,  ) = E(V0, 0) + V0
 X
i
⌧i⇠i i +
1
2
X
i j
Ci j⇠i i⇠j j
!
+O( 3) (1.6)
Here, ⌧i is an element in the stress tensor and ⇠i is a dimensionless number depend-
ing on the Voigt index.42 V0 is the volume of the unitcell and Ci j are the directional
elastic constants along diﬀerent crystallographic directions. For hexagonal symmetry,
as discussed in this thesis, there are 5 independent elastic constants (C11, C12, C13,
C33 and C55).43 Fitting the energy as a function of   using Eq. 1.6, we obtain all Ci j
as:
Ci j =
0BBBBBBBBBBBBB@
C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C55 0 0
0 0 0 0 C55 0
0 0 0 0 0
✓
C66 =
C11   C12
2
◆
1CCCCCCCCCCCCCA
(1.7)
In most of the cases, there are a handful of single crystalline materials to compare with
the Ci j values. Hence, the polycrystalline elastic modulus defined by Voigt (Eq. 1.8),
Reuss (Eq. 1.9) and Hill’s assumptions (Eq. 1.10) are widely accepted. We have listed
below the relations between the polycrystalline and directional elastic constants.
BV =
2C11 + 2C12 + 4C13 + C33
9
GV =
2C11 + C33   C13   2C13
15
+
2C55 + C66
5
(1.8)
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BR = (S11 + S22 + S33 + 2S12 + 2S13 + 2S23)
 1
GR =
15
[4 (S11 + S22 + S33) + 3 (S44 + S55 + S66)  4 (S12 + S13 + S23)]
(1.9)
Here Si j are the elements of elastic compliance tensor, [S] = [C] 1.
BH =
(BR + BV)
2
GH =
(GR + GV)
2
(1.10)
Using the same formalism, Y and   are defined as:
Y =
9BG
G + 3B
  =
3B   2G
2(3B + G)
(1.11)
The Debye temperature (✓D) can also be calculated from the elastic constant data. At
low temperature, vibrational excitation solely arise from acoustic vibrations. Hence
at low temperature, ✓D calculated from the elastic constants is the same as that
determined from the specific heat measurement. We used the following relation:44
✓D =
h
kB

3n
4⇡
✓
NA⇢
M
◆ 1/3 1
3
✓
2
vt3
+
1
vl3
◆  1/3
(1.12)
Here, h, kB and NA are the Plank, Boltzmann constants and Avogadro’s number
respectively. ⇢ is the density, M is the molecular weight and n is the number of atoms
in the molecule. vl and vt are the longitudinal and transverse elastic wave velocity in
a polycrystalline material, as obtained from the Navier’s equation:45
vl =
0B@B + 4G3
⇢
1CA
1/2
and vt =
✓
G
⇢
◆1/2
(1.13)
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1.7 Scope and outline of this thesis
The aim of the works described in this thesis has significance in two diﬀerent directions.
From the application point of view, determining the structure and properties of various
materials potentially useful for magnetocaloric applications. This will help to optimize
and identify other promising magnetocaloric materials. From the fundamental point
of view, understanding the mechanism of magneto-elastic or magneto-structural tran-
sition was the primary aim in order to explain the origin of giant magnetocaloric eﬀect.
This later question is primarily based upon the origin of MET: "How does MET takes
place?", "What are the preconditions?" and "What are the internal mechanism?" In
the section, we have summarized the structure of the thesis.
In Chapter 2 we discussed the eﬀect of doping on MnFe(Si,P) with transition
metal elements. The magnetization and the charge rearrangement around the phase
transition was discussed. Based on Section 1.6, the elastic properties of the materials
and the eﬀect of dopants on the elastic properties were studied.
Since the magnetic transition related to the magnetocaloric eﬀect takes place
at the Curie temperature, in Chapter 3 we have elaborately discussed the finite
temperature properties of MnFe(Si,P) materials. We used DFPT based QHA to
calculate transition temperature and various other properties related to magneto-
elastic phase transition as discussed in Section 1.4.2 & 1.5.
In the following Chapter 4 we calculated various structural and optical properties
of the MnFe(Si,P) based materials based on DFT (Section 1.4) and validated the
results with experimental observations. We showed that the DFT correctly predicts
the structural information and the electronic structure (viz. magnetic properties and
charge distribution etc.).
In Chapter 5 we studied the pressure induced phase transition in parent Fe2P-
based compounds. We analyzed the FOMT initiated by applied pressure. The natures
of the magneto-elastic and structural transition were discussed by means of band
structure and Fermi surface.
In Chapter-6 we presented the results of fixed-spin-moment calculations on ThCo5-
based materials and the eﬀect of doping on the magnetic transition. We also discussed
more fundamental topics like crystal-field-splitting and modeling PM unitcell by means
of AFM supercells. The direction of magnetic moment, calculated using spin-orbit
calculations are also reported.
Chapter 2
Elastic properties and the eﬀect of
doping on Mn2 xFexSiP compounds:
for magnetocaloric applications
Abstract
Mixed magnetism (the coexistence of strong and weak magnetism in one material) is
regarded as origin of giant magnetocaloric eﬀect (GMCE). A good example is Mn1 xFexSiP,
which is established as one of the best magnetocaloric materials available. Tuning the
material properties are essential for optimizing its performance and a straightforward
way to do that, is by doping. In this chapter, ab-initio electronic structure methods
are used to calculate the structure and magnetic properties of 3d-transition metals (Cr,
Co, Mn, Ni, Cu)-doped Mn1 xFexSiP materials for magnetocaloric applications. For a
steady performance, the material should be mechanically stable. A detailed analysis of the
elastic constants shows that the mechanical stability of the Mn1 xFexSiP-system increases
significantly by doping with boron without aﬀecting the magnetic properties. Insights of the
influence of doping enable for future studies to understand and predict better magnetocaloric
materials.
P. Roy, E. Torun and R. A. de Groot, Phys. Rev. B 93 094110 (2016)
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2.1 Introduction
In recent years, the growing demand for energy has become a major concern for
the mankind. Since the conventional sources of energy are limited and traditional
technology has reached close to their technical boundary of energy eﬃciency, it is
necessary to explore new potential electric devices that can overcome these chal-
lenges. Refrigeration is a major source of energy consumption in both domestic and
in industrial environment. The traditional method for refrigeration has many weak-
nesses, primarily for its low eﬃciency and the use of greenhouse gases. Hence, more
advanced methods like magnetic cooling incorporating magnetocaloric materials are
needed. After the discovery of the giant magnetocaloric eﬀect (GMCE) by Pecharsky
and Gschneidner in Gd5Ge2Si2,8 room temperature refrigeration has become a re-
ality. During the past decade, a lot of research46,47 were focused on this field and
several classes of materials including MnFe(P1 xAsx)18, La(Fe,Si)13 48–50 and their
hydrides17, Mn(As,Sb), FeRh51, Heusler alloys20 and Mn2Sb have been proposed as
promising candidates for magnetic refrigerants. Some of the materials exhibiting gi-
ant magnetocaloric eﬀect, viz. La(Fe,Si)13 and MnFe(P1 xTx) [with T = Si, Ge
and As] can be tuned for minimal hysteresis loss around the phase transition, which
is necessary for its cyclic operation. The lower hysteresis is in particular important
when aiming at operation in low magnetic fields below 1 Tesla making La(Fe,Si)13 and
MnFe(P1 xTx) based materials most promising for real life applications.52 The large
MCE in cubic La(Fe,Si)13 based materials is associated with a (both temperature
and field-induced) metamagnetic transition that comes along with a 1.5% volume
change. Whereas, the hexagonal MnFe(P1 xTx) based materials display a tempera-
ture and field-induced magneto-elastic transition that is accompanied by a significant
change in the c/a ratio but hardly any change in the volume. This simultaneous
occurrence of magnetic and elastic transitions at the Curie temperature (TC) is re-
sponsible for their enhanced performances. In last few years, further attempts were
made in order to tune the material properties for raising the performance of these
materials for better applications. For example, the Si:P ratio or the Mn:Fe ratio can
be varied25,26,53 to modify the transition temperature, the order of transition, hys-
teresis, crystal parameters and the magnetic properties. Similarly, diﬀerent doping
elements (like Co, Ni, Cu, Cr etc.) were used during the experiments for similar pur-
poses.54,55 A small amount of dopants can enhance their performance significantly
without changing the stoichiometry of the lattice. An atomistic understanding of the
eﬀects of a dopant on the material is required to identify better dopants and to tune
the properties in a controlled way. In addition to this, the magnetocaloric material is
required to be mechanically stable for a sustainable repetitive operation in a magnetic
cooler. The elastic properties near the phase transition play the pivotal role for their
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stability and brittleness. Various studies56–59 were done previously to measure the
mechanical stability of a material under stress. During the magneto-elastic transition,
Mn2 xFex(Si,P) does not exhibit an abrupt volume change at the phase transition
but only the crystal parameters change60. This also suggests a minor change in the
volume dependent elastic constants at TC, however the directional elastic constants
might experience greater changes.
In this chapter, we investigate the electronic structure and the magnetic prop-
erties of Mn2 xFex(Si,P) using density functional theory (DFT) and the eﬀect of
doping on these properties. The results presented here will help future studies to se-
lect the appropriate dopant elements for the desired magnetocaloric operations. We
also evaluated the complete set of elastic parameters for boron-doped and undoped-
MnFeSi0.33P0.66 by applying several volume conserved deformations. Using the values
obtained from our studies we classified the materials based on their mechanical stabil-
ity. Our study established the fact that doping with boron significantly increases the
elastic constants as well as the mechanical stability of the magnetocaloric material
for a sustainable operation without altering the magnetic properties.
2.2 Computational Methods
We performed density functional theory calculation using Vienna Ab-initio Simula-
tion Package (VASP),34 employing the projector augmented wave (PAW) method.
Exchange interactions were taken into account using the generalized gradient approx-
imation (GGA) by Perdew, Burke and Ernzerhof (PBE).33 For all the calculations,
PAW data sets were used with 1s, 2s, 2p and 3s core states frozen for Mn. In Fe
atoms, an additional 3p semi-core state was kept frozen, since it lies deeper in en-
ergy. For Si and P 1s, 2s and 2p core state were kept frozen. For the Brillouin zone
integration we used a  -centered k-point mesh of 3⇥ 3⇥ 10 points in the irreducible
part of the Brillouin zone. The energy cut-oﬀ of the plane-wave function is taken at
500 eV, and for smearing a Gaussian function with smearing width of 0.05 eV was
employed. The atomic positions were relaxed for all the calculations with a criterion
for the force convergence of 1 meV/Å for the atoms. The energies and eigenvalues
were converged to 0.01 meV.
MnFeSiP-series of materials have a layered hexagonal structure (space group
189/P6¯2m). Fe and Mn atoms prefer to occupy 3f and 3g-site61 and Si and P
atoms usually occupy 2c and 1b sites62 respectively [Figure 2.1]. These Wyckoﬀ sites
containing Mn and Fe atoms comprise two parallel alternating layers. Both of the
Mn and Fe atoms are magnetic and Dung et. al.26 have explained the behaviors of
individual atoms within the crystal. It was shown that Mn and Fe behave as strong
and weak magnets respectively within the lattice; i.e. the magnetic moment rear-
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Figure 2.1: Schematic representation of MnFeSi1/3P2/3 unitcell. Mn and Fe atoms
are placed at 3g (square pyramidal: red) and 3f (tetrahedral: green) crystallographic
sites respectively.
ranges for the Mn atoms but vanishes in case of Fe atoms during a ferromagnetic
(FM) to paramagnetic (PM) phase transition. Since both of these elements are tran-
sition metals located in the 3rd row of the periodic table, other 3d-transition metal
elements were chosen for doping (Cr, Mn, Co, Ni, Cu at the 3f site and Co, Ni, Cu
at the 3g site) without deforming the crystal structure substantially. For obtaining a
systematic understanding of the eﬀect of dopant atoms within the crystal structure,
charge density diﬀerences were plotted and the occupation of electron orbitals were
calculated.
An antiparallel magnetic ordering with a 1 ⇥ 1 ⇥ 2 supercell is used as an ap-
proximation to model the PM phase for the undoped system. The moments of the
atoms within the same unitcell remain constant and an alternating arrangement of
spin-up and spin-down moments were used along the z-direction. This approximation
worked well with these series of materials as proved in Section 2.4. We have cho-
sen MnFeSi0.66P0.33 stoicheometry for the calculations with an 1:1 and 2:1 ratio for
the metallic and non-metallic atoms respectively in order to distinguish the crystal-
lographic sites with the chemical species. The undoped unit cell of MnFeSi0.66P0.33
composed of 9 atoms and the lattice parameters are: afer = 6.16 Å, cfer = 3.25 Å
in FM state and apara = 6.08 Å, cpara = 3.47 Å in the PM state as obtained from
the optimization of the crystal parameters. This matches well with the experimental
values.55 The point group symmetry reduces from D3h to C3v due to the flipping of
moments between nearest unit cells in the 1⇥ 1⇥ 2 supercell. Since a small amount
of doping (8%) will not change the lattice parameters significantly, we kept the opti-
mized lattice parameters same throughout our calculation after doping. We created
a 2⇥ 2⇥ 1 supercell with one dopant atom replacing Mn or Fe at the 3g or 3f sites
respectively in the FM state. The PM phase is modeled by doubling that FM super-
cell with antiparallel ordering along the z-direction in order to make the total moment
zero. The lattice parameters for this 2⇥ 2⇥ 2 supercell is taken from the optimized
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undoped unit cell. For both magnetic cases, the atomic positions were relaxed with
the force and energy convergence criteria specified before.
2.3 Results and Discussions
2.3.1 Eﬀects of Doping
Figure 2.2: Partial density of states of T = Cr, Mn, Co, Ni and Cu in
MnFe0.92T0.08Si0.66P0.33 compounds in Ferromagnetic phase. Zero corresponds to
the Fermi energy (EFermi). The red and blue correspond to the spin up and spin down
states respectively.
In the FM state of undoped MnFeSi0.66P0.33, the local moment of Fe and Mn are
1.51 µB and 2.82 µB respectively. In the PM state the local moments of Fe and
Mn are 0.69 µB and 2.81 µB. These values of local (and total) magnetic moments
directly influence the magnetocaloric properties and can be tuned by doping with
other magnetic atoms from the 3d transition-metal row. In the first case of doping,
a Fe atom at the 3f Wyckoﬀ position is replaced by Cr, Mn, Co, Ni and Cu atoms
respectively. It is predicted in our calculation (see Table 2.1) that the local magnetic
moments of the dopant atoms (Cr to Cu) at the 3f site are lower than that of the
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Figure 2.3: Partial density of states of T = Co, Ni and Cu in Mn0.92T0.08FeSi0.66P0.33
compounds in Ferromagnetic phase. Zero corresponds to the Fermi energy (EFermi).
The red and blue correspond to the spin up and spin down states respectively.
Fe atoms at the same site and ranging from 0.930 µB to 0.008 µB in the FM state.
This is a consequence of the fact that the number of valence electrons increases
from left to right in the periodic table and hence the magnitude of magnetic moment
reduces. The Cr-doped sample is interesting in particular, since the direction of the
magnetic moment of the Cr atom is antiparallel to the other Fe atoms in the unit
cell. However in all other cases of doping, the magnetic moment of the dopant atoms
are parallel to the Fe-moment within the 3f plane. The local moment of all the
magnetic atoms increase with doping ranging from Cr to Cu. The 3d shell of the
Cr atom is largely unoccupied while for Cu it is almost filled; hence Cr is more prone
to bonding compared to Cu with neighboring Fe/Mn atoms. Considering that the
chemical bonding competes with magnetism, the polar-covalent bond with the Mn
or Fe atoms in the Cr-doped sample shows lower magnetic moments than that in a
Cu-doped sample. Cu has the weakest bond; which in turn enhances local moments
of the neighboring atoms and henceforth the total moment.
There are certain trends that we observe from the density of states (DOS) pictures
(see Figure 2.2). The partial density of states (pDOS) for all the dopant atoms within
the unit cell of MnFe0.92T0.08Si0.66P0.33 are shown. As the empty 3d shells are filling up
(top to bottom of Figure 2.2), the density of states above the Fermi energy decrease
and the DOS shifts towards lower energy. Another important thing to observe from
Figure 2.2 is that the exchange splitting decreases from Cr to Cu and for Cu, it
approximately illustrates a non-magnetic DOS with no splitting.
In the second set of calculations, Mn atom at the 3g-site is replaced with Co, Ni
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Table 2.1: The total magnetic moment and energy calculated per formula unit (f.u.)
for MnFe0.92T0.08Si0.66P0.33 where T = Cr, Mn, Co, Ni and Cu in both ferromagnetic
and antiferromagnetic configurations replace Fe atom at 3f Wyckoﬀ site.
Ferromagnetic Antiferromagnetic
Local mom. Total mom. Local mom. Total mom. Energy
µB /f.u. µB /f.u. µB /f.u. µB /f.u. (AFM-FM) eV/f.u.
MnFe0.92Cr0.08Si0.66P0.33
Mn(3g) 2.797 2.793
Fe(3f) 1.461 3.966 0.541 0.004 0.260
Cr(3f)  0.930 1.796
Mn1.08Fe0.92 Si0.66 P0.33
Mn(3g) 2.802 2.798
Fe(3f) 1.491 4.129 0.629 0.000 0.259
Mn(3f) 0.718 2.170
MnFe0.92Co0.08Si0.66P0.33
Mn(3g) 2.838 2.815
Fe(3f) 1.525 4.185 0.802 0.001 0.267
Co(3f) 0.587 0.017
MnFe0.92Ni0.08Si0.66P0.33
Mn(3g) 2.853 2.826
Fe(3f) 1.556 4.195 0.710 0.000 0.262
Ni(3f) 0.168 0.003
MnFe0.92Cu0.08Si0.66P0.33
Mn(3g) 2.859 2.823
Fe(3f) 1.575 4.206 0.551 0.000 0.244
Cu(3f) 0.008 0.002
and Cu in the FM and AFM configuration respectively. Changing the dopant atoms
from Co to Cu, the local as well as total magnetic moment declines as the number of
unfilled 3d orbitals decrease. The local moment of the dopant atoms at the 3g sites
(see Table 2.2) are marginally higher than that in the 3f-sites as shown in Table 2.1.
This can be explained on the basis of the nearest neighbor distances. The 3f site is
tetragonal whereas the 3g site is square pyramidal with nearest neighbor distances of
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Table 2.2: The total magnetic moment and energy calculated per f.u. for
Mn0.92T0.08Fe Si0.66P0.33 where T = Co, Ni, Cu in both ferromagnetic and antiferro-
magnetic configurations replace Mn atom at 3g Wyckoﬀ site.
Ferromagnetic Antiferromagnetic
Local mom. Total mom. Local mom. Total mom. Energy
µB /f.u. µB /f.u. µB /f.u. µB /f.u. (AFM-FM) eV/f.u.
Mn0.92Co0.08FeSi0.66P0.33
Mn(3g) 2.848 2.837
Fe(3f) 1.523 4.118 0.809 0.000 0.763
Co(3g) 0.989 0.705
Mn0.92Ni0.08FeSi0.66P0.33
Mn(3g) 2.863 2.835
Fe(3f) 1.558 4.115 0.819 0.000 0.765
Ni(3g) 0.322 0.196
Mn0.92Cu0.08FeSi0.66P0.33
Mn(3g) 2.849 2.815
Fe(3f) 1.523 4.041 0.802 0.001 0.267
Cu(3g) 0.023 0.017
2.26 Å and 2.46 Å respectively. Therefore the dopant elements at the 3g site have
lesser bonding probability as compared to the 3f-site. As a result, the local moment
at the 3f position is comparatively smaller than that in the other site for the same
element. For the same reason, Mn and Fe atoms in Mn0.92T0.08FeSi0.66P0.33 have
lesser fluctuation in their local moment values with various doping compared to those
shown in Table 2.1. We note from Table 2.1 and Table 2.2 that the local moment
of the same dopant elements are relatively larger in 3g site compared to the 3f site
and the pDOS (Figure 2.2 and Figure 2.3) is more localized below the Fermi energy.
A sizable diﬀerence is observed when we compare the change in local moments for
each dopant atom from the FM to the PM state. The magnetic moments of these
atoms at the 3f site change significantly (70% -100%) during the phase transition
whereas the same elements at the 3g site show rather smaller (25% - 40%) change.
This observation suggested that the strong/weak magnetic behavior is more of a site
dependent property rather than an element specific property.
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2.3.2 Charge density diﬀerence and d-orbital occupancy
In order to explain the eﬀect of doping, we plotted the electron density diﬀerences
for the compounds. The charge densities were calculated for both the FM and PM
phases respectively. Then the later is subtracted from the FM charge density. We
notice that the change in the charge density is much smaller in the 3g plane compared
to the 3f plane and therefore we have shown only the 3f planes for all the three cases
of doping (Figure 2.4). This change in charge density is responsible for the change in
chemical bonding that initiates the magneto-elastic transition26. In Figure 2.4(a) &
Figure 2.4(b), the highlighted section around Cr and Mn sites have similar character-
istics of charge density while Co-site shows some diﬀerences. This can be explained
by bonding characteristics of the dopant atom with its neighbors. The charge density
depletes between Si and T (= Cr, Mn) atoms for FM to PM transition leading to
the decline of bonding strength between them. Since chemical bonding and magnetic
moments are competing with each other, the magnetic moment increases for those
two dopant atoms during that transition, as shown in Table 2.1.
Since the dopant elements used in this present discussion are 3d elements having
non-zero DOS near the Fermi energy (see Figure 2.2), the magnetic properties and
bonding with the neighboring atoms are primarily governed by the 3d electrons. In
this study, we calculated the occupation number of all individual 3d-orbitals in both
FM and PM phases. In Figure 2.4 we observe that at the doping site, two diﬀerent
sets of orbitals are centered around the dopant atom. Since the p-orbital occupancy
does not change with the phase transition, these orbitals are 3d orbitals. Comparing
with Table 2.3 and Figure 2.4 we found that the orbital with four lobes (red around
Cr & Mn and blue around Co) is the dzx orbital. Similarly in Table 2.3 the 3d orbital
occupation numbers suggest that the blue orbitals around Cr and Mn atoms are dz2
orbitals.
Table 2.3: The d-orbital occupancy of T (= Co, Cr, Mn) in MnFe0.92T0.08Si0.66P0.33
for both ferromagnetic (FM) and antiferromagnetic (AFM) configuration.
dxy dyz dzx dz2 dx2 y2
Co-FM 1.511 1.453 1.523 1.469 1.445
Co-AFM 1.487 1.445 1.554 1.438 1.473
Mn-FM 1.051 1.041 1.084 0.983 1.032
Mn-AFM 1.031 1.062 0.960 1.062 1.060
Cr-FM 0.885 0.945 0.815 0.874 0.981
Cr-AFM 0.927 0.995 0.752 0.921 0.936
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The highlighted orbitals around the Co-atom as shown in Figure 2.4(c), are the
same in appearance as the rest of the Fe-atoms within the plane; however the change
in orbital occupation is much less pronounced during the FM to PM transition. It
indicates a smaller change in the local magnetic moment for a Co atom compared
to a Fe atoms (see Table 2.1). In all the above discussed cases, doping at the Fe-
sites leads to a devaluation of local magnetic moment that aﬀect the magnetocaloric
materials.
2.4 Elastic properties
The elastic properties for the polycrystalline magnetocaloric materials are important
because of its relation to the mechanical stability of the system. During the simulta-
neous elastic and magnetic transition at TC, the material remains stable if it exhibits
a minimal change in crystal structure parameters and has higher values of elastic
constants. An understanding of the relation between the elastic constants and their
mechanical stability for the magnetocaloric material and also the influence of suitable
dopant material (viz. boron) on the elastic properties are essential. Boron is a non-
magnetic semimetal and can be placed in the non-magnetic (2c or 1b site) site with a
significant influence in the elastic properties but hardly aﬀecting the magnetic proper-
ties. Studies have been carried out previously to find the elastic constants of several
systems using DFT.57–59 Since MnFeSiP-systems have hexagonal crystal structure,
there are five independent elastic constants to construct the full elastic constant ma-
trix43,63. Using those directional elastic constants, we calculated the polycrystalline
elastic constants using Voigt or Reuss assumptions64.
Table 2.4: Local and total magnetic moment (in µB/f .u.) for MnFeSi0.33P0.66 and
MnFeSi0.33P0.58B0.08 in Ferromagnetic (FM) and Antiferromagnetic (AFM) states
MnFeSi0.33P0.66 MnFeSi0.33P0.58B0.08
FM AFM FM AFM
Mn 2.895 2.884 2.875 2.862
Fe 1.549 0.683 1.526 0.675
B — —  0.196  0.015
Total 4.350 0.001 4.297 0.000
First we optimized the structure of MnFeSi0.33P0.66 using VASP34 for both ferro-
magnetic and paramagnetic phases. Then starting from these equilibrium structures,
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Figure 2.5: Total energy / formula-unit as a function of volume/unit cell for
MnFeSi0.33 P0.66 in FM and AFM states. The energy scale has been shifted to the
energy minima in the FM state. The parabolas are fitted with Murnaghan equation
of state.65 The bulk modulus are calculated from the slope.
the volume of the unit cell is varied in small steps. For every such step, the lat-
tice parameters and the ionic positions of the lattice are optimized with energy and
force convergence criteria of 10 5 eV/atom and 0.005 eV/Å respectively. Using the
relation for isotropic lattice: Bv = -V0 @2E/@V 2, the bulk modulus is obtained for
both of the magnetic states. From Figure 2.5, the optimized volume in ferromagnetic
and paramagnetic states are obtained as: 106.06 Å3 and 103.54 Å3 with the c/a
ratio of 0.495 and 0.566 respectively. The bulk modulus changes from 184.30 GPa to
177.44 GPa during the ferromagnetic to paramagnetic phase transition. Although the
c/a ratio is estimated below the experimentally obtained value, the increment from
ferromagnetic to paramagnetic transition is consistent with the experiment. The bulk
modulus values suggest that the ferromagnetic state is elastically more stable than
that of the paramagnetic phase.
In an alternative method, the energy is calculated from multiple sets with diﬀer-
ent lattice parameters. The atomic positions are optimized for every such individual
calculation. In Figure 2.6, the total energy as a function of lattice parameters are
plotted. The minima of the paraboloid give the optimized value of the lattice parame-
ters. So, in the ferromagnetic phase, the obtained equilibrium lattice parameters are:
a = 6.25 Å, c = 3.12 Å. In order to model the paramagnetic phase, we conducted
two separate sets of calculations. In the first case, a non-magnetic calculation is
performed and the lattice parameters a = 5.75 Å and c = 3.55 Å are obtained. In the
other case, a paramagnetic configuration is chosen and a = 6.01 Å, c = 3.42 Å are
obtained. The values of the lattice parameters in the FM and the PM state are close
to the experimental values with a similar trend (FM: a = 6.17 Å, c = 3.28 Å; PM: a =
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Table 2.5: Directional elastic constants (in eV/Å3) for MnFeSi0.33P0.66 and
MnFeSi0.33P0.58B0.08 in Ferromagnetic (FM) and Antiferromagnetic (AFM) states
MnFeSi0.33P0.66 MnFeSi0.33P0.58B0.08
FM AFM FM AFM
C11 1.925 1.850 2.046 1.888
C12 0.749 0.677 0.804 0.672
C13 0.899 0.841 0.983 0.831
C33 1.422 1.812 1.509 1.798
C55 0.746 0.703 0.791 0.722
6.02 Å, c = 3.48 Å).55 This makes the PM configuaration a better approximation to
model the paramagnetic state compared to the non-magnetic calculation. In a similar
energy versus lattice parameter graph, the semi-major axis of the paraboloid would
make 45  angle with both a and c directions for an isotropic cubic material. And
in an extremely anisotropic material like graphite where the atomic interaction along
the c-direction is negligible compared to that within a-b plane, the semi major axis
is almost parallel to the c-direction.59 From the shape of the paraboloid as projected
on the a-c plane in Figure 2.6, it can be identified that the anisotropy is along the
c-direction, however the anisotropy is well below that of graphite.
A hexagonal lattice HAS five independent elastic constants which can be calculated
by applying volume conserved deformations along certain crystal directions specified by
Lars Fast et. al.43 The directional elastic constants are calculated for MnFeSi0.33P0.66
after optimizing the equilibrium volume of the unit cell for both ferromagnetic and
paramagnetic alignment. Recently F. Guillou et. al. found in the experiment that
a small amount of boron doping enhances the mechanical stability of the MnFeSiP-
system while keeping the magnetocaloric properties intact.66–68 In order to understand
the eﬀect of doping on the elastic properties of MnFeSiP-based systems, 8% boron
was doped at the non-magnetic site by substituting a Si atom. The volume and the
lattice parameters of the unit cell are optimized for MnFeSi0.33P0.58B0.08. The local
and the total magnetic moments are listed in Table 2.4 for both the undoped and
the boron-doped system. Boron is a non-magnetic atom, and it was chosen to be
placed at the non-magnetic 2c-site. As a result, boron carries a very small induced
magnetic moment in the FM phase that vanishes in the low moment phase. It is
important to notice from Table 2.4 that boron doping has minimal influence on the
total magnetic moment of the unitcell (reduces by ⇡ 1.2%). However, this small
amount of doping significantly modifies the elastic properties of the systems, which is
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essential to obtain the mechanical stability of the material without compromising the
magnetocaloric eﬀect. It was also noted that, the nearest Fe atoms to the dopant
atoms gain ⇡ 3% moments, while the nearest Mn atoms lose ⇡ 1% local moments.
In Table 2.5 the elastic constants for these two systems in both FM and PM phases
are listed, which are obtained by applying volume conserved deformation to the unit
cell. However for a polycrystalline sample, the polycrystalline bulk modulus (B), shear
modulus (G) are determined by using the Voigt and Reuss assumption (Table 2.6).
In Voigt assumption, the uniform strain in a polycrystalline sample was equated to
the external strain and in Reuss assumption, the uniform stress was balanced with
the external stress. Using energy considerations, Hill later proved that these two
assumptions represent the upper and lower limit for the true polycrystalline constants
and an arithmetic mean would represent the true value.64 The Youngs modulus (Y )
and the Poisson’s ratio ( ) were also calculated according to Hill’s method. From
the calculated elastic constants values we further determined the Debye temperature
(✓D),69 which correlates with the physical properties of the solid, for example: specific
heat, melting temperature etc. Below ✓D, there is no diﬀerence between the adiabatic
and isothermal elastic constants. Within this low temperature limit, the vibrational
excitations originate from acoustic vibrations; so ✓D calculated from elastic constants
is the same as that obtained from the specific heat data. In Table 2.6 the values
of BH, GH and YH for MnFeSi0.33P0.66 is lower than that of MnFeSi0.33P0.58B0.08 for
FM and PM states respectively. This suggests that doping with boron increases
the resistance of the material against deformation, thus gives enhanced mechanical
stability to the system. The bulk modulus as calculated from the volume deformation
using the isotropic lattice assumption and that of the polycrystalline Voigt assumption
give comparable values for MnFeSi0.33P0.66. The Debye temperature as evaluated in
Table 2.6 is suﬃciently larger than that of TC of the respective systems, indicating
that the calculated polycrystalline elastic constants for both FM and PM states shall
be comparable to the elastic constants obtained from the specific heat data.
According to Pugh70, B measures the resistance to fracture and G represents its
resistance towards plastic deformation. So the ratio B/G determines the ductility and
brittleness of the corresponding material. The critical value of 1.75 separates these
two kinds. A value above 1.75 represents ductility and below brittleness. For example,
the B/G ratio of steel (ductile) and glass (brittle) are 2.01 and 1.33 respectively.
For MnFeSi0.33P0.66 (in Table 2.6), the ratio is 2.04 in FM phase and 1.88 in PM
phase and for MnFeSi0.33P0.58B0.08, the ratio is 2.06 and 1.84 respectively for the
FM and PM phase. These values clearly suggest that the material under discussion
exhibits ductility, which reduces during a phase transition from the ferromagnetic to
the paramagnetic phase. The Poisson’s ratio is just above the lower limit (0.25) of a
central force solid and a higher values represent directional bonding.
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2.5 Conclusions
In this chapter, we have discussed the eﬀect of doping by various 3d-transition metals
on the magnetic properties of MnFeSi0.66P0.33. A clear and complete explanation of
the change in electronic/magnetic properties is provided by analyzing the electronic
structure around the dopant atoms. We have shown how diﬀerent 3d-transition
metal atoms in the series, bond with the neighboring atoms in both 3f and 3g crys-
tallographic sites. The charge density plot and the following analysis based on the
d-orbital occupation numbers help us to identify the orbital structure and its influ-
ence in the chemical bonding. The size of magnetocaloric eﬀect, as measured by
the quantities like latent heat and  Tad (adiabatic temperature change) depend on
the magneto-elastic transition. And the latent heat in this magneto-elastic transition
has the contributions from the electronic/magnetic and the elastic transitions.50 This
study accompanied by the experiments will help in the understanding of an intercon-
nection between the change in magnetic properties and the size of the magnetocaloric
eﬀect.
We have studied the elastic properties and the mechanical stability of magne-
tocaloric materials, which are essential for determining the long-term applicability in
a magnetic refrigerator and the eﬀect of doping on them. A good magnetocaloric
material, which can be used with a repeating magnetization and demagnetization
cycle, must exhibit mechanical stability at temperatures around its phase transition.
Both lattice structure and the crystallinity of GMC materials determine this. We
have presented a complete documentation of the crystalline and polycrystalline elas-
tic constants, which decide this mechanical stability of the material. The individual
directional and polycrystalline elastic constants are within an implicit error bar of
10% for the DFT calculations.71 In our calculation, we found the relatively high val-
ues of elastic constants that are essential for the resistance against deformation.
Our study conclusively showed that the doping with boron significantly increases the
elastic constants and hence the mechanical stability of the magnetocaloric material
without compromising the magnetic properties (Table 2.4), which is essential for its
sustainable operation.
2.6 Acknowledgement
This work is part of an Industrial Partnership Programme (IPP I28) of Fundamenteel
Onderzoek der Materie (FOM) [The Netherlands] and co-financed by BASF Future
Business. The authors would like to thank Ms. Thao Phuong Nguyen (POSTECH,
South Korea) and Dr. Gilles A. de Wijs for very useful discussions.
28 Chapter 2: Elastic properties and the eﬀect of doping
Figure
2.6:
Lattice
param
eter
vs.
E
nergy
for
(a)
Ferrom
agnetic,
(b)
A
ntiferrom
agnetic
and
(c)
N
onm
agnetic
cases.
T
he
red
dots
are
points
obtained
from
the
calculations,
and
the
paraboloid
w
as
fitted
to
those
points
using
a
fourth
order
polynom
ial.
T
he
green
dots
represent
the
m
inim
um
energy
points
on
the
paraboloid,
representing
the
equilibrium
lattice
constants.
2.6. Acknowledgement 29
T
ab
le
2.
6:
P
ol
yc
ry
st
al
lin
e
bu
lk
m
od
ul
us
(B
in
G
P
a)
an
d
sh
ea
r
m
od
ul
us
(G
in
G
P
a)
un
de
r
V
oi
gt
,
R
eu
ss
an
d
H
ill
’s
as
su
m
pt
io
n.
Yo
un
g
m
od
ul
us
(Y
in
G
P
a)
,P
oi
ss
on
’s
ra
tio
( 
)
an
d
D
eb
ye
te
m
pe
ra
tu
re
(✓
D
in
K
)
w
ith
th
e
H
ill
’s
as
su
m
pt
io
n
fo
r
M
nF
eS
i 0.
3
3
P
0
.6
6
an
d
M
nF
eS
i 0.
3
3
P
0
.5
8
B
0
.0
8
in
Fe
rr
om
ag
ne
tic
(F
M
)
an
d
A
nt
ife
rr
om
ag
ne
tic
(A
FM
)
st
at
es
.
B
V
B
R
B
H
G
V
G
R
G
H
Y H
 
H
✓ D
M
nF
eS
i 0.
3
3
P
0
.6
6
(F
M
)
18
4.
62
18
2.
32
18
6.
08
95
.6
9
86
.7
0
91
.1
9
23
5
07
0.
28
6
54
4.
24
M
nF
eS
i 0.
3
3
P
0
.6
6
(A
FM
)
16
4.
31
18
1.
91
17
3.
11
87
.4
0
95
.8
1
91
.6
1
23
3.
61
0.
28
4
55
2.
76
M
nF
eS
i 0.
3
3
P
0
.5
8
B
0
.0
8
(F
M
)
19
8.
43
19
6.
08
19
7.
25
10
0.
92
90
.2
0
95
.5
6
24
6.
74
0.
29
2
55
6.
49
M
nF
eS
i 0.
3
3
P
0
.5
8
B
0
.0
8
(A
FM
)
18
2.
42
18
2.
36
18
2.
39
10
0.
41
97
.9
9
99
.2
0
25
1.
92
0.
26
9
56
3.
78

Chapter 3
The latent heat of the first order
magnetic transition in (Mn,Fe)2(Si,P)
Abstract
The latent heat of the magneto-elastic phase transition is used as a measure of the magne-
tocaloric eﬀect as it is directly proportional to the entropy change. Taking MnFeSi0.33P0.66
as a model magnetocaloric material, density functional theory (DFT) calculations in addition
to phonon calculations based on the density functional perturbation theory (DFPT) were
performed in order to calculate the latent heat of the magneto-elastic phase transition.
The Curie temperature (TC) was determined by taking into account the vibrational entropy
in the quasi harmonic approximation (QHA) and the configurational entropy. The material
exhibits a first order magnetic transition accompanied by a large latent heat (19.97 kJ·kg 1)
near room temperature operation.
P. Roy, E. Brück and R. A. de Groot, Phys. Rev. B 93, 165101 (2016)
31
32 Chapter 3: The latent heat of the first order magnetic transition
3.1 Introduction
In recent years, magnetic refrigeration has become a highly explored fields of research
in magnetic materials.46 The technique is widely believed to have the potential of
replacing the current cooling technology for several reasons. The absence of green-
house gas refrigerants, the high eﬃciency, the low noise level and in case of transition
metal based refrigerants, the expectation of reasonable costs makes it very attractive
for applications. Magnetic refrigeration relies on the magnetocaloric eﬀect (MCE)
discovered by Weiss and Piccard10 in 1917, which is defined as the reversible change
of the magnetic entropy or temperature by the application or removal of an external
magnetic field. Until recently, the MCE was only used to achieve sub-Kelvin tem-
peratures72,73 in a laboratory environment and for space applications. The discovery
of giant-MCE in Gd5Si2Ge2 by Pecharsky and Gschneidner8 initiated extensive search
for materials suitable for near room temperature applications. Since this discovery,
several classes of materials including MnFe(P1 xAsx)18, La(Fe,Si)13 48,49 and their
hydrides17, Mn(As,Sb), FeRh74, Heusler alloys20 and Mn2Sb75 have been proposed
as promising candidates for magnetic refrigerants. Some of the materials exhibit-
ing giant magnetocaloric eﬀect, viz. La(Fe,Si)13 and MnFe(P1 xTx) [with T = Si,
Ge and As] can be tuned for minimal hysteresis loss around the phase transition,
which is necessary for cyclic operation. The lower hysteresis is in particular impor-
tant when aiming at operation in low magnetic fields below 1 T making La(Fe,Si)13
and MnFe(P1 xTx) based materials most promising for real life applications.12,24 The
large MCE in cubic La(Fe,Si)13 based materials is associated with the temperature
and field-induced metamagnetic transition, which comes along with a 1.5% volume
change. The hexagonal MnFe(P1 xTx) based materials display a temperature and
field-induced metamagnetic transition that is accompanied by a significant change in
c/a ratio but hardly any changes in the volume. For such magneto-elastic transitions,
the changes in entropies from both magnetic and elastic transformation at the Curie
temperature (TC) add up and give rise to a larger entropy change. The underlying
mechanism was explained recently for MnFeSi0.5P0.5 using density functional theory
calculations.26,76 The coexistence of strongly magnetic atoms and weakly magnetic
atoms in the same material (mixed magnetism) gives the characteristic of room tem-
perature TC as well as an enhanced isothermal entropy change in these materials.
Similar moment instability has recently been reported for La(Fe,Si)13 by means of X-
ray absorption.50 However, earlier experiments involving neutron also suggest similar
phenomena.77
During the last decade, detailed experimental investigations were carried out on
Fe2P-based magnetocaloric materials in order to obtain highly eﬃcient devices.55,61,62,78
The magnitude of MCE in these materials is generally measured by the adiabatic tem-
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perature change or the isothermal entropy change at the Curie temperature. Since the
system under discussion undergoes a first order isothermal phase transition, the latent
heat (L) is directly proportional to the above two quantities. Hence the evaluation of
L etc. are essential for determinig the usefulness of magnetocaloric materials for prac-
tical application.79 The latent heat is related to the magneto-elastic transition at TC
which, depends upon the magnetic entropy change as well as the energy change due
to the discontinuous elastic transition, originating from changes in electronic structure
and phonon spectrum. An accurate determination of free energies for both phases
- below and above the transition is essential to find L as well as TC. A complete
set of ab-initio calculations taking finite temperature eﬀects into account, can show
simultaneously the driving mechanism for the magneto-elastic transition by means of
an electronic redistribution near the phase transition26,76 as well as the quantitative
value of the parameters (latent heat, entropy change etc.) obtained. In this article,
we report the phase transition temperature for MnFeSi0.33P0.66 determined by accu-
rate phonon calculations, and the latent heat of the metamagnetic transition. These
calculated results are in good agreement with the experimental findings.
3.2 Computational Details
We used the Viena Ab-initio Simulation Package (VASP)34, employing the projector
augmented wave (PAW) method. Exchange interactions were taken into account
using the generalized gradient approximation (GGA) by Perdew, Burke and Ernzerhof
(PBE).33 For all the calculations, PAW data sets were used with 1s, 2s, 2p and 3s
core states frozen for Mn. In Fe atoms, an additional 3p semi-core state was kept
frozen, since it lies deeper in energy. For Si and P 1s, 2s and 2p core state were kept
frozen. The Brillouin zone integration was performed on a  -centered k-point mesh
of 6⇥ 6⇥ 12 points in the irreducible part of the Brillouin zone. The kinetic energy
cut-oﬀ of the plane-wave function was taken as 350 eV, and a Gaussian function
(width = 0.1 eV) was used for smearing.
The MnFeSixP1 x -series of materials (for 0.3x0.7) crystallize in the Fe2P-type
layered hexagonal structure with space group 189/P6¯2m. For this study we have
chosen the MnFeSi0.33P0.66 composition in order to reserve each crystallographic site
for diﬀerent chemical species within a minimal unit cell, without introducing partial
occupancy or large supercells. The Fe atoms prefer to occupy the 3f tetrahedron
positions and Mn the square pyramidal 3g positions61 and arranged in separate par-
allel alternative layers. The partial occupancies26,76 at the non-magnetic sites are
avoided, since they demand larger supercells. We expect minimal eﬀects of positional
disorder on the magneto-crystalline transition and utilize the crystallographically or-
dered model80 with Si and P atoms positioned at 1b and 2c sites, respectively.62
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Our primary aim was to study the phase transition at TC, so two diﬀerent magnetic
configurations were set up. The ferromagnetic ordering has a single unit cell con-
taining 9 atoms, where the paramagnetic state was modeled using antiferromagnetic
arrangements within the ab-plane with 36 atoms in the 2 ⇥ 2 ⇥ 1 supercell. The
lattice parameters and atomic positions were both optimized using a criterion for force
convergence of 1 meV/Å, and the energies and eigenvalues were converged to 0.01
meV. The final lattice parameters obtained are given in Table 3.1.
Table 3.1: Optimized lattice parameters: a and c , atomic positions 3f -Fe (x1,
0, 0); 3g-Mn (x2, 0, 1/2) and volume (V) of MnFeSi0.33P0.66. The experimental
parameters55 were also given for temperature below and above TC
a (Å) c (Å) V (Å3) x1 x2
Ferromagnetic
GGA-PBE 6.128 3.273 106.375 0.265 0.598
Exp (5 K) 6.166 3.290 109.254 0.254 0.588
Antiferromagnetic
GGA-PBE 5.941 3.421 104.579 0.262 0.583
Exp (400 K) 6.018 3.482 108.346 0.258 0.594
After obtaining the equilibrium lattice constants, the structures were further re-
laxed for phonon calculations untill 0.01 meV/Å for force and 0.01 µeV for en-
ergy/eigenvalue convergence. The phonon calculations were done using the finite
diﬀerence method as well as Density Functional Perturbation Theory (DFPT)39 as
implemented in VASP. In the finite diﬀerence method, one atom was displaced from its
equilibrium position, and the corresponding forces on all other atoms were calculated.
A full set of such forces corresponding to all displacements utilizing symmetry gave a
force constant matrix. In DFPT, a small perturbation potential was added and then
a linear response calculation was carried out to obtain the force constant matrix. The
force constant matrices were finally used to obtain the phonon vibrational frequencies.
Comparing results from finite diﬀerence and DFPT methods we observe very similar
force constant matrices. However, we employed the DFPT method throughout all
the calculations as it is computationally cheaper. The inputs for the phonon calcula-
tions were obtained using the Phonopy utility.81 For computing the Gibbs free energy
(G) we used the Quasi Harmonic Approximation (QHA)82 and obtained phonon vi-
brational frequencies for diﬀerent volumes. The phonon calculations usually require
bigger unit cells to ensure the force constants between distant atoms go to zero, so
a 2⇥ 2⇥ 2 supercell was adopted. Finally, as the paramagnetic state is disordered, a
configurational-entropy term has to be taken into account.83
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3.3 Results and discussions
MnFeSixP1 x (for 0.3x0.7) exhibits a first order magneto-elastic transition be-
tween the ferromagnetic and paramagnetic phase at TC. The lattice parameter a
decreases and c increases.55,61,62,79 The paramagnetic phase is modeled using an an-
tiferromagnetic alignment. For obtaining the lowest energy configuration, diﬀerent
arrangements of magnetic moments were considered. The first one we choose is a
1 ⇥ 1 ⇥ 2 supercell with an antiferromagnetic order along the c-direction. We also
consider 2 ⇥ 2 ⇥ 1, 2 ⇥ 2 ⇥ 2 and 2 ⇥ 2 ⇥ 4 supercells with an antiparallel magnetic
alignment between the neighboring unit cells within the ab-plane. Accurate energy
calculations identify the 2 ⇥ 2 ⇥ 1 supercell to have the lowest energy. The local
moments for the Fe atoms in those configurations decrease from bigger unit cells to
smaller unit cells (1.1 µB, 0.9 µB, 0.6 µB and 0.5 µB). Experimentally, the local
moment for Fe decreases with increasing temperature above TC.78,84 This suggests
that just above the transition temperature, the paramagnetic state carries a short-
range magnetic order, which disappears at higher temperature. Hence, the bigger
unit cell corresponds to the state just above TC and the smaller unit cell represents
the magnetic state for higher temperatures.
The latent heat of the first order magneto-elastic phase transition is an important
quantity to determine the size of the MCE and hence the eﬀectiveness of the mag-
netocaloric materials. The amount of heat absorbed during the transition eﬀectively
cools down the refrigerator. Theoretically the latent heat (L) can be calculated from
the total entropy change at TC. Since the states were modeled at 0 K using the
DFT formalism; a finite temperature approach is required to obtain the transition
temperature (TC) and hence L. The Helmholtz free energy (F ) is expressed as the
summation of the internal energy (U) in addition to the temperature dependent term:
F = U   TS. To evaluate the temperature dependent term, phonon calculations
are necessary. For the lattice vibrational properties of the stable phase, dynamical
matrices were created using the DFPT formulation.39 The eigen values and eigen
vectors were computed for the dynamical matrices and the phonon vibrational fre-
quencies were obtained using the interatomic force constants. No imaginary phonon
frequency was obtained [see, Figure-3.2], showing vibrational stability of the system
for both magnetic phases. The internal energy term consists of the VASP total energy
output and the zeroth-order phonon vibrational term. So the Helmholtz free energy
F (V, T,m) as a function of volume (V ), temperature (T ) and magnetization (m)
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takes the following form:
F (V, T,m) = U0(V,m) +
1
⌦BZ
·
X
j
Z
BZ
~!j(q, V,m)
2
+
kBT · ln
✓
1  exp

~!j(q, V,m)
kBT
 ◆
dq
(3.1)
here ~, !j(q, V,m) and kB are the Planck constant, frequency of the j-th phonon
mode at wave vector q and the Boltzmann constant respectively. The phonon density
of states and the corresponding band structures for the two magnetic states are shown
in Figure-3.1 and Figure-3.2, respectively.
Figure 3.1: Phonon density of states of MnFeSi0.33P0.66 in (a) AFM and (b) FM
states as a function of frequency
In the bandstructures as shown in Figure-3.2a and 3.2b, the low frequency linear
parts from 0 to 2.2 THz are similar and represent the acoustic phonons. The optical
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Figure 3.2: Phonon band structure of MnFeSi0.33P0.66 in (a) AFM and (b) FM states
modes are reasonably diﬀerent for both of the states above 2.2 THz, especially from 8
to 14 THz. As shown in equation- (3.1), the third term determines the temperature
profile of F (V, T,m) which includes the phonon frequencies of the normal modes
shown by the phonon DOS [Figure-3.1a and 3.1b]. The diﬀerence between the density
of states of FM and AFM states are responsible for the thermal evolution of the free
energies that lead to diﬀerent slopes for the free energy curves. The low frequency
optical phonon vibrations have a greater contribution to the temperature dependent
third term of equation-(3.1) rather than the high frequency vibrational terms. So,
the diﬀerence just above 2.2 THz primarily determine the diﬀerence in slopes in the
F versus T curves as shown in Figure-3.3.
The FM state represents the ground state at 0 K but F decreases gradually for
both FM and AFM states with increasing temperature. Despite that the curves have
diﬀerent slopes, they do not intersect even at higher temperature (⇡1000 K), which
excludes the possibility of any phase transition. This is in direct contradiction with the
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Figure 3.3: Helmholtz free energy (F ) as a function of temperature
experimental observation of an magneto-elastic transition at TC. However in the above
calculation, we did not consider the volume expansion with temperature. Therefore,
to remove this discrepancy in Figure-3.3, we introduce the correction for the eﬀect of
lattice expansion by incorporating QHA, which includes the volume dependence of the
phonon frequencies as a part of the anharmonic eﬀect.40,82 So, instead of Helmholtz
free energy F (V, T,m) for constant volume, we used the Gibbs free energy (G) at
constant pressure (P ),85 which is defined as:
G(P, T,m) = min
V
[F (V, T,m) + P · V ] (3.2)
Following the procedure mentioned by Togo et. al. (Figure 2 of Ref. 86), F (V, T,m)
were evaluated with diﬀerent volumes for both the FM and the AFM states. Then,
fitting F (V, T,m) in the Birch-Murnaghan equation of state, we finally obtain P . a
aThe F (V, T,m) versus V was fitted with the Birch-Murnaghan equation of state87 independently
for all the temperatures.
F (V, T,m) =   9
16
B0[(4  B00)V0
3
V 2
  (14  3B00)V0
7/3
V 4/3
+ (16  3B00)V0
5/3
V 2/3
] + constant
(3.3)
From the fitting, the constants of the equation were obtained. Then the pressure was evaluated using,
P (V, T ) =  [@(V, T )/@V ]T .
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From P and F (V, T,m), we calculated G(P, T,m) by minimizing the parameters inside
the square bracket with respect to the volume [equation-(3.2)].88 b Note, since QHA
neglects the temperature dependence of the phonon frequencies, it becomes invalid
at very high temperature (well above 1000 K). While using QHA, other temperature
dependent quantities can be calculated as well. The bulk modulus of MnFeSi0.33P0.66
in the FM and AFM states decrease as the volume expands [see, Figure 3.4] and the
interatomic distances increase; resulting in the softening of materials.
Figure 3.4: Evolution of bulk modulus and the volume of unitcell as a function of T
Moreover, this model does not include the fact that in reality the material in a
paramagnetic phase can be assumed to be an assembly of multiple magnetic orders.
So in order to include the disorderliness of the system, a configurational entropy
[Sconf = kBlnW ] term was added.83 Here W is the number of all possible magnetic
configurations. Since a complete magnetically disordered system leads to the Boltz-
mann limit for the entropy, this is a reasonably good approximation to model a system
at high temperature in the paramagnetic phase. The configurational entropy was cal-
culated in the following manner for the 2⇥ 2⇥ 1 AFM unitcell:
Sconf = kBlnW
= kB
24
x
ln
0@ x !
x
2
!
x
2
!
· x !x
2
!
x
2
!
1A (3.4)
The total number of magnetic atoms within the AFM unitcell is: 24. There are two
species of magnetic atoms: Fe and Mn, with 12 atoms each. Since both Fe and
Mn have non-zero and unequal moments, we arranged the spin-up and spin-down
atoms in such a way that the total moment remains zero. Sconf saturates fast with
bvia Birch-Murnaghan equation we get the pressure P as, P (V, T,m) =  (@F (V, T,m)/@V )T,m.
Next, we solve 0 = P (V, T,m) and obtain V0 (parametrized by T and m). Inserting this, we get G:
G(P = 0, T,m) = F (V0(T,M), T,m) + 0⇥ V0.
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increasing x with a value ⇠ 0.0323 meV. Finally adding all the contributions, the total
free energy [Ftot = G(P, T,m)  T · Sconf ] was obtained and plotted in Figure-3.5.
Figure 3.5: Total free energy (Ftot) and entropy (S) evolution with temperature.
Experimentally, the Curie temperature lies around 300 K for MnFeSi0.33P0.66.55
In Figure-3.4, the total free energy plots intersect at a temperature around 410 K,
which depicts the magneto-elastic phase transition and shows good agreement with
the experiments. The dissimilarity may arise from other factors contributing to the
entropy, like magnons or phonon-phonon interactions. The diﬀerence in F between
FM and AFM state at 410 K in Figure-3.3 is 19.19 kJ·mol 1. With the anhar-
monic correction using equation-(3.2), the diﬀerence reduces by 6.41 kJ·mol 1 and
decreases further by 12.78 kJ·mol 1 when including the configurational entropy. The
specific heat at constant pressure can be calculated from the second derivative of
the Gibbs free energy using the relation: CP = -T[ 2G(P, T,m)/ T 2]P. The specific
heat undergoes a discontinuous transition near TC as shown in Figure-3.6, which is
the characteristic of a first order phase transition. The entropy as function of the
temperature and the entropy jump at the phase transition ( Str) are shown in Figure-
3.5. We derive a value of 48.7 J 1·K 1·kg 1, which is comparable to the experimental
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Figure 3.6: Calculated CP as a function of temperature
finding: 58.6 J 1·K 1·kg 1.89 The latent heat of the phase transition is defined as:
L = TC ⇥  Str. So the value obtained from this calculation is 19.97 kJ·kg 1, which
is also in good agreement with experimental findings considering the somewhat over-
estimated value of the Curie temperature.79,89,90 The latent heat is the diﬀerence
between the slope of Ftot in FM and AFM state with respect to the temperature at
TC.
3.4 Conclusion
Compounds of the type MnFeSixP1 x belong to the MCE materials with the highest
magnitude of the MCE (as measured by  Str and  Tad).24 Our calculation results lead
to the following picture. The electronic redistribution that creates covalent bonding
among the atoms26,76 initiates both the electronic entropy change and the change in
thermal vibrations of the atoms that contributes to the lattice entropy change. The
electronic redistribution initiates the lattice change and both of these contributions
add up to a bigger entropy change and a large latent heat with unexpectedly low
thermal hysteresis91.
In this study, we use the stereotypical compound MnFeSi0.33P0.66 with Mn:Fe=1:1
stoichiometry. To take thermal eﬀects into account we utilize a 2 ⇥ 2 ⇥ 2 super-
cell. The need of such larger supercell sizes, restricts the method for low symmetric
structures, because of high computational costs at the moment. In addition to this,
non-magnetic Si and P atoms were inserted at crystallographically distinct 1b and
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2c sites, respectively, in order to avoid computational cost related to again larger
supercells to account for positional disorder. DFT optimized rather than experi-
mentaly determined structures were used for both high and low magnetic states in
MnFeSi0.33P0.66. The temperature evolution of the free energy (F ) in these states
were evaluated using the eﬃcient DFPT mechanism. Further corrections to the free
energy were included in the form of QHA and configurational entropy. We calculate
the phase transition temperature,  Str and the latent heat of the system within rea-
sonable accuracy.79,89,90 This method can be used to calculate latent heat or related
quantities of other magnetic systems and characterize them based on the size and
nature of the MCE for the search of better magnetocaloric materials in near future.
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Chapter 4
ab  initio study of the structural and
magnetic properties of MnFe(Si,P):
correspondence with experiments
Abstract
Our ab-initio study on MnFe(Si,P) produces results with remarkable resemblance with the
specially designed experiments. Density functional theory (DFT) calculations predict the
structure, site occupation of atoms, electronic redistribution and the evolution of magnetic
moment during the magneto elastic transition (MET). DFT shows a preferred occupation of
Si atoms on the 2c site stabilizes and decreases the magnetic moment on the 3f and 3g site
respectively. Neutron-diﬀraction experiments on the (Mn,Fe)2(P,Si)-type compounds have
shown a similar site preference of Si atoms in the hexagonal structure. During MET, the
atoms rearrange within the lattice as an eﬀect of the changes in the chemical bonding be-
tween magnetic and non-magnetic species. Using electron density diﬀerence plots produced
by DFT calculation, we have shown the change in covalent bonding between the atomic
species and the atomic displacements during MET. These results are experimentally verified
by the X-ray absorption near edge spectra (XANES). Since MnFe(Si-P) series of materials
are known to exhibit mixed magnetism, a probe to the element/site specific local magnetic
moment is necessary to prove this. Using core-electron excitation, we successfully generated
X-ray magnetic circular dichorism (XMCD) spectra that is compared with the experiments
and local magnetic moments are also probed.
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N. H. van Dijk, and E. Brück, Phys. Rev. B 89, 174429 (2014)
M. F. J. Boeije, P. Roy, F. Guillou, H. Yibole, X. F. Miao, L. Caron, D. Banerjee, N. H. van
Dijk, R. A. de Groot, and E. Brück, Chem. Mater. 28 (14), pp. 4901-4905 (2016)
H.Yibole, F.Guillou, L.Caron, E.Jimenez, F.M.F. de Groot, P. Roy, R. de Groot, N. H. van
Dijk, and E. Brück, Phys. Rev. B 91, 014429 (2015).
43
44
Chapter 4: ab   initio study of the structural and magnetic properties of
MnFe(Si,P)
4.1 Introduction
In the field of functional magnetic materials, compounds exhibiting a first-order mag-
netic phase transition (FOMT) have recently received special interest due to their
potential applications. Systems that undergo a discontinuous phase transformation
have especially been studied for their magnetocaloric eﬀect (MCE). One of the most
promising MCE applications is magnetic cooling, which replaces the use of green-
house or ozone-depleting refrigerant gases, while it potentially has a better energy
eﬃciency than usual cooling methods.46,92,93 To observe a particularly large magne-
tocaloric eﬀect, advantage should be taken from the latent heat (discussed in chap-
ter 3.3) displayed by the first-order magnetic transition, leading to a giant magne-
tocaloric eﬀect (GMCE). The GMCE is associated with a first-order magnetoelastic
transition (MET) that makes near room temperature magnetic refrigeration attrac-
tive as a highly eﬃcient and environmentally benign cooling technology. In the last
decade several families of MCE materials have been discovered: FeRh94, Gd5Si2Ge2 8,
Mn(As,Sb)15, La(Fe,Si)13 and its hydrides,16,17 and (Mn,Fe)2(P,X) [with X = As, Ge,
Si, B]18,22,26,54,84.The evolution of (Mn,Fe)2(P,Si) compounds from the Fe2P parent
phase by partially substituting Mn for Fe and Si for P brings tunable phase-transition
temperatures and GMCE.16–18
4.2 2c-site preference of Si atoms in (MnFe)2(Si,P)
The site preference of the nonmetal substitution atoms in Fe2P parent phase can be
estimated based on the atomic radii.95 Nonmetal atoms with a larger radius than P
(e.g., As and Si) are expected to occupy the 2c site, while those having a smaller radius
(e.g., B) prefer the 1b site. This prediction has been experimentally confirmed in Fe2P
by X-ray diﬀraction in the case of As substitution96 and by Mössbauer spectroscopy for
B substitution.97 However, no experimental confirmation of the Si site preference in
Fe2P-type compounds was found. Neutron-diﬀraction experiments and first-principles
calculations indicate the preferential occupation of the two transition-metal atoms in
the hexagonal structure (space group 189/P6¯2m).26,98–100 Mn prefers the 3g site with
five non-metal nearest neighbors forming a square pyramid, while Fe favors the 3f site
surrounded by four nonmetal coordination atoms forming a tetrahedron (see Fig. 4.1).
Strong and weak magnetism appears on the 3g and 3f sites respectively, as a con-
sequence of the diﬀerent coordination environments. The first-order magnetoelastic
transition in Fe2P-type compounds is accompanied by changes in the density of states
(DOS) of the transition-metal 3d electrons.26,56,101 Mössbauer spectroscopy shows
that Si substitution for P in Fe2P changes the local electronic structure and hyperfine
fields of its co-planar Fe atoms.102 Theoretical calculations in the (Mn,Fe)2(P,Si) yield
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Figure 4.1: Schematic representation of Mn and Fe atoms with the respective nearest
neighbors within the (Mn,Fe)2(P,Si) crystal structure.
higher Fe (Mn) moments when a larger number of co-planar Si nearest neighbors is
considered.99 The interatomic distances also significantly influence the chemical bond-
ing between nearest neighbors, leading to changes in the transition-metal band struc-
ture and therefore magnetic moment.26,56 In addition, magnetization measurements
reveal that the ferromagnetic(FM)-paramagnetic(PM) phase-transition temperature
(TC) increases with increasing Si content in (Mn,Fe)2(P,Si) compounds.25 This im-
plies that the FM state is stabilized by Si substitution. Consequently, it is necessary to
resolve the underlying relation between the tunable phase transition and the changes in
local coordination environment around transition metals in the Fe2P-type compounds
upon non-metal substitution.
In the present study, Composition-specific density functional theory (DFT) calcu-
lations are performed to prove the site preference of the Si atoms. This site preference
along with the interatomic distances, influences the phase transition with Si substi-
tution. A temperature-dependent neutron diﬀraction experiment was carried by X.
F. Miao, L. Caron, N. H. Dung, L. Zhang, W. A. Kockelmann, N. H. van Dijk and
E. Brück62 to monitor the evolution of local magnetic moments and interatomic dis-
tances across the FM-PM phase transition in (Mn,Fe)2(P,Si) compounds. Particular
attention is paid to the site preference of Si atoms and its influence on the local
magnetic moments.
4.2.1 Computational Details
In the electronic structure calculations, we have used the projector augmented wave
(PAW) method implemented in the Vienna Ab initio Simulation Package (VASP).34
PAW data sets were used with 1s, 2s, 2p and 3s core states frozen for Mn. In Fe
atoms, an additional 3p semi-core state was kept frozen, since it lies deeper in energy.
For Si and P 1s, 2s and 2p core state were kept frozen. Exchange interactions were
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taken into account using the generalized gradient approximation (GGA) by Perdew,
Burke, and Ernzerhof (PBE).33 The Brillouin-zone integration was done using a  -
centered k-point mesh of 3⇥3⇥8 k-points in the irreducible part of the Brillouin zone.
The cutoﬀ energy of the Kohn-Sham orbitals was taken as 500 eV and for smearing,
a Gaussian function was used (width 0.1 eV). For all of the calculations, we relaxed
the ionic positions with a force convergence of 0.001 eV/Å for all of the atoms. The
energy convergence criterion was set at 10 7 eV.
4.2.2 Results and Discussions
Figure 4.2: The influence of Si distribution on (a) total energy and (b) sublattice
magnetic moments for Mn1.25Fe0.75P0.42Si0.58 from first-principles DFT calculations.
The solid lines are guides to the eye. [Ref. 62, used with permission]
We explored the Si distribution by first-principles DFT calculations. A 2⇥2⇥1
supercell is built in a FM magnetic ordering with the lattice parameters a = 6.223
Å and c = 3.289 Å taken from the neutron-diﬀraction experiments for x = 0.55
composition of Mn1.25Fe0.70P1 xSix . The supercell contains 15 Mn, 9 Fe, 7 Si, and
5 P atoms, with a composition Mn1.25Fe0.75P0.42Si0.58 close to the x = 0.55 sample.
Atomic configurations for diﬀerent Si distributions on the 2c and 1b sites are modeled
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by filling the eight 2c sites in the supercell with a diﬀerent number of Si atoms
[from 3 to 7]. The corresponding fractions of Si at the 2c-site [f2c(Si)] are 3/7,
4/7, 5/7, 6/7, and 1. The total energy as a function of the f2c(Si) is presented in
Fig. 4.2(a). It decreases with increasing f2c(Si). This clearly reveals that Si prefers
the 2c sites instead of the 1b sites, in good agreement with the experimental results
shown below [Fig. 4.3] and the previous theoretical calculation reports.99,101 Since,
the ratio between the 2c site to the non-magnetic sites (2c and 1b) is 0.66, the
value of f2c(Si) above 0.66 suggests preferential occupation of Si at the 2c site. For
the DFT composition (x = 0.58), the value of f2c(Si) ⇡ 90 % clearly demonstrates
this preferential site occupation. The site preference of Si on the 2c site can be
understood by the non-metal atomic size factor proposed by Rundqvist95 since Si has
a larger atomic radius than P. However, this size factor is not observed in the case
of As substitution in the hexagonal (Mn,Fe)2P1 x Asx compounds. The substituted
As atoms are statistically distributed on the 2c and 1b sites,103 although the atomic
radius of As is much larger than that of P. The strong contrast of the site occupation
between As and Si likely arises from their diﬀerent chemical properties, not their
respective size, contradictory to the Rundqvist model. As and P have the same number
of valence electrons, while Si has less. Therefore, while As substitution has no eﬀect
on the electronic environment, Si induces a significant electronic reconfiguration. As
a result, Si atoms prefer to occupy the lower-energy 2c site.
Figure 4.3: Fraction of Si on the 2c site in (Mn,Fe)2P1 xSix derived from neutron
diﬀraction. The solid line is a guide to the eye. The dashed line indicates the f2c(Si)
in the case of a random Si distribution. [Ref. 62, used with permission]
The Fe (Mn) magnetic-moment formation is in competition with chemical bond-
ing in the Mn1.25Fe0.70P1 xSix compounds, which is strongly influenced by the co-
ordination environment around the Fe (Mn) atoms. Two main contributions from
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the coordination atoms should be taken into consideration: the atomic species and
the interatomic distances. Fig. 4.2(b) illustrates the magnetic moments on the 3f
and 3g-sites as a function of f2c(Si) obtained from the DFT calculations. Higher
and lower magnetic moments are predicted on the 3f and 3g-sites respectively, when
more Si atoms occupy the 2c sites. According to the electronic structure calculations,
(Mn,Fe)2(P,Si) has only Fe and Mn d-electrons close to the Fermi level, while P and
Si p-electrons are located far below.99 Electron transfer from the Fe and Mn d-band
to the P and Si p-band would be expected to fill the P and Si p-band, which enhances
the splitting of the Fe and Mn d-band and thus increases the magnetic moment of
the Fe and Mn supplying the electrons. This electron transfer feature is more pro-
nounced for coplanar metal-nonmetal neighbors, as indicated by the isomer shift in
Mössbauer spectra of Fe2(P,Si) compounds.102 Since Si has less valence electrons
than P, the preferred occupation of Si on the 2c-site would bring larger magnetic
moments on its coplanar 3f -site, as we observe in Fig. 4.2(b). These results sug-
gest that larger magnetic moments will develop on the 3f or 3g-site when there are
more coplanar Si nearest neighbors, which is in accordance with previous theoretical
calculation results.99
4.3 Electron density diﬀerence studies
Next, we discuss about the electron density plots and their influences on the magneto-
elastic transition in (Mn,Fe)2(P,Si). Previous DFT calculations predicted a distinct
change in electronic structure and magnetic moments across the magneto-elastic tran-
sition in Fe2P-based materials.26,104,105 In particular, Fe atoms on the 3f site display a
partially quenched magnetic moment in the paramagnetic state. A recent DFT study
on La(Fe,Si)13 -based compounds also indicates, for the paramagnetic state "the
possibility of stable quenched Fe-moments".50 We therefore propose that competi-
tion between bond formation and moment formation lies at the basis of this first-order
magnetoelastic transition as it involves the same 3d electrons. In order to experimen-
tally verify that this mechanism is relevant in MCE materials, one may probe changes
in electron density around the Fe atoms. So for simplicity, MnFe0.95P0.582Si0.34B0.078
was chosen79 for its sharp first-order transition and an Fe/Mn ratio close to 1:1, which
allows one to distinguish the high and low moment sites. For La(Fe,Si)13 experimental
verification is more diﬃcult as all moments are carried by iron. X-ray Absorption Fine
Structure (XAFS) and high-resolution X-Ray Diﬀraction (XRD) were used to inves-
tigate the electron density. Extended X-ray Absorption Fine Structure (EXAFS), is
sensitive to the local electronic environment around a particular type of atom. So,
applying a Fourier transform to the EXAFS signal, 1D radial electron density plots
were obtained. By measuring below and above the critical temperature, changes in
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Figure 4.4: A cartoon depicting the X-ray absorption spectroscopy. In the left picture,
the electrons (blue balls) from the core-orbitals are excited by an incident photon and
lifted to the valence bands. Electrons from 1s level gives K-edge, and from 2p1/2
and 2p3/2 levels give L2 and L3 edges respectively. These two edges are described
in details in the following sections (K-edge: Section 4.3.2; L-edge: Section 4.4.2).
2p1/2 and 2p3/2 levels are spin-orbit split.
this radial distribution of the electron density were detected. To characterize these
changes also in 3D, charge density maps were created from high-resolution XRD
measurements above and below the critical temperature. The experimental data were
compared with the electron density pictures obtained from the first principle DFT cal-
culations. A correspondence between the DFT and experiments explains the insights
of GMCE caused by a first order MET. All the experimental data shown here, were
taken from M. F. J. Boeije, F. Guillou, H. Yibole, X. F. Miao, L. Caron, D. Banerjee,
N. H. van Dijk and E. Brück.106
4.3.1 Computational Details
The density functional theory calculations on MnFeP0.67Si0.33 were done using Vienna
ab-initio simulation package (VASP)34 employing generalized gradient approximation
by Perdew, Burke and Ernzerhof [GGA-PBE].33 Frozen core charges were represented
using pseudopotentials of the Vanderbilt form107 utilizing the projector augmented
wave (PAW) framework.36 For all the atoms PAW datasets were used with frozen 1s,
2s, 2p and 3s core state for Mn. For Fe an additional 3p state was also frozen. For
Si and P 1s, 2s, 2p core states were kept frozen. The Brillouin-zone integration was
done using a  -centered k-point mesh of 6 ⇥ 6 ⇥ 6 k points in the irreducible part
of the Brillouin zone. The cutoﬀ energy of the augmentation function was taken as
400 eV and, for smearing, the Methfessel-Paxton scheme was used with a smearing
width of 0.1 eV. The convergence criteria for the force and energy were set at 0.001
eV/Å and 10 7 eV respectively. The lattice parameters and the atomic positions
within the unit cell of MnFeP0.67Si0.33 in ferromagnetic and paramagnetic states were
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independently relaxed until the convergence criteria were achieved. The obtained
values for ferromagnetic and paramagnetic lattice parameters were aFM = 6.13 Å,
cFM = 3.27 Å and aPM = 5.94 Å, cPM = 3.42 Å. The c/a ratios of both phases
are in agreement with the experimentally determined ratios. For the FM phase, these
values are 0.536 (XRD) and 0.533 (DFT) and for the PM state these are 0.564 (XRD)
and 0.576 (DFT). For the charge density plots, the unit cell parameters and atomic
positions obtained by Rietveld refinement of the XRD data were used. To model the
paramagnetic state, a 2 ⇥ 2 ⇥ 2 supercell was created with alternating direction of
magnetic moments within the XY plane. This was energetically more stable compared
to previous calculations.26 The magnetic moments of weakly magnetic Fe atoms
decrease from 1.45 µB in the FM state to 0.67 µB in the PM state, where the
strongly magnetic Mn atoms retain the moment from 2.93 µB (FM) to 2.87 µB
(PM) during the phase transition.
For the K-edge spectrum, we used Wien2K code35 (explained in details in Sec-
tion 4.4.2). If one is interested in exploring the physics of the core region of an atom,
as in the case of the XAS or XMCD, all-electron schemes are needed (in contrast,
VASP only employ the valence electrons). Among them, the ones derived from the
augmented planewave (APW) method are the most precise ones for a proper de-
scription of the magnetic properties. These methods employ a hybrid set of basis
functions, i.e., atomic-like basis functions in the unit-cell region close to nuclei and
planewaves elsewhere. Our method of choice is the linearized augmented planewave
(LAPW) method,37 where the basis functions inside the muﬃn-tin spheres are the
linear combination of radial functions.
4.3.2 Results and Discussions
The bandstructure of the system under FM and PM bands are drawn below in Figure
4.5. It is noted that for the FM state, the bands show exchange splitting, i.e. spin up
and spin down have diﬀerent energies. However in the case of PM bandstructure, the
spin up and spin down (red and blue in Figure 4.5(b) respectively) perfectly overlap
to each other. Although in Figure 4.5(a) below 8 eV, bands from both spin merges,
but above 8 eV the blue and red bands mostly diﬀer from each other. It is because
at lower energy core states, the orbitals are filled; providing equal occupation for
electrons from either spin. Near the Fermi level, the states are mostly from valence
electrons from partially filled shells and hence exhibiting exchange splitting.
The density of states derived from the band structure is also plotted in Figure
4.6. It is clear from the partial DOS pictures that in the MET, the Fe atomic DOS
changes significantly while for Mn it is almost constant. This is the reason why
the itinerant electrons from Fe 3d-orbitals turn into covalent electrons and create a
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(a) (b)
Figure 4.5: Bandstructure of MnFeSi0.33P0.66 in (a) FM phase and (b) PM phase. The
red corresponds to spin majority and blue corresponds to spin minority. Notice that
in PM phase red bands entirely overlap with the blue band describing zero magnetic
moment. The dotted black line represents Fermi level.
bond between the semi-metallic atoms (here Si). As a result, the Fe atom loses half
of the magnetic moment as in its FM state (1.45 ) 0.67 µB) while the Mn atom
conserves the moment (2.93) 2.87 µB). This is the consequence of the fact that the
electronic structure around the Fe atom changes drastically while around the Mn atom
this remains fairly unaﬀected. So it is highly demanding that an electronic density
plot is constructed around the MET for both Fe and Mn atoms. We can describe
the change in electronic densities and in turn bolster this claim made through DFT
calculation.26 In order to do that X-ray analysis was necessary since neutron or other
spectroscopic techniques are not useful to determine the electronic redistributions.
Hence a high resolution XRD was used to scan the sample and provide suﬃcient
information to reconstruct the electronic charge density in 3D. This can be directly
compared with the electronic charge distribution as obtain from high precision DFT
calculations. In addition to this, X-ray absorption fine structure (XAFS) was modeled
using DFT and compared with experiments.
The XAFS signal can be devided into two section (because of the complexity of
the subject): the X-ray absorption near edge spectrum (XANES) and the extended
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Figure 4.6: Partial density of states of Fe (left) and Mn (right) in the ferromagnetic
(FM) and the paramagnetic (PM) phase of MnFeSi0.33P0.66 respectively. The energy
scale is plotted with respect to the Fermi energy. In the ferromagnetic phase there
is a majority of spin-up electrons (red) compared to the spin-down electrons (blue),
which contribute to the itinerant magnetism (1.45 µB). In the paramagnetic phase
there is lower spin polarization, which results in smaller magnetic moments (0.67 µB).
The latter is due to the formation of covalent bonds between Fe and P/Si as depicted
in the cartoon on the middle panel. The Mn moment remains almost constant 2.93
µB (FM) and 2.87 µB (PM).
X-ray absoption fine structure (EXAFS). At the present scenario we can plot XANES
only using DFT since it carries the information of electronic environment of the atoms
under study. In order to do that we used Wien2K code35 which utilizes all the electrons
under LAPW approximation.37 We excited the core electron from the 1s level in a
2⇥2⇥2 supercell of MnFeSi0.33P0.66 containing 72 atoms. This allows the conduction
state to relax but also have static screening of the e  , hole Coulomb interaction
from the environment. This e  , hole interaction is essential in order to account for
the excitonic eﬀect within the lattice. From Figure 4.7, one can obtain the information
about the local electronic environment of the excited atoms. It produces the K-edge of
the spectrum as described in Figure 4.4. The XANES for the Fe atom was calculated
using 1 core-hole for FM and PM phase respectively. The spectra in both magnetic
state show minor diﬀerences which indicate a change in electronic environment around
the atom. The major peaks (shown in gray dotted lines in Figure 4.7) generated using
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Figure 4.7: Normalized X-ray absorption spectra in the XANES region are shown using
1 core-hole DFT (left) and experiments (right) for the Fe atom within MnFeSi0.33P0.66.
The DFT calculation was performed at FM and PM phase respectively while the
experiments were carried out at various temperatures. Since 300 K is the Curie
temperature for this sample, the state above Curie temperature above this is to be
considered as PM and below this is considered as FM.
DFT calculation were also clearly reproduced in the experiments. Since the position
of the peaks did not change during MET (TC = 300 K), the only diﬀerence noted
was the peak height. Around 7120 eV, the FM peak is higher than the PM, which is
also the case in experiment where the spectra at 280 K (FM) is the highest among
all temperatures at that energy.
As we are interested in the changes in electron density related to the magnetoe-
lastic phase transition, we subtract the electron densities of the ferromagnetic from
the paramagnetic phase using VASP. The diﬀerence maps are shown in particular
for the electron density diﬀerence within the Fe layer in Figure 4.8. Figure 4.8 was
generated by subtracting the measured electron density at 150 K from the measured
electron density at 450 K. Figure 4.8(b) and Figure 4.8(c) were both derived from first
principle DFT calculations. In the case of Figure 4.8(b) the atoms were allowed to
relax to the experimentally determined equilibrium position (both FM and PM state),
while in Figure 4.8(c) the relative coordinates of the atoms were kept fixed (same
lattice parameters and atomic position for FM and PM state). For consistency, in
addition to the electron density diﬀerence plots, we show the charge density in FM
and PM phases independently in Figure 4.9. The DFT calculated plots [Figure 4.9(c)
and 4.9(d)] show comparatively much less details as presented in the experimental
counterpart [Figure 4.9(a) and 4.9(b)].
The calculated [Figure 4.8(b)] and experimentally determined [Figure 4.8(a)] elec-
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Figure 4.8: Charge density diﬀerence map across the ferromagnetic transition from
(a) high-resolution X-ray powder diﬀraction at 350 K and 150 K (b) DFT calculations
with experimental atomic positions and (c) Structure invariant DFT, which indicates
that the relative atomic coordinates are fixed. The unit cells were uniformly scaled
when subtracting the phases. The diﬀerence between the FM state (blue) and the
PM state (red) is shown.
tron density diﬀerence plots show very similar features around Fe. The redistribution
of electron density is asymmetric due to a shift of the atomic position of Fe across
the transition. Both the experimental shift and the lattice parameters were used as
input for the calculations in order to reliably compare the two density plots. Simi-
lar calculation are performed to generate Figure 4.8(c), however keeping the relative
atomic positions constant. It shows that electrons shift from a dxz to a dz2 orbital
when crossing the magnetoelastic transition from the paramagnetic to the ferromag-
netic state. In Figure 4.8(b) one lobe of the dz2 orbital is obscured and the two lobes
of the dxz orbital on either side of the atom are smeared out. By taking a radial
summation around the Fe atom, changes in electron charge density were observed in
the experiments that supports the DFT findings.
In the PM phase, a covalent bond is formed between Fe and the P/Si atoms,
leading to a decrease in the b and a and an increase in the c lattice parameter. This
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can be viewed from a magnetic and a chemical point of view. The Fe atoms only carry
a sizable magnetic moment when the exchange interaction between the Mn layers is
suﬃciently strong. However, as the exchange interaction is overcome by magnetic
fluctuations, we find that the ferromagnetic transition is associated with a remarkably
strong reduction of the Fe magnetic moment. Or in other words, the ferromagnetic
exchange field exerted by the Mn moments on the Fe positions stabilizes the Fe
magnetic moments, while as soon as it vanishes, the Fe valence electrons rather bond
with neighboring P/Si, which diminishes the moments.
Figure 4.9: Electron density plots from XRD and DFT data. In the DFT data the
core electrons were omitted and therefore at this scale the P and Si atoms are less
visible compared to the Fe atoms. The XRD data show much more details compared
to the DFT data.
The experimental correspondence with the DFT calculations indicates that the
metalloid atoms play a crucial role in providing metastable behavior in these com-
pounds, namely that the electrons can switch between metallic and covalent charac-
ter. Metalloids share properties of both metals and non-metals. This was recognized
early on by Linus Pauling in his influential work on the chemical bond by looking at the
crystal structures of C, Si, Ge and Sn.108,109 Carbon, being small, has a large over-
lap of its orbitals and prefers to make directional, localized bonds. For Si and Ge the
overlap decreases and for Sn the overlap is so small that above room temperature, the
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diamond structure is transformed into a metallic phase. The metastability in bond-
ing due to metalloids is the basis for many first-order magnetostructural transitions,
and for this system it is found to be responsible for the magnetoelastic isostructural
transition.
In summary, we observe a redistribution in the electron density around the Fe atom
when going from the FM to the PM phase using XANES and charge density diﬀer-
ence plots obtained by DFT and verified by XAFS and XRD measurements. This
results to the formation of a covalent bond, which strongly decreases the magnetic
moment of Fe. Therefore, mixed magnetism is demonstrated to be the underlying
phenomenon responsible for the first-order magnetic phase transition and the excel-
lent magnetocaloric properties found in Fe2P-based compounds. Besides the magnetic
(order-disorder) and crystallographic changes, there is also a distinct electronic con-
tribution to the entropy change, which allows tapping into all three entropy reservoirs
(lattice, magnetic and electronic contributions) of the material. Apart from the early
work on FeRh,21 the electronic contribution to the magnetocaloric eﬀect is usually
disregarded or considered to be negligible. The electronic contribution arises from
the redistribution of electrons and a change in density of states at the Fermi level, of
which Fe shows the largest contribution.
4.4 Moment evolution across the ferromagnetic phase
transition of giant magnetocaloric (Mn,Fe)2(P,Si,B)
compounds
The understanding of the origin of the FOMT in these various materials is still lim-
ited. Especially, the mechanism at the basis of the interplay between the magnetic/
electronic/structural degrees of freedom that leads to a simultaneous change of all
these parameters at the FOMT, requires more insight and is crucial for further de-
velopment of advanced magnetocaloric materials. As pointed out by several studies,
the latent heat is the key parameter driving the GMCE properties.79,90,110–112 As an
example, it has recently been reported that the substitution of a small amount of P by
B in MnFe(P,Si) materials results in a decrease of the latent heat, resulting in better
magnetocaloric properties at intermediate magnetic fields.79
Many eﬀorts have recently been made to understand the FOMT in Fe2P-based
(Mn,Fe)2(P,Si,B) alloys. In this hexagonal system (space group 189/P6¯2m), the Fe
and Mn atoms preferentially occupy the tetragonal 3f site and the pyramidal 3g site,
respectively.78,113 When both sites are occupied by iron, a clear distinction is found be-
tween the low-moment 3f site and the high-moment 3g site.113 The FOMT of these
materials has been extensively characterized; in particular, the structural evolution
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across the FOMT is now well documented.78,98,114–117 All these studies support the
magnetoelastic nature of the first-order ferro-to-paramagnetic transition, which leads
to a discontinuity in the ratio of the cell parameters (c/a), but keeps the hexagonal
structure unmodified with a negligible volume change. Recently, it has been proposed
that the key parameter at the origin of GMCE is a strong electronic reconstruction at
the FOMT. Electronic structure calculation on MnFeP0.5Si0.5 26 predicts a change in
hybridization between the 3f site, occupied by iron, and the surrounding nonmetallic
elements, which is expected to result in a reduction of the Fe (3f ) local moment from
1.54 µB in the ferromagnetic phase to a value of only 0.003 µB in the paramagnetic
phase, while the moments on the 3g site (Mn) are almost unaﬀected.26 Even though
Fe2P presents a FOMT one order of magnitude weaker than MnFe(P,Si) alloys, a
relatively similar mechanism was proposed by Yamada and Terao in the parent mate-
rial.104 Within a Ginzburg-Landau model, the loss of long-range magnetic order at the
FOMT was ascribed to a cooperative eﬀect between the 3f and 3g sites, resulting in a
significant reduction of the local 3f moments at TC. These predictions have recently
been revisited to take into account the influence of substitutional elements on the
nonmetallic site of Fe2P.56 All experimental data and charge transfer (CT) multiplet
calculation data were taken from H. Yibole, F. Guillou, L. Caron, E. Jimenez, F. M.
F. de Groot, N. H. van Dijk and E. Brück.84
4.4.1 Computational Details
The DFT calculations were done by using WIEN2K,35 which employs the full potential
linearized augmented plane wave method.37 The calculations were performed within a
scalar relativistic mode. The nonoverlapping atomic sphere radii were taken as 2.23,
2.45, 2.08, and 1.98 a.u. for Fe, Mn, Si, and P, respectively. The Brillouin zone
integration was performed with the tetrahedron method with 72 k-points within the
irreducible Brillouin zone (IBZ). Exchange interactions were taken into account using
generalized gradient approximation by Perdew, Burke, and Ernzerhof.33 To model
the XMCD (X-ray magnetic circular dichorism) spectra, we first converged the spin-
polarized calculation. Since the calculation of optical properties requires a dense mesh
of eigenvalues and eigenvectors,118 we chose a 112 k-point mesh in the IBZ. Then the
spin-orbit calculation is performed via a second variational scheme with the direction
of magnetization specified along the crystallographic z-axis. Core states were treated
fully relativistically. So states with orbital angular momentum l = 1, show splitting
due to spin-orbit interaction. To obtain the XMCD peaks at the correct energies, we
considered the Slater transition state. So, 1/2 electron was removed either from the
2P3/2 or 2P1/2 state and added to the valence states. The energy and the charge were
converged to 0.0005 Ry and 0.005 electrons respectively. Then the momentum matrix
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elements between the specific core states and the conduction states were calculated
and finally the integration over the Brillouin zone was done.
4.4.2 Results and Discussions
XMCD is determined by the diﬀerence between left and right circularly polarized light
in absorption spectra, where left and right are termed as the propagation direction
of incoming light with respect to the magnetization direction of the system. More
specifically, when the direction of propagation is anti-parallel (parallel) to the mag-
netization, the photons are left (right) polarized or their helicity is -~ (+~). The
absorption of a photon with a polarization vector (") leads to the excitation of a
selected atom from an initial state | ii into a final state | f i. Under electric dipole
approximation, the cross section for XAS is given by Fermi’s golden rule:
µ(!) _
X
f
|✏ ·Df i |2 (Ef   Ei   ~!) (4.1)
where
Df i = h f |p| ii (4.2)
These are the matrix elements of the momentum operator
p =  i~rr (4.3)
between the initial and the final energy states: Ei and Ef . If we express ther operator
in spherical coordinate, then we can write,
r±1 = ⌥ 1p
2
✓
 
 x
± i  
 y
◆
;r0 =  
 z
(4.4)
Similarly the polarization vector for the right(+1) and the left (-1) polarized light are:
"± = "x ± i"y (4.5)
And the scalar product in Equation 4.1 will select the +1 and -1 component of Df i .
Hence, for two polarizations, the absorption coeﬃcient become:
µ±(!) _
X
f
|"±1 · h f |p| ii|2 (Ef   Ei   ~!) =
X
f
|h f |r±| ii|2 (Ef   Ei   ~!)
(4.6)
A connection between the integrated XMCD signal and the ground state expec-
tation value of the projection of orbital angular momentum on the magnetization
axis was suggested by Thole, Carra, and van der Laan.119 Later, the same authors
derived a second sum rule for the spin moment using graphical angular momentum
techniques.120 They developed these sum rules by analyzing near-edge X-ray circular
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dichroism and using a single-ion model with a partially filled valence shell. Starting
from the absorption cross section for pure dipole transitions, Equation 4.1, integrating
over the photon energy and applying the Wigner-Racah coupling techniques.121–124.
The technique was first summarized by O’Brien and Tonner.125
The calculation of X-ray absorption spectroscopy is done with the idea of Slater’s
transition states, where a core level electron from 2P3/2 or 2P1/2 level was removed
and added to the valence band of the atom. Then the system was treated with spin-
orbit calculation in order to distinguish these two core levels and a self consistent field
(scf) cycle was performed. The core states are treated fully relativistically in WIEN2k.
As a result, the states that have principal quantum number l diﬀerent from zero, are
spin-orbit split. This results in a state whose total angular momentum J is given by
the sum of the orbital and the spin momentum (J = l + s), in addition to another
state in which l and s are coupled antiparallel (J = l   s). As an example, a 3p core
state (l = 1) will split in 3p (J = 3/2) and 3d⇤ (J = 1/2) states, where the energy
of the former state is higher than that of the latter.
In our calculation, after obtaining the momentum matrix elements from Equation
4.2, we plotted the absorption spectra for both right and left polarized light. In
Figure 4.10: XAS spectra for Fe atoms in MnFeSi0.33P0.66 in FM phase, without
any core-hole for left polarized and right polarized light. The diﬀerence of those two
spectra is negative (filled in pink) for L3 and positive (filled with blue) for L2 peaks and
this is plotted as the XMCD spectra. A non-zero value of XMCD describes non-zero
magnetic moment of that atom.
Figure 4.10 we show the X-ray absorption spectra for Fe atom in MnFeSi0.33P0.66
lattice without considering any core-hole interactions (for FM phase). The two peaks
are clearly visible corresponding to 3p1/2 and 3p3/2 levels respectively. The GGA and
LDA produces similar results with marginal diﬀerences. XMCD was plotted as the
intensity of right-left polarized light. Since right and left polarized light produces
diﬀerent intensities for each level, it correspond to a non-zero value of magnetic
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(a)
(b)
Figure 4.11: XAS and XMCD spectra of Fe atoms in MnFeSi0.33P0.66 in FM phase,
(a) with 1 core-hole in 2⇥2⇥2 supercell, and (b) with half core-hole as introduced in
the same supercell. The diﬀerences between those two spectra are negative (filled in
pink) for L3 and positive (filled with blue) for L2 peaks and those are subsequently
plotted as the XMCD spectra.
moment of Fe atom. The first peak appears at an energy of 688 eV, which is lower
than the usual energy for Fe atoms. Hence, Slater’s transition states were introduced.
Next in Figure 4.11(a), we reduced 1 core electron from either 3p1/2 or 3p3/2 level
and added to the valence bands, describing an excitation of the core electron by the
X-ray. The supercell should be suﬃciently big in order to avoid interaction between
two adjacent core-hole pairs. The first peak appears at 726 eV which, is higher than
the experimental value. So, utilizing Slater’s transition state, we excited 1/2 electron
from either 3p1/2 or 3p3/2 level with core-hole interactions. As a result, the spectra
shifted to slightly lower energy with the position of the first peak around 707 eV
[Figure 4.11(b)]. In the following calculations, 1/2 core-hole pairs were utilized for
obtaining the XMCD spectra.
The relative height of the two peaks is dependent on various broadening methods
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used for these spectra. Generally each spectrum is broadened with a Lorentzian broad-
ening and a Gaussian broadening in order to account for the lifetime and resolution
eﬀects. The assumption of infinite lifetime of the core-hole and excited photo-electron
leads to a very sharp transition and rapidly varying spectra. But in reality the core-
hole decays by radiative or Auger transitions and the excited electron looses energy
by means of plasmons or creating another electron-hole pair. So core-hole and the
excited electrons, both have finite lifetime. These finite lifetimes were accounted for,
by means of a Lorentzian broadening of the spectra. The energy dependent photo-
electron broadening (smaller) was neglected but more eﬀective core-hole broadening
was considered. The Lorentzian broadening values were chosen as 1.0 eV and 0.5 eV
(for both Mn and Fe) on L3 and L2 edges respectively. This produces good agreement
with Fe and Mn spectra. But a negative peak that appears between the L2 and L3
peaks (about 642 eV) of Mn XMCD (Figure 4.14) was not reproduced in the DFT
calculation. Finally, the spectra were convoluted with a Gaussian broadening factor
of 1.8 and 1.6 for Mn and Fe edges respectively in order to account for a finite spec-
trometer resolution. In addition to this, DFT calculation was utilized to determine
the octahedral crystal field potential, parametrized by 10Dq. This signifies the energy
diﬀerence between t2g and eg levels. In order to do that, the DOS was integrated
independently for FM and PM phases within a certain energy range for both t2g and
eg levels. Then the energy was noted where the integral is halfway. The diﬀerence
between these values (for t2g and eg) stand for the crystal field splitting. We used
these values for FM and PM phase to model the XMCD/XAS spectra using charge
transfer (CT) multiplet method.126 Using DFT a value of 10Dq = 0.2 eV for Mn and
10Dq = 1.0 eV for Fe was obtained. A comparison between various methods is drawn
in Figure 4.12. In the DFT method, a proper broadening factor has to be chosen in
order to obtain the ratio between peak heights of L3 and L2. As shown in Figure 4.12,
with DFT fit-2, we obtain a reasonable agreement for Fe XMCD spectra.
Since our primary aim is to model the magneto-elastic transition, and depict the
evolution of local magnetic moment across the transition, we utilized DFT to model
the XAS and XMCD spectroscopy under PM approximation described before. The
comparison in Figure 4.13 shows that the XMCD peaks smear out as the system
undergoes the magneto-elastic transition from FM to PM phase. It indicates that the
magnetic moment of the Fe atom quenches during the magnetic transition. In order
to obtain the values of the magnetic moment in a similar way as in the experiments,
we applied the sum rule developed by Thole, Carra et.al .119,120
morb =  
4
R
L3+L2
(µ+   µ )d!
3
R
L3+L2
(µ+ + µ )d!
(10  n3d) (4.7)
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Figure 4.12: XMCD spectra for Fe atoms in MnFeSi0.33P0.66 in the FM phase. The
comparison was drawn between experiment, charge transfer multiplet calculation and
the DFT simulation with two diﬀerent sets of broadening parameters. Set-1 represents
0.8 (0.4) eV Lorentzian broadening for the L3 (L2) edge and set-2 represents 1.2 (0.2)
eV broadening.
Figure 4.13: XMCD spectra for Fe atoms in MnFeSi0.33P0.66 in the FM and PM
phase with 1/2 core-hole approximation.
mspin =  
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Here morb and mspin represent the orbital and spin magnetic moment. n3d is 3d
electron occupation number of the respective atom that can be derived from the
DFT output. In our calculation the value of n3d derived from Fe and Mn are 6.44
and 5.09 respectively. L3 and L2 describe the range of the integration. hTZi is the
expectation value of the magnetic dipole operator that can be safely neglected as a
smaller contribution. hszi is equal to half of mspin in Hartree atomic units. µ+(µ ) is
the absorption cross section of the right (left) polarized light. As a cross-check, we
calculated the magnetic moment of Fe atoms with no core-hole, half core-hole and 1
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core-hole from Figure 4.10 and Figure 4.11 using Equation 4.8. The values obtained
for Fe in FM phase using the spin sum rule (direct DFT output) are 0.89 µB (1.49
µB), 1.03 µB (1.30 µB) and 1.04 µB (0.72 µB) respectively. For Mn atom, the local
spin moment obtained using 1/2 core-hole is 2.61 µB (2.76 µB) [from Figure 4.15].
So, from these data it is clear that the values obtained from the curves do not match
the calculated values from the scf cycles. There is some mismatch from the branching
ratios (fixed manually) and additionally the spectrometer broadening can be important
too.
In the following section, the results from the XMCD measurements are shown in
details, which support the finding from the DFT calculations. In Figure 4.14 the XAS
as well as XMCD spectra are plotted from the experiment. Figure 4.14(d) clearly
resembles with Figure 4.13 where the evolution of the Fe XMCD spectra across the
transition is plotted. The XAS spectra however do not change significantly. For
Mn atom also a large reduction in intensity is observed across the transition. This
suggests a reduction in the magnetic moment for both elemental Mn and Fe at the
Curie temperature.
Figure 4.14: XAS and XMCD spectra for MnFe0.95P0.582B0.078Si0.34 measured at
the Mn-L2,3 edge [left panel, (a) and (c)], and Fe-L2,3 edge [right panel, (b) and
(d)]. Black and red spectra are measured at 250 K (ferromagnetic state) and 330 K
(paramagnetic state), under an applied magnetic field of 4 T, respectively. [Ref. 84,
used with permission]
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Figure 4.15: Comparison of the measured charge-transfer multiplet calculation and
DFT calculation for XAS and XMCD spectra at the Mn-L2,3 [(a) and (c)] and Fe-L2,3
[(b) and (d)] edge, for MnFe0.95P0.582B0.078Si0.34. Black full line shows the measured
spectra at 250 K at 4 T. Red symbols and green dots show the spectra from the mul-
tiplet and DFT calculations, as described in the text. [Ref. 84, used with permission]
The two computational methods are compared to the experimental XAS and
XMCD data in Figure 4.15(a) [4.15(c)] and Figure 4.15(b) [4.15(d)] for the Mn
and Fe edges, respectively. Generally speaking, there is a decent agreement between
the experimental spectra and the calculations. One can see that the overall spectral
features are reproduced fairly well by both calculation methods. The energy positions
of the main peaks of the two calculated spectra agree with those of the experimental
spectra. Besides, the main and satellite features are reproduced correctly within 1 eV
and the calculated intensity distributions are rather realistic [see 4.15(a) and 4.15(b)].
However, one observes that the relative intensity ratio L2 /L3 , which depends mainly
on the projection of the total moment, shows some deviation for the calculations [see
4.15(c) and 4.15(d)]. Furthermore, looking more closely into the three spectra, the
multiplet calculation appears to yield a better overlap with the experiment for Mn than
the DFT method (the positive shoulder on the high-energy side of the L3 edge) which
is considered to be a drawback of DFT and can be improved by considering Bethe-
Salpeter’s formalism.127,128 In contrast, for Fe, there is a better agreement between
the spectrum calculated from DFT and the experiment. Specifically, the XMCD peak
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ratio of L2 /L3 is more consistent with DFT than CT calculations. In addition, for Fe,
the width of the peaks from multiplet calculation is too narrow in comparison with
experiments or the DFT calculation. The diﬀerences between Mn and Fe spectra
suggest that although Mn and Fe atoms are closely related 3d transition metals, they
behave intrinsically diﬀerently in this system. More precisely, it is anticipated from
previous studies129 that the Mn 3d states occupy a more localized environment (the
pyramidal 3g site as in Figure 4.1), while Fe 3d states are in a more delocalized one
(tetrahedral 3f site). This may suggests that the charge-transfer multiplet calcula-
tion cannot fully be implemented in the case of Fe and DFT calculation produces
rather better agreement since it can reproduce the delocalized electronic picture of
an element.
Figure 4.16: The experimental XMCD magnetic moment measured as a function of
temperature for MnFe0.95P0.582B0.078Si0.34. The curves were measured in a field of 2
T. [Ref. 84, used with permission]
A very sophisticated treatment was used for the Mn atoms that produces an extra
peak in between expected L3 and L2 peak as a result of the mixing of the j = 2p3/2
and j = 2p1/2 manifolds.130–134 Finally, using the sum rules given in Equation 4.7
and Equation 4.8, the magnetic moments of elemental Fe and Mn are plotted as a
function of temperature and are shown in Figure 4.16. It is interesting to note that the
Fe and Mn local moments obtained using the XMCD experiments, are much smaller
than that was expected. Specifically around TC, the Mn and Fe local moments do
not exhibit a sudden change. This is directly contradictory to the earlier and present
DFT result that support the idea of mixed magnetism, where Fe moment quenches
and Mn moment retains the local moment during the FM to PM magneto-elastic
transition. We observed another major discrepancy when comparing XMCD with
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other experiments, which approximately calculate the local moments of Fe and Mn
using neutron diﬀraction studies of similar compounds.62
Figure 4.17: Temperature dependence of magnetic moments derived from neutron
diﬀraction for Mn1.25Fe0.70P1xSix . Total magnetic moments from magnetization
measurements at 5 K are also shown with the open symbols. The dotted lines indicate
the position of TC for each sample. [Ref. 62, used with permission]
First of all, the total magnetic moment is the sum of the local moments of all the
atoms in the formula unit. Since Si and P are almost non-magnetic, the total moment
is approximately the sum of 3f (Fe) and 3g (Mn) local moments. Using the neutron
diﬀraction result, it is clear from Figure 4.17 as the Mn moment is around 2.5 µB and
the Fe moment is around 1.5 µB. These add up to 4 µB for the formula unit and also
match well with the DFT results [Figure 4.6]. However in the XMCD experiments,
the Fe and Mn local moment are too small in the FM state [Figure 4.16] i.e. do
not add up to the total moment (in this case, around 4.2 µB as measured in SQUID
or neutron experiments). The ratio between the Mn and Fe local moments is 1.5 in
XMCD, which is similar to the value obtained in neutron diﬀraction (= 1.6). However
the values of the local moments are apparently suppressed equally for both elements
during the XMCD measurements. Previous studies135 found similar phenomenon and
tried to explain it based on the fact that XMCD is a surface measurement technique
and the local magnetic moment on the surface is much lower than that of the bulk
for these materials. However, DFT study indicates that the excited core-electron on
the valence band can modify the magnetic moment of individual elements from their
ground states by changing the electronic structure (DOS) around it.
During the MET, the Fe moment does not fully quench and Mn moments start
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quenching [Figure 4.16]. Both of these observations are contradictory to the classical
theory of mixed magnetism. In previous studies, by A. Freeman et. al.136 it was pre-
scribed that XMCD measurements can not ideally be used for the PM state. XMCD is
only sensitive to the FM state as it measures the average value of magnetization h !mi,
In case of antiparallel ordering the signal vanishes due to the finite size of x-ray beam,
although there are local moment present. As an example, the ferromagnetic moment
of (Ga,Mn)As reduces to a lower value from its expected value of 5 µB/Mn, which
suggests the coexistance of FM and AFM order in the system.137 As an alternative,
X-ray magnetic linear dichorism (XMLD) is preferred, which measures h !m2i instead
and hence sensitive to both parallel and antiparallel ordering of local moments. This
idea is also supported by C. Sorg et. al.138
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Chapter 5
Pressure induced phase transition in
Fe2P1 xSix compounds
Abstract
Ab-initio electronic structure method was used to study the magnetic and structural
properties of Fe2P1 xSix systems under high pressure. Lattice relaxation, magnetic and
crystallographic properties were calculated using Vienna ab-initio simulation package
(VASP). We applied hydrostatic pressure in the range of  20 to 50 GPa in order to
examine structural phase transition between hexagonal (hex, space group 189/P6¯2m) and
body-centered-orthorhombic (bco, space group 44/Imm2) phase. In accordance with the
experiments and previous theoretical observations, we predicted the stable ground state
to be hexagonal. Under applied pressure, a phase transition is realized from hex ground
state to bco phase and the required pressure depends on Si-concentration in Fe2P1 xSix .
A magneto-elastic collapse around 23 GPa is observed for the hex phase and it is explained
using Fermi surfaces and the band structure.
A manuscript based on this chapter has been prepared by P. Roy, G. A. de Wijs and R. A.
de Groot.
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5.1 Introduction
Solid-state refrigeration has recently drawn huge attention in the field of applied sci-
ence because of the significant improvement in eﬃciency over the compressor-based
conventional refrigerators.8 This is also recognized as an environmental friendly tech-
nology for the absence of ozone layer depleting green-house gases.139 Although this
method has been known for cooling at very low temperature for many years, recent
discovery of the giant magnetocaloric eﬀect (GMCE) near room temperature140 has
made this technique useful for domestic as well as large scale industrial applications.
Many new materials have been proposed in the last decade and among them, iron
pnictide141 and its derivative (Mn,Fe)2(Si,P)-materials are most promising due to their
higher eﬃciency, versatility of applications and the cost-eﬀectiveness. Several exper-
iments have already reported the GMCE in (Mn,Fe)2(Si,P) near room temperature
operation.26 The size of the GMCE and the transition temperature can be controlled
by substituting Fe with other transition metal elements and varying the Si:P ratio,
keeping the same crystal structure.142,143 However, in other cases this leads to struc-
tural changes: using Mössbauer spectroscopy, Jernberg and Häggström discovered a
structural phase transformation in Fe2P1 xSix with varying Si-content.144,145 Increase
in the silicon concentration, transforms the system from its hexagonal (hex) ground
state146 to a body centered orthorhombic (bco) phase. Around zero Kelvin, a concen-
tration of 10% Si defines the phase-boundary (see Figure 5.1) between hex and bco
phases. At higher temperature however this phase-boundary shifts towards a larger
Si-content in Fe2P1 xSix . Above 200 K, the phase transition occurs within very small
temperature span (⇠ 20 K) around the transition temperature (Tt).
The Fe2P-systems exhibit interesting magnetic properties under pressure. This
is also essential to understand their behavior in meteorite, terrestrial garnet peri-
dotite and in the earth’s core147,148. So a detailed study on the pressure dependence
of magnetism, the magneto-crystalline and magneto-elastic phase transitions under
stress are essential to understand the material properties. Although there are exist-
ing experimental studies on the Fe2P1 xSix system under hydrostatic pressure,149,150
there is no reported theoretical work explaining the pressure eﬀect leading to these
phase transitions. Based on the phase diagram in Figure 5.1, we have chosen two
diﬀerent compositions and extensively studied the eﬀect of pressure for these systems.
We predict that an application of stress will transform Fe2P-based systems from the
hex ground state to the bco phase. Since with increased amount of silicon doping,
Fe2P1 xSix transform gradually into the bco phase, we propose that the pressure re-
quired for the hex to bco transition will decrease with an increasing Si concentration.
Our results show that under a compressive pressure of about 23 GPa, Fe2P1 xSix
experiences a magnetic quenching accompanied by an elastic transformation, which
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is further explained in detail here using the Fermi surfaces and bandstructures.
Figure 5.1: The phase diagram of Fe2P1 xSix system from Ref 102, reproduced
with permission. The hex-bco transition temperature Tt (dashed line) and the Curie
temperature TC (solid line) are plotted as a function of Si content. The green stars
represent the two compositions discussed in this chapter.
5.2 Computational Details
The hexagonal phase of Fe2P has the space group 189 (P6¯2m) with nine atoms
including six Fe atoms and three P atoms per unitcell. Three of the Fe atoms occupy
the 3f tetrahedral positions and the other three at the square pyramidal 3g positions.
The P atoms are located at the 2c and 1b positions and serve as the corners of the
tetrahedron and pyramid.151,152 Analyzing the Mössbauer spectroscopy data, Jernberg
et al.144 discovered that, Si addition to Fe2P transforms the hexagonal structure to a
body centered (bco) structure with space group 44 (Imm2). In this bco phase, there
are 36 atoms within the unitcell with three diﬀerent types of phosphorus sites, and
six diﬀerent types of iron sites. The crystallographic occupancies of bco-Fe sites are
Fe(1) Fe(6) = 4 : 2 : 2 : 2 : 1 : 1 and bco-P sites are P(1) P(3) = 4 : 1 : 1.
The results presented here, are based on density functional theory (DFT) cal-
culations. We used the Vienna Ab-initio Simulation Package (VASP),34 employing
the projector augmented wave (PAW) method. Exchange interactions are taken into
account using the generalized gradient approximation (GGA) by Perdew, Burke and
Ernzerhof (PBE).33 For the Brillouin zone integration we used a  -centered k-point
mesh of 6⇥ 6⇥ 10 points (hex) and 5⇥ 3⇥ 6 points (bco) in the whole Brillouin
zone. The energy cut-oﬀ on the plane-wave expansion of the Kohn-Sham states is
selected as 500 eV, and the Methfessel-Paxton finite temperature integration scheme
(  = 0.1 eV) was used for smearing.153 We optimized the lattice parameters and the
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atomic positions with a criterion for the force convergence of 1 meV/Å for all the
atoms. The energies and eigenvalues are converged to 0.01 meV for all the calcula-
tions. The lattice parameters in the hexagonal phase are obtained as a = 5.785 Å,
c = 3.405 Å for Fe2P and a = 5.793 Å, c = 3.396 Å for Fe2P0.92Si0.08. In the bco
phase the optimized lattice parameters are: a = 6.463 Å, b = 10.076 Å, c = 6.041 Å
for Fe2P and a = 6.442 Å, b = 10.076 Å, c = 6.061 Å for Fe2P0.92Si0.08. These are in
good agreement with the previous theoretical and experimental findings.149,150,154? –156
5.3 Results and Discussions
Starting with the fully relaxed unitcell for both Fe2P and Fe2P0.92Si0.08, the volume of
the unitcell is varied in small steps with ± 1% deformation. The lattice parameters
and the atomic positions are relaxed for every individual data point.
Figure 5.2: Energy as a function of volume of the unitcell in hexagonal and body
centered orthorhombic state for (a) Fe2P and (b) Fe2P0.92Si0.08. [The blue dotted
line represents the energy minima in the FM state.]
Table 5.1: Comparison of bulk modulus (B in GPa) with various methods.
Bhex Bbco
Fe2P EMTO-LDA 200157 233.1157
EMTO-PBE 186.8157 194.4157
PAW-PBE 209.14 217.35
Expt.-DAC 174149, 165150  
Fe2P0.92Si0.08 PAW-PBE 199.79 211.77
5.3. Results and Discussions 73
After plotting the total energy as a function of volume, the bco phase represented
the minimum energy state for both of the compositions. However this is contra-
dictory to the previous findings that the low temperature ground state is in fact
hexagonal.141,144,145,149,150 This result clearly indicates that the energy we calculated
here are not accurate enough for predicting the true ground states. Since the DFT
results are obtained at 0 K, a zeroth order phonon term needs to be added to the VASP
energy output in order to obtain the Helmholtz free energy (F ). The hexagonal and
the bco phases have a Debye temperature diﬀerence of 18 K (0.124 mRy/atom =
0.00136 eV/atom) between them.157 An energy diﬀerence of 0.5 mRy/atom between
the hexagonal and bco phase are calculated and subtracted from the energies obtained
for the hex phase. Since we assumed that the zero-point energies do not change sig-
nificantly with 8% Si-doping, the same value was used to modify the energies for the
hex phase of Fe2P0.92Si0.08. The final results are plotted in Figure 5.2.
Figure 5.3: Energy as a function of applied pressure in the hexagonal and body cen-
tered orthorhombic state including zeroth order phonon correction for (a) Fe2P and
(b) Fe2P0.92Si0.08. [The arrow represents the phase transition from hexagonal ground
state to the orthorhombic phase.]
The total energy as a function of pressure in Figure 5.3 illustrates that the ground
states for both of the systems are indeed in the hexagonal phase. With an applied
pressure of 23 and 7 GPa respectively, Fe2P and Fe2P0.92Si0.08 undergo a phase tran-
sition from the hexagonal to the bco phase. This proves that the pressure induced
structural phase transition is achievable for Fe2P1 xSix -systems. The energy diﬀer-
ence between the bco and hex phase at the ambient pressure is ⇠ 0.05 eV and ⇠
0.03 eV respectively, as shown in Figure 5.3(a) and Figure 5.3(b). So a comparatively
smaller pressure is required to cross the phase boundary and to achieve the phase
transition in Fe2P0.92Si0.08. This is consistent with the phase diagram [Figure 5.1],
where the Si-doped compound is located closer to the phase boundary and thus easier
to deform into a high-pressure bco phase. In Figure 5.3(a), the total energy as a
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function of pressure shows a steep change near 23 GPa in the hex phase, however
the total energy [Figure 5.2(a)] curve does not change so abruptly as a function of
volume. This suggests an electronic redistribution near 23 GPa, which changes the
lattice parameters and the volume in the hex phase. This transition is important
in particular in pure Fe2P, since the structural change also takes place at the same
critical pressure.
In order to understand the nature of the transition, the total and the local magnetic
moments of the constituent atoms for both compounds are plotted as a function
of applied pressure. Since, Si and P are non-magnetic elements with only induced
magnetic moment ( 0.1 µB), we did not include them in Figure 5.4.
Figure 5.4: The magnetic moment as a function of applied pressure for the pure
Fe2P compound. Total magnetic moments are plotted for each unitcell in both the
hexagonal and orthorhombic phases. The local moments of Fe atoms in 3g and 3f
sites in hexagonal phase are drawn separately. The magnetic transition occurs at
23 GPa.
The Fe atoms, which occupy the 3g and 3f Wyckoﬀ sites, carry 2.5 µB and 0.6 µB
magnetic moments respectively at the ambient pressure. Starting from  20 GPa pres-
sure, the total magnetic moment decreases slowly till 20 GPa. This is because the
interatomic distances are reduced [Figure 5.4] and thus cause charge delocalization
around the atoms. We also observe a strong decrease of the total moment from
9 µB/f.u. to 3.9 µB/f.u. between 22 to 24 GPa pressure. The local moments of
the Fe atoms in the 3g and 3f positions are reduced by 50% and 100% respectively.
This discontinuity is not similar to the moment evolution as modeled and experimen-
tally observed previously for the magneto-elastic transition in Fe2P-systems at TC. In
these previous studies it was found that the 3f Fe-site entirely loses the local mo-
ment (weak magnetism) and 3g site marginally (⇠ 15%) loses its moment (strong
magnetism).152,157 However in this case, the strong and the weak sites both sacrifice
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Figure 5.5: (a) The lattice parameters in hexagonal phase as a function of applied
pressure. (b) The evolution of volume and the nearest neighbor distances for Fe
atoms at the 3f and 3g positions under applied pressure.
magnetic moments at the critical pressure. This is a first order magnetic transition
(FOMT). However in reality, the low moment hexagonal phase is not observed since
the systems undergoes a structural transformation into the bco phase with lower en-
ergy and higher moment as shown in Figure 5.4. The reason behind the magnetic
transition can be explained using Figures 5.5(a) and 5.5(b). We have shown that
during this transition, lattice parameter a decreases and c increases, which leads to
an elastic transition and enhanced directional bonding within the basal plane. Since
chemical bonding and the magnetic moments are competing with each other,26 this
elastic transition aﬀects magnetism. In addition to this, there is a mild fluctuation
of the interatomic distances that can only be attributed to the fluctuation in volume
change around 18 GPa. However, this change in volume is minimal as the unitcell
expands along the c-direction while the ab-plane shrinks with increasing pressure.
In order to understand the eﬀect of external pressure on the electronic structure of
Fe2P, we plotted the density of states (DOS), bandstructures and the Fermi surfaces
of the material below and above the critical pressure in Figure 5.6. With increas-
ing pressure, the atoms generally come closer, which leads to delocalized electronic
wavefunctions and wider bandwidths.158 Commonly both spin-channels get minimally,
however equally aﬀected by the applied pressure.159 However, in between the DOS
plotted for zero pressure and 24 GPa pressure, we observed a large change in the ex-
change splitting. The spin-majority channel DOS moves further up in energy; whereas
the spin minority channel shifts towards lower energy under high pressure. For the spin
majority, band number 2 and 3 cross the Fermi energy at ambient pressure. However
under the applied pressure, band number 1 moves up by 0.3 eV and also crosses the
Fermi level. The DOS and the bands of the minority spin channel move down by
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0.15 eV towards lower energy at 24 GPa. In the Fermi surface for the spin major-
ity channel, band-3 represents an electron pocket around the  -point. Band-2 and
band-1 are degenerate within most of the Brillouin zone. The Fermi surface in the
spin-minority channel contains band-1 and 2 at zero pressure. Band-1 is a hole pocket
which is filled by electrons with applied pressure and band-3 creates an electron pocket
along the ~kz direction. The shifting in bands towards opposite direction for reverse
spin-channel eﬀectively decreases the total magnetic moment.
5.4 Conclusion
In this chapter, we have discussed the electronic structure and its change as a function
of applied pressure for hexagonal Fe2P based compounds. We have demonstrated the
change in the magnetic properties and explained this on the basis of DOS and the band
structures. A spin-dependent DOS-broadening due to the applied pressure causes a
FOMT accompanied by discontinuous changes in the lattice parameters and atomic
positions. This simultaneous change of magnetic properties and lattice parameter
at the critical pressure (magneto-elastic transition) is independent of the traditional
magneto-elastic transition observed in Fe2P-based (Mn,Fe)2(Si,P) materials at TC.
In pure Fe2P, the magneto-structural transition coincides with this magneto-elastic
transition at 23 GPa [Figure 5.3(a)]. The well-known site-dependent local magnetic
properties of the transition metal atoms, which are essential for the GMCE, are also
evident from our calculation [Figure 5.4]. Since, Si-doping in Fe2P1 xSix initiates
a structural phase transition from hex to bco phase, the required pressure for this
transition is also dependent on the Si:P ratio. We have shown that by applying 23
and 7 GPa, Fe2P and Fe2P0.92Si0.08 respectively go through a magneto-structural
transition. Doping with Si, reduces the required pressure for the transition.
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Chapter 6
DFT studies of the magnetic
properties on some magnetocaloric
compounds
Abstract
Density functional theory (DFT) can be used in several ways to determine the magnetic
properties of a material and for predicting electronic and lattice structures. We have used
DFT on two diﬀerent classes of materials, with distinct magnetic properties and magnetic
transitions. A detailed study on magnetic anisotropy, crystal field splitting and modeling
PM phase with various AFM ordering are carried out for Mn2 xFexSi0.33P0.66. A change in
anisotropy as a function of Fe content is demonstrated by including spin-orbit coupling in
the calculation. ThCo5 based systems exhibit a magneto-elastic phase transition. This was
modeled using fixed-spin-moment calculations. The eﬀect of transition metal doping is also
explained (transition metals are: Mn, Fe, Ni and Cu).
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6.1 Introduction
In the field of functional magnetic materials, compounds exhibiting a first-order mag-
netic phase transition (FOMT) have recently received vast attention due to their
potential applications. Systems undergoing a discontinuous phase transformation
have especially been studied for their magnetocaloric eﬀect (MCE). One of the most
promising MCE applications is magnetic cooling, which replaces the use of greenhouse
or ozone-depleting refrigerant gases, while it potentially has better energy eﬃciency
than traditional vapor compressed cooling methods.46,92,93 To observe a particularly
large magnetocaloric eﬀect, advantage should be taken from the latent heat (dis-
cussed in chapter 3.3) displayed by the first-order magnetic transition, leading to
a giant magnetocaloric eﬀect (GMCE). The GMCE is associated with a first-order
magnetoelastic transition (MET), makes near room temperature magnetic refriger-
ation attractive as a highly eﬃcient and environmentally benign cooling technology.
In the last decade several families of MCE materials have been discovered: FeRh94,
Gd5Si2Ge2 8, Mn(As,Sb)15, La(Fe,Si)13 and its hydrides,16,17 and (Mn,Fe)2(P,X) [with
X = As, Ge, Si, B]18,22,26,54,84.The evolution of (Mn,Fe)2(P,Si) compounds from the
Fe2P parent phase by partially substituting Mn for Fe and Si for P brings tunable phase-
transition temperatures and GMCE.16–18 In this chapter we are going to discuss in
detail the magnetic properties of two separate classes of materials by means of DFT
calculations. We have shown the ways to model the system, closely corresponding to
the experimental observations. Details about fixed spin moment calculation, crystal
field splitting and the spin-orbit coupling are explained with a focus to understand the
magneto-elastic transition.
6.2 Computational Details
We used the Vienna Ab-initio Simulation Package (VASP),34 employing the projector
augmented wave (PAW) method.36 Exchange interactions were taken into account
using the generalized gradient approximation (GGA) by Perdew, Burke and Ernzerhof
(PBE).33 For all the atoms PAW datasets were used. For Mn and Fe, 1s, 2s, 2p and
3s core state were kept frozen. For Ni, Co and Cu an additional 3p state was also
frozen. For Si and P, 1s, 2s, 2p core states and for Th, [Rn]-core states were kept
frozen.
Mn2 xFexSiyP1 y :
The Mn2 xFexSiyP1 y -series of materials (for 1.0  x  1.5 and 0.3  y  0.7)
crystallize in the Fe2P-type layered hexagonal structure with space group 189/P6¯2m.
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For determining the direction of the magnetic moment in the Fe-rich compound, we
have chosen the Mn2 xFexSi0.33P0.66 composition. The Si:P= 1 : 2 ratio reserves the
non-magnetic crystallographic site for diﬀerent chemical species within the unitcell.
The 3f site is occupied by Fe and the excess Fe introduces partial occupancy at
the 3g site along with Mn. A 2 ⇥ 2 ⇥ 1 supercell containing 36 atoms is used to
model the structures. Partial occupancies26,76 at the non-magnetic sites are avoided,
since they demand larger supercells. The Si and P atoms are positioned at 1b and
2c sites respectively.160 For obtaining the easy axis of magnetic orientation, a set of
calculations was performed for every composition after including the spin-orbit (so)
coupling. The lattice parameters, volume and the atomic positions were optimized
(for each compositions) using a criterion for force convergence of 0.7 meV/Å, and
the energies and eigenvalues were converged to 0.1 µeV. The kinetic energy cut-oﬀ
on the plane-wave expansion of the Kohn-Sham states was taken as 350 eV and for
smearing the Methfessel-Paxton scheme of first order was used with a sigma value of
0.2 eV. The Brillouin zone integration was performed on a  -centered k-point mesh
of 5⇥ 5⇥ 14 points in the whole Brillouin zone.
For the calculation of the crystal field splitting, a suﬃciently large unitcell (a =
b = c = 16.73 Å) is utilized with a central Fe atom surrounded by 4 non-magnetic
P/Si atoms. The interatomic distances and interatomic angles were relaxed with a
force convergence criterion of 1 meV/Å, and the energies convergence criterion of
1 µeV. Only one k-point is used centering at   with a Gaussian smearing (width
0.05 eV) to obtain Dirac-delta like peaks with non-zero width. The suﬃciently big
unitcell ensures no interaction between two neighboring Fe atoms, and thus a  -point
is suﬃcient enough.
In the case of large supercell along the z-direction calculation, full relaxation is
performed like before. Successively denser k-point meshes are used from smaller to
larger supercells. For the largest PM supercell (1⇥ 1⇥ 24) a 2⇥ 2⇥ 2 k-point mesh
is used and a 2⇥ 2⇥ 24 mesh was used for the smallest 1⇥ 1⇥ 2 PM supercell.
ThCo5 based system:
ThCo5 crystallizes in CaCu5 type hexagonal crystal structure with space group 191/P6mmm.
It has three crystallographic sites: 1a (Th), 2c (Co) and 3g (Co). The relaxed lattice
parameters for undoped ThCo5 are obtained as: a = b = 4.935 Å; c =4.028 Å.
Atomic positions, volume and the crystal parameters are all relaxed for every individ-
ual calculation with the convergence criteria specified above for a  -centered k-point
mesh of 4⇥ 4⇥ 6 in the whole Brillouin zone.
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6.3 Results and discussions
6.3.1 MnFe(Si,P) based magnetocaloric materials
(Mn,Fe)2(Si,P) based materials are one of the most promising magnetocaloric mate-
rial designed for applications.18,22,26,54,84 In the following sections, we have discussed
some remarkable characteristics of the material and explained the DFT techniques to
model them.
Direction of magnetic moment in Fe-rich Mn2 xFexP0.67Si0.33:
The magnetic structure and the magnetic moment of the Fe2P-based Mn2 xFexSiyP1 y
series of materials are very important for the study of magnetic phase transitions and
the magnetocaloric eﬀect. Previous studies indicate that the direction of magnetic
moment in the pure Fe2P alloy is along the crystallographic c-axis161 and within the
ab plane for the MnFeSi0.5P0.5 compound.162 For all other compositions, it is believed
to be between the ab plane and the c-axis.98 The direction of the magnetic moment is
particularly important and easy to find for a single crystalline sample. However, using
neutron diﬀraction experiment it can also be determined for polycrystalline samples.55
Using the DFT method, the orientation of the spin magnetic moment can be deter-
mined by means of a set of so calculations on this series of materials. At the same
time, we can track the size of the magnetic moment of these compounds.
In the Fe-rich Mn2 xFexP0.67Si0.33 (0  x  1.4) compounds in FM phase, the
total magnetic moment decreases slowly from ⇠4.3 µB for x = 1.0 to ⇠3.9 µB for
x = 1.5 as shown in Figure 6.1(a). The comparison between the DFT data and the
neutron diﬀraction studies (at 5 K),55 demonstrates the similarity of total moment
evolution as a function of Fe concentration.
However, the local moment at the 3f and 3g sites clearly exhibit dissimilarities
between DFT and neutron studies. According to neutron diﬀraction, the excess Fe in
Mn2 xFexP0.67Si0.33 compounds occupies the 3g sites alongside Mn atoms. The 3f
site is entirely occupied by Fe atoms. In Figure 6.1(b), the local magnetic moment at
the 3g sites (occupied by both Fe and Mn atoms) remains almost constant ⇠ 2.85µB
but decreases gradually at the 3f site. It was previously indicated that because of the
weak magnetism at the 3f site, its local moment decreases while the moment at the
3g site remains unchanged for its strong magnetic character.55 They also concluded
that the 3g site moment depends on the electronic configurations of the adjacent
atoms rather than on the type of those atoms. Nevertheless, the corresponding DFT
data diﬀer significantly. According to our calculations, the local moment at the 3f
site remains fairly constant as the occupation of the 3f site by the Fe atoms remains
unaﬀected while increasing the Fe concentration above x = 1.0. On the other hand,
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Figure 6.1: Magnetic moment as a function of the Fe content in Mn2 xFexP0.67Si0.33
compounds with x = 1.00, 1.08, 1.16, 1.33, 1.42, 1.50 using DFT method. The ex-
perimental data is obtained by neutron diﬀraction experiment, taken from Ref. 55.
(a) The total moments and (b) the local moments were compared between DFT and
neutron experiment.
the Mn occupation at the 3f site changes with the introduction of extra Mn. The
excess Fe has somewhat higher moment at the 3g site (⇠ 2.3µB) site than that of
Fe at 3f (⇠ 1.4µB), but still lower than the local moment of Mn at 3g (⇠ 2.9µB).
Therefore in DFT, we observe a decrease of the average 3g moment with x . So we
conclude that the magnetic moment is partially a site dependent and partially element
specific property.
Previous studies indicate a change in magnetization direction with the change in
Fe:Mn ratio. So in order to verify the findings, we used VASP to perform so calculations
for all the compositions mentioned above. The magnetization axes are chosen at ✓ = 0 ,
19.47 , 28.07 , 60.94 , 81.12  and 90  respectively and the energies were calculated for
determining the magnetization axes. From Figure 6.2 we obtain the easy-axis or easy-plane
of the magnetic moment by monitoring the energy minimum with the change in ✓. Here ✓ is
the angle between the c-axis and the magnetization direction in the respective so calculation.
In our calculation it was observed that there is no basal plane anisotropy in the system i.e.
the total energy is independent of  . We observe that by changing the Fe concentration from
x = 1.0 to x = 1.5, the energy minimum as well as the easy axis move from the ab plane to
the c axis. This is clearly a magnetocrystalline anisotropy since the atomic structure of the
material is responsible for this kind of preferential direction of magnetization. In the hexagonal
system, there is a six-fold rotational symmetry around the c axis. The energy density can
subsequently be expressed as:163
E/V = K1sin
2✓ +K2sin
4✓ +K3sin
6✓cos(6 ) (6.1)
Here, E is the total energy of the unitcell and V is its volume. K1, K2, K3 are the anisotropy
constants. Since E is independent of  , we consider cos(6 ) = 1. We have fitted the energy
as a function of ✓ in Figure 6.2 for all values of x using Equation 6.1. The anisotropy constants
are obtained and arranged in Table 6.1.
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Figure 6.2: (Left) Energy as a function of the angle (✓) between the direc-
tion of magnetization and the c axis for Mn2 xFexP0.67Si0.33 compounds with x =
1.00, 1.08, 1.16, 1.33, 1.50 using spin-orbit calculation. E0 represents the minimum
energy for all the respective compositions. The points represent the calculated data
and the lines are the fitting to the data using Equation 6.1. (Right) Diﬀerence be-
tween total energy at ✓ = 90  and ✓ = 0  as a function of x .
Table 6.1: Anisotropy constants as a function of x in Mn2 xFexP0.67Si0.33.
x K1 (eV) K2 (eV) K3 (eV)
1.00 -0.00023410 -0.00032339 0.00023084
1.08 -0.00014553 -0.00020254 0.00014406
1.16 -0.00008325 -0.00011627 0.00008261
1.33 0.00008419 0.00011664 -0.00008309
1.50 0.00027284 0.00038083 -0.00027062
Since K1 6= K1 6= 0, the ferromagnet is not isotropic. The nature of the anisotropy is
dependent on the numerical values of these constants. For a hexagonal system, there are four
possible scenarios: (1) K1 > 0 and K2 >  K1: the c axis is an easy-axis, (2) K1 > 0 and
K2 <  K1: the basal plane is an easy-plane, (3) K1 < 0 and K2 <  K1/2: the basal plane
is an easy-plane, and (4)  2K2 < K1 < 0: the ferromagnet has an easy-cone. In Table 6.1,
the first three rows satisfy scenario 3 and last two rows satisfy scenario 1. This overall agrees
with the experimental observation that the easy axis of magnetic anisotropy changes from the
basal plane towards the c axis with the composition varying from x = 1.0 to x = 1.5.55
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Crystal field splitting:
Another interesting and well-debated discussion arising in the Fe2P-based systems is the crystal
field splitting (CFS) of the d-orbitals for the Fe atoms. We know that Fe is situated at the
tetrahedral site in MnFe(Si,P). However, instead of a perfect tetrahedron, where all the corner
atoms are same, equidistant from the central atom and creating equal angles with each other;
the tetrahedron mentioned here is slightly asymmetric around the central Fe atom. In order
to create a perfect tetrahedron and to observe a crystal field splitting for the Fe atom, we
replaced the corner atoms with a virtual atom with intermediate electronic structure between
Si and P (virtual crystal approximation)26. Then we calculated the DOS at the  -point after
relaxing the structure. The CFS due to the tetrahedral site separates the E and T2 levels
Figure 6.3: (Left) The orbital resolved partial density of states at the  -point for
a Fe atom positioned at a tetrahedral site. A1 and T1 peaks originate from the s-
and p-orbitals of the Fe atom. T2 and E peaks are from the d-orbitals. (Right) The
proposed energy levels of the atoms due to crystal field splitting (CFS) only and with
chemical bonding.
for the Fe atom. A1 and T1 are from the s and p-orbitals respectively at lower energies.
Since the corner Si atoms create chemical bonding with Fe, the d-levels further split into 3
diﬀerent levels as shown in Figure. 6.3. This is what we observe in the partial DOS picture.
So as a conclusion, the CFS at the tetrahedral Fe site is present in (Mn,Fe)2(Si,P) materials.
However, because of the bonding with the neighboring non-magnetic atoms, the energy levels
get splitted further. Hence it is diﬃcult to identify the simple crystal field splitting of the Fe
3d-electrons.
large supercell along the z-direction:
In the PM phase (well above TC), the local magnetic moments are dynamically arranged
along randomized directions. However, when a magneto-elastic transition occurs from FM
to PM, there is still short-range orders present in the material just above TC. In order to
account for these short-range orders in the PM phase we performed DFT calculations on
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supercells along the crystallographic c-direction for MnFeSi0.33P0.66. For each supercell, the
atoms within the lower half of the unitcells are initialized with spin-up and the upper half
with spin-down local moments, similar to Refs. 26,143. In Figure 6.4, MnFeSi0.33P0.66 in
Figure 6.4: (Left) Lattice parameters and (right) the magnetic moments at 3f and
3g sites in MnFeSi0.33P0.66 as a function of the number of unitcells.
the modeled PM phase with just two unitcells along the c-direction has diﬀerent equilibrium
lattice constants as compared to the FM phase. However, with increasing number of unitcells,
the lattice parameters in the PM phase eventually equilibrate near the FM lattice parameters.
Similarly it was demonstrated that the local magnetic moments in the 3g and 3f Wyckoﬀ
sites are 0.00 µB and 2.62 µB respectively with minimal size of the supercell. However these
gradually increase to ⇠1.49 µB and ⇠2.92 µB (local moments in the FM phase) for very large
supercells. The energetics of the system can further help to understand this. In Figure 6.5,
Figure 6.5: Total energy (red dots) of the PM supercells of MnFeSi0.33P0.66 as a
function of supercell size. The blue dotted line represents total energy in FM phase.
The black line is a guide to the eye. The pink dotted line represents fitting the PM
energy as a function of (number of unitcells) 1.
the total energy as a function of number of unitcells is plotted. A very interesting feature is
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observed, where the energy first increases and then decreases steadily for larger supercells.
EFM represents the energy of the FM ground state. With the introduction of alternating
unitcells along the c-direction, the energy goes up. However, for larger supercells the ratio of
the interface area (of spin-up and spin-down unitcells) to the total volume (unitcell volume
⇥ number of unitcell) of the supercell gradually reduces. So in Figure 6.5, the energy is
easily fitted with the inverse of the number of unitcells within each supercell that is consisting
of more than 6 unitcells. For 2 and 4 unitcells, however the system finds a minimum with
distinct lattice parameters compared to the larger supercells (Figure 6.4). So to summarize
the story, larger supercell calculations were performed in order to model the PM state and
the implication of the short range order on the total energy of the system. Just above the
FM!PM transition, local short range orders are still present but disappear when move further
from the transition (Higher T or smaller ~B). We have shown that the larger supercells have
comparable total energies and the lattice parameters to the FM state, whereas the smaller
supercells have comparable lattice parameters to the experimental PM configuration. Our
study also indicates that the total energy is dependent on the interface area between the two
spin orientations. This is because the total energy evolves as a function of the spin exchange
energy.
6.3.2 Magnetic properties of ThCo5
Undoped ThCo5:
Figure 6.6: Variation of magnetization of polycrystalline sample of ThCo5. The
inset shows the variation of critical field HT1 as a function of temperature. Used with
permission from Ref. 164
.
ThCo5 has magnetic properties as stated below. The Curie temperature is around 410 K.
It can be tuned by various means including doping. A single crystalline sample can be produced
easily and magnetic measurements were performed as early as 1977 by Givord et. al.164 It
was observed that when the applied magnetic field was increased at 4.2 K, around 100 kOe
the magnetization increases rapidly from a low moment state (LMS) to a high moment state
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(HMS) [Figure 6.6]. Using polarized neutron diﬀraction data, Givord et. al. concluded that
the Th atom is non-magnetic, whereas Co has local moments of⇠0.9µB and⇠1.2µB at the 3g
and 2c sites respectively (LMS). However, these values does not add up to the total of 3.4µB
for the unitcell in the LMS ( see Figure 6.6). Givord et. al. provided an explanation of this
dissimilarity based on negative polarization of the conduction bands.164 In an attempt to verify
the experimental finding, we performed DFT calculations on ThCo5 using FM and PM ordering
as usual. The PM phase was modeled using AFM ordering either along the crystallographic c-
axis with a 1⇥1⇥2 supercell or with a 2⇥2⇥1 supercell. Spin-orbit coupling was also included
(along c-axis and within the ab-plane) because of the presence of Th. However in all these
combinations the calculations were not converged. Hence we performed a set of fixed-spin-
moment (FSM) calculations for ThCo5 without introducing the AFM ordering. The total
energy shows two distinct minima after the self-consistent calculations at the fixed total spin
of 3.1µB (LMS) and 6.3µB (HMS) respectively. Previously attempts were made to explain the
Figure 6.7: The total energy (E), as a function of the magnetization (M) (a) for
volumes corresponding to the cases a, b, and c [Ref 165, used with permission], (b)
relaxing lattice parameters and atomic positions for each FSM steps [this calculation].
Local magnetic moment of the Co atoms at 2c (solid) and 3g (dotted) sites from
(c) case-b in Ref 165 and (d) this calculation.
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HMS and LMS by means of FSM calculation.165 Three diﬀerent sets of volumes were chosen
and the total momentM was varied independently as shown in Figure 6.7. The local moments
(m) were obtained for Co atoms as a function of M. In the present study we relaxed the
lattice parameters and the atomic positions simultaneously in order to obtain ground states
for LMS and HMS. The positions of these minima (Figure 6.7b) for M match well with the
experiment (Figure 6.6). The local moments at 3g and 2c sites increase withM and acquire a
value ⇠1µB near M = 4.75µB (mTh =  0.25µB). So, we have shown that the local moment
at these two crystallographically distinct sites evolve diﬀerently with a change in M.
Figure 6.8: Spin density of ThCo5 in LMS using (left) polarized neutron diﬀraction,
used with permission from Ref. 164 and (right) DFT calculation.
In order to draw further comparison with the experiment, we have compared the spin
density map of the LMS state in Figure 6.8. The experimental map was obtained by performing
a Fourier transformation of polarized neutron diﬀraction intensities up to 0.81 Å 1. The
calculation was done on the system in LMS and the isosurface (at 45.41 µB/Å3) of the
intensity is shown here with good resemblance. At this low moment phase, the Co atoms at
2c and 3g sites have mCo = 0.56 and mCo = 0.82 µB respectively.
Doped ThCo5:
After the detailed study of the magnetic properties of pure ThCo5, we decided to study the
eﬀect of doping in this system. We have chosen the dopants from the 3d transition elements
in the periodic table (Mn, Fe, Ni and Cu) with electronic structures closely resembling to that
of Co atoms. All the individual calculations were independently relaxed for volume, crystal
parameters and the atomic positions. The dopant atoms were placed at the 2c Wyckoﬀ site.
In order to perform the calculation for a smaller unitcell, we replaced 1 Co atom (20% doping)
or 2 Co atoms (40% doping) respectively. From Figure 6.9 we have seen that the HMS of
the doped systems are highly dependent upon the dopant-element and its concentration. In
case of Cu or Ni, the local moments are smaller and the Mn, Fe local moments are larger
compared to that of Co at the same site (see Table 6.2). From the FSM plots it is clear that
the LMS phase disappears for Ni, Cu doped system. It is also worth noting that unlike the
assumption made in the experiment, Th carries a non-zero magnetic moment.
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Figure 6.9: Fixed spin moment (fsm) calculation for Mn, Fe, Ni and Cu doped (at
2c-site) ThCo5. The total energy is scaled to the respective energy at the fsm value
of 1 µB. (left) 20% doping (right) 40% doping.
Table 6.2: Local moment of the constituent atoms in the high-moment-state.
ThCo5 20%-doped 40%-doped
Moment (µB) Mn Fe Ni Cu Mn Fe Ni Cu
Co (2c) 1.428 1.283 1.204 1.084 — — — —
Co (3g) 1.375 1.338 1.433 1.331 0.962 1.286 1.367 1.196
Th  0.244  0.318  0.274  0.275  0.143  0.310  0.249  0.263
Dopant (2c) 2.899 2.322 0.288  0.004 2.652 2.375 0.205  0.003
6.4 Conclusion
In this chapter we have summarized various DFT calculations in relation to the magnetic
properties of Fe2P based and ThCo5 based compounds. The direction of magnetic moment
depends upon the Mn:Fe ratio in (Mn,Fe)2(Si,P). For Mn:Fe = 1:1, the direction of magne-
tization is within the ab-plane and with increasing Fe concentration, the direction changes
towards the crystallographic c-axis. Our results correspond to the experimentally observed
value of total moment per unitcell. We also determined the anisotropy constants as a function
of Fe concentration. Since Fe within the Fe2P type structure generally occupies the tetrahe-
dral 3f site, a simplified scenario was used in order to prove the existence of the existence
of crystal field splitting. Detailed analysis however showed that due to chemical bonding with
the neighboring Si or P atoms, the energy levels further split up.
In order to model the PM state, we have used the AFM ordering of local moment through-
out this thesis. Here in this chapter we have shown the dependence of total energy, magnetic
moment and the crystal parameters on a range of structures with increasing size of the super-
cell along the crystallographic c-direction. The total energy depends on the interface between
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spin-up and spin-down unitcells. Finally we have shown the LMS and HMS in ThCo5 and the
influence of doping transition metal elements on the magnetic properties.
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List of Acronyms
CFS Crystal field splitting
DFT Density functional theory
DFPT Density functional perturbation theory
FOMT First order magnetic transition
FSM Fixed spin moment
GGA Generalized gradient approximation
(G)MCE (Giant) magnetocaloric eﬀect
hex , bco Hexagonal, Orthorhombic
IBZ Irreducible part of the Brillouin zone
(L)APW (Linearlized) augmented plane wave
LMS, HMS Low moment state, High spin state
L(S)DA Local (spin) density approximation
MET Magnetoelastic transition
PAW Projector augmented wave
(p)DOS (partial) Density of states
PM, FM, NM, AFM Paramagnetic, Ferromagnetic, Nonmagnetic, Antiferromagnetic
QHA Quasi harmonic approximation
so Spin-orbit
TC Curie temperature
XANES X-ray absorption near edge spectrum
XAS, XRD X-ray absorption spectroscopy, X-ray diﬀraction
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Summary
Refrigeration and cooling appliances are widely used around the globe and comprise a large
section of our daily energy usage. Current refrigerators are based on the heat absorbed in a
transition between liquid and vapor. Adverse environmental impacts and the low eﬃciency of
the current gas-based refrigerators make them impractical to use in comparison to solid state
cooling technologies. Although introduced about a century ago, the magnetocaloric refriger-
ation is still not widely used because of its limitation of operation at ultra-low temperatures.
However the breakthrough research of Pecharsky and Gschneidner drastically changed the sit-
uation. They discovered that Gd5Si2Ge2 exhibits a giant magnetocaloric eﬀect (GMCE) near
room temperature, which is significantly larger than the normal magnetocaloric eﬀect. This
discovery initiated a worldwide search of new cost-eﬀective, eﬃcient magnetocaloric materials
exhibiting GMCE. The (Mn,Fe)2(Si,P) series of materials were developed as a very promising
candidate for this purpose. This thesis is a study of the properties of these materials by means
of first-principle electronic structure calculations within the framework of density functional
theory (DFT).
Magnetocaloric refrigeration uses the latent heat of the magneto-elastic phase transition.
Magnetic and elastic properties are very important for studying such transitions. The elec-
tronic structure controls the physical and chemical properties of a material. In Chapter 2 we
have performed detailed electronic structure calculations of (Mn,Fe)2(Si,P) and the eﬀects
of doping on them. Cr, Mn, Co, Ni and Cu are used for doping at the Mn and Fe sites.
While Cr aligns antiferromagnetically with the rest of the magnetic atoms, the other dopants
align in parallel and with reduced local moments, hence decreasing the total moment of the
system. Our charge density diﬀerence plots describe the orbital orientations for the dopant
atoms. Since elastic properties are essential for the mechanical stability of the system, the
elastic properties of the undoped and the boron doped systems have been compared. All
five directional elastic constants for the hexagonal system are calculated in the ferromagnetic
(FM) and paramagnetic (PM) states and the polycrystalline elastic parameters are derived
from them using Voigt, Reuss and Hill’s assumptions. We have shown that doping with boron
increases the mechanical stability of the system.
The size of the magnetocaloric eﬀect is determined by the latent heat of the first order
magneto-elastic transition. For eﬃcient room temperature operation, a magnetocaloric ma-
terial must show relatively large latent heat and a TC near room temperature. In Chapter 3
we have calculated the temperature evolution of the total free energy of the system in both
the FM and PM state. The Helmholtz free energy is calculated using the density functional
perturbation theory. In addition to this, the volumetric correction in the quasi harmonic ap-
95
96 Summary
proximation and the configurational entropy, to account for the various possible local magnetic
moment orientations in the PM state, are included. We have calculated a magneto-elastic
phase transition temperature of 410 K. The total entropy shows a discontinuity at TC, which
gives the latent heat of transition for MnFeSi0.33P0.66 (19.97 kJ·kg 1). The volume expansion
and the evolution of the bulk modulus as a function of temperature are useful informations
for the elastic properties and were also plotted.
To test the validity of our DFT calculations and the approximations, we compared with the
properties obtained from the experiments. In (Mn,Fe)2(Si,P) the individual positions of the
non-magnetic atoms were not known. So partial occupancies for the Si and P, at the 2c and
1b sites were considered. Our calculation in Chapter 4 along with a neutron diﬀraction study
proved a preferential Si occupation at the 2c site. Not only the atomic positions, but also the
element specific local moments in both FM and PM states are necessary to understand the
material properties. X-ray magnetic circular dichroism (XMCD) measurements are generally
used to determine the local magnetic moments. Here, we have shown similarities in the
XMCD spectra obtained from the experiment and the DFT studies. Since the magneto-elastic
transitions are closely related to the electronic redistribution due to the chemical bonding in
(Mn,Fe)2(Si,P), direct comparison between the charge density diﬀerences obtained from the
DFT and the XRD experiments is used to show the correlation.
In the next chapter (Chapter 5), we have studied the structure and magnetic properties
of the parent compound Fe2P. There are two stable phases (hexagonal and orthorhombic) of
Fe2PxSi1 x . The Si:P ratio determines into which of these phases the material crystallizes.
We propose that a structural phase transition between these phases can also be initiated by
applying a hydrostatic pressure. To demonstrate this we have taken two diﬀerent compositions
(8% and 0% Si concentration) with hexagonal ground state. By applying compressive strain,
the systems are transformed into body centered orthorhombic at 7 and 23 GPa respectively.
These transitions coincide with a magneto-elastic transition between high and low moment
hexagonal phases. By comparing band structures, Fermi surfaces and the densities of states
(DOSs) we can understand the nature of the transitions.
In the final chapter (Chapter 6) we discuss in great detail the magnetic properties of
a few magnetocaloric compounds. It was reported previously (neutron diﬀraction) that in
Mn2 xFex(Si,P) the direction of the magnetic moment varies as a function of the Mn:Fe ratio.
So we performed calculations including spin-orbit coupling and validated the experimental
observation by tracking the magnetic anisotropy constants for the series. The crystal field
splitting for the Fe atoms at the tetrahedral site is further splitted due to the chemical bonding
with the nearest neighbors in (Mn,Fe)2(Si,P). We tracked the DOS at the  -point and proved
the validity of this claim. Just above a magneto-elastic transition from the FM to PM phase,
the short range order is still present, which we tried to model using calculations with larger
supercells along the z direction. ThCo5 is noted for a metamagnetic transition from a low
to high moment state with applied magnetic field. Using fixed spin moment calculations, we
have shown such a transition using DFT and also documented the eﬀect of doping on this
transition with other 3d transition metal elements.
Samenvatting
Koelsystemen worden wereldwijd gebruikt en zijn verantwoordelijk voor een aanzienlijk deel
van onze energieconsumptie. De huidige koelsystemen zijn gebaseerd op een overgang tussen
vloeistof en damp. Met deze overgang kan warmte worden geabsorbeerd. Deze koelsystemen
zijn onpraktisch in gebruik in vergelijk met vaste stof magnetische koeling vanwege hun slechte
invloed op het milieu en hun lage eﬃciëntie. Hoewel reeds een eeuw geleden geïntroduceerd,
wordt magnetische koeling nog steeds niet algemeen gebruikt. Dit is vanwege de beperking
tot ultralage temperaturen. Het baanbrekende onderzoek van Pecharsky en Gschneidner heeft
deze situatie echter drastisch gewijzigd. Zij hebben ontdekt dat Gd5Si2Ge2 een reuze magne-
tocalorisch eﬀect (GMCE) vertoont bij kamertemperatuur. Dit is veel sterker dan het normale
magnetocalorisch eﬀect. Deze ontdekking heeft wereldwijd een zoektocht in gang gezet naar
nieuwe kosteneﬃciënte magnetocalorische materialen met een GMCE. Een resultaat van deze
ontwikkeling is de veelbelovende (Mn,Fe)2(Si,P) familie van materialen. Dit proefschrift is
een studie van de eigenschappen van deze materialen door middel van first-principles elektro-
nenstructuur berekeningen op basis van dichtheidsfunctionaal theorie (DFT).
Magnetocalorische koeling maakt gebruik van de latente warmte van de magneto-elastische
faseovergang. Magnetische en elastische eigenschappen zijn erg belangrijk voor de studie
van dergelijke overgangen. De elektronenstructuur bepaalt de fysische en chemische eigen-
schappen van een materiaal. In hoofdstuk 2 hebben we gedetailleerde elektronenstructuur
berekeningen gedaan aan (Mn,Fe)2(Si,P) en de eﬀecten van doping bestudeerd. Cr, Mn, Co,
Ni en Cu zijn gebruikt voor doping op de Mn en Fe posities. Terwijl Cr antiferromagnetisch
ordent ten opzichte van de andere magnetische atomen, ordenen de andere elementen parallel
en met gereduceerde locale momenten. Derhalve verlagen zij ook het totale moment van
het systeem. De plots van de verschil-ladingsdichtheden beschrijven de orbitaal oriëntaties
van de dopant atomen. Omdat elastische eigenschappen essentieel zijn voor de mechanische
stabiliteit van de systemen, zijn de elastische eigenschappen van ongedoopte en met boor
gedoopte systemen vergeleken. Alle vijf directional elastische constanten van de hexagonale
systemen zijn uitgerekend in de ferromagnetische (FM) en paramagnetische (PM) toestand.
De polykristallijne elastische parameters zijn hiervan afgeleid gebruik makend van zowel de
Voigt, de Reuss als de Hill aanname. We hebben aangetoond dat dopen met boor de mecha-
nische stabiliteit van de systemen verhoogt.
De grootte van het magnetocalorische eﬀect wordt bepaald door de latente warmte van
de eerste orde magneto-elastische overgang. Voor een eﬃciënt bedrijf bij kamertemperatuur
dient het magnetocalorisch materiaal een grote latente warmte te hebben en een TC nabij
kamertemperatuur. In hoofdstuk 3 hebben we de vrije energie van het systeem als functie
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van de temperatuur uitgerekend voor zowel de FM als de PM fase. De Helmholtz vrije energie
is uitgerekend met dichtheidsfunctionaal storingsrekening. Bovendien is een volume correctie
gedaan in de quasi-harmonische benadering. Aanvullend hierop is een term opgenomen die de
configurationele entropie beschrijft die optreedt vanwege de vele mogelijke locale magnetische
oriëntaties in het systeem. We vinden een magneto-elastische fase overgangstemperatuur van
TC = 410 K. De entropie heeft een discontinuïteit bij TC. Dit geeft een latente warmte van
19.97 kJ·kg 1 voor de overgang van MnFeSi0.33P0.66. De volume expansie en bulk modulus
als functie van de temperatuur zijn nuttige informatie voor de elastische eigenschappen en zijn
ook geplot.
Om de geldigheid van onze DFT berekeningen en de verscheidene benaderingen te testen,
vergelijken we met eigenschappen die experimenteel zijn bepaald. In (Mn,Fe)2(Si,P) waren
de individuele posities van de niet-magnetische atomen niet bekend. Derhalve is de partiële
bezetting, door Si en P, van de 2c en 1b sites onderzocht. Onze berekening in hoofdstuk 4 en
een neutron diﬀractie studie tonen een preferentiële Si bezetting van de 2c positie. Niet alleen
de atoom posities, maar ook de elementspecifieke locale momenten in zowel de FM als de PM
toestand zijn nodig om de materiaaleigenschappen te begrijpen. Met metingen van het circulair
magnetisch Röntgendichroisme kunnen de locale momenten worden bepaald. Hier hebben we
overeenkomsten aangetoond in de spectra verkregen uit het experiment en de DFT studies. De
magneto-elastische overgang wordt toegeschreven aan de elektronische herverdeling door de
chemische binding in (Mn,Fe)2(Si,P). Een direct vergelijk van de ladingsdichtheidsverschillen
verkregen met DFT en Röntgen experimenten is een duidelijk bewijs hiervoor.
In het volgende hoofdstuk (hoofdstuk 5) hebben we de structuur en magnetische eigen-
schappen van de parent verbinding Fe2P bestudeerd. Fe2PxSi1 x heeft twee stabiele fasen
(hexagonaal en orthorhombisch). De Si:P verhouding bepaalt in welke van de twee fasen
het materiaal kristalliseert. We denken dat een structurele faseovergang tussen deze fasen
ook kan worden geïnitieerd door het aanleggen van een hydrostatische druk. Om dit aan te
tonen hebben we twee verschillende samenstellingen (met een concentratie van 8% en 0% Si)
met een hexagonale grondtoestand genomen. Door een comprimerende deformatie worden
deze systemen getransformeerd naar de orthorhombische fase bij respectievelijk 8 en 23 GPa.
Deze overgangen vallen samen met magneto-elastische overgangen tussen hexagonale fasen
met hoog moment en laag moment. Door de bandstructuren, de Fermi oppervlakken en de
toestandsdichtheden te vergelijken kunnen we de aard van de overgangen begrijpen.
In het laatste hoofdstuk (hoofdstuk 6) gaan we uitvoerig in op de magnetische eigenschap-
pen van enige magnetocalorische verbindingen. Het was voorheen gerapporteerd (neutronen
diﬀractie) dat de richting van het magnetische moment varieert als functie van de Mn:Fe
verhouding in Mn2 xFex(Si,P). Derhalve hebben we berekeningen gedaan met spin-baan kop-
peling en de experimentele waarnemingen gevalideerd door de magnetische anisotropie con-
stanten door de reeks te volgen. De elektronische niveaus van de tetraëdische Fe positie in
(Mn,Fe)2(Si,P) splitsen op door zowel het kristalveld als de chemische bindingen met verschil-
lende nabuuratomen. We hebben de toestandsdichtheid bij het  -punt gevolgd en daarmee de
juistheid van deze bewering aangetoond. Net boven de magneto-elastische overgang van de
FM naar PM fase is de orde over korte afstand nog steeds aanwezig. Dit hebben we geprobeerd
te modelleren met berekeningen aan in de z-richting verlengde super cellen. ThCo5 is bekend
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voor een metamagnetische overgang van een toestand met een laag naar een toestand met
hoog moment bij een aangelegd magnetisch veld. Met berekeningen met gefixeerd spin mo-
ment hebben we een dergelijke overgang met DFT aangetoond. We hebben ook het eﬀect
van doping met andere 3d overgangsmetalen op deze overgang gedocumenteerd.
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