In this contribution, we derive the optimal power allocation under target rate constraints in the case of an uplink multiuser system. Using asymptotic results based on random matrix theory, we provide a unified framework for determining the optimal decoding order when using Successive Interference Cancellation (SIC) receivers, namely the MMSE (Minimum Mean Square Error) and Matched filter SIC. Moreover, for decentralized systems, we show that each user can, under certain conditions, solely determine the power allocation based only on his channel energy and the statistics of the other users. Simulations in the case of finite systems validate the asymptotic claims.
INTRODUCTION
With the increasing importance of multi-user communication systems, one of the main issues is the satisfaction of the different users' rates under multi-user interference. In its full generality, this problem can be solved through proper power allocation (when the rate regions are achievable) [1, 2, 3] . However, the power allocation scheme depends on the channel realizations of all users, the type of receiver structure as well as the requested rates, as devised in recent contributions [4, 5, 6] . Moreover, the power allocation algorithm's complexity increases with the number of users as one has to solve a set of non-linear equations.
In the case of i.i.d signatures, [7] [8] derived, using results from asymptotic matrix theory, the optimal (which minimizes the total power) decoding order for MMSE-SIC receivers for a given set of requested rates. The power allocation was obtained explicitly and was shown to be independent of the channel realizations.
In this contribution, more general type of signatures are considered (Kronecker model for MIMO systems, CDMA in the case of frequency selective channels) and the decoding order and power allocation in the case of the MMSE-SIC is derived. For comparison purposes, similar results are derived for the matched filter SIC.
This work is supported in part by the FP6 project Cooperative and Opportunistic Communications in Wireless Networks (COOPCOM), Project Number: FP6-033533 and the BIONETS project (http://www.bionets.org) Interestingly, it is shown that the power allocation (in the case of i.i.d signatures) can be determined in a decentralized manner (each user can determine his decoding order and power allocation based only on the knowledge of the discrete set of possible rates, whereas in general, the base station computes the algorithm and allocates the powers) for a high number of users in the network. This interesting result can be applied to reduce the downlink signalling of multi-user systems.
In section 2, the system model is presented. Section 3 introduces the receivers of interest and their respective SINR expressions. In section 4, the optimal decoding orders for matched filter SIC and MMSE-SIC are derived, while in section 5 the decentralized allocation scheme is introduced. Finally, in section 6 simulation results are shown to validate the asymptotic claims for finite systems.
SYSTEM MODEL
A system composed of a base station, with N dimensions and K users, is considered. We are interested in the uplink scenario. Each user k is supposed to send a signal at a requested rate R k . The input output relationship of the system is then given by:
where y, s, n, H and P 1 2 are respectively the received signal, transmitted signal, additive white Gaussian noise (AWGN) of variance σ 2 , the mixing matrix, and diagonal matrix of transmitted powers. In the following, these terms are written out as:
and
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• MIMO with Kronecker model [9] , which can be shown to be equivalent, via unitary transforms to g ik = a i b k .
• (MC)-CDMA systems with frequency selective channels: g ik represents the frequency response of user k on carrier i.
In the following, column h k corresponding to user k will be called a signature irrespective of the technology.
ASYMPTOTIC SINR FOR MULTI-USER RECEIVERS
In this section, results for asymptotic random matrix theory are used to derive the SINR of two multi-user receivers, the matched filter SIC and the MMSE SIC. The successive interference cancellation receiver is based on a sequential estimation and substraction of the symbols. At each step, all the users being decoded are retrieved from the received signal, which reduces the interference for the next estimation step. In order to derive the expressions, let us consider user k, for which previous users 1, . . . , k − 1 have already been decoded, and their interference cancelled. Denote by h k , g k and w k the k-th column of the matrices H, G and W.
Matched filter SIC receiver
The matched filter for user k is given by u
H . The signal at the output of the matched filter is given by
and the SINR can be expressed as
In the case of a large number of users and dimensions increasing at the same rate (i.e N, K → ∞ but the ratio
also known as the load of the system), and taking into account that the w ij are independent and E{|w ij
with β > 1, the SINR γ k can be shown to be equal to
MMSE-SIC receiver
The MMSE-SIC is based on the linear MMSE receiver, known for being the linear multi-user detection filter which maximizes the output SINR, and given by:
After some manipulations, the SINR can be shown to be equal to:
The output SINR depends in an intricated manner on the different signature realizations. Interestingly, when the dimensions of the system increase at the same rate (i.e N, K → ∞, K N = α), it can be shown [10] and [11] that the SINR, γ k , at the output of the MMSE-SIC receiver is given by:
Hence, the SINR does not depend on the channel realization due to the averaging effects.
DECODING ORDER ANALYSIS
A major problem in successive interference cancellation is to determine the decoding order and the power of the users for a given target rate which minimizes the total power K i=1 p i . Hence, if we assume that the users have requested target rates R k for which the target SINR γ k is given by γ k = 2 R k − 1 (assuming Gaussian symbols), the central entity has to solve the set of non-linear equations (2) and (3), while minimizing the power. This is not a trivial problem and moreover, only iterative techniques with no proof of convergence are available. (2) can be rewritten as
Matched filter receiver
In the following, define
|g ik | 2 as the average energy of user k, then the following result holds:
Result: For the matched filter SIC receiver, the optimal decoding order is given in order of decreasing channel energies, i.e. E 1 > E 2 > · · · > E K (where the index denotes the decoding order of the user), and the power allocation to satisfy the requested rates is given by
Proof:
, and
i . Then the SINR is given by:
. Hence
So it can be easily seen that the exchange of the decoding order of 2 users would not affect the remaining ones. Let us now consider two possible orderings
So that
and the ordering to minimize the requested power depends only on the channel energies (since for user k, the energy is
) and therefore the decoding order should be done in terms of decreasing energies (b
The result follows therefore directly.
MMSE-SIC receiver
The i.i.d. case had been dealt in [8] . In this section, we extend the results to a flat fading scenario, i.e. g ik = g k , where the SINR can be rewritten as
Result: For the case of flat fading channels, the optimal decoding ordering depends on the user requested SINR, weighted by the individual path losses, and follows the ordering
|gK | 2 . Moreover, the power allocated to each user has an explicit form given by:
Proof: The proof follows the same steps as the one in 4.1.
Further generalizations, as the separable model g ik = a i b k are still under study. However, for a high SNR regime, the SINR expression can be approximated by
so it boils down to eq. (5) with b k playing the role of g k . As a consequence, the same result as for the flat fading holds.
DISTRIBUTED ALLOCATION FOR MMSE-SIC
In many cases, the central entity can not feedback to the users the different powers in order to satisfy the requested rates. Moreover, the downlink overhead signalling may dramatically impact the useful rate as the number of users in the system increases. In these cases, a decentralized approach may be used where each user determines solely his power. Previous attempts for the analysis of decentralized schemes rely on game theoretic approaches [12] . In this section, we will show how asymptotic analysis can be used in this setting.
Distributed scheme
We consider a system in which users have a discrete set of M different available rates to choose from R 1 , ..., R M , as is the case in UMTS or other wireless local area network standards. The number of users in each class rate is denoted by K 1 , ..., K M . The users are supposed to know the average fraction of users with a certain rate i.e K * i = pr(R = R i )K as well as the total number of users K in the system. The values pr(R = R i ) are usually provided by previous measurements on the user's system behavior. In the case of a high number of users, the following holds:
Groupwise detection
In the case of i.i.d signatures, a user in rate class K m can estimate his SINR and his decoding order since in this case, equation (5) boils down to:
The receiver in this case needs to implement a Groupwise SIC. Indeed, it is not possible for the user to determine precisely in which order he will be decoded among all the users with the same rate requirements, since this decision can be taken arbitrarily by the base station. Users in the same class can be decoded either in an MMSE filter or MMSE SIC fashion. In the latter case, users will have a better SINR then the targeted one which will reduce the probability of error. Moreover, as previously, the power allocation has an explicit form which depends only on the probabilities of the users to be in a certain class:
For the MMSE-SIC, the groups of users should be decoded in order of increasing requested rates, by a derivation following the lines of the one in section 4.1. Note that the same does not hold for the matched filter as the decoding order depends on the channel strength (which is the same in the i.i.d case) and not the target SINR's.
SIMULATIONS
In this section, some numerical results are presented to illustrate the theoretical claims. All simulation have been performed for an SNR (SNR= 1 σ 2 ) of 10dB. Figure 1 presents the requested and achieved rates for the SIC matched filter with optimal power allocation and decoding order. The users share a common power profile along the different dimensions and are supposed to be affected by random path losses. As one can see, the asymptotic results match for a reasonable system with N = 256 and K = 100.
In figure 2 , the required power for a set of requested rates is plotted for the MMSE and matched filter SIC for different loads: α = 0.2 and α = 0.6. An important gain is achieved with the MMSE-SIC filter, especially as the load increases.
In figures 3 and 4, the achieved rates for the distributed power allocation scheme with MMSE-SIC receiver are shown for N = 64 and K = 30 as well as N = 256 and K = 100. In the system, four available rates are considered (which are randomly requested by the users with equal probability). For each user, the requested and obtained rates for a certain channel realization are plotted. It can be seen that the results obtained are quite good already for a system with N = 64 and K = 30 when the users know only the probabilities of the requested rates.
CONCLUSIONS
In this contribution, the optimal decoding order and power allocation has been derived for SIC receivers, both MMSE and matched filter, considering different, realistic channel models. Remarkably, for the former, the optimal detection order depends on the requested SINR, eventually weighted, while in the latter, only on the channel energies. We have shown that the use of asymptotic tools from random matrix theory provide a neat framework for the analysis of SIC systems. It has also been shown that, under certain conditions, the power allocation can be determined in a decentralized manner (by each user individually) when considering a high number of users in the network. 
