A new, generalized, multivariate dimension-reduction method is presented for calculating statistical moments of the response of mechanical systems subject to uncertainties in loads, material properties, and geometry. The method involves an additive decomposition of an N -dimensional response function into at most S-dimensional functions, where S>N ; an approximation of response moments by moments of input random variables; and a moment-based quadrature rule for numerical integration. A new theorem is presented, which provides a convenient means to represent the Taylor series up to a specific dimension without involving any partial derivatives. A complete proof of the theorem is given using two lemmas, also proved in this paper. The proposed method requires neither the calculation of partial derivatives of response, as in commonly used Taylor expansion/perturbation methods, nor the inversion of random matrices, as in the Neumann expansion method. Eight numerical examples involving elementary mathematical functions and solid-mechanics problems illustrate the proposed method. Results indicate that the multivariate dimension-reduction method generates convergent solutions and provides more accurate estimates of statistical moments or multidimensional integration than existing methods, such as first-and second-order Taylor expansion methods, statistically equivalent solutions, quasi-Monte Carlo simulation, and the fully symmetric interpolatory rule. While the accuracy of the dimension-reduction method is comparable to that of the fourth-order Neumann expansion method, a comparison of CPU time suggests that the former is computationally far more efficient than the latter.
INTRODUCTION
Many problems in computational statistics and stochastic mechanics involve calculating a multidimensional integral to determine the probabilistic characteristics of random output when properties, and geometry. The method involves an additive decomposition of an N-dimensional response function into 1-,2-,. . ., S-dimensional functions, where S>N ; an approximation of response moments by moments of input random variables; and a moment-based quadrature rule for numerical integration. A new theorem is presented, which provides a convenient means of representing the Taylor series up to a specific dimension without needing to know any derivatives. A complete proof of the theorem is given using two lemmas, also proved in this paper. Finally, two sets of numerical examples illustrate the accuracy, computational efficiency, and convergence of the proposed method. 
BIVARIATE DIMENSION-REDUCTION METHOD
is substituted in Equation (1) 
Now consider a bivariate approximation 
Substituting Equations (6) and (7) into (9), and subsequently applying the integration operator, yields Note that Equation (3) contains all terms on the right-hand side of Equation (10) In order to integrate over a general non-symmetric domain
where −∞ a i ∞ and −∞ b i ∞, a linear transformation
maps the original integral over a non-symmetric domain to
which represents an integral over a symmetric domain where ( 1 , . . . , N ) is the transformed function due to a change of variables from x to -space. Hence, Equation (11) is applicable to multidimensional integrations over non-symmetric domains as well.
GENERALIZED DIMENSION-REDUCTION METHOD
The bivariate dimension-reduction method described in the previous section can be generalized to reduce the residual error to an arbitrarily small value. To accomplish this generalization, a new theorem associated with the Taylor series is presented, which provides a convenient means to represent the Taylor series up to a specific dimension without specific knowledge of any derivatives. The theorem is proven using two lemmas, also proven herein, as follows. 
If
defines a summation of terms that contain at most R variables, then
Hence, Equation (16) becomes
which completes the proof of Lemma 1.
Lemma 2
For any integers S < N and k S,
Equation (21) simplifies to
which completes the proof of Lemma 2.
represents an S-variate approximation of y(x 1 , . . . , x N ), where y 0 = y(0), S N , and y R is already defined in Equation (16) 
which can be substituted in Equation (24) to obtain
S−k i=0 and invoking Lemma 2, Equation (27) reduces tô
which completes the proof of the proposed theorem.
The proposed theorem implies that the multivariate approximationŷ, defined in Equation (24), consists of all terms of the Taylor series expansion of y(x 1 , . . . , x N ) that have no more than S variables. Following application of the integral operator,
which represents a reduced integration, since only 1-, 2-,. . ., S-dimensional integrations are required, as opposed to an N -dimensional integration in I [y] . If the integrations of series terms with more than S variables are negligibly small, Equation (29) 
APPLICATION TO STOCHASTIC PROBLEMS

Statistical moments of response
Consider a mechanical system subject to a zero-mean independent random input vector X = {X 1 , . . . , X N } T ∈ R N , which characterizes uncertainty in loads, material properties, and geometry. Let Y (X) represent a relevant response of interest, for which the lth statistical moment
is sought, where
is the joint probability density function of X and E is the expectation operator. If Z(X) = Y l (X), the lth moment can also be evaluated from
Following the S-variate dimension reduction procedure in Equations (24) and (29), the lth moment can be approximated by
By definition,
is the joint probability density ofX. Note that Equation (34) is valid for independent random vector X. If X comprises dependent variables with its joint density
, a multivariate transformation such as Rosenblatt transformation [33] should be applied to transform the dependent random vector X to an independent standard Gaussian random vector U. The Rosenblatt transformation is given by [33] 
in which
is the cumulative distribution function of a standard Gaussian random variable. The conditional distribution function
where
is the joint probability density function of random vector
Equation (33) only requires at most S-dimensional deterministic integration, which can be more easily evaluated using standard quadrature rules. For example, Gauss-Legendre and GaussHermite quadratures are frequently used when X j follows uniform and Gaussian probability distributions, respectively [34] . For an arbitrary distribution of X j , a moment-based quadrature rule, described in authors' previous work [20] , can be used to evaluate the integral. Appendix A provides a brief description of the moment-based quadrature rule.
The moment equation proposed herein entails evaluating at most S-dimensional integrals, which is substantially simpler and more efficient than performing one N -dimensional integration when S>N . For practical problems involving a moderate to large number of input random variables (e.g. N > 10), the moment equation presents a promising method. The method does not require calculation of any partial derivatives of response and inversion of random matrices as compared to, respectively, the commonly used Taylor/perturbation and Neumann expansion methods. Hence, the computation effort in conducting probabilistic finite element or meshless analysis is significantly reduced using the dimension-reduction method. The method is coined 'S-variate or multivariate dimension-reduction', since it essentially reduces the calculation of an N-dimensional integral to that of an at most S-dimensional integral. When S = 1, the method degenerates to the univariate dimension-reduction method [20] . When S = 2, the method becomes the bivariate dimension-reduction method, as described in a previous section of this paper. Similarly, trivariate, quadrivariate, and other higher-variate dimensionreduction methods can be derived by appropriately selecting the value of S. In the limit, when S = N, there is no dimension reduction and the proposed method converges to the exact solution.
As described previously, the residual error in the multivariate dimension-reduction method contains terms involving integration of Taylor series with variables of number greater than S. The error, which decreases as S increases, can be made arbitrary small if S is larger and closer to N . However, more computational effort is required. For example, when evaluating Equation (29) 
Discrete equilibrium equations
Consider a linear mechanical system subject to a vector of input random parameters X ∈ R N → ( , ) characterizing uncertainty in the system and loads. Following discretization, let freedom of the system, satisfying the linear equilibrium equation
in which the stiffness matrix K and force vector F depend on X and represent an elementary stochastic linear operator having random coefficients and involving only algebraic operations. Equation (37) is common to finite-difference, finite-element, and recently developed mesh-free methods when the system, loads, or both, are uncertain. From Equation (37), the solution
is random and depends on X. Using the multivariate dimension-reduction method, the mean vector m Y and covariance matrix Y of Y can be derived as
Note that the calculation of expected values on the right-hand side of Equations (39) and (40) involves at most S-dimensional integrations.
NUMERICAL EXAMPLES
Two sets of numerical examples are presented to illustrate the proposed multivariate dimensionreduction method. The first set (Examples 1-4) involves elementary mathematical functions and the second set (Examples 5-8) involves solid-mechanics problems. The number (n) of integration points in each dimension varies from 3 to 4. Whenever possible, comparisons with alternative analytical methods, simulation, and direct numerical integration are provided to evaluate the accuracy, computational efficiency, and convergence of the proposed method.
Example set I-mathematical functions Example 1
Consider an elementary transformation
where X j → N(0, 2 ), j = 1, . . . , N are independent and identically distributed Gaussian random variables with mean zero and variance 2 . The multivariate dimension-reduction method was employed to determine the mean of Y and the relative error, defined as the absolute difference between means obtained by the proposed method and direct numerical integration. Table I shows the mean values of Y for = 0.3 and N = 3-10 using the univariate (S = 1), bivariate (S = 2), and trivariate (S = 3) dimension-reduction methods. A 3rd-order (i.e. n = 3) quadrature rule was employed for reduced integration in dimension-reduction methods.
Compared with the results of direct N -dimensional numerical integration, also listed in Table I (last row), the approximate dimension-reduction methods provide satisfactory estimates of mean for all values of N considered. Furthermore, the approximate means from the dimensionreduction methods converge to the means from direct numerical integration as S increases. For larger input uncertainty, Table II presents the relative errors in estimating mean values of Y when = 1 and N = 3-10. The errors, which are listed for various dimension-reduction methods with S = 1, 2, 3, 4, 5, 6, and 7, consistently decrease with S. However, the computational effort by dimension-reduction methods increases significantly with S, as shown in Table III . For example, when N = 10, the pentavariate (S = 5) and heptavariate (S = 7) dimension-reduction methods require 81 922 and 497 452 function evaluations to reduce relative errors to 0.003633 and 0.000066, respectively. In contrast, when the same problem is solved using Genz's fully symmetric interpolatory rules [4] , 185 085 and 2 779 549 function evaluations are required to reduce relative errors to 0.003741 and 0.000475, respectively. While the function evaluation numbers are very large, it is necessary to point out that the large variation ( = 1) Table III . The number of integrand values required by various dimension-reduction methods. 2  37  67  106  154  211  277  352  436  3  64  175  376  694  1156  1789  2620  3676  4  256  781  1909  3991  7459  12826  20686  5  1024  3367  9094  21067  43444  81922  6  4096  14197  41479  104680  235012  7  16384  58975  183412  497452 case was specifically studied in order to compare dimension-reduction methods with the fully symmetric interpolatory rule, which constitutes one of the most efficient numerical methods known for this problem [4] . For most engineering problems, however, the standard deviation is much smaller; in which case, univariate or bivariate dimension-reduction methods usually suffice in yielding accurate statistical results, as shown in Table I . More realistic examples are presented in the following subsection.
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Example 2 Let
denote another N-dimensional integral, for which Entacher [24] developed a quasi-Monte Carlo formula involving a generalized Haar series to determine the integration error. From the reported results in Reference [24] , Table IV presents the integration errors for a quasi-Monte Carlo analysis involving 32 768 integrand values. The error measures, which vary from 4.0 × 10 −8 to 3.4 × 10 −1 , strongly depend on the dimension N and may differ by orders of magnitude when N varies from 6 to 9. When using the univariate dimension-reduction method with n = 3, only 19-28 function evaluations were required to solve this problem, with integration errors on the order of 10 −4 . The integration errors yielded by the bivariate dimension-reduction method, also shown in Table IV , suggest that errors as low as on the order of 10 −5 can be achieved Integration results with 154-352 function evaluations, still significantly less than required by the quasi-Monte Carlo method. The dimension-reduction method is not only computationally efficient, but more importantly, yields error estimates that are relatively insensitive to the dimension of the integral.
Example 3
This 10-dimensional example illustrates the convergence properties of the proposed dimensionreduction method. A multidimensional integral, given by
was evaluated using various dimension-reduction methods with reduced dimension S = 1, 2, 3, 4, and 5, and the order of integration n = 4. dimension increases from 1 to 5. The relative difference, i.e. 1.11% between univariate and bivariate dimension-reduction methods and 0.03% between bivariate and trivariate dimensionreduction methods, indicates that univariate or bivariate dimension-reduction methods are often sufficient to generate accurate results.
Example 4
The final example in this set entails calculating the standard deviation of the output
where input X j → N(0, 2 ), j = 1, . . . , N are independent and identically distributed Gaussian random variables. The proposed dimension-reduction method was employed to determine standard deviations Y of Y for the case = 0.1 and N = 10. The results are plotted in Figure 3 for increasing values of input standard deviation. Both bivariate and trivariate dimension-reduction methods provide very good approximations of Y , when compared with the results of direct numerical integration (the reference solution) even for a standard deviation up to 0.625. The comparison with the first-and second-order Taylor expansions, the results of which are also given in Figure 3 , suggests that the dimension-reduction methods are superior to the Taylor expansion methods when the standard deviation of input is large, as in this particular problem. Furthermore, the dimension-reduction method can easily generate results of higher accuracy by simply increasing the value of S. In contrast, it is difficult or impractical to invoke higher-order expansions for Taylor expansion methods, since expensive calculations of higher-order derivatives are required.
Example set II-solid-mechanics problems
In most of the following solid-mechanics examples, random fields were introduced to increase the dimension of the stochastic problem. For example, lognormal random fields were employed in Examples 5 and 8 to represent the spatial variability of material properties. However, in Example 6, the elastic modulus was modelled using a Gaussian random field, which although somewhat unrealistic, was adopted here to permit direct comparison of the proposed method with existing methods requiring the Gaussian assumption. The proposed method does not require any specific distribution type of input random variables or fields.
Example 5 (stochastic finite-difference analysis (linear-elastic))
Consider a propped cantilever beam on an elastic foundation and its discrete model, as illustrated in 
where 
. The objective of this example, originally presented by Grigoriu [18] , is to determine the second-moment characteristics of the displacement response Table V presents the approximate mean and covariance of Y for = 0.1, obtained using the Monte Carlo simulation (100 000 samples) as well as the results from the univariate dimension-reduction method, bivariate dimension-reduction method, and the statistically equivalent solution [18] . The statistically equivalent solution was developed for stochastic-mechanics problems and was found to be more accurate than first-order Taylor expansion or Neumann expansion methods [18] . The results in Table V [18] . In all three cases, the statistically equivalent solution and dimension-reduction method provide almost exact (simulation) estimates of the response mean. However, the dimension-reduction method outperforms the statistically equivalent solution when covariance properties are compared. For example, the ratio of exact to approximate standard deviations lies in the range of (0.81, 1.26) for the statistically equivalent solution, (0.99, 1.04) for the univariate dimension-reduction method and (0.99, 1.01) for the bivariate dimension-reduction method. For each stochastic problem, only 13 and 67 deterministic analyses (n = 3) were, respectively, required by the univariate and bivariate dimension-reduction methods.
Example 6 (stochastic mesh-free analysis (linear-elastic))
Consider a square plate with a centrally located circular hole, as shown in Figure 5(a) . The plate has a dimension of 2L = 40 units, a hole with diameter 2a = 2 units, and is subjected to a uniformly distributed load of magnitude ∞ = 1 unit. The Poisson's ratio was selected to be 0.3. The elastic modulus was assumed to be a homogeneous random field and symmetrically distributed with respect to x 1 -and x 2 -axes [see Figure 5 (a)]. The modulus of elasticity E(x) was represented by E(x) = E [1 + (x) ], where E = 1 unit is the constant mean over the domain , and (x) is a homogeneous Gaussian random field with mean zero and covariance function
where = 0.1 unit and b = 0.5. Due to symmetry, only a quarter of the plate, represented by the region ABEDC and shaded in Figure 5(a) , was analysed. Figure 5 (b) presents a meshless discretization of the quarter plate with 90 nodes [8, 15] .
The random field (x) was parameterized using the Karhunen-Loève expansion [35] Figure 5 . A square plate with a hole subjected to uniformly distributed tension: (a) geometry and loads; and (b) meshless discretization.
where X j → N(0, 1), j = 1, . . . , N are standard and independent Gaussian random variables and { j , j (x)}, j = 1, . . . , N are the eigenvalues and eigenfunctions, respectively, of the covariance kernel. Mesh-free shape functions were employed to solve the associated integral equation needed to calculate the eigenvalues and eigenfunctions [15] . Based on the correlation parameter b = 0.5, a value of N = 12 was selected to adequately represent (x). Based on the Karhunen-Loève discretization, the input uncertainty was represented by a 12-dimensional standard Gaussian vector X → N(0, I), where 0 ∈ 12 and I ∈ L( 12 × 12 ) are the null vector and identity matrix, respectively. Table VI presents standard deviations of displacements and strains at points A, B, C, D, and E [see Figure 5 (a)], predicted by the proposed dimension-reduction method (Equations (39)-(41)), as well as results of a fourth-order Neumann expansion method and a Monte Carlo simulation (5000 samples). The Neumann expansion solutions were obtained following the development by Ghanem and Spanos [14] . As can be seen in Table VI , the Neumann expansion and dimension-reduction methods provide satisfactory results for prediction of standard deviations in comparison with simulation results. The accuracy of the response statistics from the bivariate dimension-reduction method is slightly higher than Neumann expansion and univariate dimension-reduction methods. More importantly, however, a comparison of CPU times, obtained for two separate analyses for N = 6 and 12 as shown in Figures 6(a) and (b) , respectively, indicates that the univariate dimension-reduction method is far more efficient than the Neumann expansion method. From Table VI and Figures 6(a) and (b) , it can be seen that the bivariate dimension-reduction method surpasses both the accuracy (marginally) and computational efficiency of the fourth-order Neumann expansion method. Figure 7 . Edge-cracked plate subject to mixed-mode loading conditions: (a) geometry and loads; and (b) finite-element discretization.
Example 7 (stochastic finite element analysis (linear-elastic))
A homogeneous, edge-cracked plate is presented to illustrate a mixed-mode probabilistic fracture-mechanics analysis using the dimension-reduction method. As shown in Figure 7 (a), a plate of length L = 16 units was fixed at the bottom and subjected to a far-field normal stress ∞ and a shear stress ∞ applied at the top. The plate was analysed using the finite element method involving a total of 832 8-noded quadrilateral elements and 48 quarter-point triangular elements at the crack-tip, as shown in Figure 7 as well as results obtained from numerical integration. The results in Table VII clearly show that the dimension-reduction methods can accurately calculate the statistical characteristics of fracture parameters. Only 13 and 67 finite element analyses, respectively, were needed by the univariate and bivariate dimension-reduction methods.
Example 8 (Stochastic finite element analysis (non-linear, large-deformation))
In this final example, the proposed dimension-reduction method was employed to solve a nonlinear problem in solid-mechanics. Figure 8 (a) illustrates a shallow circular arch, with mean radius R = 100 mm, rectangular cross-section with depth h = 2 mm, thickness t = 1 mm, and arc angle 2 = 28.1 • . The arch, fixed at both ends, was subjected to a concentrated load P = 200 N at the centre. The Poisson's ratio was zero in this example. A finite element mesh employing 30 8-noded quadrilateral elements was used to model the arch, as shown in Figure 8 (b). The stress analysis involved large-deformation behaviour for modelling the geometric non-linearity of the arch. A plane stress condition was assumed. The modulus of elasticity E(x) was represented by a homogeneous, lognormal translation field E(x) = c exp[ (x)], of mean E = 80 kN/mm 2 and standard deviation E for which (x) is a zero-mean, homogeneous, Gaussian random field with standard deviation = ln(1 + 2 E / 2 E ), an exponential covariance function represented by Equation (48), b = 0.1; and c = E exp(− 2 /2) = 2 E / 2 E + 2 E . The Karhunen-Loève expansion was employed to discretize the random field (x) into four-standard Gaussian random variables.
Due to uncertainty in the elastic modulus, any mechanical response of this arch is stochastic. 
. . , 5 of the deflection Y at the central point of the arch, obtained using the first-and second-order Taylor expansion methods, the univariate dimension-reduction method, and the bivariate dimension-reduction method. The gradients required in the Taylor expansion were obtained using standard finitedifference equations. To evaluate the approximate methods, direct, four-dimensional numerical integrations were also performed to generate benchmark solutions. The results in Table VIII pertain to three cases of statistical input: (a) E = 8 kN/mm 2 ; (b) E = 16 kN/mm 2 ; and (c) E = 24 kN/mm 2 , representing small, moderate, and large uncertainties of elastic modulus. A deterministic load P = 200 N was applied since the arch demonstrates the largest instability in the vicinity of this load [20] . The results presented in Table VIII indicate that the univariate and bivariate dimension-reduction methods provide excellent estimates of statistical moments for all three cases of input. For a given problem (case), the proposed univariate and bivariate dimension-reduction methods, respectively, required only 17 and 113 analyses (n = 4), as opposed to 4 4 = 256 analyses using numerical integration. The first-and second-order Taylor expansion methods also yield good estimates of response moments, but only for the first case when input uncertainties are small. However, for moderate uncertainties of input (second case), the Taylor expansion methods are able to predict only lower-order moments, such as first and second moments, reasonably fairly, but the statistical accuracy rapidly degrades when estimating higher-order moments. In the third case, when input uncertainties are large, the first-order Taylor expansion method slightly underestimates the mean response, but grossly overestimates higher-order moments. For the same case, due to large second-order gradients, the secondorder Taylor expansion method significantly overpredicts all statistical moments of response, thus failing to generate acceptable results. In contrast, the dimension-reduction methods provide excellent estimates of higher-order moments even for large variation of input, and therefore, should provide a better approximation of the tail of the response distribution than the Taylor expansion methods.
CONCLUSIONS
A new, generalized, multivariate dimension-reduction method was developed for calculating statistical moments of response of mechanical systems subject to uncertainties in loads, material properties, and geometry. The method involves an additive decomposition of an N -dimensional response function into at most S-dimensional functions, where S>N, an approximation of response moments by moments of input random variables; and a moment-based quadrature rule for numerical integration. A new theorem is presented, which provides a convenient means to represent the Taylor series up to a specific dimension without the need for any partial derivatives. A complete proof of the theorem has been presented using two lemmas, also proved in this paper. Unlike commonly used Taylor expansion/perturbation methods and Neumann expansion method, the proposed method respectively requires neither the calculation of partial derivatives of response nor the inversion of random matrices. Eight numerical examples involving elementary mathematical functions and solid-mechanics problems have been presented to illustrate the benefits of the proposed method. Results indicate that the multivariate dimension-reduction method generates convergent solutions and provides more accurate estimates of statistical moments or multidimensional integration than existing methods, such as first-and second-order Taylor expansion methods, statistically equivalent solutions, quasi-Monte Carlo simulation, and fully symmetric interpolatory rule. While the accuracy of the dimension-reduction method is comparable to that of the fourth-order Neumann expansion method, a comparison of CPU time suggests that the former is computationally far more efficient than the latter. 
whereZ(U 1 , . . . , U I ) is the transformed function, u j,i , i = 1, . . . , n and w j,i are the integration point and associated weight, respectively, for the u j co-ordinate selected using the momentbased quadrature rule [20] , as follows.
To construct a moment-based integration rule with n interpolation points u j,i , i = 1, . . . , n in the direction of the u j co-ordinate, define a function
which satisfies 
is the ith weight for the j th variable U j , which is consistent with its moments, q j,i0 = 1, and q j,ik = r j,k −u j,i q j,i(k−1) . It should be noted that Equation (A7) generates integration points and Equation (A11) yields the weights of Gauss-Legendre or Gauss-Hermite quadratures [34] when the random variable U j follows uniform or Gaussian probability distributions, respectively.
In Example 6, the results listed in 
