INTRODUCTION
Lagrange multipliers, in one form or another, have played an important role in the recent development of nonlinear programming theories. Indeed, perhaps the most important theoretical result in this field to date is the celebrated Kuhn-Tucker Theorem, 1 which is an extension of the classical Lagrange multiplier rule in its most common form (see Courant and Hubert, 2 p 165). In the same paper, Kuhn and Tucker show the equivalence between convex programs and their associated "saddle value" problems.
Related to these concepts are the variations of the dual program formulated by Wolfe, 3 Huard, 4 and several others. This duality theory for nonlinear programming received impetus from its counterpart in linear programming, where it enjoys a very pleasing and useful symmetry. Early formulations of the dual ol a nonlinear program did not enjoy perfect symmetry (for example, the dual of a convex program was not convex), and attempts to achieve it led to a closer study of the properties of Lagrangian functions (see Rockafellar 5 and Whinston 6 and their references). A study of the Lagrangian function of a problem has proved useful from a computational standpoint. For example, Everett 7 has presented an interesting result that applies to general problems involving separable objective functions and constraints. The method essentially involves an iteration scheme in the space of Lagrange multipliers together with comparatively simple minimization operations at each iteration. Although :t is clear how these minimization operations are to be performed, it is not clear how the optimal set of Lagrange multipliers are to be chosen.
Most of the work in this field has emphasized the best-known formulation of the Lagrange multiplier rule. There is another formulation (Ref 2, pp 231-32) based on the Legendre transformation that states the equivalence of a given equality constrained problem with a related but unconstrained optimization problem. The main purpose of this paper is to generalize this version of the Lagrange multiplier rule to handle inequality as well as equality constraints and to describe the structure of the related problem in some deiail. It will, in fact, be shown that often a great deal of the structure of this related problem ran be exploited computationally.
Section 2 conlains the definitions of the various constituents of the related or auxiliary problem. These definitions can be made without reference to any particular hypothesis on the elements of the given problem, and some results may be obtained in this general setting.
In Sec 3 the discussion includes only convex programs with sti ictly convex objective functions. No differentiability assumptions are necessary. Although many of the results of this section hold for less restricted problems, the assumption of strict convexity seems to be the most concise and common hypothesis that can be made to ensure that the auxiliary problem is well brhaved.
With these restrictions it will be shown that the auxiliary problem becomes one of maximizing a concave differentiable function over an open set subject only to nonnegativity conditions. This would appear to be a simple and useful procedure computationally, since any standard gradient-ascent technique could theoretically be employed on the auxiliary problem to obtain a solution of the given problem. Unfortunately the calculation of the gradient of the objective function ot the auxiliary problem involves the solution of a nonlinear program, and, unless the given problem has a special structure, this solution may require an excessive amount of effort. On the other hand, many problems do have this special structure (e.g., separable programs) and for these problems the solution of the aforementioned nonlinear problem is easy. Lasdon, 8 Takahashi, 9 and Falk 10 have investigated such decomposable problems. Takahashi views the auxiliary problem as the conjugate of a second related problem and uses known results of conjugate functions to verify his results. Although the theorems are stated correctly the proofs are incomplete since questions concerning the convexity of the domains of the functions involved are ignored.
In Sec 4 the auxiliary problem is related to the dual of the given problem as defined by Wolfe, 3 and it is shown that the two problems are essentially equivalent. This is important since the auxiliary problem is a convex program whereas the W jAfe dual generally is not.
Also in Sec 4 the theory is applied to decomposable and separable programs and to the problem of minimizing a quotient of two functions.
THE GENERAL CASE
The mathematical program to be discussed has the form minimize lcb(x): f(*U0. i a I (1) where C is a subset of E n and where 0 : E" -E 1 and f : E M -E w . In general, for a given problem there are many ways to partition the constraining inequalities (or equalities), and hence the selection of a particular f and C in Eq 1 is somewhat arbitrary. Computational considerations discussed in Sec 4 indicate which constraints should be represented by f and which snould be represented by C. It is assumed that m * 1.
Equality constraints have not been included explicitly in order to simplify later notation. Their inclusion would cause no theoretical problems as all the results that follow hold in th?ir presence.
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The definitions that follow can be made without any additional hypothesis on 0, f, or c.
The Lagrangian function of Eq 1 is defined on E" x E m by the relation and the proof is complete. It is not true in general that Ply] is convex, even when Eq 1 is a convex program. If y attains its maximum at a point u* where dy(u*; *) exists, the next result allows computation of the solution of problem 1.
Theorem 3
Assume that u* maximizes y and that y is differentiate there. Then any point x* € X(«*) is a solution of problem 2. Furthermore, 0(x*) =* y(«*). fty Choosing f as above and C = {0,1} it is easily seen that the auxiliary problem is feasible and has an optimal solution whereas the stated problem is not feasible.
Y(»)
-r- Setting f(i) -i and C = E 1 it follows that Dj>] is empty so that the auxiliary problem is not feasible, whereas the stated problem is feasible and has an optimal solution.
The following principle has applications to decomposable and separable programming which will be pointed out in more detail in Sec 4. The theorem is stated here because no special hypotheses are needed on 0, f, and C.
Suppose that problem 1 has the form minimize Now A(*,u) must be minimized somewhere in C n N (x V) since this set is compact. Its minimum cannot occur on C n a N(i *;e), since there is a point x w in C n N(x*;c) giving a lower value to X(-,u) than any point on C n öN(x *;c). Since 0is strictly convex, the minimum of X(*,u) is the unique global minimum of X(*,u) over C, and the proof is complete.
The strict convexity is essential in this proof since, for example, a linear program has a closed convex polyhedron for the domain of its auxiliary function.
The next theorem, together with Theorem 1, shows that the auxiliary problem is a convex program. Hence X(*,« 3 ) attains a minimum over C. Since u 3 was an arbitrary point in the relative interior of D[y], the proof is complete.
The next theorem categorizes the minimizing function X in the strictly convex case. Note that X («) consists of a single point for each u and hence may be considered a function in the usual sense. for all x € cndN(x*;c).
Since u € *>[>], A(' t M) has a minimum over r, and this last inequality shows that this minimum cannot occur on C n a N (x*; c). The strict convexity of X(*,u) requires that it be minimized in C n N(x*;c), and the proof is complete. so that 0 attains its minimum at x* by Theorem 4, and the proof is complete.
Each of these minimizations is easily performed and it is found that
To prove the converse of Theorem 11 we may modify the proof of a similar theorem found in Arrow et al. 11 It is necessary to make the additional assumption that there is a point x° € C such that f (x°) > 0 (which im- 
SOME APPLICATIONS
In this section some applications of the theory developed in Sees 2 and 3 are briefly described. A paper describing applications in more detail is in preparation. Lasdon 9 and Takahashi 9 contain additional applications to resource and multistage allocation problems.
Duality
The importance of duality theory in linear programming has led to the concept of the dual of a nonlinear program. The formulation in this section is from P. Wolfe. 
Theorem 13
The auxiliary problem of Eq 9 is equivalent to Eq 10 in the following sense: ,) N(i«I,..,,p) where 0 is strictly convex, each f' and g, are concave, x ■ («j f ... , *J* and *, is a vector having *< components. Such a problem is said to be decomposable and if Sj « 1 (i » 1,. . . ,p) it is said to be separable (completely decomposable). Letting C* ff : g, (r,) > 0}, by Theorem 5, yields Hence, if a gradient-ascent procedure is used to maximize y, the essential quantities y(u) and Vy{u) can be obtained by solving p nonlinear programs for each K. The ith program involves K, variables. Thus the solution of a decomposable program is obtained by solving p smaller subprograms for a sequence of «'s tending to «*. In the separable case the p subprograms involve a single variable only and, in many cases, XJ(M) can be expressed analytically. In the important special case where f has a single component much more can be said about the solution of Eq 1 (see Falk").
Minimizing Quotients
Suppose one is seeking the solution of a problem having the form minimize subject to «<s
where 0 and -¥are convex, 5 is closed and convex,and *(*) > 0 for all % € 5. It will be assumed that 0 is strictly convex. The function 6 may be defined over its domain D [6] by the relations By the theorems of Sec 3 it is known that D [6] is open with respect to (E 1 )* and convex, and 6 is concave.
Theorem 14
6 is a monotone decreasing fraction. The other half of the proof is similar. Hence the problem of minimizing the quotient of two functions can be viewed as a sequence of minimization problems not involving quotients. In many cases, each problem in this sequence of problems may require a minimum of computational effort compared to the original problem. The sequence of problems to be solved is formed sequentially in a manner that will locate a zero of the concave decreasing function 6.
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