We present a fast spectral graph drawing algorithm for drawing undirected connected graphs. Multi-Dimensional Scaling is a quadratic spectral algorithm, which approximates the real distances of the nodes in the final drawing with their graph theoretical distances. We build from this idea to develop a linear spectral graph drawing algorithm SSDE. We reduce the space and time complexity of the spectral decomposition by approximating the distance matrix with the product of three smaller matrices, which are formed by sampling rows and columns of the distance matrix. The main advantages of our algorithm are that it is very fast and it gives aesthetically pleasing results, when compared to other spectral graph drawing algorithms. The runtime for typical 10 5 node graphs is about one second and for 10 6 node graphs about ten seconds.
INTRODUCTION
A graph G = (V, E) is a pair where V is the vertex set and E is the edge set, which is a binary relation over V . The graph drawing problem is to compute an aesthetically pleasing layout of vertices and edges so that it is easy to grasp visually the inherent structure of the graph. The quantification of the notion "aesthetically pleasing" in an efficiently tractable way is one of the main tasks in graph drawing. In this paper, we only consider straight-line edge drawings for which a variety of aesthetic criteria have been studied: number of edge crossings; uniform node densities; graph theoretic distance preservation (distortion); symmetry. Depending on the aesthetic criteria of interest, various approaches have been developed, and a general survey can be found in [20, 33] .
For the straight-line edge drawings, the graph drawing problem reduces to the problem of finding the coordinates of the vertices in two dimensions. A popular approach is to define an energy function or a force-directed model with respect to vertex positions, and to iteratively compute a local minimum of the energy function. The positions of the vertices at the local minimum produce the final layout. This approach is generally simple and easy to extend to new energy functions. Various energy functions and force models have been studied [7, 8, 9, 19] and there exist several improvements to handle large graphs, most of them concentrating on a multi-scale paradigm. Multi-scale approaches involve laying out a coarser level of the graph first, and then taking advantage of this coarse layout to compute the vertex positions at a finer level [10, 12, 14, 28, 36] . The force-directed approach can accommodate complex aesthetic criteria, however the more complex the criteria, the less efficient the algorithm. Typical force-directed algorithms incorporate a repulsion term and an attraction term, and tend to give aesthetically pleasing drawings. The main drawbacks of classical force-directed algorithms are that they are inefficient and they tend to be slower than spectral methods for large graphs even in multi-scale approaches.
Spectral graph drawing was first proposed by Hall in 1970 [13] and it has become popular recently. We use the term spectral graph drawing to refer to any approach that produces a final layout using the spectral decomposition of some matrix derived from the vertex and edge sets of the graph. A general introduction can be found in [21] . In this paper, we present the spectral graph drawing algorithm SSDE (Sampled Spectral Distance Embedding), using a similar formulation that was introduced in [5] , which uses MultiDimensional Scaling (MDS) techniques for graph drawing. MDS for graph drawing was first introduced in [24] and recently, a similar idea using MDS technique, was proposed by Koren and Harel in [23] using a slightly different formulation. MDS uses the spectral decomposition of the graph theoretical distance matrix to produce the final layout of the vertices. In the final layout, the pair-wise Euclidean distances of the vertices approximate the graph theoretical distances. The main disadvantage of this technique is that one must perform an all-pairs shortest path computation, which takes O(|V ||E|) time. The space complexity of the algorithm is also quadratic since one needs to keep all the pair-wise distances. This prevents large graphs having more than 10, 000 nodes from being drawn efficiently.
SSDE uses an approximate decomposition of the distance matrix, reducing the space and time complexity considerably. Some theoretical properties of such matrix decompositions have been studied in [27] . The fact that the distance matrix is symmetric allows us to express the decomposition in a simpler way. SSDE consists of three main steps:
(i) Sampling: a constant number c of nodes are sampled from the graph for which the graph theoretical distances to all other nodes are computed. let the matrices C and R denote the corresponding rows and columns of the distance matrix that have been computed, where R = C T . The complexity of this step is O(c|E|) for unweighted graphs, using BFS for each sampled node.
(ii) Computing Φ + : Based on the information in C, we form Φ, which is a c × c matrix. Since we need its pseudo-inverse Φ + , the complexity of this step is O(c 3 ), which involves computing a pseudo-inverse via the singular value decomposition (SVD) of Φ.
(iii) Spectral Decomposition: We find the optimal rank-d spectral reconstruction of the product CΦ + R, to embed in ddimensions. The complexity of this step is O(cd|V |), using the power iteration, which finds the largest eigenvalues of a matrix and its associated eigenvectors.
SSDE can be used to produce a d-dimensional embedding, the most practical being d = 2, 3. We focus on d = 2 in this paper. We present the results of our algorithm through several examples, including run-times. Compared to similar techniques, we observe that our algorithm is fast enough to handle graphs up to 10 6 nodes in about 10 seconds. A comparison of SSDE with two popular spectral graph drawing algorithms (HDE and ACE) is given in Figure  1 : SSDE produces very good drawings of almost every mesh-like graph we have tried, with comparable or better running times. The main exception is tree-like graphs or more generally graphs with SSDE HDE ACE low algebraic connectivity, which are problematic for all three spectral graph drawing techniques mentioned. Trees, on the other hand, can be drawn very efficiently with special purpose algorithms [33] . The breakdown of the paper is as follows: first, we discuss some related work on spectral graph drawing. In Section 2, we discuss the spectral decomposition of the distance matrix which is the basic idea of MDS. Section 3 discusses the approximate decomposition of the distance matrix followed by the algorithm and the results in Sections 4 and 5 respectively. Finally, we make some concluding remarks in Section 6.
Related Work
There are general methods to draw graphs and detailed information about different approaches can be found in [20, 33] . Our algorithm is based on spectral decomposition which is a relatively new approach to graph drawing. Spectral graph drawing formulates graph drawing as a problem of computing the eigenvalues and eigenvectors of certain matrices related to the structure of the graph. The formulation is mathematically clean, in that exact (as opposed to iterative) solutions can be found, because eigenvectors and eigenvalues can be computed exactly in O(|V | 3 ) time. Our work falls within the category of fast spectral graph drawing algorithms, which is the related work we elaborate upon.
The method described in [15] by Harel and Koren embeds the graph in a high dimension (typically 50) with respect to carefully chosen pivot nodes. One then projects the coordinates into two dimensions by using a well-known multivariate analysis technique called principal component analysis (PCA), which involves computing the first few largest eigenvalues and eigenvectors of the covariance matrix of the points in the higher dimension. The running time of the algorithm is O(m|E| + m 2 |V |) which is driven by the computation of the m × m covariance matrix and the power iteration to compute the largest eigenvalues and associated eigenvectors, where m is the dimension in which the graph is drawn in the first stage.
ACE (Algebraic multigrid Computation of Eigenvectors) [22] minimizes Hall's Energy function E = 1 2 ∑ n i, j=1 w i j (x i −x j ) 2 in each dimension, modulo some non-degeneracy and orthogonality constraints (n is the number of nodes, x i is the one-dimensional coordinate of the i th node and w i j is the weight of the edge between i and j). This minimization problem can be reduced to obtaining the eigen-decomposition of the Laplacian of the graph. A multiscaling approach is also used, creating coarser levels of the graph and relating them to the finer levels using an interpolation matrix. The multi-scaling allows the power iteration to converge faster as the initial starting vectors in the power iteration make use of the previously calculated results at the coarser levels. An iterative approach to minimizing Hall's energy E could also be used and results in an update of the form,
., x i is placed at the center of mass of its neighbors. This basic method was first introduced by Tutte [34] , and is known as the barycenter method. To avoid the degenerate solution in which all the nodes are placed at the same location, Tutte proposed to split the nodes into two sets S f ixed and S variable . The nodes in S f ixed are "nailed" to the corners of a polygon, and the nodes in S variable are updated iteratively. In [21] , all of the nodes are positioned simultaneously by solving a constrained quadratic optimization. The solution once again reduces to the eigen-decomposition of a matrix associated with the graph.
Both of the methods described above are fast due to the small sizes of the matrices processed. Specifically, ACE also takes advantage of the simple form of Hall's energy function by using a multiscaling approach to the eigen-decomposition. The drawings reflect the general structure of the graph, however there is nothing that prevents the nodes from becoming too close to one another since there is no repulsion term in the energy function. HDE provides better image quality and run-times. But, they may result in aesthetically unpleasant drawings of certain graphs and some of these problems are illustrated in Figure 1 .
We propose a new fast spectral graph drawing algorithm based on MDS and sampling ideas. It has the benefits of fast spectral methods and it does not sacrifice the picture quality compared to pure MDS techniques. Other related algorithms that try to embed distance matrices on manifolds and which have been used in different contexts (localization from incomplete distance matrices and dimensionality reduction using local distance information) are Semi-Definite Embedding [4] , Isomap [32] and Locally Linear Embedding [29] .
The problem our algorithm addresses is that of embedding a finite metric space in R 2 under the l 2 -norm [26] . Most research in this area of mathematics has focused on determining what kinds of finite metric spaces are embeddable using low-distortion embeddings. Our work does not provide any guarantees on the distortion of the resulting embedding, which is an active area of research. We do, however, give the intuition behind why our algorithm constructs a good embedding using limited data on the distances between the points.
Notation
We use i, j, k, . . . for indices of vectors and matrices; bold uncapitalized letters x, y, z for vectors in R d and bold capitalized letters for matrices. Typically, M, N are used to represent n × n matrices and X, Y, Z for n × d matrices, which represent n vectors in R d . A (i) denotes the i th row of the matrix A and A (i) denotes its i th column. The pseudo-inverse of a matrix A is denoted as A + . The norm of a vector || x || is the standard Euclidean norm. The transpose of a vector or a matrix is denoted as x T , M T .
SPECTRAL DECOMPOSITION OF THE DISTANCE MATRIX AND SDE
Given a graph G = (V, E) with n nodes, let
The distance matrix D is the symmetric n × n matrix containing all the pair-wise distances, i.e., D i j is the shortest path length between v i and v j . Suppose that the position at which vertex v i is placed is x i . We are seeking a positioning that approximates the graph theoretical distances with the Euclidean distances, i.e,
Taking squares of both sides, we have
To write this expression in matrix notation, we will need to define some special matrices. Let L be an n × n symmetric matrix such
. . , n. Let X, Q and 1 n be defined as follows:
Note that X is an n×d matrix containing the positions, Q is an n×1 matrix containing the magnitude of the positions and 1 n is the n × 1 vector of ones. We discuss general d; however, d = 2 is the case of practical interest. Now (2) can be written as
, and (Q1 n T ) T = 1 n Q T , the entire set of equations in matrix form is
Note that Q is a function of X. The goal is to find X for which the above equality approximately holds. This set of equalities may not be exactly satisfied if L cannot be embedded in R d . As it stands, (4) is hard to solve on account of the dependance of Q on X. We massage it into a more convenient form by using a projection matrix
where I n is the n × n identity matrix. Multiplying both sides of (4) by γ γ γ from the left and the right, we obtain
Since γ γ γ is a projection operator, (4) becomes
where we have used the fact that γ γ γ = γ γ γ T . We may interpret this equation more easily by setting
Y is an n×d matrix containing the coordinates in X, each translated by the same vector 1 n 1 n T X, i.e., each translated by the mean of the X coordinates. Thus, Y is the same set of coordinates as X in a different coordinate system; one in which mean(Y) = 0. Since the distance matrix is invariant to rotations and translations, a solution for Y is just as acceptable as a solution for X. Letting M = − 1 2 γ γ γLγ γ γ, we get
Note that Y has rank d. If D were a true Euclidean distance matrix, then M would have rank at most d and we could exactly recover Y, solving our problem. Since D may not be a true distance matrix , i.e., D may not be embeddable in R d , M will generally have rank greater than d. Naturally, we want to approximate M as closely as possible. The metric we choose is the spectral norm, so we wish to find the best rank-d approximation to M with respect to the spectral norm. This is a well-known problem, which is equivalent to finding the largest d eigenvalues of M. Specifically, order the eigenvalues of M such that |λ 1 | ≥ |λ 2 | ≥ · · · ≥ |λ n | and let u 1 , u 2 , . . . , u n be the associated eigenvectors. Then, the spectral decomposition of M yields M = ∑ n k=1 λ k u k u k T , and the rank-d approximation of M is
Theorem 1 (see for example [11] ) M d is the best rank-d approximation to M w.r.t. the spectral norm. Finding a rank-d approximation of M = − 1 2 γ γ γLγ γ γ, which corresponds to computing the largest d eigenvalues and eigenvectors, is performed by a standard procedure typically referred to as the power iteration, rather than by an exact algorithm which would have O(|V | 3 ) time complexity.
SDE(G)
1: Compute D using an APSP algorithm on G 2: Define matrix L such that L i j = D 2 i j . 3: return Y = PowerIteration(− 1 2 γLγ, ε)
APPROXIMATE DISTANCE MATRIX RECONSTRUCTION
The running time of the MDS technique is quadratic in terms of the number of nodes even for sparse graphs since we need to compute all-pairs shortest path, and it requires to keep all the pair-wise distances of the nodes in the graph, which is again quadratic. In this section, we will first briefly explain the intuition behind SSDE, which breaks the quadratic complexity of this technique and actually yields a fast, linear time algorithm. Then, we will present the mathematical formulation.
Intuition
SSDE tries to construct an approximation to the distance matrix without computing all the entries in it. In the previous section, we noted that the distance matrix might have rank larger than d. But, the rank of the distance matrix is expected to be small in terms of the number of nodes in the graph, even if it is larger than d. This intuitive reasoning stems from a famous result from low distortion embedding theory. In 1984, Johnsson and Lindenstrauss [18] proved that n points in high dimension can be embedded into O( log n ε 2 ) dimensions with ε distortion. (An elementary proof of this result can be found in [6] ). This means, roughly speaking that the set of points can be reconstructed in low dimension while preserving the pair-wise distances and hence that the effective rank of the distance matrix is much smaller than its full dimension.
SSDE approximates the distance matrix with the product of three smaller matrices, which have linear size in terms of the number of nodes in the graph. In order to do this, reasoning from the fact that the distance matrix has low rank, we have that the columns of the distance matrix can approximately be expressed as a linear combination of some small number of columns, which is a subset of the set of all columns of the distance matrix. The algorithm essentially consists of choosing this small number of columns, constructing the whole matrix appropriately and computing the coordinates of the vertices via the spectral decomposition of this matrix. A variant of the particular approximation we will derive has been studied in [27] . In [27] , the sampling approach used assumes that the whole matrix is known using one pass. Since, this would lead to a quadratic time algorithm, our approach must use online sampling. One can either sample the columns randomly or use a simple greedy algorithm, which seems to give a better set of columns. We sample a constant number of columns instead of O(log n) columns, since log n practically a constant even for large graphs. Let i 1 , i 2 , . . . , i c 
Formulation
. If C is chosen carefully, under the assumptions mentioned above, any column L (i) can approximately be written as a linear combination of the columns of C, i.e.
, Φ Φ Φ can be interpreted as the intersection of C and C T on the matrix L. Now, since the columns of L can approximately be expressed as a linear combination of the columns of C, the columns of C T can also be expressed as a linear combination of the columns of Φ Φ Φ. This gives
where α α α is the same matrix as we defined above. If Φ Φ Φ has full rank, (12) yields α α α = Φ Φ Φ −1 C T . Combining this with (11), we have
More generally, we do not assume that Φ Φ Φ has full rank, so we have
where Φ Φ Φ + is the pseudo-inverse of Φ Φ Φ (See [11] for the definition of pseudo-inverse). The last expression indicates that we can approximate the distance matrix L by the multiplication of three smaller matrices, which all have at most linear size in terms of n. Note that C is n × c and Φ Φ Φ is c × c.
THE ALGORITHM SSDE
The algorithm SSDE, which uses the procedures that we will define shortly is summarized in Figure 6 . As stated in the introduction, the algorithm consists of three main steps.
(1) Sampling: The first step of the algorithm is to compute the columns that define C and Φ Φ Φ. This is equivalent to choosing a particular set of nodes and computing the graph theoretical distances to all other nodes in the graph. We propose two methods to sample c nodes:
The c nodes are sampled uniformly at random.
(ii) Greedy Sampling: The first node is chosen uniformly at random. Then, at each step, we choose the furthest node to the set of nodes that have already been chosen until c nodes are chosen.
Note that, the second method stated above is also known to be a 2-approximation algorithm to the k-center problem [35] . This method was also used in [14, 15] in different contexts. The procedure for performing these operations is presented in Figure 3 . Even though c can be treated as a parameter to the algorithm, we have experienced that setting c = 25 is enough for getting good results on practically all graphs. The sampling step, overall requires O(c|E|) time as we initiate a BFS from c nodes in the graph.
ComputeCandPhi
end for 6: else if method = greedy then 7: i 1 ← uni f rnd(1, |V |) // Choose uniformly at random 8:
for k = 2 to c do 10 :
{C jl } // Choose the furthest node 11: (2) Computing Φ + : We find the pseudo-inverse Φ Φ Φ + by first computing the singular value decomposition Φ Φ Φ = UΣ Σ ΣV T , which can be performed in O(c 3 ) time using standard procedures (See for example [11] ). The pseudo-inverse can then be computed by the expression Φ Φ Φ + = VΣ Σ Σ + U T . Here, Σ Σ Σ + is the diagonal matrix keeping the reciprocals of the non-zero singular values, which are stored in Σ Σ Σ. Unfortunately, in order to get numerically stable results, it is not enough to compute the reciprocals of the singular values, since the small singular values which are close to zero should actually be ignored, as they may be the result of numerical imprecision and will result in huge instability in Σ Σ Σ + . To prevent such instability, we use a regularization method that was presented in [25] , which uses the expression
for the reciprocals in Σ Σ Σ + , where σ i is the i th diagonal entry in Σ Σ Σ. The parameter α is the regularization parameter, which must be chosen judiciously in order not to distort the reciprocals of the large singular values too much. On the other hand, it should result in values close to zero for the small singular values. Our experiments revealed that α = σ 1 3 is good enough for practical purposes where σ 1 is the largest singular value. However, we keep it as a parameter of the procedure, which is presented in Figure 4 .
Regularize(Σ Σ Σ, α)
1: for i = 1 to c do 2: Spectral Decomposition: Having computed the pseudoinverse of Φ Φ Φ, we computeL = CΦ Φ Φ + C T from which we obtain M = − 1 2 γ γ γLγ γ γ. Then, analogous to (9), we obtain the coordinates of the points in the embedding using the spectral decomposition ofM, which approximates M. This requires computing the top d eigenvalues and eigenvectors, for which we use a standard procedure called the power iteration (See Figure 5) . In the power iteration, the main computational task is to repetitively multiply a randomly chosen vector with the matrix whose eigenvalues and eigenvectors are sought. In our power iteration, starting from the right, the matrix-vector multiplications (line 5 and line 15) can be performed using O(c|V |) scalar additions and multiplications. The total number of iterations until a predefined convergence condition holds, depends on the matrix processed. But, since the convergence is exponential, in practice, a constant number of iterations is enough. Overall, the running time of the power iteration step of the algorithm is O(c|V |).
PowerIteration(C, Φ Φ Φ + , ε)
1: current ← ε; y 1 ← random/ random 2: repeat 3:
prev ← current 4: u 1 ← y 1 5:
λ 1 ← u 1 · y 1 % compute the eigenvalue 7:
current ← u 1 · y 1 9: until |current/prev| ≤ 1 + ε 10: current ← ε; y 2 ← random/ random 11: repeat 12: prev ← current 13: u 2 ← y 2 14:
:
λ 2 ← u 2 · y 2 % compute the eigenvalue 17 :
current ← u 2 · y 2 19: until |current/prev| ≤ 1 + ε 20: return ( λ 1 y 1 λ 2 y 2 ) The embedding is obtained directly from the eigenvectors and eigenvalues, which are returned by the power iteration. 
RESULTS
We have implemented our algorithm in C++, and Table 1 gives the running time results on a Pentium 4HT 3.0 GHz processor system with 1 GB of memory. We present the results of running the algorithm on several graphs of varying sizes up to about 2, 000, 000 nodes. We set c = 25, since our experiments have revealed that this is enough to get good drawings on almost all graphs. For the power iteration, we set the tolerance ε = 10 −7 . The running times in Table 1 do not include the file I/O that is used to access and store the coordinates of the nodes. We also do not show the running times for the SVD step of the algorithm, as it turned out to be negligibly small compared to the total running times. SSDE is able to draw graphs up to 10 6 nodes in about ten seconds, which is comparable to the other fast spectral methods. The last three graphs in the table are road maps of states [2] . As is empirically verified, the asymptotic running time of the algorithm is linear. Figures 7 and 8 demonstrate the quality of the drawings for some of the benchmark graphs. In all the graphs except finan512, we used the greedy sampling method. Random sampling seems to work better for finan512 because of its special structure. We have observed that the algorithm is able to reveal the general as well as the finer structure of the graphs successfully. Exact pictures may change depending on which specific nodes are sampled, but the typical structure is consistent. Furthermore, Figure 9 compares the results of the exact algorithm SDE, which uses the MDS technique and SSDE, which is approximate but far more efficient. We demonstrate the results of SSDE for both random and greedy sampling. The figure shows that SSDE does not sacrifice much in the way of picture quality as compared to SDE. The quality of the drawing for random and greedy sampling also doesn't differ much, but our experiments showed that the greedy sampling gives more consistent results. We have presented a fast spectral graph drawing algorithm, which significantly improves the idea of Multi-Dimensional Scaling (MDS) by using sampling techniques over nodes to reduce the time complexity of computing the distance matrix. We use a sparse approximation to the distance matrix obtained through sampling. The spectral decomposition of this sampled matrix yields the desired embedding. The running time of our algorithm is mainly governed by the shortest path computations for the sampled nodes and the power iteration procedure where we compute the coordinates of the points via the spectral decomposition, which in total is linear in the size of the graph. SSDE gives competitive running times with very good drawings for a broad range of graphs, and at the same time it does not sacrifice the quality as compared to SDE, which is based on the pure MDS technique. The typical graphs for which SSDE is not suited are graphs with low algebraic connectivity (such as trees for which special purpose algorithms exist) and dense graphs which are difficult to visualize anyway. Usually, as the graph gets denser, the sampled nodes cannot extract enough information about the spectrum of the distance matrix. However, these are the main problems of all fast spectral methods mentioned.
Graph
The rigorous mathematical analysis of sampling methods and specifically their implications on the error of the difference between the real distance matrix and the approximation is the context of future work. The sampling step intuitively tries to pick a set of columns whose volume in |V | dimensions is as large as possible, which implies a better approximation to the distance matrix. An interesting problem would be to consider the performance of greedy sampling with respect to the optimal choice of samples.
