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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
Actualmente se desarrollan, usan y ofrecen una ingente cantidad de redes corporativas,
servicios Webs y comercios electro´nicos en general, incluso resulta coherente afirmar que
es improbable la existencia de algu´n negocio que no haya tenido o tenga en cuenta el
despliegue de ventas o transacciones electro´nicas.
Como ya es sabido, la privacidad y la conservacio´n de datos en estos sistemas de tele-
comunicaciones son factores determinantes y cr´ıticos para su correcto funcionamiento y
su buen desempen˜o.
Los me´todos que emplean Hackers e intrusos para tomar el control total o parcial de los
sistemas (lo que en el argot informa´tico se denomir´ıa root your box ) son muy diversos, van
desde la ingenier´ıa social hasta la aplicacio´n de software muy sofisticado y distribuido,
todo esto con mu´ltiples propo´sitos, en la mayor´ıa de casos la de vulnerar totalmente los
sistemas y utilizar sus recursos, tales como CPU, memoria, ancho de banda, entre otros;
o tambie´n en el robo de informacio´n especialmente cr´ıtica para los usuarios; etc.
Y es por esto, que la seguridad en sistemas informa´ticos ha desarrollado una amplia
gama de soluciones, que incluye la implementacio´n de una topolog´ıa y del hardware
adecuado y la inclusio´n de software sofisticado a todos los niveles posibles. Por citar
los ma´s t´ıpicos: existen mu´ltiples tipos de firewalls, de proxies, me´todos complejos de
encriptacio´n, redes privadas virtuales (VPN), herramientas de ana´lisis y evaluacio´n de
vulnerabilidades, sistemas de deteccio´n y prevencio´n de intrusos, etc.
Este u´ltimo me´todo, la deteccio´n y prevencio´n de intrusos, es relativamente, una nueva
adicio´n a las te´cnicas previamente mencionadas. Por ello, el presente proyecto tratara´ so-
bre el estudio e implementacio´n del ma´s popular sistema de deteccio´n de intrusos basado
1
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en red, Snort, en un escenario virtualizado el en que, adema´s, se configurara´n y ejecu-
tara´n algunas pruebas de irrupcio´n y de robustez, y su correspondiente ana´lisis en el
comportamiento y desempen˜o de Snort, adema´s se compondra´ un conjutos de reglas
para un propo´sito determinado. A la vez, se hara´ una descripcio´n de las herramientas
utilizadas de co´digo abierto para ello, con las propiedades y ventajas inherentes que ello
implica.
La eleccio´n de Snort se basa en que ha alcanzado un estado de madurez y desarrollo,
donde su funcionalidad permite despliegues exitosos; por otra parte, su gran difusi’on a
lo largo de mundo (ma´s de 3,000,000 de descargas y de 150,000 usuarios activos segu´n [1])
permite tener una comunidad de usuarios lo suficientemente amplia como para advertir
de nuevas amenazas y vulnerabilidades, y para generar y compartir reglas. En Snort,
adema´s, se disponen de un amplio rango de herramientas y programas para su ana´lisis,
como por ejemplo, BASE, ACID, snortlog, snortreport, snortsam, etc.
1.2. Objetivos
1.2.1. Generales
Los objetivos generales son conocer, analizar y detallar de manera global cua´les son,
co´mo se usan y de que´ manera se despliegan las distintas herramientas Open Source
necesarias en la implementacio´n de un sistema de deteccio´n de intrusos basado en red.
Asimismo, de conocer y desplegar estas herramientas en un sistema virtual.
1.2.2. Espec´ıficos
Como objetivos espec´ıficos tenemos la instalacio´n y configuracio´n del NIDS Snort; la
creacio´n de un sistema virtual Open Source con VirutalBox de Sun.
Igualmente, recrear algunos tipos espec´ıficos de intrusio´n en este escenario virtualizado
y componer unas reglas para registrar y alertar ante un comportamiento concreto de los
usuarios de su red.
1.3. Descripcio´n de los contenidos
El presente proyecto consta, adema´s de la Introduccio´n, de cinco cap´ıtulos ma´s:
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En el cap´ıtulo 2 se presenta el marco teo´rico y los conceptos intr´ınsecos al tema del
proyecto.
En el cap´ıtulo 3 se hace una descripcio´n teo´rica exhaustiva de los sistemas de deteccio´n
de intrusos y de Snort.
El cap´ıtulo 4 trata la implementacio´n del escenario virtual en el que se pretende re-
alizar la evaluacio´n de Snort y del resto de herramientas, describiendo brevemente las
caracter´ısticas principales de estas u´ltimas.
En el cap´ıtulo 5 se muestran las pruebas realizadas y se procura hacer el ana´lisis respec-
tivo del comportamiento de Snort y del resto de programas interventores.
El cap´ıtulo 6 da las conclusiones de este proyecto.
Cap´ıtulo 2
Marco Teo´rico
2.1. Co´digo abierto u Open Source
De forma general y tal como se ha manifestado en los objetivos, se ha pretendido usar
herramientas basadas en Software Libre (o Free Software), tambie´n conocido como de
Co´digo Abierto (u Open Source), por las mu´ltiples ventajas que conlleva su utilizacio´n.
Sus caracter´ısticas son especialmente significativas frente a las soluciones comerciales
encontradas en el mercado [2]. Por mencionar algunas, se tiene libertad de uso, copiado
y distribucio´n, y con acceso al co´digo fuente, libertad de estudio, edicio´n, modificacio´n,
personalizacio´n y optimizacio´n. Todo esto es factible con la finalidad de encontrar errores
en su uso, desarrollar mejoras y personalizar el software con el aporte de la comunidad
de usuarios.
Su velocidad de desarrollo se da generalmente en ciclos ra´pidos y adema´s e´stos se car-
acterizan por su gran despliegue alrededor del mundo.
2.2. Seguridad informa´tica
La seguridad informa´tica y la proteccio´n de datos implican la implementacin de concep-
tos, te´cnicas y me´todos diversos para hacer las redes confiables, confidentes y seguras.
De esta forma se debe garantizar:
La prevencio´n al acceso de usuarios desautorizados a informacio´n sensible.
El acceso a los recursos de la red a usuarios leg´ıtimos.
La proteccio´n de datos y su recuperacio´n en caso de pe´rdidas.
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2.3. Ataques de red
Los ataques en redes se ejecutan con el objetivo de encontrar vulnerabilidades en proto-
colos y/o servicios y ejecutar desde ah´ı tareas tan diversas como indeseadas. Por vulner-
abilidades se entienden las debilidades existentes en el disen˜o, configuracio´n u operacio´n
de los sistemas.
La motivacio´n de crear y desplegar los ataques e intrusiones incluyen: fraude, extorsio´n,
robo de informacio´n confidencial, venganza, acceso no autorizado a un sistema, anulacio´n
de un servicio, o simplemente el desaf´ıo de penetrar un sistema, entre otros.
En los primeros an˜os, los ataques involucraban poca sofisticacio´n te´cnica, sin embargo, a
trave´s del tiempo se han desarrollado procedimientos mucho ma´s complejos de ataques
para explotar las debilidades en estos sistemas. Esto permite a los atacantes tomar con-
trol de sistemas completos y provocar graves desastres en organizaciones o empresas
con alto grado de dependencia tecnolo´gica (bancos, servicios automa´ticos, etc.). Adema´s
esta sofisticacio´n en las herramientas actuales hace que no sean absolutamente necesar-
ios conocimientos te´cnicos avanzados para llevar a cabo ataques a gran escala: e´stas se
pueden encargar de analizar y vulnerar los sistemas, y copiarse e reinstalarse automa´tica-
mente entre ellos. Los objetivos atacados son, en la mayor´ıa de casos, elementos visibles
de la red, como servidores Web, DNS, etc. o ba´sicos, como routers, enlaces de red, etc.
Los me´todos ma´s comunes de ataques aprovechan vulnerabilidades de seguridad de la
familia de protocolos TCP/IP.
2.3.1. Denegacio´n de servicios o DOS
Un ataque de denegacio´n de servicio consiste en sobrepasar los l´ımites de recursos es-
tablecidos para un servicio determinado, con el objetivo interrumpir su disponibilidad,
entorpecer el acceso a sus usuarios y/o degradar su calidad de servicio (QoS ). Por tan-
to, este tipo de ataque no supone en s´ı peligro para la seguridad de los equipos, ya que
no modifica los contenidos de la informacio´n ni pretende la obtenencio´n de informacio´n
sensible.
T´ıpicamente una vez finalizado el ataque se vuelve al estado de normalidad, aunque
podr´ıa darse el caso en que simulta´neamente se lancen otros ataques diferentes y/o
complementarios cuyo objetivo s´ı sea comprometer el sistema. Los tres protocolos en los
que se basan las te´cnicas de saturacio´n de paquetes, o flooding, son TCP, UDP e ICMP.
Adema´s, la defensa ante los ataques de denegacio´n de servicio no es directa, ya que se
basan en vulnerabilidades inherentes al disen˜o del protocolo TPC/IP.
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2.3.2. Denegacio´n de servicios distribuida o DDOS
Este ataque es una variante ma´s potente de los de DOS, y tal como lo indica su nombre
es ejecutado de forma distribuida. Se basa en realizar ataques DoS de forma masiva a
un mismo objetivo desde diferentes localizaciones en la red, de forma que la potencia de
ataque sea mucho mayor. El ataque empezar´ıa por una fase de escaneo mu´ltiple con una
vulnerabilidad conocida a un conjunto de sistemas objetivo, luego al obtener acceso a
parte de ellos, instalar la herramienta DDoS, estos sistemas comprometidos servira´n para
escanear y comprometer nuevos sistemas, acatando remotamente o´rdenes del intruso a
trave´s de un handler, el cual se encarg´ıa de gestionar el registro de e´stos.
Los ataques pueden ser de tipo TCP half-open o TCP SYN flood, a su vez existen
algunas herramientas espec´ıficas para ejecutarlos, por ejemplo Smurf (que inunda el sis-
tema objetivo enviando mensajes falsificados de ping broadcast), Fraggle, Trinoo, TFN,
Stacheldraht, TFN2K, Mstream, t0rnkit, Trinity DDoS, Erkms, li0n, carko, w0rmkit,etc.
2.3.3. Scanning
El port scanning es una te´cnica que busca conocer el estado de los puertos de un deter-
minado equipo o red, con la finalidad de averiguar que´ puertos esta´n abiertos y que´ clase
de servicios esta´n ofreciendo en esa red, para iniciar desde ah actividades no permitidas
como atacar al equipo con vulnerabilidades conocidas en esos servicios.
El scanning tambie´n puede referirse al escaneo que se realiza en una red o subred par-
ticular, en donde, se tratar de reconocer a los equipos activos en ella.
La herramienta por excelencia para los escaneos de ambos tipos es nmap.
2.3.4. Sniffing
Esta te´cnica, largamente extendida y efectiva, tiene como objetivos la obtencio´n de
informacio´n sensible y el acceso progresivo a determinados sistemas. Su funcionamiento
radica en la captura de datos mientras e´stos atraviesan la red, esto se hace posible
mediante la activacio´n de una o ma´s intefaces de red o NICs en modo promiscuo, por
tanto todos los datos de las tramas pueden ser capturados, analizados y evaluados por los
Sniffers, que almacenara´n registros con todo el tra´fico obtenido, sea destinado o generado
por el propio sistema o desde/hacia cualquier otro elemento compartido del entorno de
red.
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La obtencio´n de esta informacio´n sensible (como por ejemplo de credenciales, usuarios
y contrasen˜as, correos electro´nicos, nu´mero de tarjetas de cre´dito, etc.) se hace bastante
simple si a e´stos no se les han aplicado ningu´n me´todo de encriptacio´n previo, ya que
existen varios protocolos que env´ıan este tipo de informacio´n en limpio, por ejemplo,
Telnet, FTP, HTTP, etc.
Los Sniffers son utilizados tanto como programas de hacking como de seguridad, y es
bastante usual emplearlos en entornos de difusio´n, como Ethernet (concentradores y
hubs), ya que en e´stos todo el tra´fico fluye a trave´s de todos los dispositivos en la LAN;
por el contrario de un entorno conmutado, donde las tramas son so´lo mostradas a la
interfaz vinculada a la direccio´n MAC destino. Comunes Sniffers son netcat, Wireshark,
tcpdump, Hunt, Snort (en su modo de sniffer), etc.
2.3.5. Ataques de autentificacio´n
Estos ataques son llevados a cabo a partir de te´cnicas de suplantacio´n de identidad o
spoofing ; y utilizados con propo´sitos maliciosos o de investigacio´n.
2.3.5.1. IP Spoofing
Te´cnica conocida tambie´n como Identity spoofing o IP address spoofing, basada en la
generacio´n de paquetes IP dentro de cualquier protocolo TCP/IP como ICMP, TCP o
UDP, con una direccio´n origen falsa, para identificar a un ordenador como va´lido en una
red. Luego de ganar acceso a la red el atacante puede modificar, redireccionar o eliminar
datos, que a su vez puede generar otros tipos de ataques.
Se ha de tener en cuenta que las respuestas del host que reciba los paquetes ira´n dirigi-
das al dispositivo cuya IP ha sido falsificada. Esta te´cnica es usada a veces junto con
un ataque de DoS que inhabilitar´ıa por ejemplo las respuestas RST. Una herramienta
expandida para realizar ataques de esta clase es, por ejemplo, Snurf.
2.3.5.2. DNS Spoofing
Se falsea las entradas dominio-IP de un servidor DNS, suplantando su identidad ante
la resolucio´n de nombres. Las entradas falseadas de un servidor DNS son susceptibles
de infectar (envenenar) el cache´ DNS de otro servidor diferente (DNS Poisoning). Las
protecciones de seguridad del servicio de nombres permiten controlar desde el fichero de
configuracio´n el comportamiento del servidor frente a los supuestos clientes y servidores,
tanto secundarios como los asociados a otros dominios.
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Existen utilidades que permiten copiar una base de datos entera de nombres (dominio)
desde un servidor DNS, para su posterior ana´lisis, como por ejemplo DIG.
2.3.5.3. ARP Spoofing
Como es sabido, el protocolo ARP es usado para encontrar una direccio´n de Ethernet
MAC a partir de una IP, a trave´s de una tabla de correlacio´n. El ARP Spoofing es
ba´sicamente el me´todo de explotar esta interaccio´n entre estos protocolos, se aplica
cuando alguie´n intenta y logra redireccionar el tra´fico de un host hacia otra zona, a
trave´s de la suplantacio´n de su MAC.
So´lo es aplicable a redes Ethernet.
2.3.5.4. SMTP Spoofing y Spamming
En un nivel superior, concretamente a nivel de aplicacio´n, en el protocolo SMTP (puerto
TCP 25) es posible falsear la direccio´n fuente de un correo electro´nico (spoofing), en-
viando por tanto mensajes en nombre de otro remitente. Es posible ya que este protocolo
no lleva a cabo ningu´n mecanismo de autenticacio´n cuando se realiza la conexio´n TCP
al puerto asociado.
El spamming consiste en el env´ıo masivo de mensajes de correo a muchos usuarios
destino, pudiendo llegar a saturar los servidores de correo. Suele emplearse para el env´ıo
no deseado de publicidad o informacio´n.
2.4. Me´todos de defensa tradicionales
2.4.1. Firewalls y proxies
Los Firewalls son elementos, implementados tanto en hardware como en software, usados
para controlar las comunicaciones, permitie´ndolas o restringie´ndolas (mantienen una
TCP state por cada conexio´n que se establece a trave´s de e´l) de acuerdo con las pol´ıticas
de red predefinidas por la organizacio´n responsable de la red, con el objetivo de proteger
sitios remotos o redes de frontera. Asimismo, son usados para proteger partes de la red de
otras partes de la misma en el caso de ataques. Su uso es frecuente en redes perimetrales
y en centros de datos.
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Generalmente los Firewalls se colocan en el per´ımetro, entendido como el punto de
conexio´n de la red interna de la red a la cual se quiere proteger y la red exterior (ha-
bitualmente, Internet); de este modo se protege la red interna de intentos de acceso no
autorizados, que puedan encontrar y aprovechar vulnerabilidades en los sistemas de e´sta.
Su funcionamiento, caracter´ısticas de comportamiento y requerimientos de disponibili-
dad esta´n indicados en el RFC 2979.
Los Firewalls de red implementan adema´s una funcionalidad de zona desmilitarizada, o
Demilitarized Zone (DMZ ), la cual activa proteccio´n de capas entre sitios no confiables
(fuera de la red) con sitios fiables (dentro de la red). E´sta sirve como un elemento de
seguridad adicional al conectarse al Firewall y en e´sta se pueden ubican los servidores
de la organizacio´n que deben permanecer accesibles desde la red exterior.
Los proxies son componentes constituidos como programas o dispositivos, que ejecutan
y desarrollan actividad en representacio´n de otro, como intermediario, con los objetivos
de mantener los dispositivos ano´nimos al hacer conexiones con ciertas aplicaciones e
incrementar su acceso a determinados recursos v´ıa caching. La mayor´ıa de proxies se
usan como servidores Web, pero tambie´n son comunes los proxies de ARP, de FTP, etc.
2.4.2. Redes privadas virtuales
Las redes privadas virtuales o VPNs representan una capa de seguridad dirigida a redes
pu´blicas o privadas para hacer conexiones de forma segura, y as´ı permitir extender de
forma segura una red local sobre una red pu´blica o no controlada (generalmente sobre
Internet).
Para conseguir proteccio´n de datos en las conexiones las VPNs utilizan mecanismos
de autenticacio´n y encriptacio´n (por ejemplo, 3DES o´ AES) para proveer una capa de
defensa sobre la conexio´n de red.
2.4.3. Listas de acceso o ACL
Una lista de acceso o access control list (ACL) es un concepto telema´tico por el cual se
permite y/o deniega tra´fico de red otorgando o restringiendo privilegios. Esto se hace a
trave´s de para´metros determinados tales como direccio´n IP fuente y/o destino, servicios
de red o nu´mero de puerto.
Generalmente los routers con ACL no mantienen una TCP conection state para cada
conexio´n.
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Los routers con listas de acceso ofrecen proteccio´n perimetral y una base de defensa
porque e´stos son a la vez dispositivos de frontera para redes perimetrales y elementos
nu´cleo para grandes redes.
Los ACLs y los Firewalls se combinan para componer la base de las defensas tradicionales
de redes seguras.
2.4.4. Sistemas de deteccio´n y prevencio´n de intrusos
La descripcio´n de sistemas de deteccio´n de intrusos se desarrolla extensamente en el
tercer cap´ıtulo.
Los sistemas de prevencio´n de intrusos son complementarios a los IDSs ya que an˜aden
me´todos y te´cnicas para que, una vez detectada actividad no permitida en una red, se
realicen acciones predefinadas al respecto (como reiniciar la conexio´n ante un intento
desautorizado, etc.).
2.5. Virtualizacio´n
La virtualizacio´n es un conjunto de te´cnicas de abstraccio´n de recursos computacionales
que a trave´s de una capa virtual (es decir, de forma separada a la capa f´ısica que
les corresponder´ıa) permite que mu´ltiples ma´quinas virtuales con sistemas operativos
heteroge´neos puedan ejecutarse individualmente en la misma ma´quina f´ısica.
Cada ma´quina virtual dispone de su propio hardware virtual (memoria RAM, CPU,
etc.) y auto´nomo, con el cual se gestiona el sistema operativo y las aplicaciones.
2.5.1. Sistema anfitrio´n o host
Es el sistema operativo de la ma´quina f´ısica en donde se ejecutara´n sistemas de virtual-
izacio´n, como VirtualBox o vmware.
2.5.2. Sistema operativo guest
Es el sistema que es ejecutado en una ma´quina virtual. Sistemas operativos como e´stos,
por otra parte, podr´ıan ejecutarse directamente en un sistema f´ısico.
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2.5.3. Ma´quina virtual
Es la representacio´n de una ma´quina real que, a trave´s del software adecuado, provee
un ambiente operativo en el que se puede ejecutar o alojar un sistema operativo guest.
Cap´ıtulo 3
Sistemas de Deteccio´n de Intrusos
y Snort
3.1. Sistemas de Deteccio´n de Intrusos
La deteccio´n de intrusos es un conjunto de me´todos con el cual se busca descubrir
y revelar actividad no permitida y/o indeseable en un equipo o red. Los sistemas de
deteccio´n de intrusos (o IDSs), son herramientas de seguridad basadas en estos me´todos
y que, por tanto, buscan rastros, pistas y/o huellas (lo que se llaman attack signatures)
a trave´s de patrones espec´ıficos y predeterminados que representan actividad sospechosa
o intentos maliciosos.
Su impacto en el tra´fico es mı´nimo y adema´s bien ubicados es factible el ana´lisis de
grandes redes.
3.2. Arquitectura general
De forma gene´rica los IDSs han de disponer de:
Una fuente de captura y registro datos. Pudiendo ser un registro, un dispositivo
de red, o como en el caso de los IDSs basados en host el propio sistema.
Reglas que especifiquen los patrones para detectar anomal´ıas de seguridad en el
sistema.
Detectores de eventos anormales en el tra´fico de red.
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Filtros que comparan los datos esnifados de la red o de registros con los patrones
almacenados en las reglas.
Dispositivo generador de informes y alarmas (en algunos casos con la sofisticacio´n
suficiente como para enviar alertas v´ıa correo electro´nico o SMS)
3.3. Clasificacio´n
Los IDSs esta´n clasificados segu´n su posicionamiento en el sistema y las funciones in-
herentes a e´ste, se dividen en dos: IDS basado en host e IDS basado en red.
3.3.1. IDS basado en host
Se refiere a la proteccio´n local de un solo dispositivo. Este tipo de IDS, HIDS, obtiene y
analiza gran cantidad de informacio´n acerca de los eventos y actividades registradas, logs,
etc. Esto es posible ya que el software monitoriza continuamente los registros espec´ıficos
del sistema.
Hay tres tipos de HIDS, el primero examina los logs en busca de patrones de ataques;
el segundo examina patrones en el tra´fico de red (no en modo promiscuo, como en los
NIDS) y el tercero es una solucio´n que ejecuta ambos.
3.3.2. IDS basado en red
Se refiere a la captura de paquetes y su ana´lisis en la bu´squeda de patrones de actividad
indeseada, en tiempo real, a trave´s de una interfaz promiscua dentro de una red.
Generalmente el primer nivel de filtrado sirve para determinar que´ tipo de tra´fico es
descartado o considerado para ser analizado en el mo´dulo de reconocimiento de ataques,
dejando pasar tra´fico ya reconocido como no malicioso. Una vez que un ataque es de-
tectado un mo´dulo de respuesta es el encargado de proveer mu´ltiples opciones para
notificar, alertar o tomar otras acciones pertinentes.
A este tipo de IDS haremos referencia a lo largo del desarrollo de este proyecto.
3.3.3. Implementacio´n de IDSs
De forma general la implementacio´n de los IDSs depende, por supuesto, de su tipo, de las
funciones que se quieran realizar con e´l y de las necesidades y recursos de los sistemas.
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Figura 3.1: Implementacio´n paralela de Firewall, DMZ e IDS
Para el caso de un HIDS su despliegue ser´ıa muy similar (con las mismas facilidades y
dificultades) que con otro cualquier tipo de software basado en host. Por otro lado, la im-
plementacio´n de IDSs basados en red esta´ estrechamente vinculada a su posicionamiento
en la red. T´ıpicamente se colocan en a´reas con cierto grado de homogeneidad, bajos nive-
les de entrop´ıa y con control en el flujo de red, por ello resulta razonable colocar un NIDS
en el segmento por el cual fluya la mayor cantidad de tra´fico [3] [4]. Colocarlo antes o
detra´s del Firewall podr´ıa tambie´n resultar u´til, ya que para el primer caso se podr´ıa
tener una representacio´n de la cantidad de ataques que son filtrados en el Firewall y en el
segundo las alarmas representara´n ataques que han podido sobrepasar a e´ste. Tambie´n
podr´ıa colocarse paralelamente al firewall o a la DMZ como en la figura 3.1.
Al mismo tiempo, la implementacio´n de NIDS presenta diversos problemas a partir del
escenario que se dispone: En redes conmutadas al no presentar segmentos de red por
donde fluya todo el tra´fico no sera´ posible capturar ni analizar todo este. En redes de
alta velocidad el procesamiento y registro de paquetes es complicado.
En conclusio´n, ambos tipos de IDSs presentan fortalezas y beneficios inherentes a su
naturaleza, es por ello que la evolucio´n instintiva ha de ser la inclusio´n de ambos en un
sistema, con el cual se proveer´ıa de una cobertura completa.
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Figura 3.2: Vulneracio´n de Snort
3.4. Snort como IDS basado en red
Snort es un sistema de deteccio´n y prevencio´n de intrusos Open Source basado en red que
utiliza patrones de bu´squeda, llevando a cabo registros de paquetes, ana´lisis de proto-
colos y bu´squeda o comparacio´n de contenido en tiempo real. Utiliza reglas descriptivas
para determinar que´ tra´fico debe ser monitorizado y un motor de deteccio´n disen´ado
modularmente para identificar ataques en tiempo real.
Puede ser usado para detectar una gran variedad de ataques y pruebas como:
Escaneo de puertos oculto,
Ataques basados en la Common Gateway Interface (CGI )
Spoofing de protocolo ARP, y
Ataques en daemons con vulnerabilidades conocidas, etc.
Vulnerar Snort por intrusio´n significar´ıa que el establecimiento de conexiones para
ataques hacia un sistema objetivo sea transparente a e´l, la l´ınea roja de la figura 3.2
representa una conexio´n transparente al NIDS.
Es importante mencionar tambie´n que Snort dispone puede funcionar en modo Inline, el
cual le brinda una capacidad limitada para comportarse como un sistema de prevencio´n
de intrusos (IPS), en esta funcio´n la obtencio´n de los paquetes se hace desde iptables en
vez que del libpcap, y se hace uso de tres tipos espec´ıficos de reglas: drop, reject y sdrop,
los cuales esta´n explicados brevemente ma´s adelante.
3.4.1. Caracter´ısticas
Distribucio´n libre bajo licencia GNU General Public License (GLP), gratuito y
disponible para UNIX/Linux y Windows.
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Figura 3.3: Arquitectura de Snort
La escritura de reglas hace uso de un lenguaje propio, adema´s de otros lenguajes
de programacio´n.
Desarrollado y mantenido por Sourcefire.
Actualizacio´n de reglas.
Snort puede ejecutarse en mu´ltiples interfaces.
Dispone de sistemas de registro y alertas.
3.4.2. Arquitectura
Existen varios componentes con funciones espec´ıficas dentro de la arquitectura de Snort
[3] [4], como se puede ver en la gra´fica 3.3, primero los paquetes son obtenidos a trave´s
del sniffer, posteriormente son adecuadamente decodificados, luego pasan a trave´s de los
preprocesadores que realizan actividades como desfragmentacio´n o reemsamblaje, para
que finalmente el motor de deteccio´n se encargue de comparar patrones de acuerdo a las
reglas preestablecidas.
A continuacio´n se explica brevemente las caracter´ısticas y funciones de estos elementos
de la arquitectura de Snort.
3.4.2.1. Sniffer de paquetes
El sniffer de paquetes obtiene los paquetes de tra´fico en un enlace de red v´ıa el libpcap.
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3.4.2.2. Decodificadores
Los decoders tienen la funcio´n de preparar los paquetes recibidos por Snort antes de ser
procesados y enviados al motor de deteccio´n, an˜adiendo punteros a posiciones cr´ıticas
en este flujo de datos, desde la estructura de paquetes a nivel enlace hasta las cabeceras
Ethernet, IP, TCP, UDP y payload.
A trave´s de los decodificadores, es que se debe alertar de diversos eventos como cabeceras
truncadas u opciones de taman˜os inusuales o no frecuentes en las opciones de TCP.
3.4.2.3. Preprocesadores
Snort necesita frecuentemente manejar y ejecutar tareas de organizacio´n y modificacio´n
con los datos de forma preliminar antes de intentar comparar y encontrar similitudes con
las reglas de su base de datos. Esto se hace con un conjunto de preprocesadores mod-
ulares que consisten en pequen˜os programas escritos en C y que realizan estas acciones
espec´ıficas en los paquetes. Estas rutinas son llamadas despue´s de que Snort decodifique
la informacio´n pero antes de enviarlos al motor de deteccio´n.
Por otra parte, los preprocesadores son cargados en el orden en que se encuentran en el
fichero de configuracio´n de Snort y los paquetes pasan a trave´s de los preprocesadores
en el orden en que son cargados.
Los preprocesadores usuales en Snort, son ba´sicamente tres, tal como se ve en la figura
3.4, cada cual con unas funciones propias, proveyendo:
frag3 defragmentacio´n IP basada en objeto
Stream5 reensamblaje TCP basado en objeto
http inspect soporte de normalizacio´n para URI (Identificador uniforme de recur-
so)
Desfragmentacio´n
Detecciones para ataques y/o actividades no habilitadas por las reglas esta´ndares
de Snort.
Servicios de normalizacio´n para presentar la informacio´n en formatos esta´ndares.
Servicios de reensamblaje para que la deteccio´n se haga contra un mensaje com-
pleto.
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Figura 3.4: Arquitectura de Snort
Detecciones basadas en preprocesadores: normalizacio´n, truncamiento y reensam-
blaje.
Capacidad de deteccio´n para algunos problemas de tra´fico.
3.4.2.4. Motor de deteccio´n
El detection engine, que es la parte fundamental de Snort, inspecciona cada paquete
compara´ndolos con los patrones u opciones listadas en los ficheros reglas de Snort.
Estas reglas son le´ıdas en estructuras internas de datos donde su patrones son compara-
dos con los de los paquetes. Si alguna de e´stas concuerda, se llevar´ıan a cabo las acciones
correspondientes (registro de los paquetes o generacio´n de alertas), en caso contrario,
los paquetes son descartados.
3.4.2.5. Mecanismo de registro (logging) y alerta
Tal como se comento´ anteriormente, dependiendo de que´ encuentra el motor de deteccio´n
de Snort, lo paquetes sera´n registrados o se generara´n las alertas preestablecidas.
Los registros (generalmente almacenados en la carpeta /var/log/snort) son archivados
como ficheros tcp-dump-style o con otros formatos.
Snort no esta´ disen˜ado para el env´ıo de alertas a trave´s correos electro´nicos (para ello
bastar´ıa usar una herramienta de log parking, como swatch)
3.4.2.6. Procesadores de salida (output)
Estos mo´dulos controlan el tipo de estructura de salida generado por los sistemas de
registro y de alerta. Entre otras actividades se podr´ıa:
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Registrar (por defecto en /var/log/snort/alert)
Enviar SNMP traps
Enviar mensajes al syslog
Registrar la informacio´n relevante en bases de datos (MySQL u Oracle)
Generar salidas XML
Alterar configuraciones en Firewalls o routers
3.4.3. Configuracio´n
Pocos prerrequisitos son necesarios antes de la compilacio´n de Snort. Su estructura de
carpetas se encuentra usualmente en /etc/snort.
3.4.3.1. Fichero de configuracio´n
Para que Snort funcione como un IDS de red es necesario definir y estructurar su com-
portamiento en su archivo de configuracio´n (ubicado normalmente en la ruta por defecto
/etc/snort/snort.conf) y ejecutarlo de la siguiente forma:
snort -c /etc/snort/snort.conf
Dentro de e´ste se encuentran los distintos tipos de directivas: include, var, config, prepro-
cessor y output y adema´s es donde se debe de especificar las diferentes referencias a otros
archivos, a trave´s de rutas o paths, como, por ejemplo la carpeta donde se encuentran
las reglas:
RULE_PATH /etc/snort/rules
3.4.3.2. Fichero de referencias
Ubicado por defecto, en /etc/snort/reference.config, define que´ URLs podra´n usarse
como referencias en la escritura de reglas. Mantiene la siguiente sintaxis:
config reference: nombre_xxx http://
Por ejemplo:
config reference: cve_http://
config reference: URL_http://
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3.4.4. Reglas
3.4.4.1. Descripcio´n
Las reglas en Snort esta´n escritas en un lenguaje ligero y potente. E´stas son abier-
tas, es decir cualquiera podr´ıa inspeccionarlas y comprobar que cumplen con cubrir las
vulnerabilidades a las que van dirigiras.
Las reglas esta´ndar de Snort son compuestas por el equipo de bu´squeda de vulnerabili-
dads (VRT) de Sourcefire.
3.4.4.2. Metodolog´ıa en la composicio´n de reglas
El VRT de Sourcefire recomienda una metodolog´ıa en la escritura de reglas de cuatro
componentes [1]:
Investigacio´n de la vulnerabilidad.
Modelado del protocolo.
Identificacio´n de las condiciones de activacio´n.
Prueba y verificacio´n de las hipo´tesis.
Tambie´n, segu´n el VRT de Sourcefire el formato de las reglas, esta´ definido para que sea
posible:
Verificar que las reglas proveen completa proteccio´n contra las vulnerabilidades
para las que ha sido escritas.
Crear y/o modificar reglas para la deteccio´n de problemas con servicios personal-
izados espec´ıficos.
Aprovechar las reglas disponibles de la comunidad de usuarios.
3.4.4.3. Estructura
Las reglas en Snort se componen de dos partes lo´gicas:
Cabecera
Opciones
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Figura 3.5: Estructura de la cabecera de la regla en Snort
En la cabecera se establecen las acciones que la regla va a ejecutar, y al mismo tiempo,
se definen los criterios necesarios para que la regla identifique los paquetes de datos que
se ajustan a ella. La estructura ba´sica de la cabecera puede verse en la figura 3.5.
El elemento de accio´n determina co´mo se operara´ cuando la regla es activada; t´ıpica-
mente, se genera un alerta, se registra el mensaje y/o se invoca a otra regla. Dentro de
las opciones de este campo tenemos:
pass.- ignorar los paquetes
log.- registrar los paquetes
alert.- generar un mensaje de alerta
activate.- crear una alerta y activar otra regla de acuerdo a condiciones predefinidas
dynamic.- registra los paquetes al ser activada por una regla activate
drop.- hace que iptables rechace y registre el paquete
reject.- iptables rechaza, registra y env´ıa un TCP reset o un mensaje ICMP port
unreachable, dependiendo del protocolo
sdrop.- iptables rechaza el paquete pero sin registrarlo
Acciones definidas por el usuario
La parte de protocolo establece que´ protocolo en particular tendra´n los paquetes a los
que se les aplica la regla; comu´nmente: TCP, UDP, IP, ICMP, etc.
Los pares de campos de direccio´n/puerto definen las direcciones fuente y el destino,
determinadas por el elemento Sentido (− >, < −, < − >), pudiendo representar u´nicos
o mu´ltiples dispositivos de una red (es posible usar la palabra any para especificar todas
las direcciones, escribirlas en formato CIDR o excluirlas con el keyword : ’!’).
La parte de opciones comprende los criterios adicionales para encontrar paquetes que se
correspondan con la regla. Se escriben dentro de pare´ntesis, donde puede haber una o
ma´s opciones separadas por un ’;’ cada una de estas opciones tiene dos partes: keyword
y argumento. Hay cuatro categor´ıas para estas opciones, para mayor indagacio´n sobre
el funcionamiento propio de cada uno de ellos ver [4]:
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Figura 3.6: Ejemplo de composicio´n de una regla en Snort
Generales: msg, reference, gid, sid, classtype, rev, etc.
Deteccio´n de contenido: content, nocase, rawbytes, depth, offset, distance, uircon-
tent, etc.
Deteccio´n non-payload : fragoffset, ttl, tos, id, ipopts, fragbits, etc.
Postdeteccio´n: logto, session, resp, react, tag, activates, etc.
3.4.4.4. Configuracio´n y escritura
Cada regla de Snort debe escribirse en una sola l´ınea o en su defecto, han de tener
un backslash al final de cada una de ellas. La regla o conjunto de reglas relacionadas
se almacenan en ficheros de texto con la extensio´n ’.rules’. Su ruta por defecto es
/etc/snort/rules.
Al componer reglas nuevas necesariamente se ha de seguir la metodolog´ıa y estructura
arriba descritas y adema´s se ha de an˜adir los nombres de e´stas en el fichero de con-
figuracio´n de Snort (figura 3.6), tambie´n es imprescindible asignar en cada regla un
identificador nume´rico y u´nico de Snort (o sid), el cual permite a los plugins de salida
el reconocimiento fa´cil de las reglas, esto se hace a trave´s del siguiente formato en el
apartado de opciones:
sid: <identificador de regla>;
Un ejemplo de una regla simple se puede observar en la figura 3.6
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Implementacio´n del Escenario
4.1. Herramientas de propo´sitos generales
4.1.1. Network mapper o nmap
Nmap es una de las utilidades de co´digo libre ma´s ı´ntegras para el escaneo de redes y
por tanto, su uso es el ma´s extendido. Esta´ disen˜ado para permitir a los administradores
de sistemas y en general, a quien lo desee, escanear redes a gran escala para determinar
que´ dispositivos esta´n activos y/o disponibles y que´ tipo de servicio (nombre, versio´n,
etc.) esta´n ofreciendo en ese momento. De esta forma es posible explorar las redes y
auditar su seguridad.
4.1.1.1. Caracter´ısticas
Disponible para Unix y Windows.
Soporta una amplia variedad de te´cnicas de escaneo (aproximadamente quince),
adema´s de unas veinte configuraciones para cada una de ellas.
Utiliza huellas TCP para la identificacio´n del sistema operativo del equipo escanea-
do.
A pesar de haber sido disen˜ado para grandes redes, se desempen˜a bastante bien
para un solo equipo.
nmap dispone de una interfaz gra´fica de usuario llamada NmapFE.
En la gra´fica 4.1 se pueden apreciar las distintas te´cnicas de escaneos de nmap.
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Figura 4.1: Te´cnicas de escaneos en nmap
Adema´s ofrece otras varias prestaciones como deteccio´n de sistemas operativos (y sus
versiones) v´ıa TCP/IP fingerprinting, escaneo paralelo, deteccio´n de dispositivos no ac-
tivos v´ıa pings paralelos, decoy scanning, port filtering detection, direct (non-portmapper)
RPC scanning, fragmentation scanning y flexible target y port specification.
Hace uso de paquetes IP para determinar los tipos de Firewalls o filtradores de paquetes
en empleo.
El resultado del escaneo es usualmente una lista de puertos de intere´s en la(s) ma´quina(s)
escaneada(s), mostrando el nu´mero, estado, protocolo y el ma´s probable nombre del
servicio. Los estados son abierto, filtrado, sin filtrar y cerrado:
Abierto.- la ma´quina objetivo aceptara´ conexiones en ese puerto sin restricciones.
Filtrado.- posiblemente un Firewall, filtro u otro obsta´culo esta´ bloqueando el
puerto.
Sin filtrar.- puertos sin filtrar detectados por esca´neres ACK o de Ventanas.
Cerrado.- el puerto esta´ correctamente bloqueado o sin ningu´n servicio a la escucha.
4.1.2. Wireshark
Es un analizador de paquetes de red. Esto quiere decir que captura datos, en los que
procesa y analiza su informacio´n para mostrarla de forma detallada. Por el contrario
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de otros programas costosos, propietarios o ambos, Wireshark es uno de los mejores
analizadores de paquetes Open Source hoy en d´ıa.
4.1.2.1. Caracter´ısticas
Disponible para Unix y Windows.
Captura de paquetes en tiempo real desde la interfaces de red.
Muestra y almacena la informacin de los paquetes capturados
Es posible importar y exportar datos de los paquetes hacia o desde otros programas
Existen filtros de paquetes segu´n el criterio que se le quieran aplicar.
Tambie´n esta´n disponibles la bu´squeda de paquetes y creacio´n de estad´ısticas.
4.1.3. Scapy
Scapy es un programa de co´digo libre, escrito en Python, generador y manipulador de
paquetes. Permite enviar, esnifar, analizar, conformar y falsear paquetes de red. De esta
forma se pueden construir aplicaciones que puedan probar, escanear o lanzar ataques de
red.
Su desarrollo actual es relativamente nuevo y a pesar de ser bastante potente, no existe
demasiada documentacio´n al respecto.
4.1.3.1. Caracter´ısticas
Es posible asignar variables, definir funciones, usar loops, etc, ya que scapy hace uso
del Python Interpreter como l´ınea de comandos o lenguaje espec´ıfico de dominio
(DSL).
Es factible la composicio´n y decodificacio´n de paquetes en un variado nu´mero de
protocolos
Se pueden hacer combinaciones ilimitadas en la composicio´n de paquetes, es decir
que cada nivel o paquete puede ser manipulado pudie´ndole poner cualquier valor
que se quiera. Adema´s cada campo tiene valores por defecto que funcionan.
Los paquetes formados pueden ser enviados por la red, capturados, comparados,
replicados, etc.
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Se pueden llevar a cabo diferentes tareas, como escaneos, tracerouting, probing,
pruebas de unidades, ataques y descubrimiento de red, etc.
Segu´n sus desarrolladores [5], Scapy puede reemplazar total o parcialmente a dis-
tintas herramientas: hping, 85 % de nmap,arpspoof, arp-sk, arping, tcpdump, teth-
ereal, p0f, etc.
Puede ejecutar tareas espec´ıficas que otras herramientas no pueden manejar, co-
mo por ejemplo, el env´ıo de tramas no va´lidas, la inyeccio´n de tramas modificadas
802.11, la combinacio´n de te´cnicas VLAN hopping+ARP cache poisoning, decod-
ificacio´n de VoIP en un canal encriptado WEB, etc.
La interpretacio´n de resultados obtenidos es libre a los usuarios y no esta´ limitada
al criterio con la que se concibieron otros programas. Por ejemplo, a diferencia
de nmap o hping que al hacer un escaneo, reducen las opciones del estado de los
puertos a open, closed o filtered. Scapy muestra una lista de los puertos analizados
luego del env´ıo de paquetes, recibir las respuestas y comparar los resultados.
4.1.3.2. Comandos y funciones
Los comandos de mayor utilidad de scapy son ls() y lsc(), esta u´ltima lista todas las
funciones disponibles en Scapy, de ellas las ma´s importantes son:
En la capa 3: sr, para enviar y recibir paquetes de nivel 3 y sr1 , para enviar
paquetes de nivel 3 y recibir la primera respuesta, entre otros.
En la capa 2: sendp, srp, srploop y srp1, permiten enviar y recibir paquetes a
nivel 2; la p significa PF PACKET, que es la interfaz de Linux que permite enviar
paquetes en este nivel.
4.1.3.3. Funciones gene´ricas
Net, IP, ICMP, TCP, Ether, etc. Ver por ejemplo en la figura 4.2 la ejecucio´n del comando
que lista la funcio´n IP.
4.1.4. Base analisys and secutiry engine o BASE
BASE es un front end de Snort (y en general, de una variedad de herramientas de
monitorizacio´n como firewalls o dema´s IDSs), escrito en PHP, que realiza bu´squedas en
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Figura 4.2: Listado de elementos de un paquete IP en Scapy a trave´s de la funcio´n ls
las bases de datos que almacenan los eventos de seguridad registrados, procesa´ndolos
para mostrarlos co´modamente a trave´s de su interfaz.
Un diagrama general de los elementos que lo conforman se puede apreciar en la figura
4.3 y de uno distribuido en la 4.4.
BASE es el sucesor de otro sistema denominado Analysis Console for Intrution Databases
(ACID).
4.2. Herramientas de virtualizacio´n
4.2.1. VirtualBox
VirtualBox es un conjunto de productos de virtualizacio´n multiplataforma de sistemas
x86 para uso corporativo y dome´stico [6], que presenta una variedad de caracter´ısticas
interesantes y un buen desempen˜o para ma´quinas virtuales con Linux.
Es adema´s, una de las pocas o probablemente la u´nica solucio´n profesional disponible
como software libre.
4.2.1.1. Caracter´ısticas
El programa anfitrio´n o host se puede ejecutar adema´s de en Linux, en Windows,
Macintosh y OpenSolaris.
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Figura 4.3: Diagrama de un escenario de congifuracio´n Snort+BASE
Figura 4.4: Diagrama de un escenario distribuido de Snort
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Soporta mu´ltiples sistemas operativos invitados o guests: Linux (2.4 y 2.6), Win-
dows (NT 4.0, 2000, XP, Server 2003, Vista), DOS/Windows 3.x, Solaris y Open-
Solaris, OpenBSD, etc.
Su disen˜o es modular adema´s de cliente/servidor, con esto u´ltimo es posible con-
trolar muchas interfaces de una sola vez.
Dispone de interfaces internas bien definidas.
Las caracter´ısticas de configuracio´n de las ma´quinas virtuales son almacenadas
completamente en XML y son independientes de las ma´quinas locales, esto hace
admisible trasladar las ma´quinas virtuales a distintos anfitriones.
Los sistemas invitados Linux (y Windows) disponen de un software especial (en
nuestro caso el VBoxLinux additions) que al ser instalado permiten mejorar sig-
nificativamente su desempen˜o y hacer la integracio´n ma´s fa´cil y sin dificultades,
por ejemplo la integracio´n con el puntero del rato´n y las soluciones de pantalla
arbitraria o redimensionamiento.
Las carpetas compartidas son otras caracter´ısticas de las plataformas de virtual-
izacio´n, en el caso de VirtualBox, su uso permite el intercambio sencillo de ficheros,
al declarar que´ directorios espec´ıficos en el anfitrio´n sera´n usados como directorios
compartidos.
VirtualBox destaca, por decirlo de alguna forma, por tener adema´s algunas carac-
ter´ısticas exclusivas como por ejemplo, los controladores virtuales de USB, permi-
tiendo una conectividad arbitraria de dispositivos USB en las ma´quinas virtuales
sin necesidad de instalar drivers espec´ıficos en el anfitrio´n.
Soporte del protocolo de escritorio remoto, Remote Desktop Protocol, permitiendo
la ejecucio´n remota de la ma´quina virtual.
4.3. Implementacio´n del escenario
4.3.1. Instalacio´n y configuracio´n de VirtualBox
Tal como se ha mencionado anteriormente, el sistema anfitrio´n para VirtualBox funciona
en distintos sistemas operativos, como Windows XP, Linux y, evidentemente en Solaris.
Para los propo´sitos de este proyecto, tambie´n ya descritos, respecto a la interoperabilidad
del escenario de virtualizacio´nn y de los programas Open Source utilizados, se utiliza
como sistema anfitrio´n Ubuntu 8.10.
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Figura 4.5: Instalacio´n de VirtualBox
4.3.1.1. Instalacio´n
A continuacio´n el procedimiento de instalacio´n para Linux
Instalamos los paquetes correspondientes a trave´s del apt:
apt-get install virtualbox
Durante e´sta se ha de compilar el mo´dulo de kernel vboxdrv (figura 4.6) y luego, crear el
grupo ’vboxusers’ (figura 4.7). La interfaces de red del anfitrio´n sera´n asignadas a este
grupo
4.3.2. Creacio´n y configuracio´n de ma´quinas virtuales
Se han de seguir los siguientes pasos a trave´s del New Vitual Machine Wizard, figura
4.8:
Elegir el sistema operativo y colocar el nombre de la nueva ma´quina virtual: figura
4.9.
Seleccionar cua´nta memoria consumira´ e´sta, en nuestro caso 256 MB: figura 4.10.
En te´rminos generales, la memoria total de las ma´quinas guests no deber´ıa de
superar la memoria f´ısica del host.
El siguiente paso es seleccionar que´ disco virtual usara´ esta ma´quina. De no existir
e´ste, es posible crear uno nuevo a trave´s del New Virtual Disk Wizard.
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Figura 4.6: Compilacio´n del mo´dulo de kernel vboxdrv
Figura 4.7: Creacio´n del grupo de usuarios de VirtualBox
Al crear un nuevo disco, seleccionamos el tipo de disco de expansio´n dina´mica,
Image type del disco virtual, figura 4.12, en el siguiente paso se elige el nombre y
taman˜o de este disco virtual (8 GB), figura 4.13
4.3.3. Instalacio´n de herramientas y programas de uso general
Para el caso de este proyecto, Snort registrara´ la informacio´n de las alertas en una base
de datos MySQL, denominada snort. La eleccio´n de MySQL radica en que es el gestor
de base de batos Open Source ma´ popular y por ende, en donde Sourcefire brinda mayor
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Figura 4.8: Inicio del New Vitual Machine Wizard
Figura 4.9: Seleccio´n del SSOO y del nombre de la VM
soporte. Para ello sera´ necesario la instalacio´n Snort compilado con MySQL, Apache2,
php5 y otros paquetes complementarios para su funcionamiento adecuado.
La instalacio´n del resto de estas herramientas la podemos hacer de forma sencilla desde
el apt.
apt-get install nmap
apt-get install wireshark
apt-get install scapy
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Figura 4.10: Asignacio´n de la RAM
Figura 4.11: Inicio del Create New Virtual Disk
4.3.4. Configuracio´n de Snort + BASE para el escenario
4.3.4.1. Instalacio´n y preconfiguracio´n de mysql y snort-mysql
Para la instalao´n se snort y mysql-server bastara´ con ejecutar los siguientes comandos:
apt-get install mysql-server-5.0
apt-get install snort-mysql
Al instalar este u´ltimo, de forma opcional, se nos pedira´ definir la HOME NET o red
local 4.16
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Figura 4.12: Eleccio´n del tipo de imagen
Figura 4.13: Eleccio´n del nombre y taman˜o del nuevo disco virtual
Se creara´ la BBDD en MySQL con un usuario propio (denominado, tambie´n snort), el
cual dispondra´ de privilegios adecuados para la obtencio´n y escritura de datos. Con el
usuario root crearemos, a trave´s de los siguientes comandos, la base de datos denominada
snort. En la figura 4.17 se observa el resultado tras la ejecucio´n de un show databases
en MySQL, luego de crear la BBDD snort.
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Figura 4.14: Creacio´n de un nuevo disco virtual - Sumario
Figura 4.15: Creacio´n de una ma´quina virtual en VB
Figura 4.16: Definicio´n de la red interna en la instalacio´n de Snort
Cap´ıtulo 4. Implementacio´n del Escenario 36
Figura 4.17: Ejecucio´n de un show databases en MySQL, luego de crear la BBDD
snort
Figura 4.18: Comprobacio´n de la correcta exportacio´n del script create mysql
mysql> SET PASSWORD FOR root@localhost=PASSWORD(’peru’)
mysql> create database snort;
mysql> grant INSERT,SELECT on root.* to snort@localhost;
mysql> SET PASSWORD FOR snort@localhost=PASSWORD(’peru’)
mysql> grant ALL on snort.* to snort@localhost;
Posterioremente exportamos las tablas y campos a la base de datos snort, a partir del
script create mysql prove´ıdo por Sourcefire [3].
mysql -u root -p < /etc/snort/schemas/create_mysql snort
Una comprobacio´n de la correcta configuracio´n se puede ver en la figura 4.18:
Adema´s, hemos de instalar los siguientes paquetes para que BASE pueda funcionar
correctamente.
apt-get install libmysqlclient15-dev
apt-get install bison
apt-get install flex
apt-get install apache2
apt-get install libapache2-mod-php5
apt-get install php5-gd
apt-get install php5-mysql
apt-get install libphp-adodb
apt-get install php-pear
Descargamos el paquete base-1.4.3.1.tar.gz y lo descomprimimos en la ruta de /var/www/web,
es necesario, asimismo, otorgarle los permisos de escritura y lectura pertinentes.
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Figura 4.19: Configuracio´n Web de BASE - Inicio
Figura 4.20: Configuracio´n Web de BASE - Paso 1
tar -xvzf base-1.4.3.1.tar.gz
mv base-1.4.3.1 /var/www/web
chmod 757 /var/www/web/base-1.3.8
4.3.4.2. Configuracio´n v´ıa Web
Para completar la instalacio´n de BASE, hemos de acceder, a trave´s del navegador a la
ruta en la que esta´ contenido en el fichero de configuracio´n de BASE, de esta forma
se nos muestra una pantalla el inicio de este programa (en la figura 4.19 se inicia el
programa pero se nos muestra dos errores, generados por no darle correctamente los
permisos de escritura a la carpeta correspondiente).
La instacio´n se completa tras cinco pasos: el primero sirve para la seleccio´n del idioma
y de la ruta del paquete ADODB (figura 4.20), en el segundo paso se selecciona el tipo
de gestor de base de datos (MySQL, en nuestro caso), y la informacio´n de nuestra base
de datos snort ya creada (figura 4.21), en la tercera etapa, se autentica el usuario del
sistema (figura 4.22)y en el cuarto se crean las tablas que soportan la funcionalidad de
BASE(figura 4.23), finalmente, si se ha configurado correctamente tendremos el front-end
funcionando adecuadamente (figura 4.24).
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Figura 4.21: Configuracio´n Web de BASE - Paso 2
Figura 4.22: Configuracio´n Web de BASE - Paso 3
Figura 4.23: Configuracio´n Web de BASE - Paso 4
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Figura 4.24: Configuracio´n Web de BASE - Paso 5
Figura 4.25: Instalacio´n del Virtualbox Guess Adittions
Para evitar que se provoquen errores, instalamos tambie´n lo siguiente a trave´s del repos-
itorio para extensiones y aplicaciones de PHP, pear :
pear install Mail
pear install Mail_Mime
Al mismo tiempo, es importante instalar el paquete de Virtuabox guess additions (figura
4.25), para que el uso de las ma´quinas virtuales sea ma´s manejable y hacer la integracio´n
ma´s fa´cil y sin fisuras.
4.3.4.3. Clonacio´n y backup de discos duros en VirtualBox
Ya que el escenario requiere la creacio´n de mu´ltiples ma´quinas virtuales, lo que se hara´ es
crear y configurar una de ellas, y posteriormente reproducir su disco duro y crear nuevas
ma´quinas a partir de este disco.
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Figura 4.26: Clonacio´n de una VM con el VBoxManage
Sin embargo, la clonacio´n de discos en Virtualbox se ha de hacer a trave´s de comandos
espec´ıficos del VBoxManage, ya que no es posible hacerlo de forma manual (copiando y
pegando los discos duros) ya que cada ma´quina tiene un identificdor u´nico UIDD (Uni-
versally Unique Identifier) y al realizar una copia se exportan todas estas caracter´ısticas.
Los comandos son:
Clonevdi para clonar un disco duro para una nueva ma´quina cambiando su UUID. En
la figura 4.26 se puede ver la ejecucio´n de e´ste.
VBoxManage clonevdi <fuente> <destino>
Clonehd para hacer backups sin cambiar el UUID.
VBoxManage clonehd <uuid>|<fuente> <destino>
4.3.4.4. Asignacio´n de propiedades de red en las VMs
Al utilizar el Host Interface Networking o HIF, se crea una interfaz ’en software’ en el
anfitrio´n, la cual existira´ en paralelo con las interfaces regulares de la ma´quina anfitrio´n.
Para los propo´sitos del proyecto, utilizaremos la subred privada 10.183.39.164/30, como
red interna, es decir a la que se pretende proteger con Snort.
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4.3.5. Escenario de pruebas
Para el escenario de pruebas utilizaremos tres ma´quinas, una f´ısica y las otras dos vir-
tuales, en ambos casos e´stas tienen instaladas Ubuntu 8.10:
alan-laptop: ma´quina f´ısica, instalacio´n de nmap, scapy y wireshark, IP: 10.183.39.81/24
kimsa: ma´quina virtual, instalacio´n y configuracio´n de Snort 2.7 y BASE y todos
los paquetes que e´ste requiere; adema´s de Wireshark, IP: 10.183.39.165/24
hanu: ma´quina virtual, instalacio´n de Snort 2.6, nmap, scapy y Wireshark. IP:
10.183.39.23/24
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5.1. Escaneos con nmap y scapy
Tal como se ha referido anteriormente, nmap permite hacer mu´ltiples tipos de escaneos
con propo´sitos espec´ıficos, a trave´s del env´ıo de paquetes TCP con algunos flags activados
hacia el objetivo, y esperando unas respuestas que permitan interpretar su estado.
Para esta primera prueba, es importante recordar los campos que conforman la cabecera
TCP que se pueden ver en la figura 5.1, dentro de estos nmap utiliza el campo de flags
(figura 5.2) para el escaneo de puertos y redes [7].
Nmap puede ejecutar dos tipos ba´sicos de escaneo de puertos:
TCP Connect -sT
TCP SYN -sS
Figura 5.1: Campos en la cabecera TCP
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Figura 5.2: Campo flags en la cabecera TCP
Figura 5.3: Proceso de escaneo TCP Connect
Figura 5.4: Proceso de escaneo TCP-SYN
En ambos casos, se env´ıan paquetes TCP con el flag SYN activado y se espera como
respuesta de parte del objetivo un paquete con los flags SYN y ACK activados para
determinar que el puerto esta´ abierto o con el RST activo para concluir que esta´ cerrado
o filtrado. La diferencia en ambos consiste en que en el primero, en el cual no son
necesarios privilegios de superusuario para su realizacio´n, de recibirse un paquete con
SYN y ACK activos se completar´ıa la conexio´n TCP enviando al objetivo un paquete
con el flag ACK activo, para luego cortarla con un reset (ver figura 5.3). En el caso del
TCP SYN, de recibirse como respuesta un paquete con los flags SYN y ACK activos,
en vez de completar la conexio´n con el equipo escaneado, se env´ıa un RST y se corta
el proceso de three-way handshake iniciado (ver figura 5.4). Por esto, la gran ventaja
del escaneo TCP SYN o tambie´n conocido como escaneo sigiloso, es que su actividad
no sera´ registrada por los equipos de proteccio´n del equipo objetivo, como conexiones
TCP exitosas; muy a pesar de ello, los dispositivos actuales de seguridad de contorno
son capaces de detectar los escaneos sigilosos, como, por ejemplo, Snort.
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Figura 5.5: Escaneo TCP Connect contra Kimsa
A continuacio´n se muestran los resultados obtenidos por Snort al lanzar diferentes de
estos tipos de escaneos TCP-SYN.
5.1.1. Escaneo nmap
Tenemos que:
Equipo ’atacante’: 10.183.39.81 (alan-laptop)
Equipo a escarnear u objetivo 1: 10.183.39.23 (hanu)
Equipo a escarnear u objetivo 2: 10.183.39.165 (kimsa)
Subred del objetivo: 10.183.39.164/30
Dentro del fichero de configuracio´n de Snort en Kimsa, definimos:
var HOME_NET 10.183.39.164/30
var EXTERNAL_NET !$HOME_NET
Entonces se realizara´ lo siguiente:
alan-laptop: Ejecucio´n de escaneo TCP Connect, ver el resultado obtenido en la
figura 5.5.
Kimsa: Ejecucio´n de snort como daemon con #snort -c /etc/snort/snort.conf -i
eth2 -D
El resultado obtenido es que el escaneo ha producido cinco alertas que se pueden ver a
trave´s de BASE, listadas en la figura 5.6. En las siguientes figuras, la 5.7, la 5.8 y la 5.9
se observan las descripciones detalladas que elabora Snort al registrar las alarmas.
Cap´ıtulo 5. Ejecucio´n de Pruebas y Ana´lisis de Resultados 45
Figura 5.6: Alarmas generadas tras escaneo TCP Connect contra Kimsa
Figura 5.7: Descripcio´n de alarma Open Port 20
Figura 5.8: Descripcio´n de alarma TCP Port Scan
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Figura 5.9: Descripcio´n de alarma SNMP AgentX/request
5.1.2. Escaneo con Scapy
Con Scapy es posible componer los campos de un paquete TCP. Por ello, a modo de
prueba, haremos un escaneo TCP-SYN so´lo al puerto 22 de Kimsa desde alan-laptop, tal
como se observa en la figura 5.10, hemos constru´ıdo un paquete IP con destino Kimsa
(10.183.39.165), dentro de un TCP cuyo puerto destino es el 22 y el campo de flags
esta´ activado en 2, es decir el flag SYN esta´ tiene el valor de 1. Una vez conformado el
paquete se env´ıa al destino y se espera su respuesta, esto se hace a trave´s de la funcio´n
sr de Scapy; al analizar esta respuesta y tal como se observa se ha recibido un paquete
TCP desde Kimsa hacia alan-laptop, con los flags SYN y ACK activos, esto quiere decir
que el puerto acepta la conexio´n que pretendimos iniciar al principio, es decir, que el
puerto ssh esta´ abierto.
Al comprobar si es que Snort ha registrado algu´n tipo de alarma al respecto de esta
u´ltima prueba se observa que se generado una de MISC Source Port 20 to < 1024, figura
5.11, donde 20 es el puerto origen por defecto que utiliza Scapy al formar paquetes TCP.
Para evitar esta alarma basta con que al momento de formar el paquete TCP con Scapy
se le pongo como puerto fuente un valor mayor a 1024, como se hizo en la siguiente
prueba con sport=1025, ver figura 5.12. Con esto se consigue evitar esta alerta.
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Figura 5.10: Composicio´n y env´ıo del paquete TCP con el flag SYN activo y puerto
destino 22
Figura 5.11: Alarma ’MISC Source Port 20 to < 1024’ generada al enviar el paquete
TCP con puerto origen 20
Figura 5.12: Composicio´n y env´ıo del paquete TCP con el flag SYN activo, puerto
fuente 1024 y puerto destino 22
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Figura 5.13: Composicio´n y env´ıo del paquete TCP con el flag SYN activo, puerto
fuente 1024 y puerto destino 22
Lo que a continuacio´n se hara´ sera´, a trave´s de un bucle en Scapy, emular un escaneo
TCP-SYN a todos los puertos hasta el 1024 de Kimsa con los siguientes comandos:
for port in range (1,1024):
tcpconnect = IP(dst=’10.183.39.165’)/TCP(sport=1025, dport=port, flags=2)
sr(tcpconnect)
Snort detecta esta actividad generando siete alertas, como se observa en la figura 5.13
Ahora bien, una vez hemos determinado co´mo emular un escaneo TCP-SYN de nmap
con Scapy, y tener en cuenta que Snort, ejecuta´ndose como daemon en Kimsa, detecta
ambos, se ha comprobado emp´ıricamente, que al hacer un escaneo de este tipo a puertos
espec´ıficos con Scapy, en vez de un bucle utilizamos un arreglo para representar a los
puertos, es posible evadir Snort:
Puertos con que es posible la vulneracio´n de Snort: 21, 23, 25, 56, 80, 3389.
for port in [21, 23, 25, 56, 80, 3389]:
tcpconnect = IP(dst=’10.183.39.165’)/TCP(sport=1025, dport=port, flags=2)
sr(tcpconnect)
5.2. Alteracio´n en los ttls de paquetes ICMP fragmentados
Revelada una vulnerabibilidad en las versiones 2.8 y 2.6 de Snort [8], que permitir´ıa
sobrepasar transparentemente Snort siempre que se fragmenten paquete con la condicio´n
de que la diferencia entre ellos sea mayor que el taman˜o ma´ximo configurado, por defecto
el valor de e´ste es 5.
Es decir, teniendo un paquete TCP f, enviado con propo´sitos nocivos desde un dispositivo
intruso y f[x] fragmentos de e´ste:
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f[1]=frag1
f[2]=frag2
f[3]=frag3
.
.
y
dif1 = frag2-frag1
dif2 = frag3-frag2
.
.
Los paquetes sean desechados por Snort y por tanto no se les aplicara´ el ana´lisis apropi-
ado, siempre que:
dif1, dif2, ... > ttl_maximo
Haciendo un prueba en nuestro sistema virtual desde alan-laptop hacia Kimsa (recorde-
mos que e´sta tiene instalado y ejecuta la versio´n 2.7 de Snort), a trave´s de Scapy gen-
eramos y enviamos un paquete ICMP con destino Kimsa y con una carga de 128 bytes
y los enviamos con la funcio´n send, que es la que env´ıa paquetes a nivel 3. Ver los
siguientes comandos:
pq = IP(dst=’10.183.39.165’)/ICMP()/Raw(’x’*5)
send (pq)
Con esto no se detecta actividad maliciosa por parte de Snort y se deja pasar el paquete
libremente, de darse el caso se hubiera reconocido esta actividad dentro del payload, pero
no en la cabecera.
Ahora bien, fragmenta´ndolo y alterando sus valores de ttl de acuerdo a los criterios
descritos ma´s arriba, definimos 64 bytes a cada fragmento (tendremos tres de ellos) y
a cada uno le fijamos diferentes valores de ttl y los enviamos con el comando send(fg),
como se observa a continuacio´n:
pq = IP(dst=’10.183.39.165’)/ICMP()/Raw(’x’*48)
fg = fragment(pq,64)
fg[0].ttl = 64
fg[1].ttl = 255
fg[2].ttl = 64
send (fg)
Al enviarlos, curiosamente, conseguimos que Snort detenga su ejecucio´n, generando un
error de Segmentation fault, es decir para nuestro escenario bastar´ıa que un atacante
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modifique los valores de ttl de uno de los fragmentos para generar este tipo de falla en
Snort y para evadirlo.
La solucio´n al problema de vulneracio´n al enviar los fragmentos a hanu (objetivo 2 con
Snort 2.6) se basa en la modificacio´n del taman˜o l´ımite del ttl al ma´ximo posible (255)
preprocessor frag3_engine: ttl_limit 255
Para su comprobacio´n propondremos la escritura una regla de pueba en el fichero denom-
inado testing.rules y ubicado en /etc/snort/rules, y que detecte el contenido de nuestro
paquete (’x’*48)
alert icmp $EXTERNAL_NET any -> $HOME_NET any\
(msg: "‘test rule"’; content: "xxxxxxx"; sid:1000101;)
En el fichero sid-msg.map agregamos el valor del identificador (sid) de esta regla:
1000001 al final del fichero
5.3. Deteccio´n de actividad espec´ıfica
Snort, al ser concebido como un IDS de red, considera propo´sitos particulares para la
deteccio´n de actividad intrusa no permitida en la red que protege.
Sin embargo, esta actividad no esta´ demilitada por ser necesariamente un ataque a los
servicios y/o sistemas, si no ma´s bien a los criterios predefinidos por los administradores
de las redes. Es por ello que Snort puede servir, al mismo tiempo, para reconocer un
comportamiento determinado o filtrar contenido, compartiendo caracter´ısticas similares
a un proxy.
La siguiente prueba permitira´ registrar el uso de una de las aplicaciones de mensajer´ıa
instanta´nea para Web ma´s conocidad: ebuddy, dentro de la red local que preserva Snort.
Primero determinaremos a trave´s de que´ clase de aplicaciones se accede al chat de
ebuddy, para examinamos su co´digo fuente (5.14) e inferiremos que Snort tendra´ que
alertar o registrar el uso de cualquiera de los javascripts presentes en este co´digo.
Experimentalmente se ha comprobado que las rutas de estos js varian con el paso de los
d´ıas, es por ello que las reglas a escribir deben contener so´lo el nombre y la extensio´n
de estos Javascripts. Para la escritura de las reglas definimos antes, en el fichero de
configuracio´n de Snort, nuestra red HTTP y sus puertos correspondientes, de la siguiente
forma.
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Figura 5.14: JavaScripts que utiliza ebuddy
var HOME_NET 10.183.39.165/30
var EXTERNAL_NET !$HOME_NET
var HTTP_SERVERS $HOME_NET
var HTTP_PORTS 80
Entonces el conjunto de reglas, almacenado en el fichero ./ebuddy.rules, ser´ıa escrito
as´ı:
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alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"login_nav.js";sid:1000001;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"code.js";sid:1000002;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"proto_comp.js";sid:1000003;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"tooltip.js";sid:1000004;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"bigint.js";sid:1000005;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"barrett.js";sid:1000006;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"rsa.js";sid:1000007;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"randomgen.js";sid:1000008;)
alert tcp $EXTERNAL_NET any -> $HTTP_SERVERS $HTTP_PORTS \
(msg:"Actividad registrada en eBuddy";\
flow:to_server,established; uricontent:"index_utils.js";sid:1000009;)
Al ejecutar varias pruebas de esta regla se puede deducir que de acuerdo con estas reglas
escritas, la utilizacio´n de actividad de este tipo provocara´ la generacio´n y el registro de
la alarma so´lo una vez, hasta el cierre de la conexio´n.
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Figura 5.15: Conexiones simultaneas a ebuddy
Esto permitir´ıa, por ejemplo, que se realicen dos o ma´s conexiones a ebuddy (ser´ıa
posible so´lo desde distintos navegadores 5.15), registrando so´lo el primer acceso a e´l, se
mire como se mire, Snort estar´ıa revelando esta actividad indeseada pero no la cantidad
de e´sta.
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Conclusiones
Se puede, en primer lugar, conluir que Snort y BASE presentan una instalacio´n co´moda
y un funcionamiento robusto y adecuado para los propo´sitos de deteccio´n de actividad
maliciosa y de interfaz amigable, respectivamente. Su disen˜o, al ser modular, permite
entender y configurar (en el fichero de configuracio´n y dema´s ficheros adicionales) com-
portamientos determinados frente a actividades indeseadas.
Respecto a la herramientas utilizadas, destacar el valor del software libre, que permite
modificar y personalizar estas utilidades a trave´s de su ingente comunidad de usuarios.
Destacar la formacio´n sencilla y u´til de paquetes en Scapy con el propo´sito de escanear
un dispositivo, lo cual se ha logrado hacer parcialmente sin ser detectado por Snort.
Se ha de mencionar, tambie´n, que el env´ıo de paquetes fragmentados que atraviesan
un NIDS, es un me´todo habitual en la composicio´n de ataques que busquen eludirlo.
En nuestro caso, adema´s de comprobar una considerable vulnerabilidad en las versiones
previas del Snort actual, se ha conseguido generar un fallo que detiene la ejecucio´n de
Snort.
Asimismo, se ha comprobado la sencillez del lenguaje de escritura de reglas del que
dispone Snort, al estudiar y escribir unas reglas que alerten y registren un compor-
tamiento especi´ıfico, sin ser e´ste un tipo de ataque propiamente dicho. En este caso
Snort tiene un desempen˜o similar a un proxy, a pesar de que, este comportamiento no
es uno de sus objetivos primordiales, podr´ıa servir como parte de sistemas de resguardo
o backup para un proxy real.
Comentar, a modo de recomendacio´n, que los servidores de Snort deben ser protegidos a
trave´s de los otros me´todos de seguridad tambie´s ya referidos; y que la descarga perio´dica
de las reglas actualizadas desde Internet se hace escencial para la actualizacio´n de estos
sistemas.
54
Bibliograf´ıa
[1] Sourcefire. Sourcefire Vulnerability Reseach Team (VRT).
[2] P´ıo Serra y Ricardo Enr´ıquez. Open Source. Ediciones Anaya, 2002.
[3] Rafeeq Ur Rehman. Intrusion Detection Systems with Snort. Prentice Hall PTR,
2003.
[4] The Snort Project. Snort Users Manual 2.8.4. 2009. URL http://www.snort.org/
assets/82/snort_manual.pdf.
[5] Scapy Team. Scapy manual.
[6] Sun Microsystems. Sun VirtualBox User Manual. 2009. URL http://www.
virtualbox.org/manual/UserManual.html.
[7] Cristian Ney. Escaneando. comprendiendo las te´cnicas de ana´lisis con nmap. Linux
Magazine, (15):60–66, Junio 2006.
[8] iDefense. Multiple vendor snort ip fragment ttl evasion vulnerability.
Mayo 2008. URL http://labs.idefense.com/intelligence/vulnerabilities/
display.php?id=701.
55
