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Abstract: In a series of papers by Annunziato and Borz`ı, Model Predictive Control of the
Fokker-Planck equation has been established as a numerically feasible way for controlling
stochastic processes via their probability density functions. Numerical simulations suggest that
the resulting controller yields an asymptotically stable closed loop system for optimization
horizons looking only one time step into the future. In this paper we provide a formal proof
of this fact for the Fokker-Planck equation corresponding to the controlled Ornstein-Uhlenbeck
process using an L2 cost and control functions which are constant in space. The key step of the
proof consists in the verification of an exponential controllability property with respect to the
stage cost. Numerical simulations are provided to illustrate our results.
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1. INTRODUCTION
There are various approaches to the control of stochastic
processes. In this paper, we analyze an indirect approach
introduced in Annunziato and Borz`ı (2010, 2013), in which
the probability density function (PDF) rather than the
state of an individual stochastic process is controlled in
an optimal way. Since the evolution of the PDF is de-
termined by the Fokker-Planck equation, this leads to an
optimal control problem governed by this parabolic partial
differential equation (PDE). The approach has similari-
ties to the approach of solving stochastic optimal control
problems via the Hamilton-Jacobi-Bellman approach, see
Annunziato et al. (2014), however, it differs from this
approach in that the optimal control is derived by opti-
mizing the solution of a PDE rather than deriving the
optimal control from the solution of a PDE. This allows
to approach the control problem from a more global point
of view, controlling the collective statistical behavior of the
system as represented by the probability density function
rather than optimizing the individual behavior of the sys-
tems. This global view also allows to use different classes
of control functions, like functions which do not depend
on space, i.e., control inputs which are independent of
the current state of the stochastic process and are thus
particularly easy to implement. This class of functions was
used in Annunziato and Borz`ı (2010, 2013) and is also
considered in this paper.
Controlling the state of the Fokker-Planck equation
asymptotically to a desired equilibrium PDF can be for-
mulated as an infinite horizon optimal control problem.
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Solving such a problem directly is, however, a very difficult
and often computationally infeasible task. Model Predic-
tive Control (MPC), also known as Receding Horizon
Control, provides a way to circumvent these computational
difficulties by splitting up the problem into the iterative so-
lution of finite horizon problems, see, e.g., the monographs
Gru¨ne and Pannek (2011) or Rawlings and Mayne (2009).
Obviously, the length of the needed finite optimization
horizon directly influences the numerical effort needed for
solving these problems: the shorter the horizon, the faster
the numerical solution. On the other hand, long horizons
may be needed on order to obtain stability of the resulting
MPC closed loop. While numerical results in Annunziato
and Borz`ı (2010, 2013) indicate that for the Fokker-Planck
equation very short optimization horizons are sufficient for
obtaining stability, a formal proof of this fact is to the best
of our knowledge missing up to now.
In this paper, we close this gap for the Fokker-Planck
equation corresponding to the controlled Ornstein-Uhlen-
beck process using an L2 cost and control functions which
are constant in space. We show that for normally dis-
tributed PDFs, stability can always be achieved using an
optimization horizon which looks only one time step into
the future, thus resulting in the simplest possible optimal
control problem. Our analysis relies on an exponential con-
trollability condition for the considered stage cost, which
is established for different cases depending on the ratio of
the variance of the initial PDF to the drift and diffusion
coefficients in the Fokker-Planck equation, employing a
suitably chosen equivalent stage cost for one of the cases.
The remainder of the paper is organized as follows. In
Section 2 we introduce the concept of Model Predictive
Control including the exponential controllability condition
and the stability result we are going to use. Section 3
defines the problem setting, particularly the Fokker-Planck
equation we are going to control. Section 4 derives the
main stability result by checking the exponential controlla-
bility condition. Our results are illustrated by a numerical
example in Section 5 before we conclude the paper in
Section 6.
2. MODEL PREDICTIVE CONTROL
In this section, we briefly present the concept of MPC.
A more detailed introduction can be found in the mono-
graphs Gru¨ne and Pannek (2011) and Rawlings and Mayne
(2009).
We consider nonlinear discrete time control systems
z(k + 1) = f(z(k), u(k)), z(0) = z0, (1)
with k ∈ N0, state z(k) ∈ X ⊂ Z and control u(k) ∈ U ⊂
U , where Z and U are metric spaces. State and control
constraints are incorporated in X and U, respectively.
Continuous time models are sampled using a (constant)
sampling rate Ts > 0. Given an initial state z0 and
a control sequence (u(k))k∈N0 , the solution trajectory is
denoted by zu(·; z0).
Stabilization and tracking problems can be recast as in-
finite horizon optimal control problems using a tracking
type cost function. However, solving infinite horizon opti-
mal control problems governed by PDEs is computation-
ally hard. The idea behind MPC is to circumvent this
issue by iteratively solving optimal control problems on a
shorter, finite time horizon, resulting in a feedback control
µ : X→ U for the closed loop system
zµ(k + 1) = f(zµ(k), µ(zµ(k))). (2)
Instead of minimizing a cost functional
J∞(z0, u) :=
∞∑
k=0
`(zu(k; z0), u(k)), (3)
the finite horizon cost functional
JN (z0, u) :=
N−1∑
k=0
`(zu(k; z0), u(k)) (4)
is minimized, where N ≥ 2 is the optimization horizon
length. The continuous function ` : Z × U → R≥0 defines
the stage costs, also called running costs. The feedback law
µ is constructed through the following steps:
1. Given an initial value zµ(0) ∈ X, fix the length of
receding horizon N and set n = 0.
2. Initialize the state z0 = zµ(n) and minimize (4)
subject to (1). Apply the first value of the resulting
optimal control sequence denoted by u∗ ∈ UN , i.e.,
set µ(zµ(n)) := u
∗(0).
3. Evaluate zµ(n + 1) according to relation (2), set
n := n+ 1 and go to step 2.
By truncating the infinite horizon, an important question
that arises is whether the MPC closed loop system is
asymptotically stable. One way to enforce stability is to
add terminal conditions to (4). In the PDE setting, this
approach has been investigated, e.g., by Ito and Kunisch
(2002); Dubljevic et al. (2006); Dubljevic and Christofides
(2006). Terminal constraints are added to the state con-
straints X, terminal costs influence the cost functional
JN . However, constructing a suitable terminal region or
finding an appropriate terminal cost is a challenging task.
MPC schemes that do not rely on these methods are
much easier to set up and implement and are therefore
often preferred in practical applications. In this case, the
choice of the horizon length N in step 1 of the MPC
algorithm is crucial: Longer horizons make the problem
computationally harder, shorter horizon lengths may lead
to instability of the MPC closed loop system. Therefore,
the smallest horizon that yields a stabilizing feedback is of
particular interest, both from the theoretical and practical
point of view.
Similar to Altmu¨ller and Gru¨ne (2012), the study in this
work relies on a stability condition proposed in Gru¨ne
and Pannek (2011) that, together with the exponential
controllability assumption below, ensures the relaxed Lya-
punov inequality, cf. (Gru¨ne and Pannek, 2011, Thm. 6.14
and Prop. 6.17). This inequality has been introduced in
Lincoln and Rantzer (2006) to guarantee stability of the
MPC closed loop solution.
Definition 1. The system (1) is called exponentially con-
trollable with respect to the stage costs ` :⇔ ∃C ≥ 1, ρ ∈
(0, 1) ∀z˚ ∈ Z ∃uz˚ ∈ U :
`(zuz˚ (n; z˚), uz˚(n)) ≤ Cρn min
u∈U
`(˚z, u) (5)
for all n ∈ N0.
Using the stability condition from Gru¨ne and Pannek
(2011), the minimal stabilizing horizon can be deduced
from the values of the overshoot bound C and the decay
rate ρ. For more details, in particular on the influence
of C and ρ, see Altmu¨ller and Gru¨ne (2012). The most
important difference in the influence of C and ρ for our
study is that for fixed C, it is generally impossible to
arbitrarily reduce the horizon N by reducing ρ. However,
for C = 1, stability can be ensured even for the shortest
possible horizon N = 2. More precisely, (Gru¨ne and
Pannek, 2011, Theorem 6.18 and Section 6.6) yield the
following theorem.
Theorem 2. Consider the MPC scheme with stage costs
(15) satisfying the exponential controllability property
from Definition 1 with C = 1 and ρ ∈ (0, 1). Then the
equilibrium yeq from (15) is globally asymptotically stable
for the MPC closed loop for each optimization horizon
N ≥ 2.
In the subsequent analysis, we will therefore try to find a
(suboptimal) control uz˚ that satisfies exponential control-
lability with C = 1.
3. PROBLEM SETTING
We consider the Cauchy problem
∂ty −
d∑
i,j=1
∂2ij (aijy) +
d∑
i=1
∂i (bi(u)y) = 0 in Q (6)
y(·, 0) = y0 (7)
where aij : Q → R, bi : Q × U → R are given functions
for Q := Rd × (0, T ), y0 : Rd → R is the initial state and
y : Q→ R is the unknown. The control u is acting on the
drift term and can be a function of time and or space.
Equation (6) is called the Fokker-Planck equation, or For-
ward Kolmogorov equation. Under appropriate assump-
tions, cf. (Primak et al., 2004, p. 227) and (Protter, 2005,
p. 297), it models the evolution of probability density func-
tions associated with continuous-time stochastic processes
described by the Itoˆ stochastic differential equation
dXt = b(Xt, t;u)dt+ σ(Xt, t)dWt, t ∈ (0, T ) (8)
with initial condition X0 ∈ Rd. Here, dWt ∈ Rm is an m-
dimensional Wiener process, m ∈ N, and b = (b1, ..., bd)
is the vector valued drift function, and the diffusion
matrix σ(Xt, t) ∈ Rd×m has full rank. The coefficient
functions aij in (6) are related to this matrix via aij =∑
k σikσjk/2. For an exhaustive theory and more details
on the connection between stochastic processes and the
Fokker-Planck equation, we refer to Risken (1989). Since
this equation models the evolution of a PDF y, y needs to
satisfy the standard properties of a PDF, i.e.,
y(x, t) ≥ 0, (x, t) ∈ Q,
∫
Rd
y(x, t) dx = 1, t ∈ (0, T ). (9)
In the subsequent analysis, we consider the Ornstein-
Uhlenbeck process in 1D and the multidimensional version
thereof. In this case, the diffusion is constant and diagonal,
and is given by
aij := δijσ
2
i /2, (10)
where σi > 0, and δij is the Kronecker delta. The drift is
defined by
bi(x, t;u) := −µix+ ui (11)
for µi > 0 and ui ∈ R. We assume that the initial
probability density function is that of a d-dimensional
multivariate normal distribution with mean vector µ˚ and
covariance matrix Σij = δij σ˚
2
i , i.e.,
y0(x) =
(
(2pi)d
d∏
i=1
σ˚2i
)−1/2
exp
(
−
d∑
i=1
(xi − µ˚i)2
2σ˚2i
)
(12)
In this case, the solution of the Fokker-Planck equation
exists in closed form and is given by
y(x, t) =
exp
− d∑
i=1
(
xi−
[
ui
µi
+
(
µ˚i−uiµi
)
e−µi(t−t0)
])2
2
(
σ2
i
2µi
+
[
σ˚2
i
− σ
2
i
2µi
]
e−2µi(t−t0)
) 
√
(2pi)d
d∏
i=1
(
σ2
i
2µi
+
[˚
σ2i − σ
2
i
2µi
]
e−2µi(t−t0)
) ,
(13)
which converges to
y¯(x;u) :=
(
(2pi)d
d∏
i=1
σ2i
2µi
)−1/2
exp
− d∑
i=1
(
xi − uiµi
)2
σ2
i
µi

(14)
as t → ∞. In particular, yeq := y¯(·;ueq) is an equilibrium
solution of (6) for coefficient functions (10) and (11). Note
that a space-independent control u influences only the drift
term in the FP equation, i.e., the mean of the distribution,
not its variance.
For the stage costs we consider
`(y(n), u(n)) :=
1
2
‖y(·, tn)− yeq‖2L2(Rd) +
λ
2
|u(tn)− ueq|2,
(15)
where | · | is the Euclidean norm and tn are the sampling
times tn = nTs. For small values of the MPC sampling
rate Ts, (4) with (15) approximates an L
2(Q) tracking of
the state. For N = 2, minimizing (4) with ` from (15) is
equivalent to minimizing
1
2
‖y(·, Ts)− yeq‖2L2(Rd) +
λ
2
|u(t0)− ueq|2, (16)
which, for ueq = 0, is the cost used in Annunziato and
Borz`ı (2010, 2013).
The L2 norm is omnipresent in almost all PDE-constrained
optimal control problems considered in scientific litera-
ture, with many existence and uniqueness theorems and
results concerning optimality conditions, see for example
Tro¨ltzsch (2010). These can either be applied directly or
have been extended to fit our setting, cf. Annunziato and
Borz`ı (2010, 2013); Addou and Benbrik (2002); Fleig and
Guglielmi (2015). Other options such as the Wasserstein
metric possibly fit the problem of tracking a PDF better,
cf. Jordan et al. (1998). However, to the best of our
knowledge, they lack a sound theory regarding existence
of optimal controls.
We remark that (15) fulfills `(yeq, ueq) = 0 and l(y, u) > 0
for (y, u) 6= (yeq, ueq). In optimal control, instead of
|u − ueq|2, |u|2 is commonly used. However, ` would then
violate the condition `(yeq, ueq) = 0 that is necessary for
Theorem 2 to hold. Employing |u|2 in this case leads to
so-called economic MPC, see Gru¨ne (2013); Gru¨ne et al.
(2015) for more details. Investigating the stability of the
MPC closed loop system in the economic MPC framework
is beyond the scope of this work.
Our aim is to analyze exponential controllability w.r.t. the
stage costs (15) according to Definition 1 in order estimate
the minimal stabilizing horizon length depending on the
constants C and ρ in (5). To simplify the presentation, we
focus on the one-dimensional case. However, the results
are easily extended to the multi-dimensional setting.
One promising candidate for an exponentially stabilizing
control uz in (5) is the constant control uz(n) = u(tn) ≡
ueq. In this case, the analysis is simplified since the term
penalizing the control in the running costs (15) vanishes
and the left hand side of (5) given by `(zuz˚ (n; z˚), uz˚(n)) =
`(y(n), ueq) can be calculated explicitly:
2`(y(n), ueq) = ‖y(·, tn)− yeq‖2L2(R)
=
√
µ√
2piσ2
(
1 +
1√
γ(tn)
− 2
√
2 exp(−δ(tn))√
γ(tn) + 1
)
, (17)
where
γ(t) := 1 + (α− 1)e−2µt > 0, (18)
δ(t) :=
Ze−2µt
γ(t) + 1
≥ 0, (19)
with
α := 2µσ˚2/σ2 > 0, (20)
Z :=
(µ˚− ueqµ )2
σ2
µ
=
(µµ˚− ueq)2
µσ2
≥ 0. (21)
Exponential controllability follows from the inequality
Vα(t) ≤ Ce−KtVα(0), (22)
for
Vα(t) := 1 +
1√
γ(t)
− 2
√
2 exp(−δ(t))√
γ(t) + 1
(23)
(we can cancel out the constant factor in (17)) with
constants C,K > 0. For sampling times tn = nTs, ρ
n in
(5) is then defined by ρn = e−KnTs .
4. STABILITY OF THE MPC CLOSED LOOP
SOLUTION
We first give an interpretation of the parameters α and
Z introduced in the previous section. The parameter
Z indicates the distance between the initial mean of
the distribution µ˚ and µ in the dynamics. The former
parameter, α, relates the initial variance σ˚2 to σ2. If α = 1,
the variance of the distribution does not change in time
since σ˚2 = σ2/(2µ) in (13). For α < 1, the variance of
the distribution is increasing in time since σ˚2 < σ2/(2µ).
Analogously, the variance of the distribution shrinks in
time if α > 1.
In order to conclude stability of the MPC closed loop
solution from the exponential controllability condition (5),
an exponentially stabilizing control needs to exist for the
initial state z˚ = zµ(n) = y(tn, ·) in every MPC iteration.
Hence, the value of α may change from one step to the
next, i.e. αn+1 6= αn, where αn denotes the value of α in
the n-th MPC iteration. It is important to note, however,
that for space-independent control the sign of αn − 1
does not change with n. This is due to the monotone
convergence of αn to 1 we get from reformulating the
change in the variance in (13),
σ˚2n+1 =
σ2
2µ
+
(
σ˚2n −
σ2
2µ
)
e−2µTs ,
to
αn+1 = 1 + (αn − 1)e−2µTs . (24)
In order to prove (22) we now consider the three cases
α = 1, α < 1 and α > 1 separately.
The case α = 1: In this case, the shape of the PDF stays
the same since the space-independent control ueq can only
move the PDF as a whole. We have
V1(t) = 2− 2e−Ze−2µt/2 (25)
and we can prove the following proposition.
Proposition 3. For V1(t), inequality (22) holds with C = 1
and K = 2µe−Z/2.
Proof. We show V ′1(t) ≤ −KV1(t) to conclude our asser-
tion. To this end, consider
V ′1(t) +KV1(t)
=− 4µ
(
Z
2
e−2µte−Ze
−2µt/2 − e−Z/2 + e−Z/2e−Ze−2µt/2
)
=− 4µ
(
e−Ze
−2µt/2
[
Z
2
e−2µt + e−Z/2
]
− e−Z/2
)
=− 4µ (e−XY [XY + e−X]− e−X) ,
where X := Z/2 ≥ 0 and Y := e−2µt ∈ (0, 1]. For
arbitrary but fixed X we define the C∞ function f(Y ) :=
e−XY
(
XY + e−X
) − e−X . It can easily be shown that
f(0) = 0 and f(1) ≥ 0. By calculating f ′(Y ), one can show
that f(Y ) is monotonously increasing on (0, Y ∗), with
Y ∗ := (1 − e−X)/X being the unique root of f ′(Y ), and
monotonously decreasing on (Y ∗, 1]. Therefore, f(Y ) ≥ 0,
which concludes the proof.
Fig. 1. Vα(t), V˜α(t), and V˜α(0)e
−Kt for µ = µ˚ = σ = 1,
σ˚ = 100, and ueq = 2000
Since C = 1, the MPC closed loop system is asymptoti-
cally stable even for the shortest possible horizon N .
The case α < 1: For α < 1, since the shape of the PDF
becomes wider in time, initially, the costs may be higher
compared to α = 1, i.e., Vα(0) ≥ V1(0). However, they also
drop more quickly, i.e., V ′α(t) ≤ V ′1(t). The idea is to prove
f(t) := V1(0)Vα(t)− Vα(0)V1(t) ≤ 0, (26)
since for V1(0) 6= 0, w.l.o.g., we then get
Vα(t) ≤ Vα(0)
V1(0)
V1(t) ≤ e−KtVα(0). (27)
Obviously, f(0) = 0 and limt→∞ f(t) = 0. Analogously to
the proof of Proposition 3, one can conclude the assertion
by showing that f(t) is monotonously decreasing on [0, t∗)
with t∗ being the unique root of f ′(t) and monotonously
increasing on (t∗,∞) for some unique t∗. If t∗ < 0,
the argument still holds because of the monotonicity on
(t∗,∞) ⊂ [0,∞).
The case α > 1: If α > 1, because of the shrinking
variance of the distribution, the running costs at the
beginning may rise, i.e., V ′α(t) > 0 for t ∈ [0, t∗) for some
t∗ > 0. This is the case for example for µ = µ˚ = σ = 1,
σ˚ = 100, and ueq = 2000, cf. Figure 1. It is due to the L
2
norm used in the stage costs `. Obviously, the exponential
controllability condition (22) does not hold for C = 1. To
circumvent this issue, we add 1− 1√
γ(t)
to Vα(t), yielding
V˜α(t) := 2− 2
√
2 exp(−δ(t))√
γ(t) + 1
. (28)
This new cost function fulfills all necessary requirements,
e.g., nonnegativity. Furthermore, since γ(t) does not de-
pend on u, the cost ˜` corresponding to V˜α yields the same
optimal control as ` and Theorem 2 can be applied to ˜`.
Proposition 4. For V˜α(t) with α > 1, inequality (22) holds
with C = 1 and K = 2µα+1e
−Z/(α+1).
Idea of Proof. The procedure is the same as in the proof
of Proposition 3, i.e., we have
V˜ ′α(t) +KV˜α(t) = −2
√
2µf(Y ) (29)
where for Y := e−2µt and arbitrary, but fixed α and Z we
define the C1 function
f(Y ) := −e
−Z/(α+1)
α+ 1
(√
2− 2e
− ZY
2+(α−1)Y√
2 + (α− 1)Y
)
+
Y e−
ZY
2+(α−1)Y
(2 + (α− 1)Y )3/2
(
2Z − 2ZY (α− 1)
2 + (α− 1)Y + (α− 1)
)
.
To show f(Y ) ≥ 0, we claim that f(0), f(1) ≥ 0 and that
f is monotonously increasing for Y ∈ (0, Y ∗) for some Y ∗.
Obviously, f(0) = 0. Furthermore,
f(1) =
e−Z/(α+1)
(α+ 1)3/2︸ ︷︷ ︸
≥0
g(α,Z) (30)
where
g(α,Z) := 2Z−2Z(α− 1)
α+ 1
+α−1−
√
2(α+ 1)+2e−Z/(α+1).
To show f(1) ≥ 0, we prove g(α,Z) ≥ 0:
∂g
∂Z
(α,Z) =
4− 2e−Z/(α+1)
α+ 1
> 0, (31)
g(α, 0) = (α+ 1)−
√
2(α+ 1) > 0 for α > 1. (32)
Next, we investigate the monotonicity of f . For Z = 0, we
have
f ′(Y ;Z = 0) =
(α− 1)
((α− 1)Y + 2)3/2
(
1−
3
2 (α− 1)Y
(α− 1)Y + 2 −
1
α+ 1
)
, (33)
i.e.,
f ′(Y ;Z = 0) = 0 ⇔ Y = 4α
α2 + 2α− 3 =: Y
∗. (34)
Since
f ′(0;Z) =
(2Z + α− 1)(α+ 1− e−Z/(α+1))
2
√
2(α+ 1)
> 0, (35)
f(Y ;Z = 0) is monotonically increasing in (0, Y ∗). Since
Y ∗ is the unique root of f ′, together with f(0), f(1) ≥ 0
we conclude the assertion for Z = 0. Note that even if
Y ∗ /∈ (0, 1] or if Y ∗ does not exist, the argument still
holds.
In the case Z > 0, a simple formula for Y ∗ does not
appear to exist. However, numerical computations indicate
that a unique root Y ∗ of f ′(Y ) exists also in this case, cf.
Figure 2. Hence, we can conclude nonnegativity of f(Y )
for Y ∈ [0, 1] also in this case, which completes the proof.
To summarize, in all three cases we can apply Theorem 2 in
order to conclude asymptotic stability of the MPC closed
loop solution for the shortest possible horizon N = 2.
5. NUMERICAL SIMULATIONS
For our numerical study, we examine the three cases
presented in the previous section, i.e., α = 1, α < 1, and
α > 1. The Ornstein-Uhlenbeck process is considered on
Q := Ω× [0, 5] instead of Rd× [0, 5], where Ω = (−7.5, 7.5).
The model parameters are chosen such that the values of
the PDF outside of Ω are negligible. Rather than using the
explicit form (13), we solve the Fokker-Planck equation
numerically, employing the Chang-Cooper scheme and the
BDF2 scheme to discretize space and time, respectively,
to get an approximation of second order, cf. Mohammadi
and Borz`ı (2015).
Fig. 2. Implicit plot of f ′(Y ;α,Z) = 0
Fig. 3. y(x, 0) (solid blue), y(x, 1) (dashed blue), y(x, 2)
(dotted blue) and yeq(x) (dot-dashed red) for α > 1
We fix µ = 1, µ˚ = −3.5, and ueq = 3.5. For α = 1,
we choose the remaining model parameters (σ, σ˚) =
(1/
√
8, 1/4). The cases α < 1 and α > 1 are modeled
by (σ, σ˚) = (0.5, 0.1) and (σ, σ˚) = (0.1, 0.5), yielding
(α,Z) = (0.08, 196) and (α,Z) = (50, 4900), respectively.
In the MPC algorithm, we only look one time step into
the future. The sampling time Ts is 0.1. We use the
costs defined by (16) with λ = 0.25. The optimal control
problem is solved using a BFGS scheme. We employ
necessary optimality conditions that are analogous to the
ones derived in Annunziato and Borz`ı (2010).
Table 1. Total costs for u∗ and ueq
α = 1 α < 1 α > 1
ueq 32.35 21.54 131.27
u∗ 27.34 (-15,49%) 19.56 (-9.2%) 79.75 (-39.25%)
Fig. 4. Calculated optimal control u∗ for α = 1 (solid red),
α < 1 (dotted blue) and α > 1 (dashed green)
Fig. 5. Stage costs `(y, u∗) for α = 1 (solid red), α < 1
(dotted blue) and α > 1 (dashed green)
For α > 1, Figure 3 shows the PDF y(t) at various times
and the equilibrium solution yeq. The corresponding con-
trol and stage costs in every MPC iteration are displayed
in Figures 4 and 5, respectively. In these two figures, the
cases α = 1 and α < 1 are included. In all three cases,
the optimal control stays near ueq until the PDF y is close
enough to yeq such that a higher value of the control helps
reaching the target faster at reasonable cost. The costs in
Figure 5 develop as predicted. Table 1 displays the total
costs for the optimal control u = u∗ and u = ueq, showing
the sub-optimality of ueq. In conclusion, the numerical
simulations coincide with our theoretical findings.
6. CONCLUSION
For the Ornstein-Uhlenbeck process and the multidimen-
sional version thereof, we can conclude asymptotic stabil-
ity of the MPC closed loop solution even for the shortest
possible horizon. Our numerical simulations coincide with
these findings.
It is only natural to extend these results for stochastic
processes with no closed form solution, e.g., the Shiryaev
process, to space-dependent controls, and to different cost
functions. Regarding the latter, not only can different
norms be employed, but one can replace the term penaliz-
ing the control, |u−ueq|2, by |u|2, which, depending on the
desired state and the stochastic process, leads to economic
MPC.
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