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RÉSUMÉ
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1. Le traitement du signal en tant que
discipline [1, 2]
• Le traitement du signal, au sens général du terme,
est une discipline, actuellement en pleine expansion,
dont l'objet essentiel est l'étude, la conception et la
réalisation des systèmes d'exploitation des signaux .
Le domaine correspondant est vaste : on y rencontre
des problèmes très variés dans des domaines d'applica-
tion très différents. Les frontières sont souvent floues
avec les disciplines voisines, qu'elles apparaissent
comme « amont » (traitant des concepts utilisés au
niveau de l'étude), « aval » (traitant des supports utili-
sés au niveau de la réalisation) ou « concurrentes »
(traitant un objet de même nature dans un contexte
différent) .
Parmi les disciplines voisines amont, on trouve essen-
tiellement des théories mathématiques et tout particu-
lièrement les outils probabilistes et statistiques (dont
bien évidemment la théorie de la décision) ainsi que
l'analyse numérique et l'optimisation . Les supports
physiques des réalisations ressortissent en général à
l'électronique ou à l'informatique, plus rarement à
l'optique ou à l'acoustique .
Les disciplines voisines « concurrentes » sont
nombreuses : la robotique, l'automatique centrée sur
les problèmes d'identification et de commande, le
traitement des données s'adressant plutôt à des ensem-
bles n'ayant pas le caractère de « signaux », la
reconnaissance des formes, l'intelligence artificielle, la
recherche opérationnelle, . . .
Les domaines d'application de la discipline générale
traitement du signal se sont multipliés : télécommuni-
cations, image, parole, signaux audio, signaux géophy-
siques, signaux biomédicaux, radar, sonar, guidage et
navigation, réacteurs nucléaires, télédétection, carto-
graphie, prospection pétrolière, . . .
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• D'une manière générale, un signal est (ou repré-
sente) un phénomène physique dépendant du temps
et - ou - d'autres variables, transportant de l'in-
formation utile à l'observateur. Les aspects suscepti-
bles d'apparaître dans une étude de traitement du
signal peuvent être très divers. Ainsi le but du système
peut être de fabriquer un véhicule d'information, de
récupérer une information, de diminuer l'effet des
parasites sur l'information, . . . On peut le constater
dans le cas d'un « système de communication » (par
exemple une transmission numérique par voie
hertzienne ou un sonar passif en acoustique sous-
marine) en considérant (cf . fig . 1) entre autres
- ses diverses composantes : mise en forme du mes-
sage initial et émission, transport, réception et mise
en forme du message délivré;
- ses contraintes éventuelles : de nature physique
(caractéristiques du canal de transmission, . . . ), de
conception (structure imposée ou limitée, . . . ), techno-
logique (performances des composants existants,
. . . ), d'utilisation (temps réel, taux d'erreur admissi-
ble, protection du secret, . . . ), de moyens disponibles
(performances des composants autorisés, . . . ) ;
- les natures possibles des signaux rencontrés dans
la chaîne (numériques, analogiques, . . .) ;
- le contexte informatif de la communication : c'est-
à-dire les connaissances en émission ou en réception
des propriétés du message et des perturbations (exis-
tence du message, émission active ou passive, pro-
priétés statistiques du message ou des perturbations,
horloge éventuelle d'émission en réception, . . . . ) .
• Parmi les tâches importantes rencontrées en traite-
ment du signal, on peut citer (quoique les distinctions
soient floues et qu'il y ait recouvrement)
- l'étude des signaux, engendrés par les phénomènes
ou dispositifs physiques, et leur modélisation ;
- l'étude et la conception des systèmes de traitement
du signal ;
- le développement et la réalisation des systèmes de
traitement du signal et en particulier d'outils de base
(circuits intégrés, machines informatiques à caractéris-
tiques données) .
Dans les problèmes de conception on peut distinguer
- la mise au point des moyens (concepts et outils)
de base de traitement du signal, correspondant à des
traitements plus ou moins standards applicables à des
situations classiques : le filtrage linéaire et homogène,
les méthodes de synthèse des filtres analogiques ou
des filtres numériques, le filtrage de Wiener, le filtrage
de Kalman, les transformations rapides, les méthodes
d'analyse spectrale ou interspectrale, la notion de
machine micro-informatique de traitement, l'échantil-
lonnage, la numérisation, . . .
- l'étude des systèmes de communication purement
déterministes (communication d'information par
signaux déterministes, non perturbés) .
- l'étude des systèmes de communication à modélisa-
tion stochastique. Une telle étude peut en particulier
concerner l'extraction de l'information transportée
par un signal lorsque ce dernier est aléatoire ou - et




(2) Codage binaire àà binaire
+ codage binaire àà quantifié
+ modulation.
(3) Signal analogique, suite de signaux
certains â paramètres inconnus .
(4) Canal électromagnétique
atmosphérique .
(5) Signal analogique aléatoire
(signal (3) + bruit) .
(6) Démodulation (par classification)
+ décodage quantifié àà binaire






















n'est observable qu'après perturbation aléatoire ;
c'est ce cas particulier d'extraction qui sera essentielle-
ment considéré dans la suite, les systèmes correspon-
dants étant qualifiés de systèmes bruités ; on peut
notamment répertorier dans cette catégorie des opéra-
tions de base : la détection, l'estimation, la classifica-
tion, la déconvolution, le codage-décodage, . . .
• Le but et les conditions d'emploi d'un système de
communication étant définis, son étude peut se situer
























Filtre constitué par l'objet émetteur d'ondes
acoustiques déduites du signal "d'excitation" .
Signal analogique aléatoire .
Canal acoustique sous-marin .
Signal analogique aléatoire
(signal (3) + bruit) .
Détection continue d'un signal aléatoire, estimation
de paramètres associés, classification .
Absence - présence àà chaque instant ; valeurs
estimées conditionnelles ; classe conditionnelle .
santes - suivants
évaluation des performances d'un système donné ;
comparaison de systèmes donnés ;
élaboration et développement d'un système
• ou hors du cadre d'une optimalité globale (avec
éventuellement des optimalisations partielles),
• ou par détermination du système optimal à critère
et contraintes donnés (développement éventuellement




On peut, très schématiquement, décomposer l'étude
d'un système bruité selon les étapes classiques de
modélisation et résolution de modèle, d'une part, et
de développement, réalisation et mise en oeuvre, d'au-
tre part (fig. 2) . De ce point de vue on inclut dans
cette discipline la « théorie du signal » dont la voca-
tion est la modélisation des signaux et des bruits et
la « théorie de la décision » traitant du choix des
décisions à partir d'observations aléatoires . La pre-
mière étape tient compte des contraintes de concep-
tion et de l'information disponible ; elle utilise la
théorie du signal et les moyens de base du traitement
du signal ainsi que la théorie de la décision . La
seconde étape tient compte des contraintes technologi-
ques, d'utilisation et de moyens disponibles ; elle utilise
les outils de base du traitement du signal et les moyens
d'acquisition d'information .
Cette décomposition est envisageable à chacun des
niveaux évoqués précédemment . L'évaluation des per-
formances d'un système complexe pose le problème
du choix d'un index de performances traduisant de
manière réaliste la complexité de la décision ; sa mise
en oeuvre pour un système donné conduit à des difficul-
tés expérimentales et donc à des compromis ou appro-
ximations (penser par exemple aux problèmes diffici-
les de lien entre probabilité et taux de fausse alarme
ou encore de mesure de fausse alarme très faible) . La
comparaison de systèmes passe par l'évaluation de
leurs performances, avec la difficulté supplémentaire
de la relation d'ordre éventuelle entre les résultats . La
conception (élaboration ou optimalisation) implique
la possibilité de comparaison avec d'autres (ou les
autres) solutions possibles. Une optimalisation globale
est souvent un problème bien compliqué auquel on
se résout à substituer un problème d'optimalisation
partielle dans le cadre d'une structure imposée (plus
ou moins arbitrairement) a priori.
Enfin il est intéressant de remarquer, d'une part,
l'unicité de la modélisation et, d'autre part, la spécifi-
cité des domaines d'application : les modalités prati-
ques qui conditionnent les problèmes à résoudre sont,
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Contraintes d'utilisation
et moyens disponibles
contrairement aux concepts de base de la modélisa-
tion, très dépendants de l'application considérée . Ainsi
le radar et le sonar se distinguent-ils l'un de l'autre
par les conditions de dégradation du signal, les pro-
priétés du bruit, les cadences d'acquisition de l'in-
formation, les conditions tactiques d'emploi, . . . ,
et se confondent-ils par l'identité des décisions à
prendre telles que la détection de présence, l'esti-
mation des caractéristiques du but, l'identification
ou classification du but, la nécessité d'élimination
de brouilleurs, . . .
• La conception des systèmes bruités a considérable-
ment évolué depuis ses origines - il en est de même
du traitement du signal en général - sous l'influence
d'un important effort de recherche à la fois théorique
et appliqué. D'une manière générale cette évolution
s'effectue selon deux lignes de force interactives . La
première est une modélisation plus fine prenant en
compte de manière plus précise la complexité du pro-
blème physique, s'intéressant à des objectifs beaucoup
plus ambitieux, ne négligeant aucun élément d'in-
formation récupérable (modèles élaborés, quête expéri-
mentale des propriétés des signaux reçus, accroisse-
ment du nombre d'entrée, adaptativité ou robustesse,
temps réel, . . .) . La seconde est l'utilisation de
l'accroissement, à coût et encombrement constants,
des capacités (vitesse et complexité) de réalisation
électronique intégrée, micro informatique, optique
intégrée . . . ; elle conduit en particulier à un impact
important de l'informatique dans les systèmes de
traitement du signal, au développement considérable
de notions spécifiques pour le traitement du signal
numérique (filtrage numérique, modélisation ARMA,
recherche d'algorithmes rapides, analyse spectrale de
processus discrets, . . .) et à la mise au point de circuits
intégrés spécifiques effectuant des traitements élaborés
du signal.
Les tendances de cette évolution reposent, entre
autres, sur des considérations d'efficacité et de per-
formances (conduisant à la recherche de qualité de
modélisation et d'optimalité ou de proximité de l'opti-
1 Système 1
I décisionnel 1





malité) et de réponse aux contraintes et exigences;
plus précisément elles correspondent à des obligations
de limite de portée (conduisant à des modèles corres-
pondant à des perturbations fortes), de prise en
compte d'entrée et sortie multiples (conduisant à l'utili-
sation de signaux vectoriels), de description de phéno-
mènes dépendant de plusieurs variables (conduisant à
l'utilisation de signaux multivariables), de fonction de
sortie élaborée (conduisant à des modèles de décision
complexe), de fonctionnement en information pauvre
et - ou - en ambiance variable (conduisant à la
recherche de robustesse ou - et - d'adaptativité),
de décisions continues, en temps réel ou urgentes
(conduisant à l'utilisation de signaux à supports bor-
nés, de démarches récursives, de démarches séquentiel-
les), de fonctionnement en ambiance de perturbations
volontaires (conduisant à des situations de type duel),
On peut le constater dans tous les grands domaines
d'application et par exemple en acoustique sous-
marine, où les conditions très dures du milieu - et
donc la difficulté des problèmes posés - ont pour
conséquence de conduire à un effort très important
d'étude des sources de bruit et de la propagation,
d'inciter à prêter une grande attention à la qualité
des antennes, et d'orienter la recherche, en ce qui
concerne les traitements des signaux sonar, vers l'utili-
sation d'algorithmes plus élaborés, plus ambitieux,
intégrant une meilleure connaissance de l'environne-
ment et de plus en plus fréquemment numériques [3] .
Devant le foisonnement actuel, on se borne dans la
suite à évoquer quelques concepts de base classiques
et certaines voies importantes d'évolution et d'étude
dans les domaines de
modélisation des signaux ;
modélisation des décisions ;
systèmes de décision complexe;
acquisition d'information u priori;
algorithmes décisionnels .
2. Modélisation des signaux
L'information est constituée par un ensemble de
connaissances, phénomènes, faits, idées, . . ., auxquels
l'observateur porte intérêt. Elle est soumise à des
problèmes de représentation, de transmission, de
traitement. Elle intervient dans les systèmes bruités à
deux niveaux différents : dans la raison d'être du
système, en tant qu'âme de l'être physique manipulé
par ce système, et dans la conception du système, en
tant que connaissances nécessaires au développement
du modèle. Lorsqu'elle se présente sous la forme d'un
ensemble discret ou continu de valeurs numériques,
les signaux constituent l'un de ses supports utilisables ;
cependant d'autres représentations peuvent être utili-
sées .
En se limitant à un signal fonction ou suite (dans le




tion est représentée au cours du temps par les valeurs
de l'un des paramètres du signal . En général c'est
l'amplitude instantanée ou de la fonction ou des
impulsions de la suite. Mais ce peut être par exemple
la fréquence instantanée ou la phase instantanée soit
d'une porteuse permanente soit d'une suite d'im-
pulsions identiques ; ou encore la largeur des
impulsions d'une suite d'impulsions de hauteur et
fréquence constantes .
D'une manière générale un système bruité reçoit l'in-
formation utile sous forme d'un signal « fonction
observée » constitué par un signal (utile) perturbé par
un bruit parasite. Alors qu'en théorie du signal, le
terme signal a un sens très général (c'est la grandeur,
généralement temporelle, à laquelle s'intéresse l'obser-
vateur), en théorie des systèmes bruités ce terme est
pris dans un sens restreint (c'est la grandeur transpor-
tant l'information utile) par opposition à celui de
bruit (lequel est nuisible à l'information utile et repré-
sente les perturbations) .
Les signaux (au sens général) intervenant tout au long
d'un système (au sens général) peuvent être de natures
bien différentes, déterminées par les catégories, les
types et les modes de représentation [1] .
La catégorie de représentation est caractérisée par le
support et l'ensemble de valeurs du signal. On distin-
gue en particulier (cf. tableau I), selon que le support
et l'ensemble des valeurs sont discrets ou continus, les
quatre caractères numérique et échantillonné (signaux
discrets), quantifié et analogique (signaux perma-
nents). On peut noter que, sur le plan réalisation,
la tendance actuelle est d'utiliser essentiellement des
signaux analogiques et numériques; mais les signaux
numériques sont, en fait, au prix de l'adjonction d'un
bruit supplémentaire de quantification, souvent modé-
lisés sous forme de signaux échantillonnés .
Par ailleurs, la course aux performances conduit, lors-
que c'est possible, à l'utilisation de structures multien-
trées. De plus, si les quantités physiques traitées sont
habituellement réelles, elles peuvent engendrer, au
niveau de la modélisation, des signaux complexes tels
que le modèle analytique (encore appelé signal ou
représentation analytique) attaché à un signal réel .
Enfin, la tendance vers une modélisation plus élaborée
conduit à l'utilisation de signaux dépendant de plu-
sieurs variables comme on peut le constater dans les
modèles d'image, de suite d'images, d'atmosphère, de
milieux inhomogènes de transmission, . . . Ainsi une
suite d'images peut être représentée par une grandeur
dépendant du temps (de manière discrète) et de deux
variables spatiales (de manière continue ou discrète)
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Discret Continu
Numérique Échantillonné • Signal discret
Quantifié Analogique Signal permanent
ou encore par une grandeur dépendant uniquement
du temps (de manière continue ou discrète) après
balayage; de même un signal vectoriel temporel peut
être mis sous forme d'un signal scalaire dépendant du
temps et de variables discrètes à supports bornés . Les
catégories de représentation intègrent donc les aspects
réel-complexe, scalaire-vectoriel, mono-multivariable .
Le type de représentation joue sur le caractère détermi-
niste ou aléatoire adopté pour la modélisation du
signal (ou des paramètres liés au signal) et traduit en
fait la manière dont sont modélisés le hasard ou
l'incertitude au niveau de l'observateur. On peut
noter, par exemple, que dans un couple système de
détection, système de contre-mesure, un même signal
peut être, pour l'un, déterministe et, pour l'autre,
aléatoire .
Le mode de représentation peut être externe (par
description explicite), interne (par description impli-
cite), directe (par rapport à ses variables
« naturelles »), indirecte (par rapport à une base de
signaux) .
A la grande diversité présentée par la nature des
signaux correspond une diversité analogue sur la
nature des systèmes . Il en résulte l'importance de la
recherche de modélisations plus synthétiques permet-
tant de s'affranchir de la nature du signal et par
exemple de dégager les liens entre les structures fonda-
mentales des systèmes et des signaux . On peut ainsi
constater que la formulation des problèmes de traite-
ment du signal en termes d'opérateurs dans un espace
de Hilbert fournit un cadre unitaire en partie indépen-
dant de la nature des signaux et très riche de consé-
quences. Dans ce cadre, la structure d'un système
spatio-temporel optimal s'exprime en termes d'opéra-
teurs représentant les différents facteurs intervenant ;
on peut y utiliser l'isomorphisme entre 1 2 et L2 (espa-
ces des suites et des fonctions de carré absolument
sommable) pour le transfert des problèmes entre
signaux discrets et signaux permanents et la notion
d'orthogonalité pour les problèmes d'approximation
linéaire; les modèles AR, MA, ARMA s'y expriment
en termes d'opérateurs linéaires et peuvent y être
généralisés par utilisation d'opérateurs plus généraux
[4 à 6] .
Deux grands problèmes se posent en modélisation des
signaux, l'un pour ceux de type déterministe, l'autre
pour ceux de type aléatoire.
Dans le cas des signaux déterministes, dont l'observa-
teur a, au moins dans une certaine mesure, la maîtrise
au stade de l'émission, se pose le problème de la
synthèse pour la possession de certaines propriétés
dans un contexte donné. Ainsi, en sonar ou radar, on
cherche à utiliser des signaux actifs, possédant, en
présence de bruit, une bonne discrimination par rap-
port aux paramètres dont il faut assurer l'estimation
(en complément de la détection éventuelle) : une
méthode passe par l'utilisation d'une fonction d'ambi-
guïté. Ou bien, en transmission numérique hertzienne,
on cherche des signaux permettant l'utilisation d'un
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grand nombre d'états dans un canal de fréquence
donné, avec un taux d'erreur acceptable [7] .
Dans le cas des signaux aléatoires se pose le problème
du choix pour la meilleure représentation de la réalité
physique. Quelques classes sont fréquemment utilisées
dont celles correspondant à [1, 8 à 11]
une représentation externe stationnaire
gaussienne : c'est une description classique, permet-
tant souvent de mener à terme les calculs et optimalisa-
tions mais qui, sauf pour quelques phénomènes
comme le bruit électronique thermique, ne représente
qu'approximativement la réalité physique . De grandes
voies d'amélioration en découlent par l'abandon des
caractères stationnaire et gaussien, et - ou - passage
à une représentation interne ;
- une représentation externe au second ordre (c'est-
à-dire par les moments des deux premiers ordres)
bien que les développements des traitements corres-
pondent à des philosophies différentes, cette descrip-
tion conduit souvent (au moins dans le domaine
linéaire pour des critères « énergétiques ») aux mêmes
résultats qu'une représentation gaussienne;
- une représentation de type « paramétrique »
cette description consiste à décrire une classe plus ou
moins large de processus aléatoires au moyen d'un
certain nombre de paramètres. Il en est ainsi des
processus ARMA à coefficients constants qui, selon
que le processus blanc générateur est gaussien ou non,
stationnaire ou non-stationnaire mais représenté au
second ordre, possèdent les mêmes caractéristiques et
qui constituent donc des sous-classes des représenta-
tions précédentes. L'un des intérêts de la description
ARMA est, en présence de signaux à supports bornés,
de permettre des méthodes évitant un prolongement
(explicite ou implicite) du signal par une quantité
nulle ou par périodisation . Ceci se rencontre par exem-
ple dans l'estimation de la densité spectrale d'un pro-
cessus aléatoire observable par une seule réalisation
sur un intervalle de durée finie .
3 . Modélisation des décisions [1].
L'une des fonctions principales en traitement des
signaux bruités est la prise de décision : il faut effec-
tuer un choix, concernant une ou plusieurs propriétés
d'un phénomène utile, à partir d'une réalisation d'un
phénomène aléatoire lié au phénomène utile ; le
système correspondant est dit de décision (ou décision-
nel) .
Le problème de prise de décision peut être de type
statique : l'observation est donnée globalement et elle
est prise totalement en considération par le traitement;
la décision est « unique et instantanée », postérieure
à l'observation si le principe de causalité est respecté.
Le problème peut être plus complexe sur le plan
temporel, nécessitant une suite de décisions sur un
ensemble d'instants donnés : deux cas particuliers sont
la décision séquentielle et la décision continue. A
priori, cet autre problème est un problème global,
pour lequel les décisions globales sont des suites de
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espace des paramètres
Fig . 3 (d'après [1]) . - Schéma d'un modèle de décision statique
.
décisions, plutôt qu'une décomposition en suite de
problèmes décisionnels statiques résolus successive-
ment.
Un modèle de décision statique est symbolisé par le
quadruplet ((O, . Y, A), 4), 5, W) . Il est construit sur
(fig . 3)
- une structure décisionnelle traduisant la nature du
problème de décision; elle est constituée par les trois
espaces (O, X, A) des paramètres, des observations
et des décisions ;
- un ensemble D de fonctions de décision permises
à l'observateur traduisant les contraintes imposées à
la décision;
- une information 5, constituée par les connaissan-
ces disponibles sur la loi de l'observation condition-
nelle au paramètre et éventuellement sur la loi a priori
du paramètre (souvent dite « information a priori »);
- un index de performances et - ou - un critère
de décision '.
L'étude générale d'un tel modèle conduit à considérer
plusieurs voies de particularisation selon les contrain-
tes, l'information a priori et le critère en jeu . Elle
permet en particulier de distinguer, indépendamment
de la structure décisionnelle, des modèles bayesiens
(construits sur des critères de risque et coût) et des
modèles non bayesiens, et parmi ces derniers ceux
construits sur des critères d'erreur, ou de vraisem-
blance, ou de distance d'observation, ou de contraste .
Elle permet également l'analyse et l'utilisation des
démarches à structure libre (le système est sélectionné
par le critère sans limitation a priori de la classe),
imposée (le système est sélectionné par le critère dans
une classe donnée a priori), limitée (le système est
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q) , 1J/,e
une contrainte adaptable à la situation pratique),
décomposée (le système est décomposé par contrainte
de transition dans un pseudo-espace d'observation) .
Elle montre enfin que l'élaboration d'un modèle parti-
culier nécessite une quantité minimale d'information
et elle permet d'envisager les politiques palliant une
quantité insuffisante d'information a priori (ces politi-
ques s'appuient sur le choix du critère, le choix de la
structure a priori, la robustesse, l'adaptativité, . . . ) .
L'extension de ce modèle à des problèmes de décision
dynamique peut se concevoir par exemple en considé-
rant des espaces O, ., A, 4) sous forme d'espaces de
suites de paramètres, d'observations, de décisions, de
fonctions de décision . Mais dans la pratique, on se
restreint généralement, que ce soit par contrainte ou
par résultat de la technique d'optimalisation, à des
problèmes décomposables en problèmes de décision
statique résolus successivement dans le temps par
application du modèle précédent .
Les opérations de base en traitement des signaux
bruités apparaissent comme des décisions particulières
se ramenant (de manière optimale ou de manière
imposée) à une ou à un ensemble de décisions élémen-
taires (à savoir : détection, classification, estimation) .
Les opérations plus complexes ne possèdent pas forcé-
ment, tout au moins dans un contexte d'optimalisa-
tion, la propriété précédente .
L'intérêt de la modélisation décisionnelle précédente
en traitement des signaux bruités est loin d'être négli-
geable . Elle offre en particulier dans tous les problè-
mes de décision complexe (non réductibles de manière
évidente à un ensemble de décisions élémentaires) une
méthodologie d'analyse et de modélisation particu-
lière . Elle permet de dégager des méthodes ou résultats
invariants de la structure décisionnelle . Elle facilite la
sur X,
comparaison de modèles apparemment différents et
montre la grande importance de fait de quelques
notions
- définition précise du problème de décision posé;
- distinction entre optimalisation à structure libre et
optimalisation à structure imposée, et prise en compte
des contraintes du problème ;
- quantité d'information a priori disponible ;
- choix du critère d'optimalisation ou de l'index de
performances ;
- compatibilité entre structure décisionnelle,
information disponible, ensemble de fonctions de déci-
sion permises et critère .
Un exemple illustrant les réflexions précédentes est
fourni par le choix d'ûn estimateur selon l'information
a priori disponible [1] (cf. tableau II) .
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EQM
= erreur quadratique moyenne minimale
MVP
= maximum de vraisemblance a posteriori
LEQM
= linéaire d'EQM minimale
AEQM
= affine d'EQM minimale
MV
= maximum de vraisemblance
VM = variance minimale
AVM
affine de variance minimale
MC
= moindres carrés
4. Systèmes de décision complexe [1]
Les missions assignées aux systèmes bruités devien-
nent actuellement de plus en plus élaborées, correspon-
dant à des décisions de plus en plus complexes. Elles
sont de plus soumises à des contraintes toujours renou-
velées de performances accrues en portée, en qualité
d'analyse de phénomènes « fins », en discrimination ;
ceci implique que les systèmes doivent se satisfaire de
signaux faibles et accepter les perturbations fortes,
et qu'ils peuvent être pourvus d'entrée et de sortie
multiples. Il en résulte une tendance importante de
la modélisation actuelle : elle concerne souvent des
décisions complexes à partir de signaux vectoriels
multivariables; elle cherche généralement des solutions
optimales, ou proches de l'optimum, pour des critères
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si possible performants . La mise en oeuvre nécessite
une information a priori importante, ou, si celle-ci
n'est pas accessible, l'utilisation de palliatifs .
Ainsi les systèmes radar et sonar après s'être canton-
nés dans la détection de présence et l'estimation de
paramètres associés (vitesse, distance, direction) pour
la fonction de veille, se sont-ils vus confier des tâches
de poursuite de buts acquis préalablement et de fonc-
tionnement en présence de perturbations volontaires
et de surcharge de travail, et ont-ils (ou auront-ils)
vocation à des fonctions de classification et d'identifi-
cation des buts acquis, de cartographie, de reconnais-
sance d'objets, d'utilisation par couplage inter-systè-
mes, . . . L'évolution correspondante des antennes
porte sur le nombre des capteurs qui peut devenir
considérable, sur le caractère non figé des liaisons
entre capteurs (antennes à balayage électronique ou
à formation de voies), sur la dimension des antennes
par rapport aux longueurs d'onde utilisées (antennes



























La conception, souvent retenue actuellement, d'un
système de décision complexe, résulte généralement
d'une décomposition (plus ou moins imposée) en déci-
sions élémentaires, ou plus généralement en traite-
ments liés à des moyens ou opérations de base (ceux-
ci sont éventuellement optimalisés individuellement) .
Ceci facilite la réalisation modulaire du système et en
particulier l'utilisation d'outils standards de traite-
ment du signal et permet l'évolution ultérieure éven-
tuelle du système de manière progressive (par modules
sans toucher à la structure) . Par contre la recherche
d'optimalité à structure libre conduit à une modélisa-
tion globale du problème de décision. On évite alors
le choix, éventuellement arbitraire, de la structure et
l'on peut espérer un gain de traitement par l'obtention
d'une modélisation mieux adaptée . Mais cette
démarche est généralement bien difficile ou bien ambi-
tieuse; les seuls problèmes d'évaluation (choix d'index
de performances, validations de modèles, mesures en
situation réaliste, . . .) en sont déjà une raison .
Par exemple, comment, a priori, est-il préférable de
résoudre un problème de détection-estimation (modéli-
sant un radar, un sonar, . . .) ? Trois procédures sont
envisageables (fig . 4 a, b, c) qui ne conduisent pas
forcément à des résultats identiques [1, 12]
- effectuer successivement une détection de présence
(avec paramètre inconnu), puis une estimation condi-
tionnelle à la décision de présence;
- effectuer successivement une estimation avec
pseudo-certitude sur la présence puis une détection de
présence (avec paramètre connu) du signal estimé ;
- effectuer simultanément une détection et une esti-
mation (détection-estimation globale) .
Il résulte de ce mode de conception trois formes
d'évolution possibles d'un système de décision com-
plexe à partir d'une structure imposée donnée
- progressive, par amélioration des modules de
traitement ou décisions élémentaires apparaissant
dans la structure supposée rigide ;
- par saut, par remise en cause de la structure pour
une autre structure également décomposée ;
- globale, par refus d'une structure imposée a priori
et par modélisation décisionnelle globale .
En fait, ces trois approches sont utilisées concurrem-
ment, compte tenu de la difficulté, de la complexité
et de la grande variété des problèmes posés .
La tendance vers la notion de décision complexe se
prolonge dans une considération de problèmes plus
généraux, entrainant l'intervention, à côté du traite-
ment du signal, de disciplines voisines
concurrentes » (automatique, recherche opération-
nelle, intelligence artificielle), ainsi que l'exploitation
intensive des ressources des displines amont (théorie
des jeux, simulation) .
On peut ainsi mettre au point des modèles numériques
complets (et non par assemblage de sous-systèmes
conçus de manière indépendante) résolus par des
méthodes de simulation (ils nécessitent une impor-
tante puissance de calcul) . Un exemple en est fourni
par l'étude d'un système ayant pour mission d'effec-
tuer la veille, l'acquisition et la poursuite dans une
situation de saturation : existence d'un grand nombre
de cibles, de bruit et d'un nombre élevé de brouilleurs .
C'est un problème (relevant et du traitement du signal
et de la recherche opérationnelle) de gestion d'un
radar à balayage électronique . Le système doit organi-
ser la suite des décisions à prendre en tenant compte
des priorités et des urgences, et en réalisant à chaque
instant un meilleur compromis entre les tâches à rem-
plir et les tâches possibles; pour cela, en cas de
surcharge de travail, il doit pouvoir dégrader les per-
formances des décisions élémentaires en conservant
une efficacité minimale, se différentiant ainsi d'un
système optimal pour un point de fonctionnement
donné [2, 13].
Une autre illustration réside dans la prise en compte
dans les modèles des perturbations apportées de
manière volontaire et conduisant à des situations de
type duel : on peut introduire alors, à côté de la
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théorie de la décision, la théorie des jeux . Celle-ci se
consacre à la recherche de stratégies utilisables par
l'observateur contre une volonté intelligente et réputée
adverse, contrairement à la théorie de la décision pour
laquelle le partenaire de l'observateur est la Nature
réputée neutre à son égard. Dans cet état d'esprit
s'introduisent alors divers facteurs ou problèmes
supplémentaires portant sur la différentiation entre
objectifs coopératifs, neutres ou adverses, sur la
détermination (apprentissage) de systèmes de décision
adverses, sur les moyens d'engendrer de l'extérieur
dans un système une décision erronée, et portant
également sur les méthodes pour se prémunir contre
les points précédents (le brouillage et son élimination,
la distinction entre cible et leurre, . . .) . Apparaît aussi
la notion de vulnérabilité d'un système et la question
du lien entre cette vulnérabilité et le degré d'évolution
du système .
Enfin, une évolution prometteuse, dans le cadre de
la caractéristique citée précédemment, résulte de la
construction de modèles combinant les techniques du
traitement du signal et de l'intelligence artificielle (ou
plus particulièrement des « systèmes-experts ») . Celle-
ci introduit, par rapport aux habitudes ou méthodes
du traitement du signal, des modifications ou nou-
veautés dans divers domaines [14, 15]
- représentation de l'information à traiter : par intro-
duction de descriptions symboliques différentes des
modes numériques propres aux signaux; ceci se pro-
longe dans l'utilisation, en plus des données elles-
mêmes, de la description du système sous-jacent qui
les génère ;
- représentation de l'information a priori : par l'in-
troduction directe des connaissances détenues sur le
problème sous forme, par exemple, d'une « base de
connaissance » constituée par un ensemble de « règles
de production »; celles-ci sont de la forme « si
(situation), alors (action) » (utilisation de la logique
des propositions ou de la logique du premier ordre);
- représentation de l'incertitude : par des méthodes
plus subjectives que l'utilisation du calcul des probabi-
lités et permettant la mise en oeuvre de
« raisonnements approximatifs » ; des voies possibles
sont constituées par l'utilisation de coefficients de
vraisemblance affectés aux règles de production ou
par l'utilisation de la logique floue ;
- structure d'organisation du traitement : par spécifi-
cation non pas d'une suite d'opérations données mais
d'un mode d'emploi des opérations selon les cir-
constances; ceci se traduit par exemple par un
« moteur d'inférences » utilisant les schémas d'infé-
rence de la logique formelle ainsi que des méthodes
de sélection des règles de production utilisables et de
choix de la règle à mettre en oeuvre .
5. Acquisition d'information a priori
L'efficacité de la modélisation décisionnelle en traite-
ment des signaux bruités est conditionnée par la




qualité de l'information a priori, c'est-à-dire par les
connaissances détenues sur les lois de probabilité de
l'observation et éventuellement du paramètre . Cette
information résulte généralement (au moins partielle-
ment) de la connaissance détenue sur le milieu où
opère le système et de la modélisation associée des
processus physiques concourant à la génération de
l'observation ; cette modélisation physique débouchera
par exemple sur des modèles de génération du signal
et du bruit, de leur interaction, de leurs équations ou
lois de probabilité. Une voie de perfectionnement du
modèle global est d'affiner la connaissance et la
description de l'environnement (par mesures, par iden-
tification, par modélisation) et, par là-même, d'amé-
liorer l'extraction d'information par une meilleure
exploitation de la physique .
L'importance de cette démarche en modélisation déci-
sionnelle est illustrée par l'évolution du problème de
la déconvolution sismique optimale : le but est de
déduire d'un sismogramme la suite des instants de
TABLEAU III
: exemple de démarche liée aux caractères stationnaire
et gaussien.
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non-gaussien ?
adaptativité ?
réflexion sur les différentes couches de l'écorce ter-
restre par élimination de l'influence du « signal-
source » et du bruit. A partir de modélisations physi-
ques de plus en plus précises cette déconvolution peut
être réalisée successivement par filtrage de Wiener (le
système de traitement est linéaire et homogène),
filtrage de type Kalman (le système de traitement est
un filtre numérique linéaire, récursif, variant dans le
temps), filtrage déduit du maximum de vraisemblance
(le système de traitement est un filtre numérique non
linéaire, récursif, variant dans le temps) [16].
Un exemple en acoustique sous-marine est constitué
par le besoin actuel de formaliser au mieux la cohé-
rence spatio-temporelle des signaux reçus sur un
ensemble de capteurs . En effet, un champ d'onde
résultant d'une source ponctuelle peut être, après pro-
pagation, plan ou sphérique, déformé de manière
connue ou inconnue, invariant ou fluctuant aléatoire-
ment pendant la réception, soumis à des trajets multi-
ples; de plus, les sources sont en fait multiples, mobiles
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ou immobiles, éventuellement non ponctuelles ; la
modélisation de la cohérence, quantité liée au milieu,
et les connaissances associées sont essentielles pour
l'exploitation optimale d'une antenne (celle-ci peut
être fixe ou mobile, matérielle ou synthétique, rigide
ou déformable, de dimensions quelconques, prévue
pour une partie quelconque du spectre utilisable) ou
d'un ensemble d'antennes (à positions respectives
connues ou inconnues, fixes ou aléatoires). Plus géné-
ralement, la caractérisation d'un tel milieu de propaga-
tion et - ou - d'une cible réfléchissante peut être
effectuée et étudiée en terme de filtrage linéaire non
homogène (variant dans le temps) et aléatoire (l'in-
fluence du milieu est représentée par une réponse
percussionnelle variant dans le temps et - ou -
aléatoire) ; à la covariance de cette réponse - dans le
cas où celle-ci est supposée aléatoire - est attachée
sous certaines conditions (stationnarité et diffuseurs
non corrélés), par transformation de Fourier, la fonc-
tion de diffusion du canal traduisant la dispersion en
temps et en fréquence de l'énergie transmise [17 à 19] .
De par son impact sur le traitement, un élément
important de la connaissance du milieu est constitué
par les informations a priori, concernant les caractères
stationnaire et gaussien du bruit parasite. Le « non-
stationnaire » et le « non-gaussien » n'étant pas suffi-
samment caractérisants, on peut par exemple adopter
une démarche de la forme représentée sur le
tableau III .
6. Algorithmes décisionnels
L'évolution des algorithmes de traitement résulte en
grande partie des contraintes et exigences auxquelles
on cherche à satisfaire dans la modélisation .
L'élaboration d'un modèle de décision de type donné
(la structure décisionnelle (O, X, 0) est donnée,
l'espace des fonctions de décision 0 et le critère 'W
sont proposés) nécessite une quantité minimale d'in-
formation. Dans les domaines d'application où la
complexité de la physique de l'environnement (ou les
difficultés expérimentales) rendent illusoire (au moins
dans un délai prévisible) l'élaboration de modèles
suffisants de description de l'observation et de ses
propriétés, il est nécessaire de compenser, au niveau
du système de traitement, l'information manquante
par rapport au couple ((F, g') . Plusieurs démarches
sont possibles selonn la structure de l'information dispo-
nible (bien souvent on ne peut attribuer aux processus
aléatoires des caractères stationnaires et - ou -
gaussiens) .
Une démarche consiste à adapter le modèle à l'in-
formation disponible : la structure décisionnelle et
l'information étant fixées on adopte un critère et -
ou - un ensemble de fonctions de décision se satis-
faisant de l'information disponible. La philosophie en
est la recherche d'un système robuste . A l'information
disponible correspondent des classes d'observations
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susceptibles d'être présentes à l'entrée : un système
robuste est tel que sa performance reste acceptable
pour toute observation en provenance de ces classes .
Un exemple de cette attitude est, en présence de
l'information nécessaire correspondante, l'utilisation
de critères n'exigeant qu'une information partielle tels
les critères de distance (estimation selon les moindres
carrés, détection selon les moindres carrés) ou de
contraste (détection par critère de rapport signal sur
bruit de sortie) pour lesquels on recherche le système
optimal. Une autre voie résulte de l'utilisation de tests
« non paramétriques » conduisant à des décisions à
propriété invariante. Les performances du système
sont alors généralement difficiles à évaluer de manière
fine (ne serait-ce qu'en raison du manque d'informa-
tion sur les lois de probabilité de l'observation) et il
en est probablement de même de la qualité de la
robustesse du système .
Cette démarche peut être précisée dans la voie de
l'obtention de la robustesse par utilisation d'un index
de performances donné et d'un critère d'optimalisa-
tion de la plus mauvaise performance liée aux classes
d'observations susceptibles d'être présentes à l'entrée
(décision à performance minimale garantie) . On
obtient ainsi, par exemple, pour des classes d'observa-
tions particulières, des notions de filtrage de Wiener
robuste et de filtrage adapté robuste [6, 20, 21] .
Une autre démarche consiste à adapter l'information
au type de modèle choisi : la structure décisionnelle,
le critère et l'ensemble de fonctions de décision étant
fixés, on complète l'information disponible en esti-
mant l'information manquante de manière explicite
(à partir de l'observation ou d'une observation
annexe) ou - et - de manière implicite en la compen-
sant par utilisation de liaisons spatio-temporelles au
moyen d'un système bouclé (récursif) . Dans le cadre
d'un modèle de décision continue, le système adaptatif
obtenu modifie sa structure à chaque instant de déci-
sion de façon à être près (le plus possible?) de l'opti-
mal; il a ainsi une fonction d'« apprentissage » liée à
la notion d'information inconnue et - ou - une
fonction de « poursuite » liée à la notion de contexte
non-stationnaire (à caractéristiques non complètement
connues) .
La première méthode est généralement satisfaite en
remplaçant dans l'équation du système optimal, solu-
tion du modèle de décision postulé, l'information
manquante par l'information estimée (système adapta-
tif en boucle ouverte) . On peut noter que la structure
ainsi obtenue n'est probablement pas optimale pour
le problème conjoint « estimation d'information et
décision », formulé sous forme d'un problème de déci-
sion global .
La seconde méthode (système adaptatif en boucle
fermée) passe généralement par l'utilisation d'algo-
rithmes d'estimation adaptatifs dont une forme
typique est la suivante [22]
- la,-suite d'estimateurs (vectoriels)
	
pour l'esti-
mation du paramètre vectoriel (0,,),,, dont dépend































































l'observation vectorielle (X n)n c a est donnée par
en = on-l+Gn-1 An-1 (en-1) ;
dans ce cadre (G n)n c
a
est une suite de matrices de
gain, (A n) n c a
est une suite de vecteurs aléatoires, le
paramètre 0. ou bien varie lentement par rapport à
l'observation, ou bien est constant par morceaux avec
des sauts à des dates inconnues;
- si le paramètre varie lentement, on cherche à esti-
mer sa valeur de manière permanente (à chaque ins-
tant); si le paramètre est constant par morceaux, on
cherche à détecter les sauts, estimer leurs dates et
estimer la valeur du paramètre entre eux .
Ainsi on peut réaliser un filtrage adaptatif par considé-
ration d'un filtre transversal, dont les coefficients
variables dans le temps sont obtenus par l'une des
deux méthodes précédentes.
Un exemple simple de systèmes adaptatifs est donné
par une famille de « soustracteurs de bruit » . Ces
systèmes possèdent une entrée principale sur laquelle
est présent un processus V = S + B et une entrée
annexe sur laquelle est présent un processus B' (réfé-
rence bruit seul) . Les signaux S, B, B' sont supposés
aléatoires, centrés, stationnaires au second ordre; de
plus B et B' sont supposés complètement cohérents
(le carré du module de leur densité spectrale d'intercor-
rélation est égale, pour toute fréquence, au produit
de leurs densités spectrales : c'est le cas lorsque B et
B' se déduisent d'un processus blanc N par filtrages
linéaires et homogènes); enfin S est non corrélé avec
B et B' . Ces systèmes possèdent une sortie chargée de
fournir une estimation continue S de S .
La connaissance du second ordre de B et B' (celle de
S n'est pas nécessaire) permet la construction du
filtrage de Wiener (à 2 entrées et 1 sortie) fournissant
S à partir de V et B' . Ce filtre se structure en soustrac-
teur de bruit selon le schéma de la figure 5 a ; la sortie
s'écrit S=V-B où à est l'estimation fournie par un
filtrage de Wiener (à 1 entrée et 1 sortie) « annexe »,
alimenté par B'[23] .
Si l'information a priori constituée par la connaissance
du second ordre de B et B' est totalement indisponible
le filtrage de Wiener (non constructible par manque
d'information) peut être approché par un système
discret adaptatif. Ce dernier peut revêtir diverses
formes, obtenues en remplaçant, dans la structure à
base de soustracteur, le filtrage annexe par un filtrage
approché
- le filtrage annexe est approché par utilisation
d'une estimation de l'information non disponible, esti-
mation effectuée à partir des processus d'entrée
(conception en boucle ouverte) : une structure obte-
nue est un « corrélofiltre » muni d'un « blanchisseur
(-normaliseur) » préalable, schématisé figure 5 b [24] ;
- le filtrage annexe est approché de manière
récursive par utilisation directe du critère c'est-à-dire
minimalisation de la puissance de sortie (conception
en boucle fermée engendrant une structure interprêta-
ble en terme de « moindres carrés récursifs ») : une
structure obtenue est le filtrage de Widrow, schéma-
tisé figure 5 c [25] (d'autres sont possibles [26]) ;
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- le filtrage annexe est approché de manière mixte,
sous forme d'un filtrage utilisant une estimation de
l'information non disponible, corrigé par un filtrage
récursif utilisant directement le critère; une structure
obtenue est le « corrélofiltre-adaptateur » muni d'un
« blanchisseur (-normaliseur) » préalable et utilisant
un filtrage de Widrow dont l'entrée annexe reçoit une
estimation (adaptative) du bruit à soustraire ; elle est
schématisée figure 5 d [23] .
Un prolongement du problème précédent
au
« traitement d'antenne » conduit (par exemple) à une
famille de systèmes destinés à extraire, des fonctions
reçues sur plusieurs entrées, le signal en provenance
d'une direction choisie (fig . 6). Le système classique
par « formation de voies » consiste à faire la somme
des entrées après avoir compensé les retards naturels
de propagation de l'onde transportant le signal dans
la direction choisie, de façon à ce que cette onde soit
en phase sur les capteurs. La « formation de voies
pondérée » permet, par adjonction de pondérations
aux retards sur les entrées, de modifier la courbe de
directivité de l'antenne relative à la direction considé-
rée. Une structure plus efficace (et généralisant les
précédentes) est celle de la « formation de voie
optimale » ; elle consiste, pour la direction choisie, à
effectuer un filtrage linéaire et homogène de chaque
entrée, puis à additionner les sorties correspondantes ;
les filtrages satisfont, globalement, aux conditions sui-
vantes [27, 28]
- le gain de l'antenne, pour une onde plane dans la
direction considérée, est unité, pour toute fréquence
traitée;
- la puissance moyenne de sortie est minimale .
La surveillance d'un secteur angulaire impose la répéti-
tion du traitement pour toutes les directions quanti-
fiées du secteur .
La « formation de voie optimale » réclame la connais-
sance du second ordre (par exemple la matrice de
densité spectrale d'intercorrélation, encore appelée
matrice interspectrale) de la fonction vectorielle d'en-
trée supposée stationnaire au second ordre et centrée .
Si ce second ordre n'est pas connu ou - et - s'il
est variable dans le temps, on peut envisager une
méthode adaptative (on obtient une « antenne
adaptative ») . Une telle « formation de voie optimale
adaptative » [27 à 29] recherche donc, pour la direc-
tion considérée, les filtrages d'entrée minimalisant la
puissance moyenne de sortie de l'antenne sous la
contrainte de gain unité dans la direction pour toute
fréquence. Elle peut être conçue de diverses manières
;
ce peut être par estimation, à chaque fréquence traitée,
de la matrice interspectrale et déduction du filtre
associé pour la direction considérée ; ce peut être, à
chaque fréquence traitée, par construction récursive
de type « moindres carrés » ( fig . 7 a) des coefficients
auxquels se réduisent les filtrages d'entrée (algorithme
de Frost); ce peut être par généralisation de la
méthode précédente à la construction récursive des
filtrages d'entrée pour le cas large bande ; une forme
possible utilise un « soustracteur de bruit » dont l'en-












Fg. 6. -Traitement d'antenne.
1
Fig. 7 a . - Exemple de formation de voie optimale adaptative .
entrée annexe
Fig. 8. -Exemple d'élimination d'un brouilleur .
voie » classique et l'entrée annexe par une référence
bruit seul (sans signal) déduite des entrées (fig . 7 b) .
On peut aussi noter l'existence d'autres schémas de
« formation de voies adaptative non optimale » ne
satisfaisant pas aux conditions de l'antenne optimale
.
Ainsi l'antenne de Howells-Applebaum, destinée à la
réception d'un signal faible avec élimination adapta-
tive d'un brouilleur fort, utilise simplement un
soustracteur de bruit (par exemple de Widrow) dont
l'entrée principale est alimentée par une « formation

























; mais sa performance se dégrade en présence
d'un signal fort, car celui-ci pollue, sur l'entrée
annexe, la référence bruit seul (fig. 8) [28].
Plus généralement le but du traitement est d'effectuer
« l'imagerie du milieu » par détermination du nombre
de sources ponctuelles, de leur localisation, de leur
dépendance statistique . Dans ce cadre sont actuelle-
ment répertoriées, sous l'appellation « haute
résolution », diverses méthodes présentant un pouvoir
séparateur en localisation supérieur à celui de la
« formation de voies » classique
; parmi celles-ci, la
famille interspectrale s'appuie sur les éléments propres
(valeurs et vecteurs) de la matrice de densité spectrale
d'intercorrélation (ou matrice interspectrale) de la
fonction vectorielle d'entrée (cette matrice doit être
estimée par l'une des méthodes d'analyse spectrale,
sur un support borné, à chaque instant de décision)
(cf . fig . 9) [30] .
A noter d'un point de vue pratique, que le développe-
ment de ces traitements est lié à celui d'algorithmes
rapides pour la réalisation des différentes étapes du
système .
Enfin, l'un des problèmes actuels est la détermination
de traitements d'antenne optimaux adaptatifs, lorsque
les fronts d'onde sont en nombre quelconque et sont
distordus de manière inconnue, que ce soit de façon
constante ou non constante pendant la mesure; bien
entendu l'ensemble est de plus perturbé par du bruit
.
Un tel modèle se révèle nécessaire en acoustique sous-
marine par opposition aux hypothèses classiques, lors-
que l'on veut tenir compte des déformations et de la
mobilité de l'antenne ainsi que des caractéristiques
effectives du milieu de propagation (anisotropie, inho-
mogénéité, dimensions finies, trajets multiples, fron-
tières à caractéristiques de réflexion variables, . . . )
l'ensemble milieu-antenne se comporte alors comme
un système aléatoire engendrant des fronts d'onde
fluctuants [31] .
7 . Conclusion
Les techniques de conception des systèmes bruités
évoluent et se développent rapidement . Une première
caractéristique en est la grande diversité de sujets, de
points de vue, d'applications. Une seconde en réside
dans la tendance vers l'étude des systèmes complexes
et vers les modélisations ambitieuses . Plus particulière-
ment un problème d'extraction d'information d'un
signal bruité peut être modélisé sous forme de pro-
blème de décision, dans la résolution duquel intervien-
nent de manière importante les connaissances a priori ;
parmi les grands axes d'évolution actuels, dans l'opti-
que de capacités et performances accrues, apparais-
sent comme primordiaux la recherche d'adaptativité
et la mise au point d'une bonne modélisation physique
du problème .
Cette évolution générale est conditionnée par le déve-
loppement des capacités de réalisation
. Ainsi les traite-
ments adaptatifs, à grand nombre d'entrées, en temps
TRAITEMENT













Fig. 9. -Imagerie du milieu par méthode « haute résolution ».





réel, sont gourmands en puissance informatique conve-
nant à leurs caractéristiques . Il en résulte la notion
de « machine de traitement
du signal », système
informatique adaptable à l'application considérée par
son logiciel et sa structure. Ce développement est
rendu possible par la mise au point de circuits intégrés
spécifiques réalisant ou permettant la réalisation des
outils de base de traitement du signal .
Manuscrit reçu le 27 août 1984 .
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