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ABSTRACT
RIKA HAGIHARA: Rational Maps Lacking Certain Periodic Orbits
(Under the direction of Professor Jane Hawkins)
This thesis is a study of the dynamics of rational maps without certain periodic points,
focusing on the roles of critical points. We examine how the dynamics occurring within
the parameterized family of exceptional rational maps are reflected in the parameter
space.
We use Baker’s results on the multiplicities of fixed points of a rational map to give
a complete proof of the classification of exceptional rational maps. In degree 2 and 3
cases exceptional rational maps form parameterized families, all of whose members have
parabolic fixed point(s).
In the theory of the iteration of rational maps, the behavior of the critical points of a
rational map determines the entire dynamics. We produce the parameter space pictures
of the parameterized families of exceptional rational maps by tracking the orbits of critical
points. Then We obtain the reduced regions using conformal conjugacy. We compare
the parameterized family of quadratic exceptional maps and the family of quadratic
polynomials focusing on the behavior of the critical points. We show that for parameter
values on part of the boundary of the reduced region, in the dynamical plane there is a
forward invariant circle and on it lie fixed point(s) as well as critical points.
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CHAPTER 1
Preliminary Definitions and Notation
1.1. Overview
In the theory of the iteration of rational maps, the question one should ask is, “What
are the roles of the critical points?” This dissertation gives partial answers in the case of
the family of rational maps lacking certain periodic orbits, focusing on the behavior of
the critical points under iteration.
In Chapter 1, we summarize standard definitions, notation, and results of complex
dynamics that are used throughout this thesis.
In Chapter 2, we give a complete proof of the classification of rational maps lacking
certain periodic orbits. Periodic points play an important role in the theory of iteration
of rational maps. Every rational map has infinitely many periodic points [2]. However,
there are rational maps R without periodic points of a certain period. Baker [1] proved
that if a polynomial P has no periodic points of period n, then n = 2 and P is conjugate
to z 7→ z2 − z. As for rational maps of degree d without period n orbits, he obtained
the list of the pairs (d, n). Although Kisaka [9] exhausted all tweleve possible forms of
such maps, his three-and-a-half-page paper contained no proofs except two cases. So the
proofs of Corollaries 2.8-2.10 as well as the exposition of the classification are original.
The detailed dynamical study on rational maps without certain periodic orbits begins
in Chapter 3. Here we study the family of rational maps R(2,2),a(z) =
z2−z
az+1
that have
no period 2 orbits. First we obtain the reduced region for {R(2,2),a} from its parameter
space using conformal conjugacy. We also show that symmetry reduces the study of the
reduced region. Next we show that for parameters on certain components in the reduced
region the dynamics of the corresponding maps can be thoroughly understood. Further,
we prove that in some cases the dynamics can be explained with marked critical points.
The main result of Chapter 3 is the following theorem.
Theorem3.11 The orbit of the critical point c1 =
−1+√1+a
a
of R(2,2),a converges to the
parabolic fixed point 0 for each parameter value a in the following sets.
A1 = {a ∈ R(2,2),a : |a| < 1};
A2 = {a ∈ R(2,2),a : −3 ≤ a < −1};
A3 = {a ∈ R(2,2),a : Re
(
a+
4
a + 1
)
< −3};
A4 = {a ∈ R(2,2),a : |a+ 1| = 2, pi
2
< Arg(a+ 1) < pi}.
For parameter values in A1, the orbit of the critical point c2 converges to the attracting
fixed point∞. For parameter values in A2, A3, and A4, the iterates of both critical points
c1, c2 converge to 0. For parameter values in A4 the iterates of both critical points lie on
the circle with center 2
1−a (another fixed point of R(2,2),a) and radius
∣∣ 2
1−a
∣∣.
Finally, we compare similarities and dissimilarities between {R(2,2),a} and the pa-
rameterized family of quadratic polynomials, both on the parameter space level and the
dynamical plane level.
Next, in Chapter 4 we introduce another family of quadratic rational maps Ra,b
containing two parameters so that all quadratic rational maps without certain periodic
orbits are contained in this expanded family. We prove that the reduced region of {Ra,b}
2
is always the same for b ∈ S1 \ {1}. This is Corollary 4.3. We also give more details of
some examples found in Milnor [13].
In Chapter 5 we study the degree 3 rational maps without period 2 orbits. Our
main goal is to obtain the reduced region of each family of degree 3 exceptional maps
and describe the dynamics occurring within the family. We list the maps generating
the equivalence classes and give a description of the reduced regions. The mains results
in this chapter are Corollary 5.4 and Theorems 5.5 and 5.6. In some cases, interesting
dynamics are shown with computer generated pictures.
In Chapter 6, we explain why the dynamics of the degree 4 rational maps lacking
period 2 orbits are well-understood.
Lastly, we discuss other questions that are relevant to this thesis and that we hope
to investigate further in the future.
Neutral fixed and periodic points are rarely studied, and in fact, except for some
expository examples in [13] the author is not aware of any study of parameterized fam-
ilies of rational maps all of whose members have parabolic fixed point(s), making both
mathematics and computer visualization difficult.
Some computer programs are edited versions of Mathematica programs first written
by Lorelei Koss. Others were written in C++ by Paul Rowan using algorithms by P.
Rowan and J. Hawkins.
1.2. Preliminary Definitions and Notation
This section reviews results in Beardon [2], Carleson and Gamelin [7], and McMullen
[11]. Let R : Ĉ → Ĉ be a non-constant rational map defined on the Riemann sphere.
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The orbit of a point α ∈ Ĉ under iteration by R is the sequence
α, R(α), R2(α), · · · , Rn(α), · · · .
A point α is a periodic point of R of period n if Rn(α) = α, where Rn denotes the n-th
iterate of R and n is the smallest positive integer satisfying this relation. If n = 1, α is
called a fixed point.
If a rational function R is written as R(z) = P (z)/Q(z) using coprime polynomials
P and Q , then the degree of R is defined by degR = max{degP, degQ}.
If R is a rational map and S = ϕ ◦ R ◦ ϕ−1 for some ϕ ∈ Aut(Ĉ), then S is said to
be (conformally ) conjugate to R. Conjugacy is an equivalence relation, and we do not
distinguish rational maps in the same equivalence class (conjugacy class). Conjugation
respects fixed points.
1.3. Fatou and Julia Sets
The Fatou set F (R) of R is the maximal open subset of Ĉ in which {Rn}n∈N forms
a normal family. The Julia set J(R) is the complement of the Fatou set. The Fatou
set F and the Julia set J are completely invariant under R: R−1(F ) = F = R(F ) and
R−1(J) = J = R(J). Also, for any positive integer n, F (Rn) = F (R) and J(Rn) = J(R).
If degR ≥ 2, then J(R) is a perfect set, and either J = Ĉ or J has empty interior [2].
1.4. Classification of Periodic Points
In order to state how the periodic points relate to the Fatou and Julia sets, we need
to classify periodic points. The multiplier of a fixed point α ∈ C of a rational map R is
R′(α), and is denoted by m(R, α). If α = ∞ is fixed by R, its multiplier is defined by
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m(R,∞) = limz→01/R′(1/z). Next, we extend this notion to periodic points. Suppose
that α is a periodic point of R with period n, and write αi = R
i(α), 0 ≤ i ≤ n − 1.
Then {α0, · · · , αn−1} is the cycle of α. By conjugation we may assume that ∞ is not in
the cycle. Then (Rn)′(αi) is independent of the choice of a point αi in the cycle. This
number is the multiplier of the cycle, and is denoted by m(Rn, αi). Depending on the
value of the multiplier, a periodic point αi or its cycle is called
(i) super-attracting if m(Rn, αi) = 0;
(ii) attracting if 0 < |m(Rn, αi)| < 1;
(iii) neutral if |m(Rn, αi)| = 1;
(iv) repelling if |m(Rn, αi)| > 1.
A neutral periodic point αi or its cycle is parabolic ifm(R
n, αi) is a root of unity; otherwise
it is called irrational. Note that conjugation preserves multipliers.
1.5. Dynamics near Periodic Points
The following theorems summarize some relations between periodic points and the
Fatou and the Julia set. Throughout, we suppose that R is a rational map with degR ≥ 2.
1.5.1. (Super-)Attracting Periodic Points. For simplicity assume that R has a fixed
point 0 with m(R, 0) = λ, and the Taylor series of R at 0 is written as
R(z) = λz + bzr+1 + O(zr+2)
where b is the first non-zero coefficient with r ≥ 1.
If 0 is a (super-)attracting fixed point, then it can be shown that R is conformally
conjugate to zr+1 (if λ = 0) or λz (if 0 < |λ| < 1) in a small disk D centered at 0. From
this we deduce that R maps D into itself and Rn → 0 uniformly on D. So D ⊂ F (R),
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and using Vitali’s Theorem we can gain information on the limit of the sequence {Rn}
on a component of F (R) containing D.
Theorem 1.1. ([2]) (Vitali’s Theorem) Suppose that the family {fn}n∈N of analytic
maps is normal in a domain X, and that fn converges pointwise to some function f on
some non-empty open subset Y of X. Then f extends to a function F which is analytic
on X, and fn → F locally uniformly on Y .
Vitali’s Theorem implies that Rn → 0 locally uniformly on the component of F (R)
containing D. In general, we have the following Theorem.
Theorem 1.2. ([2]) If {α0, α1, · · · , αn−1} is a (super-)attracting cycle of R, then each
αi lies in some Fatou component Fi and as m → ∞, (Rn)m → αi locally uniformly on
Fi.
1.5.2. Parabolic Periodic Points. The parabolic case is significantly different from
the (super-)attracting case since R is not conjugate to its linear derivative map in an
open neighborhood of a parabolic fixed point. To see this, suppose that R has a parabolic
fixed point 0 with m(R, 0) = λ, and R is conjugate to λz near 0 and λn = 1 for some
n ∈ N. Then Rn is conjugate to the identity map. The conjugacy class of the identity
map consists of only the identity map, hence Rn = id, which is a contradiction since
degR ≥ 2 by assumption.
Instead, we consider a conjugacy on some open set that has 0 on its boundary. We
first cite a theorem, and then consider the parabolic case in several steps.
Theorem 1.3. ([2]) Parabolic periodic points of a rational map R are in J(R).
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Case 1. λ = 1, r = 1. Then R is conjugate to a map (denoted again by R) whose
Taylor series at 0 is
R(z) = z − z2 + O(z3).
Conjugating R with f(z) = 1
z
amounts to the change of coordinates:
(f ◦R ◦ f−1)(z) = z + 1 + c
z
+ · · · .
Then∞ has a neighborhood Π = {x+iy : y2 > 4K(K−x)} bounded by a parabola with
some K > 0, and the following can be shown: (f ◦R◦f−1)(Π) ⊂ Π; (f ◦Rn◦f−1)(z)→∞
uniformly on Π; f ◦R ◦ f−1 : Π→ Π is conjugate to a translation z 7→ z + 1.
Setting Π0 = f
−1(Π), we see that R(Π0) ⊂ Π0, Rn → 0 uniformly on Π0, and
R : Π0 → Π0 is conjugate to a translation. From these we deduce that Π0 ⊂ F (R), and
an application of Vitali’s Theorem implies that Rn → 0 locally uniformly on a Fatou
component F0 containing Π0. Since parabolic periodic points are in J(R), the parabolic
fixed point 0 is on the boundary of Π0 as well as F0.
Also, the region Π0 can be seen to have a cardioid shape: it is symmetric about the
real line and makes an angle 2pi at 0 (so 0 is a cusp point). See Figure 1.1. Moreover, it
can be proven that the iterates of a point in F0 approach 0 in a direction tangent to the
positive real axis.
Case 2. λ = 1, r > 1. Then R is conjugate to a function (denoted again by R) whose
Taylor series at 0 is
(1) z′ = R(z) = z − zr+1 + O(z2r+1).
Change variables by z = ζ
1
r and z′ = ζ ′
1
r , where ζ and ζ ′ are in the same sheet of the
r-sheeted Riemann surface (obtained with a slit along the negative real axis) so that both
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z and z′ are in a sector with aperture 2pi
r
. Then (1) becomes
ζ ′ = ζ − rζ2 + O(|ζ|2+ 1r ).
Renormalize r, and change coordinates by z = 1
ζ
and z′ = 1
ζ′
to obtain
z′ = z + 1 + O(|z|− 1r ).
We then proceed as in Case 1 to show that there are r “petal”-shaped regions Πi, i =
0, . . . , r − 1, each making an angle 2pi
r
at 0. They satisfy R(Πi) ⊂ Πi, and Rn → 0
uniformly and asymptotically to the ray {z : Arg(z) = 2pii
r
} on Πi. Hence each Πi is in
F (R), say Πi ⊂ Fi for some Fatou component Fi, and Rn(z)→ 0 locally uniformly while
Arg (Rn(z))→ 2pii
r
on each Fi. From the last statement we see that Fi ∩Fj = ∅ for i 6= j.
We summarize Cases 1 and 2 in the next Theorem.
Theorem 1.4. ([2]) Let 0 be a parabolic fixed point of R with m(R, 0) = 1. Then
0 ∈ J(R). If R has the Taylor series
R(z) = z + bzr+1 + O(zr+2)
at 0 where b is the first non-zero coefficient with r ≥ 1, then there are r petals Πi each of
angle 2pi
r
at 0. There exist disjoint components {Fi}r−1i=0 of F (R), each containing a petal
based at 0, Πi ⊂ Fi. Moreover, R maps each Fi onto itself, and as n → ∞, Rn(z) → 0
locally uniformly on Fi.
In Figure 1.1 the shaded region bounded by a parabola y2 = 4K(K − x) (left) is Π.
It is mapped by z 7→ z− 1r onto a petal. The cases r = 1 (center) and r = 6 (right) are
shown.
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Figure 1.1. Π and Πr with r = 1, 6.
Case 3. λ 6= 1 but λn = 1. Theorem 1.4 can be extended to a parabolic fixed point 0
whose multiplier is other than 1. Suppose that m(R, 0) is a primitive n-th root of unity.
Then 0 ∈ J(R), and it can be shown [1] that the multiplicity of 0 as a fixed point of Rn is
of the form nk+1 for some positive integer k. So, there are nk petals, each of angle 2pi
nk
at
0. There exist nk disjoint components of F (R), each containing a petal. R acts on them
as a permutation on k disjoint cycles each of length n, and as m → ∞, (Rn)m(z) → 0
on each such component of F (R). The extension of Theorem 1.4 to a parabolic cycle is
similar. This completes the description of dynamics near a parabolic fixed and periodic
point.
The immediate basin of a (super-)attracting cycle of R is the union of those compo-
nents of F (R) which contain points of the cycle. The immediate basin of a parabolic
cycle of R is the union of those components of F (R) which form a periodic cycle and
whose boundaries contain points of the parabolic cycle. With this definition there may
be more than one immediate basin of a parabolic fixed and periodic point [2]. We see
that in Case 2 there are r disjoint immediate basins of a parabolic fixed point, and in
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Case 3 there are k disjoint immediate basins of a parabolic fixed point each of length n.
Also, see Example 1.7.
Example 1.5. The Fatou set of R(2,2),0(z) = z
2 − z. The rational map R(2,2),0 has
an attracting fixed point ∞, a parabolic fixed point 0 with m(R(2,2),0, 0) = −1, and a
repelling fixed point 2. The immediate basin of∞ is completely invariant. The immediate
basin of 0 consists of two cyclic components of F (R(2,2),0). Each of these components
contains a conformal image of a petal making an angle of pi at 0. See Figure 1.2. The
range is {−1, 2} × {−1.5i, 1.5i}.
Example 1.6. The Fatou set of R(2,2),1(z) =
z2−z
z+1
. The rational map R(2,2),1 has two
parabolic fixed points 0 and ∞. The immediate basin of ∞ is a completely invariant
Fatou component. It contains a conformal image of a cardioid-shape petal making an
angle of 2pi at ∞. In Figure 1.3, R(2,2),1 is conjugated by f(z) = 1z to switch ∞ and 0.
The range is {−2.5, 1.5} × {−2i, 2i}.
Example 1.7. The Fatou set of R[5;3;1;1],4i(z) =
z3−z
−z2+4iz+1 . Two of the fixed points α1
and α2 coincide at the parabolic fixed point i of R with multiplicity 2. All the gray regions
are eventually mapped onto the immediate basin of the fixed point i (as a consequence of
No Wandering Domains Theorem in Section 1.6). Also, the map R has a parabolic fixed
point 0 with multiplicity 5. There are two disjoint immediate basins of R at 0. Each of
these consists of two cyclic Fatou components, and they are placed diagonally at 0. The
immediate basin of another parabolic fixed point ∞ consists of two cyclic components of
F (R) (two huge white regions). See Figure 1.4. The range is {−5, 5} × {−6i, 4i}.
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Figure 1.4. F (R[5;3;1;1],4i).
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Figure 1.5. Siegel disk.
1.5.3. Irrational Periodic Points. For simplicity we consider only irrational fixed
points. There are two types of irrational fixed points of a rational map R. Note that
the multiplier of an irrational fixed point of R can be written as e2piiθ where θ ∈ R/Z is
irrational. Without loss of generality suppose that the irrational fixed point is at 0.
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Theorem 1.8. ([2]) An irrational fixed point 0 of R is in the Fatou set if and only
if R is analytically conjugate to its linear derivative map R′(0)z near 0. Moreover, the
Fatou component containing 0 is simply connected and in it R is (analytically) conjugate
to an irrational rotation of the unit disk.
Such a Fatou component is called a Siegel disk.
Theorem 1.9. ([2]) For Lebesgue almost every θ ∈ R/Z any analytic function f with
the Taylor series f(z) = e2piiθz + O(z2) is linearizable near 0.
If an irrational fixed point α of R is in J(R), then α is called a Cremer point.
Example 1.10. The Siegel disk at∞ of R(2,2),e2piiθ(z) = z2−ze2piiθz−1 where θ = 1+
√
5
2
(the
golden mean). The fixed point∞ of R(2,2),e2piiθ with multiplier e2piiθ is in a Siegel disk (see
[7], p.84). In Figure 1.5, R(2,2),e2piiθ is conjugated by f(z) =
1
z
so that ∞ is interchanged
with 0. The range of Figure 1.5 is {−2, 2} × {−2i, 2i}.
1.5.4. Repelling Periodic Points. As for the repelling periodic points, we have the
following Theorem.
Theorem 1.11. ([2]) The set of repelling periodic points is dense in J(R).
If 0 is a repelling fixed point of R with m(R, 0) = λ, then there is a branch of R−1
for which 0 is an attracting fixed point with multiplier 1
λ
([2], [7]). Any map locally
conjugating R−1 to z
λ
(linear derivative map) also conjugates R to λz near 0.
1.6. Classification of Fatou Components
A rational function R maps one component of F (R) onto another. In fact,
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Theorem 1.12. ([2], [11]) (No Wandering Domains Theorem) Every component of
the Fatou set of R is pre-periodic, i.e., for every component U of F (R), there exist
integers 0 ≤ l < m with Rl(U) = Rm(U).
The No Wandering Domains Theorem together with the theorem below completely
classifies the components of F (R).
Theorem 1.13. ([11]) If V is a periodic component of F (R) and r ∈ N is the smallest
positive integer such that Rr(V ) = V , then V is one of the types (i)-(iv):
(i) an attracting component: V contains a (super-)attracting periodic point α and
as n→∞, (Rr)n(z)→ α locally uniformly on V ;
(ii) a parabolic component: there is a parabolic periodic point α of R on the bound-
ary of V , and as n→∞, (Rr)n(z)→ α locally uniformly;
(iii) a Siegel disk: Rr : V → V is analytically conjugate to an irrational rotation of
the unit disk onto itself;
(iv) a Herman ring: Rr : V → V is analytically conjugate to an irrational rotation
of some annulus onto itself.
1.7. Critical Points
To study the dynamics of a rational map R thoroughly, we must analyze the role of
critical points. A point z is a critical point of R if R′(z) = 0. If degR = d, then R has
at most 2d − 2 critical points in Ĉ: moreover, a quadratic map always has two distinct
critical points ([2], [13]). This puts a strong constraint on the dynamics of R because of
the following result.
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Theorem 1.14. ([2]) Let C+(R) be the set of the forward images of critical points of
R.
(i) Each immediate basin of a (super-)attracting or parabolic cycle of R contains a
critical point of R;
(ii) The union of the boundary of a cycle of Siegel disks or Herman rings is contained
in the closure of C+(R);
(iii) Each irrationally neutral cycle of R in J(R) lies in the derived set of C+(R).
1.8. Critical Points and Parameter Space
Generally speaking, the dynamics of a parameterized family of rational maps {Ra}a∈C,
such as the types of fixed or periodic points, change as the parameter value changes. In
turn the changes in the dynamics are often reflected on the behavior of the forward
iterates of the critical points. To investigate the behavior of the critical points of Ra
and hence the dynamics of Ra further, we define the parameter space as the a-plane, and
produce the parameter space picture of {Ra}. The algorithm basically tracks the forward
iterates of the critical points ci.
Computer Algorithm for Producing the Parameter Space of {Ra}.
(i) Each pixel represents a parameter value a corresponding to the map Ra. Assign
the default value 0 to each a.
(ii) For each a, we iterate the critical points N > 0 times to start. Let si = Ra
N(ci).
(iii) Choose  > 0 and set M ∈ N to be the maximal number of iterations. Apply
the following test for each ci: If the inequality |Ran(si)− si| <  is satisfied in
either the Euclidean or spherical metric for some n ∈ N, where 0 ≤ n ≤ M ,
then we assign the value 1 to a.
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(iv) Assign to each a the number of times the value 1 is assigned in (iii). Shade
the parameters a according to these numbers so that the parameters with the
biggest number are colored white, and the parameters with the smallest number
are colored black.
The algorithm is supported by the following reasons. Generally speaking, if an at-
tracting cycle has a small multiplier, then the iterates of the associated critical point(s)
in the attracting immediate basin approach the points in the cycle quite quickly. This
enables the inequality in (iii) to hold. Also, if a critical point is associated with a para-
bolic cycle, then although the attraction is very, very slow so we many have to take many
iterations (by letting N and n be large), the inequality in (iii) eventually holds. On the
other hand, if a critical point is associated with a cycle of Siegel disks or Herman rings,
then the image of the critical point after a finite number of iterations may not return
near the critical point itself. This results in the inequality in (iii) being false for most
 > 0 and most n.
For a fixed parameter a when we discuss and show the Julia and Fatou sets for Ra in
Ĉ, we refer to it as the dynamical plane for Ra in order to contrast it with the parameter
plane.
Example 1.15. The parameter space picture of {R(2,2),a}. The parameter space
picture of {R(2,2),a}, where R(2,2),a(z) = z2−zaz+1 , is given in Figure 1.6. The range is {−2, 2}×
{−6.5i, 6.5i}. Each R(2,2),a has two critical points c1 = −1+
√
1+a
a
and c2 =
−1−√1+a
a
. This
family is studied in Chapter 3.
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Figure 1.6. The parameter space of {R(2,2),a}.
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CHAPTER 2
Possible Combinations of Multiplicities
2.1. Baker’s Proposition
If d ≥ 1, a rational map R of degree d has d+1 fixed points in Ĉ counting multiplicity.
Every rational map R has infinitely many periodic points (Beardon [2]). However, as the
following example shows, there are rational maps without periodic points of a certain
period.
Example 2.1. R(2,2),0(z) = z
2−z. The three fixed points of R(2,2),0 in Ĉ are 0, 2, and
∞. The five fixed points of R(2,2),02 in Ĉ are 0, 0, 0, 2, and ∞. So R(2,2),0 does not have
period 2 points.
Question 2.2. ([1], [2]) To quote Beardon, “How often are periodic points absent?”
The following are due to Baker [1]:
Theorem 2.3. ([1]) If a polynomial P of degree at least 2 has no periodic points of
period n, then n = 2 and P is conjugate to z 7→ z2 − z.
Theorem 2.4. ([1]) Let R be a rational map of degree d, where d ≥ 2. If R has no
periodic points of period n, then the pair (d, n) is either (2, 2), (2, 3), (3, 2), or (4, 2).
Such R exists for each of these (d, n).
A rational map R on Ĉ is said to be exceptional if it lacks periodic points of a
certain period. Although Baker gives an example of a rational map to illustrate each
of the four exceptional cases, his example corresponding to the case (d, n) = (4, 2) is
incorrect (Kisaka [9]). Also, as Beardon points out, “[N]ot only is Theorem 2.4 weaker
than Theorem 2.3 in that several exceptional pairs (d, n) arise, but it is also weaker in
that an exceptional pair (d, n) does not necessarily determine a unique conjugacy class
of exceptional maps R.”
Question 2.5. Can rational maps be specified for each exceptional case up to con-
jugacy?
Kisaka [9] exhausted all possible forms of exceptional rational maps up to conjugacy.
It turns out that many of the exceptional rational maps contain parameters. In general,
dynamics occurring within a parameterized family of rational maps depend on the pa-
rameter values. However, Kisaka failed to mention this, nor did he develop the subject
beyond the three and a half pages listing the cases.
As mentioned in Milnor [13] (for (d, n) = (2, 2)) and [9] (for (d, n) = (2, 2) and
(2, 3)), if a degree d rational map R has no period n points and if the pair (d, n) is either
(2, 2), (2, 3), (3, 2) or (4, 2), then each period n cycle is supposed to degenerate to a fixed
point. Corollary 2.8 algebraically produces the list of the resulting multiplicities of the
fixed points of Rn. This enables us to state the procedure, applicable to all exceptional
cases, to classify exceptional rational maps.
A key step in answering Question 2.5 is Baker’s Proposition:
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Proposition 2.6. ([1]) If f and fn are analytic at α, n ∈ Z+ , and z = α is a
solution both of
f(z)− z = 0(1)
and fn(z)− z = 0,(2)
then
(i) α is a simple root of both equations unless (f ′(α))n = 1;
(ii) if f ′(α) = 1 then α has the same multiplicity (> 1) for both equations;
(iii) if α is a multiple root of (3) and f ′(α) is a primitive t-th root of unity with
t > 1, then the multiplicity of α in (2) is 1, while in (3) it is an integer of the
form tk + 1, where k is a positive integer. Moreover, t|n .
Proof. If we write the Taylor series of f at α as
f(z) = α + a(z − α) + · · · ,
then the Taylor series of fn at α is given by
fn(z) = α + an(z − α) + · · · .
With these, equations (2) and (3) can be written as
(z − α) · {(a− 1) + O(z − α)} = 0
and
(z − α) · {(an − 1) + O(z − α)} = 0,
respectively. If an = (f ′(α))n 6= 1, then a 6= 1, and we see that the multiplicity of α as a
solution of equation (2) as well as (3) is 1. This proves (i).
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For (ii), note that if
f(z) = α + (z − α) + b(z − α)r+1 + · · ·
where b is the first non-zero coefficient with r ≥ 1, then
fn(z) = α + (z − α) + nb(z − α)r+1 + · · · .
With these, equations (2) and (3) are written as
b(z − α)r+1{1 + O(z − α)} = 0
and
nb(z − α)r+1{1 + O(z − α)} = 0,
respectively. Hence both equations have r + 1 solutions at α counting multiplicity.
To prove (iii), first note that if α is a multiple root of (3), then an = (f ′(α))n = 1 by
(i), so that t|n. Furthermore, if
fn(z) = α + (z − α) + c(z − α)s+1 + · · ·
where c is the first non-zero coefficient with s ≥ 1, then by substituting the Taylor series
for f and fn into the identity f(fn(z)) = fn(f(z)) and identifying coefficients, we obtain
as = 1, so that t|s. Thus, the multiplicity s + 1 of α as a solution of (3) must be of the
form tk + 1 with k ≥ 1. 
From Proposition 2.6 we obtain the following Corollaries.
Corollary 2.7. ([2]) With the notation and statements from Proposition 2.6, the
multiplicity of α as a solution of equation (3) is equal to or higher than that of (2). If it
is higher, then (f ′(α))n = 1 but f ′(α) 6= 1.
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Corollary 2.8. Suppose that a rational map R has degree d with d ≥ 2, and
α0, α1, . . . , αd are d+ 1 (not necessarily distinct) solutions of
(3) R(z)− z = 0
in Ĉ. If n is prime, then the multiplicity of αi, i = 0, 1, . . . , d, in
(4) Rn(z)− z = 0
is an integer of the form nki + 1, where ki ∈ Z+. If αi = αj, then the multiplicity is
(nki + 1) + (nkj + 1) with ki = kj = 0.
Proof. Note that if n is prime, then t = n in Proposition 2.6. By conjugation, we may
assume that all fixed points of R are in C.
(i) If (R′(αi))n 6= 1, then αi is a simple root of both equations (so ki = 0) by
Proposition 2.6 (i).
(ii) If R′(αi) = 1, then αi coincides with other fixed point(s), and the fixed point
has multiplicity r ≥ 2. In other words, there is a set A ⊂ {0, 1, · · · , d}, where
i ∈ A and |A| = r, such that if j ∈ A, then αi = αj. Then the multiplicity
of this point in both equations (4) and (5) can be expressed as
∑
j∈A(nkj + 1)
with kj = 0 for all j ∈ A.
(iii) If R′(αi) is a primitive n-th root of unity, and moreover if αi is a simple root
of (4) and a multiple root of (5), then Proposition 2.6(iii) implies that the
multiplicity of αi as a solution of (5) is an integer of the form nki + 1, where
ki ≥ 1.

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From Corollaries 2.7 and 2.8 we obtain the following Corollary.
Corollary 2.9. If n is prime, then the following are equivalent.
(i) The multiplicity of α as a fixed point of Rn is strictly greater than that of R;
(ii) R′(α) is a primitive n-th root of unity;
(iii) If k corresponds to α in Corollary 2.8, then k 6= 0.
Proof. Corollary 2.7 implies (i)⇒(ii). The directions (ii)⇒(iii) and (iii)⇒(i) follow from
Corollary 2.8. 
Corollary 2.10. ([9]) If a rational map R fails to have any periodic points of period
n, then R cannot have one and only one fixed point.
Proof. Suppose that a rational function R of degree d has one and only one fixed point
α with multiplicity d+ 1. Then the equation R(z)− z = 0 is of the form
(z − α)d+1 · (non-zero coefficient) = 0.
So in the Taylor series of R(z)− z at α,
(R′(α)−1) · (z−α)+ R′′(α)
2
· (z − α)2 + · · ·+ R(d)(α)
d!
· (z − α)d + R(d+1)(α)
(d+1)!
· (z − α)d+1 + · · · ,
coefficients of the terms of degree less than d+ 1 must be 0; in particular, the coefficient
R′(α)− 1 of (z − α) is 0. By Proposition 2.6(ii) both R and Rn have α as a fixed point
with multiplicity d+ 1. However, Rn has dn + 1 fixed points in Ĉ counting multiplicity,
and if (d, n) is one of the pairs (2, 2), (2, 3), (3, 2), or (4, 2), then (dn + 1)− (d+ 1) > 0.
Also, note that for (d, n) = (2, 3), the map R3 does not fix periodic points of period 2.
Thus, there must another fixed point for Rn. 
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Corollary 2.10 implies that if a degree d rational map R fails to have period n points,
then R must have at least two distinct fixed points; without loss of generality choose 0
and ∞ as fixed points of R. Such a rational map can be written as
R(z) =
bdz
d + bd−1zd−1 + · · ·+ b1z
ad−1zd−1 + · · ·+ a1z + a0 ,
where bd 6= 0, a0 6= 0, and the numerator and the denominator have no common factors.
By conjugation it can be assumed that 0 and ∞ are the fixed points of Rn of the highest
and the second highest multiplicity, respectively. Dividing both numerator and denomi-
nator by a0 and conjugating R by an appropriate function of the form f(z) = λz so that
the coefficient of zd becomes 1, we can assume
R(z) =
zd + bd−1zd−1 + · · ·+ b1z
ad−1zd−1 + · · ·+ a1z + 1 .
Applying Corollary 2.8 and re-labeling fixed points if necessary, without loss of generality
the following must hold:
∑d
i=0
(nki + 1) = d
n + 1 ;(5)
0 ≤ kd ≤ kd−1 ≤ · · · ≤ k0.(6)
Since Rn has more fixed points counting multiplicity than R has, at least one of the fixed
points of R must have a higher multiplicity as a fixed point of Rn. Corollary 2.9 implies
that this happens when ki 6= 0. Then for the corresponding fixed point αi,
R′(αi) is a primitive n-th root of unity,(7)
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Now Baker’s Proposition 2.6 says that the multiplicity of αi as a fixed point of R
n is an
integer of the form nki + 1, and hence in the Taylor series of R
n at αi,
the coefficients of (z − αi)m for all m with 2 ≤ m ≤ nk must be 0.(8)
Note that if α =∞, we need to consider the Taylor series of 1/Rn(1/z) at 0.
We now turn to an explicit classification of the rational maps R of degree d with no
periodic points of period n. Our starting point is the list (d, n) of Theorem 2.4. With
(5) and (6) the multiplicity of each fixed point of Rn can be specified; then (7) and (8)
determine the coefficients of polynomials in the denominator and the numerator of R.
2.2. Case 1. (d, n) = (2, 2)
From (5) and (6) we obtain [3; 1; 1] as the only possible combination of multiplicities
of the fixed points (0; ∞; α) of R2. With R′(0) = b1 = −1, the rational function takes
the form
R(2,2),a(z) =
z2 − z
az + 1
.
Then ([2])
(i) R(2,2),a has fixed points 0, ∞, and α = 21−a ;
(ii) the five fixed points of R(2,2),a
2 are 0, 0, 0, ∞, and α;
(iii) R(2,2),a has no period 2 points.
Corollary 2.11. ([9], [13]) In order for a quadratic rational map to have no period
2 points, it is necessary and sufficient that one of its fixed points has multiplier −1.
Remarks 2.12. Note that when a = 0 we recover Baker’s polynomial in Theorem
2.3. Since the roles of ∞ and α can be switched by conjugation, representatives of the
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conjugacy classes of the form z
2−z
az+1
are not always unique. This family is studied in
Chapter 3.
2.3. Case 2. (d, n) = (2, 3)
From (5) and (6) we obtain [7; 1; 1] and [4; 4; 1] as the possible combinations of mul-
tiplicities of the fixed points (0; ∞; α) of R3. Since R′(0) = b1 must be a primitive cube
root of 1, the rational map has the form
R(z) =
z2 + ωz
a1z + 1
or R(z) =
z2 + ω2z
a1z + 1
where ω = e
2pii
3 .
(i) For [7; 1; 1] we obtain
R[7;1;1:ω](z) =
z2 + ωz
(−2−√3i)z + 1 and R[7;1;1:ω2](z) =
z2 + ω2z
(−2 +√3i)z + 1 .
(ii) For [4; 4; 1] we note that the multiplier of R at∞, limz→∞ 1/R′(1/z) = a1, must
be a primitive cube root of unity. Also, the determinant of the matrix
 1 ω
a1 1

for R(z) =
z2 + ωz
a1z + 1

 1 ω2
a1 1
 forR(z) = z2 + ω2za1z + 1 , respectively
 cannot be
1, for otherwise the numerator and the denominator of R are not coprime. With
these the rational function must be of the following:
R[4;4;1:ω](z) =
z2 + ωz
ωz + 1
and R[4;4;1:ω2](z) =
z2 + ω2z
ω2z + 1
.
These four examples exhaust the case (d, n) = (2, 3).
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2.4. Case 3. (d, n) = (3, 2)
From (5), (6), (7), and (8) we obtain the following as the possible combinations of
multiplicities of the fixed points (0; ∞; α1; α2) of R2 and the associated rational maps
R:
[7; 1; 1; 1] : R[7;1;1;1],a(z) =
z3 + az2 − z
(a2 − 1)z2 − 2az + 1 , a ∈ C \ {0};
[5; 3; 1; 1] : R[5;3;1;1],a(z) =
z3 − z
−z2 + az + 1 , a ∈ C \ {0};
[3; 3; 3; 1] : R[3;3;3;1],a(z) =
z3 − 2az2 − z
−z2 − 2
a
z + 1
, a ∈ C \ {0,±i}.
2.5. Case 4. (d, n) = (4, 2)
From (5) and (6) we obtain the following as the possible combinations of multiplicities
of the fixed points (0; ∞; α1; α2; α3) of R2:
(i) [13; 1; 1; 1; 1], (ii) [11; 3; 1; 1; 1], (iii) [9; 5; 1; 1; 1], (iv) [9; 3; 3; 1; 1],
(v) [7; 7; 1; 1; 1], (vi) [7; 5; 3; 1; 1], (vii) [7; 3; 3; 3; 1], (viii) [5; 5; 5; 1; 1],
(ix) [5; 5; 3; 3; 1], (x) [5; 3; 3; 3; 3].
To show that case (x) does not happen, we use the following Lemma:
Lemma 2.13. ([14]) If the multiplier λi of a fixed point αi of a rational map R is not
1 for all i, then ∑
i
1
1− λi = 1.
If case (x) were to happen, then all five fixed points of R must share the same multiplier
−1. However, Lemma 2.13 implies that this cannot happen. With statements (7) and
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(8) we see that cases (ii), (iv), (v), (vi), and (ix) cannot occur.
(i) R[13;1;1;1;1](z) =
z4 − z
−2z3 + 1;
(iii) R[9;5;1;1;1](z) =
z4 + z3 + z2 − z
−z3 + z2 − 3z + 1;
(vii) R[7;3;3;3;1](z) =
z4 − 3 13 z3 + 3 23 z2 − z
−z3 + 3 43 z2 − 5 · 3−13 z + 1;
(viii) R[5;5;5;1;1](z) =
z4 + −5+
√
5
2
z3 + 3−
√
5
2
z2 − z
−z3 + 3+
√
5
2
z2 + −5−
√
5
2
z + 1
.
2.6. Conclusion
There are 12 forms of exceptional rational maps corresponding to the list (d, n) of
Theorem 2.4, of which four are parameterized families consisting of many non-conjugate
maps. A parameterized family of rational maps gives rise to a parameter space.
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CHAPTER 3
Degree two rational maps with no period two orbits:
(d, n) = (2, 2)
3.1. A Parameter Space Study
To investigate all possible dynamics of quadratic rational maps with no period 2
cycles, we need only study the family of maps R(2,2),a(z) =
z2−z
az+1
, a ∈ C \ {−1}. This
section is organized as follows. We first obtain preliminary results on the fixed points of
R(2,2),a. This illustrates the dependence of the dynamics occurring within {R(2,2),a} on the
parameter values a. Second, we reduce the parameter space using conformal conjugacy
among {R(2,2),a}. For distinct parameter values a and a′, the maps R(2,2),a and R(2,2),a′ in
the same parameterized family may be conformally conjugate, so in the dynamical point
of view a and a′ play the same role in the parameter space. We define the equivalence
relation ∼ on the parameter space by a ∼ a′ if and only if the corresponding maps
R(2,2),a and R(2,2),a′ are conformally conjugate. Then we form a reduced region R(2,2),a of
{R(2,2),a} by taking a representative from each equivalence class. Technically speaking,
this reduces a study of the parameter space. Finally, we analyze the behavior of the
critical points of R(2,2),a for parameters in the reduced region. This tells us the interplay
between the dynamical planes of R(2,2),a and the reduced region R(2,2),a.
We already know that R(2,2),a(z) =
z2−z
az+1
has fixed points 0,∞, and 2
1−a .
Proposition 3.1. (i) m(R(2,2),a, 0) = (R(2,2),a)
′(0) = −1, so 0 is a parabolic
fixed point for all a ∈ C \ {−1};
(ii) limz→0(R(2,2),a)
′(1/z) = 1/a, and |m(R(2,2),a,∞)| = |a| < 1 if and only if ∞ is
an attracting fixed point;
(iii) (R(2,2),a)
′( 2
1−a) =
3−a
1+a
, and
|m(R(2,2),a, 21−a)| = |3−a1+a | < 1
⇔ 2
1−a is an attracting fixed point.
⇔ Re(a) > 1.
Proof. (i) and (ii) are trivial. As for (iii), writing a = x+ yi with x, y ∈ R we get
|3−a
1+a
| < 1⇔ |3− a| < |1 + a|
⇔ −
√
(1 + x)2 + y2 <
√
(3− x)2 + y2 <
√
(1 + x)2 + y2
⇔ (3− x)2 + y2 < (1 + x)2 + y2
⇔ x > 1.

R(2,2),a has two critical points and we mark them as c1 =
−1+√1+a
a
and c2 =
−1−√1+a
a
.
Since R(2,2),a always has a parabolic fixed point 0 with one immediate basin, one of the
critical points must be associated with it. Hence we obtain the following Corollary.
Corollary 3.2. (i) If |a| < 1, then ∞ is an attracting fixed point, and R(2,2),a
has no other non-repelling fixed or periodic points;
(ii) If Re(a) > 1, then 2
1−a is an attracting fixed point, and R(2,2),a has no other
non-repelling fixed or periodic points.
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To study the possible dynamics thoroughly, we sketch the parameter space picture of
{R(2,2),a} using the algorithm described earlier. The resulting parameter space picture for
{R(2,2),a} is given in Figure 1.6. The range is {−2, 2} × {−6.5i, 6.5i}. A homeomorphic
copy of Figure 1.6 appears in [13].
3.1.1. Conjugacy and Symmetry. It can be shown that R(2,2),a and R(2,2),a′ are con-
jugate to each other if and only if a′ = a or a′ = 3−a
1+a
([2]). This corresponds to Remarks
2.12 stating that the roles of fixed points ∞ and 2
1−a of R(2,2),a, whose multipliers are a
and 3−a
1+a
, respectively, can be switched. Set f(a) = 3−a
1+a
. The map f satisfies a ∼ f(a),
and the following hold:
Lemma 3.3. (i) The inverse map of f is itself.
(ii) The function f maps the circle C = {a ∈ C : |a+ 1| = 2} onto itself.
Proof. The first claim that f 2 = id follows from the definition of f . For (ii) an easy
calculation shows that f(−1 + 2eiθ) = −1 + 2e−iθ for θ ∈ R. 
The proof of the above Lemma shows that complex conjugates on C = {a ∈ C :
|a + 1| = 2} can be identified under ∼ : f(a) = a for a ∈ C. Moreover, since f is a
Mo¨bius map, f : {a ∈ C : |a + 1| < 2} → {a ∈ Ĉ : |a + 1| > 2} is a bijection. Hence we
can take the reduced region R(2,2),a of {R(2,2),a} as
R(2,2),a = {a : 0 < |a+ 1| < 2} ∪ {a : |a+ 1| = 2, 0 ≤ Arg (a+ 1) ≤ pi}.
In Figure 3.1 the circle C is superimposed on the parameter space of {R(2,2),a}. The
range of Figure 3.1 is {−4, 2} × {−3i, 3i}.
Furthermore, for all a ∈ R(2,2),a \C the dynamics of R(2,2),a and R(2,2),a¯ are symmetric
about the real line CR := {z : z ∈ R} ∪ {∞} in the following sense.
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Figure 3.1. R(2,2),a is the region inside the circle.
Lemma 3.4. For ϕ(z) = z, (ϕ ◦R(2,2),a¯ ◦ ϕ−1)(z) = R(2,2),a(z).
This implies that although R(2,2),a and R(2,2),a¯ are not holomorphically conjugate, their
dynamics are complex conjugate in the sense of Lemma 3.4, so their dynamical planes are
symmetric about the real line. Hence the reduced region R(2,2),a has symmetry about the
real line. Therefore, it suffices to deal with parameters a in {a : 0 < |a+1| ≤ 2, Im(a) ≥
0} to study how the dynamics of R(2,2),a depend on the parameter a.
Example 3.5. Conjugacy between J(R(2,2),a) and J(R(2,2),f(a)). The open unit disk
D is mapped by f(a) = 3−a
1+a
onto the right half-plane {a : Re(a) > 1}. For each a ∈ D,
the point ∞ is an attracting fixed point of R(2,2),a with multiplier m(R(2,2),a,∞) = a,
and 2
1−a is a repelling fixed point with m(R(2,2),a,
2
1−a) =
3−a
1+a
. For the same a the map
Rf(a) has an attracting fixed point
2
1−f(a) with m(R(2,2),f(a),
2
1−f(a) ) = a, and a repelling
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Figure 3.2. J(R(2,2),a) and J(g ◦R(2,2),f(a) ◦ g−1).
fixed point ∞ with m(R(2,2),f(a),∞) = 3−a1+a . Since ∞ is in the Julia set of R(2,2),f(a), the
Julia set is not bounded in C, and it is difficult to picture what is happening around ∞.
Instead, the Julia set of a conjugate map g ◦ R(2,2),f(a) ◦ g−1, where g is a Mo¨bius map
bringing ∞ to a finite point, can be considered. Figure 3.2 shows the filled-in Julia set
of R(2,2),a (left) and g ◦ R(2,2),f(a) ◦ g−1 (right), where a = 12e
pii
3 ∈ D and g is a Mo¨bius
map taking 0 7→ 0, 2
1−f(a) 7→ 21−f(a) , and ∞ 7→ 1.
Example 3.6. Symmetry between R(2,2),a and R(2,2),a¯. Take a = ω =
2pii
3
, for exam-
ple. Then R(2,2),ω has fixed points at 0,∞, and 21−ω ≈ 1 + 0.57735i. The critical points
of R(2,2),ω are c1 ≈ 0.5 − 0.133975i and c2 ≈ 0.5 + 1.86603i. The iterates of c1 and c2
approach 0 and∞, respectively. The fixed points and the critical points of R(2,2),ω¯ as well
as their iterates under R(2,2),ω¯ are complex conjugates of corresponding those of R(2,2),ω.
Figure 3.3 shows the Julia set of R(2,2),ω (left) and R(2,2),ω¯ (right).
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Figure 3.3. J(R(2,2),ω) and J(R(2,2),ω¯).
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Figure 3.4. A blow-up.
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Figure 3.5. c2 only.
3.1.2. The Roles of Critical Points. The parameter space of {R(2,2),a} in Figure 3.4 is
produced using both critical points c1 and c2. The range is {−1, 1}×{0, 2i}. If instead we
use only c2 and apply the algorithm described earlier, then the resulting picture (Figure
3.5) looks identical to Figure 3.4.
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Conjecture 3.7. The dynamics of R(2,2),a is determined by c2 =
−1−√1+a
a
, i.e., the
critical point c1 =
−1+√1+a
a
is always associated to the parabolic fixed point 0.
Equivalently,
Conjecture 3.8. For all a ∈ R(2,2),a,
lim
n→∞
(R(2,2),a)
n
(−1 +√1 + a
a
)
= 0.
If these conjectures hold, then we may expect that R(2,2),a would look similar to that
of the quadratic polynomial maps (Figure 3.8) since in both cases we need only track
the behavior of one critical point. On the other hand, the presence of the parabolic fixed
point 0 of R(2,2),a for each parameter a ∈ R(2,2),a might lead to dynamical or topological
properties of the Julia set J(R(2,2),a) that are quite different from those of quadratic
polynomials. Also,
Proposition 3.9. The family of maps {R(2,2),a} contains only one polynomial up to
conjugacy.
Proof. If a quadratic rational map with no period 2 points is conjugate to a polynomial,
then it must be conjugate to R(2,2),0(z) = z
2 − z by Theorem 2.3. 
Remarks 3.10. Note that R(2,2),0(z) = z
2 − z is conjugate to P− 3
4
(z) = z2 − 3
4
. In
the Mandelbrot set, − 3
4
is the tangency point of the main cardioid and an adjacent disk.
The reminder of this section is devoted to proving that Conjecture 3.7 holds for much
of R(2,2),a. Theorem 3.11 is the main result. The proof is split up into cases proved as
separate results.
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Figure 3.6. A1, A2, A3, and A4.
Theorem 3.11. The orbit of the critical point c1 =
−1+√1+a
a
of R(2,2),a converges to
the parabolic fixed point 0 for each parameter value a in the following sets.
A1 = {a ∈ R(2,2),a : |a| < 1};
A2 = {a ∈ R(2,2),a : −3 ≤ a < −1};
A3 = {a ∈ R(2,2),a : Re
(
a+
4
a + 1
)
< −3};
A4 = {a ∈ R(2,2),a : |a+ 1| = 2, pi
2
< Arg(a+ 1) < pi}.
For parameter values in A1, the orbit of the critical point c2 converges to the attracting
fixed point ∞. For parameter values in A2, A3, and A4, the iterates of both critical points
c1, c2 converge to 0. For parameter values in A4 the iterates of both critical points lie on
the circle with center 2
1−a (another fixed point of R(2,2),a) and radius
∣∣ 2
1−a
∣∣.
The parameter values for a with Im(a) ≥ 0 for which Theorem 3.11 holds are indicated
as black (A1, A2, A4) and gray (A3) in Figure 3.6.
Case 1. A1 = {a ∈ R(2,2),a : |a| < 1}. We use the following Theorem.
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Theorem 3.12. ([11]) Let fλ be a holomorphic family of rational maps parameterized
by Λ, and let x be a point in Λ. Suppose that ci : Λ → Ĉ are holomorphic maps
parameterizing the critical points of fλ. Then the following conditions are equivalent:
(i) The number of attracting cycles of fλ is locally constant at x;
(ii) For each i, the functions λ 7→ fλn(ci(λ)), n = 0, 1, 2, . . . form a normal family
at x.
Proof of Case 1 : For a parameter a in the unit disk D, R(2,2),a has an attracting fixed
point ∞ and a parabolic fixed point 0 with one immediate basin. Since R(2,2),a has
two critical points c1 and c2, Theorems 1.14 and 3.12 imply that for each i, the fam-
ily {(R(2,2),a)n(ci)}∞n=0 of analytic maps is normal on some neighborhood U of a, con-
verging pointwise to either 0 or ∞. Let R<ci> denote the pointwise limit function of
{(R(2,2),a)n(ci)}∞n=0 on U . Vitali’s Theorem (Theorem 1.1) implies that R<ci> extends
to a function (denoted again by R<ci>) which is analytic on D, so R<ci> is constant
(R<ci> ≡ 0 or ∞) on D. It can be shown that for a = 0, c2 itself is a super-attracting
fixed point ∞, so c1 must have infinitely many forward iterates converging to 0. Hence
for each a ∈ D the critical point c1 is associated to 0, and c2 to ∞.

Remarks 3.13. In the reduced region R(2,2),a many bulbs are attached to D with
tangency points of the form e2pii
p
q , where p and q are coprime positive integers but (p, q) 6=
(1, 2). Using complex bifurcation theory (see eg. [2], p.17) we can describe how the
dynamics should change as the parameter a moves from D through the value e2pii
p
q to
an adjacent bulb (p
q
-limb) as follows. When a ∈ D, the map R(2,2),a has an attracting
fixed point ∞ and a repelling cycle Cq of period q. As a→ e2pii
p
q , the points in the cycle
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Cq degenerate to the fixed point ∞ of multiplier e2pii
p
q . Once the parameter a passes
the point e2pii
p
q and moves into the p
q
-limb, the cycle Cq separates from the fixed point
∞, this time the attracting nature of the fixed point ∞ is passed down to the cycle
Cq and now ∞ is repelling and Cq attracting. This process is repeated each time the
parameter a moves from one bulb to an adjacent one at a rational angle. Hence we may
well expect to see small copies of p
′
q′
-limbs attached to p
q
-limbs. Since R(2,2),a does not
have an attracting period 2 cycle, the entire 1
2
-limb collapses to an empty dot at a = −1.
However, numerical experiments suggest that small copies of the 1
2
-limb appear in various
p
q
-limbs. This indicates that the 1
2
-limb is missing at just one level. Another numerical
experiments suggest that throughout bifurcation the critical point c2 is associated to
attracting cycles derived from bifurcation, so the other critical point c1 has infinitely
many forward iterates converging to the parabolic fixed point 0.
Case 2. A2 = {a ∈ R(2,2),a : a ∈ R,−3 ≤ a < −1}.
Proof of Case 2 : The critical points c1 and c2 of R(2,2),a are complex conjugates, and
so are their corresponding iterates: (R(2,2),a)
n(c2) = (R(2,2),a)
n(c1) = (R(2,2),a)
n(c1) for all
n ∈ N. Hence the iterates of both critical points converge to 0.

We have additional results in Case 2.
Lemma 3.14. The real axis in Ĉ, CR = {z : z ∈ R} ∪ {∞}, is completely invariant
under R(2,2),a for each a ∈ A2.
Proof. Since a is real, the inclusion R(2,2),a(CR) ⊂ CR is clear. To prove the opposite
inclusion, suppose that z
2−z
az+1
= b for an arbitrary b ∈ R. We want to show that all z’s
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satisfying this equation are real. We may assume that az + 1 6= 0 (otherwise b = ∞).
Then the equation becomes z2 − (1 + ab)z − b = 0. Its determinant is
D = (1 + ab)2 + 4b = a2
(
b + a+2
a
)2 − 4(a+1)
a2
> 0
for each a ∈ A2. 
Proposition 3.15. The Julia set J(R(2,2),a) is a Jordan curve for each a ∈ A2: in
particular, J(R(2,2),a) = CR = {z : z ∈ R} ∪ {∞}.
Proof. We apply Exercise 4.2.2 of [2] to the invariant circle CR in Lemma 3.14 and infer
that either J(R(2,2),a) = CR or J(R(2,2),a) is totally disconnected. In order to show that
J(R(2,2),a) = CR we suppose that on the contrary J(R(2,2),a) is totally disconnected. Then
the Fatou set F (R(2,2),a) = Ĉ \ J(R(2,2),a) is open and path-connected. Thus F (R(2,2),a)
is connected, and it consists of a single component. However, there must be two disjoint
components of F (R(2,2),a) at 0, forming the immediate basin of the parabolic fixed point
at 0, which is a contradiction. 
Case 3. A3 = {a ∈ R(2,2),a : Re
(
a+ 4
a+1
)
< −3}. We use results of Bergweiler
[3], Buff and Epstein [6] on the number of critical points in the immediate basins of a
parabolic fixed point.
Lemma 3.16. ([3], [6]) Let R : Ĉ→ Ĉ be a rational map having a fixed point α with
multiplier e2pii
p
q . Then there exist an integer k ≥ 1 called the parabolic multiplicity of
α, a complex number β called the formal invariant, and a local holomorphic coordinate ϕ
defined near α such that ϕ(α) = 0 and
(ϕ ◦R ◦ ϕ−1)(z) = e2pii pq z(1 + zqk + βz2qk) + O(|z|2qk+2).
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A holomorphic change of coordinates leaves β invariant.
Define the re´sidu iteratif of R at α by
re´sit(R, α) =
qk + 1
2
− β.
Theorem 3.17. ([3], [6]) Let R : Ĉ → Ĉ be a rational map having a fixed point α
with multiplier e2pii
p
q and parabolic multiplicity k. If the union of the immediate basins of
α contains exactly k simple critical points of R, then
Re(re´sit (Rq, α)) ≥ qk
4
.
In particular, when Re(re´sit (Rq, α)) < qk
4
, the union of the immediate basins of α con-
tains at least k + 1 critical points of R counted with multiplicity.
Proof of Case 3 : In the setting of R(2,2),a, we have α = 0, p = 1, q = 2, and k = 1. To
simplify the notation write a = λeiθ − 1 where 0 < λ ≤ 2 and pi
2
< θ ≤ pi. Conjugate the
iterate (R(2,2),a)
2 first by ϕ1(z) = i
√
2λei
θ
2 z and then by ϕ2(z) = z
(
1 + i
√
λei
θ
2
2
√
2
z
)
so that
(
(ϕ2 ◦ ϕ1) ◦ (R(2,2),a2) ◦ (ϕ2 ◦ ϕ1)−1
)
(z) = z + z3 +
1
8
(
5− a− 4
a + 1
)
z5 + O(z6).
Hence β = 1
8
(
5− a− 4
a+1
)
and
re´sit ((R(2,2),a)
2, 0) =
1 · 2 + 1
2
− 1
8
(
5− a− 4
a + 1
)
=
1
8
(
7 + a +
4
a+ 1
)
.
The second part of Theorem 3.17 implies that when Re(re´sit((R(2,2),a)
2, 0)) < (2 · 1)/4 =
1/2, the immediate basin of the parabolic point 0 contains both critical points c1, c2.
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This happens when
Re(re´sit(R(2,2),a
2, 0)) <
1
2
⇔Re
(
1
8
(
7 + a +
4
a+ 1
))
<
1
2
⇔Re
(
a+
4
a + 1
)
< −3.

Case 4. A4 = {a ∈ R(2,2),a : |a + 1| = 2, pi2 < Arg (a + 1) < pi}. The main steps of
the proof are as follows. We first show that both critical points c1 and c2 as well as the
fixed point 0 of R(2,2),a lie on the circle Cθ with center
2
1−a (another fixed point of R(2,2),a)
in C. This circle Cθ is shown to be forward invariant under R(2,2),a. Next, we consider
the relative locations of the critical points and some of their iterates. We then form on
Cθ simple paths from each critical point to 0. With the information on the locations of
critical orbits, we proceed to show that the successive images of the paths under R(2,2),a
shrink to 0. We now provide the details of the proof.
If the parameter a is in the set {a ∈ C : 0 < |a + 1| ≤ 2, Im(a) ≥ 0}, then a can be
written as a = λeiθ − 1, where 0 < λ ≤ 2 and 0 ≤ θ ≤ pi. With this notation R(2,2),a has
critical points c1 =
1
1+
√
λei
θ
2
and c2 =
1
1−√λei θ2
.
Proposition 3.18. For every a = λeiθ−1 with θ ∈ (0, pi] and λ ∈ (0, 2], both critical
points c1 and c2 of R(2,2),a lie on the circle Cθ in C with center c =
1
1−eiθ and radius
|c| = 1
2 sin θ
2
.
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Proof. The center c of the circle Cθ can be written as
1
1− eiθ =
1
(1− cos θ)− i sin θ =
(1− cos θ) + i sin θ
(1− cos θ)2 + sin2θ =
(1− cos θ) + i sin θ
2− 2 cos θ
=
1
2
+
i
2
· sin θ
1− cos θ =
1
2
+
i
2
· 2 sin
θ
2
cos θ
2
2 sin2 θ
2
=
1
2
+
i
2
· cos
θ
2
sin θ
2
.
Then ∣∣∣∣ 11− eiθ
∣∣∣∣ = 12
∣∣∣∣∣1− icos θ2sin θ
2
∣∣∣∣∣ = 12
√
1 +
cos2 θ
2
sin2 θ
2
=
1
2 sin θ
2
.
Rewriting the critical point c1 using trigonometric functions, we have:
c1 =
1
1 +
√
λei
θ
2
=
1√
λ
· 1
1√
λ
+ ei
θ
2
=
1√
λ
· 1(
cos θ
2
+ 1√
λ
)
+ i sin θ
2
=
1√
λ
·
(
cos θ
2
+ 1√
λ
)
− i sin θ
2(
cos θ
2
+ 1√
λ
)2
+ sin2 θ
2
=
1√
λ
·
(
cos θ
2
+ 1√
λ
)
− i sin θ
2
1 + 1
λ
+ 2√
λ
cos θ
2
=
(
cos θ
2
+ 1√
λ
)
− i sin θ
2
λ+1√
λ
+ 2 cos θ
2
.
Using the trigonometric expressions for the center c and the critical point c1, we
calculate |c1 − c|2:
|c1 − c|2 =
(
cos θ
2
+ 1√
λ
λ+1√
λ
+ 2 cos θ
2
− 1
2
)2
+
(
− sin θ
2
λ+1√
λ
+ 2 cos θ
2
− 1
2
· cos
θ
2
sin θ
2
)2
=
1
22
(
cos θ
2
+ 1√
λ
λ+1
2
√
λ
+ cos θ
2
− 1
)2
+
1
22
(
sin θ
2
λ+1
2
√
λ
+ cos θ
2
+
cos θ
2
sin θ
2
)2
=
1
4
(
cos θ
2
+ 1√
λ
)2
(
λ+1
2
√
λ
+ cos θ
2
)2 − 2
(
cos θ
2
+ 1√
λ
)
λ+1
2
√
λ
+ cos θ
2
+ 1 +
sin2 θ
2(
λ+1
2
√
λ
+ cos θ
2
)2 + 2 cos θ2λ+1
2
√
λ
+ cos θ
2
+
cos2 θ
2
sin2 θ
2
=
1
4

(
cos θ
2
+ 1√
λ
)2
+ sin2 θ
2(
λ+1
2
√
λ
+ cos θ
2
)2 − 2√λλ+1
2
√
λ
+ cos θ
2
+
sin2 θ
2
+ cos2 θ
2
sin2 θ
2

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=
1
4
1 + 1λ + 2√λ cos θ2(
λ+1
2
√
λ
+ cos θ
2
)2 − 2√λλ+1
2
√
λ
+ cos θ
2
+
1
sin2 θ
2

=
1
4
 2√λ
(
λ+1
2
√
λ
+ cos θ
2
)
(
λ+1
2
√
λ
+ cos θ
2
)2 − 2√λλ+1
2
√
λ
+ cos θ
2
+
1
sin2 θ
2
 = 1
4 sin2 θ
2
.
Thus |c1 − c| = 12 sin θ
2
. A similar calculation shows that |c2 − c| = 12 sin θ
2
. 
Corollary 3.19. Under the hypothesis of Proposition 3.18, we have the following:
(i) Cθ ∩ R = {0, 1};
(ii) Re(c) =
1
2
;
(iii) If λ = 2, then R(c) = c =
2
1− a .
Proof. The fixed point 0 of R(2,2),a lies on the same circle Cθ. Since the center c of the
circle Cθ has real coordinate
1
2
, the circle Cθ intersects with the real axis at 1. Indeed,
the point 1 is a pre-image of 0. When |a + 1| = 2 (so λ = 2), the fixed point 2
1−a of
R(2,2),a is the center
1
1−eiθ of the circle Cθ. 
Remarks 3.20. When θ = 0, the point c = 1
1−eiθ is ∞, and the two critical points c1
and c2 have real values. Hence c, c1, and c2 can be viewed as lying on the “extended”
circle C0 = CR = {a : a ∈ R} ∪ {∞} in Ĉ.
Lemma 3.21. When the parameter a satisfies |a + 1| = 2, the circle Cθ is forward
invariant under R(2,2),a.
Proof. The circle Cθ has its center c =
1
1−eiθ and radius
1
2 sin θ
2
= −ie
iθ
2
1−eiθ . Write an arbitrary
point p on the circle Cθ as
p =
1
1− eiθ +
−ie iθ2
1− eiθ · e
iα,
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where α ∈ R. Then
R(2,2),a(p) = −
(
i + e
i
2
(2α+θ)
)(
e
iθ
2 − ieiα
)
(−1 + eiθ)
(
−eiα + ie iθ2 + 2ei(α+θ)
) .
We need to check the distance between R(2,2),a(p) and the center c:
R(2,2),a(p)− c =
eiα
(
eiθ + ie
i
2
(2α+θ) − 2
)
(−1 + eiθ)
(
−eiα + ie iθ2 + 2ei(α+θ)
) .
In order to see that R(2,2),a(p) − c has modulus 12 sin θ
2
, we multiply R(2,2),a(p) − c by a
number with the unit modulus. Multiply R(2,2),a(p)− c by −e−i(α+θ) and obtain
eiα
(
−e−iα − ie− iθ2 + 2e−i(α+θ)
)
(−1 + eiθ)
(
−eiα + ie iθ2 + 2ei(α+θ)
)
Now compare the trigonometric expression of a factor −e−iα − ie− iθ2 + 2e−i(α+θ) in the
numerator and a factor −eiα + ie iθ2 +2ei(α+θ) in the denominator of the above expression,
− e−iα − ie− iθ2 + 2e−i(α+θ)
= − cosα + i sinα− i cos θ
2
− sin θ
2
+ 2 cos(α + θ)− 2i sin(α + θ)
= − cosα− sin θ
2
+ 2 cos(α + θ) + i
(
sinα− cos θ
2
− 2 sin(α+ θ)) ,
and
− eiα + ie iθ2 + 2ei(α+θ)
= − cosα− i sinα+ i cos θ
2
− sin θ
2
+ 2 cos(α + θ) + 2i sin(α+ θ)
= − cosα− sin θ
2
+ 2 cos(α + θ)− i (sinα− cos θ
2
− 2 sin(α + θ)) .
Note that they are complex conjugates. Hence,
eiθ + ie
i
2
(2α+θ) − 2
−eiα + ie iθ2 + 2ei(α+θ)
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has modulus 1. Since α ∈ R, the difference R(2,2),a(p) − c has modulus | eiα−1+eiθ | = 12 sin θ
2
.
Therefore, a point on the circle Cθ is mapped to a point on the same circle. 
In the following assume that a = 2eiθ − 1 where θ ∈ (pi
2
, pi
]
. Let ` denote the tangent
line to Cθ at 0. Then the line `
′ perpendicular to ` at 0 passes through the center c of
the circle Cθ, and splits Cθ into two halves.
When θ = pi, the circle Cθ has center
1
2
and radius 1
2
. So the line ` is the imaginary
axis and `′ is the real axis in the Riemann sphere Ĉ. In fact, ` is the axis of the petals at
0, and `′ = J(R(2,2),a). The critical point c1 and the image R(2,2),a(c2) of the other critical
point c2 are on the same side along `
′, while c2 and R(2,2),a(c1) are on the other side.
Note that c, c1, c2, R(2,2),a(c1), and R(2,2),a(c2) move continuously with respect to
θ. We use the notation c1(θ) to emphasize that c1 is a continuous function of θ. The
following two Lemmas show that for θ ∈ (pi
2
, pi
)
, c1 and R(2,2),a(c2) stay on one side along
`′, while c2 and R(2,2),a(c1) remain on the other side.
Lemma 3.22. For θ ∈ (pi
2
, pi
)
, both |c1| and |c2| are neither the diameter 1sin θ
2
of the
circle Cθ nor 0.
Proof. We know that c1 =
1
1+
√
2ei
θ
2
. Then |c1|2 = |c1|2(θ) = 13+2√2 cos θ
2
, so |c1|2(θ) and
thus |c1|(θ) are monotone increasing on
(
pi
2
, pi
)
. As for the diameter of Cθ, f(θ) =
1
sin θ
2
,
it is monotone decreasing on
(
pi
2
, pi
)
. Moreover,
0 < 1√
5
= |c1|
(
pi
2
)
< |c1|(pi) = 1√3 < 1 = f(pi).
Therefore, |c1|(θ) is neither 1sin θ
2
nor 0 for θ ∈ (pi
2
, pi
)
.
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Similarly for c2 =
1
1−√2ei θ2
, it can be shown that |c2|2 = |c2|2(θ) = 13−2√2 cos θ
2
. Hence
|c2|2(θ) and so |c2|(θ) are monotone decreasing on
(
pi
2
, pi
)
. Since
0 < 1√
3
= |c2| (pi) < |c2|
(
pi
2
)
= 1 = f (pi) ,
we see that |c2|(θ) is neither 0 nor 1sin θ
2
for θ ∈ (pi
2
, pi
)
. 
Lemma 3.23. Both |R(2,2),a(c1)| and |R(2,2),a(c2)| are neither the diameter 1sin θ
2
of the
circle Cθ nor 0 for θ ∈
(
pi
2
, pi
)
.
Proof. Since R(2,2),a(c1) =
−1„
1+
√
2ei
θ
2
«2 , the proof of the previous Lemma implies that
|R(2,2),a(c1)|(θ) is monotone increasing on
(
pi
2
, pi
)
. We already know that the diameter of
the circle Cθ, f(θ) =
1
sin θ
2
, is monotone decreasing on
(
pi
2
, pi
)
. Moreover,
0 < 1
5
= |R(2,2),a(c1)|
(
pi
2
)
< |R(2,2),a(c1)|(pi) = 13 < 1 = f(pi).
Similarly, for R(2,2),a(c2) =
−1„
1−√2ei θ2
«2 , the proof of the previous Lemma shows that
|R(2,2),a(c2)|(θ) is monotone decreasing on
(
pi
2
, pi
)
. Since
0 < 1
3
= |R(2,2),a(c2)|(pi) < |R(2,2),a(c2)|
(
pi
2
)
= 1 = f(pi),
both |R(2,2),a(c1)| and |R(2,2),a(c2)| are neither 0 nor 1sin θ
2
for θ ∈ (pi
2
, pi
)
. 
Remarks 3.24. From the proof of Lemma 3.22 we see that the inequalities 0 <
|c1|(θ) < 1 < 1sin θ
2
and 0 < |c2|(θ) < 1 hold for θ ∈
(
pi
2
, pi
)
. Similarly, from the proof of
Lemma 3.23 we know that the inequality 0 < |R(2,2),a(c2)|(θ) < 1 holds for θ ∈
(
pi
2
, pi
)
.
The following two Lemmas compare the modulus of the critical points and some of
their images.
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Lemma 3.25. The inequality |R(2,2),a(c1)|(θ) < |c2|(θ) holds for θ ∈
(
pi
2
, pi
)
.
Proof. We know that |R(2,2),a(c1)|(θ) = 13+2√2 cos θ
2
and |c2|2(θ) = 13−2√2 cos θ
2
. Hence for
θ ∈ (pi
2
, pi
)
, the inequality 0 < |R(2,2),a(c1)|(θ) < |c2|2(θ) < 1 holds. Since 0 < |c2|2(θ) < 1
by Remarks 3.24, it must be that 0 < |c2|2(θ) < |c2|(θ). Thus, 0 < |R(2,2),a(c1)|(θ) <
|c2|(θ) for θ ∈
(
pi
2
, pi
)
. 
Lemma 3.26. The inequality |R(2,2),a2(c1)|(θ) < |c1|(θ) holds for θ ∈
(
pi
2
, pi
)
.
Proof. It can be checked that R(2,2),a
2(c1) =
1+
√
2ei
θ
2 +eiθ„
1+
√
2ei
θ
2
«3 . Then
|c1|(θ)− |R(2,2),a2(c1)|(θ) = |1 +
√
2ei
θ
2 |2 − |1 +√2ei θ2 + eiθ|
|1 +√2ei θ2 |3
=
2|eiθ +√2ei θ2 + 1
2
| − |1 +√2ei θ2 + eiθ|
|1 +√2ei θ2 |3
.
Set F (θ) = 2
∣∣∣eiθ +√2ei θ2 + 12 ∣∣∣− ∣∣∣1 +√2ei θ2 + eiθ∣∣∣. Then
F (θ) = 2
∣∣∣eiθ +√2ei θ2 + 1− 12 ∣∣∣− ∣∣∣eiθ +√2ei θ2 + 1∣∣∣
≥ 2
(
|eiθ +
√
2ei
θ
2 + 1| − 1
2
)
− |eiθ +
√
2ei
θ
2 + 1|
= |eiθ +
√
2ei
θ
2 + 1| − 1 =
∣∣∣∣(ei θ2 + √22 )2 + 12 ∣∣∣∣− 1
≥
∣∣∣ei θ2 + √22 ∣∣∣2 − 12 − 1 = ∣∣∣ei θ2 + √22 ∣∣∣2 − 32 .
Note that ∣∣∣ei θ2 + √22 ∣∣∣2 = (cos θ2 + √22 )2 + sin2 θ2 = 32 +√2 cos θ2 > 32
for θ ∈ (pi
2
, pi
)
. Hence F (θ) > 0 and thus |c1|(θ)− |R(2,2),a2(c1)|(θ) > 0 for θ ∈
(
pi
2
, pi
)
. 
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Cut the circle Cθ into two halves by the line `
′ that passes through 0 and the center
c of the circle Cθ. Let C
1
θ (C
2
θ , respectively) denote one of the halves that contains the
critical point c1 and R(2,2),a(c2) (c2 and R(2,2),a(c1), respectively).
Take an arbitrary point A on the circle Cθ. By cutting Cθ at A and 0, we can form two
arcs whose endpoints are A and 0. Denote A0 the shorter of the two. Let fA : [0, 1]→ C
denote any simple path where fA(0) corresponds to A, fA(1) = 0, and the image of fA is
A0. When A = c1, the image of fc1 , c10, lies on C
1
θ .
Lemma 3.27. The path R(2,2),a ◦ fc1 : [0, 1] → C is a simple path from R(2,2),a(c1) to
0, and its image is R(2,2),a(c1)0.
Proof. Clearly, R(2,2),a ◦ fc1 is a path from [0, 1] into Cθ with the initial point (R(2,2),a ◦
fc1)(0) = R(2,2),a(c1) and the final point (R(2,2),a ◦fc1)(1) = R(2,2),a(0) = 0. Note that part
of the image of fc1, {fc1(x) : 1−  < x < 1} for small enough  > 0, must be contained
in a petal at 0. This portion must be mapped by R(2,2),a to a Fatou component at 0
that contains the other petal at 0, so the image of this portion lies on C2θ . To deduce a
contradiction, suppose that the path R(2,2),a ◦ fc1 is not simple. Then there exist α1, α2,
with 0 ≤ α1 < α2 ≤ 1 and (R(2,2),a ◦ fc1)(α1) = (R(2,2),a ◦ fc1)(α2). Since R(2,2),a ◦ fc1 is
a continuous path with its image on Cθ, at least one of the following three cases must
occur.
Case 4.1. There exist β1, β2, β3 satisfying either 0 ≤ β1 < α1 < β2 < β3 < α2 ≤ 1
or 0 ≤ α1 < β1 < β2 < α2 < β3 ≤ 1, and (R(2,2),a ◦ fc1)(β1) = (R(2,2),a ◦ fc1)(β2) =
(R(2,2),a ◦ fc1)(β3). This is a contradiction since R(2,2),a is of degree 2 and the pre-images
of any point under R(2,2),a must consist of two points counting multiplicity. (Here, we
also use the fact that the path fc1 is simple.)
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Case 4.2. There exist β1 and β2 satisfying 0 = β1 < β2 < 1 and (R(2,2),a ◦ fc1)(β1) =
(R(2,2),a ◦ fc1)(β2) = R(2,2),a(c1). Since c1 is a critical point of R(2,2),a, the pre-images of
R(2,2),a(c1) consist of c1 and c1 counting multiplicity. However, the above equation shows
that R(2,2),a(c1) has three pre-images c1, c1, and fc1(β2) 6= c1 counting multiplicity.
Case 4.3. There exist β1 and β2 satisfying 0 < β1 < β2 = 1 and (R(2,2),a ◦ fc1)(β1) =
(R(2,2),a ◦ fc1)(β2) = 0. This is a contradiction since if so, then the pre-images of 0 under
R(2,2),a are 0, 1, and fc1(β1), the last of which is neither 0 or 1 by Remarks 3.24.
Thus, R(2,2),a ◦ fc1 is a simple path. Since the image of the tail portion {fc1(x) :
1 −  < x < 1} under R(2,2),a must lie on C2θ , the image of the path R(2,2),a ◦ fc1 must
coincide with arc R(2,2),a(c1)0. 
In the same way, when fc2 : [0, 1] → C is a simple path with the initial point c2,
the final point 0, and the image c20, the composite R(2,2),a ◦ fc2 is a simple path from
R(2,2),a(c2) to 0 with image R(2,2),a(c2)0.
Similarly, by cutting the circle Cθ at 1 and an arbitrary point A on Cθ, we can form
two arcs whose end points are A and 1. Denote A1 the arc which does not intersect with
arc A0 except at A. Let gA : [0, 1]→ C denote an arbitrary simple path with gA(0) = A,
gA(1) = 1, and image A1.
Lemma 3.28. For i = 1, 2, the path R(2,2),a ◦ gci : [0, 1] → Cθ is a simple path from
R(2,2),a(ci) to 0, and its image is R(2,2),a(ci)0.
Proof. Clearly, the composite R(2,2),a ◦ gc1 is a continuous path with the initial point
(R(2,2),a ◦ gc1)(0) = R(2,2),a(c1) and the final point (R(2,2),a ◦ gc1)(1) = R(2,2),a(1) = 0. By
the same reasons given in Lemma 3.27, the path R(2,2),a ◦ gc1 must be simple and have
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image R(2,2),a(c1)0. Similarly, R(2,2),a ◦ gc2 : [0, 1]→ Cθ is a simple path from R(2,2),a(c2)
to 0, and its image is R(2,2),a(c2)0. 
Proposition 3.29. The orbit of c1 is attracted to 0 for θ ∈
(
pi
2
, pi
)
.
Proof. The simple path fc1 has image arc c10. Lemma 3.27 states that the composite
R(2,2),a ◦ fc1 is a simple path with image R(2,2),a(c1)0. Lemma 3.25 implies that arc
R(2,2),a(c1)0 is contained in arc c20. In turn, the simple path fc2 has image c20, and the
composite R(2,2),a ◦ fc2 is a simple path with image arc R(2,2),a(c2)0, which lies on C1θ .
Hence arc R(2,2),a(c1)0 must be mapped to R(2,2),a
2(c1)0. Since |c1| > |R(2,2),a2(c1)| by
Lemma 3.26, arc c10 includes R(2,2),a
2(c1)0. Inductively, we can show that R(2,2),a
3(c1)0 is
contained in R(2,2),a(c1)0, arc R(2,2),a
4(c1)0 is contained in R(2,2),a
2(c1)0, and so on, thus
obtaining the following sequences:
· · · ⊂ R(2,2),a2(n+1)(c1)0 ⊂ R(2,2),a2n(c1)0 ⊂ R(2,2),a2(n−1)(c1)0 ⊂ · · · ⊂ R(2,2),a2(c1)0 ⊂ c10,
and
· · · ⊂ R(2,2),a2n+1(c1)0 ⊂ R(2,2),a2n−1(c1)0 ⊂ R(2,2),a2n−3(c1)0 ⊂ · · · ⊂ R(2,2),a(c1)0 ⊂ c20.
Hence we obtain two monotone decreasing sequences
{|R(2,2),a2n(c1)|} and {|R(2,2),a2n−1(c1)|}.
Clearly, both sequences have only positive terms. By the Monotone Sequence Theorem
both sequences converge. Suppose that
lim
n→∞
|R(2,2),a2n(c1)| = α ≥ 0.
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Since points R(2,2),a
2n(c1), n ∈ N, lie on arc c10, and arc c10 is contained in half of the
circle C1θ with 0 as one of its end points, arc c10 and the circle with center 0 and radius
α have only one intersection A. Then it must be limn→∞R(2,2),a
2n(c1) = A.
Claim. limn→∞R(2,2),a
2n(c1) = 0.
From limn→∞R(2,2),a
2n(c1) = A, we have
lim
n→∞
R(2,2),a
2(n+1)(c1) = A = R(2,2),a
2
(
lim
n→∞
R(2,2),a
2n(c1)
)
= R(2,2),a
2(A).
So R(2,2),a
2(A) = A. The iterate R(2,2),a
2 fixes 0, ∞, and 2
1−a , hence A must be one of
these. Here, ∞ is inappropriate since A lies on the circle Cθ that is bounded. Also, 21−a
is inappropriate since it is the center of Cθ. Thus, A must be 0:
lim
n→∞
R(2,2),a
2n(c1) = 0.
Similarly, it can be shown that limn→∞R(2,2),a
2n−1(c1) = 0. This completes the roof of
Proposition 3.29. 
Proposition 3.30. The orbit of c2 is attracted to 0 for θ ∈
(
pi
2
, pi
)
.
Proof. As for c2, an inequality similar to the one given in Lemma 3.25 for c1 does not
hold for all θ ∈ (pi
2
, pi
)
. Instead, it can be shown that c1 and R(2,2),a(c2) coincide when
θ = arccos(− 3
4
), and depending on the value of θ we have either
(i) |R(2,2),a(c2)| < |c1| for θ ∈
(
arccos(− 3
4
), pi
)
or
(ii) |R(2,2),a(c2)| > |c1| for θ ∈
(
pi
2
, arccos(− 3
4
)
)
.
For (i) an argument similar to the one given in Proposition 3.29 shows that the orbit of
c2 converges to 0. For (ii) we observe the following. For a simple path fc2 from c2 to 0
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with image arc c20, the composite R(2,2),a ◦ fc2 is a simple path with image R(2,2),a(c2)0
that contains c1. Now Lemmas 3.27 and 3.28 imply that R(2,2),a
2 ◦ fc2 is a concatenation
of two simple paths, one from R(2,2),a
2(c2) to R(2,2),a(c1), the other from R(2,2),a(c1) to 0.
With Lemma 3.25 we have
R(2,2),a
2(c2)0 ⊂ R(2,2),a(c1)0 ⊂ c20.
For a simple path fc2 the composite R(2,2),a ◦ fc2 is a simple path. This, combined
with Lemma 3.26 stating that |R(2,2),a2(c1)| < |c1| and with Proposition 3.29 showing
that R(2,2),a
2(c1)0 ⊂ c10, implies that
R(2,2),a
3(c2)0 ⊂ R(2,2),a2(c1)0 ⊂ c10.
Similarly,
R(2,2),a
4(c2)0 ⊂ R(2,2),a3(c1)0 ⊂ R(2,2),a(c1)0 ⊂ c20.
By induction we obtain
R(2,2),a
n+1(c2)0 ⊂ R(2,2),an(c1)0.
Since limn→∞R(2,2),a
n(c1) = 0, we have limn→∞R(2,2),a
n(c2) = 0, too. Lastly, for θ =
arccos(− 3
4
) both critical points have the same forward orbit, and thus it must converge
to the parabolic fixed point 0. 
This completes the proof of Theorem 3.11. As a by-product we obtain the following.
Corollary 3.31. For θ ∈ (pi
2
, pi
)
, points on Cθ\{0, 1} are in the Fatou set of R(2,2),a.
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3.2. Misiurewicz Points
3.2.1. Definition of Misiurewicz Points. A parameter a is called Misiurewicz point if
the iterates under R(2,2),a of a critical point in J(R(2,2),a) eventually land on a periodic
cycle but the critical point itself is not a periodic point.
For the parameter value a = −1 + 2i, the critical point c2 = i has finite forward
iterates: c2 = i 7→ 1 7→ 0 ←↩. Since 0 ∈ J(R(2,2),a) with m(R(2,2),a, 0) = −1, the other
critical point c1 must have infinite forward iterates converging to 0. This parameter value
a = −1 + 2i can be viewed as a solution of R(2,2),a2(c2) = 0.
3.2.2. Numerical Experiments and Observation. The following is an observation
obtained by experiment. Lying on the upper half of the circle C = {a : |a+ 1| = 2} is a
tentacle made up of a sequence of components. Call such a component, from left to right,
starting with the one opening to the left, as the 1st region, 2nd region, and so on. Then it
seems that one of the solutions of R(2,2),a
n(c2) = 0, hence a Misiurewicz point, lies on the
circle C and is the tangency point of the (n− 1)st and nth regions. In addition, one of the
solutions of R(2,2),a
n(c2) = c1 seems to lie on the circle C, and this value might be at the
center of the nth region. In the latter case the iterates of c1 as well as that of c2 converge to
0. Figure 3.7 (top left) shows the parameter space with some Misiurewicz () and center
(N) points. The Julia set and the iterates of both critical points of R(2,2),a are shown for
parameter values (clockwise from top right) a = −1 + 2i (), a ≈ −0.277 + 1.865i (N),
and a = 1+5
√
7i
8
().
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Figure 3.7. Misiurewicz and center points.
3.3. Comparison with the Mandelbrot Set
Let Pc(z) = z
2 + c. For all c ∈ C, the quadratic polynomial Pc has a super-attracting
fixed (hence critical) point ∞ and one critical point 0 in C. In the dynamical plane for
Pc, the immediate basin A∞ of ∞ is both forward and backward invariant under Pc: in
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particular, A∞ = {z ∈ Ĉ : Pcn(z)→∞}. The complement Ĉ \ A∞ = {z ∈ C : Pcn(z) 9
∞} is bounded and hence compact. The boundary of A∞ is the Julia set of Pc.
The parameter space of {Pc} depicts the Mandelbrot set M . The Mandelbrot set has
two equivalent and one possibly equivalent characterizations:
Definition A. The Mandelbrot set M is defined by M = {c ∈ C : Pcn(0) 9∞}.
Proposition B. The Mandelbrot set M is the connectivity locus of J(Pc).
Conjecture C. The Mandelbrot set M is the closure of the hyperbolicity locus of
Pc.
Proposition D. The Mandelbrot set M is the “filled” bifurcation locus of {Pc}.
Definition A means that the Mandelbrot set M is the set of parameters c for which
the critical point 0 of Pc is not in A∞: equivalently, the Mandelbrot set is the set of c-
values for which the orbit of 0 under Pc is bounded. This property is used to produce the
parameter space picture for {Pc} shown in Figure 3.8. The range is {−2, 0.5} × {−i, i}.
Proposition B means that the Mandelbrot set M is equivalent to the set of c-values
for which the Julia set of Pc = z
2 + c is connected. This equivalence goes back to Fatou
and Julia (see Branner [4]). Fatou and Julia proved that J(Pc) is connected if and only
if the critical point 0 of Pc has bounded orbit. Moreover, they showed that there is a
complete dichotomy of the parameter space of {Pc}: either J(Pc) is connected (when
c ∈M) or totally disconnected (when c ∈M c).
With Definition A, any c for which Pc has an attracting cycle other than ∞ lies
in M . A rational map is hyperbolic if every critical point of it is associated with an
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Figure 3.8. The parameter space of {Pc}.
attracting cycle. It is conjectured thatM is the topological closure of the set of hyperbolic
parameters for Pc, which leads to Conjecture C.
To explain Proposition D we need the notion of quasiconformal maps. The following
summarizes results in Keen [8]. Let φ : Ĉ → Ĉ be an almost everywhere differentiable
homeomorphism. If the measurable function
µφ(z) =
φz¯
φz
satisfies |µφ(z)| ≤ K−1K+1 < 1 almost everywhere, then φ is called K-quasiconformal. The
Measurable Mapping Theorem says that the converse is also true.
Theorem 3.32. ([8]) (Measurable Mapping Theorem) If µ is a measurable function
defined on C such that ‖µ‖∞ < 1, then there exists a unique quasiconformal homeomor-
phism φ such that µ(z) = µφ(z) fixing {0, 1,∞}. Moreover, if µ depends holomorphically
on a parameter, so does φ.
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We apply this Theorem to a rational map f and a quasiconformal homeomorphism φ
of Ĉ and obtain the following: g = φ ◦ f ◦ φ−1 is rational if and only if µφ(f(z)) · g′(z)f ′(z) =
µφ(z). When this condition holds, we say that g is quasiconformally conjugate to f .
Given a map fx in a parameterized family of holomorphic rational maps {fλ}, the
Julia set J(fx) moves holomorphically if for all x
′ in some small neighborhood of x,
fx is quasiconformally conjugate to fx′ . The set of λ-values for which J(fλ) moves
holomorphically is called the J-stable set, and its complement the bifurcation locus. The
maps enjoy a type of structural stability as the parameter λ varies in a component of
the J-stable set. For example, the number of attracting cycles as well as the period of
each of them remains locally constant at every point in a component of the J-stable set
[11]. Man˜e´, Sad, and Sullivan [10] showed that the J-stable set is open and dense in the
parameter space. The set of λ-values for which fλ is hyperbolic forms an open and closed
subset of the J-stable set [11]. A component U is hyperbolic if for some parameter λ in
U , and hence for all λ in U , fλ is hyperbolic.
With Definition A, McMullen [11] proves that the boundary of the Mandelbrot set
is the bifurcation locus of {Pc}, thus obtaining Proposition D. Moreover, he proves the
following general result:
Theorem 3.33. ([12]) Quasiconformal copies of ∂M or a generalized version are
dense in the bifurcation locus of any parameterized family of holomorphic rational maps.
We now compare {Pc} and {R(2,2),a}. As for {Pc}, each map has two critical points.
The “pre-determined” critical point∞ is itself a super-attracting fixed point. The “free”
critical point 0 essentially determines the features of the parameter space, and it is used
to define the Mandelbrot set M : M = {c ∈ C : Pcn(0) 9 ∞}. Also, the parameter
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space of {Pc} is already reduced, i.e., no two members of the family {Pc} are conformally
conjugate to each other.
Each map in {R(2,2),a} has two critical points. Assuming that Conjecture 3.7 holds,
the “pre-determined” critical point c1 has infinite forward iterates converging to 0, and the
behavior of the “free” critical point c2 determines the landscape of the reduced region
R(2,2),a of {R(2,2),a}. This shows similarities of the two families. We are interested in
characterizing the reduced region of {R(2,2),a}.
Definition (A). Define a set M ′ ⊂ R(2,2),a by
M ′ = {a ∈ R(2,2),a : Only one critical point of R(2,2),a has forward iterates converging to 0.}
With Conjectures 3.7 and 3.8, the set M ′ might be replaced by
M ′′ =
{
a ∈ R(2,2),a : R(2,2),an
(−1−√1 + a
a
)
9 0
}
.
This property is used to produce Figure 3.9. The range is {−2,−2} × {−2i, 2i}.
The reduced regionR(2,2),a cannot be characterized as depicting the connectivity locus
of {R(2,2),a} because of the following result.
Theorem 3.34. ([17]) If a quadratic rational function R has an invariant Fatou com-
ponent containing two critical points, then the Julia set J(R) is a Cantor set. Otherwise,
J(R) is connected.
Corollary (B). The Julia set J(R(2,2),a) is connected for all a ∈ R(2,2),a.
Proof. Theorem 3.34 implies that the Julia set of a quadratic rational map R is either
connected or totally disconnected. If J(R) is totally disconnected, then its complement
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Figure 3.9. M ′′.
F (R) is connected and consists of a single component. Since by construction R(2,2),a has
a parabolic fixed point whose immediate basin consists of two disjoint Fatou components,
the Julia set J(R(2,2),a) cannot be totally disconnected. Hence J(R(2,2),a) is connected for
all a ∈ R(2,2),a. 
Also,
Proposition (C). The map R(2,2),a is not hyperbolic for any a ∈ R(2,2),a.
Proof. Since R(2,2),a always has a parabolic fixed point by construction, and at least
one critical point must be associated with it, the map R(2,2),a is not hyperbolic for any
a ∈ R(2,2),a. 
Thus, describing the reduced region R(2,2),a as depicting its bifurcation locus seems
most appropriate.
Conjecture (D). The bifurcation locus of {R(2,2),a} is ∂M ′′.
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With Theorem 3.33 and Definition (A) we form the following:
Conjecture (E). ([13]) The bifurcation locus of {R(2,2),a} is a quasiconformal image
of the boundary of the Mandelbrot set without the period 2 limb.
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CHAPTER 4
Degree two rational maps with no period three orbits:
(d, n) = (2, 3)
4.1. The Reduced Region of {Ra,ω}
We consider the family of rational maps Ra,b(z) =
z2+bz
az+1
with two parameters a and b
satisfying a, b ∈ C and ab 6= 1. The discussion in Section 2.2 showed that if a quadratic
rational map R has at least two distinct fixed points, then R must be conjugate to a map
of the form Ra,b(z) =
z2+bz
az+1
. For each fixed parameter value b we study the dependence
of the dynamics of Ra,b on the parameter values a, often by sketching the parameter
a-space. For example, when b = −1, we obtain Ra,−1(z) = R(2,2),a(z) = z2−zaz+1 , the family
of rational maps of the (d, n) = (2, 2) case. When b = ω = e
2pii
3 , the parameter a-
space of {Ra,ω}a∈C\{ω2} is given in Figure 4.1. The range is {−4, 2} × {−3i, 3i}. The
circle {a ∈ C : |a + 1| = 2} is superimposed on the parameter space picture. The
two points a = −2 − √3i and a = ω correspond to two of the (d, n) = (2, 3) maps,
R[7;1;1:ω](z) =
z2+ωz
(−2−√3i)z+1 and R[4;4;1:ω](z) =
z2+ωz
ωz+1
, respectively. The point a = −2−√3i
is marked with a dot in Figure 4.1. Figure 4.2 shows the Julia set of R[7;1;1:ω] (left) and
R[4;4;1:ω] (right). The range is {−2, 2} × {−2i, 2i}. A holomorphic copy of Figure 4.1
appears in [13].
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Figure 4.1. Ra,ω is the region inside the circle.
 
-2 -1 0 1 2
-2
-1
0
1
2
Figure 4.2. J(R[7;1;1:ω]) and J(R[4;4;1:ω]).
Remarks 4.1. Different algorithms are used to produce Julia set pictures in Figure
4.2. In Figure 4.2 (left), every white point is in the Fatou set. The black points are
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in the Julia set with the exception near the parabolic fixed point 0 and its pre-images
where the program does not color all points in the Fatou set white. Also, the unit circle
is superimposed on the picture.
In Figure 4.2 (right) the Julia set is the boundary of the black and white regions. We
color a component of the Fatou set either black (white, respectively) if the component
is eventually mapped onto one of the three periodic Fatou components in the immediate
basin of 0 (∞, respectively).
We generalize our study from Section 3.1.1. For each parameter value b the map
Ra,b has fixed points 0, ∞, and b−1a−1 with multiplier m(Ra,b, 0) = b, m(Ra,b,∞) = a, and
m(Ra,b,
b−1
a−1) =
a+b−2
ab−1 , respectively. When b = 1, the map Ra,1 has the double fixed point
0 of multiplier 1, and no two maps in {Ra,1} are conformally conjugate to each other.
Otherwise, i.e., for each fixed b ∈ C \ {1}, the maps Ra,b and Ra′,b are conjugate if and
only if a′ = a or a′ = a+b−2
ab−1 . Define the equivalence relation ∼ on the a-space by a ∼ a′ if
and only if the corresponding maps Ra,b and Ra′,b are conformally conjugate. Then the
function f(a) := a+b−2
ab−1 satisfies f(a) ∼ a. Note that f 2 = id by the definition of f .
Lemma 4.2. For each b ∈ S1\{1} the function f maps the circle C = {a : |a+1| = 2}
onto itself.
Proof. Write a = 2eiθ − 1 and b = eiθ′ with θ, θ′ ∈ R and θ′ 6= 2npi, n ∈ Z. Then
f(a) + 1 = f(2eiθ − 1) + 1 = (2e
iθ − 1) + eiθ′ − 2
(2eiθ − 1)eiθ′ − 1 + 1 =
2eiθ + eiθ
′ − 3
2ei(θ+θ′) − eiθ′ − 1 + 1
=
2eiθ(eiθ
′
+ 1)− 4
2ei(θ+θ′) − eiθ′ − 1 = 2 ·
eiθ(eiθ
′
+ 1)− 2
2ei(θ+θ′) − eiθ′ − 1
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and ∣∣∣∣ eiθ(eiθ′ + 1)− 22ei(θ+θ′) − eiθ′ − 1
∣∣∣∣ = ∣∣∣∣ eiθ(eiθ′ + 1)− 22ei(θ+θ′) − eiθ′ − 1
∣∣∣∣ · ∣∣∣∣ 1e−i(θ+θ′)
∣∣∣∣
=
∣∣∣∣ eiθ(eiθ′ + 1)− 2−e−i(θ+θ′) − e−iθ + 2
∣∣∣∣ · ∣∣∣∣ 1−1
∣∣∣∣
=
∣∣∣∣ ei(θ+θ′) + eiθ − 2e−i(θ+θ′) + e−iθ − 2
∣∣∣∣ = 1
The last equality holds since the numerator and the denominator of the second to last
term are complex conjugates. Hence f maps a point on the circle C to a point on the
same circle. Since f 2 = id, the map f : C → C is a bijection. 
Corollary 4.3. For each b ∈ S1 \ {1},
Ra,b = {a ∈ C : 0 < |a+ 1| < 2} ∪ {a ∈ C : |a+ 1| = 2, Arg
(
2− b
b
)
≤ Arg(a) ≤ 0}
or
Ra,b = {a ∈ C : 0 < |a+ 1| < 2} ∪ {a ∈ C : |a+ 1| = 2, 0 ≤ Arg(a) ≤ Arg
(
2− b
b
)
}.
Proof. For each b ∈ S1 \ {1} the function f is a Mo¨bius map under which the circle C is
invariant, and f has fixed points 1 and 2−b
b
on C. 
The next result illustrates Corollary 4.3.
Proposition 4.4. For each b ∈ S1 \ {1} the following are equivalent.
(i) a ∈ D;
(ii) The point ∞ is an attracting fixed point of Ra,b;
(iii) The point b−1
f(a)−1 is an attracting fixed point of Rf(a),b;
(iv) Re(f(a)) > 1.
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Proof. The equivalence (i)⇔(ii)⇔(iii) is clear. To show (iii)⇔(iv) we write f(a) = x+ iy
with x, y ∈ R and b = eiθ′ with θ′ ∈ R and θ′ 6= 2npi, n ∈ Z, and observe the following.
(iii)⇔m
(
Rf(a),b,
b− 1
f(a)− 1
)
=
∣∣∣∣f(a) + b− 2f(a)b− 1
∣∣∣∣ < 1, f(a)b 6= 1
⇔ |f(a) + b− 2| < |f(a)b− 1|
⇔ |(x+ cos θ′ − 2) + (y + sin θ′)i| < |(x cos θ′ − y sin θ′ − 1) + (y cos θ′ + x sin θ′)i|
⇔ (x + cos θ′ − 2)2 + (y + sin θ′)2 < (x cos θ′ − y sin θ′ − 1)2 + (y cos θ′ + x sin θ′)2
⇔ 1 + x cos θ′ − cos θ′ − x < 0
⇔ 1− cos θ′ < x(1− cos θ′).
Since b 6= 1, it must be that cos θ′ 6= 1. Hence 1 < x = Re(f(a)). 
From this Corollary we see that for each b ∈ S1 \ {1} the map f is a bijection from
S1 onto {a ∈ C : Re(a) = 1}∪{∞}. Note that the circles S1 and {a : Re(a) = 1}∪{∞}
share a point a = 1, and indeed f fixes 1. Another fixed point of f is 2−b
b
. When b = ω,
we have 2−b
b
= −2 − √3i, and this is the a-value corresponding to a (d, n) = (2, 3) map
R[7;1;1:ω](z) =
z2+ωz
(−2−√3i)z+1 .
As for R[7;1;1:ω2] and R[4;4;1:ω2], Kisaka [9] shows that for ϕ(z) = z,
R[7;1;1:ω](z) = (ϕ ◦R[7;1;1:ω2] ◦ ϕ−1)(z),
and R[4;4;1:ω](z) = (ϕ ◦R[4;4;1:ω2] ◦ ϕ−1)(z)
hold. We generalize Kisaka’s observation first by noting that the following holds:
Ra,ω(z) = (ϕ ◦Ra,ω2 ◦ ϕ−1)(z).
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This implies that although Ra,ω and Ra,ω2 are not holomorphically conjugate, their dy-
namics are antiholomorphic conjugates to one another, so for each a their dynamical
planes are symmetric about the real axis. Hence the reduced regions of {Ra,ω} and
{Ra,ω2} exhibit symmetry about the real axis.
4.2. Comparison with Milnor’s Work
In [13] Milnor studies quadratic rational maps and its quotient spaceM2 by conjuga-
tion. In particular, he investigates in M2 the properties of the algebraic curves Pern(µ)
consisting of conjugacy classes of rational maps with period n points of multiplier µ.
Note that Per1(ω) is {Ra,ω}. In his description of Per1(ω), Milnor uses the normal
form z 7→ ω (z + c + 1
z
)
, which has a fixed point∞ of multiplier ω, and the accompanying
figure is the −c2-plane picture. Milnor then observes that in his picture the entire 2
3
-
limb disappears at ∞. Also, he shows a point that corresponds to a = −2 − √3i for
R[7;1;1;1:ω]. One of the advantages of adapting the normal form z 7→ ω
(
z + c+ 1
z
)
over
Ra,ω(z) =
z2+ωz
az+1
is that Milnor’s preferred form has critical points ±1, and this makes it
easy to track the critical orbits.
However, the other fixed points as well as their multipliers of the normal form
z 7→ ω (z + c+ 1
z
)
are not simple. As a result, it is not easy to decipher a copy of
the Mandelbrot set in his −c2-plane picture.
On the other hand, with {Ra,ω} it is easy to locate a copy of the Mandelbrot set: a
fixed point of Ra,ω has multiplier a, and this fixed point is supposed to undergo bifurca-
tion. In particular, each p
q
-limb is attached to D at e2pii
p
q .
Milnor also classifies components of the −c2-plane picture using results due to Rees
[13], but no proofs are given.
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CHAPTER 5
Degree three rational maps with no period two orbits:
(d, n) = (3, 2)
5.1. Overview
In Section 2.3 we showed that there are three parameterized families of rational maps
corresponding to (d, n) = (3, 2):
[7; 1; 1; 1] : R[7;1;1;1],a(z) =
z3 + az2 − z
(a2 − 1)z2 − 2az + 1 , a ∈ C \ {0};
[5; 3; 1; 1] : R[5;3;1;1],a(z) =
z3 − z
−z2 + az + 1 , a ∈ C \ {0};
[3; 3; 3; 1] : R[3;3;3;1],a(z) =
z3 − 2az2 − z
−z2 − 2
a
z + 1
, a ∈ C \ {0,±i}.
For each parameter value a the corresponding map has up to four (4 = 2d− 2) critical
points. Indeed, we can get explicit formulas for all four critical points of each map.
Applying the algorithm described in Chapter 1 using all four critical points, we produce
the parameter space pictures. Figure 5.1 shows the parameter space pictures of (from
left) {R[7;1;1;1],a}, {R[5;3;1;1],a}, and {R[3;3;3;1],a}.
An easy calculation leads to the following symmetry Lemma:
Lemma 5.1. For ϕ(z) = z and ψ(z) = −z,
(i) R[7;1;1;1],a(z) = (ϕ ◦R[7;1;1;1],a ◦ ϕ−1)(z) = (ψ ◦R[7;1;1;1],−a ◦ ψ−1)(z);
(ii) R[5;3;1;1],a(z) = (ϕ ◦R[5;3;1;1],a ◦ ϕ−1)(z) = (ψ ◦R[5;3;1;1],−a ◦ ψ−1)(z);
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Figure 5.1. The parameter space pictures of (d, b) = (3, 2) families .
(iii) R[3;3;3;1],a(z) = (ϕ ◦R[3;3;3;1],a ◦ ϕ−1)(z) = (ψ ◦R[3;3;3;1],−a ◦ ψ−1)(z).
The first equation in (i) implies that although R[7;1;1;1],a and R[7;1;1;1],a are not holomor-
phically conjugate, their dynamics are antiholomorphically conjugate to one another, so
for each a their dynamical planes are symmetric to each other about the real line. Hence
the parameter space of {R[7;1;1;1],a} exhibits symmetry about the real axis. Also, the
second equation in (i) implies that although R[7;1;1;1],a and R[7;1;1;1],−a are not holomor-
phically conjugate, the dynamics of R[7;1;1;1],−a are obtained from those of R[7;1;1;1],a by
switching the sign of the real part, so the dynamical planes of R[7;1;1;1],a and R[7;1;1;1],−a
are symmetric about the imaginary axis. Hence the parameter space of {R[7;1;1;1],a} has
symmetry about the imaginary axis. Similar statements can be made for {R[5;3;1;1],a} and
{R[3;3;3;1],a}.
The above Lemma implies that it is enough to study the dynamics of the maps
for parameter values a satisfying Re(a) ≥ 0 and Im(a) ≥ 0 for each family in the
(d, n) = (3, 2) case. As for the dynamics, we have the following:
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Lemma 5.2. For each map R in the (d, n) = (3, 2) case, three out of four critical
points must be associated with parabolic fixed point(s).
Proof. Suppose that R(αi) = αi for i = 0, 1, 2, 3. Corollary 2.8 implies that the multi-
plicity of αi as a fixed point of R
2 is an integer of the form 2ki + 1 where ki ∈ Z+. If
ki > 0, then αi is a parabolic fixed point of R with m(R, αi) = −1. The argument in
Section 1.5.2 states that if ki > 0, then αi has ki distinct immediate basins, each of which
is made from two disjoint Fatou components forming a period 2 cycle. Equation (5) in
Chapter 2 says that ki’s must satisfy
3∑
i=0
(2ki + 1) = 3
2 + 1, ∴
3∑
i=0
ki = 3.
This implies that the total number of the distinct immediate basins of the parabolic fixed
point(s) of R is always 3. Since each immediate basin must contain a critical point, three
out of four critical points of R must be associated with parabolic fixed point(s). 
Hence each map in the (d, n) = (3, 2) case has one “free” critical point.
The three families in the (d, n) = (3, 2) case can be divided into two groups: one
group for [7; 1; 1; 1] and [5; 3; 1; 1]; the other for [3; 3; 3; 1]. For maps corresponding to
[7; 1; 1; 1] or [5; 3; 1; 1], depending on the parameter value, one of the fixed points can
become attracting. If so, then the “free” critical point must be associated with this
attracting fixed point. Also, this fixed point is supposed to undergo bifurcation, so we
might see a copy of the Mandelbrot set in the parameter space picture.
As for [3; 3; 3; 1], each map has three parabolic fixed points of multiplier −1. Then
Lemma 2.13 implies that the fourth fixed point must have multiplier −3, hence is re-
pelling. Also, the map R[3;3;3;1],a has no period 2 cycles. Still, it might have an attracting
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period n cycle, where n ≥ 3, and the “free” critical point may be associated with this
attracting cycle.
This chapter is organized as follows. In Sections 5.2-5.4 we obtain and examine the
reduced region for each family. We also investigate the behavior of the critical points for
certain parameter values. We present more numerical experiments in Section 5.5.
5.2. R[3;3;3;1],a
5.2.1. Parameter Space Study. For each parameter value a ∈ C \ {0,±i}, the map
R[3;3;3;1],a(z) =
z3 − 2az2 − z
−z2 − 2
a
z + 1
has fixed points 0,∞, a, and − 1
a
, with multiplier −1,−1,−1, and 3, respectively. By
Lemma 5.2 each of the three parabolic fixed points has one immediate basin consisting
of two disjoint Fatou components. It can be shown explicitly that the map R[3;3;3;1],a has
four critical points. Of these, three are associated with the parabolic fixed points. Hence
R[3;3;3;1],a has one “free” critical point.
We define the equivalence relation ∼ on the parameter space by a ∼ a′ if and only
if the corresponding maps R[3;3;3;1],a and R[3;3;3;1],a′ are conformally conjugate. We then
form a reduced region R[3;3;3;1],a of {R[3;3;3;1],a} by taking a point from each equivalence
class. By definition, the maps R[3;3;3;1],a and R[3;3;3;1],a′ are conjugate if and only if there
exists a g ∈ Aut(Ĉ) such that (g ◦R[3;3;3;1],a′ ◦ g−1)(z) = R[3;3;3;1],a(z) holds. Conjugation
respects fixed points and preserves multipliers. So the set {0,∞, a′} of the parabolic
fixed points of R[3;3;3;1],a′ must coincide with the images of the parabolic fixed points of
R[3;3;3;1],a under g, {g(0), g(∞), g(a)}. Moreover, g must satisfy g
(− 1
a
)
= − 1
a′
. From the
first condition we obtain the following six cases.
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(i) g : 0 7→ 0, ∞ 7→ ∞, a 7→ a′;
(ii) g : 0 7→ ∞, ∞ 7→ 0, a 7→ a′;
(iii) g : 0 7→ 0, ∞ 7→ a′, a 7→ ∞;
(iv) g : 0 7→ a′, ∞ 7→ ∞, a 7→ 0;
(v) g : 0 7→ a′, ∞ 7→ 0, a 7→ ∞;
(vi) g : 0 7→ ∞, ∞ 7→ a′, a 7→ 0.
From these the explicit forms of the Mo¨bius maps g are obtained. Then the second
condition g
(− 1
a
)
= − 1
a′
gives the necessary and sufficient conditions that the parameter
values a and a′ must satisfy in order for R[3;3;3;1],a and R[3;3;3;1],a′ to be conjugate. The
following list the resulting formulas. We also write a′ in terms of a.
(i) a = a′;
(ii) a2a′2 = 1 ⇐⇒ a′ = ± 1
a
;
(iii) a2 + a′2 = −1 ⇐⇒ a′ = ±i√a2 + 1;
(iv) a2 + a′2 + a2a′2 = 0 ⇐⇒ a′ = ±i
√
a2
a2+1
;
(v) a2a′2 + a2 + 1 = 0 ⇐⇒ a′ = ±i
√
a2+1
a2
;
(vi) a2a′2 + a′2 + 1 = 0 ⇐⇒ a′ = ±i
√
1
a2+1
.
Set
f1(a) = a, f2(a) =
1
a
, f3(a) = i
√
a2 + 1,
f4(a) = i
√
a2
a2 + 1
, f5(a) = i
√
a2 + 1
a2
, f6(a) = i
√
1
a2 + 1
.
Then
a ∼ ±fi(a) for all a ∈ C \ {0,±i}.
The functions fi, i = 1, . . . , 6, are the key in obtaining R[3;3;3;1],a.
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Note that the function f2(a) =
1
a
has a particularly simple form. It maps a point on
S1 to its complex conjugate. Moreover, f2 is a bijection from D onto Ĉ \ D. Also, from
formula (ii) we see that parameters with opposite signs are in the same equivalence class:
a ∼ 1
a
∼ − 1
a
. Hence the parameter space is reduced to
{a ∈ C \ {0,±i} : |a| ≤ 1, Re(a) ≥ 0, Im(a) ≥ 0}
∪ {a ∈ C \ {0,±i} : |a| < 1, Re(a) > 0, Im(a) < 0}.
Next, in order to reduce the parameter space further, for maps fi, i = 1, . . . , 6, we
obtain curves whose roles are similar to the one that S1 plays for f2. That is, we find
conditions that the parameters a′ in the same equivalence classes as those a ∈ S1 must
satisfy.
(i) The unit circle S1 is mapped bijectively onto itself under the identity map f1.
(ii) The unit circle S1 is mapped bijectively onto itself under f2.
(iii) From a2 + a′2 = −1 we have a2 = −1− a′2. Taking the absolute value on both
sides we obtain |a′2 + 1| = 1.
(iv) From a2 +a′2 +a2a′2 = 0 we have a2(1+a′2) = −a′2. Taking the absolute value
on both sides we obtain |a′2 + 1| = |a′2|.
(v) From a2a′2 + a2 + 1 = 0 we have a2(a′2 + 1) = −1. Taking the absolute value
on both sides we obtain |a′2 + 1| = 1.
(vi) From a2a′2 + a′2 + 1 = 0 we have a2a′2 = −1− a′2. Taking the absolute value
on both sides we obtain |a′2 + 1| = |a′2|.
To conclude, if a parameter a is on S1, then the parameters a′ such that a ∼ a′ must lie
on the curves |a′| = 1, |a′2 + 1| = 1, or |a′2 + 1| = |a′2|. Indeed, for all a on the curve
|a2 +1| = 1, the parameters f4(a) are on the same curve. Similarly, for all a on the curve
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Figure 5.2. Three curves for [3;3;3;1].
|a2 + 1| = |a2|, the parameters f3(a) are on the same curve. Figure 5.2 shows (from left)
the curves |a| = 1, |a2 + 1| = 1, and |a2 + 1| = |a2|. The range is {−2, 2} × {−2i, 2i}.
We now use the maps fi and the curves |a| = 1, |a2 + 1| = 1, and |a2 + 1| = |a2| to
obtain R[3;3;3;1],a. First, we take some points on the curves and find their images by ±fi.
A point and its image under fi are in the same equivalence class. Using these points we
then construct arcs on the curves |a| = 1, |a2 + 1| = 1, and |a2 + 1| = |a2|, and study
their images under fi. These arcs triangulate the right half of the closed unit disk. We
find the images of these triangular regions by fi.
To begin with, we introduce notation. Suppose that points a, a′, and a′′ are on the
curves |a| = 1, |a2 +1| = 1, and |a2 +1| = |a2|. Let a, a′ denote any simple path with the
initial point a and the final point a′ such that the image of a, a′ is the shortest arc lying on
the curves between a and a′. Let 4(a, a′, a′′) denote the open triangular region enclosed
by the images of simple paths a, a′, a′, a′′, and a′′, a. We only consider the parameter
values in {a ∈ C : |a| ≤ 1,Re(a) ≥ 0}.
Proposition 5.3. (i) The curves |a| = 1, |a2 + 1| = 1, and |a2 + 1| = |a2|
intersect at a = e±
pii
3 .
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(ii) The following hold: 0 ∼ ±i; 1 ∼ ±
√
2
2
i; e
pii
3 ∼ e−pii3 .
(iii) For any two simple paths in one group there exists fi or −fi that maps one path
to the other:
0, 1, i,
√
2
2
i, 0,
√
2
2
i, −i,−
√
2
2
i, and 0,−
√
2
2
i;
1, e
pii
3 ,
√
2
2
i, e
pii
3 , 1, e−
pii
3 , and −
√
2
2
i, e−
pii
3 ;
e
pii
3 , i, e
pii
3 , 0, e−
pii
3 ,−i, and e−pii3 , 0.
(iv) For any two triangular regions in one group there exists fi or −fi that is a
bijection from one region to the other:
4(0, 1, epii3 ), 4(i,
√
2
2
i, e
pii
3 ), and 4(0,−
√
2
2
i, e−
pii
3 );
4(0, 1, e−pii3 ), 4(−i,−
√
2
2
i, e−
pii
3 ), and 4(0,
√
2
2
i, e
pii
3 );
Proof. Statements (i) and (ii) follow from simple calculations. Statement (iii) for the first
group can be checked with maps f4 and f6. We give the proof of the claim that 1, e
pii
3 is
mapped to
√
2
2
i, e
pii
3 by f6: the rest of statement (iii) can be verified similarly. We first
consider the image of the simple path 1, e
pii
3 = {eiθ : θ ∈ [0, pi
3
]} under the formula (vi).
For a = eiθ,
|a′2| =
∣∣∣∣− 1a2 + 1
∣∣∣∣ = ∣∣∣∣ 1ei2θ + 1
∣∣∣∣
=
1(
(cos 2θ + 1)2 + sin22θ
) 1
2
=
1
(2(1 + cos 2θ))
1
2
=
1
2 cos θ
.
On
[
0, pi
3
]
the value of |a′2| is monotone increasing. Since points 1 and e pii3 are mapped
to
√
2
2
i and e
pii
3 by f6, respectively, and the image of S
1 by f6 lies on either the curve S
1,
|a2 + 1| = 1, or |a2 + 1| = |a2|, the simple path 1, epii3 is mapped to another simple path
√
2
2
i, e
pii
3 .
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As for statement (iv), for example, the simple paths whose images form the boundary
of 4(0, 1, epii3 ) are mapped by f6 onto the corresponding simple paths whose images are
the boundary of 4(i,
√
2
2
i, e
pii
3 ), respectively. On 4(0, 1, e pii3 ) the function f6(a) = i
√
1
a2+1
is conformal, hence f6 : 4(0, 1, epii3 )→4(i,
√
2
2
i, e
pii
3 ) is a bijection. 
In Figure 5.3 the points given in Proposition 5.3(ii) are marked according to the
equivalence classes they belong to: ◦ for 0 and ±i; N for 1 and ±
√
2
2
i; • for e±pii3 . Propo-
sition 5.3(iii) implies that no two points in one arc are in the same equivalence class.
Moreover, for any two arcs in each group, every point on one arc has a unique point on
the other such that these points are in the same equivalence class. Hence we can reduce
the parameter space by taking one arc from each group given in (iii). In Figure 5.3 the
triangular regions in the first group of Proposition 5.3(iv) are colored grey, and those in
the second white. Statement (vi) implies that there is a 1-1, onto correspondence under
the equivalence relation between points in one triangular region and points in another
triangular region in the same group. Thus it is enough to consider parameters in one
triangular region from each of the two groups. With this we can choose the reduced
region R[3;3;3;1],a to be the union of the two triangular regions sharing the image of the
path 0, e
pii
3 and the two arcs each of which is taken from a different group but not the
one containing 0, e
pii
3 in Proposition 5.3(iii).
Corollary 5.4.
R[3;3;3;1],a = {a ∈ C \ {0,±i} : |a| ≤ 1,Re(a) > 0, Im(a) ≥ 0}
∩ {a ∈ C \ {0,±i} : |a2 + 1| > |a2|}.
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Figure 5.3. R[3;3;3;1],a.
5.2.2. Dynamical Plane Study. The following Theorems correspond to A4 of Theo-
rem 3.11 for the (d, n) = (2, 2) case.
Theorem 5.5. Suppose that a ∈ S1 \ {±i}. Then in the dynamical plane the unit
circle is forward invariant under R[3;3;3;1],a.
Proof. Write a = eiθ
′ ∈ S1 \{±i} with θ′ ∈ R. Take an arbitrary point eiθ from S1. Then
for R[3;3;3;1],eiθ′ (z) =
z3−2eiθ′z2−z
−z2− 2
eiθ
′
z+1
,
|Reiθ′ (eiθ)| = |eiθ| ·
∣∣∣∣ ei2θ − 2eiθ′eiθ − 1ei2θ + 2e−iθ′eiθ − 1
∣∣∣∣ = ∣∣∣∣ ei2θ − 2ei(θ+θ′) − 1ei2θ + 2e−i(θ−θ′) − 1
∣∣∣∣
=
[
(cos 2θ − 2 cos(θ + θ′)− 1)2 + (sin 2θ − 2 sin(θ + θ′))2
(cos 2θ + 2 cos(θ − θ′)− 1)2 + (sin 2θ − 2 sin(θ − θ′))2
] 1
2
=
(
6− 4 cos(θ − θ′) + 4 cos(θ + θ′)− 2 cos 2θ
6 + 4 cos(θ + θ′)− 4 cos(θ − θ′)− 2 cos 2θ
) 1
2
= 1.
Hence for all a ∈ S1 \ {±i}, a point on S1 is mapped to a point on the same circle by
R[3;3;3;1],a. 
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When a ∈ S1 \ {±i}, two of the fixed points of R[3;3;3;1],a, a and − 1a , lie on the unit
circle with center 0, which is another fixed point of R[3;3;3;1],a. Moreover, two of the
critical points of R[3;3;3;1],a lie on the same circle:
Theorem 5.6. Suppose that a ∈ S1 \ {±i}. Then in the dynamical plane exactly two
of the critical points of R[3;3;3;1],a lie on the unit circle.
Proof. Write a = eiθ
′ ∈ S1 \ {±i} where θ′ ∈ (−pi
2
, pi
2
) ∪ (pi
2
, 3pi
2
). With this
(R[3;3;3;1],eiθ′)
′(z) =
−eiθ′(4ei2θ′z + 4z3 + eiθ′(1− 6z2 + z4))
(2z + eiθ′(z2 − 1))2
=
−ei2θ′(z4 + 4e−iθ′z3 − 6z2 + 4eiθ′z + 1)
(2z + eiθ′(z2 − 1))2
It can be shown that the numerator and the denominator become 0 at the same time
only when θ′ = −pi
2
or pi
2
. So we may assume that the denominator is non-zero. Set
f(z) = z4 + 4e−iθ
′
z3 − 6z2 + 4eiθ′z + 1.
We want to show that f(z) = 0 has two distinct solutions on S1. Plug z = eiθ and obtain
f(eiθ) = ei4θ + 4e−iθ
′
ei3θ − 6ei2θ + 4eiθ′eiθ + 1
= ei2θ(ei2θ + 4ei(θ−θ
′) − 6 + 4ei(θ′−θ) + e−i2θ)
= 2ei2θ(cos 2θ + 4 cos(θ − θ′)− 3).
Set
g(θ) = cos 2θ + 4 cos(θ − θ′)− 3.
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We check the sign of g at a few θ ∈ [θ′, θ′ + 2pi):
g(θ′) = cos 2θ′ + 4− 3 > 0 since θ′ 6= ±pi
2
;
g
(
θ′ +
pi
2
)
= cos(2θ′ + pi) + 4 · 0− 3 = − cos 2θ′ − 3 < 0;
g
(
θ′ +
3pi
2
)
= cos(2θ′ + 3pi) + 4 · 0− 3 = − cos 2θ′ − 3 < 0.
Note that g is a continuous function of θ, and that g(θ′+2pi) = g(θ′) > 0. Thus g(θ) = 0
has at least two distinct solutions, one on
(
θ′, θ′ + pi
2
)
and the other on
(
θ′ + 3pi
2
, θ′ + 2pi
)
.
Therefore, f(z) = 0, and thus (R[3;3;3;1],eiθ′ )
′(z) = 0 has at least two distinct solutions on
S1.
The map R[3;3;3;1],eiθ′ has four critical points. By Lemma 5.2 one of the critical points
of R[3;3;3;1],eiθ′ is associated with the parabolic fixed point at 0, and another with ∞. The
fixed points 0 and ∞ do not lie on the unit circle S1. Since S1 is forward invariant under
R[3;3;3;1],eiθ′ by Theorem 5.5, the critical points associated with 0 and∞ cannot lie on S1.
Hence there are exactly two critical points on S1. 
Corollary 5.7. Suppose that a ∈ S1 \ {±i}. Then in the dynamical plane one of
the critical points on S1 has forward iterates converging to the point a along S1.
Proof. Since a is a parabolic fixed point of R[3;3;3;1],a, and its associated critical point lies
on S1 that is forward invariant under R[3;3;3;1],a, this critical point must have forward
iterates converging to a along S1. 
5.2.3. Numerical Experiments and Observations. We explain some dynamics of
R[3;3;3;1],a for parameter values on {a ∈ S1 : 0 ≤ Arg(a) ≤ pi2}. Most of the following are
obtained by numerical experiments.
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We already know that for all a ∈ S1, the fixed points a and − 1
a
lie on the circle S1
with center 0 (another fixed point of R[3;3;3;1],a). Moreover, two of the critical points of
R[3;3;3;1],a lie on S
1. The circle S1 is forward invariant under R[3;3;3;1],a. By Lemma 5.2
the fixed point a is a parabolic fixed point whose immediate basin consists of two disjoint
Fatou components.
Lying on the arc {a ∈ S1 : 0 ≤ Arg(a) ≤ pi
3
} is a tentacle made from a sequence of
components. (See Figure 5.4.) Call such a component, from bottom to top, starting with
the one opening to the right, as the 1st region, 2nd region, and so on. Then it seems that
the tangency point of the (n− 1)st and nth regions is a Misiurewicz point: one of the
critical points on S1 lands the parabolic fixed point a after n iterations. For example, at
the tangency point a ≈ 0.732 + 0.688i of the 1st region and 2nd region, one of the critical
points on S1 lands a after the second iteration. In between the tangency points, i.e., for
a ∈ S1 in the nth region, it seems that one of the critical points on S1 is contained in
the immediate basin of a, and the other critical point on S1 lands the same basin for the
first time after n iterations. After that, if n is even, then the corresponding iterates of
the critical points are in the same Fatou component in the immediate basin of a; on the
other hand, if n us odd, then at any moment the corresponding iterates of the critical
points are in the distinct Fatou components in the immediate basin of a. Since S1 is
forward invariant under R[3;3;3;1],a, the iterates of the critical points on S
1 converge to a
along S1. This is repeated until the parameter a reaches e
pii
3 . At a = e
pii
3 all three curves
|a| = 1, |a2 + 1| = 1, and |a2 + 1| = |a2| intersect. This means that in the dynamical
plane complete symmetry can be observed.
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Figure 5.4. Blow up of the parameter space for {R[3;3;3;1],a}.
Theorem 3.33 states that all parameter spaces contain a copy of the Mandelbrot
set. Indeed, along the arc {a ∈ S1 : pi
3
≤ Arg(a) ≤ pi
2
} we see many copies of the
Mandelbrot set. Figure 5.5 (left) shows a period 3 Mandelbrot set in the parameter
space of {R[3;3;3;1],a}. The range is {0.32, 0.38} × {0.905i, 0.965i}. For parameters in the
main cardioid of this copy of the Mandelbrot set, the map R[3;3;3;1],a has an attracting
period 3 cycle. So at the cusp point of the main cardioid, one of the critical points on
S1 is associated with a period 3 parabolic cycle. Figure 5.5 (right) shows the dynamical
plane for a = 0.355 + 0.935i. The range is {−2.5, 2.5} × {−2.5i, 2.5i}. The three black
regions lying over S1 are the immediate basin of the attracting period 3 cycle. All white
(dark grey and light grey, respectively) Fatou components are eventually mapped onto
the periodic components in the immediate basin of 0 (a and ∞, respectively). It seems
that relatively large copies of the Mandelbrot set often appear overlapping the curves
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Figure 5.5. Period 3 Mandelbrot set and the dynamical plane.
|a| = 1, |a2 +1| = 1, and |a2 +1| = |a2|. The algorithms used to produce Figures 5.4 and
5.5 (left) is explained in Section 5.5.
5.3. R[7;1;1;1],a
Parameter Space Study. For each parameter value a ∈ C \ {0}, the map
R[7;1;1;1],a(z) =
z3 + az2 − z
(a2 − 1)z2 − 2az + 1
has fixed points 0, ∞, and −3a±
√
16+a2
2(2−a2) . The first two fixed points have multiplier
m(R[7;1;1;1],a, 0) = −1 and m(R[7;1;1;1],a,∞) = a2 − 1. The multipliers of the fixed points
−3a±√16+a2
2(2−a2) contain parameter a. Lemma 5.2 implies that the parabolic fixed point 0 has
three distinct immediate basins, each of which consists of two disjoint Fatou components
forming a period 2 cycle.
We define the equivalence relation ∼ on the parameter space of {R[7;1;1;1],a} by a ∼ a′
if and only if the corresponding maps R[7;1;1;1],a and R[7;1;1;1],a′ are conjugate. We then
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form a reduced region R[7;1;1;1],a of {R[7;1;1;1],a} by taking a point from each equivalence
class. By definition, the maps R[7;1;1;1],a and R[7;1;1;1],a′ are conjugate if and only if there
exists a g ∈ Aut(Ĉ) such that (g ◦R[7;1;1;1],a′ ◦ g−1)(z) = R[7;1;1;1],a(z) holds. Conjugation
respects fixed points and preserves multipliers. Therefore, we have g(0) = 0 and the six
cases to consider:
(i) g : 0 7→ 0, ∞ 7→ ∞, −3a±
√
16+a2
2(2−a2) 7→ −3a
′±
√
16+a′2
2(2−a′2) ;
(ii) g : 0 7→ 0, ∞ 7→ ∞, −3a±
√
16+a2
2(2−a2) 7→ −3a
′∓
√
16+a′2
2(2−a′2) ;
(iii) g : 0 7→ 0, ∞ 7→ −3a′+
√
16+a′2
2(2−a′2) ,
−3a+√16+a2
2(2−a2) 7→ ∞, −3a−
√
16+a2
2(2−a2) 7→ −3a
′−
√
16+a′2
2(2−a′2) ;
(iv) g : 0 7→ 0, ∞ 7→ −3a′+
√
16+a′2
2(2−a′2) ,
−3a+√16+a2
2(2−a2) 7→ −3a
′−
√
16+a′2
2(2−a′2) ,
−3a−√16+a2
2(2−a2) 7→ ∞;
(v) g : 0 7→ 0, ∞ 7→ −3a′−
√
16+a′2
2(2−a′2) ,
−3a+√16+a2
2(2−a2) 7→ ∞, −3a−
√
16+a2
2(2−a2) 7→ −3a
′+
√
16+a′2
2(2−a′2) ;
(vi) g : 0 7→ 0, ∞ 7→ −3a′−
√
16+a′2
2(2−a′2) ,
−3a+√16+a2
2(2−a2) 7→ −3a
′+
√
16+a′2
2(2−a′2) ,
−3a−√16+a2
2(2−a2) 7→ ∞.
From these we get the following necessary and sufficient conditions that the parameter
values a and a′ must satisfy in order for R[7;1;1;1],a and R[7;1;1;1],a′ to be conjugate. We
also write a′2 in terms of a:
(i) a = a′;
(ii) a = −a′;
(iii) 3aa′−a
√
16 + a′2−a′√16 + a2−√16 + a2
√
16 + a′2 = 0 =⇒ a′2 = 2(a+
√
16+a2)
2
a(a−√16+a2) ;
(iv) 3aa′−a
√
16 + a′2+a′
√
16 + a2+
√
16 + a2
√
16 + a′2 = 0 =⇒ a′2 = 2(a−
√
16+a2)
2
a(a+
√
16+a2)
;
81
(v) 3aa′+a
√
16 + a′2−a′√16 + a2+√16 + a2
√
16 + a′2 = 0 =⇒ a′2 = 2(a+
√
16+a2)
2
a(a−√16+a2) ;
(vi) 3aa′+a
√
16 + a′2+a′
√
16 + a2−√16 + a2
√
16 + a′2 = 0 =⇒ a′2 = 2(a−
√
16+a2)
2
a(a+
√
16+a2)
.
We see that from (ii), parameter values with the opposite signs are in the same
equivalence class: a ∼ −a. So the parameter space is reduced to
{a ∈ C \ {0} : Re(a) ≥ 0, Im(a) ≥ 0} ∪ {a ∈ C \ {0} : Re(a) > 0, Im(a) < 0}.
Next, in order to reduce the parameter space further, we triangulate the parameter
space. We use the curve consisting of parameter values a for which two of the fixed points
of R[7;1;1;1],a,
−3a±√16+a2
2(2−a2) , lie on the circle with center 0 (another fixed point of R[7;1;1;1],a).
These parameter values satisfy the following formula and form the curve given in Figure
5.6 (left).
{a ∈ C \ {0} :
∣∣∣∣∣−3a +
√
16 + a2
2(2− a2)
∣∣∣∣∣ =
∣∣∣∣∣−3a−
√
16 + a2
2(2− a2)
∣∣∣∣∣}
= {a ∈ C \ {0} : Re(a) = 0, Im(a) ≤ 4}.
The formulas (i)-(vi) give parameter values that are in the same equivalence classes as
those on the above curve. The parameter values obtained using formulas (i)-(vi) lie on
the curves ∣∣∣∣∣−3a +
√
16 + a2
2(2− a2)
∣∣∣∣∣ =
∣∣∣∣∣−3a−
√
16 + a2
2(2− a2)
∣∣∣∣∣ ,∣∣∣∣∣2
√
16 + a2
2(2− a2)
∣∣∣∣∣ =
∣∣∣∣∣−3a +
√
16 + a2
2(2− a2)
∣∣∣∣∣ , and∣∣∣∣∣2
√
16 + a2
2(2− a2)
∣∣∣∣∣ =
∣∣∣∣∣−3a−
√
16 + a2
2(2− a2)
∣∣∣∣∣ .
They are shown (from left) in Figure 5.6.
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Figure 5.6. Three curves for [7;1;1;1].
We can perform reductions using formulas (i)-(vi) that are similar to the ones de-
scribed in Proposition 5.3. Figure 5.7 gives the summary. We have just outlined the
proof of the following.
R[7;1;1;1],a =
{
a ∈ C \ {0} :
∣∣∣∣∣2
√
16 + a2
2(2− a2)
∣∣∣∣∣ ≥
∣∣∣∣∣−3a+
√
16 + a2
2(2− a2)
∣∣∣∣∣ , Re(a) ≥ 0, Im(a) ≥ 0
}
∪
{
a ∈ C \ {0} :
∣∣∣∣∣2
√
16 + a2
2(2− a2)
∣∣∣∣∣ >
∣∣∣∣∣−3a +
√
16 + a2
2(2− a2)
∣∣∣∣∣ , Re(a) > 0, Im(a) < 0
}
.
5.4. R[5;3;1;1],a
Parameter Space Study. For each parameter value a ∈ C \ {0}, the map
R[5;3;1;1],a(z) =
z3 − z
−z2 + az + 1
has fixed points 0, ∞, and 1
4
(a ± √16 + a2). The first two fixed points have multiplier
−1, and the multipliers of the fixed points 1
4
(a±√16 + a2) contain parameter a. Lemma
5.2 implies that the parabolic fixed point 0 has two distinct immediate basins, and∞ has
one immediate basin. Each immediate basin consists of two disjoint Fatou components
forming a cycle of period 2.
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Figure 5.7. R[7;1;1;1],a.
We define the equivalence relation ∼ on the parameter space of {R[5;3;1;1],a} by a ∼ a′
if and only if R[5;3;1;1],a and R[5;3;1;1],a′ are conjugate. We then form a reduced region
R[5;3;1;1],a of {R[5;3;1;1],a} by taking a point from each equivalence class. By definition maps
R[5;3;1;1],a and R[5;3;1;1],a′ are conjugate if and only if there exists a g ∈ Aut(Ĉ) such that (g◦
R[5;3;1;1],a′ ◦ g−1)(z) = R[5;3;1;1],a(z) holds. Conjugation respects fixed points and preserves
multipliers. Moreover, conjugation preserves the number of the immediate basins and
the number of Fatou components contained in each immediate basin a parabolic fixed
point. Hence we may assume that g satisfies g(0) = 0 and g(∞) = ∞. In other words,
there are only two cases to consider:
(i) g : 0 7→ 0, ∞ 7→ ∞, 1
4
(a±√16 + a2) 7→ 1
4
(a′ ±
√
16 + a′2);
(ii) g : 0 7→ 0, ∞ 7→ ∞, 1
4
(a±√16 + a2) 7→ 1
4
(a′ ∓
√
16 + a′2).
From these we obtain a = ±a′. Thus, we have just proved
R[5;3;1;1],a = {a ∈ C\{0} : Re(a) ≥ 0, Im(a) ≥ 0}∪{a ∈ C\{0} : Re(a) < 0, Im(a) > 0}.
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Figure 5.8. {R[7;1;1;1],a} sketched by a unique critical point.
5.5. Roles of the Critical Points
Lemma 5.2 implies that for each map in the (d, n) = (3, 2) case there is one “free”
critical point. Numerical experiments suggest that this critical point can be specified.
So by tracking the orbit of a unique critical point we can produce the parameter space
picture. Figures 5.8-5.10 are produced in this way.
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Figure 5.9. {R[5;3;1;1],a} sketched by a unique critical point.
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Figure 5.10. {R[3;3;3;1],a} sketched by a unique critical point.
86
CHAPTER 6
Degree four rational maps with no period two orbits:
(d, n) = (4, 2)
In Section 2 we showed that there are four rational maps corresponding to (d, n) =
(4, 2):
R[13;1;1;1;1](z) =
z4 − z
−2z3 + 1;
R[9;5;1;1;1](z) =
z4 + z3 + z2 − z
−z3 + z2 − 3z + 1;
R[7;3;3;3;1](z) =
z4 − 3 13 z3 + 3 23 z2 − z
−z3 + 3 43 z2 − 5 · 3−13 z + 1;
R[5;5;5;1;1](z) =
z4 + −5+
√
5
2
z3 + 3−
√
5
2
z2 − z
−z3 + 3+
√
5
2
z2 + −5−
√
5
2
z + 1
.
The dynamics that these maps exhibit are well-understood since the roles of all six
(6 = 2d− 2) critical points of each map are known.
Lemma 6.1. For each map R in the (d, n) = (4, 2) case, all six critical points are
associated with parabolic fixed point(s).
Proof. Suppose that R(αi) = αi for i = 0, . . . , 4. Proposition 2.6 implies that the mul-
tiplicity of αi as a fixed point of R
2 is an integer of the form 2ki + 1 where ki ∈ Z+.
If ki > 0, then αi is a parabolic fixed point of R with multiplier −1. The argument in
Section 1.5.2 states that αi has ki distinct immediate basins, each of which is made from
 Figure 6.1. J(R[13;1;1;1;1]).
 
Figure 6.2. J(R[9;5;1;1;1]).
two disjoint Fatou components forming a period 2 cycle. Equation (5) in Chapter 2 says
that ki’s must satisfy
4∑
i=0
(2ki + 1) = 4
2 + 1, ∴
4∑
i=0
ki = 6.
This implies that the total number of the distinct immediate basins of the parabolic fixed
point(s) of R is always 6. Since each immediate basin must contain a critical point, all
six critical points of R must be associated with parabolic fixed point(s). 
Figures 6.1-6.4 show the Julia sets of the (d, n) = (4, 2) maps. The unit circle is super-
imposed on them. The range is {−2, 2} × {−2i, 2i}. In these figures every white point
is in the Fatou set. The black points are in the Julia set except for distortion near the
parabolic fixed point(s) and its/their pre-images.
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 Figure 6.3. J(R[7;3;3;3;1]).
 
Figure 6.4. J(R[5;5;5;1;1]).
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CHAPTER 7
Future Directions
(i) I am particularly interested in working on Conjecture 3.7 for parameter values
a in the open quarter disk {a ∈ C : 0 < |a+ 1| < 2, pi
2
< Arg(a+ 1) < pi}, since
the line {a ∈ C : Im(a) = −1} ∪ {∞} is invariant under f(a) = 3−a
1+a
.
(ii) Study parameter spaces of other exceptional rational functions. As for each
rational function corresponding to cases (d, n) = (2, 3) and (4, 2), it contains no
parameters. Each critical point is associated to a certain parabolic fixed point,
so the dynamics of the map can be fully explained.
On the other hand, all functions in case (d, n) = (3, 2) contain parameters.
These functions can be divided into two groups. For R[7;1;1;1],a and R[5;3;1;1],a,
each has one “free” critical point. Numerical experiments strengthen the ob-
servation that there are two possible scenarios of the behavior of this critical
point:
• associated to the existing parabolic fixed point(s);
• associated to an attracting cycle.
It seems that for some parameter values one of the non-parabolic fixed points
becomes attracting, so the “free” critical point is associated to it. As the
parameter value changes, the family of the iterates of a parameterized rational
map is expected to undergo bifurcation. Hence quasiconformal copies of the
boundary of a generalized Mandelbrot set might appear in the parameter space.
As for R[3;3;3;1],a, Lemmas 5.2 and 2.13 imply that R[3;3;3;1],a has three para-
bolic and one repelling fixed points. R[3;3;3;1],a has one “free” critical point, and
it seems to be associated to one of the the existing parabolic fixed points or an
attracting cycle of period n ≥ 3.
I would like to study the features of the parameter spaces, and investigate
the possible dynamics which the iterates of these exceptional rational maps can
display.
(iii) Study the Julia set properties of exceptional rational functions. Each function in
case (d, n) = (2, 3) has a parabolic fixed point 0 whose immediate basin contains
more than one disjoint Fatou component. Then Theorem 3.34 implies that the
Julia set of such a rational map is connected. Using Milnor’s result ([13], [15])
it can be shown that the Julia sets of rational maps in cases (d, n) = (3, 2) and
(4, 2) are not totally disconnected. I would like to see if these Julia sets are
connected or locally connected.
(iv) Study Cremer fixed points.
(a) Interpret results by Buff and Che´ritat in the setting of {R(2,2),a}. Buff
and Che´ritat [5] recently proved that there exist quadratic polynomials
with Julia sets of positive Lebesgue measure. They have been working
on the family of quadratic polynomials {pθ}, pθ = z2 + e2piiθz. Every
polynomial in this family has a fixed point 0 with m(pθ, 0) = e
2piiθ and
a super-attracting fixed point ∞. They controlled the growth rate of a
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sequence {αn} of irrational numbers so that the following hold: for each
αn the fixed point 0 of pαn is in a Siegel disk; {αn} has a limit α for which
the fixed point 0 of pα is a Cremer point; the area of the filled-in Julia
set of pαn approximates J(pα), and has positive Lebesgue measure. I am
interested in transferring and interpreting their results in the setting of
{R(2,2),a} with R(2,2),a(z) = z2−zaz+1 .
(b) Improve computer graphics near Cremer points. Sketching the dynamics
plane with an irrational fixed point in F (R) is relatively easy. (See Figure
1.5.) However, there is no known good computer algorithm to depict the
dynamics near a Cremer point ([14],[15]).
(v) Calculate Hausdorff dimension of the Julia sets. In the 1990’s Denker and
Urban´ski worked on finding Hausdorff dimensions of the Julia sets of rational
functions all of whose critical points are associated with parabolic points (para-
bolic rational functions). In [16] Urban´ski extended the results to nonrecurrent
case. It seems that they did not list concrete examples of parabolic rational
maps. For any rational number θ, R(2,2),e2piiθ provides an example of such a
map. I am interested in calculating the Hausdorff dimension of J(R(2,2),e2piiθ ).
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