We develop a method for pricing financial options under uncertain volatility. The method is based on the dynamic programming principle and a Fourier cosine expansion method. Local errors in the vicinity of domain boundaries, originating from the use of Fourier series expansions, may hamper the algorithm's convergence. We use an extrapolation method to deal with these errors.
Introduction
A Fourier method for solving stochastic control problems has been developed in [12] . This paper is a conference proceedings version, in which we discuss a practical application in detail, i.e., the pricing of an option under uncertain volatility.
In [11] , an implicit discretization method for the governing partial differential equation (PDE) to solve a similar problem has been applied. Numerical experiments were performed using the butterfly spread and digital options. It was demonstrated that a non-monotone scheme may lead to incorrect, nonviscosity solutions. The authors in [13] combined an exponentially fitted finite volume method for the space direction and an implicit scheme in time for the PDE. The method was tested by using butterfly spread, double barrier call, and digital call options. The option prices in these papers will serve as reference to which we will compare our results.
Our method relies on the dynamic programming principle and the COS formula [4] , which is based on Fourier cosine series expansions. A recursive algorithm is developed based on the recursive recovery of the series coefficients, see Sect. 2.
It is known that Fourier cosine expansions may be inaccurate near spatial boundaries, particularly outside the expansion interval. These errors may propagate backwards in time. We give insights into the source of these local errors in Sect. 3.1. Based on this, we propose an extrapolation technique near the domain boundaries as an accurate solution technique in this context (Sect. 3.2).
In Sect. 4, we test the pricing method on digital and bull split-strike combo options. Besides, we analyze the performance of the COS method under discontinuous density functions. Finally, Sect. 5 summarizes and concludes.
Problem Description and Pricing Method
Let T > 0 be a finite terminal time, ((Ω, F , F s ) 0≤s≤T , P) a complete probability space satisfying the usual conditions, W s an F s -adapted one-dimensional Brownian motion, and q s an F s -adapted Poisson process with intensity λ .
The model we use is described in [11, 13] . The risk-neutral dynamics of the asset price is assumed to evolve according to either a geometric Brownian motion (GBM), dS s = rS s ds +˛sS s dW s ,
or Merton's jump-diffusion process, dS s = (r − λ κ)S s ds +˛sS s dW s + (e J − 1)S s dq s .
Here, κ := E[e J − 1] and r is the risk-neutral interest rate. The jumps J are normally distributed with mean μ J and standard deviation σ J . (˛s) 0≤s≤T represents an uncertain volatility process, which is valued in the interval [α − , α + ]. We consider the worst case for an investor with a long position in a European-style option. Then, the option value at time t reads:
where g(.) is a prescribed payoff function. A denotes the set of admissible control processes [10] . The pricing problem is now formulated as a stochastic control problem, whereby the process˛s is the control process, with values in the bounded
The corresponding Hamilton-Jacobi-Bellman (HJB) equations read
under GBM, and
under the jump-diffusion process. This yields
which allows us to restrict the set of possible control values to A = {α − , α + }. We see that the control value, that is the volatility, is a function of the Greek
Remark 1. Stochastic control problems may be solved employing numerical PDE techniques to the corresponding HJB equation. We refer to [6, 11] for numerical discretization methods. Then, issues about convergence to the correct, viscosity solution arise. The viscosity solution concept was introduced by P.L. Lions [9] . We refer to [2] for a general introduction to viscosity solutions and some general uniqueness and existence results. As we use the dynamic programming approach, we will not go into details about this.
We switch to log-asset price processes, X s := log S s , that belong to the class of Lévy processes. For GBM, we then deal with the Brownian motion
whereas the log-jump-diffusion process reads
The COS Method
In this section, we set up a general method to solve the pricing problem under a onedimensional Lévy process, X t . The method is based on the dynamic programming principle and uses the so-called COS formula, which was developed in [4] for pricing European options. It results in a recursive algorithm based on the Fast Fourier Transform algorithm. We will explain the COS formula in Sect. 2.2. We start here with the discrete-time framework of the solution method.
We deal with a discrete-time stochastic control problem, with M control times. Convergence of the numerical solution to the solution of the original problem (3) is achieved by increasing the number of time steps. Initial time is denoted by t 0 . We take a fixed equidistant grid of control times t 0 < t 1 < ···t m < ··· < t M = T , with Δt := t m+1 − t m . As a discrete approximation, we assume that the volatility process is constant during the time intervals [t m ,t m+1 ]. At each control time t m , with m < M , one can choose a control value from the set A = {α − , α + }, which influences the stochastic process during the time interval [t m ,t m+1 ]. This value is denoted by α m ∈ {α − , α + }, where the subscript refers to the control time. The choice depends on the current asset price. With this notation, bold-faced˛denotes a control process and α m denotes a single control value.
The value function reads
A ⊂ A denotes the set of all possible control paths {α m }
, where α m is valued in the control set A.
The dynamic programming principle gives:
The expectation c(t m−1 , x, α) is called the continuation value under control α.
COS Formula
In this section, we explain briefly our method to approximate the continuation value. The numerical method is based on series expansions of the value function at a next time level and the density function. For more details, we refer to [12] . We start with truncation of the infinite integration range of the expectation to
Next, we use the Fourier cosine series expansions of the density function and the value function on [a, b], with series coefficients
respectively. The density function of a stochastic process is usually not known, but often its characteristic function is known (see [3, 4] ). The coefficients A k (x, α) can be approximated as follows
Re (.) denotes taking the real part of the input argument. ϕ(.|x, α) is the conditional characteristic function of X t m , given X t m−1 = x and α m−1 = α. For Lévy processes, it follows that:
For Brownian motion, Eq. (7), the characteristic function reads
and for the log-jump-diffusion process, Eq. (8), we have
Inserting the Fourier cosine coefficients, combined with a truncation of the series summations, gives us the COS formula for approximation of c(t m−1 , x, α):
∑ in (17) indicates that the first term in the summation is weighted by one-half.
Recursion Formula for Coefficients V k (t m )
The algorithm for solving the stochastic control problem (9) is based on the recursive recovery of the coefficients V k (t m ), starting with the coefficients at the terminal time, V k (T ), for which often an analytic solution is available. These coefficients are used for the approximation of the continuation value at time t M −1 .
Next we consider the coefficients that are used to approximate the continuation value at time t m−1 , for m ≤ M − 1. The value function at time t m appears in the terms V k (t m ) and we need to find an optimal volatility for all state values y ∈ [a, b]. We determine sub-domains
, so that for each y ∈ D ± m it is optimal to choose control α ± m at control time t m . The subscript of α ± m indicates the time level and the superscript represents the control value. We split the integral for the definition of V k into different parts:
We approximate the termsĈ k at time t M−1 by using the COS formula for c(t M −1 , y, α), i.e., Eq. (17). Interchanging summation and integration then gives the approximation
where the elements of matrix M(z 1 , z 2 ) are given by:
The parameters of the matrices M are the boundary values of their respective integration ranges. For the coefficients
We get the following numerical approximation of the Fourier cosine coefficients:
where Λ ± is a diagonal matrix with entrieŝ
An additional error is introduced because the coefficients are approximated using the approximated elementsV j (t m+1 ). We propose an accurate alternative approximation for the Fourier coefficients V k (t m ) in Sect. 3.2.
The matrix-vector products Mw in the termsĈ can be computed by a Fourierbased algorithm, as stated in the next result: 
Error Analysis
In this section, we analyze the error of the COS method for pricing options under uncertain volatility and base our analysis on [4, 5, 12] . Errors in the COS method are introduced by the COS formula and by evolution through time via the coefficientŝ V k and a possibly incorrect control˛. We start with the local error in Sect. 3.1. The local error may be significant in the vicinity of the boundaries. This may give difficulties during the recursive recovery of the Fourier cosine coefficients V k (t m ). In Sect. 3.2, we propose an improved approximation for V k (t m ), which is more accurate thanV k (t m ) from (22). Finally, the propagating error in the backward recursion is analyzed (Sect. 3.3).
Local Error COS Formula
We define the local error of the COS formula for the continuation value by
We first assume that the terms V k (t m ) are exact. The error consists of three parts. The integration range truncation error enters by truncation of the infinite domain to the finite domain [a, b] . Conversely, the error related to approximating A k (x, α) by F k (x, α) (Eq. (13)) is due to replacing the finite domain by an infinite domain in Eq. (13) . Addition of both errors gives
The series truncation error on
The functionsv(t m , y) andf (y|x, α) denote the Fourier cosine series expansions of the value function and the density function, using N terms in the series summations. The convergence rate of Fourier cosine series depends on the properties of the approximated functions in the expansion interval. Information about different convergence types can be found in [1] . Based on that theory, we find that the series truncation error converges exponentially for density functions in the class C ∞ ([a, b] ).
A density function with discontinuity in one of its derivatives results in an algebraic convergence.
We can writê If, for given x, the integration interval [a, b] is chosen sufficiently wide, the series truncation error dominates the overall local error. This implies that for smooth density functions the local error converges exponentially to zero, otherwise it goes algebraically.
For a given interval [a, b] , the local error may, however, be large if x is in the vicinity of the domain boundaries. A local error may propagate via the backward recursion.
Improvement by Extrapolation
The coefficients V k (t m ) are recovered recursively, backwards in time. In that case, the local error, ε COS , described in the previous section, may propagate through time. Here, we propose a technique to deal with the inaccurate approximation near domain boundaries. The idea is to determine the area in which inaccurate approximate values from the COS method occur. In this area, we employ an extrapolation technique to compute a value with improved accuracy, using accurate numerical continuation values from the neighboring region.
In practical applications, it may be possible to determine the area in whicĥ c (t m−1 , x, α) 
(28) The derivatives can easily be computed in this setting, as:
We denote the extrapolated continuation value bỹ
The local error of the COS formula with extrapolation technique is denoted bỹ
and we have:
We use continuation valuec to determine the optimal control law and to approximate the terms C k bỹ
The corresponding Fourier coefficients are denoted byṼ k (t m−1 ).
Error Propagation in the Backward Recursion
Next we discuss the error convergence if we employ the extrapolation methodology from Sect. 3.2. We define
The error of the approximated Fourier coefficients now converges exponentially in N under certain conditions [12] :
Result 2. With a sufficiently accurate extrapolation technique, with [a, b] ⊂ R chosen sufficiently wide and a probability density function
The proof of this result is similar to that for pricing Bermudan options, which can be found in [5] . It can also be proved that if the local error converges algebraically, then so does ε k (t m ).
Numerical Experiments
We test the COS method by pricing digital and bull split-strike combo (bull) options. The payoff of a digital call (put) option is given by
for certain strike price K. The bull option is a combination of a short position in a put option with strike K 1 and a long position in a call with strike K 2 , where
The payoff function is given by
For the tests, we take K = 100, K 1 = 90, and K 2 = 110. Figure 1 shows the corresponding payoff functions. We switch to the log-asset price domain. The terminal coefficients for the digital call option are given by and for the bull split-strike combo option we have
For the functions χ k and ψ k , we refer to [4] . 
Fixed Volatility Experiment
We start with a test case with a fixed, known volatility, σ = 0.15, so that the problem simplifies to pricing a European option. As in [4] , we take For the cumulants ξ 1 , ξ 2 , and ξ 4 of the Brownian motion and the Merton process, we refer to [4] . If N, the number of terms in the cosine expansion, is chosen sufficiently large, then a larger computational domain should not affect the option price.
Geometric Brownian Motion
There is an analytic solution for both options under the GBM asset price process [8] . Tables 1a,b show the error of the COS formula, which are exponentially converging in N.
Jump-Diffusion Process
In the paper [7] , an implicit numerical PDE method is applied for the pricing of a digital put option, when the underlying process follows a jump-diffusion process. The reference price provided was v(t 0 , x 0 ) = 0.387153. The corresponding results of the COS formula are presented in Table 1c . The error convergence is exponentially in N. However, a larger value for N is required to reach a certain accuracy compared to the results under GBM. The reason for this is that we now deal with a larger integration interval [a, b], so that a larger value for N is needed for accurate series expansions.
Discontinuous Density Function
If we choose the interval [a, b] sufficiently wide, then the local error of the COS formula can be bounded by (see Sect. 3.1) b] ), the coefficients F k decay very fast, to be precise, they have an exponential convergence, so that the local error converges exponentially. In this section, we examine a discontinuous density function, 
Density recovery gives the approximation
First, we examine the convergence of the coefficients F k and the error off (y|x 0 ), for y = x 0 = 0. The results in Fig. 2 show that F k ∼ O(k −1 ) and the error converges algebraically with algebraic index of convergence 1. Next, we price a bull option under the uniform distribution function. The solution is given by
with g(.) as in (37). We find that
, and the option price Error is of order O (N −3 ) .
We note that the Fourier cosine series of the discontinuous density function shows a persistent Gibbs phenomenon. The oscillations move towards the discontinuous points y = x 0 − 1 and y = x 0 + 1 for increasing N, but they do not decrease in magnitude. According to the error analysis in Sect. 3.1 there holds, if [a, b] is sufficiently wide,v
The upper-left plot of Fig. 3 shows the density function and its Fourier-cosine series expansion, with the Gibbs phenomenon. The payoff function is presented in the upper-right plot. Although the slower algebraically convergence of the density, we observe convergence of the option price in N, see lower-right plot. The up-and downward oscillations in the lower-left plot apparently compensate partly. 
Uncertain Volatility
In this section, we test the COS method for pricing options under uncertain volatility. We take N sufficiently large, so that convergence of the series approximation is reached. For the control values we use here α − = 0.15, α + = 0.25. The numerical method converges in M , the number of time steps, to the solution of the original problem (3). We will use a 4-point Richardson-extrapolation scheme on the option values with small M to obtain more accurate values. This method is used in [5] to approximate American option values with the help of a few Bermudan option prices. Letv(t 0 , x 0 |M ) denote the option value with M time steps. We calculate the extrapolated value,v R (t 0 ,
Geometric Brownian Motion
We start with a digital call option under uncertain volatility. We use the same spatial domain as in [13] , namely [a, b] = [log 50, log160], and compare our results. It is worth mentioning that we do not need to use the extrapolated valueṼ k , with functionc, from Sect. 3.2. The reason for this is that the value function converges to a constant value if the log-asset price goes to plus or minus infinity. For sufficiently large intervals [a, b] , the value function on time lattice t m+1 is approximately constant outside the expansion interval. Then, by assuming that N is chosen sufficiently large, the functionv(t m+1 , x) is also accurate outside [a, b] and the local error of the COS formula at time t m is small for all y ∈ [a, b]. Because of this, extrapolation for the continuation value is not necessary.
The results are presented in Table 2 , they are very similar to the prices in [13] . Also the extrapolated valuesv R (t 0 , x 0 |M ) are accurate. The option value, the Delta (∂ v/∂ S) and Gamma (∂ 2 v/∂ S 2 ) of the option value, and the control domains are shown in Fig. 4 .
Next, the bull option under uncertain volatility is valued. Now we use extrapolation to determine accurate values of the continuation values close to both 
We can presume that the continuation value is well approximated on [x * * , x * ], with Figure 5 shows the option value calculated without and with extrapolation technique. The true value is calculated by using a very large computational domain, so that errors in the vicinity of the boundaries do not affect the option values in the domain S 0 ∈ [50, 160]. Then, a significant larger number of cosine terms is necessary to reach a certain accuracy. 
Merton's Jump-Diffusion Process
We end this section with an option pricing problem where the underlying asset prices is a jump diffusion. Table 4 presents the results for a digital call options. Again the COS method performs highly satisfactorily.
Remark 3 (Convergence in M ).
The digital call prices converge with order 1/2 in M , see Tables 2 and 4 , whereas the bull option converges with order 1 (Table 3) . Probably the properties of the payoff function give rise to different convergence rates. However, more research is needed to understand this behavior.
Remark 4 (Incorrect control).
In the previous experiments we took N sufficiently large, so that the COS formula for the continuation values was sufficiently accurate. If we would choose N too small, the COS formula may give incorrect control values. This is demonstrated in Fig. 6 , where the left-hand side picture shows the continuation values for both control choices with N = 2 5 , which is apparently too small. The right-hand side picture shows the difference between the two functions for N = 2 5 and a sufficiently large N = 2 9 . This function is used to determine the optimal volatility. It is clear that we find incorrect control values for small values of N and the convergence result 2 only holds for sufficiently large N.
Conclusion
In this paper, we presented a Fourier method for pricing options under uncertain volatility, based on the models from [11, 13] . The method relies on the dynamic programming principle and the COS formula [4] , which is based on Fourier cosine series expansions. A recursive algorithm has been defined, based on the recursive recovery of the series coefficients. With the use of the Fast Fourier Transform algorithm, we achieve a computational complexity of order O(N log 2 N) per time step, where N denotes the number of terms in the series expansion.
Analysis of the local error enabled us to further improve the method by using an extrapolation method for the area in which the COS formula may give inaccurate continuation values. Extrapolation by Taylor expansion can easily be applied as the derivatives of approximated continuation values can be directly computed based on the COS formula. An exponentially converging error, in N, is found for a sufficiently accurate extrapolation method, [a, b] ⊂ R sufficiently wide and a probability density function in the class C ∞ ([a, b]) . A discontinuous density function results in algebraic convergence.
We tested our numerical method by pricing digital and bull options. The COS method for pricing problems under uncertain volatility performed highly satisfactorily.
