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This paper considers the Swift–Hohenberg equation
u′′′′ + βu′′ + u3 − u = 0, β > 0.
Applying a perturbation method and adjusting some phase shift constants, we prove that
it has a homoclinic solution connecting a periodic solution (called generalized homoclinic
solution, thereafter) near the origin for each positive constant β , which is a new result.
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1. Introduction
The well-known Swift–Hohenberg equation is given by
u′′′′ + βu′′ + u3 − u = 0, (1.1)
where the constant β is positive. It was originally introduced to describe the onset of Rayleigh–Bénard heat convection [13].
Many other pattern forming systems occurring in different physical, chemical, and biological contexts (see for instance [1,3,
9,12,15]) have been cast into a dynamics of this type. The parameter β plays a central role in the analysis of the behavior
of solutions of (1.1). Indeed, the nature of the equilibria ±1 changes at the critical value β = √8. For β ∈ (0,√8 ), the four
eigenvalues of the linearization of (1.1) at u = ±1 are saddle-foci (complex with non-vanishing real parts) while they are
centers (purely imaginary) for β = √8. Many authors studied periodic solutions [14] and homoclinic solutions with a form
lim
x→±∞
(
u,u′,u′′,u′′′
)
(x) = (1,0,0,0) or (−1,0,0,0).
Especially, Bonheure [2] established the existence of multitransition kinks and pulses obtained as local minima of the associ-
ated functional. Smets and Van den Berg [11] used the mountain-pass lemma and Struwe’s monotonicity trick to prove that
(1.1) has a homoclinic solution for almost all β ∈ (0,√8 ) while Santra and Wei [10] employed the energy and the Morse
index to show that it admits a homoclinic solution for each β ∈ (0, β0) where β0 ≈ 0.8727. Recently, together with the
result given by Iooss and Pérouème [7], Deng and Li [4] applied a dynamic approach and a norm form analysis in particular
to obtain that (1.1) has a homoclinic solution for each β ∈ (√8− ,√8 ) where  is a small positive constant.
To our knowledge, the dynamics of (1.1) near the origin is not well understood. The linearized equation at the origin
has four eigenvalues: a pair of real eigenvalues and a pair of purely imaginary eigenvalues. This implies that (1.1) might
have a generalized homoclinic solution—a homoclinic solution connecting a periodic solution at inﬁnity. In this paper, we
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constants to rigorously prove it. This result is new.
The paper is organized as follows. Section 2 uses the four eigenvectors of the linearization at the origin to span the whole
space, and changes (1.1) into an equivalent system. A homoclinic solution of the dominant system is given. In Section 3, a
periodic solutions of the whole system is obtained by the classical Lyapunov–Schmidt method, which will be used for the
behavior of a generalized homoclinic solution at inﬁnity. Section 4 proves that this homoclinic solution persists when the
higher-order terms are included by adjusting some phase shift constants and applying a perturbation method and a ﬁxed
point theorem. This gives the existence of a generalized homoclinic solution approaching a periodic solution at inﬁnity.
2. Preliminary
Let u1 = u′ , u2 = u′′ , u3 = u′′′ which changes (1.1) into
u′ = u1,
u′1 = u2,
u′2 = u3,
u′3 = u − βu2 − u3. (2.1)
The system (2.1) is reversible with a reverser S deﬁned by
S(u,u1,u2,u3) = (u,−u1,u2,−u3),
that is, S(u,u1,u2,u3)(−x) is also a solution whenever (u,u1,u2,u3)(x) is. A solution (u,u1,u2,u3) is reversible if
S(u,u1,u2,u3)(−x) = (u,u1,u2,u3)(x). This reverser S plays an important role in the existence of the generalized ho-
moclinic solution. The linearization of (2.1) at (0,0,0,0)T has a pair of real eigenvalues ±λ1 and a pair of purely imaginary
eigenvalues ±iλ3 where
λ1 =
√
−β +√4+ β2
2
, λ3 =
√
β +√4+ β2
2
. (2.2)
The corresponding eigenvectors are
U1 =
{
λ1
1− βλ21
, λ23,
1
λ1
,1
}T
, U2 =
{
− λ1
1− βλ21
, λ23,−
1
λ1
,1
}T
,
U3 =
{
iλ3
1+ βλ23
,−λ21,−
i
λ3
,1
}T
, U4 = U¯3 =
{
− iλ3
1+ βλ23
,−λ21,
i
λ3
,1
}T
, (2.3)
where
1− βλ21 > 0. (2.4)
If let U = (u,u1,u2,u3)T , then U can be represented as
U = AU1 + BU2 + CU3 + C¯ U¯3 (2.5)
so that the system (2.1) is equivalent to
A′ = λ1A + f (A, B,C, C¯),
B ′ = −λ1B + f (A, B,C, C¯),
C ′ = iλ3C + h(A, B,C, C¯),
C¯ ′ = −iλ3C¯ + h(A, B,C, C¯), (2.6)
where
f (A, B,C, C¯) = [−(1+ βλ
2
3)λ1(A − B) − iλ3(1− βλ21)(C − C¯)]3
2(1− βλ21)3(2+ βλ23)(1+ βλ23)3
,
h(A, B,C, C¯) = [−(1+ βλ
2
3)λ1(A − B) − iλ3(1− βλ21)(C − C¯)]3
2(1− βλ2)3(2− βλ2)(1+ βλ2)3 . (2.7)1 1 3
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v = A − B, v1 = A + B, v2 = i(C − C¯), v3 = C + C¯ (2.8)
such that the system (2.6) can be transformed into
X ′ = LX + F (X) + N(X), (2.9)
where X = (v, v1, v2, v3)T ,
L =
⎛
⎜⎝
0 λ1 0 0
λ1 0 0 0
0 0 0 −λ3
0 0 λ3 0
⎞
⎟⎠ , F (X) =
⎛
⎜⎜⎜⎝
0
− λ31v3
(1−βλ21)3(2+βλ23)
0
0
⎞
⎟⎟⎟⎠ ,
N(X) =
⎛
⎜⎜⎜⎜⎝
0
[−(1+βλ23)λ1v−λ3(1−βλ21)v2]3
(1−βλ21)3(2+βλ23)(1+βλ23)3
+ λ31v3
(1−βλ21)3(2+βλ23)
0
[−(1+βλ23)λ1v−λ3(1−βλ21)v2]3
(1−βλ21)3(2−βλ21)(1+βλ23)3
⎞
⎟⎟⎟⎟⎠ . (2.10)
From (2.3), (2.5) and (2.8), U has the following form
U = vW1 + v1W2 + v2W3 + v3W4, (2.11)
where
W1 =
(
λ1
1− βλ21
,0,
1
λ1
,0
)T
, W2 =
(
0, λ23,0,1
)T
,
W3 =
(
λ3
1+ βλ3 ,0,−
1
λ3
,0
)T
, W4 =
(
0,−λ21,0,1
)T
. (2.12)
Moreover
SW1 = W1, SW2 = −W2, SW3 = W3, SW4 = −W4,
S(v, v1, v2, v3) = (v,−v1, v2,−v3). (2.13)
The dominant system of (2.9)
X ′ = LX + F (X) (2.14)
has a homoclinic solution
H(x) = (−a sech(λ1x),a sech(λ1x) tanh(λ1x),0,0)T , (2.15)
where
a =
√
2(1− βλ21)3(2+ βλ23)
λ1
. (2.16)
Assume that the homoclinic solution H(x) has a phase shift
τ = 1
λ1
log
1
τ1
, (2.17)
where  is a small positive number and the positive constant τ1 is to be determined. Let
H(x;τ ) = H(x+ τ ), (2.18)
which satisﬁes∣∣H(x;τ )∣∣ τ1Me−λ1x for any x ∈ [0,∞), (2.19)
where M is a positive constant.
In the following we will prove that this homoclinic will persist when higher-order terms are added by activating the
constant τ1.
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In this section, we ﬁnd a periodic solution of (2.9) using the classical Lyapunov–Schmidt method, which will determine
the form of the generalized homoclinic solution at inﬁnity. The general theory of periodic solutions for reversible systems
can be found in Kielhöfer’s book [8].
Let x˜ = (λ3 + r1)x where the constant r1 is to be determined, which changes (2.9) into
v˙ = λ1
λ3 + r1 v1,
v˙1 = λ1
λ3 + r1 v + f1(v, v1, v2, v3),
v˙2 = − λ3
λ3 + r1 v3,
v˙3 = λ3
λ3 + r1 v2 + h1(v, v1, v2, v3), (3.1)
where the dot means taking the derivative with respect to x˜, and
f1(v, v1, v2, v3) = 1
λ3 + r1
[−(1+ βλ23)λ1v − λ3(1− βλ21)v2]3
(1− βλ21)3(2+ βλ23)(1+ βλ23)3
,
h1(v, v1, v2, v3) = 1
λ3 + r1
[−(1+ βλ23)λ1v − λ3(1− βλ21)v2]3
(1− βλ21)3(2− βλ21)(1+ βλ23)3
. (3.2)
Let Hmper(0,2π) be a space of periodic functions of x˜ with a period 2π such that their derivatives up to order m are in
L2(0,2π), which norm is denoted by ‖ · ‖m . Look for the reversible periodic solution of (3.1) in (Hmper(0,2π))4, which can
be expressed as
v(x˜) =
∞∑
n=0
v0,n cos(nx˜), v1(x˜) =
∞∑
n=1
v1,n sin(nx˜),
v2(x˜) = I cos(x˜) + v02(x˜), v3(x˜) =
∞∑
n=1
v3,n sin(nx˜), (3.3)
where I is a positive constant and v02(x˜) =
∑∞
n=0,n 
=1 v2,n cos(nx˜). Plugging (3.3) into (3.1), making the coeﬃcient of
each term in the Fourier series equal and using the ﬁxed point theorem, we solve for v(x˜), v1(x˜), v02(x˜) and v3(x˜) in
(Hmper(0,2π))
4 as smooth functions of x˜ and small I and the real constant r1 as a smooth function of small I (more details
can be found in [5] and [8]), which can be written as(
v, v1, v
0
2, v3
)
(x˜) = (v, v1, v02, v3)(x˜; I), r1 = r1(I). (3.4)
Moreover, using the fact that f1 and h1 are polynomials of degree 3,(
v, v1, v
0
2, v3
)
(x˜;0) = 0 for all x˜ ∈ [0,2π ],
‖v‖m + ‖v1‖m  MI3,
∥∥v02∥∥m + ‖v3‖m  MI, ∣∣r1(I)∣∣ MI2 (3.5)
for I ∈ (0, I1] where I1 is a ﬁxed positive and small constant and M is a constant uniformly bounded for bounded I .
By the relation x˜ = (λ3 + r1)x, we deﬁne
Xp,I (x) =
(
v
(
(λ3 + r1)x; I
)
, v1
(
(λ3 + r1)x; I
)
, v02
(
(λ3 + r1)x; I
)+ I cos((λ3 + r1)x), v3((λ3 + r1)x; I))T (3.6)
for I > 0 small, which is smooth for x and small I . Note that Xp,0(x) = 0. Thus, Xp,I (x) is a periodic solution of (2.9), which
from (3.5) and (3.6) satisﬁes that∥∥Xp,I (x)∥∥m  M1 I (3.7)
for any positive integer m. Moreover,∥∥Xp,I [k](x)∥∥m  M1 I3 (3.8)
for k = 1,2 where Xp,I [n] denotes the n-th component of Xp,I . The Sobolev embedding theorem gives that (3.7) and (3.8)
also hold in CmB (R)-norm, which is a space of continuously differentiable functions up to the order m with a supremum
norm.
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In this section we demonstrate that (2.9) has a generalized homoclinic solution exponentially approaching the periodic
solution Xp,I obtained in Section 3 by activating τ1 in (2.17) and the phase shift of Xp,I .
Assume that
sinh
(
2λ1π
λ3
)

= 1 (4.1)
and deﬁne
g0 =
2∫
1
ς ′(t)
[
1
1− sinh( 2λ1π
λ3
)
℘1(2π) sinh(λ1t) + ℘1(λ3t)
]
sech(λ1t)
(−1+ 2 sech2(λ1t))dt
+
2∫
0
[ −λ33
(2+ βλ23)(1+ βλ23)3
(
1− ς(t)) cos3(λ3t)
− ς ′(t)
(
1
1− sinh( 2λ1π
λ3
)
℘1(2π) cosh(λ1t) + λ3
λ1
℘′1(λ3t)
)]
sech(λ1t) tanh(λ1t)dt, (4.2)
where
℘1(x) = − λ
2
3
(2+ βλ23)(1+ βλ23)3
x∫
0
sinh
(
λ1
λ3
(x− t)
)
cos3(λ3t)dt, (4.3)
and the cut-off function ς ∈ C∞(R,R) satisﬁes 0 ς(x) 1 and
ς(x) =
{
1, |x| 2,
0, |x| 1.
Theorem 4.1. There exists a positive constant I0 such that for I ∈ (0, I0], if the small parameter  = I1+γ with any constant γ ∈ [0,2),
then (2.9) has a generalized homoclinic solution which is reversible and exponentially approaches the periodic solution Xp,I (x+ θ) as
x → ∞ and S Xp,I (−x+ θ) as x → −∞ provided that
(1) τ1 in (2.17) and the phase shift θ are continuous functions in I ,
(2) (4.1) holds and g0 > 0 in (4.2).
Remark 4.1. (1) From the relationship between (1.1) and (2.9), this theorem yields that (1.1) has a generalized homoclinic
solution.
(2) The range of γ is determined in the proof of this theorem. For example, see (4.16) and the proof of Lemma 4.3.
(3) Take β = 3 and deﬁne the cut-off function ς(x) as the following
ς(x) =
⎧⎪⎨
⎪⎩
∫ x
0 δ(t)dt∫∞
0 δ(t)dt
, for x ∈ [0,∞),
∫ 0
x δ(t)dt∫ 0
−∞ δ(t)dt
, for x ∈ (−∞,0],
where
δ(x) =
{
e
1
(x2−a2)(x2−b2) , for x ∈ (−b,−a) ∪ (a,b),
0, for x ∈ R\((−b,−a) ∪ (a,b)),
a = 1.8 and b = 2. Then
1− sinh
(
2λ1π
λ3
)
≈ −2.2763593, g0 ≈ 0.0000807.
Thus, the assumptions in Theorem 4.1 hold.
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Sun [5]). We divide the proof into two steps. (1) Prove that (2.9) has a homoclinic solution for x ∈ [0,∞), which exponen-
tially approaches the periodic solution Xp,I (x+ θ) for some phase shift θ as x → ∞. (2) Solve for θ and τ1 as functions of I .
This yields that this solution can be extended to x ∈ (−∞,0] and exponentially approaches S Xp,I (−x + θ) as x → −∞ by
using the reversibility.
Step 1. Existence of generalized homoclinic solution for x ∈ [0,∞).
In order to ﬁnd a solution of (2.9) near H(x;τ ), we assume that the solution of (2.9) has a form
X(x;τ , θ, I) = H(x;τ ) + ς(x)Xp,I (x+ θ) + Z(x), (4.4)
where Z(x) is a perturbation term to be determined and exponentially tends to 0 as x → ∞ so that X(x;τ , θ, I) is a solution
of (2.9) that approaches the periodic orbit Xp,I .
Since H(x;τ ) is a solution of (2.14) and Xp,I (x) is a solution of (2.9), after plugging (4.4) into (2.9), we have
Z ′ = L(x)Z + F(Z , x, τ , θ, I), (4.5)
where L(x) = dF [H(x;τ )] + L, d means taking the Fréchet derivative, and
F(Z , x, τ , θ, I) = F (H(x;τ ) + ς(x)Xp,I (x+ θ) + Z(x))− F (H(x;τ ))− ς(x)F (Xp,I (x+ θ))− dF [H(x;τ )]Z
+ N(H(x;τ ) + ς(x)Xp,I (x+ θ) + Z(x))− ς(x)N(Xp,I (x+ θ))− ς ′(x)Xp,I (x+ θ). (4.6)
In the following, we let M be a positive constant. Then F and N satisfy the following estimates using (2.10), (2.19) and
(3.7).
Lemma 4.1. If |Z | + |Z1| + |Z2| M, then for x 0,∣∣F(Z , x, τ , θ, I)∣∣ M[(3 + I)e−3λ1x +  I2e−λ1x + 2 Ie−2λ1x + (2e−2λ1x + I2)|Z | + (e−λ1x + I)|Z |2 + |Z |3],∣∣F(Z1, x, τ , θ, I) − F(Z2, x, τ , θ, I)∣∣ M[2 + I2 + ( + I)(|Z1| + |Z2|)+ |Z1|2 + |Z2|2]|Z1 − Z2|. (4.7)
Remark 4.2. The term Ie−3λ1x in the ﬁrs inequality of (4.7) comes from ς ′(x)Xp,I (x+ θ) in (4.6). From (3.8), we know that∣∣F[k](Z , x, τ , θ, I)∣∣ M[(3 + I3)e−3λ1x +  I2e−λ1x + 2 Ie−2λ1x + (2e−2λ1x + I2)|Z |
+ (e−λ1x + I)|Z |2 + |Z |3] (4.8)
for k = 1,2, where F [k] denotes the k-th component of F .
The linear equation of (4.5)
Z ′ = L(x)Z (4.9)
has four linearly independent solutions
s1(x;τ ) =
{
aλ1 sech
(
λ1(x+ τ )
)
tanh
(
λ1(x+ τ )
)
,aλ1 sech
(
λ1(x+ τ )
)(−1+ 2 sech2(λ1(x+ τ ))),0,0}T ,
u1(x;τ ) = 1
4aλ21
{
sech
(
λ1(x+ τ )
)
tanh
(
λ1(x+ τ )
)(
6λ1(x+ τ ) − 4coth
(
λ1(x+ τ )
)+ sinh(2λ1(x+ τ ))),
2 sinh
(
λ1(x+ τ )
)+ 6 sech(λ1(x+ τ ))(λ1(x+ τ )(−1+ 2 sech2(λ1(x+ τ )))+ 2 tanh(λ1(x+ τ ))),
0,0
}T
,
u2(x) =
{
0,0, cos(λ3x), sin(λ3x)
}T
, u3(x) =
{
0,0, sin(λ3x),− cos(λ3x)
}T
, (4.10)
which satisfy for x ∈ [0,∞),
∣∣s1(x;τ )∣∣ Mτ1e−λ1x, ∣∣u1(x;τ )∣∣ M eλ1x, ∣∣u2(x)∣∣+ ∣∣u3(x)∣∣ M. (4.11)τ1
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s∗1(x;τ ) =
1
4aλ21
{
2 sinh
(
λ1(x+ τ )
)+ 6 sech(λ1(x+ τ ))(λ1(x+ τ )(−1+ 2 sech2(λ1(x+ τ )))+ 2 tanh(λ1(x+ τ ))),
− sech(λ1(x+ τ )) tanh(λ1(x+ τ ))(6λ1(x+ τ ) − 4coth(λ1(x+ τ ))+ sinh(2λ1(x+ τ ))),0,0}T ,
u∗1(x;τ ) = aλ21
{− sech(λ1(x+ τ ))(−1+ 2 sech2(λ1(x+ τ ))), sech(λ1(x+ τ )) tanh(λ1(x+ τ )),0,0}T ,
u∗2(x) =
{
0,0, cos(λ3x), sin(λ3x)
}T
, u∗3(x) =
{
0,0, sin(λ3x),− cos(λ3x)
}T
, (4.12)
which satisfy
∣∣s∗1(x;τ )∣∣ Mτ1 eλ1x,
∣∣u∗1(x;τ )∣∣ Mτ1e−λ1x, ∣∣u∗2(x)∣∣+ ∣∣u∗3(x)∣∣ M. (4.13)
The solution of (4.5) that decays to zero at inﬁnity can be found as
Z =
x∫
0
〈F(Z , t, τ , θ, I), s∗1(t;τ )〉dt s1(x;τ )
−
∞∫
x
〈F(Z , t, τ , θ, I),u∗1(t;τ )〉dt u1(x;τ )
−
3∑
k=2
∞∫
x
〈F(Z , t, τ , θ, I),u∗k (t)〉dt uk(x)
 G(Z;τ , θ, I), (4.14)
where 〈· , ·〉 denotes the Euclidean inner product on R4.
Choose a ﬁxed constant ν ∈ ( λ12 , λ1) and consider (4.14) as a ﬁxed point problem in a Banach space
Eν =
{
Z ∈ C(0,∞)
∣∣∣ sup
x∈[0,∞)
{∣∣Z(x)∣∣eνx}< ∞}
with the norm
‖Z‖ν = sup
{∣∣Z(x)∣∣eνx ∣∣ x ∈ [0,∞)},
which implies that Z exponentially tends to zero as x → ∞. It is easy to obtain the following lemma using Lemma 4.1,
(4.11) and (4.13).
Lemma 4.2. The function G satisﬁes∥∥G(Z;τ , θ, I)∥∥
ν
 M
[
3 + I +  I2 + 2 I + (2 + I2)‖Z‖ν + ( + I)‖Z‖2ν + ‖Z‖3ν],∥∥G(Z1;τ , θ, I) − G(Z2;τ , θ, I)∥∥ν  M[2 + I2 + ( + I)(‖Z1‖ν + ‖Z2‖ν)+ ‖Z1‖2ν + ‖Z2‖2ν]‖Z1 − Z2‖ν (4.15)
for x 0 and Z , Z1, Z2 ∈ Ev .
Let B¯r(0) ⊂ Eν be a closed ball in Eν with a radius r = O (Il) for l ∈ [0,1), then we can show from Lemma 4.2 that G is
a contraction on B¯r(0) for small I if
 = I1+γ , γ  0. (4.16)
Thus, (4.14) has a unique solution Z(x;τ , θ, I) satisfying∥∥Z(x;τ , θ, I)∥∥
ν
 MI. (4.17)
More precisely, using Remark 4.2, we obtain∥∥Z [k](x;τ , θ, I)∥∥
ν
 MI3 (4.18)
for k = 1,2 where Z [k] denotes the k-th component of Z . By differentiating (4.14) with respect to x and using the same
argument as that for (4.14) and an extension of a contraction mapping principle in [16], we can show that Z is smooth in
its arguments.
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To construct a reversible solution of (2.9), the idea is to solve the following equation
(I − S)X(0;τ , θ, I) = 0. (4.19)
Then, deﬁne the solution of (2.9) as X (x) = X(x;τ , θ, I) for x  0 and X (x) = S(X(−x;τ , θ, I)) for x  0, which gives a
reversible solution X (x) of (2.9).
From (2.13), (4.4) and the deﬁnition of the cut-off function ς(x), we know that the ﬁrst and the third equations of (4.19)
automatically hold. The second and the fourth equations are equivalent to the following equations
H[2](0;τ ) + Z [2](0) = 0,
H[4](0;τ ) + Z [4](0) = 0, (4.20)
where f [n] denotes the n-th component of f . Now we solve (4.20) for τ and θ as functions of I .
Lemma 4.3. Under the assumptions of Theorem 4.1, (4.20) is equivalent to from (2.17), (4.2) and (4.16)
 = F1( ; I), (4.21)
where  = (τ1, θ)T ,
F1( ; I) =
(
I2−γ ( g08a + Q 1(τ1, θ, I))
I2Q 2(τ1, θ, I)
)
, (4.22)
Q 1 and Q 2 are differentiable with respect to their arguments. Moreover, Q 1 , Q 2 and their derivatives with respect to τ1 and θ are
uniformly bounded for small bounded I and  .
Choose a ball Br(0) ⊂ R2 with a radius r = O (I(2−γ )/2). It is easy to show that F1 is a contraction on B¯r(0) if I is small.
Therefore, (4.21) has a unique solution  , i.e., (4.20) and then (4.19) hold. Moreover, the assumption g0 > 0 in Theorem 4.1
implies τ1 > 0 for small I .
Using the reversibility, we know that from (2.17) and (4.16)
X
(
x; 1
λ1
log
1
τ1 I1+γ
, θ, I
)
and S X
(
−x; 1
λ1
log
1
τ1 I1+γ
, θ, I
)
are solutions of (2.9) and from (4.19)
S X
(
0; 1
λ1
log
1
τ1 I1+γ
, θ, I
)
= X
(
0; 1
λ1
log
1
τ1 I1+γ
, θ, I
)
so that we can deﬁne
X (x) =
{
X(x; 1
λ1
log 1
τ1 I1+γ
, θ, I) for x 0,
S X(−x; 1
λ1
log 1
τ1 I1+γ
, θ, I) for x 0.
Then SX (−x) = X (x). Thus, the solution X (x) of (2.9) is a reversible homoclinic connection to the periodic solution. This
completes the proof of Theorem 4.1.
Now we prove Lemma 4.3.
Proof of Lemma 4.3. By (2.15), (2.18), (4.4) and (4.10), the system (4.20) is equivalent to
2a2λ21 sech(λ1τ ) tanh(λ1τ ) −
(
6λ1τ sech
3(λ1τ ) + sinh(λ1τ ) + sech(λ1τ )
(−3λ1τ + 6 tanh(λ1τ )))
×
∞∫
0
〈F(Z , t, τ , θ, I),u∗1(t;τ )〉dt = 0, (4.23)
∞∫
0
〈F(Z , t, τ , θ, I),u∗3(t)〉dt = 0. (4.24)
We ﬁrst focus on Eq. (4.24). Notice that from (2.19), (3.7), (4.16) and (4.17)∣∣H(x;τ )∣∣= O (τ1) = O (I), ∣∣H(x;τ ) + ζ(x)Xp,I (x+ θ) + Z(x)∣∣= O (I), (4.25)
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0 =
∞∫
0
〈−ς ′(t)Xp,I (t + θ),u∗3(t)〉dt + O (I3)
= −
2∫
1
ς ′(t)
〈
Xp,I (t + θ),u∗3(t)
〉
dt + O (I3)
= −
2∫
1
ς ′(t)
(
v2p(t + θ) sin(λ3t) − v3p(t + θ) cos(λ3t)
)
dt + O (I3), (4.26)
where Xp,I = (vp, v1p, v2p, v3p)T . We have found the periodic solution Xp,I of the system (3.1). Especially, v2p(x˜) can be
expressed as
v2p(x˜) = v2p(0) cos
(
λ3
λ3 + r1 x˜
)
+ ϑ(x˜), (4.27)
where
ϑ(x˜) = −
x˜∫
0
sin
(
λ3
λ3 + r1 (x˜− t)
)
h1
(
vp(t), v1p(t), v2p(t), v3p(t)
)
dt (4.28)
and ϑ(x˜) = O (I3). From (3.3) and (4.27), we have
I = 1
π
2π∫
0
cos(t)v2p(t)dt
=
{
v2p(0) + 1π
∫ 2π
0 cos(t)ϑ(t)dt for r1 = 0,
(1+ ζ(r1))v2p(0) + 1π
∫ 2π
0 cos(t)ϑ(t)dt for r1 
= 0,
(4.29)
where ζ(r1) = (λ3 + r1)(
sin(
2πr1
λ3+r1 )
2πr1
+ sin(
2π(r1+2λ3)
λ3+r1 )
2π(r1+2λ3) ) − 1 and ζ(0) = 0. Thus,
v2p(0) =
{
I − 1π
∫ 2π
0 cos(t)ϑ(t)dt for r1 = 0,
1
1+ζ(r1) I − 1π(1+ζ(r1))
∫ 2π
0 cos(t)ϑ(t)dt for r1 
= 0.
(4.30)
Then, we have from (3.5)
v2p(x˜) =
{
(I − 1π
∫ 2π
0 cos(t)ϑ(t)dt) cos(x˜) + ϑ(x˜) for r1 = 0,
( 11+ζ(r1) I − 1π(1+ζ(r1))
∫ 2π
0 cos(t)ϑ(t)dt) cos(
λ3
λ3+r1 x˜) + ϑ(x˜) for r1 
= 0,
= I cos
(
λ3
λ3 + r1 x˜
)
+ F1(x˜, θ, I), (4.31)
where F1(x˜, θ, I) = O (I3), or
v2p(x) = I cos(λ3x) + F2(x, θ, I), (4.32)
where F2(x, θ, I) = O (I3). Using (4.32) and the fact that v3p(x) = − 1λ3 v ′2p(x) by (2.9), we know that (4.26) is changed into
0 = I
2∫
1
ς ′(t)
(
cos
(
λ3(t + θ)
)
sin(λ3t) − sin
(
λ3(t + θ)
)
cos(λ3t)
)
dt + F3(τ , θ, I)
= −I
2∫
1
ς ′(t) sin(λ3θ)dt + F3(τ , θ, I)
= −I sin(λ3θ) + F3(τ , θ, I), (4.33)
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θ = I2F4(τ1, θ, I), (4.34)
where F4(τ1, θ, I) = I−2 1λ3 arcsin(
F3(τ ,θ,I)
I ). We can check that F4(τ1, θ, I) is differentiable with respect to its arguments,
and F4(τ1, θ, I) and its derivatives with respect to τ1 and θ are uniformly bounded for small bounded (τ1, θ, I). This yields
the second equation of (4.21).
In the following, we pay attention on Eq. (4.23). From (2.10), (2.18), (3.8) and (4.18), we know that H(x;τ ) has a factor
τ1 so that
F
(
H(x;τ ) + ς(x)Xp,I (x+ θ) + Z(x)
)− F (H(x;τ ))− ς(x)F (Xp,I (x+ θ))− dF [H(x;τ )]Z
= τ1O
(
I6 + τ1 I3
)+ O (I9),
N[2](H(x;τ ) + ς(x)Xp,I (x+ θ) + Z(x))− ς(x)N[2](Xp,I (x+ θ))
= −λ
3
3
(2+ βλ23)(1+ βλ23)3
[(
ς(x)v2p(x+ θ) + v2(x)
)3 − ς(x)v32p(x+ θ)]+ O (I5)+ τ1O (I2 + τ1 I + 2τ 21 ),
where Z = (v, v1, v2, v3)T and N[2] denotes the second component of N . Thus, we get from (4.6)
F[2](Z , x, τ , θ, I) = −λ
3
3
(2+ βλ23)(1+ βλ23)3
[(
ς(x)v2p(x+ θ) + v2(x)
)3 − ς(x)v32p(x+ θ)]
− ς ′(x)v1p(x+ θ) + O
(
I5
)+ τ1O (I2 + τ1 I + 2τ 21 ), (4.35)
where F [2] denotes the second component of F . Using (4.14) and (4.32), the third component v2 of Z has the following
expression
v2(x) = −
∞∫
x
〈F(Z , t, τ , θ, I),u∗2(t)〉dt cos(λ3x) −
∞∫
x
〈F(Z , t, τ , θ, I),u∗3(t)〉dt sin(λ3x)
= I
∞∫
x
ς ′(t)
(
v2p(t + θ) cos(λ3t) + v3p(t + θ) sin(λ3t)
)
dt cos(λ3x)
+ I
∞∫
x
ς ′(t)
(
v2p(t + θ) sin(λ3t) − v3p(t + θ) cos(λ3t)
)
dt sin(λ3x) + O
(
I3
)
= I
∞∫
x
ς ′(t)
(
cos
(
λ3(t + θ)
)
cos(λ3t) + sin
(
λ3(t + θ)
)
sin(λ3t)
)
dt cos(λ3x)
+ I
∞∫
x
ς ′(t)
(
cos
(
λ3(t + θ)
)
sin(λ3t) − sin
(
λ3(t + θ)
)
cos(λ3t)
)
dt sin(λ3x) + O
(
I3
)
= I(1− ς(x)) cos(λ3(x+ θ))+ O (I3). (4.36)
From the ﬁrst and second equations of (3.1), we know that
vp(x˜) = vp(0) sinh
(
λ1
λ3 + r1 x˜
)
+
x˜∫
0
sinh
(
λ1
λ3 + r1 (x˜− t)
)
f1
(
vp(t), v1p(t), v2p(t), v3p(t)
)
dt
= vp(0) sinh
(
λ1
λ3 + r1 x˜
)
+
x˜∫
0
sinh
(
λ1
λ3 + r1 (x˜− t)
) −λ33v32p(t)
(λ3 + r1)(2+ βλ23)(1+ βλ23)3
dt + O (I5)
= vp(0) sinh
(
λ1
λ3 + r1 x˜
)
+ ℘(x˜)I3 + O (I5),
where
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3
3
(λ3 + r1)(2+ βλ23)(1+ βλ23)3
x˜∫
0
sinh
(
λ1
λ3 + r1 (x˜− t)
)
cos3(λ3t)dt
= − λ
2
3
(2+ βλ23)(1+ βλ23)3
x˜∫
0
sinh
(
λ1
λ3
(x˜− t)
)
cos3(λ3t)dt + O (r1)
= − λ
2
3
(2+ βλ23)(1+ βλ23)3
x˜∫
0
sinh
(
λ1
λ3
(x˜− t)
)
cos3(λ3t)dt + O
(
I2
)
= ℘1(x˜) + O
(
I2
)
. (4.37)
Here (3.5) and (4.3) are used. Since vp(x˜) is periodic with period 2π and sinh(
2λ1π
λ3
) 
= 1 by the assumptions in Theorem 4.1,
we have
vp(0) = 1
1− sinh( 2λ1π
λ3+r1 )
℘ (2π)I3 + O (I5)
= 1
1− sinh( 2λ1π
λ3
)
℘1(2π)I
3 + O (I5).
Thus,
vp(x˜) = 1
1− sinh( 2λ1π
λ3
)
℘1(2π) sinh
(
λ1
λ3
x˜
)
I3 + ℘1(x˜)I3 + O
(
I5
)
,
or by x˜ = (λ3 + r1)x,
vp(x) = 1
1− sinh( 2λ1π
λ3
)
℘1(2π) sinh(λ1x)I
3 + ℘1(λ3x)I3 + O
(
I5
)
.
The relationship v1p(x) = 1λ1 v ′p(x) yields
v1p(x) = 1
1− sinh( 2λ1π
λ3
)
℘1(2π) cosh(λ1x)I
3 + λ3
λ1
℘′1(λ3x)I3 + O
(
I5
)
. (4.38)
Using (4.35), (4.36) and (4.38), we have
F[2](Z , x, τ , θ, I) = −λ
3
3
(2+ βλ23)(1+ βλ23)3
(
1− ς(x)) cos3(λ3(x+ θ))I3
− ς ′(x)
(
1
1− sinh( 2λ1π
λ3
)
℘1(2π) cosh
(
λ1(x+ θ)
)+ λ3
λ1
℘′1
(
λ3(x+ θ)
))
I3
+ O (I5)+ τ1O (I2 + τ1 I + 2τ 21 ). (4.39)
Thus,
∞∫
0
〈F(Z , t, τ , θ, I),u∗1(t;τ )〉dt = aλ21 I3
∞∫
0
ς ′(t)
(
1
1− sinh( 2λ1π
λ3
)
℘1(2π) sinh
(
λ1(t + θ)
)+ ℘1(λ3(t + θ))
)
× sech(λ1(t + τ ))(−1+ 2 sech2(λ1(t + τ )))dt
+ aλ21 I3
∞∫
0
[ −λ33
(2+ βλ23)(1+ βλ23)3
(
1− ς(t)) cos3(λ3(t + θ))
− ς ′(t)
(
1
1− sinh( 2λ1π
λ3
)
℘1(2π) cosh
(
λ1(t + θ)
)+ λ3
λ1
℘′1
(
λ3(t + θ)
))]
× sech(λ1(t + τ )) tanh(λ1(t + τ ))dt + F5(τ , θ, I)
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F[1](Z , x, τ , θ, I) = −ς ′(x)vp(x+ θ)
= −ς ′(x)
(
1
1− sinh( 2λ1π
λ3
)
℘1(2π) sinh
(
λ1(x+ θ)
)+ ℘1(λ3(x+ θ))
)
I3 + O (I5)
is used. From (3.5) and (4.34), we know
∞∫
0
〈F(Z , t, τ , θ, I),u∗1(t;τ )〉dt = aλ21g0τ1 I3 + F6(τ , θ, I),
where F6(τ , θ, I) = τ1O (I5 + τ1 I2 + 2τ 21 I + 3τ 31 ) and g0 is deﬁned in (4.2). Since by (2.17)
sech(λ1τ ) = 2τ1
1+ 2τ 21
, tanh(λ1τ ) = −1+ 2
1+ 2τ 21
, sinh(λ1τ ) = 1
2τ1
(
1− 2τ 21
)
,
(4.23) is changed into
2a2λ21 sech(λ1τ ) tanh(λ1τ ) − aλ21g0τ1 I3 sinh(λ1τ ) + F7(τ , θ, I) = 0, (4.40)
where F7(τ , θ, I) = O (I5 + τ1 I2 + 2τ 21 I + 3τ 31 ), or equivalently
τ1 = I2−γ
(
g0
8a
+ F8(τ1, θ, I)
)
, (4.41)
where (4.16) is used and F8(τ1, θ, I) is uniformly bounded for small bounded τ1, θ and I . Using a similar argument as
above, we may show that F8(τ1, θ, I) is differentiable with respect to its arguments, and its derivatives with respect to τ1
and θ are uniformly bounded for small bounded τ1, θ and I . This gives the ﬁrst equation of (4.21). 
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