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Abstract
In this paper we consider a reaction–diffusion–chemotaxis aggregation model of Keller–Segel type with a nonlinear, degenerate
diffusion. Assuming that the diffusion function f (n) takes values sufficiently large, i.e. takes values greater than the values of
a power function with sufficiently high power (f (n)  δnp for all n > 0, where δ > 0 is a constant), we prove global-in-time
existence of weak solutions. Since one of the main features of Keller–Segel type models is the possibility of blow-up of solutions
in finite time, we will derive the uniform-in-time boundedness, which prevents the explosion of solutions. The uniqueness of
solutions is proved provided that some higher regularity condition on solutions is known a priori. Finally, computational simulation
results showing the effect of three different types of diffusion function are presented.
© 2008 Published by Elsevier Inc.
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1. Introduction
In recent years much attention has been paid to the study and modelling of vasculogenesis—the self-assembly
of endothelial cells leading to capillary network formation (see [1,2]). This phenomenon occurs mainly during em-
bryogenesis i.e. the development of an embryo. However, the process is also very important due to its relevance to
angiogenesis, which is the process of the creation of new (blood) vessels from existing ones, usually stimulated by
the secretion of angiogeneic factors from a growing solid tumor. Angiogenesis is crucial for cancer metastasis which
is the main cause of mortality due to cancer. It is therefore reasonable to suppose that the control of cell aggregation
in vasculogenesis can become a key-tool in cancer therapy. In the literature there are two main classes of models
that describe the phenomenon of vasculogenesis: one considers the movement of endothelial cells due to chemotaxis,
where a chemical gradient can direct cell migration both up and down a concentration gradient (see [3–5]), and the
second one relies on mechanical interaction with extracellular matrix (see [6–8]) as the main factor affecting the cell
aggregation. In the present paper we study a simplified version of the model introduced in [1]. This simplified model,
called the aggregation model, was proposed originally in [9], where the author focused on the blow-up problem and
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Keller–Segel (KS) type. This type of model was first proposed in 1970 by Keller and Segel (see [10]). The authors in-
troduced a general mathematical model describing the chemotactic aggregation of cellular slime molds. Their model,
consisting of a few coupled parabolic equations, has since been studied in great detail in the literature. Local existence
was shown by Yagi [11]. He also proved that the solution exists globally in time provided that the initial mass is small
enough. The interesting feature of KS type models is the possibility of blow-up of solutions in finite time, which
strongly depends on the space dimension (see e.g. Nanjundiah [12], Jäger and Luckhaus [13], Nagai [14], Herrero and
Velázquez [15–17]). For additional literature concerning the Keller–Segel models see Hillen and Painter [18], Nagai
et al. [19], Biler [20], Gajewski and Zacharias [21] or Horstmann [22,23] and references within.
In the present paper we study the following aggregation model (one of the models proposed in [9]):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂n
∂t
= ∇ · (f (n)∇n − χn∇c),
∂c
∂t
= c + αn− γ c,
∇n · N = ∇c · N = 0 in ∂Ω,
n(0,x) = n0(x) in Ω,
c(0,x) = c0(x) in Ω,
(1)
where n and c denote the cell and chemical densities, respectively. The parameters χ , α and γ describe chemotaxis,
release of chemicals by cells and degradation of chemicals, respectively. The set Ω is a bounded set in Rd (d  1) with
sufficiently regular boundary ∂Ω and the vector N is an outward normal to the boundary ∂Ω . Both initial functions
n0(x) and c0(x) are nonnegative. The diffusion function f (n) = nh′(n) is strictly related to the cell pressure h(n),
originating from the chemotactic model (see [3,5]). This function is assumed to be an increasing, nonnegative and
sufficiently regular function, such that h(0) = 0, which means that at high densities the pressure exerted by cells is
very big and it increases with the cell density. Originally (see [1,3]) it was proposed that the function h(n) should have
the blow-up at finite cell density threshold. The reason for such a choice of h was mainly to eliminate the possible
blow-up of cell density, which contradicts the fact that the cells have positive size and cannot collapse in a point.
However, as was shown in [9], it is enough to assume that h(n) grows sufficiently fast, not necessarily reaching infinity
at finite cell density threshold. In [9] the system of Eqs. (1) was simplified by neglecting the time derivative in the
second equation. This simplification was justified by assuming that the diffusion of chemicals occurs on much faster
timescale than the pattern formation (see also [14] or [5]). The author delivered some a priori estimates guaranteeing
the boundedness of solutions (in dimension 2), which in turn justifies nonexistence of their finite or infinite time blow-
up (see also [24] where the results from [9] have been improved and extended to the whole space R2). The similar
problem with f (n) = nm (m 0) and the parameter χ = χ(n) = nq−2 (with q sufficiently small) and Ω = Rd was
studied recently in [25], where the authors studied the asymptotic behaviour of solutions. Further, in [26] the author
proved the global existence of solutions to Eqs. (1) with f (n) = nm and Ω =Rd . Research on similar models has been
performed also in [27–29] and [30]. The results of the present paper are, to our knowledge, new and thus interesting.
They are similar to the results obtained by other authors (see references listed above) for slightly different models or
in a whole space instead of the case of a bounded set (the analysis in such a case needs of course different tools). The
results of our analysis show that the solution to model (1) in fact exists and its blow-up can be prevented.
The current paper is devoted to the existence of weak nonnegative solutions to Eqs. (1). The main theorem that we
show, stresses that under a suitable assumption on the diffusion function f (n), the solution exists for all t > 0 and
is uniformly bounded. The uniqueness of solutions can be proved provided that some better regularity of solutions is
known a priori. In Section 2 we define the weak solutions to Eqs. (1) and collect all the results. In Section 3 we give
the proofs and finally in Section 4 we present computer simulations.
2. Global existence and uniqueness—The main results
In this section we formulate the problem and present the main results of the paper. Below we use notation ΩT =
(0, T ) ×Ω .
Definition 1. We say that the couple (n, c) is a weak solution to the problem (1) if (see [29]):
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2. c ∈ L∞(ΩT ) ∩L2(0, T ;H 2(Ω)) ∩H 1(0, T ;L2(Ω)),
3. for all ψ ∈ L2(0, T ;H 1(Ω)) the solution (n, c) satisfies for a.e. t ∈ (0, T ),
n 0, c 0 a.e. in ΩT ,
T∫
0
〈
∂n
∂t
,ψ
〉
dt +
T∫
0
∫
Ω
f (n)∇n · ∇ψ dxdt = χ
T∫
0
∫
Ω
n∇c · ∇ψ dxdt,
∂c
∂t
= c + αn − γ c in ΩT ,
∇c · N = 0 in (0, T ) × ∂Ω,
where 〈.,.〉 denotes the duality pairing between the space H 1(Ω) and its dual space (H 1(Ω))′.
The following theorem deals with global existence of weak solutions to problem (1). The crucial assumption in
this theorem is related to the function f (n) and is as follows
f (n) δnp for all n > 0, (2)
where δ > 0 is a constant and p is as in Theorem 1.
Theorem 1. Assume that c0 ∈ W 1,∞(Ω) and n0 ∈ W 1,p¯(Ω) for some p¯ > d . Let p > 0 in the case d = 1 and
p > 2− 4
d
in the case d  2. Let Ω ⊂ Rd be an open bounded domain with C2 boundary and f (n) be a nondecreasing
C2 function defined for all n 0, such that (2) is satisfied. Then there exists a nonnegative weak solution (n(t), c(t))
to Eqs. (1) for all t ∈ (0, T ), uniformly bounded in time. Moreover,
c ∈ L∞((0, T );W 1,∞(Ω))∩Lr(0, T ;W 2,r (Ω))∩ W 1,r(0, T ;Lr(Ω)),
where r = 2p + 2.
Remark 1. Due to the fact that all estimates derived in the paper do not depend on T , we can write that the weak
solution to model (1) exists for all t ∈ (0, T˜ ) with arbitrarily large T˜ < +∞. Thus, the solution exists globally in time.
The crucial part in the proof of Theorem 1 is devoted to the derivation of the a priori estimates of solutions. In
the proof of Theorem 1 this estimate is derived by use of a technique similar to the one proposed in [28]. In the next
section we divide the proof into the subsections devoted to a priori L∞ estimate for Theorem 1, to convergence which
leads to existence of solutions and finally to the uniqueness of solutions, where we prove the following theorem.
Theorem 2. Assume that f (n) is a nondecreasing C2 function and that there exists a weak solution to Eqs. (1), such
that
c ∈ L∞(0, T ;W 2,∞(Ω)).
Then this solution is unique.
3. A priori estimates, convergence and uniqueness
First of all, we remark that the constants denoted by C are positive generic constants. It does not matter how large
these constants are (it does not influence the final result). Sometimes we just stress that they depend (or do not depend)
on some parameters. Further, if in one formula there appears more than one constant and they are not necessarily equal,
we distinguish them by putting indexes, i.e. C1, C2 and so on. Let us consider the auxiliary problem:
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂n
∂t
= ∇ · (fσ (n)∇n − χn∇c),
∂c
∂t
= c + αn− γ c,
∇n · N = ∇c · N = 0 in Σt,
n(0,x) = n0(x) in Ω,
c(0,x) = c0(x) in Ω,
(3)
where σ > 0 and fσ (n) = f (n + σ). The solution to Eqs. (3) should be denoted by (nσ , cσ ) but for simplicity we
drop the indexes and return to them in the second part of Section 3.2. We first use Amann’s theory [31] to justify the
local well-posedness of model (3) (see [29,31]):
Proposition 1. Let (n0, c0) ∈ (W 1,p(Ω))2 for p > d and assume that fσ is continuously twice differentiable function
in R+, such that fσ (n)  ψ > 0 for all n  0. Then the initial-boundary value problem (3) has a unique solution
(n, c) ∈ C(Ω¯ × [0, T );Rd) ∩ C2,1(Ω¯ × (0, T );Rd) for some T ∈ (0,∞]. Moreover, n(t), c(t) 0 for all t ∈ [0, T ).
Further, if for all T˜ < +∞ both n(t) and c(t) are a priori bounded for all t ∈ (0, T˜ ), i.e.∥∥n(t)∥∥
L∞(Ω)  C(T˜ ),
∥∥c(t)∥∥
L∞(Ω)  C(T˜ )
with C being some constant depending on T˜ , then the solution (n(t), c(t)) is globally defined and thus T = +∞.
The proof of Proposition 1 relies on an application of Amann theory (see the proof of Theorem 3 in [29]). Notice
that for global existence of solutions we need to prove the boundedness of n and c for every finite T . We will do it in
Section 3.1, in the part devoted to a priori estimates.
The idea of the proof of Theorem 1 is as follows. In Section 3.1 we derive some estimates on solution (n, c) to
Eqs. (3) and then, in Section 3.2, we apply the compactness result of Lions (see [32]) which asserts the existence of the
limit of the sequence of solutions (nσ , cσ ) with σ tending to 0. The last step will be the verification of the uniqueness
of solutions (see Section 3.3).
3.1. L∞ estimate of solution
First we give a lemma which is a crucial tool in the derivation of the solution estimates. This lemma was actually
proposed in [28] (see Lemma 4.1 in [28]), but the conditions on initial data that were assumed in [28] were much
weaker than the ones assumed in this paper, and therefore led to different results, which are not of interest in this
paper.1 However, a small modification of the proof in [28] can be performed and new results can be obtained:
Lemma 1. Assume that c0 ∈ W 1,+∞(Ω). Moreover,∥∥n(t)∥∥
Ls(Ω)
 C1
for all t ∈ (0, T ). Then for every t ∈ (0, T ) and s < d we have∥∥c(t)∥∥
W 1,q  C2(q), (4)
where
q <
ds
d − s . (5)
If s = d , then (4) is true with every q < +∞ and if s > d , then (4) is true with q = +∞. Here, C1,C2 are positive
constants that do not depend on T .
1 In Lemma 4.1 in [28] all estimates are true for t ∈ (α,T ) with α > 0. Instead, in Lemma 1 of this paper, α = 0, which is possible due to bigger
regularity of the initial data.
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that α = γ = 1 (which is an effect of simple rescaling of the variables). Let A = As denote the sectorial operator
defined by
An = −n for n ∈ D(A) = {u ∈ W 2,s(Ω); ∇u · N|σΩ = 0}.
Now, we can write the representation formula for the solution of the second equation in (3):
c(t) = B1(t) + B2(t)
for t ∈ (0, T ), where
B1(t) = e−t (A+1)c0,
B2(t) =
t∫
0
e−(t−r)(A+1)n(r) dr.
For every q ∈ [2,+∞) and q = +∞ it is known that B1(t) has the same regularity as c0 (see [28], where both cases
are discussed) and∥∥B1(t)∥∥W 1,q (Ω)  C‖c0‖W 1,q (Ω). (6)
If q < 2, then∥∥B1(t)∥∥W 1,q (Ω)  ∥∥B1(t)∥∥W 1,2(Ω)  C1‖c0‖W 1,2(Ω)
by (6).2 To estimate B2(t) we use one of the properties of the analytic semigroup (e−tA)t0 (see [33]):∥∥(A + 1)βe−tAu∥∥
Lq(Ω)
 Ct−β−
d
2 (
1
s
− 1
q
)
e(1−μ)t‖u‖Ls(Ω)
for all t > 0, β  0 and some μ > 0. Here, 1  s < q . Application of the above inequality to B2(t) (in the same
manner as it was done in [28]) leads to
∥∥(A + 1)βB2∥∥Lq(Ω)  C
t∫
0
(t − r)−β− d2 ( 1s − 1q )e−μ(t−r)∥∥u(r)i‖Ls(Ω) dr
 C sup
t
∥∥u(t)∥∥
Ls(Ω)
t∫
0
(t − r)−β− d2 ( 1s − 1q )e−μ(t−r) dr.
The last integral is finite provided that
−β − d
2
(
1
s
− 1
q
)
> −1. (7)
If s < d , then there exists 1 > β > 12 , such that
q <
1
1
s
− 1
d
+ 2
d
(β − 12 )
,
which follows from (5). Then, knowing that D((Aq + 1)β) ↪→ W 1,q(Ω) for β > 12 (see [33]), we obtain∥∥B2(t)∥∥W 1,q(Ω) C,
2 Actually, in this paper s > 2 − 4
d
what implies that ds
d−s > 2. Thus, the case q < 2 is not interesting for us.
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β <
1
2
+ d
2q
.
However, for any q > s = d we can find 1 > β > 12 , for which the above inequality is true. Thus (4) follows with
q < +∞. In the last case when s > d it is possible to find β , such that
1 − d
2s
+ d
2q
> β >
1
2
+ d
2q
.
For such a choice of β condition (7) is satisfied and (see [33])
D
(
(Aq + 1)β
)
↪→ C1(Ω¯),
which leads to (4) with q = +∞. This ends the proof of Lemma 1. 
Notice that the assumption n0 ∈ L1(Ω) implies that n(t) ∈ L∞(0, T ;L1(Ω)). This follows by simple integration
of the first equation in (3) over the domain Ω and application of zero Neumann boundary conditions (see [9]). Thus,
from Lemma 1 we immediately obtain that |∇c| ∈ L∞(0, T ;Ls(Ω)) with s < d
d−1 for d > 1 (if d = 1, then s < +∞).
Now we prove the following lemma.
Lemma 2. Suppose that d  2 and that n and c satisfy the estimates∥∥n(t)∥∥
Lq0 (Ω)  C and
∥∥∇c(t)∥∥
Ls0  C for all t ∈ (0, T )
for some q0 ∈ [max(1,p),min(p + 2d , d)) and s0 < dq0d−q0 , where p > 2 − 4d . Then∥∥n(t)∥∥
Lq(Ω)
 C¯(q),
(i) for every q < d
d−2p, provided that d > 2 and p < d − 2,(ii) for all q < +∞ if d = 2 or p > d − 2.
Proof. Let q > max(p, q0). Assume that n = n+  with some  ∈ (0, σ ]. Multiply the first equation in (3) by nq−1
and integrate over Ω . One obtains
1
q
d
dt
∫
Ω
n
q dx + (q − 1)
∫
Ω
fσ (n)n
q−2|∇n |2 dx
= (q − 1)
∫
Ω
n
q−1∇n · ∇c dx − (q − 1)
∫
Ω
n
q−2∇n · ∇c dx.
Notice that
fσ (n) = f (n + σ) δ(n + σ)p  δnp,
where assumption (2) was applied. Further, using Young’s inequality, one can estimate
(q − 1)
∫
Ω
n
q−1∇n · ∇c dx δ(q − 1)4
∫
Ω
n
p+q−2|∇n |2 dx +C
∫
Ω
n
q−p|∇c|2 dx,
(q − 1)
∫
Ω
n
q−2∇n · ∇c dx δ(q − 1)
4
∫
Ω
n
p+q−2|∇n |2 dx + C
∫
Ω
2n
q−p−2|∇c|2 dx.
However, for every  > 0,
2n
q−p−2  nq−p.
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1
q
d
dt
∫
Ω
n
q dx + δ(q − 1)
2
∫
Ω
n
p+q−2|∇n |2 dx = C
∫
Ω
n
q−p|∇c|2 dx.
Consider now the following substitution:
g = n p+q2 .
One obtains
1
q
d
dt
∫
Ω
n
q dx + 2δ(q − 1)
(p + q)2
∫
Ω
|∇g|2 dxC
∫
Ω
n
q−p|∇c|2 dx. (8)
The last integral in (8) can be estimated by Hölder inequality, provided that q < p + q0,∫
Ω
n
q−p|∇c|2 dx C
(∫
Ω
n
q0 dx
) q−p
q0
(∫
Ω
|∇c|
2q0
p−q+q0
) q0−q+p
q0
. (9)
Notice, that by assumption, the Lq0 norm of n is bounded. Assume that
q0 < q < p + 2
d
q0,
1 s < min
(
dq0
d − q0 ,
2q0
p − q + q0
)
.
In the case when d  3 we assume also that
s <
2d
d − 2 .
Notice that due to the assumptions in Lemma 2, such q and s exist. Now we can apply the Gagliardo–Nirenberg
inequality3 (see [28]) to the last integral in (9). Thus
C
∫
Ω
n
q−p|∇c|2 dx C1‖∇c‖2
L
2q0
p−q+q0 (Ω)
C2‖∇c‖2bW 1,2(Ω)‖∇c‖2(1−b)Ls(Ω) C3‖∇c‖2bW 1,2(Ω)
as ‖∇c‖Ls(Ω)  C for all s  s0 by assumption. Here, b ∈ (0,1). Knowing that − acts as an isomorphism from
D :=
{
φ ∈ W 2,2(Ω): ∂φ
∂N
∣∣∣∣
∂Ω
and
∫
Ω
φ dx = 0
}
to L2(Ω) one can derive that (see the proof of Lemma 4.3 in [28])
C‖∇c‖2b
W 1,2(Ω)
C1‖c‖2bL2(Ω) 
1
4
‖c‖2
L2(Ω) +C2,
where we used Young’s inequality (here b < 1). Finally one obtains
1
q
d
dt
∫
Ω
n
q dx + 2δ(q − 1)
(p + q)2
∫
Ω
|∇g|2 dx 1
4
∫
Ω
|c|2 dx + C (10)
with C being a generic constant. Now, multiply the second equation in (3) by −c and integrate over Ω . One obtains
1
2
d
dt
∫
Ω
|∇c|2 dx +
∫
Ω
|c|2 dx + γ
∫
Ω
|∇c|2 dx = −α
∫
Ω
ncdx.
3 Gagliardo–Nirenberg inequality: ‖u‖Lp(Ω)  C‖u‖θW1,q (Ω) · ‖u‖
1−θ
Lr (Ω)
for all u ∈ W1,q (Ω), where p,q  1, p(n − q) < nq , r ∈ (0,p) and
θ ∈ (0,1), is defined in a usual way—see e.g. [34].
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1
2
d
dt
∫
Ω
|∇c|2 dx + 1
2
∫
Ω
|c|2 dx + γ
∫
Ω
|∇c|2 dx = C
∫
Ω
n2 dxC
∫
Ω
n
2 dx. (11)
Assume for a moment that p + q > 2. Then we can apply Poincare’s inequality4 to the right-hand side of (11)
C
∫
Ω
n
2 dx = C
∫
Ω
g
4
p+q dx λ
∫
Ω
g2 dx + C1(λ)C2λ
∫
Ω
|∇g|2 dx + C3
 δ(q − 1)
(p + q)2
∫
Ω
|∇g|2 dx +C3,
with a proper choice of λ. If instead, p + q  2, then one can apply Gagliardo–Nirenberg inequality. In order to do
that, we choose u, such that
u ∈
(
2d
p + q − d,min
(
2q0
p + q ,
4
p + q
))
.
In the case, when d  3 we assume also
u <
2d
d − 2 .
Due to the assumptions of Lemma 2, such u exists. Thus
C
∫
Ω
n
2 dx = C‖g‖
4
p+q
L
4
p+q
 C1‖g‖
4a
p+q
W 1,2(Ω)
· ‖g‖
4(1−a)
p+q)
Lu(Ω),
where a ∈ (0,1). By assumption the norm ‖g‖Lu(Ω) is finite. Further, Poincare’s inequality leads to
C
∫
Ω
n
2 dx δ(q − 1)
(p + q)2
∫
Ω
|∇g|2 dx +C4,
which is true because 4a
p+q < 2. In fact,
a =
d
u
− d(p+q)4
1 − d2 + du
<
p + q
2
⇔ u > 2d
p + q − d,
which corresponds to our choice of u.
Thus, summing both sides of inequalities (10) and (11), and taking into account all the above estimations, one
obtains
d
dt
∫
Ω
(
1
q
n
q + 1
2
|∇c|2
)
dx + δ(q − 1)
(p + q)2
∫
Ω
|∇g|2 dx + 1
4
∫
Ω
|c|2 dx + γ
∫
Ω
|∇c|2 dxC
with C being generic constant depending on q . Notice now that∫
Ω
|∇g|2 dx C1
(∫
Ω
g2 dx − 1
)
= C1
(∫
Ω
n
p+q dx − 1
)
 C1
∫
Ω
n
q dx − C2 (12)
and that∫
Ω
|c|2 dx C3
∫
Ω
|∇c|2 dx.
4 Poincare’s inequality:
∫
Ω |∇w|2 dxC(
∫
Ω w
2 dx − 1), which is true for all w ∈ W1,2(Ω); compare with Poincare’s inequality (e.g. [35]).
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d
dt
∫
Ω
(
1
q
n
q + 1
2
|∇c|2
)
dx + C¯
∫
Ω
(
1
q
n
q + 1
2
|∇c|2
)
dx Cˆ.
Gronwall’s Lemma justifies that for all t ∈ (0, T ),∥∥n(t)∥∥Lq(Ω)  C(q), (13)
where C depends on q and does not depend on T .
At this point it is instructive to state what we have actually proved: if q0 ∈ [max(1,p),min(p + 2d , d)) and s0 <
dq0
d−q0 (here p > 2 − 4d ), then (13) is true for q = q1 ∈ (q0,p + q0 2d ).
If now q1  d , then we can apply Lemma 1 to verify that ‖∇c‖Ll is bounded for every l < +∞. Therefore, coming
back to inequality (8) and taking into account that its right-hand side is finite (see (9)) and that (12) still holds, one
can see that (13) is true for all q = q2 < p + q1. Then, substituting in (9) q0 by q2 we obtain in the same manner, that
(13) is true for all q < 2p + q1. Repeating this method k times we get that (13) is actually true for all q < kp + q1,
which can be arbitrarily large for large k. Thus, if q1  d , then (13) is valid for every q < +∞.
In the case where q1 < d , we can repeat the technique used in the proof several times: in (8) put qk−1 instead of q0,
such that qk−1 ∈ (qk−2,p + qk−2 2d ). Then, repeating all the calculations above, one obtains that (13) is valid for all
qk ∈ (qk−1,p + qk−1 2d ). If for some k we have that qk  d , then by the argument already stressed, (13) becomes true
for all q < +∞. If for all k we have that qk < d , then we can find an upper limit of the sequence (qk)+∞k=1, which
comes out to be exactly q¯ = dp
d−2 , for d  3 or +∞ for d = 2. Thus, for every q < q¯ there exists a finite number m,
such that (13) is satisfied for qm ∈ [q, q¯). Here, obviously q¯ < d , i.e. p < d − 2. Otherwise (13) becomes valid for any
q < +∞. This ends the proof of Lemma 2. 
Lemma 3. Assume that all assumptions in Theorem 1 are satisfied. Then∥∥∇c(t)∥∥
L∞(Ω)  C. (14)
Proof. If we know that (13) is true for arbitrarily large q (the cases d = 1, d = 2 and p > d − 2 for d  3)—i.e. for
q > d , then by Lemma 1, we immediately obtain (14). In other cases, Lemma 2 says that (13) is fulfilled for every
fixed q < q¯ = pd
d−2 . Then, in turn (by Lemma 1)∥∥∇c(t)∥∥
Lr(Ω)
 C
for r < r¯ = dp
d−p−2 , where p < d − 2 or r < +∞ for p = d − 2 (the last case leads to (14) immediately).
Now consider Eq. (8) with qk < q¯ instead of q (k = 0,1, . . .) and apply the Hölder inequality to the right-hand side
of (8). One obtains
1
qk
d
dt
∫
Ω
n
qk dx + 2δ(qk − 1)
(p + qk)2
∫
Ω
|∇g|2 dx C
(∫
Ω
|∇c|sk dx
) 2
sk
(∫
Ω
n
sk(qk−p)
sk−2 dx
) sk−2
sk (15)
for some sk > 2. Let 2 < s0 < r¯ (we can choose such s0 because r¯ > 2 for p > 2 − 4d and d > 2). Notice that for
qk = psk2 we have that
2sk(qk − p)
qk(sk − 2) = qk.
Therefore, if ∇c ∈ Lsk (Ω), then (15) implies that n ∈ Lqk (Ω). In fact, taking into account (12) and applying Young’s
inequality to the last integral in (15) (here sk−2
sk
< 1), one obtains
1
qk
d
dt
∫
n
qk dx + C1
∫
n
qk dxC2.Ω Ω
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obtain L∞ estimate of the gradient of c. Consider now the following sequence (in a similar way as was done in [28]):
sk+1 = F(sk) =
{ dpsk
2d−psk − δ if sk < 2dp ,
+∞ if sk  2dp ,
where δ > 0 is sufficiently small. Notice that the function F(sk) is increasing for all sk > 0. Moreover, sk+1 > sk . In
fact,
sk+1 > sk ⇔ sk > s¯ = d(2 − p)
p
.
However, for sufficiently small δ, the last inequality is satisfied by s0: r¯ > s¯ if only p > 2 − 4d , which is satisfied by
assumption. Thus, sk is an increasing sequence. If sk does not exceed the value 2dp , then there exists a limit s < +∞,
such that sk → s with k → +∞. But, if δ → 0, then s tends to s¯ which contradicts the fact that sk > s¯ for small δ.
Thus, there exists finite k0, such that sk0  2dp , which immediately leads to (14). 
The boundedness of n follows directly from Lemma 4:
Lemma 4. Let Ω be an open, bounded domain in Rd (d  1) with C1 boundary. Assume that there exist ν > 0, nν > 0,
such that f (n) ν for all n nν . If∥∥∇c(t)∥∥
L∞  C1 for 0 < t < T,
then ∥∥n(t)∥∥
L∞  C2 max
{
1,2πθ,‖n0‖L∞
} for 0 < t < T, (16)
where C2 depends on C1.
Remark on the proof of Lemma 4. In [9] the above lemma has been proved in the case d = 2 (see Lemma 4.1 in [9]).
The dimension restriction appeared because of the version of 2-dimensional Gagliardo–Nirenberg inequality that has
been applied in the proof. However, application of the suitable d-dimensional Gagliardo–Nirenberg inequality leads
to the result valid in any dimension d  1.
Our function f (n) obviously fulfils the assumptions of Lemma 4. Now, knowing the L∞ uniform estimate of n(t)
we can end the proof of Theorem 1.
3.2. Convergence of solutions (existence)
Let r = 2(p + 1), where p is as in Theorem 1. Multiply first equation in (3) by w(n), such that w′(n) = fσ (n). We
obtain∫
Ω
ntw dx +
∫
Ω
f 2σ (n)|∇n|2 dx = χ
∫
Ω
n∇c · fσ (n)∇ndx 12
∫
Ω
f 2σ (n)|∇n|2 dx +C,
where we used that |n∇c| ∈ L∞(ΩT ), which is true due to (14) and (16). Let h(n) be a function, such that h′′(n) =
w′(n) = fσ (n). Then
d
dt
∫
Ω
h(n)dx + 1
2
∫
Ω
f 2σ (n)|∇n|2 dx C.
Thus, by integration over (0, T ) we obtain that
T∫ ∫
f 2σ (n)|∇n|2 dxdt  C. (17)
0 Ω
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f 2σ (n) = f 2(n + σ) f 2(n) δ2nr−2.
Thus
T∫
0
M
(
n(t)
)r
dt  C, (18)
where
M(n) =
(∫
Ω
nr−2|∇n|2 dx
) 1
r
.
Now we can apply the Lions compactness result (see [32]). For this purpose we recall some definitions and notations
that were introduced in [32]. Let S be a set of functions v, for which M(·) : S →R+. Moreover
S ⊂ B ⊂ B1, (19)
where B and B1 are Banach spaces and assume that
the set
{
v ∈ S: M(v) 1} is relatively compact in B. (20)
Define F as follows:
F =
{
v: v is locally summable on (0, T ) with values in B1,
T∫
0
M
(
v(t)
)p0 dt  C, ∂v
∂t
∈ Lp1(0, T ;B1)
}
. (21)
The following theorem and proposition hold (see [32]).
Theorem 3 (Lions). Assume that (19) and (20) are fulfilled, and that F is given by (21) for 1 < pi < ∞ with i = 0,1.
Then, F is relatively compact in Lp0(0, T ;B).
Proposition 2 (Lions). Let r > 2 and
S = {v: |v| r−22 v ∈ H 1(Ω); ∇v · N = 0 on ∂Ω}. (22)
Then (20) is satisfied for B = Lr(Ω).
Notice that (22) is fulfilled due to (18) and (16). Therefore, put B = Lr(Ω) and B1 = H−1(Ω), p0 = r and p1 = 2.
Then (19) and (20) are true. Further, the two first assumptions in (21) are fulfilled (due to (16) and (18)). Thus, in
order to apply Theorem 3, it remains to verify that
∂n
∂t
∈ L2(0, T ,H−1(Ω)).
To show this, take the scalar product of the second term in the right-hand side of the first equation in (3) with v ∈
H 1(Ω). We obtain
∣∣(∇ · (n∇c), v)∣∣ ∫ |n∇c · ∇v|dx C1
(∫
n2|∇c|2 dx
) 1
2
C2.Ω Ω
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T∫
0
∣∣(∇ · (n∇c), v)∣∣dt  C.
Concerning the first term on the right-hand side of the first equation in (3) we obtain
T∫
0
∣∣(∇ · (fσ (n)∇n), v)∣∣dt  C1
T∫
0
∫
Ω
∣∣fσ (n)∇n∣∣2 dxdt + C2,
which is finite due to (17). Thus, it follows that∣∣∣∣∣
T∫
0
(
∂n
∂t
, v
)
dt
∣∣∣∣∣C
for all v ∈ H 1(Ω).
Finally all assumptions of Theorem 3 are satisfied. Recalling that the solution (n, c) = (nσ , cσ ) depends on σ and
that all bounds are independent of σ , we can choose the subsequence {μ} ⊂ {σ } for which
nμ → n in Lr
(
0, T ;Lr(Ω)) strongly (r = 2(p + 1) > 2). (23)
Therefore, by standard arguments it easily follows that:
cμ → c in Lr
(
0, T ;W 2,r (Ω)) weakly
and
∂cμ
∂t
→ ∂c
∂t
in Lr
(
0, T ;Lr(Ω)) weakly.
This in turn implies (Lions–Aubin Lemma—see [32]) that
cμ → c in Lr
(
0, T ;W 1,r (Ω)) strongly. (24)
It follows immediately that c ∈ C([0, T ];Lr(Ω)) and the second equation in (1) is satisfied in Lr(0, T ;Lr(Ω)).
Concerning the sequence nσ , we know that
nμ → n in L∞
(
0, T ;L∞(Ω)) weakly star.
Further,
fμ(nμ)∇nμ → Φ in L2
(
0, T ;L2(Ω)) weakly,
nμ∇cμ → κ in L2
(
0, T ;L2(Ω)) weakly,
∂nμ
∂t
→ z in L2(0, T ; (H 1(Ω))) weakly.
(i) We prove that κ = n∇c.
Let ψ ∈ L∞(ΩT ) ⊂ L2(ΩT ). We obtain∣∣∣∣∣
T∫
0
∫
Ω
(nμ∇cμ − n∇c)ψ dxdt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
∫
Ω
(nμ∇cμ − n∇cμ + n∇cμ − n∇c)ψ dxdt
∣∣∣∣∣

T∫
0
∫
Ω
|nμ − n||∇cμψ |dxdt +
T∫
0
∫
Ω
|nψ ||∇cμ − ∇c|dxdt
 C
(‖nμ − n‖L2(0,T ;L2(Ω)) + ‖∇cμ − ∇c‖L2(0,T ;L2(Ω))),
where we used (14) and (23). Now, due to (23) and (24), both terms in the expression above tend to 0 as μ → 0. This,
by uniqueness of the weak limit, implies that κ = n∇c.
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From (17) it follows that
T∫
0
∫
Ω
f 2(nσ )|∇nσ |2 dxdt  C.
Thus, for every ψ ∈ L2(0, T ;L2(Ω)),
T∫
0
∫
Ω
f (nσ )∇nσψ dxdt →
T∫
0
∫
Ω
Φψ dxdt.
Now, let w be such that w′(nσ ) = f (nσ ) and take ψ ∈ L2(0, T ;H 1(Ω)), such that ψ = 0 on ∂Ω for all t ∈ (0, T ).
Then
T∫
0
∫
Ω
∇w(nσ )ψ dxdt = −
T∫
0
∫
Ω
w(nσ )∇ψ dxdt.
However,
w(nσ ) → w(n) in L2
(
0, T ;L2(Ω)) weakly. (25)
In fact, from (16), (23) and the continuity of w(nσ ) it follows that w(nσ ) ∈ L∞(ΩT ) and that w(nσ ) → w(n) almost
everywhere in ΩT . This leads to (25) (see [36]). Therefore, one obtains
−
T∫
0
∫
Ω
w(nσ )∇ψ dxdt → −
T∫
0
∫
Ω
w(n)∇ψ dxdt =
T∫
0
∫
Ω
∇w(n)ψ dxdt
and Φ = ∇w(n) = f (n)∇n.
(iii) We prove that z = ∂n
∂t
.
This comes out from (25) and the facts that w(nσ ) ∈ L2(0, T ;H 1(Ω)) and ∂w(nσ )∂t ∈ L2(0, T ; (H 1(Ω))′). There-
fore, by a standard argument (see e.g. [35]), ∂w(nσ )
∂t
→ ∂w(n)
∂t
weakly in L2(0, T ; (H 1(Ω))′), which in turn, implies
that z = ∂n
∂t
.
Standard arguments show that c ∈ L∞((0, T );W 1,∞(Ω)) (the boundedness of c follows by the Moser technique—
see e.g. [14]) for every finite T < +∞. Thus, the existence of a weak solution is proved.
3.3. Uniqueness of solutions
The proof of uniqueness relies on the methods presented in [29] and [27]. Assume that we have two different weak
solutions (n1, c1) and (n2, c2) to Eqs. (1) corresponding to the same initial conditions. Define
(n, c) = (n1 − n2, c1 − c2).
Then it follows that (n, c) satisfies the equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂n
∂t
= (w(n1) − w(n2))− χ∇ · (n1∇c + n∇c2),
∂c
∂t
= c + αn− γ c,
∇n · N = ∇c · N = 0 in Σt,
n(0,x) = 0 in Ω,
(26)c(0,x) = 0 in Ω,
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conditions. Now, multiply both equations in Eqs. (26) by ψ and η (to be defined later), integrate by parts over ΩT and
add the resulting integral equations. One obtains∫
ΩT
(
∂n
∂t
ψ + ∂c
∂t
η
)
dx =
∫
ΩT
(
w(n1) −w(n2)
)
ψ dx + χ
∫
ΩT
n1∇c · ∇ψ dx
− χ
∫
ΩT
n∇c2 · ∇ψ dx +
∫
ΩT
(cη + αnη − γ cη)dx.
Now, put η = c and let ψ be the solution to the following problem:{−ψ(t) = n(t),
∇ · ψ(t) = 0 in ∂Ω. (27)
Then, it follows that
1
2
∫
ΩT
∂
∂t
(|∇ψ |2 + c2)dx + ∫
ΩT
(n1 − n2)
(
w(n1) −w(n2)
)
dx +
∫
ΩT
|∇c|2 dx + γ
∫
ΩT
c2 dx
= χ
∫
ΩT
n1∇c · ∇ψ dx − χ
∫
ΩT
n∇c2 · ∇ψ dx + α
∫
ΩT
nc dx. (28)
The second integral on the left-hand side of Eq. (28) is nonnegative due to the fact that w(n) is an increasing function
(w′(n) = f (n) 0). The first integral on the right-hand side of Eq. (28) can be estimated by Cauchy’s inequality∫
ΩT
n1∇c · ∇ψ dx 12
∫
ΩT
|∇c|2 dx +C‖n‖L∞(ΩT )
∫
ΩT
|∇ψ |2 dx.
For the second integral we apply the estimate derived in [27] (for details see the proof of Theorem 3.3 in [27])∫
ΩT
n∇c2 · ∇ψ dx 12‖c2‖L∞(0,T ;W 2,∞(Ω))
∫
ΩT
|∇ψ |2 dx,
provided that the L∞(0, T ;W 2,∞(Ω)) norm of the function c is bounded. Further,∫
ΩT
nc dx = −
∫
ΩT
ψc dx =
∫
ΩT
∇ψ · ∇c dx 1
2
∫
ΩT
|∇c|2 dx +C
∫
ΩT
|∇ψ |2 dx.
Thus, substituting the above estimates in Eq. (28), one finally obtains∫
ΩT
∂
∂t
(|∇ψ |2 + c2)dx C( ∫
ΩT
|∇ψ |2 dx +
∫
ΩT
|c|2 dx
)
, (29)
where C is a generic constant. Notice that∥∥∇ψ(0)∥∥
L2(Ω) = 0,
which follows from (27) and the fact that n(0) = 0. Thus, inequality (29) is equivalent to∫
Ω
(|∇ψ |2 + c2)dx C ∫
Ω
(|∇ψ |2 + c2)dx
T
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almost everywhere in Ω . This ends the proof of uniqueness of solutions to model (1).
4. Computational simulations
Before we carry out computational simulations of model (1) with appropriate initial conditions and zero flux
boundary conditions, we need to estimate at least those parameters which can be found in the literature. Following the
in vitro experiments we consider the domain Ω to be the 2-dimensional ball with the diameter L.
4.1. Nondimensionalization
We rewrite the problem in terms of dimensionless variables, rescaling distance with the size of experimental system
i.e. L = 0.1 cm (see [1]) and time with τ = L2
D
, where D represents a reference diffusion coefficient of the chemicals
∼10−6 cm2 s−1 (see [37]). Additionally, we rescale densities of endothelial cells and chemicals with appropriate
reference densities n0 and c0, respectively. The rescaled variables are given by
t˜ := t
τ
, x˜ := x
L
, n˜ := n
n0
, v˜ := c
c0
.
This introduces nondimensional parameters
α˜ = τα, γ˜ = τγ, D˜c = Dc
D
, χ˜ = χ
D
.
After a subsequent nondimensionalization of the parameters in the formula for the diffusion function f , and dropping
tildes for notational convenience, we obtain the nondimensional system of equations
⎧⎪⎨
⎪⎩
∂n
∂t
= ∇ · (f (n)∇n − χn∇c),
∂c
∂t
= Dcc + αn − γ c.
(30)
Before we solve the above nondimensional system numerically, we provide estimates for as many parameter values
as possible.
4.2. Parameter estimation
Diffusion of chemicals Dc
As has been mentioned previously, we introduce D, a reference chemical diffusion coefficient, where e.g. D ∼
10−6 cm2 s−1 (see [37]). Gamba et al. measured the chemical random motility coefficient to be ∼10−7 cm2 s−1 [1].
Hence our nondimensional value of Dc will be 0.1.
The chemotaxis coefficient χ
Using the results of Stokes et al. (see [38]) we choose the dimensionless parameter value for the chemotactic
coefficient χ to vary between 0.001 and 1 [38].
Diffusion of endothelial cells
Concerning the cells diffusion, we consider the following three different functional forms for f (n):
Case 1: f (n) = Dnn.
Case 2: f (n) = Dnn2.
Case 3: f (n) is defined as follows:
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Fig. 1. Spatio-temporal evolution of the density of endothelial cells in Case 1. The parameter values used in the simulations were: Dn = 5 × 10−4,
Dc = 10−1, χ = 0.06, α = 2.3, γ = 3.
f (n) =
{0 if n < n∗,
Dn(n − n∗)2 if n n∗, (31)
where Dn, the endothelial cell diffusion coefficient, is a constant. Bray estimated the animal cell random
motility coefficient to be ∼5 × 10−10 cm2 s−1 [37], so the range of our nondimensional value will be
10−4–10−3.
Chemical degradation rate γ
According to experimental data (see [3]) we choose our dimensionless parameter γ to be in the range between 1
and 5.
Remaining parameter
Not all parameters in the model were able to be estimated from experimental data. In particular, it was not possible
to find an experimentally measured value for our remaining parameter α, related to the production of the chemicals.
Therefore, we chose this value in order to give the best qualitative results in the simulations, and we considered α to
vary between 1 and 5.
A summary of all parameter value ranges used in the computational simulations is given in Table 1.
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Table showing the range of values used for the parameters of the model
Parameter Description Values
Dn Cell diffusion coefficient 10−4–10−3
Dc Chemical diffusion coefficient 10−1
χ Chemotactic coefficient 10−3–1
α Production of chemicals 1–5
γ Chemical degradation rate 1–5
n∗ Diffusion threshold (Case 3) 0.1–0.14
(a) (b)
(c) (d)
Fig. 2. Spatio-temporal evolution of the density of endothelial cells in Case 2. The parameter values used in the simulations were: Dn = 5 × 10−4,
Dc = 10−1, χ = 0.06, α = 2.3, γ = 3.
4.3. Boundary and initial conditions
Boundary conditions
Because our system is based on an in vitro experimental protocol where aggregation of the cells takes place within
an isolated system, we assume that there is no-flux of endothelial cells and chemicals across the boundary of the
domain.
Initial conditions
We assume that initially cells are randomly distributed throughout the whole domain Ω (we consider n0 strictly
positive in the whole domain Ω). We also assume that the initial chemical concentration is proportional to the initial
cell density at every point of the domain Ω .
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Fig. 3. Spatio-temporal evolution of the density of endothelial cells in Case 3. The parameter values used in the simulations were: Dn = 5 × 10−4,
Dc = 10−1, χ = 0.06, α = 2.3, γ = 3, n∗ = 0.1.
4.4. Numerical results
We solved our nondimensionalized system of Eqs. (30) in a circular domain using the finite element technique as
implemented by FEMLAB. Triangular basis elements were used along with Lagrange quadratic basis functions.
Figs. 1–3 show the spatio-temporal evolution of the density of endothelial cells in Cases 1–3 respectively at time
steps 2, 4, 6 and 8.5 Lighter areas on the plots correspond to higher cell density. In order to facilitate the comparison
between the three cases the same density scale on all plots is used (max = 0.75).
As can be seen from the plots in Fig. 1, in case of linear diffusion cell aggregation proceeds slowly, and after
8 time steps (about 22 h) the cell density varies between 0.16 and 0.4. The plots in Fig. 2 show that in the case of the
diffusion function given by f (n) = Dnn2, aggregation proceeds faster and at the end of simulation the cell density
varies between 0.1 and 0.6. Finally, the plots in Fig. 3 show that in Case 3, when the diffusion function is given by
Eq. (31), the process of cell aggregation is the fastest of all the considered cases. In Case 3, after 8 time steps many
regions with a cell density close to 0 appear, as well as regions with relatively high cell density (reaching 0.745). This
looks like the first step in the creation of a vascular network, where one can distinguish endothelial cell aggregates
forming the basic structures of the future vessels. Therefore, considering the in vitro experiments it seems that a cell
diffusion function described by (31), Case 3, reflects the experimental reality better than the functions described in
Cases 1 and 2.
5 The time step 8 corresponds to about the 22nd hour of the experiment.
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