The principal rôle of the continued fraction in analysis has perhaps been that of an intermediary between more familiar and easily handled things, such as between the power series and the integral. This may partly explain the fact that there are certain questions about continued fractions which have remained relatively unexplored. To illustrate what I mean, if one's principal attention were focused upon power series, and continued fractions were used only incidentally, it is unlikely that one would imagine that the convergence region for the continued fraction is, as it now appears, more properly a parabolic region than a circular region.
The principal rôle of the continued fraction in analysis has perhaps been that of an intermediary between more familiar and easily handled things, such as between the power series and the integral. This may partly explain the fact that there are certain questions about continued fractions which have remained relatively unexplored. To illustrate what I mean, if one's principal attention were focused upon power series, and continued fractions were used only incidentally, it is unlikely that one would imagine that the convergence region for the continued fraction is, as it now appears, more properly a parabolic region than a circular region.
I wish to speak today about some results which have been obtained during the last few years, by a group of men with whom I have been associated. Our investigations have been centered mainly upon the continued fraction itself. In certain instances it has been possible to apply our results to problems not directly connected with continued fractions. Thus, during the course of this lecture I shall have occasion to speak of the problem of moments, of Hausdorff summability, and of certain classes of analytic functions.
Some definitions and formulas.
Before discussing some of the problems with which we have been concerned, I shall put down some necessary definitions and formulas. The continued fractions considered are chiefly of the form 1 #2 #3 #4
T+T+T+T in which a 2 , a 3 , a±, • • • are complex numbers. Apart from unessential initial irregularities, any continued fraction in which the partial denominators are different from zero can be thrown into this form.
The nth approximant of (1.1) is the ordinary fraction, A n /B n , obtained by stopping with the nth partial quotient. The numerators and denominators may be computed by means of the recursion formulas A, = 0, £o =1, A x = 1, Si = 1, (1.2)
A n = An-x + a n A n _ 2 , B n = B n -i + a n B n -. 2 , n = 2, 3, 4, • • • .
An important consequence of the recursion formulas is the determi nant formula (1.3) AnBn-X -An-xBn = ( -l)""
1^^
' ' ' 0>n.
To assign a meaning to the continued fraction, we suppose, first, that B n 7^0 from and after some n. If, then, the limit lim n==00 (A n /B n ) exists and is finite, the continued fraction is said to converge, and the value of this limit is the value of the continued fraction. The convergence problem is the problem of determining conditions upon #2, #3, #4, • • • which are sufficient for the convergence of the continued fraction. For instance, one may determine a "convergence region" in which a 2 , a 3 , «4, • • • may vary independently and the continued fraction remains convergent. Some idea of the nature of this problem may be had from the fact that it is possible to choose a 2 , as y a 4 , • • • in such a way that these numbers form an everywhere dense set in the complex plane, and the continued fraction is convergent.
2 Worpitzky 3 showed that (1.1) converges if \a n \ ^1/4. This is the best circular convergence region with center at the origin, inasmuch as (1.1) diverges if a n = -j -c, c>0. Szâsz 4 found that if a is not a real number ^ -î, then there exists a positive number r such that (1.1) converges if \a n -a\ Sr. We 5 found recently that if R(a)>-1/4 r may be taken equal to J(| l+2a| -2|a|). Again, if |a 2w +i| ^1/4, |flfn| ^25/4, (1.1) is convergent.
6
There is one important necessary condition for convergence due to von Koch, 7 which applies whenever the partial numerators are different from zero. Write the continued fraction in the form
where a n = l/&n-i&n, (w = 2, 3, 4, • • • , &i = l). Then, if the series231 b n \ converges, the sequences of even and odd approximants have distinct limits (one may be infinite), and the continued fraction diverges by oscillation. This natural breaking up of the sequence of approximants into two sequences makes it often of importance to consider the continued fraction (1.6) 1 1 + 02 + a z -1 + 0 4 + #5 -1 + #6 + a-ihaving A 2n +i/'B 2n +i as its wth approximant. 8 We shall refer to these as the even part and the odd part, respectively, of (1.1).
Some ideas on convergence.
A natural procedure to follow in attacking the convergence problem is to turn to the infinite series 
If this holds, then it is necessarily true that B n ?éO, (n = 1, 2, 3, • • • ). Hence the continued fraction converges if some a n vanishes, or, in any case, if the majorant series l+2 f i r 2 • • • ?n converges. Moreover, the sum of this majorant series is an upper bound for the absolute value of the continued fraction. If the a n 's are variables, and the r n 1 s are independent of the a n 's when the latter lie in a certain domain, then the continued fraction converges uniformly over this domain if the majorant series converges. Now, in order to translate the condition (2.2) into a condition upon a 2 , a 3 , ^4, • • • we have the simple relation
Using this, the desired translations may be made in a great many different ways. We have found 9 the following to be especially useful:
(2.4) r n \ l + a n + I a n I + I a n+ iI,
, where we agree to put r_i = r 0 = »i = 0. If, for example, we take r n = n/(n + 2), so that the majorant series 1+S r i r 2 • • • r n = 2, we find at once the theorem of Worpitsky mentioned in §1, namely: (1.1) converges (uniformly) for \a n \ ^1/4, (« = 2, 3, 4, • • • ). The upper bound 2 which we find in this case is the least upper bound inasmuch as the value of (1.1) is 2 when a n =-l/4. Again, by making an appropriate choice of the r"'s, one can derive the theorem that the continued fraction
«1
(
in which 0<gi<l, 0^g n <l, (w = 2, 3, 4, • • • ), converges uniformly for |x n | ^1, (n = 2, 3, 4, • • • ), and its absolute value in this domain does not exceed
This value is actually attained by the continued fraction if x n = -1. We thus improve in important respects the well known Pringsheim criteria. An immediate consequence is the theorem that 
+ ^4 +
(1 + a 2n -l + #2n)(l + #2n+l + #2n+2)
#2w+l#2w+2
(1 + #2n + #2n+l)(l + #2n+2 + 0>2n+z)
= hiyu a 2 az
(1 + a 2 )(l + a 3 + a 4 ) = gi*i,
(1 + #2n-l + #2n)(l + #2n+l + #2n+2)
we see on referring to (1.5), (1.6) that the theorem is true. Now, both the continued fractions (2.8), (2.9) are convergent. Hence, to prove (1.1) convergent it is required to show that the values of (2.8) and (2.9) are equal. For that purpose we find that 
3. The parabola theorem. As noted in §1, the domain \a n \ ^1/4 is the best possible circular convergence region with center at the origin. Perhaps the most interesting result of our investigations of the convergence problem is the theorem which follows. The necessity of the conditions follows from the fact that if z lies outside the parabola (3.1), then
2) ________ ... 1 + 1 + 1 + 1 + 1 + diverges; and from the fact that a convergence region must be bounded, for otherwise a 2 , a 3 , a A, • • • could be chosen in the region in such a way that the series ^21^»| °f (1-4) would be convergent. The sufficiency follows immediately from Theorem 2.2 (a), since it is easy to verify that the inequalities (2.4) hold with r n = l, and with actual inequality for w = l, 2, when the a n 's lie in or upon the parabola (3.1).
From Theorem 2.2 (d) we have further that if the a w 's lie in or upon the parabola 14 (3.1), then (1.1) converges if (and only if) the series ]CI*n| diverges.
No less important and interesting than the convergence region problem is the companion value region problem:
15 if U is a convergence region, to determine a value region Fin which the value of (1.1) must lie when a 2 , & 3 , a 4 ,
By employing this interpretation of the continued fraction as a succession of linear transformations we have succeeded in determining the exact region V in which the approximants of (1.1) must lie when a 2 , a 3 , OU, • • • lie in the parabola (3.1). We find that Fis the region
Every value z satisfying (3.3) is assumed by some continued fraction of the form (1.1) having its partial numerators in the parabola (3.1) ; and no value z outside this region is so assumed.
We have also investigated the value region problem corresponding to a circular convergence region with center at an arbitrary point a not real and ^ -1/4.
It is interesting to consider the following "restricted" value region problem. Suppose that a 2 , a 8 , • • • , a n are fixed in U. To determine a value region V in which the approximants must lie when a n +i, Un+2, dn+z, ' • ' vary independently in U. We have considered this problem for the case that U is the region bounded by the parabola (3.1). To illustrate the sort of result obtained, let a 2 = |, a 3 = J, «4 = |, so that the continued fraction starts out like the simple continued fraction for log 2. Then if (1.1) converges, and #5, ae, #7, • • • lie in the parabola (3.1), the value of the continued fraction must lie in a circle with center 16 z = .69375 (log 2 = .69315 • • • ) and radius .00625.
It is interesting to apply these considerations to special continued fractions. For instance, one may show in this way that the hypergeometric function F(a, 1, 7, x), (ce, 7, real, 0<ce<7), satisfies the inequality 17 F(a, 1,7+1, *) 
The moment problem
18 for the interval (0, 1). We shall return now to the continued fraction (2.7), in which we shall put We shall also multiply by a positive constant factor c 0 . We then have: Society, vol. 4 (1903) , pp. 297-332) investigated the problem for the case a= -00, & = -f-oo. He did not obtain a complete solution. H. Hamburger (Mathematische Annalen, vol. 81 (1920), pp. 235-319, and vol. 82 (1921) , pp. 120-164, 168-187) obtained a complete solution in the general case. At about the same time, E. Hellinger (Mathematische Annalen, vol. 86 (1922) , pp. 18-29) gave a complete solution in a twelvepage article, by resolving the problem into a question of solving a system of infinitely many linear equations. Another solution was given by T. Carleman, Sur les équations intégrales singulières à noyau symétrique, Uppsala, 1923, pp. 189-220. with c 0 >0, 0<g n <l, (n = l, 2, 3, • • • ). This is a Stieltjes type continued fraction inasmuch as the constant factors in the partial numerators are all positive. Since this continued fraction converges uniformly for \x\ Sc for every positive c<\, it follows that the corresponding Stieltjes integral has the form o 1 + xu in which <p(u) is bounded and monotone nondecreasing and has infinitely many points of increase, O^^^l. Hence, if P(x) =^c n ( -x) n is the corresponding Stieltjes series, it follows that the sequence {c n } is a totally monotone sequence, i.e.,
Conversely, let {c n } be a totally monotone sequence. Then, as Hausdorff showed, there exists a function <j>(u) such that C n = I ^n.
•/ 0
where <t>{u) is bounded and monotone nondecreasing. If <j>{u) has infinitely many points of increase ("there is an infinite distribution of mass"), the series P(x) =^c n ( -x) n has a corresponding Stieltjes continued fraction of the form that (4.3) must be of the form (4.1). Thus, in order for the real sequence {c n } to be totally monotone and correspond to an infinite distribution of mass it is necessary and sufficient that the corresponding Stieltjes continued fraction be of the form (4.1).
As for totally monotone sequences corresponding to a finite distribution of mass, they are completely characterized by having a corresponding continued fraction of the form (4.1) which terminates. In this case the last g n may be 0 or 1.
The Stieltjes moment problem for the interval (0, 1), for which we have completely characterized the corresponding continued fraction, is of particular importance on account of its relation to Hausdorff methods of summation. I shall discuss some of our work on this theory in a later section.
5. A class of real functions bounded in the unit circle. Let f(x) denote the moment generating function represented by (4.1). Then ƒ(x) has an integral representation of the form (4.2), and a power series expansion ƒ (x) =^,c n ( -x) n in which the sequence of coefficients, {c n }, is totally monotone. We shall include in our discussion the case where We shall now prove the theorem which follows. THEOREM 
There is a one-to-one correspondence between the functions of E and of F such that if e(x) of E corresponds to f(z) of F, then for \x\ < 1 we have
This may be formulated in terms of monotone functions : to every function e(x) of E there corresponds a monotone function <t>(u) such that 0^0(1)-0(0)^1 and . If some 7 n is + 1 or -1, this continued fraction terminates and (5.5) is then an identity. If, on the other hand, -l<7 n _i<+l, then 0<g n <l, and the continued fraction converges uniformly for \z\ ^1, or for x in a sufficiently small neighborhood of the origin. One may easily show that the power series expansion in ascending powers of x of the func-tion on the left agrees term-by-term with the power series expansion in ascending powers of x of the nth. approximant of the continued fraction, for more and more terms as n is increased. From these facts one may conclude 22 that (5.5) is a true equality for x in a sufficiently small neighborhood of the origin. Now, 23 the function z = 4x/(l -x) 2 maps the interior of the circle \x\ =1 in a one-to-one manner upon the s-plane exterior to the cut along the real axis from -1 to -oo. The continued fraction represents an analytic function of z in this cut plane, and therefore represents an analytic function of x for \x\ <1. Thus (5.5) is a true equality for \x\ <1. As previously pointed out, this continued fraction represents a function/(z) of the class F.
Conversely, starting with the function f(z) of F, so that the numbers g n may be found, we then determine the sequence {y n } and hence the function e{x) of E, by putting 7 n _i = l-2g ni (n = 1, 2, 3, • • • ). If 0<g w <l, then -1<7 W <+1, and the g n 's and Y n 's are uniquely determined. In case the continued fraction for ƒ(z) terminates, we may always assume that the last g n is either 0 or 1, and take subsequent g w 's all equal to f. In this case we determine e(x) as before by taking Y w -i= 1 -2g n . The function e(x) clearly satisfies (5.5), and the theorem is proved.
Denote by q(x) the function in the left member of (5.5). Then we find that
-q(x)
1 + e(x)
Now if we replace e{x) by -e(x) in (5.5), it is clear that the effect upon the continued fraction on the right is to replace y n -\ by -7 n -i, which is the same as replacing g n by 1 -g n -Hence we have the theorem 24 that if Funktionentheorie, Berlin, 1929, p. 112. 24 This theorem also follows from Theorem 2.1, p. 166, of TM. This was used in the paper referred to in Footnotes 14, 24 and also in the paper by H. S. Wall: A continued fraction related to some partition formulas of Euler, American Mathematical Monthly, vol. 48 (1941), pp. 102-108. from that for p{x) by replacing g n by 1-g n , (n - 
From Theorem 5.1 we obtain the following result: 
It is interesting to compare this with the result of Schur which states that if the series ]C|7™| converges, then M(e) <1.
To prove the theorem, let us recall that the series S is the series appearing in (2.6) with g n = h(l -Y W -I). Hence, when this series converges we conclude by Theorem 5.1 that
. Let x be real, and let x-+-1, \x\ <1. Then 14*/(l -x) 2 | < 1 and 4*/(l -x) 2 -+-1, so that g(*)->l -(1/5). It follows that e(#)-»1, so that M{e) = 1.
Inasmuch as M [«(*)] = M[ -e(x)] = Af[e( -#)] = M[ -e( -x)]
, it follows that the convergence of one of the series obtained from 5 by replacingYnby -Yn,Y2n+iby -72n+i,or7 2 nby -Y 2 n, (» = 0, 1,2, • • •)» is sufficient in order that M(e) = 1.
By a result of Stieltjes, the function f(z) represented by the continued fraction on the right of (5.5) is a meromorphic function of z if and only if lim w==00 (1 -g n )g n +i = 0, that is:
In this case we may write
w »i (a; -r n )(a? -r n )
where ilf n >0, (n = l, 2, 3, • • • ), ^M n converges, and r n -\ -2u n + 2i [u n (l-u n 
1,2 y l>Ui>U2> -• • >0, lim u n = 0. Thus the singularities of q(x) consist of simple poles r ny f n lying upon the circle \x\ =1, together with the point x = l which is the unique limit point of these poles. The function q(x) satisfies the relation q(l/x)=q(x). The following theorem is now evident.
THEOREM 5.4. If e(x) is a function of E such that -l<7 n <+l, lim nK=00 (l+7n-i)(l -y n ) = 0, then e(x) has an essential singularity at x = \ y and no other singularities in the extended plane except poles. The function
q(x) = 2 1 + xe(x) has as its singularities an infinite sequence of simple poles lying on the circle \x\ = 1 with the single limit point x = 1, and no others ; and q(l/x)=q(x).
As an example, if
2 , as one may verify by means of the continued fraction of Lambert for tanh z. This function e(x) satisfies the conditions of Theorem 5.4. When z= -1 in the continued fraction for q(x), we find that its value is 1 -(tan l)" 1 < 1, and consequently the series 5 of Theorem 5.3 converges. From that theorem it then follows that M(e) = l. This can be verified directly by letting x approach -1 in the above expression for e(x).
Theorem 5.1 admits of the following interpretation. In (5.3) put The transformation (5.8) has the property that it carries any sequence {c n } generated by a function [l -
is in E, into a totally monotone sequence {C n } with sum y^C n^ 1 ; and (5.7) has the property that it carries any totally monotone sequence {Cn\ with sum ^1 into a sequence {c n \ which is generated by a function of the form 
One may generalize this by replacing du by d<j)(u) where <j>{u) is any function of bounded variation on the interval 0 ^ u ^ 1, which is continuous at u = 0, and which satisfies the conditions 0(0) =0, <£(1) = 1. The resulting transform of the sequence {s n } is the Hausdorff mean. This is the basic theorem of the Hausdorff theory. When (6.1) holds it is convenient to say that {a n } is divisible by {b n }. The condition that {a n \ be divisible by {b n } may be formulated in a number of different ways. for all except at most a countable set of values of u. li(j)(u) is monotone nondecreasing, then {c n } is a totally monotone sequence, and hence the moment generating function f c (x) has a corresponding continued fraction of the form (4.1). It is easy to obtain conditions on (4.1) which are necessary and sufficient for {c n } to be a regular moment sequence. 29 An interesting example is afforded by the continued fraction of Gauss for the hypergeometric function  F(a, 1, 7, x) , a, y rea U 0<a<7. We have investigated in some detail the "hypergeometric summability" defined in this way.
It is interesting that in some cases one may operate directly with the continued fraction (4.1) to prove inclusion relationships between Hausdorff methods. 30 27 This means that every sequence summable [H, cj>b(u) 
Then if c n = §^u n d<i>{u), we may write the transformation (5.8) as
From the discussion in §5 it follows that if \c n \ is totally monotone an d 32 ]C^ = l> the sequence {C n } is of like character. This is, however, only part of the story. We find that if 4>(u) is any function of bounded variation on the interval 0 ^ u ^ 1, such that 0(1) -0(0) = 1, then the sequence { C n ] is a regular moment sequence.
Let M(ft n {u)) = M(J3) denote the set of all moment sequences { C n } obtained from (6.2) by letting <j>(u) run through the class of all functions of bounded variation on the interval O^w^l. It is observed that if {Cn } and {C n " } are any two sequences in M(/3) then the sequences {C n ' +C n // }, and {KCJ }, (K a constant), are in M(j8). Thus ikf(jS) is a linear manifold of moment sequences.
Any suitably chosen sequence of functions {j3 n (^)} determines in this same way a linear manifold of moment sequences. We have called {Pn(u)} the basis of the manifold. In laying down the outline for a general theory of these manifolds, we have obtained conditions on a sequence of functions {& n (u)} in order that it form the basis of a manifold; have obtained conditions under which the sequences of the manifold are all essentially regular; and conditions under which the Hausdorff methods defined by the sequences of a manifold all include a given Hausdorff method.
As an example, let /3 n (u) = (u + l)/(u+n + l). For every fixed u in the interval 0 ^u ^ 1, the sequence {p n (u)} is totally monotone. From this one may conclude that {(3 n (u)} is a basis for a manifold M(/3). Further, it can be shown that every sequence { C n } in M(/3) for which Co 9 e 0 is essentially regular ; and that every Hausdorff method of summation defined by the sequences of M(f3) includes (C, 1) but not all of them include (C, l+0> />0. continued fraction expansions for power series which we have used up to this point all have partial quotients of the form a n x/l. This is true only when the power series is of a special kind. Any power series P(x) = l+£i#+£2# 2 + • • • has a corresponding continued fraction in which the partial quotients are of the form a n x an /l, a n a positive integer. 33 The continued fraction has many of the properties of seminormal continued fractions. For example, it terminates if and only if P(x) represents a rational function of x; and if the continued fraction converges uniformly in the vicinity of the origin, the power series also converges in the neighborhood of the origin and the power series is equal to its continued fraction.
We have investigated these "corresponding type" continued fractions with a view toward obtaining formulas for the a n 's and « n 's in terms of the power series. 34 We found first of all that there is a fairly practical step-by-step process for expanding P(x) into a continued fraction. This is based upon the observation that if we have carried out the expansion to the point where we have ,+0, «+i. Hence, knowing a\, a 2 , • • • , a n , ai, a^ • • • , a n we may determine a n +i and a w +i as soon as we know the term of lowest degree in the power series for (7.1). This process requires expansions in powers of x for only a finite number of terms at each stage.
We have found formulas for the elements of the continued fraction in terms of the power series in the case of a large class of continued fractions which we have termed absolutely regular, namely those for which <X\ = 1 and 33 Walter Leighton and W. T. Scott, A general continued f taction expansion, Bulletin of this Society, vol. 45 (1939) «2 + «4 + * ' ' + a 2n ^ «1 + «3 + • ' • + «2n-l, n = 1, 2, 3, • • • . «3 + «5 + * * ' + «2n+l = «2 + « 4 + * ' ' + a 2w , In case the a n 's are real and positive, these conditions are equivalent to the condition that all the approximants of the continued fraction be Padé approximants for the corresponding power series. The class of absolutely regular continued fractions contains the class of seminormal continued fractions, and the formulas found are natural extensions of the well known formulas for the semi-normal case.
A remarkable situation arises when each exponent in the power series P(x) is at least twice the preceding. In this case the a n 's in the continued fraction depend only upon the coefficients in the power series, while the a n 's in the continued fraction depend only upon the exponents in the power series. For this reason, certain operations upon the power series and continued fraction, such as differentiation, integration, forming reciprocals, and a sort of Hadamard composition, may be readily performed.
There is considerable evidence to support the conjecture that corresponding type continued fractions represent functions having circles as natural boundaries, provided the exponents a n increase sufficiently rapidly. We have found that this is the case when the an's are suitably restricted and the a w 's form a geometric progression.
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