The aim of the paper is to find an answer to the question "Who or what is responsible for the benefits and harms of using artificial intelligence in radiology?" When human beings make decisions, the action itself is normally connected with a direct responsibility by the agent who generated the action. You have an effect on others, and therefore, you are responsible for what you do and what you decide to do. But if you do not do this yourself, but an artificial intelligence system, it becomes difficult and important to be able to ascribe responsibility when something goes wrong. The manuscript addresses the following statements: (1) using AI, the radiologist is responsible for the diagnosis; (2) radiologists must be trained on the use of AI since they are responsible for the actions of machines; (3) radiologists involved in R&D have the responsibility to guide the respect of rules for a trustworthy AI; (4) radiologist responsibility is at risk of validating the unknown (black box); (5) radiologist decision may be biased by the AI automation; (6)risk of a paradox: increasing AI tools to compensate the lack of radiologists; (7) need of informed consent and quality measures. Future legislation must outline the contours of the professional's responsibility, with respect to the provision of the service performed autonomously by AI, balancing the professional's ability to influence and therefore correct the machine, limiting the sphere of autonomy that instead technological evolution would like to recognize to robots.
Introduction
We are living in the automation society that automates more tasks and automates to a larger extent than before [1] .
The boost to automation originates from the introduction of artificial intelligence in many human tasks. A typical example is represented by the so-called home automation provided by systems like Alexa, Cortana, Google Assistant, Apple Home, etc. [2] . Such systems allow to automate and repeat human tasks as switching on and off the house light, scheduling a music playlist, switching on and off the heating in our house, etc.: all processes that can be programmed and that intelligent systems can learn to perform independently after performing them during a learning phase, which could be defined the "ground truth." At the base of these automatic actions, there are machine/deep learning algorithms that enter into our daily life and, from our actions, learn to suggest common and new behaviors in our living.
Automation is a benefit until these automated actions are carried out in harmony with what we want, but when the automated actions go further, suggesting or carrying out unwanted actions or causing damage to things and people, questions of responsibility arise which have been unexplored up until now.
The aim of this editorial is to find an answer to the question "who or what is responsible for the benefits and harms of using this technology?"
Who or what is the agent of responsibility?
When human beings make decisions, the action itself is normally connected with a direct responsibility by the agent who generated the action. You have an effect on others, and therefore, you are responsible for what you do and what you decide to do.
But if you do not do this yourself, but an artificial intelligence system, it becomes difficult and important to be able to ascribe responsibility when something goes wrong.
A typical example is the case of a self-driving car or an airplane using AI [3] ; it should be asked: If the automation system of the car or the airplane autopilot causes an accident, who is responsible?
The Greek philosopher and polymath Aristotle gives an answer to this problem [4] . Since Aristotle, there are at least two traditional conditions for attributing responsibility for an action, the so-called control condition and the epistemic condition. So, in the control condition, you are responsible if you do it (or have done it), if you are the agent of the action, if you have caused the action, if you have a sufficient degree of control over the action, but to attribute a full responsibility, an epistemic condition, as "you know what you are doing" or "you are aware what you are doing (or knew what you were doing)," is required.
Aristotle argued in the Nicomachean Ethics that the action must have its origin in the agent and that one must not be ignorant of what one is doing [5] .
AI technologies do not meet traditional criteria for full moral action (and hence preconditions for responsibility) such as freedom and consciousness, and therefore, they also cannot be (held) responsible [6] .
With regard to the two Aristotelian conditions, it is thus assumed that it does not make sense to demand that the AI agent act voluntarily or without ignorance, since an AI agent lacks the preconditions for this: An AI cannot really act "freely" (as in "having free will") or "know" (as in "being aware of") what it is doing.
If this assumption holds, then our only option is to make humans responsible for what the AI technology does.
Key point 1 Using AI the radiologist is responsible for the diagnosis.
A help from the laws
On February 16th, 2017, the European Parliament approved a resolution with recommendations to the Commission on Civil Law Rules on Robotics [7, 8] . It is a resolution that somehow anticipates the current situation that involves the professional responsibility of the radiologist. In fact, the resolution refers to the role of robotics in surgery, but the similarities of the relationship between robots and the surgeon with the relationship between artificial intelligence and radiologist are so strong that they are superimposable.
The resolution was based on a study requested by the European Parliament's Committee on Legal Affairs and commissioned, supervised and published by the Policy Department for "Citizens' Rights and Constitutional Affairs." The study highlights the importance of a resolution for the immediate creation of a legislative instrument governing robotics and artificial intelligence, to anticipate any scientific developments foreseeable over the medium term and which could be adapted to track progress. We can therefore state that the resolution correctly predicted the current situation.
The study furthermore explored the liability for damages caused by an autonomous robot and stated that the expression "robots' liability" should be banned, since it implies that the robot might itself incur civil liability for any damage caused. Instead the concept of "vicarious liability for the robot(s)" was proposed.
In the paragraph dedicated to medical robots, the resolution of the European parliament underlines: the importance of appropriate education, training and preparation for health professionals, such as doctors and care assistants; the need to define the minimum professional requirements to use a robot; the respect of the principle of the supervised autonomy of robots; the need for training for users to allow them to familiarize themselves with the technological requirements in this field; the risk of self-diagnosis of patients using mobile robot; and, consequently, the need for doctors to be trained in dealing with self-diagnosed cases. The use of such technologies should not diminish or harm the doctor-patient relationship.
Key point 2
Radiologists must be trained on the use of AI since they are responsible for the actions of machines.
The need for a trustworthy AI
In order to use artificial intelligence safely, as a support to the activity of the radiologist, it is necessary that it be trustworthy and validated in clinical practice [9] .
In 2018, the European Commission established the High-Level Experts Group on Artificial Intelligence with the general objective to support the implementation of the European Strategy on Artificial Intelligence, including the elaboration of recommendations on future-related policy development and on ethical, legal and societal issues related to AI, including socio-economic challenges.
Based on fundamental rights and ethical principles, the guidelines list seven key requirements that AI systems should meet in order to be trustworthy: (1) the human agency and oversight, ensuring that an AI system does not undermine human autonomy; (2) the technical robustness and safety; (3) privacy and data governance; (4) transparency; (5) diversity, non-discrimination and fairness; (6) societal and environmental well-being; and (7) accountability [10] .
The group recommended that the development, deployment and use of AI systems should adhere to the ethical principles of respect for human autonomy, prevention of harm, fairness/equity and explicability.
In respect to the key requirement, a trustworthy AI in radiology should not influence the autonomous decisionmaking process of the radiologist in image interpretation and patient's workflow (image protocol, exam prioritization, etc.); should not alter the imaging data, as in case of preprocessing from raw data to DICOM images, as well as in case of post-processing where the data could be presented in a non-interpretable format (i.e., radiomics features) [11] ; and should be technically robust and safe, i.e., the resilience of software against security attacks and the reproducibility and reliability of software results in case of AI-assisted diagnosis. Important key factors of a trustworthy AI for radiology are also the data governance, the privacy and the transparency, for which an AI system should guarantee at the same time quality, integrity and confidentiality of the data processed and be explicable about the processes/algorithms used to process patient's data.
The theme of explicability is very important as an AI system is considered a kind of "black box," of which perhaps mathematical and logical processes are understood, but not clearly the transformations of the data contained in it after various passages within the neural network (i.e., the convolutional networks).
Radiologists are familiar with digital imaging and informatics, and those with an imaging informatics special interest are frequently involved in AI algorithms development and clinical validation. Therefore, they have the potential to look into the "black box" and guide the research and development process, ensuring the respect of rules.
Key point 3
Radiologists involved in R&D have the responsibility to guide the respect of rules for a trustworthy AI.
Professional risks for the radiologist

Use of the "Black box" in clinical practice
In radiology, the clinical use of computer-aided diagnosis (CAD) is well known; multiple studies have shown advantages, limitations and risks of image interpretation in a CAD paradigm, as first reader, second reader, or in concurrent reading [12] [13] [14] [15] . In all cases, the final responsibility is in the hands of the radiologist, and a debate is still open about including CAD results into the radiology report and informing patients that the diagnosis is supported by automated software.
However, a clear distinction between CAD and AI must be traced, since CAD is designed to perform specific tasks on the basis of a training set and AI power and promise is that useful features can exist that are not currently known or are beyond the limit of human detection. In practice, AI brings new features from images that radiologists, as human beings, cannot detect or quantify. A typical example is radiomics, where a texture analysis can generate hundreds of features that a human being cannot generate and interpret [16] .
In clinical practice, radiologists will be asked to monitor AI system outputs and validate AI interpretations; so they risk to carry the ultimate responsibility of validating what they cannot understand.
Key point 4 Radiologist responsibility is at risk of validating the unknown (black box).
Automation bias
The recent North America and European multi-society paper about "Ethics of artificial intelligence in radiology" reports the risk of the automation bias [17] .
Automation bias is the tendency for humans to favor machine-generated decisions, ignoring contrary data or conflicting human decisions. Automation bias leads to errors of omission and commission, where omission errors occur when a human fails to notice, or disregards, the failure of the AI tool. High decision flow rates, where decisions are swiftly made on radiology examinations, and the radiologist is reading examinations rapidly, predispose to omission errors. This is compounded by AI decisions made based on features that are too subtle for humans to detect.
Commission errors occur when the radiologist erroneously accepts or implements a machine's decision in spite of other evidence to the contrary.
The typical feature of the act performed by the radiologist, as a professional, is the autonomy of decisions on the provision of service and the technical tools to be used, and the personality of the service [18] . It is clear that these peculiarities must be harmonized with the automation of AI.
Key point 5
Radiologist decision may be biased by the AI automation.
Shortage of radiologists and inappropriate training
Much discussion has been raised in the media about the introduction of artificial intelligence in radiological practice, suggesting that radiologists could become useless or even disappear as a specialty [19] [20] [21] . This could lead to a lack of motivation for young doctors to pursue a career in radiology, with a real imminent risk of not having enough radiologist specialists.
An additional risk for young doctors in training is the reduction in training opportunities. In fact, if the use of artificial intelligence systems in clinical practice can accelerate interpretation times, it can also reduce the number of examinations/images that a radiologist in training will be able to interpret. In other words, the greater the automatic tasks performed by artificial intelligence, the less those performed by the radiologist.
The paradox of this situation would be the need to implement ever greater AI tasks to compensate for the progressive lack of radiologists.
Key point 6
Risk of a paradox: increasing AI tools to compensate the lack of radiologists.
Radiologist-patient relationship and data integrity
A contingent problem with the introduction of AI and of no less importance is transparency toward patients. They must be informed that the diagnosis was obtained with the help of the AI.
All this poses problems to the patient's informed consent and the adoption of quality measures of the patient's care providers (public or private institutions) on AI systems.
Quality measures should relate to software robustness and data security, as well as constant updating of software and hardware, avoiding equipment obsolescence. Particular attention should also be paid to image processing, guaranteeing its integrity during the analysis process with neural networks, thus avoiding a modification of the raw data.
Key point 7 Need for informed consent and quality measures.
Conclusions
Artificial intelligence is entering the radiological discipline very quickly and will soon be in clinical use. The European Society of Radiology stated that the most likely and immediate impact of AI will be on the management of radiology workflows, improving and automating acquisition protocols, appropriateness (with clinical decision support systems), structured reporting, up to the ability to interpret the big data of image biobanks connected to tissue biobanks, with the development of radiogenomics [22] .
But the fundamental problem of an ethical and not harmful AI still remains.
Are there solutions? In a recent article published by Thomas PS et al., the application of a defined Seldon algorithm is described. The authors propose a framework for designing machine learning algorithms and show how it can be used to construct algorithms that provide their users with the ability to easily place limits on the probability that the algorithm will produce any specified undesirable behavior [23] .
Perhaps the solution is to create an ethical AI, subject to a constant action control, as indeed happens for the human conscience: an AI subjected to a vicarious civil liability, written in the software and for which the producers must guarantee the users, so that they can use AI reasonably and with a human-controlled automation.
It is clear that the future legislation must outline the contours of the professional's responsibility, with respect to the provision of the service performed autonomously by AI, balancing the professional's ability to influence and therefore correct the machine, limiting the sphere of autonomy that instead technological evolution would like to recognize to robots.
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