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ABSTRACT 
In this study we conduct wind resource assessment to evaluate the annual 
energy production of a wind turbine. To estimate energy production of a 
wind turbine over a period of time, the power characteristics of the wind 
turbine are integrated with the probabilities of the wind speed expected at 
a chosen site. The first data set was obtained from a wind farm in Denmark. 
We propose several probability density functions to model the distribution 
of the wind speed. We use techniques from nonlinear regression analysis to 
model the power curve of a wind turbine. The best fit distribution model is 
assessed by performing numeric goodness–of–fit measures and graphical 
analyses. Johnson’s bounded (SB) distribution provides the best fit model 
with the smallest Kolmogorov–Smirnov (K-S) test statistic    . 15. The 
four parameter logistic nonlinear regression (4PL) model is determined to 
provide the best fit to the power curve data, according to the Akaike 
Information Criterion (AIC) and the Bayesian Information Criterion (BIC). 
The estimated annual energy yield is compared to the actual production of 
the wind turbine. Our models underestimate the actual energy production 
by a 1  difference. In Chapter Six we conduct data processing, analyses 
and comparison of wind speed distributions using a data set obtained from 
a measuring wind mast mounted in Humansdorp, Eastern Cape. The 
expected annual energy production is estimated by using the certified 
power curve as provided by the manufacturer of the wind turbine under 
study. The commonly used Weibull distribution is determined to provide 
the best fit distribution model to our selected models. The annual energy 
yield is estimated at 7.33 GWh, with a capacity factor of 41.8 . 
 
KEYWORDS: Wind Energy, Wind Speed, Power Curve, Capacity Factor  
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1 INTRODUCTION 
 
1.1Wind Energy as a Source of Electricity Generation 
 
Wind as a source of generating electricity is widely used in developed countries such as 
Denmark, Germany, China, the USA, Spain and India. By the end of 1996 a total of 6,200 
MW grid connected wind turbine capacity had been installed around the world 
(Anderson, 2007). According to the European Wind Energy Association (2009) a total 
capacity of 8,484 MW wind power had been installed in the European Union in 2008 and 
China’s wind energy programme has accelerated to a point where it has installed 18.9 
GW, more than 5   of the world’s market (World Wind Energy Report, 2010), making it 
the number one country in the world in terms of new installations and number two in 
terms of total wind capacity, after the USA. 
 Wind energy continues to be the fastest growing form of renewable energy. Danish, 
German and Spanish wind turbine manufacturers dominate wind markets around the 
world and are expected to continue playing this leading role in the future (World Wind 
Energy Report, 2010). In 2009 Latin America showed the highest growth rate of all 
world regions and reached a total capacity of 1,406 MW, with 113.3 % increase (World 
Wind Energy Report, 2009). 
 There are several factors that have contributed to the growth of the wind energy 
industry. There has been growing concern amongst nations about global climate 
instability, high levels of air pollution, rising oil prices and the environmental damage 
caused by fossil fuels. Wind is clean, safe and a sustainable source of fuel. Unlike oil and 
fossil fuels, it will never be exhausted as it is continuously replenished by the energy 
from the sun. The energy output from a wind turbine depends on its electrical output 
and the variations of the wind speed at the chosen site. The development of a wind farm 
project is directly related to knowledge about the amount of energy it is expected to 
produce annually. This knowledge is necessary to assess the economic viability of the 
project.  
 
 1.2 Wind Energy in South Africa 
 
Renewable energy sources have not yet been exploited optimally in South Africa. The 
South African government published a White Paper on Renewable Energy in 2003, 
setting a target of 10, 000 GWh of energy to be produced from renewable energy sources 
by 2013 (Renewable Energy White Paper, 2003). In March 2009 the Energy Regulator of 
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South Africa (NERSA), approved the Renewable Energy Feed–in–Tariff (RETIF) to 
support renewable energy in South Africa (South Africa Renewable Energy RETIF: 
Regulatory Guidelines, 2009). These RETIFFs are presented in Table 1. However, in 
March 2 11 NERSA released a consultation paper titled “Review of Renewable Energy 
Feed–in-Tariff”, in which it propose a substantial cut to the RETIFs approved in 2  9 
(NERSA, 2011). This could be a major setback for the development of the wind energy 
industry in South Africa as this proposal, if approved, is likely to discourage potential 
investors. Currently there are three small wind energy facilities operative in South 
Africa: Kliepheuwel Wind Energy Demonstration Facility and Darling Wind Farm (both 
situated in the Western Cape) and Coega in the Eastern Cape. These wind farms have 3, 4 
and 1 operational wind turbines respectively. Klipheuwel, which is funded by electricity 
utility, Eskom, at a cost of R42 million, is the biggest wind farm in sub-Saharan Africa. It 
has a total capacity of 3.2 MW. It is a three year experimental project that is expected to 
provide electricity to about 2,500 households. The wind available in the southern coast 
(Port Elizabeth region) and the Western Cape makes these two regions ideal places in 
South Africa to generate power from the wind. Most of the country’s electricity supply 
comes from coal-fired power stations. Rapid economic growth has caused a nationwide 
shortage of electricity. 
 
Table 1: NERSA Renewable Energy Feed–In–Tariff (2009)
TECHNOLOGY UNIT REFIT
Concentrated Solar Power 
Through plant with 6 hr 
storage
R/kWh 2.10R       
Wind R/kWh 1.25R       
Small Hydro R/kWh 0.94R       
Landfill gas R/kWh 0.90R        
Source: National Energy Regulator South Africa, 2009 
Currently there are a large number of private wind farm developers who have expressed 
their interest in the development of wind farms in South Africa. The Council for Scientific 
and Industrial Research (CSIR) has installed wind monitoring devices at various 
potential sites around the country. Independent Power Producers (IPP) wind projects 
under development in South Africa (Edkins, Marquard and Winkler, 2010) are listed in 
Table 2. Together these projects add up to a total capacity of 1,100 MW to be installed, 
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with sites in Cookhouse and Caledon Wind Farm being the largest projects with 300 MW 
to be installed.  
Table 2: IPP Wind Projects Under Development in South Africa 
SITE PROVINCE OWNER MW
Cookhouse EC ACED (Macquarie) 300
Flagging Trees EC ACED (Macquarie) 100
Hopefield WC African Infrastructure Investment Fund 100
Jeffery's Bay EC Mainstream/Genesis Eco - Energy 50
Brand - se - Baai WC Exxaro 100
Tsitsikamma Community Wind Farm EC
Exxaro, Tsitsikamma Development 
Trust, Watt Energy, Danish IPP, 
European Energy 40
Coega IDZ EC Electrawinds 57.5
40km SW of PE EC Central Energy Fund 25
Caledon Wind Farm WC Epipsan (PTY) Ltd 300
Eastern Cape Wind Project EC Red Cap Investment 50  
Source: Energy Research Centre, University of Cape Town, June 2010 
 
1.3 Aims and Objectives of the Study 
The aim of this study is to evaluate the most appropriate statistical model to accurately 
estimate the annual energy production of a wind turbine. The study also looks at a 
hypothetical wind turbine power curve to estimate the potential annual energy 
production in Tsitsikamma, a region in the Eastern Cape, South Africa. This region is 
earmarked for a wind energy project and the wind data used is collected from a wind site 
situated in Humansdorp, 20 km south – west of Tsitsikamma. 
 
1.4 Structure of the Manuscript 
Chapter One, the introductory chapter, looks at the state of wind energy in developed 
countries. Factors that have contributed to the growth of the wind energy industry 
worldwide are outlined. The development of wind energy in South Africa is discussed, 
pointing out there are currently three wind energy facilities that are operational in the 
country. A list of prospective independent developers is given. 
 Chapter Two presents literature review of wind energy sources and modern wind 
turbines used in wind energy generation. The components of the commonly used 
Horizontal Axis Wind Turbine (HAWT) are discussed. A brief theoretical background of 
probability density functions fitted to the wind speed data is presented. Techniques from 
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nonlinear regression used to model wind power as a function of wind speed are 
discussed. A list of mathematical models used to estimate the power curve of a wind 
turbine is presented. Other factors that influence the performance of a wind turbine are 
discussed at the end of the chapter.  
Chapter Three deals with the processing and analysis of the data set obtained from a 
wind farm in Denmark. Several statistical distribution models are fitted to the wind 
speed data. A comparative analysis of wind speed distribution models is conducted and 
the best model is selected by means of goodness–of–fit tests.  
In Chapter Four a comparative analysis of power curve models is conducted. Diagnostic 
measures including residual analyses and goodness–of–fit tests are conducted. In 
Chapter Five the best fit models from Chapter Three and Chapter Four are incorporated 
to estimate the annual energy production and the capacity factor of the a wind turbine. 
Chapter Six deals with the processing, analysis and comparison of different wind speed 
distribution models using wind data collected from a wind site in Humansdorp between 
4 August 2010 and 4 August 2011. An estimation of the annual energy production and 
potential capacity factor is conducted using the manufacturer’s certified power curve. In 
Chapter Seven we provide conclusions, limitations of the study and recommendations 
for further research. 
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2 LITERATURE REVIEW 
 
2.1 Wind Energy Sources 
Wind results from expansion and convection of air as solar radiation is absorbed on 
earth (Tiwari and Ghosal, 2005). As long as there is sunlight, there will be wind. About 
0.25 % of total solar radiation reaching the earth is transformed to wind energy, because 
of uneven heating and cooling of the earth’s surface, creating temperature, density and 
pressure differences (Tiwari and Ghosal, 2005). Differential heating of sea and land 
causes minor changes in the flow of the air.  
The nature of the terrain, ranging from mountains and valleys to more local obstacles 
such as buildings and trees, also has an important effect on the origins of the wind. In 
general, during the day the air above the land mass tends to heat up more rapidly than 
the air above water. In coastal regions, this manifests in a strong on–shore wind (Tiwari 
and Ghosal, 2005).  
At night the process is reversed because the air cools down more rapidly over the land 
and the breeze therefore blows off–shore. In valleys and mountains, the similar process 
occurs, creating local wind. Friction and turbulence are more prevalent in areas with 
trees and buildings, compared to smooth surfaces such as lakes or open land (Tiwari and 
Ghosal, 2005). The earth rotates at a speed of about 166 m s  at the equator, which 
tapers down to zero at the poles.  
Coriolis force, named after a 19th century French engineer–mathematician, Gustav-
Gaspard Coriolis in 1835 (Encyclopaedia Britannica, 2011) is an inertial force that 
results in an eastward force component for the surface winds moving from the poles to 
the equator. The winds balanced by the Coriolis and the pressure gradient forces are 
known as geostrophic winds.  
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2.1.1 Wind Speed Variation With Height 
The wind speed varies considerably with height above ground. This phenomenon is 
known as wind shear and is modelled by the power law according to Equation 1 
(Peterson, Mortensen, Hørstrup and Frank, 1997): 
                                    
                                                                               ( )
 (  )
 .
 
  
/
 
                                        (1) 
where ( ) is the wind speed at height z, (  ) is the reference wind speed at height  
and  is the power exponent. Von Karmann showed that, under certain conditions 
   .14 (Manwell, McGowan and Rogers, 2002). The wind profile power law 
relationship is often used as a substitute for the log wind profile when surface roughness 
or stability information is not available (Peterson et al., 1997). 
 
 2.1.2 Power Content In The Wind 
The theoretical relationship between the wind speed and wind turbine power output can 
be represented as follows (Tiwari and Ghosal, 2005): 
                                                                
 
 
                                                          (2)                                                         
Where     power in the wind 
   air density 
   wind speed 
   rotor swept area 
From Equation 2, we see that the power of the wind is directly proportional to the cube 
of the wind speed. Thus a small change in the wind speed can greatly affect the power 
output. Equation 2 only gives a theoretical expression of the power available in the wind. 
The maximum achievable value of the power coefficient is known as the Betz limit 
(Tiwari and Ghosal, 2005). According to the Betz limit, only 59% of the total energy 
available can be converted to rotational energy and subsequently to electrical energy 
(Manwell et al., 2002). Figure 1illustrates this phenomenon. There are other loss factors 
such as generator and gearbox efficiencies, which result in only 20% - 30% of the 
original energy in the wind being extracted (Manwell et al., 2002). This makes the wind 
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speed the most important parameter to consider in the design and operation of wind 
turbines. Taking these factors into consideration, Equation 2 can then be written as: 
                                                            
 
 
       
                                                (3) 
 where  are loss factors like generator and gearbox efficiencies.  is the performance 
coefficient of the wind turbine. The turbine performance coefficient (the ratio of turbine 
power to that of wind speed) is a function of the pitch angle of the blade element to the 
plane of rotation and the ratio between the rotor–blade–tip speed and the wind speed 
(Siebert, 2008). 
Figure 1: Illustration of Betz Limit  
 
Source: http//www.reuk.co.uk/ 
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2.2 Modern Wind Turbines 
Wind turbines evolved a great deal in the past 30 years. They are more reliable, cost 
effective, and quieter. As illustrated in Figure 2, the size of the largest commercial wind 
turbines has increased from approximately 50kW to 2,000 kW in the last 20 years 
(EWEA, 2004). Currently there are machines up to 5MW being designed. The most 
common design of wind turbine is the HAWT. This means that the axis of rotation is 
parallel to the ground. In the following sub-sections we discuss some of the most 
important components of a HAWT.  
Figure 2: Evolution Of Wind Turbines Since 1980 
 
Source: Wind Power Technology, European Wind Energy Association, 2004 
Figure 3: Components of a HAWT_  
 
Source: Horizontal Wind Energy Development Programmatic EIS 
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2.2.1 Rotor 
The rotor consists of the hub and blades of the wind turbine. From a performance and 
cost point of view, these two components are considered the most essential (Manwell et 
al., 2002). Components of the HAWT are shown in Figure 3. Most HAWTs use two or 
three blades in a upwind design. For pitch–regulated wind turbines, the blades can be 
rotated about their radial axis during operation as the wind velocity changes. It is 
therefore possible to have an almost optimum pitch angle at all wind speeds and a 
relatively low cut–in wind velocity. At high wind speeds, the pitch angle is changed in 
order to reduce the angle of attack and hence the aerodynamic driving forces on the 
blades. This ensures that the power output from the rotor is limited to the rated power 
of the generator. 
 
2.2.2 Drive Train   
The drive train consists of the rotating parts of the wind turbine. These include a low 
speed shaft, a gearbox, and a high speed shaft (Manwell et al., 2002). The purpose of the 
gearbox is to speed up the rate of rotation of the rotor from a low value to a rate suitable 
for driving a standard generator. The parallel shaft and the planetary are the commonly 
used gearbox types on wind turbines. While the design of wind turbine drive train 
components usually follows conventional mechanical engineering machine design 
practice, the unique loading of wind turbine drive trains requires special consideration. 
Fluctuating winds and the dynamics of large rotating rotors impose significant varying 
loads on drive train components. 
  
2.2.3 Generator 
Most grid connected wind turbines use induction generators (Manwell et al., 2002). 
These wind turbines have to be connected to the electricity grid before they can generate 
electricity. The generator is sometimes used as a motor to run the turbine up to 
synchronous speed, a feature that is used by stalled regulated wind turbines. The main 
advantage of induction generators is that they are rugged, inexpensive and easy to 
connect to an electric network. The major disadvantage with induction generators is that 
they draw reactive power from the grid system. Synchronous generators do not require 
reactive power and thus are preferred by utilities.   
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2.2.4 Nacelle and Yaw Control 
The yaw control continuously orientates the wind turbine to the direction of the wind 
(Manwell et al., 2002).The wind direction must be perpendicular to the rotor swept area 
during normal operation of the wind turbine. A wind vane, mounted at the top of the 
nacelle, senses the relative wind direction and the wind turbine controller then operates 
the yaw drive. In some designs, the nacelle is yawed to reduce power in high winds and 
in extreme conditions, the machine can be stopped with nacelle turned so the rotor axis 
is at right angles to the wind direction (Manwell et al., 2002). 
 
2.2.5 Tower  
The most common towers are the lattice or tubular types constructed from steel or 
concrete (Tiwari and Ghosal, 2005). The tower is designed to withstand wind loads and 
gravity loads. The tower has to be mounted on a strong foundation in the ground and is 
designed so that either its resonant frequencies do not coincide with induced 
frequencies from the rotor or they can be damped out. 
 
 2.3 Important Statistics in Wind Energy 
2.3.1 Mean 
Suppose we are given a series on  wind speed observations, v , averaged over time 
interval   . The average wind speed is defined as (Manwell et al., 2002): 
                                                                             ̅  
 
 
∑   
 
                                                      (4) 
                          
2.3.2 Standard Deviation 
The standard deviation is the average distance of observations from the arithmetic mean 
of the observations. The standard deviation of the individual wind speed averages is 
(Manwell et al., 2002): 
                                                                     √
 
 
∑ (   ̅)                                                (5) 
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2.3.3 Average Power Density 
From Equation 2, the average wind power density,  
 ̅
 
, is the average available wind 
power per unit area and is given by (Manwell et al., 2002): 
                                                                      
 ̅
 
 
 
 
 ∑   
  
                                                        (6) 
Where  ̅ is average power available in the wind and   is as is defined in Equation 2.  
 
2.3.4 Average Energy Density 
Similarly, the wind energy density per unit area for a given extended time period    
long is given by (Manwell et al., 2002): 
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 2.3.5Average Wind Machine Power 
The average wind machine power  ̅  is (Manwell et al., 2002): 
                                                                 ̅  
 
 
∑   (  )
 
                                                      (8) 
where   (  ) is the power output defined by a wind machine power curve. 
 
 2.3.6 Average Wind Machine Energy 
The energy from the wind machine is given by Equation 9 (Manwell et al., 2002), where 
   is the time interval of the averaged wind speeds. 
                                                                     ∑   (  )
 
   (  )                                           (9) 
                                
2.4 Statistical Analysis of Wind Data 
The most important parameter in wind energy is the wind speed. Wind speeds at any 
given location vary widely throughout the year, but nevertheless follow a probability 
distribution. The literature offers a wide variety of studies that propose different 
probability density functions that can be used to model wind speed frequency 
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distributions. Because wind speed is the most important parameter of wind energy, an 
accurate determination of the probability distribution of wind speed values is important 
in evaluating wind speed energy potential of a region. Gumbel (1958) and Manwell et al. 
(2002) have proved that a good representation of wind speed frequency distribution is 
the Weibull distribution while Chou and Kortis (1981) have suggested the use of 
distributions from the Johnson family. In this study we fit a number of probability 
density functions (PDFs) including distributions from the Johnson family, the Weibull 
distribution, the Log Normal distribution, the Rayleigh distribution, the Gaussian Mixture 
distribution, the Extreme Value distribution and the Normal distribution. The most 
appropriate PDF is determined by conducting formal goodness–of–fit tests, namely the 
Kolmogorov–Smirnov, Anderson Darling and Pearson’s Chi Square. Quantile–Quantile 
(QQ) plots and empirical histograms with the computed distribution fit superimposed on 
the same graph for comparison purposes are provided for graphical analysis. The 
following sub–sections describe some of the PDFs used to model the distribution of the 
wind speed.  
   
 2.4.1 Weibull Distribution 
The Weibull distribution is a continuous probability distribution named after a Swedish 
physicist, W. Weibull (Manwell et al., 2002). In the literature the Weibull distribution is 
the most commonly used statistical distribution to represent the wind speed values. 
Determination of the Weibull distribution requires the knowledge of the shape 
parameter     and the scale parameter    , which are both functions of the mean 
and the standard deviation. The PDF of the Weibull Distribution is expressed as follows 
(Mels and Friskin, 2008): 
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The cumulative distribution function (CDF) is described by the following formula (Mels 
and Friskin, 2008): 
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 2.4.2 Generalized Extreme Value (GEV) Distribution 
Kotz and Nadarajah (2000) define the probability density function and the cumulative 
distribution function of the Generalized Extreme Value distribution as follows: 
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It was first introduced by Jenkinson (1955).The GEV distribution is a three parameter 
distribution that incorporates the Gumbel, Fréchet and Weibull Maximum Extreme Value 
distributions. The distributions associated with     are called Fréchet distributions 
and these include well known fat tailed distributions such as the Pareto, Chaucy, Student 
t and Mixture distributions (Markose and Alentorn, 2005). If    , the GEV distribution 
is the Gumbel class and includes the normal, exponential, gamma and lognormal 
distribution (Markose and Alentorn, 2005).  When    , then the distribution class is a 
Weibull.  
 
2.4.3 Rayleigh Distribution 
The Rayleigh distribution is a special case of the Weibull distribution with scale 
parameter   and probability density function shown in Equation 14 (Krishnamoorthy, 
2006): 
                                   
                          (   )  
 
  
Exp 0 
  
   
  1        ,                                                 (14) 
  The cumulative distribution function is defined as: 
                                   (   )  1  Exp 0 
  
   
1    ,                                                   (15) 
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2.4.4  Johnson Family of Distributions 
The Johnson family of distributions was first published by NL Johnson in 1949 (Johnson, 
1949). Johnson introduced three monotonic transformations from a variable   to a 
standard normal variable   having the general form (George, 2007): 
                                                                     .
   
 
/                                                           (16) 
                                                
where  ( ) is the transformation function,   is a standard normal random variable, 
  and   are shape parameters,   is a scale parameter and   is a location parameter. 
Without loss of generality, it is assumed that     and    . This family of distributions 
consists of four possible forms; the Log–Normal (SL), the unbounded distribution (SU), 
the bounded distribution (SB) and the Normal (SN) distribution. The Log–Normal 
transformation family of distributions may be expressed as follows (George, 2007): 
                                                                   ln .
   
 
/ ,                                                   (17) 
The bounded system of distributions is defined as (George, 2007):     
                                                                  ln .
   
     
/ ,                                               (18) 
The distributions can be bounded on the lower end, the upper end or both. This family 
covers the Gamma distributions, Beta distributions and many others. A random variable 
 is said to follow a Johnson SU distribution if  
     ln{(
   
 
)  6(
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/                                                                          (19) 
where sinh  ( )   is the inverse hyperbolic function. The SU curves are unbounded and 
cover the   and Normal distributions, among others. The PDF and CDFof the Johnson SU 
distribution are given as follows: 
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where   
   
 
 and  ( ) is the CDF of the standard normal distribution. 
 
2.4.5 Gaussian Mixture Distribution 
Gaussian mixture models are a linear combination of a finite number of Gaussian 
distributions. A Gaussian mixture model can approximate any continuous density well, 
given enough components and suitable parameter values (Schwardt, 2003).  A   
dimensional Gaussian probability density function may be given as follows (Resch, 
2010):  
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√  
 
√   ( )
Exp 0
 
 
(   ) ( )  (   )1                               (22) 
with mean vector    and covariance matrix  .  The finite Gaussian mixture model with  
components can be given as follows: 
                                                        ( )  ∑     (  ,  )( )
 
                                                   (23) 
where      and ∑    1
 
     for   *, 2, ……… , + and are known as mixing 
coefficients.  
 
2.5 Parameter Estimation 
There are several methodologies to estimate the parameters of probability distributions. 
For the purposes of this study, we adopt the classical maximum likelihood method. The 
maximum likelihood method was employed in Mathemetica 8.0 to estimate the 
parameters of the distributions. This approach and the Least Squares Method used to 
estimate the parameters of the Weibull distribution are discussed below. 
 
2.5.1 Maximum Likelihood Estimator (MLE) 
Mel and Friskin (2008) describe the maximum likelihood estimation method as follows: 
 Suppose   ,   , ……… ,     form a random sample from the distribution of the random 
variable   with mean   and variance    and with probability density function   (   ), 
where the elements   [  ,   , ……… ,   ]
 
   is a family of unknown parameters. The 
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likelihood function of   is then defined as the joint probability of   ,   , ……… ,    such 
that: 
                                            ∏   (  ,  )
 
                                                                  (24) 
                                             
The maximum likelihood estimator of  ̂ ( ),  , is then defined as the values of 
  ,   , ……… ,    which maximize the likelihood function, i.e.  
                                                     ( ̂ ( )  )  max 2 .   /3                                              (25) 
 
2.5.2 Least Squares Method (LSM) 
In this section we introduce a parameter estimation method used to estimate the 
parameters of a Weibull distribution. The Least Squares Method (LSM) uses the principle 
of least squares (AL – Fawzan, 2000). This method requires that a straight line 
mathematically be fitted to a set of data points such that the sum of squares of vertical 
deviations from the points to the line is minimized. To obtain this, we linearize Equation 
11(AL – Fawzan, 2000) by taking the natural logarithm of both sides such that: 
                                                ln* ln,1   ( )-+   ln( )   ln( )                                    (26) 
            
Equation 26 is similar to the equation of the straight line described in Equation 27:  
                                                                                                                                           (27) 
where                                                              ln* ln,1   ( )-+                                     (28)  
                                                                  ( )                                                                  (29)                                       
                                                                  ( )                                                                         (30)                             
                                                                                                                                              (31) 
                              
The least squares parameter estimation is used to evaluate  ̃ and b̃, such that: 
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Once  ̃ and  ̃ are evaluated,  ̃ and  ̃ can be calculated from equations (29) and (31). 
 
2.6 Goodness– of–fit Tests 
A goodness–of–fit measure is useful for matching empirical frequencies with fitted ones 
by a theoretical model. To examine whether a theoretical probability density function 
was suitable to describe the wind speed data or not, the Chi squared goodness–of–fit, the 
Kolmogorov–Smirnov test and the Anderson–Darling test were adopted. These three 
tests are discussed below. All tests were computed in Mathematica 8.0.  A 5% level of 
significance (   . 5) was adopted throughout this study. 
 
2.6.1 Pearson’s Chi Squared Goodness–of–fit Test 
Pearson’s Chi squared goodness–of–fit test determines how well a model fits observed 
data. It attempts to see how close the observed values are to those which would be 
expected under the fitted model. Mels and Friskin (2008) describe the Chi squared test 
as follows: the data are grouped into k mutually exclusive sets   ,   ,   , ……… ,     with 
    (    )       1, 2, 3, ……… .  . The decision rule of the Chi squared test for the 
hypothesis is: 
         for all   1, 2, 3, ……… ,   vs   at least one                                     (34) 
at an approximate significance level of   we 
                                                  Reject      ∑
(      )
 
   
   ,     
  
                                 (35) 
where    ∑   ( ,  ̂)    ,    denotes the number of observations in    and   is the 
number of parameters estimated from sample data. 
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2.6.7 Kolmogorov–Smirnov Goodness–of–fit Test  
The Kolmogrov–Smirnov (K – S) test is used to examine whether a sample comes from a 
population with a specific distribution. The K-S test is based on the empirical 
distribution function (ECDF). The ECDF is defined as (Chakravarti, Laha and Roy, 1967): 
                                                                   
 ( )
 
                                                                     (36) 
                                         
where  ( )  is the number of points less than    and   are  ordered observations. 
The K–S test is defined as follows: 
                                             (   )                         (   )                          (37) 
This statement tests whether a random sample  comes from a specified distribution 
 (   ) against the alternative hypothesis.   is a vector unknown parameters. The K–S 
test statistic is then defined as follows (Chakravarti et al, 1967): 
                                                 max     0 (  )  
   
 
,
 
 
  (  )1                             (38) 
            
where   is the theoretical cumulative distribution of the continuous distribution being 
tested and  are the ordered data. The hypothesis regarding the distributional form is 
rejected if the test statistic   is greater than the critical value obtained from the 
Kolmogorov–Smirnov table. 
 
2.6.8 Anderson–Darling Goodness–of–fit Test 
The Anderson–Darling goodness–of–fit test is a modification of the Kolmogorov–
Smirnov test (Stephens, 1974). It gives more weight to the tail than the K – S test. The 
Anderson–Darling test statistic is defined in Equation 39 as (Stephens, 1974): 
                                                                                                                                  (39) 
                                         
where  
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                             (40) 
    is as defined in Equation 38. 
 
 2.7 Statistical Model Fitting 
2.7.1 Linear Regression Analysis 
A mathematical model is an equation or set of equations that represent the behaviour of 
a real world phenomenon. It can either be linear or nonlinear. A general linear 
regression model can be written in the following form (Bates and Watts, 1988): 
                                                                                              (41) 
where  =(  ,   ,   ……… . . ,   )
  are the parameters to be estimated, 
   ,    ,    ……… . . ,     are predictor variables and the superscript     denotes the 
transposed vector. The random variable    represents the response for case 
 ,   1, 2,3,……… ,  and has a deterministic part and a stochastic part. The 
deterministic part, (   ,    ,    ……… . . ,    ) , depends on the parameter   and upon 
the predictor or regressor variables    ,   1, 2, 3, ……… ,  . The stochastic part, 
represented by the random variable    is the disturbance which perturbs the response 
for that case. The model for  cases can be written as 
                                                                                                                                     (42) 
where   is the vector of random variables representing the data and  is the    
matrix of predictor variables. 
  [
       
   
       
]  
  is the vector of random variables representing the disturbances. The deterministic 
part,  , a function of the parameters and the predictor variables, gives the 
mathematical model or the model function for the responses. Since a non-zero mean for 
 can be incorporated into the model function for the responses, it is assumed that  
                                                                      , -                                                            (43)                                                                     
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or equivalently, 
                                                                         , -                                                                 (44) 
Therefore   is called the expectation function for the regression model. The matrix   is 
called the derivative matrix since the (  )   term is the derivative of the      row of the 
expectation function with respect to the     parameter. It should be noted that the 
derivatives with respect to any of the parameters are independent of all the parameters. 
Further, if it is assumed that   is normally distributed with 
                                                               Var, -   ,   -                                                   (45) 
where   is an    identity matrix, then the joint probability density function for  , 
given   and the variance    is 
 (   ,   )  (2   ) 
 
 Exp 6
 (    ) (    )
2  
7 
                                                          (2   ) 
 
 Exp 0
 ‖    ‖ 
   
1                                             (46) 
where the double vertical bars denote the length of a vector. When provided with a 
derivative matrix  and a vector of observed data  , inferences about    and   
parameters   are made.  
 
2.7.2 Least Squares Estimates 
The likelihood function  ( ,    ), for   and   is identical in form to the joint probability 
density in Equation 46, except that   ( ,    ) is regarded as a function of the parameters 
conditional on the observed data, rather than as a function of the responses conditional 
on the values of the parameters. Suppressing the constant (2   ) 
 
  (Bates and Watts, 
1988), we write 
                                                     ( ,    )     Exp 0
 ‖    ‖ 
   
1                                            (47) 
                                                  
The likelihood function is maximized with respect to   when the residual sum of squares 
                                            ( )  ‖    ‖  ∑ [   (∑      
 
   )]
  
                       (48)  
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is a minimum. Thus the maximum likelihood estimate  ̂ is the value of   which 
minimizes  ( ). This  ̂ is called the Least Squares estimate and can be written as  
                                                        ̂  (   )                                                                         (49) 
 
2.7.3 Nonlinear Regression Analysis 
In nonlinear regression the observed data are modeled by a function which is a 
nonlinear combination of the parameters and predictor variables on one or more 
independent variables. A nonlinear regression model can be written as (Bates and Watts, 
1988): 
                                                                        (  ,  )                                                     (50) 
                                                                    
where   is the expectation function and    is a vector of associated regressor variables 
or independent variables for the      case.    is an   1 vector of homoscedastic and 
uncorrelated model errors with zero mean. When analyzing a particular set of data, the 
vectors   ,   1, 2, 3, ……… ,  are considered fixed and concentrate on the dependence 
of the expected response on   (Bates and Watts, 1988). The  vector  ( ) is created 
with the     element  
                                                    ( )   (  ,  ) where   1, 2, 3, ………… .              (51) 
The nonlinear regression model is written as 
                                                                ( )                                                                      (52) 
  is assumed to be independently and identically distributed with  , -    and 
Var, -   ,   -     .   is an    identity matrix with variance   .  
 
2.7.4 Gauss Newton Method 
There are several well known techniques used to estimate unknown parameters. Some 
of these techniques include the Levenberg–Marquardt Compromise, the Newton–
Raphson algorithm, the Gauss–Newton algorithm and the numerical derivatives, among 
others. For an in–depth look at some of these iterative techniques, the interested reader 
is referred to Nonlinear Regression Analysis and Its Applications (Bates and Watts, 
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1988). In this study we make of the Gauss–Newton algorithm and the theory behind this 
method is presented below. The Gauss–Newton algorithm expands the expectation 
function  (  ,  ) in a first order Taylor series about the initial guess  
  (Bates and 
Watts, 1988) as 
 (  ,  )   (  , 
 )     (     
 )     (     
 )        (     
 )        (53) 
where     
  (  , )
   
      1, 2, 3,  ,  . incorporating all  cases, we write 
                                                   ( )   (  )    (    )                                                (54) 
where   is the    matrix with elements {   }. This equivalent to the approximating 
residuals,  ( )     ( ), by 
                                                  ( )    , (  )     -                                     (55) 
 where        (  ) and        . We then calculate the Gauss increment    to 
minimize the approximate residual sum of squares ‖      ‖ , using  
                                                                                                                               (56) 
                                                               
                                                                           (57) 
                                                            ̂                                                                            (58)  
and so 
                                                        
                                                                               (59) 
The point   ̂    (  )   (     ) should now be closer to   than  (  ) and so we 
move to a better parameter value          and perform another iteration by 
calculating new residuals       (  ) a new derivative matrix     and a new 
increment. This process is repeated until convergence is obtained, that is, until the 
increment is so small that there is no useful change in the elements of the parameter 
vector. 
2.7.5 Nonlinear Least Squares Estimation 
Linear approximations of the expectation function are used to determine increments 
while seeking the Least Squares estimates and to determine approximate inference 
regions when convergence has been achieved (Bates and Watts, 1988). The linear 
approximation to  ( ) based at    (Equation 54), produces a linear approximation to 
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the residual vector  ( ) (Equation 55) and hence a quadratic approximation  ̂( ) to the 
sum of squares function  ( ), since 
                                                             ( )  ‖   ( )‖                                                      (60)  
                                                                        ( )  ( )   ̂( ) 
                                                                       ,     (    )- ,     (    )- 
 the location of the minimum of  ̂( ) is  
                                                                      (     )                                          (61) 
which gives the Gauss – Newton increment. Contours of the approximate sum of squares 
function (Equation 60) are ellipsoids centred at    and of the form  
                                                             (    )      (    )                                     (62)  
Of particular interest is the approximation contour  
                 (    )      (    )          (     )                                     (63)  
which passes through   . If this contour is close to the actual sum of squares contour 
which passes through    , then it is expected that    will be close to the optimal value of 
 . 
2.7.6 Asymptotic Standard Errors 
Asymptotic or approximate standard errors are shown in the third column of the 
parameter tables of Chapter Four, for each parameter estimate. The standard error tells 
us how good the estimation procedure is for estimating the parameters (Graybill and 
Iyer, 1994).  
 
2.7.7 Confidence Intervals 
 The interval estimate, presented in the last column of the parameter tables of Chapter 
Four, consists of two numbers which form an interval. The parameter to be estimated, 
with a specified confidence coefficient, lies within these two numbers that form an 
interval. The confidence coefficient is denoted by 1  (1   )  (Graybill and Iyer, 1994). 
Suppose   ,   ,   , ………… ,    are unknown parameters from a nonlinear function. An 
approximate 1  (1   )  confidence interval for    is given by Equation 64 (Graybill 
and Iyer, 1994): 
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 0 ̂      
 
        ( ̂ )      ̂      
 
        ( ̂ )1  1                         (64) 
where    ( ̂ ) is asymptotic standard error for parameter estimate  ̂ . The value 
    
 
      is the critical value from the   distribution table with     degrees of freedom. 
 
 2.7.8 Statistical Tests of Hypothesis 
 A statistical test is conducted as follows (Graybill and Iyer, 1994): 
 
                                                                                                                       (65) 
                                
where  is a specified number. The null hypothesis   will be rejected if 
                                                             
 
                                                                           (66) 
                                            
where 
                                                             
 ̂   
   ( ̂ )
                                                                       (67) 
 
2.7.9 Residual Analysis 
Residual analysis involves inspection of the difference between the observed value of the 
dependent variable and the predicted value. Each data point has one residual, such that 
                                                 ̂      ̂                                                                   (68)  
where   ̂  is the  
   residual,    is the  
   observation and  ̂  is the  
   predicted value. The 
most widely used technique for examining residuals are graphical methods, such as 
plotting residuals against their corresponding fitted values. There are a number different 
types of residual analysis available in literature, such as raw residuals, deleted residuals, 
standardized residuals and studentized residuals. Raw residuals are those defined in 
Equation 68. They are useful in detecting model misspecification, incorrect error 
assumptions (Appendix G) and extreme data values (Gunst and Mason, 1980). Graphics 
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of raw residuals are presented in this study. The residuals  ̂  may be comparable with 
each other by standardizing them appropriately. It can be shown mathematically that the 
correct standardization procedure (Graybill and Iyer, 1994) is to divide  ̂  by divide 
 ̂  √1    ,  for   1, 2, 3,  ,    where  
                                                              ,  
 
 
 
(    ̅)
 
   
                                                              (69) 
where     ∑(    ̅)
  and    are the independent observations. The quantities   ,  are 
usually referred to as the hat values (Graybill and Iyer, 1994). The standardized 
residuals are thus defined as  
                                                                    ,  
 ̂ 
 ̂ √    , 
                                                             (70)  
When the curve is a good fit , it will reflect random errors and appear to behave 
randomly in a graphical plot. 
 
2.7.10 Goodness–of–fit Measures 
The goodness–of–fit measures were computed by calculating the adjusted , the Akaike 
Information Criterion (AIC), the Bayesian Information Criterion (BIC) and . The 
Akaike Information Criterion is a measure of goodness–of–fit of an estimated statistical 
model developed by Hirotugu Akaike in 1971. The idea of the AIC is to select the model 
that minimizes the negative likelihood penalized by the number of parameters as 
described in Equation 71. While the method is simple to compute and interpret, it is 
based on deep statistical theory. The theoretical basis for Akaike’s method consists of 
maximum likelihood theory, information and the concept of the entropy of information 
(Motulsky and Christopoulos, 2003). The BIC was derived within a Baysian framework 
as an estimate of the Bayes factor for two competing models. The method is also known 
as the Schwarz criterion and was developed by Schwarz (1978). The AIC and the BIC for 
selecting the most parsimonious correct model take the general form (Bierens, 2004): 
                                                     ( )   2  
  (  ( ))
 
   
 ( )
 
                                                (71)  
where  ( )  2 in the Akaike case,  ( )  ln( ) in the Bayesian case.   ( ) is the 
maximum likelihood of the model with   parameters and   observations. The preferred 
model will be the one with the minimum AIC and BIC values. 
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The coefficient of determination, also known as    is defined as (Ryan, 1997):  
                                                                            
∑ ( ̂  ̅)     
∑ (   ̅)     
                                                        (72) 
 where    is the dependent variable,  ̂ is predicted variable,   is the mean of   and   is 
the number of observed values. Thus    represents the percentage of variability in   and 
has a property such that       1. Ideally we would want    to be as close to 1 as 
possible. The adjusted    is a modification of   , defined as: 
                                                                                 1  
   
   ⁄
   
   ⁄
                                          (73) 
where     is the number of parameters, SSE is the sum of squares of the prediction errors 
  defined as       ∑       .      is the total sum of squares for   and is defined as 
∑ (   )
  
   . Unlike  
 , the adjusted    can decrease as the number of regressors 
increases (Ryan, 1997). The quantity  
   
   
, is known as the mean squared error, or simply 
    (Graybill and Iyer, 1994). The smaller the    value, the better the fit. The 
standard deviation  , is estimated as  ̂  √     (Graybill and Iyer, 1994).  
 
2.8 Wind Turbine Power Curve   
The power curve is a key concept in understanding the efficiency of a wind turbine. It 
describes the relationship between the wind speed and the power output of a wind 
turbine. Power curves are found by field measurements, where an anemometer is placed 
on a mast reasonably close to the wind turbine. This curve makes it possible to predict 
energy production of a wind turbine without considering its technical components. 
Graph 1 shows a neat straight line of a typical power curve. In reality one will see points 
spread around the neat line. This is because the wind speed is always fluctuating. The 
power curve is characterized by the cut–in wind speed, rated wind speed and the cut–out 
wind speed. Majority of wind turbines start producing electricity at cut–in wind 3 m/s – 
4 m/s speed and perform at their peak at rated wind speed around 12 m/s – 14 m/s. The 
wind turbine is designed to stop producing electricity when it reaches cut–out wind 
speed (about 25 m/s), to avoid the machine being damaged by excessive wind speeds. 
Table 3 shows the specifications of the Vestas V80 2000 wind power generator. This 
machine is pitch–controlled. In pitch–controlled wind turbines, an anemometer mounted 
at the top of the nacelle constantly checks the wind speed and sends signals to a pitch 
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actuator, adjusting the angle of the blades to capture the energy from the wind most 
efficiently (Horzon Wind Energy, 2012). 
Graph 1: Typical Horizontal Axis Wind Turbine Power Curve 
 
Table 3: Vestas V80 2000 Wind Turbine Specifications 
 
Rotor Diameter (m) 80
Area swept by rotor (m²) 5027
Power regulation Pitch
Cut-in-wind speed (m/s) 4
Cut-out-wind speed (m/s) 25
Rated wind speed (m/s) 15
Rated power (kW) 2000  
The variation of the power output between the cut–in–wind speed and rated wind speed 
can be described by a simple linear function for certain wind turbine (Johnson,2001), 
but monotonic functions can also be used for other wind turbines and are able to provide 
more accurate estimates of the energy output. There are quite a large number of models 
that can be used to describe the relationship between the wind speed and the power 
5 10 15 20 25 30
m s
500
1000
1500
2000
kW
Typical Wind Turbine Power Curve
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output. Li, Wunsch, O’Hair and Giesselmann (2  1) compared regression and artificial 
neural network models for wind turbine power curve estimation. They found the 
artificial neural network performed better than the regression for turbine power curve 
estimation under complicated influence factors. Siebert (2008) argues that piecewise 
linear fitting is sufficient to estimate the power curve. Kusiak, Zheng and Song (2009) 
proposed a non–parametric model using data mining algorithms such as multi–layer 
perceptron, random forest, the M5 based model tree and the k–nearest neighbour. The 
area between the cut–in–wind speed and rated wind speed can be described by a third 
and a fifth degree polynomial model (Llombart–Estopinan, 2008). Akdağ and Güler 
(2010) list some of the widely used models to describe this variation as shown from 
Equation 74 to Equation 79.  
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 Where    and    are regression coefficients.    is the rated power,    is the cut–in wind 
speed and    is the rated wind speed. Li, M. Wang, Zhu and C. Wang (2009) proposed a 
non –parametric model described in Equation 80. 
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where     is the cut–in–wind speed. 
As can be observed in Graph 1, the relationship between the wind speed and the power 
output takes the form an S–shape. This suggests the use of sigmoidal or logarithmic 
curve function. In this study we propose a four parameter logistic (4PL) model, a three 
parameter logarithmic (3PL) model, the third and fifth degree polynomial models.  The 
4PL and the 3PL are shown in Equation 81 and Equation 82, respectively. 
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Where  ( ) is the power output,   is the observed wind speed,    is the cut–in–wind 
speed,    is the cut–out–wind speed,    is the rated wind speed and    is the rated power. 
   = ( ,  ,  ,  )
 
 is the parameter vector that defines the shape of the graph. The 
polynomial coefficients in Equation 83 and Equation 84 are denoted as   ,   1,2,3,4,5. 
 
2.9 Factors Influencing Performance Of A Wind Turbine 
2.9.1 Air Density 
The air density   is an important factor that affects the performance of wind turbines. It 
is closely related to pressure, humidity and temperature and thus pressure factors must 
be considered when doing energy production estimates. Graph 2 shows plots of the 
Vestas V80/2000 wind turbine generating system (WTGS) under different air densities. 
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Graph 2: Power Curves Of WTG V80/2000 Measured Under Different Air Density 
 
 
2.9.2 Turbulence  
Turbulent variations of the wind speed are expressed in terms of the standard deviation 
  (Peterson, Mortensen, HØjstrup and Frank, 1997). Turbulence intensity is the most 
basic measure of turbulence and is defined as the ratio of the standard deviation to the 
mean of the wind speed: 
                                                 
 ̅
                                                        (85) 
Turbulence intensity is frequently in the range 0.1 to 0.4 (Manwell et al, 2002). During 
wake effects, there is increased turbulence, leading to significantly increased turbulence 
intensity than in free flow (Peterson et al, 1997). The wake effect is the aggregated 
influence on the energy production of the wind farm, which results from the changes in 
wind speed caused by the impact of the turbines on each other. 
2.9.3 Topography 
Wind close to the surface of the earth is strongly influenced by the nature of the terrain 
surface, the detailed description of which is called topography (Peterson et al, 1997). 
Estimating the performance of wind turbine can be very difficult because of the complex 
terrain.  The topography can be divided into three typical categories: roughness, 
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obstacles and orography. Roughness is the collective effect of the surface and roughness 
elements, which cause retardation of the wind near the ground. Obstacles usually refer 
to buildings and trees around the site which might somehow cause obstruction to the 
flow of the wind. When terrain features become larger or higher that the point of 
interest, like hills, mountains cliffs, etc. These are referred to as orographic elements.   
 
2.10 Wind Turbine Annual Energy Production   
The annual energy production (AEP) of a wind turbine generator at a location can be 
estimated from its characteristics and the wind characteristics as represented by the 
probability distribution of wind speeds  at hub height. This is described by Manwell 
et al (2002) as: 
                                                               ∫  ( ) ( )  
 
 
                                                   (86) 
where   is the number of hours in a year and  ( ) is the power curve of a wind turbine. 
It is possible to determine a wind turbine power curve based on the power available in 
the wind and rotor power coefficient, . The expression for  is given as (Manwell 
et al, 2002): 
                                                               ( )  
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where  is the drive train efficiency,   and   are as defined in Equation 2. The rotor 
power coefficient is defined as: 
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Generally  can be expressed as a function of the tip speed ratio, , defined by: 
                                                                                 
   
 
                                                                 (89) 
where  is the angular velocity of the wind rotor and   is the radius of the wind rotor. 
Assuming a constant value for drive train efficiency, another expression for the average 
wind machine power is given by: 
                                                           ̅  
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3 ANALYSIS OF WIND DATA (DENMARK) 
 
3.1 Data Processing 
The first set of data in this study consists of wind turbine data obtained from a wind farm 
in Denmark. The wind farm is located at N56.79 (Latitude) E9.14 (Longitude).The data 
set was captured in ten minute averages and consists of wind speed data, temperature 
and wind directions over a period from 2008/12/31 23:00 to 2009/12/21 22:50. Table 
4 shows a sample description of the data set. 
Table 4: Sample Description of the Data Set (Denmark) 
Time Step Temperature Wind Direction Wind Speed Power Output
01/01/09 00:20 6 313.9 9.4 1189.5
01/01/09 00:30 6 323.8 10 1413.7
01/01/09 00:40 6 323.9 9.8 1339.5
 
 
3.1.1 Data Cleaning  
There are 52,560 ten minute averages in a year. The wind speed data from the wind 
turbine data set consisted of 52,245 observations. There were 315 missing data points, 
approximately 45 hours worth of data. These were filtered out. The power output 
recorded consisted of data that included negative values. In some instances where the 
wind speed was above cut–in wind speed, there would be power output observations 
that were negative values. These were filtered out. In the end we were left with 46,046 
power output observations corresponding to a certain wind speed. This information is 
summarized in Table 5. 
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Table 5: Data Cleaning 
10 min intervals in yr Hrs in a yr Days in a yr
Original set 52560 8760 365
Data available 46046 7674 320  
3.1.2 Descriptive Statistics  
A summary of descriptive statistics is presented in Table 6. The area is characterized by 
moderately high wind speeds with an annual average of 7.6 m/s. The maximum wind 
speed detected at this site is 29.8 m/s, which was experienced in November in the 
original data set. Graph 3 shows the time series plot of the annual wind speed. It can be 
observed that there is too much variation in the data, making it difficult for us to detect 
any underlying pattern. A closer look at the monthly mean wind speeds in Graph 4 and 
the representative seasonal months (Appendix A), reveals a clear seasonal movement 
component in the wind speed. November recorded the highest monthly mean wind 
speed at 9.61 m/s while April had the lowest monthly mean wind speed at 5.87 m/s.  
Table 6: Descriptive Statistics for Annual Wind Speeds (Denmark - 2009) 
Mean 7.6
Standard Error 0
Median 7.3
Mode 6.7
Standard Deviation 3.3
Sample Variance 10.9
Kurtosis 0.8
Skewness 0.6
Range 29.8
Minimum 0
Maximum 29.8
Count 52245
Wind Speed (m/s)
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Graph 3: Annual Wind Speed Time Series Plot (2009)
 
Graph 4: Monthly Mean Wind Speeds (2009)
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3.1.3 Wind Direction 
The direction of the wind speed also influences the power generation of a wind turbine. 
However, compared to the wind speed, wind direction has little influence on power 
generation since modern wind turbines are designed to face into the direction of the 
wind when operating. Wind rose plots are extremely useful for the siting of wind 
turbines. If a large share of energy comes from a particular direction, then one would 
want to have as few obstacles as possible in the direction of the wind. A wind rose is a 
graphical method used by meteorologists for presenting wind conditions, direction and 
speed, over a period of time at a specific location. The petals of the rose are aligned with 
the points of the compass and show the percentage of time the wind blows from each 
direction and the mean wind speeds. Typical wind roses use 16 cardinal directions (N, 
NNE, NE, ENE, E, ESE, SE, SSE, S, SSW, SW, WSW, W, WNW, NW and NNW) and are 
sometimes divided into 32 directions. The values    and 36   represent the northern 
direction, East = 9  , South = 18   and West = 27  . The wind rose is plotted using 
Mathematica 8.0. The wind rose plot for the Denmark wind farm is shown in Graph 5. 
The compass is divided into 24 sectors, each 15° (=360°/24) wide. The values entered in 
each circle represent the mean wind speed in the meters per second during that the 
wind blows from a particular direction. It can be observed in Graph 5 the wind blows 
predominantly from the West to South-West and the North to North–East directions. The 
histogram of wind direction is shown in Appendix B.  
3.1.4 Wind Speed Distribution 
Wind speed is a classic example of a stochastic phenomenon. It varies widely with time 
and apart from seasonal variations, a small change can have a major effect on the energy 
output of a wind turbine. Comprehensive knowledge of the wind regime at a potential 
site is imperative for the planning and design of a wind energy project. Distribution 
curves overlay on the empirical distribution, QQ plots and goodness–of–fit statistics 
were used to select the most appropriate model that describes the characteristics of the 
wind speed. Graph 6 is a histogram of the annual wind speed which shows that the 
distribution of the wind speed is unimodal and slightly skewed to the right. The site has 
wind speeds that are much higher with a moderate range of distribution. Several 
statistical distributions were fitted to the Denmark wind speed data. The fitted 
distributions are presented in Table 7 and are ranked according to the Kolmogorov–
Smirnov (K-S) test statistic. The results indicate, among the five distributions tested, that 
the Johnson SB distribution is the most appropriate for this data set.  
The parameter estimates of the fitted distribution are presented in Table 8. 
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Table 7: Fitted Distributions Ranked According to K-S Test Statistic  
Distribution Type K-S d K-S (sig) AD Stat AD (sig) Chi Sq Chi Sq (sig)
Johnson SB 0.01505 1.73E-09 9.88 1.56E-05 30403.9 1.513E-6405
Log Normal 0.0214 0 28.22 0 31970.8 3.27E-6744
 Extreme Value 0.0246 0 40.2 0 31808 5.079E-6709
Weibull 0.0606 0 423.87 0 29288.3 1.879E-6164
Gaussian Mixture 0.0754 0 476.555 0 32551.1 1.133E-6869  
 
Table 8: Parameter Estimates for Fitted Distributions  
Distribution Parameter Description φ1 φ2 φ3 φ4 φ5 φ6
Johnson SB shape,shape,location,scale 2.293 1.59 2.05 29.43
Log Normal mean, standard deviation 2.044 0.35
Extreme Value location, scale 6.87 2.035
Weibull scale, shape 9.19 2.93
Gaussian Mixture mc1,mc2,m1,sd1,m2,sd2 0.00224 0.997752 -8.189 17.98 8.19 2.87
 
where mc1 and mc2 are the mixing coefficients, m1 and m2 are the means, sd1 and sd2 
are the standard deviations. The Johnson SB distribution superimposed on the empirical 
distribution is presented in Graph 7.  It can be observed from this graph the Johnson SB 
distribution provides an excellent fit to the wind speed data. The empirical distribution 
is somewhat underestimated at the peak. A quantile quantile (QQ) plot graphically 
represents empirical quantiles plotted against theoretical quantiles. A 45° reference line 
is plotted in the graph. If the empirical data comes from the population with the chosen 
distribution, the points should fall approximately along this reference line. If a 
reasonably larger departure from this reference line is observed, then we have enough 
evidence to conclude that the empirical data might have come from a different 
distribution. In Graph 8 we observe that the points fall exactly on the reference line, 
while a slight deviation at the upper quantile is observed. The fit of the Log Normal 
distribution, shown in Graph 9 provides a very good fit of the empirical distribution, 
particularly in the upper tail but the empirical distribution is slightly underestimated at 
the peak. In Graph 10 a departure in the upper and lower quantiles is observed, while 
there seems to be a relatively good fit in the inter–quartile range. In Graph 11 it can be 
observed that the EVD distribution overestimates the empirical distribution at the upper 
tail. The peak of the empirical distribution is overestimated, while the lower tail is 
slightly underestimated. In Graph 12 we observe an enormous deviation from the 
reference line of the QQ plot at the upper tail. In Graph 13 the Weibull distribution 
provides a poor fit to the heavy tail. In Graph 14 there is a large deviation at the upper 
end from the reference line. The fit of the GMM distribution in Graph 15 generally 
provides a bad fit. The heavy tail is underestimated. In Graph 16 there are stark 
deviations at the bottom and top ends, indicating a poor fit by the GMM.  Since the K–S 
test statistic for the Weibull and GMM distributions is greater than the critical value, we 
reject the hypothesis that the wind speed follows the Weibull or the GMM distributions.  
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Graph 5: Annual Wind Rose (2009) 
 
Graph 6: Histogram of the Annual Wind Speed 
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Graph 7: Histogram of Annual Wind Speed and the Fitted Johnson SB 
Distribution 
 
Graph 8: Q-Q Plot of the Johnson SB Distribution 
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Graph 9: Histogram of Annual Wind Speed and the Fitted Log Normal 
Distribution 
 
Graph 10: Q-Q Plot of the Log Normal Distribution 
 
47 
 
Graph 11: Histogram of Annual Wind Speed and the EVD Distribution 
 
Graph 12: Q-Q Plot of the EVD Distribution 
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Graph 13: Histogram of Annual Wind Speed and the Weibull Distribution 
 
Graph 14: Q-Q Plot of the Weibull Distribution 
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Graph 15: Histogram of Annual Wind Speed and the GMM Distribution 
 
Graph 16: Q-Q Plot of the GMM Distribution 
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4 MATHEMATICAL MODELING OF WIND 
TURBINE POWER CURVE 
 
The wind farm considered for the purposes of this study uses the Vestas V80 2000 wind 
power generating system. The performance characteristics of this machine are presented 
in Table 3. The wind power curve generated by the wind turbine is shown in Graph 17. 
Contrary to the specifications shown in Table 3, it can be observed from Graph 17 the 
wind turbine starts producing power at approximately 2.5 m/s. According to Johnson 
(2001), a wind turbine is able to develop mechanical power to rotate itself at slightly 
lower wind speeds, but this wind speed will actually supply all the generator and 
transmission losses so that useful electricity can be produced. The power output 
increases gradually until it reaches wind speeds of 4 – 5 m/s. This is known as cut–in–
wind speed and this is when the wind turbine starts producing useful electricity. 
 After 4 – 5 m/s wind speeds, the power output increases exponentially until it reaches 
about 2,000 kW, the rated power of the wind turbine at approximately 12 – 13 m/s. After 
wind speeds of 13 m/s the power output is constant at 2,000 kW. When the wind speed 
reaches 25 m/s, the cut–out–wind speed, the wind turbine automatically shuts down to 
prevent damage from excessive wind speeds. In this study we use techniques from 
nonlinear regression analysis to describe the relationship between the wind speed and 
the power output.  
An overview of linear and nonlinear regression was presented in Chapter Two. This is 
necessary as it is essential to have a comprehensive grounding in linear regression to 
understand how nonlinear regression functions. We use Mathematica’s 
NonlinearModelFit function to estimate model parameters, test significance and perform 
goodness of fit measures on the wind turbine power curve data. In this section we 
examine and present a comparative analysis of the 4PL, 3PL, the third and fifth degree 
polynomial models presented in Section 2.8. It was mentioned in section 2.9 that there 
are other influence factors that affect the wind power generation. However, in this study 
we only consider wind speed data as the input variable to the model. The fitted models 
are superimposed to the observed power curve and the accompanying residual plots are 
presented.    
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Graph 17: Observed Power Curve 
 
 
 
4.1 Four Parameter Logistic (4PL) Model 
The 4PL nonlinear regression model is commonly used for curve fitting in dose–
response experiments. In this section we fit a segmented 4PL model as shown in 
Equation 81. to the wind turbine data to describe the relationship between the power 
output and the wind speed. Parameter   is the lower asymptote and is expressed in the 
units of wind power (kW). Parameter   is also expressed in the units of wind power and 
represents the total change in wind power between lower and upper asymptotes. 
Parameter   is the point of inflection. Inflection is the point in a curve where curvature 
changes direction (or sign). Parameter   is proportional to the wind speed range where 
most of wind power change takes place. 
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Graph 18: Observed Power Curve and the 4PL Model 
 
Graph 19: Raw Residuals versus Fitted Values (4PL Model) 
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Table 9: Parameter Table - 4PL Model  
Parameters Estimate Standard Error t Statistic p value Confidence Interval
a 1.04 0.000631869 1651.12 4.05E-40973 {1.04206, 1.04453}
b -0.0098 0.000593083 -16.6745 3.06E-62 {-0.0110518, -0.000872693}
c 8.98 0.00278876 3218.44 4.66E-54 {8.97001, 8.98094}
d 1.55 0.00289656 536.262 2.04E-19803 {1.54764, 1.55899}  
 
Table 10: ANOVA Table - 4PL Model 
DF SS MS
Model 4 4.96E+10 1.24E+10
Error 46042 1.60E+08 3482.86
Uncorrected Total 46046 4.97E+10
Corrected Total 46045 1.89E+10  
 
Table 11: Goodness–Of–Fit Measures (4PL Model) 
Adjusted R² 0.996778
AIC 506212
BIC 506256
R² 0.996779  
 
The model is normalized with the rated power output . A plot of the 4PL  model fitted 
to the observed wind turbine power curve is shown in Graph 16.We can observe from 
this graph the 4PL model provides an excellent fit to the data. A plot of the raw residuals 
against fitted values is shown in Graph 19. Residual analysis may provide some insight 
into the validity of the model and error assumptions, however Seber and Wild (1989) 
argue that residuals can be misleading when there is intrinsic curvature. It can be 
observed in Graph 19 that the raw residuals are not randomly scattered above and 
below the horizontal axis. This suggests there might be elements of variation 
unexplained by the 4PL model. Table 9 shows the parameter table for the 4PL model. 
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The parameters that describe the shape of the curve were evaluated to be a  1. 4, b  
  .  98, c  8.98 and d  1.55. The standard errors as shown in the parameter table 
are very small; indicating the estimation of parameters is reasonably precise. Their main 
purpose is to compute confidence intervals. The confidence interval estimates are very 
tight, suggesting the curve comes very close to the data points. Table 10 displays the 
analysis of variance (ANOVA) table for the 4PL model.  The table shows the degrees of 
freedom, sum of squares and mean squares. The mean square error (MSE) is evaluated 
to be 3482.86 and thus the estimate of the standard deviation  ̂  √    59. 2. In 
Table 11, the total variance in the power output explained by our model is 99.7% 
(       adj   ), indicating an excellent fit.  The AIC and BIC goodness–of–fit measures, 
shown in Table 11, must be compared to values of another model for us to make 
meaningful interpretations about them.  
 
4.2 Three Parameter Logarithmic (3PL) Model 
The 3PL model is superimposed on the observed in Graph 20. It is evident from this 
graph the model provides a very good fit to the power curve data. A structure in scatter 
of the residuals in Graph 21 similar to the pattern seen in the 4PL model can be 
observed.  The cluster of points around the smaller values of the horizontal axis is quite 
small compared to the larger values. Graph 19 and Graph 21 give us an indication that a 
more suitable model, preferably with more input variables should be considered. The p 
values in the Parameter Table 12 are highly significant and the confidence intervals are 
very tight. In the ANOVA Table 13, DF is the degrees of freedom associated with the 
source of variance. The total variance has  1 degrees of freedom, where  is the total 
number of observations in the data set. The model degrees of freedom correspond to the 
number of parameters estimated, including the intercept, minus 1. SS is the sum of 
squares associated with total, model and error variance. The estimate of the standard 
deviation is  ̂  √    59.2, slightly bigger than that of the 4PL model. In Table 14, 
the AIC and BIC values are given as 506497 and 506532, respectively. It is clear from 
these two results the 4PL model performs better than the 3PL model.  
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Graph 20: Observed Power Curve and the 3PL Model
 
Graph 21: Raw Residuals versus Fitted Values (3PL Model) 
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Table 12: Parameter Table (3PL Model) 
Parameters Estimate Standard Error t Statistic p value Confidence Interval
a 2078.34 1.11292 1867.47 1.23E-43399 {2076.16,  2080.52}
b 2.57818 0.00237567 1085.24 2.83E-32798  {2.57352, 2.58283}
c 0.286542 0.000311966 918.502 1.64E-29610  {0.28593,  0.287153}
 
Table 13: ANOVA Table (3PL Model) 
DF SS MS
Model 3 4.96E+10 1.65E+10
Error 46043 1.61E+10 3504.56
Uncorrected Total 46046 4.97E+10
Corrected Total 46045 1.89E+10  
 
Table 14: Goodness–Of–Fit Measures (3PL Model) 
Adjusted R² 0.99675826
AIC 506497.074
BIC 506532.024
R² 0.996758  
 
4.3 5th Degree Polynomial Model 
Polynomial regression models fit a wide range of curvature. They are flexible where a 
model has to be developed empirically.  In this section we fit a 5th degree polynomial 
regression model to the power curve data. The curve of the 5th degree polynomial model 
is shown in Graph 22. The model provides a reasonably good fit, however it can be seen 
that values below 4m/s are not explained by our model. It can be observed in the 
residual plot in Graph 23 that the residuals are not randomly dispersed along the 
horizontal axis.  
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Graph 22: Observed Power Curve and the 5th Degree Polynomial Model 
 
Graph 23 Raw Residuals versus Fitted Values (5th Degree Polynomial 
Model) 
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Table 15: Parameter Table (5th Degree Polynomial Model) 
Parameters Estimate Standard Error t Statistic p value Confidence Interval
c0 1683.73 21.6929 77.6167  4.47E-1232  {1641.21, 1726.25}
c1 -881.447 11.8608 -74.3162  2.66E-1135  {-904.694, -858.2}
c2 141.371 2.41507 58.5367  2.95E-720  {136.637, 146.104}
c3 -5.57577 0.229503 -24.295 1.46E-129  {-6.0256, -5.12594}
c4 -0.0552412 0.0102238 -5.4032 6.57E-08  {-0.07528, -0.0352024}
c5 0.00455275 0.000171631 26.5264 6.93E-154  {0.00421635, 0.00488915}  
 
Table 16: ANOVA Table (5th Degree Polynomial Model) 
DF SS MS
6 4.96E+10 8.26E+09
46040 2.08E+08 4506.62
46046 4.97E+10
46045 1.89E+10  
Table 17: Goodness–Of–Fit Measures (5th Degree Polynomial Model) 
Adjusted R² 0.995831
AIC 518080
BIC 518141
R² 0.995832  
We can see from Table 14 that the confidence intervals, particularly for the first four 
parameter estimates, are quite large. This gives us an indication that this model is not a 
good fit. The total variance in the power output explained by our model is 99.5%. 
4.4 3rd Degree Polynomial Model 
Graph 24 shows the curve of the third degree model overlay on the observed power 
curve. The residual plot in Graph 25 indicates a clear pattern in the dispersion of the 
residuals. It is evident from this graph the third degree polynomial model does not 
provide a good fit to the data. It can be observed in the Parameter Table in Table 17 the 
confidence intervals are large, suggesting a somewhat bad fit.  
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Graph 24: Observed Power Curve and the 3rd Degree Polynomial Model
 
Graph 25: Raw Residuals versus Fitted Values (3rd Degree Polynomial 
Model) 
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Table 18: Parameter Table (3rd Degree Polynomial Model) 
Parameters Estimate Standard Error t Statistic p value Confidence Interval
c0 21.5289 7.12612 3.02113 0.0025197  {7.56164, 35.4963}
c1 -176.45 2.2947 -76.8946  1.26E-1210  {-180.948, -171.952}
c2 47.1815 0.226821 208.012  2.512E-6627  {46.7369, 47.6261}
c3 -1.69974 0.00691189 -245.915  1.068E-8388  {-1.71328 -1.68619}  
Table 19: ANOVA Table (3rd Degree Polynomial Model) 
DF SS MS
4 4.93E+10 1.23E+09
46042 4.72E+08 10245.8
46046 4.97E+10
46045 1.89E+10  
Table 20: Goodness–of–Fit Measures (3rd Degree Polynomial Model) 
Adjusted R² 0.990523
AIC 555896
BIC 555940
R² 0.990523  
Table 21 presents a comparative summary of the results obtained from the four models. 
The 4PL model provided the best fit compared to other three models with the smallest 
standard deviation   and the highest coefficient of determination . 
The 3rd degree polynomial model has the largest AIC and BIC values, indicating the model 
is less desirable compared to the other three models. 
 
Table 21: Comparison of Fitted Models 
 
 
 
 
 
 
 
Table 1 Comparison Of Fitted Models 
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5 ESTIMATION OF WIND TURBINE ANNUAL 
ENERGY PRODUCTION (AEP) 
 
5.1 Annual Energy Production 
In Chapter Three we fitted five probability density functions to the wind speed data 
obtained from a Danish wind farm. By means of graphical analyses and numeric 
goodness–of–fit tests, the Johnson SB distribution was selected as the most appropriate 
representation of the wind speed data. The fitted distribution models were ranked 
according to the Kolmogorov–Smirnov test statistic and are displayed in Table 7. It was 
determined that the wind speed data does not follow the Weibull distribution and the 
GMM distribution, and thus these two models were not considered for further analysis. 
In Chapter Four we fitted four mathematical equations to the wind turbine power curve 
using techniques from nonlinear regression. The AIC and BIC were used to select the 
most parsimonious correct model. The 4PL model outperformed the other three models, 
returning the smallest AIC and BIC values at 506212 and 506256, respectively. These 
results are presented in Table 21.  To estimate the annual energy generated by a wind 
turbine at a given site, the energy production is computed by multiplying the wind 
probabilities at each wind speed by the power curve at the same wind speed, then 
adding up the total. The 10 minute average wind speed data were grouped together to 
determine hourly average wind speeds. In total there were 7674 hours of valid data 
points (Table 5). The actual energy production was calculated directly from the wind 
turbine data using Equation 9. It was found to be 6.28 GWh and is presented in Table 22. 
The model to estimate the AEP is described briefly in Equation 86, and we reproduce it 
here for convenience: 
 
     ∫  ( ) ( )  
 
 
 
 
where   is the time period in hours,  ( )  is the wind turbine power curve and  ( ) is 
the probability density function. The data for the power curve as supplied by the 
manufacturer are presented in Appendix D. For the purposes of this study we make use 
of the air density at standard sea level (1.225 kg m ). The manufacturer power curve 
was modelled through cubic spline interpolation of data points as provided by the 
manufacturer. The fundamental idea behind cubic spline interpolation is to fit smooth 
curves between successive data points. This calculation was performed in Mathematica 
8.0. 
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Table 22: Annual Energy Production (Denmark 2009) 
Manufacturer Power Curve 4PL Model
Johnson SB 6.23 6.21 1% 35.47%
Log Normal 6.2 6.19 1% 35.35%
Extreme Value 6.18 6.14 2% 35.08%
Capacity 
Factor
Distribution
Expected Annual Energy Production (GWh) Turbine Energy 
Production  (GWh)
6.28
(%) 
Difference 
 
 
The annual energy production is estimated by considering the distributions fitted in 
Chapter Three and the 4PL model. The results are shown in Table 22. The expected 
annual energy production using the Johnson SB distribution and the 4PL model is 
estimated to be 6.21 GWh, while the manufacturer power curve is 6.23 GWh. As can be 
seen in Table 22, the 4PL model together with the Johnson SB distribution and the Log 
Normal distribution underestimate the actual energy production with a 1  difference, 
while the Extreme Value distribution underestimates the actual energy production with 
a 2  difference. These results suggest we can use a hypothetical wind turbine and wind 
speed variations studied at a particular area to estimate the potential of the expected 
annual energy output, with minimal error.  
Another quantity for expressing the productivity of a wind turbine is known as the 
capacity factor (CF). The CF of a wind turbine is defined as the ratio of the actual energy 
produced by the wind turbine to the amount of energy that would have been produced 
had the turbine been operating at full capacity, i.e. running full time at rated power. The 
formula for CF of a wind turbine is given as: 
                          
                                         
   
                               
                                                                (91) 
 
where                                  24(     )  365(    )  2   (  ). In 
Table 22 we see that the CF of the wind turbine using the Johnson SB distribution and 
the 4PL model is 35.47 .  According to Leonardo Energy, the Global Community for 
Sustainable Energy Professionals’ European targets assume a CF of around 30%, while a 
CF of 20% - 40% is common.  
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6 TSITSIKAMMA COMMUNITY WIND FARM 
PROJECT 
 
The Council for Scientific and Industrial Research (CSIR) is involved in an international 
project to improve the Wind Atlas of South Africa (WASA). This initiative is a 
collaboration between the South African and Danish governments to assist prospective 
investors to locate viable sites for wind farming. In 2010 the CSIR erected ten 
measurement masts around the country. These sites are located in Alexander Bay, 
Beaufort West, Butterworth, Calvinia, Humansdorp, Napier, Noupoort, Sutherland 
Vredenburg and Vredendal. The Tsitsikamma Community Wind Farm Project is to be 
developed on the Wittekleibosch Farm in Tsitsikamma, approximately 20km south–west 
of Humansdorp in the Eastern Cape. The project was launched in November 2009 and is 
a joint venture between Watt Energy, Exxaro and European Energy. The project is 
currently forecast to have an installation capacity of 40MW (Table 2).       
 
6.1 Data Collection and Processing 
In this section we investigate wind resources from the wind atlas site WM08 (Wind Atlas 
of South Africa, 2011). This site is situated 34  6 35 S Latitude and 24 3  51 E 
Longitude in Humansdorp, with dominant wind blowing from the West South–West 
(Tsitsikamma) direction. The data set under investigation was recorded over a period of 
a year from 04/08/2010 13:00 to 04/08/2011 12:50. The data are presented in ten 
minute averages and recorded at heights 1 m, 2 m, 4 m, 6 m and 62m. The P2546A cup 
anemometer is used to capture the wind speed data. The specifications of the cup 
anemometer are shown in Table 23. The wind speed is sensed by a three cup rotor 
assembly. The wind speed is extrapolated to wind turbine hub height, which is 8 m in 
our case, using the power law described in Equation 1. The descriptive statistics of the 
annual wind speed are presented in Table 24. The total number of observations is 52560. 
The annual mean wind speed is 8.1 m/s with a standard deviation of 4.1 m/s. The 
kurtosis and the skewness are estimated to be 0.5 m/s and 0.7 m/s, respectively. The 
kurtosis measures the peakness of the empirical distribution relative to the Normal 
distribution. Graph 26 shows the trend and variability of the wind speed from 04 August 
2010 to 04 August 2011. It can be observed from this graph that the wind speed in this 
region is highly variable. Graph 27 shows the monthly mean wind speeds. It is evident 
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from both these graphs that this area is characterized by high wind speeds. The 
histogram in Graph 26 is relatively flat at the peak and has a heavier tail to the right. 
Obstacles such as buildings and trees greatly affect the flow of wind speeds and can 
create turbulence. Wind rose plots are very useful in the siting of wind turbines. 
Obstacles are taken into account in the calculation of energy production at a given site if 
they are less than a kilometre from a wind turbine at the prevailing wind direction 
(Ragheb, 2008). It can be seen from the plot of the wind rose in Graph 29 that the wind 
predominantly blows from the west and the east. 
Table 23: AQ Wind Monitor (Model 05305) 
Measuring Range 0 ... 70 m/s 
Starting Threshold < 0.4 m/s 
Distance constant 1.81+/-0.04 m/s 
Standard Calibration 
 
v        f 
 
Wind Speed v(m/s) 
Offset (starting speed) 
    .27 m s 
 
 
Gain 
   .62 1 m s 
 
 
Output Frequency f(m/s) 
Standard Deviation of Offset 0.014 m/s 
Standard Deviation of Gain 0.027 m/s 
Variation among Units magnetically induced 
Nonlinearity < 0.04 m/s 
Temperature Influence [-15...60°C] < 0.05 m/s 
 
Table 24: Descriptive Statistics for Annual Wind Speeds (Tsitsikamma) 
Mean 8.1
Standard Error 0.0
Median 7.8
Mode 7.8
Standard Deviation 4.1
Sample Variance 16.9
Kurtosis 0.5
Skewness 0.7
Range 26.9
Minimum 0.3
Maximum 27.2
Count 52560
Wind Speed (m/s)
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Graph 26: Annual Wind Speed Time Series Plot (August 2010 – July 2011)
 
Graph 27: Monthly Mean Wind Speed (August 2010 – July 2011) 
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Graph 28: Histogram of the Annual Wind Speed (04 August 2010 – 04 
August 2011) 
 
Graph 29 Annual Wind Rose Tsitsikamma
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In order to assess the variability of wind speeds in this region, we fit the Weibull, 
Johnson SU, Rayleigh, Extreme Value and Normal distributions to the wind speed data. 
The parameter estimates of the fitted distribution are shown in Table 25.  
Table 25: Parameter Estimates for Fitted Distributions  
Distribution Parameter Description φ1 φ2 φ3 φ4
Weibull shape,scale 2.07 9.19
Johnson SU shape,shape,location,scale -9.617 3.88 -7.49 2.56
Rayleigh  scale 6.45
EVD location,scale 6.21 3.46
Normal mean,standard deviation 8.145 4.12  
 
Graph 30 shows that the Weibull distribution provides a very good fit to the distribution 
of the wind speed data, particularly at the peak of the distribution and the heavier tail. 
The distribution is slightly underestimated around the region of 10 m/s. The QQ plot 
depicts a reasonably precise fit to the data in Graph 31, but a deviation is observed as we 
move to the higher quantiles. In Graph 32 the Johnson SU distribution provides an 
excellent in the heavy tail, while the peak of the empirical distribution is overestimated. 
In Graph 33 the points in the inter–quartile range fall exactly on the 45  reference line, 
while a slight deviation is observed in the upper quantiles. The Rayleigh distribution in 
Graph 34 provides a generally good fit. The empirical distribution is slightly 
underestimated in the range 8 m/s and 15 m/s. The QQ plot is of the Rayleigh 
distribution in Graph 35 deviates in a similar fashion as the Weibull distribution in the 
upper quantiles. The Extreme Value distribution in Graph 36 provides a very good fit to 
the upper tail, while the peak of the distribution is starkly overestimated. A large 
deviation from the reference line is observed in the QQ plot in Graph 37. The fit of the 
Normal distribution in Graph 38 approaches zero faster than the empirical distribution. 
There are stark deviations in the QQ plot both at the lower and upper quantiles. 
Generally, the Normal distribution provides a poor fit to the data set under study. The 
probability distribution functions are ranked according to the K–S test statistic and 
presented in Table 26. The Weibull distribution is the best fitting model with the 
smallest K–S test statistic at 0.015. 
 
68 
 
Graph 30: Histogram of Annual Wind Speed and the Fitted Weibull 
Distribution 
 
Graph 31: Q-Q Plot of the Weibull Distribution 
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Graph 32: Histogram of Annual Wind Speed and the Fitted Johnson SU 
Distribution 
 
Graph 33: Q-Q Plot of the Johnson SU Distribution 
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Graph 34: Histogram of Annual Wind Speed and the Fitted Rayleigh 
Distribution 
 
Graph 35: Q-Q Plot of the Rayleigh Distribution 
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Graph 36: Histogram of Annual Wind Speed and the Fitted EVD 
Distribution 
 
Graph 37: Q-Q Plot of the EVD Distribution 
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Graph 38: Histogram of Annual Wind Speed and the Fitted Normal 
Distribution 
 
Graph 39: Q-Q Plot of the Normal Distribution 
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Table 26: Fitted Distributions Ranked According to K-S Test Statistic 
Distribution Type K-S d K-S (sig) AD Stat AD (sig) Chi Sq Chi Sq (sig)
Weibull 0.0151 7.75E-11 18.75 1.30E-08 13073.4 7.01E-2661
Johnson SU 0.019 1.11E-16 23.88 0 14948.5 1.21E-3063
Rayleigh 0.0272 0 57.16 0 12858.9 5.35E-2617
EVD 0.034 0 87.59 0 15945.2 6.21E-3278
Normal 0.043 0 238.97 0 16126.7 5.73E-3317  
 
6.2 Wind Turbine Annual Energy Production 
A comparative analysis of the wind speed distributions revealed the Weibull distribution 
to be the best model that can be used to represent the wind speed data. The power curve 
supplied by the manufacturer is then used to estimate the annual energy production of 
the wind turbine in this region. It was shown in Chapter Five how the power curve 
supplied by the manufacturer can be incorporated to estimate energy yield with 
minimum error. We again make use of the power curve at standard sea level air density. 
The results of the estimated annual energy production using the Weibull distribution 
and the manufacturer power curve are shown in Table 26. The potential CF for the wind 
turbine in this region is 41.8 , which is above the common range of 2   4  . 
Table 27: Annual Energy Production and Capacity Factor 
 
Distribution AEP (GWh) Capacity Factor
Weibull 7.33 41.8%
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7 CONCLUSION   
 
An analysis of the wind turbine data obtained from a wind farm in Denmark was 
conducted in Chapter Three and Chapter Four. In Chapter Three we proposed several 
probability density functions to model the distribution of the wind speed data. The 
bounded Johnson (SB) distribution was the best fitting model to the wind speed data 
with a Kolomogrov–Smirnov test statistic    . 15 5. A comparative analysis of 
various mathematical models to describe the relationship between the wind speed and 
the power output is presented in Chapter Four. According to the Akaike and Bayesian 
Information Criteria, the four parameter logistic (4PL) model was determined was 
determined to be the best fitting model.  
In Chapter Five and the 4PL model and the manufacturer’s certified power together with 
the Johnson SB distribution were incorporated to estimate the annually energy 
production from the wind turbine. Both the 4PL model and the certified power curve 
underestimated the actual energy yield of the wind turbine by just 1 . The capacity 
factor (CF) of the wind turbine was found to be  35.47 . In this study we developed a 
model that accurately predicts the energy yield of a wind turbine. The results also 
revealed that we can use the manufacturer’s certified power curve to assess the potential 
energy yield in a particular region with minimal error.  
Chapter Six provides a wind resource assessment of a region in the Eastern Cape 
earmarked for a wind farm. The annual mean wind speed is 8.14 m/s. The expected 
annual energy yield for this region was determined to be 7.33 GWh with a capacity factor 
of 41.8 . A drawback for this study is that we only had one year’s data available to us. It 
should be investigated whether this data set is sufficient to be declared as a 
representative for a long term. In Chapter Four we observed systematic structures in the 
scatter of the residual plots. For further research influence factors such as temperature 
and air pressure should be considered as input parameters to account for the 
unexplained variations in our models. Furthermore, thorough research on surface 
roughness and other stability measures should be conducted, as these have a huge 
impact on the flow of wind. 
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APPENDIX A 
Time Series Plots of Representative Seasonal Months 
 
January Wind Speed Time Series Plot - 2009 
 
 
 
April Wind Speed Time Series Plot - 2009 
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July Wind Speed Time Series Plot - 2009 
 
 
October Wind Speed Time Series Plot   
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APPENDIX B 
Histogram Plots for Wind Direction 
Histogram of the Annual Wind Direction: Denmark Wind Farm – 2009 
   
Histogram of the Annual Wind Direction: Humansdorp (4 August 2010 – 4 August 2011) 
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APPENDIX C 
 
P2546A Cup Anemometer 
 
Source: http://www.cupanemometer.com/ 
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APPENDIX D 
Manufacturer Wind Turbine (V80/2 MW) Power Curves Under Different Air 
Densities 
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APPENDIX E 
Selected Mathematica Code 
Distribution Fitting 
Annual={2.8,3.1,3.3,3.6,3.4,3.2,4.1,3.9,4,4.4,3.8,4,3.9,3.4,3.2,3.4,2.9,2.2
,1.6,3.9,4.1,3.1,2.2,1.8,1.7,1.8,2.3,2.1,1.7,1.2,1.1,1.5,2,2.2,3.1,3,3.8,4.
3,5.7,5.6,5,4,5.2,5.2,4.4,3.4,3.5,2.7,2,2.1,1.9,2.1,2.4,4.1,4.2,4.5,5.2,4.2
,4.6,3.8,3.6,4.2,3.4,3.3,4,2,2,0.9,2.4,2.2,0.9,1,1.6,1.5,5.5,5.6,5.2,5.3,6.
5,5.8,5,6,6.1,6.7,6.3,5.2,7.2,7.7,8.2,7.4,9,9,9,7.9,6.5,6.1,5.7,4.3,3.7,3.4
,3.2,2.5,2.1,2.7,2.8,3.3,3.2,2.8,2.3,1.2,1.1,0.8,0.9,0.5,0.7,0.5,1,1.4,2.1,
2.4,6.1,8.3,6.4,5.9,7.2,5.5,6.2,5.8,7.1,8.3,7.6,7,7.5,8.3,7.7,8,6.8,7.4,6.8
,6.6,6.9,7.1,6.7,6.5,6.3,5.8,5.1,4,4.6,4.3,3.9,5.8,6.4,6.3,6.4,6.8,6,5.6,4.
6,4,4.1,5.3,5.2,6.1,5.3,4.1,3.7,4.2,4.6,4.9,5.2,6.5,6.2,5.6,6.1,5.8,5,5.2,5
.6,5.5,5.3,5.1,4.9,4.4,4.2,4,3.7,4.2,3.9,3.5,3.2,3.3,2.9,2,3.1,3.1,3.7,3.7,
3.4,2.7,2.4,2.2,2,1.3,0.7,0.9,0.8,0.7,0.7,1.3,1.5,1.6,1.9,1.9,2.1,2.4,3.8,5
.3,6,4.3,3.7,4.2,5.3,5.9,6.4,6.3,6.8,6.3,6.4,7.4,7.4,7.1,7.6,8.2,8,8.2,....
}; 
*Data output reduced* 
Histogram[Annual,Automatic,"PDF",PlotLabel->"Fitted Johnson SU 
Distribution",EpilogFirst@Plot[PDF[JohnsonDistribution["SU",-
9.617,3.88447,-
7.4979,2.563],v],{v,0,26},PlotStyle{Red,Thick}],AxesLabel{Style["Wind 
Speed (m/s)",Bold,Large,10],Style["PDF",Bold,Large,10]}] 
 
 
 
Mathematical Modelling of Wind Power Curve 
 
Clear["Global`*"] 
 data = Import["C:\\Users\\Sibusiso\\Desktop\\DATA SETS\\Power Curve 
Data.csv"] 
 PC=ListPlot[data,PlotLabelStyle["Observed Power Curve and the 4PL 
Model",Bold,Large,20],AxesLabel{Style["Wind Speed 
(m/s)",Bold,Large,10],Style["Power Output (kW)",Bold,Large,10]}] 
 Model=NonlinearModelFit[data,2000*(a+(b-a)/(1+Exp[-(c-v)/d])),{a,b,c,d},v] 
 Model[{"ParameterTable"}] 
 Model["ParameterConfidenceIntervalTable",ConfidenceLevel0.95] 
 Model["ANOVATable"] 
 
Grid[Transpose[{#,Model[#]}&[{"AdjustedRSquared","AIC","BIC","RSquared"}]],
AlignmentLeft] 
 residuals=Model["FitResiduals"]; 
 ListPlot[residuals,FrameTrue,PlotLabelStyle["Raw Residuals vs Fitted 
Values",Bold,Large,20] 
    FrameLabel{Style["Fitted Values",Bold,Large,10],Style["Raw 
Residuals",Bold,Large,10]}] 
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Histogram of Wind Direction and Wind Rose Plot 
Clear["Global`*"] 
 
dir={97.3,97.3,97.3,97.3,97.3,97.3,101,102.6,102.6,102.6,102.6,102.6,102.6,
102.6,102.6,102.6,102.6,102.6,102.6,102.6,102.6,102.6,102.6,102.6,102.6,104
.3,107.8,107.8,110.1,116.3,119.4,121.9,128.9,131,135.3,138.9,141.8,148.8,15
3.9,162.2,165.8,169.9,164.5,163.2,163.6,168.6,168.8,173.1,174.1,174.1,174.1
,176.5,179.3,179.3,179.3,181.1,187.6,190.6,194.9,191.4,189.9,189.9,192.6,19
4.8,194.8,194.8,194.8,194.8,194.8,194.8,194.8,194.8,194.8,194.8,194.8,194.7
,188.8,188.8,189.7,194.1,194.1,194.1,195.4,201.1,206.3,205.8,199,199,193.8,
192.3,......}; 
*Data has been reduced* 
 sowingBar[{{x0_,x1_},{y0_,y1_}},__]:=(Sow[{x1-x0,100*(y1-
y0)}];Rectangle[{x0,y0},{x1,y1}]) 
 
{histogram,newdata}=Reap[Histogram[dir,Automatic,"Probability",ChartElement
FunctionsowingBar]] 
 
SectorChart[newdata,SectorOrigin{Pi/2,"Clockwise"},PolarAxesTrue,PolarG
ridLinesAutomatic,PolarTicks{"Direction",Automatic},ChartBaseStyleDire
ctive[Opacity[1],EdgeForm[Thin]]] 
 
Certified Power Curves Under Different Air Densities 
Clear["Global`*"] 
 
d1=Interpolation[{{1,0},{2,0},{3,0},{4,58},{5,149},{6,277},{7,461},{8,698},
{9,996},{10,1331},{11,1645},{12,1854},{13,1955},{14,1988},{15,1996},{16,199
8},{17,2000},{18,2000},{19,2000},{20,2000},{21,2000},{22,2000},{23,2000},{2
4,2000},{25,2000}}]; 
 
d2=Interpolation[{{1,0},{2,0},{3,0},{4,39},{5,110},{6,212},{7,357},{8,544},
{9,781},{10,1053},{11,1333},{12,1587},{13,1790},{14,1904},{15,1963},{16,198
8},{17,1994},{18,1997},{19,2000},{20,2000},{21,2000},{22,2000},{23,2000},{2
4,2000},{25,2000}}]; 
 
d3=Interpolation[{{1,0},{2,0},{3,0},{4,41},{5,115},{6,220},{7,369},{8,562},
{9,807},{10,1086},{11,1372},{12,1624},{13,1815},{14,1917},{15,1969},{16,198
9},{17,1995},{18,1997},{19,2000},{20,2000},{21,2000},{22,2000},{23,2000},{2
4,2000},{25,2000}}]; 
 
d4=Interpolation[{{1,0},{2,0},{3,0},{4,43},{5,119},{6,227},{7,381},{8,580},
{9,832},{10,1119},{11,1411},{12,1661},{13,1840},{14,1931},{15,1975},{16,199
1},{17,1996},{18,1998},{19,2000},{20,2000},{21,2000},{22,2000},{23,2000},{2
4,2000},{25,2000}}]; 
 Needs["PlotLegends`"] 
 Plot[{d1[v],d2[v],d3[v],d4[v]},{v,0,25},PlotLegend {"1.225 kg/m^3","0.97 
kg/m^3","1 kg/m^3","1.03 kg/m^3"},AxesLabel{Style["Wind Speed 
(m/s)",Bold,Large,20],Style["Power Output 
(kW))",Bold,Large,20]},LegendPosition{0.8,-
0.15},PlotLabelStyle["V80/2000 Wind Turbines Under Different Air 
Densitied"],ImageSize700] 
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