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Abstract
This study analyses the steady state behaviour of biological conversion sys-
tems with general kinetics, in which two consecutive reactions are carried
out by two groups of micro-organisms. The model considered is a realistic
description of wastewater treatment processes. A step-wise procedure is fol-
lowed to reveal the mechanisms aﬀecting the occurrence of steady states in
terms of the process input variables. It is clearly demonstrated how tak-
ing into account inhibition eﬀects by simply including additional inhibition
terms to the kinetic expressions, a common practice, inﬂuences the model’s
long term behaviour. The overall steady state behaviour of the model has
been summarized in easy-to-interpret operating diagrams, depicting the oc-
currence of steady states in terms of the reactor dilution rate and the inﬂu-
ent substrate concentration, with well-deﬁned boundaries between distinct
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operating regions. This knowledge is crucial for modelers as steady state
multiplicity - in the sense that more than one steady state can be reached
depending on the initial conditions - may remain undetected during simula-
tion. The obtained results may also serve for experimental design and for
model validation based on experimental ﬁndings.
Keywords: Mathematical modeling, Microbial kinetics, Nonlinear
dynamics, Stability analysis, Wastewater treatment
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1. Introduction
The steady state behaviour of biological conversion systems is an impor-
tant aspect in view of their process design and control. In particular, process
conditions under which steady state multiplicity occurs should be identiﬁed
accurately. Steady state multiplicity implies that diﬀerent initial reactor con-
ditions result in diﬀerent steady states reached for the same choice of input
variables. Agrawal et al. [1] formulated conditions under which steady state
multiplicity occurs for isothermal continuous stirred bioreactors. Whereas in
a non-isothermal reaction system, the nonlinear dependence of the rate con-
stant on temperature may contribute to steady state multiplicity, in isother-
mal systems like biological wastewater treatment systems, this multiplicity
may result from nonlinear kinetics [17]. A widespread application in this
ﬁeld is the nitriﬁcation process, i.e. the oxidation of ammonium, being the
main form in which nitrogen is present in wastewater. Nitriﬁcation can be
seen as a two-step reaction, in which a substrate (ammonium) is converted
to an intermediate (nitrite), which is subsequently transformed into a ﬁnal
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product (nitrate). The two subsequent conversion reactions are mediated by
diﬀerent groups of microbial species. Accumulation of the intermediate is
desirable for innovative nitrogen removal processes based on the nitrite route
(see, for example [18]).
The two groups of micro-organisms involved in the two-step conversion
system can be termed as commensalistic species, in the sense that the sec-
ond population beneﬁts from the presence of the ﬁrst one, which provides the
intermediate as the main substrate for the second group, while the ﬁrst pop-
ulation is unaﬀected by the presence of the second one. In case the growth
of the ﬁrst population is inhibited by the intermediate, it even beneﬁts from
the presence of the second group as the latter removes this inhibiting com-
pound - in this case the relationship between the two populations could even
be termed as mutualism (where both organisms beneﬁt). This type of inter-
actions is diﬀerent from competition between species, where the growth of
one species negatively aﬀects the growth of the other one. The steady state
and dynamic analysis of various microbial interaction patterns in chemostat
reactors, besides other reactor types, has formed the subject of a large num-
ber of previous research studies (see e.g. [16], for an analysis of microbial
competition in chemostat reactors). To avoid confusion, it is important to
stress that the present study deals with two-step biological conversion sys-
tems, describing two biomass populations involved in consecutive reactions
rather than competition.
The eﬀects of substrate inhibition kinetics for a two-species commensalis-
tic system were studied by Sheintuch [12]. Sheintuch et al. [13] experimen-
tally demonstrated steady state multiplicity in a nitriﬁcation reactor with
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biomass recycle and presented a kinetic model with substrate inhibition of
the second step to describe this behaviour. Volcke et al. [19] demonstrated
how microbial (inhibition) kinetics aﬀect the number and the stability of a
two-step nitriﬁcation model by considering a few diﬀerent cases w.r.t. the
associated reaction kinetics. Anaerobic digestion is another widely applied
wastewater treatment process that can be described as a two-step conversion
system [3]. During this process, which takes place in absence of oxygen, aci-
dogenic bacteria consume organic substrate and produce volatile fatty acids
(VFA), which methanogenic bacteria subsequently convert to methane gas.
The latter reaction is inhibited by the intermediate VFA. The stability char-
acteristics of an anaerobic wastewater treatment process have been studied
by Hess and Bernard [8] resulting in a criterion to detect the conditions
of process destabilisation, characterized by VFA accumulation. A two-step
anaerobic digestion model with VFA as an intermediate, extended with gas-
liquid transfer and pH eﬀects has been analysed by Shen et al. [14]. In the
recent search for new sources of renewable energy, controlling anaerobic di-
gestion towards the production of hydrogen, another process intermediate,
is gaining a lot of attention [6]. Hajji et al. [7] addressed the stability of a
two-step anaerobic digestion model with hydrogen as an intermediate. In the
latter model, the ﬁrst reaction is characterized by product inhibition, while
the second reaction is not inﬂuenced by inhibition eﬀects. Noteworthy is that
accumulation of the intermediate is highly desirable in certain nitriﬁcation
reactors and in anaerobic digesters aiming at the production of the interme-
diate hydrogen, but that accumulation of the intermediate VFA should be
absolutely avoided during anaerobic digestion.
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From the above, it is clear that several wastewater treatment processes
can be described as two-step conversion processes, while the corresponding ki-
netic expressions vary between diﬀerent applications. From this perspective,
this study focuses on a generic methodology to analyse the correspondence
between general reaction kinetics and steady state behavior for two-step bi-
ological conversion systems. Inhibition terms, besides substrate limitation
terms, are included step by step, to understand thoroughly the impact of
multiple inhibition terms on the steady state behaviour. Kinetic expres-
sions with increasing complexity are analysed in a speciﬁc order such that
the knowledge of the simple models can be transferred to the more complex
models. This step-wise analysis is not only advantageous from a mathemat-
ical point of view, but also leads to increased insight in the way reaction
kinetics aﬀect steady state multiplicity. The results cover a variety of kinetic
expressions found in literature and oﬀer an easy to interpret methodology in
the form of operating diagrams such that the occurrence of multiple steady
states can be recognized for the application under consideration without per-
forming complicated calculations.
2. Bioreactor model
2.1. Two-step conversion model with general kinetics - elementary submodels
The system under study concerns a continuous stirred tank reactor (CSTR)
with constant volume, in which two reactions take place, according to the
following stoichiometry
a x1 → c x2 + x3
b x1 + d x2 → P + x4 (1)
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These reactions are essentially sequential: a substrate x1 is converted to an
intermediate x2, which is subsequently converted to a ﬁnal product P . The
amount of x1 consumed in the second reaction is typically small. The two
biomass populations x3 and x4, which carry out the respective reactions and
beneﬁt from this through growth, should therefore in the ﬁrst place not be
seen as competitors (for the same substrate), but as two populations involved
in consecutive reactions.
The reaction scheme can describe a two-step nitriﬁcation process [19], in
which ammonium (x1) is converted to nitrite (x2) by ammonium oxidizing
biomass (x3) and subsequently to nitrate (P ) by nitrite oxidizing biomass
(x4), using a small amount of ammonium for incorporation in biomass.
In a (simpliﬁed) two-step anaerobic digestion model [3], x1 represents or-
ganic substrate, which is consumed by acidogens (x3) to VFA (x2), which
methanogens (x4) subsequently convert to methane gas (P ). In an alterna-
tive two-step anaerobic digestion model [7], VFA (x1) is converted to hydro-
gen (x2) by acetogens (x3), while hydrogen is further converted to methane
(P ) by methanogens (x4). In both two-step anaerobic digestion models, the
second reaction does not involve x1, thus b = 0 in these applications.
Assuming a constant temperature and pH, the system’s state equations
are given by the individual mass balances for the components xi (i = 1, . . . , 4):
x˙1 = u0 (u1 − x1)− a ρ1(x)− b ρ2(x)
x˙2 = −u0 x2 + c ρ1(x)− d ρ2(x)
x˙3 = −u0 x3 + ρ1(x)
x˙4 = −u0 x4 + ρ2(x) (2)
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u0 (> 0) represents the dilution rate (i.e. the ratio of the inﬂuent ﬂow rate
over the reactor volume), u1 (> 0) represents the substrate concentration
in the inﬂuent. It has been assumed that the inﬂuent does not contain
intermediate, neither biomass. The reaction rates ρi(x) (i = 1, 2) for the
biological conversions (1) are described by
ρ1(x) = μ1(x1, x2) x3 (3)
ρ2(x) = μ2(x1, x2) x4 (4)
in which
μ1(x1, x2)  a1
x1
b1 + x1
c1
c1 + x2
d1
d1 + x1
(5)
μ2(x1, x2) 
⎧⎪⎨
⎪⎩
a2
x2
b2 + x2
c2
c2 + x1
d2
d2 + x2
if x1 > 0
0 if x1 = 0
(6)
The reaction rates ρi, i = 1, 2, depend on the reactor concentrations of the
components and consist of substrate limitation terms described as Monod ki-
netics (in bi) and inhibition terms (in ci and di). Note that the combination
of substrate limitation terms (in bi) and self-inhibition terms (in di) is largely
equivalent to the so-called Haldane kinetics. (5) and (6) represent general
kinetic expressions, considering all inhibition terms commonly encountered.
Setting μ2(x1, x2) = 0 for x1 = 0 to avoid negative reaction rates in case
x1 = 0 has been preferred over the alternative of taking up a substrate lim-
itation term in x1 in (6), in order not to over-complicate the mathematical
expressions. With respect to the nitriﬁcation process, various kinetic ex-
pressions can be found in literature, diﬀering both in the type of inhibitions
considered as well as in the values of the corresponding inhibition constants.
Some examples have been given by Volcke et al. [19]; an extensive overview
7
Table 1: Elementary (I-V) and composite (VI-VIII) models considered in this study. ci
and di (i = 1, 2) refer to the inhibition terms taken up.
Model I II III IV V VI VII VIII
μ1 - c1 d1 - - c1, d1 - c1, d1
μ2 - - - d2 c2 - c2, d2 c2, d2
has been carried out by Sin et al. [15]. As a rule, these kinetic expressions
all consider substrate limitation, but they diﬀer in the number and type of
inhibition terms considered - from no inhibition terms to all inhibition terms
in (5) and (6). Anaerobic digestion processes are usually described with sub-
strate inhibition of the second reaction as the only inhibition eﬀect (see [3];
[14]), which is described by the term in d2. Table 1 displays the step-wise
addition of inhibition terms, starting from ‘elementary’ models (models I to
V) to end up with ‘composite models’ (models VI to VIII). c1, d1, c2 and
d2 in Table 1 refer to the corresponding inhibition terms, if not mentioned
this means that their value has been assumed to be inﬁnity, i.e. the corre-
sponding inhibition term has not been considered. Model VIII is the most
general one and corresponds to the most general kinetic expressions (5) and
(6). Table 2 summarizes realistic parameter values for nitriﬁcation processes
used in the illustrative simulations. The results are generally applicable for
other parameter values and to other processes satisfying the stoichiometry
and general kinetics given by (1) and (3)-(6), respectively.
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Table 2: Numerical parameter values applied in this study (c2 set arbitrarily, remaining
values as in Volcke et al. [19]), as a realistic description of a two-step nitriﬁcation process.
Symbol Value Unit
a1 2.1 day
−1
b1 1.32 mole.m
−3
c1 837 mole.m
−3
d1 36 mole.m
−3
a2 1.05 day
−1
b2 0.4 mole.m
−3
c2 125 mole.m
−3
d2 106 mole.m
−3
2.2. Canonical state space model representation
The system’s state equations in the state variables x =
[
x1 x2 x3 x4
]T
are given by the mass balances of the individual components, xi. They can
subsequently be transformed by deﬁning new state space variables y:
y =
⎡
⎢⎢⎢⎢⎢⎢⎣
y1
y2
y3
y4
⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣
x1 + a x3 + b x4
x2 − c x3 + d x4
x3
x4
⎤
⎥⎥⎥⎥⎥⎥⎦
(7)
bringing the model in a so-called canonical form [2].
y˙1 = u0 (u1 − y1)  g1(y)
y˙2 = −u0 y2  g2(y)
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y˙3 = (−u0 + λ1(y)) y3  g3(y)
y˙4 = (−u0 + λ2(y)) y4  g4(y) (8)
in which
λi(y) = μi(x) ; i = 1, 2 (9)
The canonical model form consists of a linear part of dimension 2 coupled
with a nonlinear part of dimension 2. The state variables xi (i = 1, . . . , 4)
cannot become negative. Call Sy the image of R
+4  {x ∈ R4 | xi ≥ 0, i =
1, . . . , 4} under the transformation (7) x → y. Sy is the state space of the
system deﬁned by (8). Every trajectory that starts at t = 0 in a point
y0 of Sy, stays in Sy for t → +∞. It subsequently converges (for positive
constant input values u0 and u1) to the cross-section Δ of Sy with the plane
{y1 = u1 ; y2 = 0}. Δ is a bounded region, deﬁned by the inequalities
u1 − a y3 − b y4 ≥ 0
c y3 − d y4 ≥ 0
y3 ≥ 0
y4 ≥ 0 (10)
The process converges to the second order dynamics (8) with y1 = u1 ; y2 = 0.
In the sequel, a mathematical steady state solution yms of (8) will be called
a physical steady state yss if it lies in Sy.
3. Multiple steady state behavior
3.1. Calculation of steady states
Using the canonical state space model representation, the calculation of
steady states of the model is substantially simpliﬁed. For positive dilution
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rates (u0 > 0) and inﬂuent substrate concentrations (u1 > 0), the steady
states are obtained from (8) in which y˙i = 0 (i = 1, . . . , 4):
yss1 = u1
yss2 = 0
(−u0 + λ1(yss)) yss3 = 0
(−u0 + λ2(yss)) yss4 = 0 (11)
Note that, at steady state, λ2(y) = μ2(x) = 0, so the nontrivial expression in
(6) holds, since no steady state exists for which the substrate concentration is
zero (xss1 = 0), for a given u0 > 0 and u1 > 0. Indeed, xss1 = 0 implies that
λ1(yss) = μ1(xss) = 0 (see (5), (6) and (9)), so yss3 = yss4 = 0 (see (11) for
u0 = 0) and consequently yss1 = 0 (see (7)), which requires u1 = 0 (see (11)).
From the deﬁnition of y2 (see (7)), given that yss2 = 0 and considering the
physical boundary conditions x2 ≥ 0 and x4 ≥ 0, it follows that xss3 = yss3 =
0 (no biomass for ﬁrst reaction) also implies xss4 = yss4 = 0 (no biomass
for second reaction). Besides, this also results in xss2 = 0. This seems
logical regarding the fact that the reactions are consecutive and given that
the inﬂuent does not contain either intermediate or biomass: in the absence
of biomass responsible for the ﬁrst conversion reaction, no intermediate is
generated in the reactor, thus the second reaction cannot proceed. The
corresponding biomass cannot grow and will be washed out if initially present.
Consequently, three diﬀerent types of steady states are obtained from
(11):
1. yss3 = yss4 = 0: the washout state y
W
ss - no biomass is present and hence
no conversion takes place.
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2. yss4 = 0 ; yss3 = 0: only intermediate (x2) is produced - this type of
steady state is further denoted by yαss
3. yss3 = 0 ; yss4 = 0: with formation of product (P ) - this type of steady
state is further denoted by yβss
The washout state is unique and is always a physical steady state. Its value
is given by
xWss =
[
u1 0 0 0
]T
(12)
In the remaining two cases, the number of steady states depends on the
conversion kinetics. The steady states in which only intermediate is produced
(type α) are found as
yαss1 = u1
yαss2 = 0
u0 = λ1(y
α
ss)
yαss4 = 0
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
⇒ xαss =
⎡
⎢⎢⎢⎢⎢⎢⎣
xαss1
c
a
(u1 − xαss1)
1
a
(u1 − xαss1)
0
⎤
⎥⎥⎥⎥⎥⎥⎦
(13)
in which xαss1 results from
μα1  μ1
(
xαss1,
c
a
(u1 − xαss1)
)
= u0 (14)
The steady states corresponding to product formation (type β) are found as
yαss1 = u1
yαss2 = 0
u0 = λ1(y
β
ss)
u0 = λ2(y
β
ss)
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
⇒ xβss =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xβss1
xβss2
d
(
u1 − xβss1
)
+ b xβss2
a d + b c
c
(
u1 − xβss1
)
− a xβss2
a d + b c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(15)
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with xβss1 and x
β
ss2 calculated from⎧⎨
⎩
μ1
(
xβss1, x
β
ss2
)
= u0
μ2
(
xβss1, x
β
ss2
)
= u0
(16)
It is clear that the number of solutions of type xαss and x
β
ss is not always
unique. Besides, one also needs to check rigorously whether the steady states
calculated mathematically are actually physical steady states in the sense
that they lie in Sy (in the y-space) or R
+4 (in the x-space). It is important
to note that, while some solutions of (13)-(14) and (15)-(16) can be excluded a
priori from being physical steady states, others being physical steady states
or not will depend on the values of the input variables u0 and u1. The
calculation of steady states and the identiﬁcation of conditions for physical
steady states are assessed in what follows for all models I-VIII.
3.2. Steady states with formation of intermediate only (type α)
The steady states in which only intermediate is formed, corresponding
to suppression of the second reaction in (1), are obtained from (13)–(14).
It is important to note that only the kinetics μ1(x1, x2) of the ﬁrst reaction
determines the value of xαss. According to Table 1, four cases can be deﬁned,
which cluster the models with the same steady state multiplicity: model I,
IV, V and VII (case 1); model II (case 2); model III (case 3); model VI
and VIII (case 4). The number of mathematical solutions xαms1 depends on
the expression of the growth kinetics. A mathematical steady state xαms is
not necessarily a physical steady state xαss which lies in R
+4. From (13), it
is clear that a steady state with only intermediate formation, xαss, actually
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Figure 1: Graphical representation (for u0 = 1.25; u1 = 70) of xαss1 satisfying (14).
Subﬁgures a, b, c and d correspond to case 1 (models I, IV, V, VII), case 2 (model II),
case 3 (model III) and case 4 (models VI, VIII), respectively. Note the small negative
slope in case 2 and the maximum of the parabola lying very far to the right in case 4, for
the given (realistic) parameter values.
occurs (is a physical steady state) under the condition
0 < xαss1 < u1 (17)
(17) yields in each case conditions to be satisﬁed for the input variables u0
and u1 w.r.t. the parameters a1, b1, c1, d1 characterizing μ1(x1, x2).
In case 1, (14) simpliﬁes to
a1
x1
b1 + x1
= u0 (18)
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We deﬁne
μ0(x1)  a1
x1
b1 + x1
Relationship (18) is the intersection of the Monod type kinetics μ0(x1) with
a horizontal line as illustrated in Fig. 1a. There will be a mathematical
solution xα1ms1 =
b1u0
a1 − u0 if
u0 < lim
x1→∞
μ1(x1) = a1
xαms1 represents a physical state x
α1
ss1 if x
α1
ms < u1 or
u0 <
a1u1
b1 + u1
(19)
The solution of case 2 can easily be compared with the one of case 1 if
(14) is rewritten as
a1
x1
b1 + x1
= u0 + u0
c
a
1
c1
(u1 − x1) (20)
We obtain the intersection of the Monod type kinetics μ0(x1) and a straight
line with negative slope as depicted in Fig. 1b, yielding again a unique math-
ematical solution xα2ms. The right hand side of (20) is larger than u0 for
0 < x1 < u1 and equals u0 for x1 = u1 such that the mathematical solution
is a physical solution xα2ss1 > x
α1
ss1 if (19) is satisﬁed.
In case 3, (14) is rewritten as:
a1
x1
b1 + x1
= u0 +
u0
d1
x1 (21)
The Monod characteristic μ0(x1) in Fig. 1c is intersected with a straight line
starting from u0 for x1 = 0 and having slope
u0
d1
. If u0 <
a1u1
b1 + u1
d1
d1 + u1
, one
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physical state is obtained. If u0 ≥ a1u1
b1 + u1
d1
d1 + u1
and u0 <
a1u1
b1 + u1
, several
possibilities occur, depending on the discriminant of the quadratic equation
x21 +
(
b1 + d1 − a1d1
u0
)
x1 + b1d1 = 0
Let
D =
√(
b1 + d1 − a1d1
u0
)2
− 4b1d1
Then
D > 0 ⇒ two physical states
D = 0 ⇒ one physical state
D < 0 ⇒ no physical state
x1 > 0 implies u0 <
a1d1
b1+d1
. Although D > 0 implies two options for u0, only
option (22) leads to physical solutions :
u0 <
a1d1(√
b1 +
√
d1
)2 (22)
The ﬂowchart shown in Fig. 2 represents schematically the conditions which
lead to physical steady states for case 1, 2 and 3.
The ﬁnal case, case 4, is the most complicated one. (14) is manipulated
as follows:
a1
x1
b1 + x1
= u0
c1 +
c
a
(u1 − x1)
c1
d1 + x1
d1
= u0
(
1 +
c
a
1
c1
u1 +
(
1
d1
+
c
a
1
c1
1
d1
u1 − c
a
1
c1
)
x1 − c
a
1
c1
1
d1
x21
)
Deﬁne
A  − c
a
1
c1
1
d1
B  1
d1
+
c
a
1
c1
1
d1
u1 − c
a
1
c1
C  1 + c
a
1
c1
u1
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Case 1
Case 2
Case 3
Case 4
0 < c1 < ∞?
0 < d1 < ∞?
0 < d1 < ∞?
u0 <
a1u1
b1+u1
d1
d1+u1
? u0 < min(
a1d1
(
√
b1+
√
d1)2
, a1u1
b1+u1
)?
u0 <
a1u1
b1+u1
?
u0 <
a1u1
b1+u1
?
one xαss ∈ R+4
one xαss ∈ R+4
one xαss ∈ R+4
yes
yes
yes
yes
yes
yes
yes
no
no
no
no
two xαss ∈ R+4
Figure 2: Flowchart with the conditions for physical steady states in case 1 (models I, IV,
V, VII), case 2 (model II) and case 3 (model III). Case 4 (models VI, VIII) is detailed in
Fig. 3
and
F (x1)  u0(C + Bx1 + Ax21)
The mathematical solutions of (14) in case 4 result from the intersection
of the Monod type kinetics μ0(x1) and a parabola F (x1) with a maximum
at x1 =
−B
2A
. The x1 coordinate of the maximum is not inﬂuenced by the
value of u0. The value of F
(−B
2A
)
plays an important role in the number
of physical steady states. If
−B
2A
≤ 0, then only one mathematical solution
occurs as 0 < F (0). This solution is a physical steady state xα4ss1 if F (u1) ≤
a1
u1
b1 + u1
. Several situations are distinguished for
−B
2A
> 0:
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1. F
(−B
2A
)
<
a1u1
b1 + u1
: As 0 < F (0) < F
(−B
2A
)
and F (x1) increases
for 0 < x1 <
−B
2A
, only one mathematical solution is obtained, which
is a physical solution xα4ss1 < u1.
2. F
(−B
2A
)
>
a1u1
b1 + u1
: For 0 < x1 <
−B
2A
two increasing curves μ0(x1)
and F (x1) intersect. Mathematical solutions are found by solving the
equation:
x21 +
⎛
⎝b1 + d1 − a1d1
u0
c1
c1 +
c
a
(u1 − x1)
⎞
⎠x1 + b1d1 = 0 (23)
Two mathematical solutions will be found if⎛
⎝b1 + d1 − a1d1
u0
c1
c1 +
c
a
(u1 − x1)
⎞
⎠
2
− 4b1d1 > 0
or
u0 <
a1d1
(
√
b1 +
√
d1)2
c1
c1 +
c
a
(u1 − x1)
A suﬃcient condition for the existence of two mathematical solutions
is:
u0 <
a1d1
(
√
b1 +
√
d1)2
c1
c1 +
c
a
u1
(24)
There is no solution if
u0 >
a1d1
(
√
b1 +
√
d1)2
(25)
In case that
a1d1
(
√
b1 +
√
d1)2
c1
c1 +
c
a
u1
< u0 <
a1d1
(
√
b1 +
√
d1)2
, a numerical
veriﬁcation is needed to conclude whether two solutions exist for 0 <
x1 <
−B
2A
. The mathematical solutions are physical solutions if 0 <
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−B
2A
< u1 or
−B
2A
> u1 and F (u1) >
a1u1
b1 + u1
. If 0 <
−B
2A
< u1 a third
physical solution will occur in case F (u1) ≤ a1u1
b1 + u1
.
Calculate
−B
2A
< 0?
−B
2A
> u1?
F (u1) < μ0(u1)?
F (−B
2A
) ≤ μ0(u1)?
F (u1) > μ0(u1)?
F (u1) < μ0(u1)?
u0 >
a1d1
(
√
b1+
√
d1)2
?
u0 <
a1d1
(
√
b1+
√
d1)2
c1
c1+
c
a
u1
)?
one xαss ∈ R+4
one xαss ∈ R+4
one xαss ∈ R+4
yes
yes
yes
yes
yes
yes
yes
yes
no
no
no
no
no
xss
no xsstwo xαss ∈ R+4 two xαss ∈ R+4
Figure 3: Flowchart with the conditions for physical steady states in case 4 (models VI,
VIII)
The ﬂowchart shown in Fig. 3 summarizes the conditions for physical
steady states in case 4. The dotted square indicates conditions where three
α-type steady states occur. However, the operating diagrams in Section 4.2
will indicate that these conditions are rarely satisﬁed.
3.3. Steady states with product formation (type β)
The steady states corresponding to product formation, xβss, are obtained
from (15)-(16). The mathematical solutions found in Section 3.2 for case 1
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and case 3 can be reused for the β-type steady states of models I to VII.
Therefore we deﬁne:
Φ(u0)  u0 +
b2 (u0)
2
c1 (a2 − u0) (26)
Ψ(u0)  u0 +
b1 (u0)
2
c2 (a1 − u0) (27)
Table 3 shows the case and corresponding necessary substitutions to reuse
the mathematics of Section 3.2. From (15), it is clear that a steady state
corresponding to product formation, xβss, actually occurs (is a physical steady
state) under the conditions
0 < xβss1 (28)
0 < xβss2 (29)
u1 > x
β
ss1 +
a
c
xβss2 (30)
Note that u1 has no inﬂuence on the expression the β-type steady states for
the models I to VIII as only case 1 and 3 are needed for the calculations.
Table 3 clearly shows the duality for the calculations and corresponding con-
ditions between models II and V, models III and IV, models VI and VII.
The β-type steady states of model VIII have the expression (15), where
xβ,VIIIss1 and x
β,VIII
ss2 result from the solution of (16). (16) can be rewritten
as: ⎧⎪⎪⎨
⎪⎪⎩
b1d1 +
(
b1 + d1 − c1
c1 + x2
a1 d1
u0
)
x1 + x
2
1 = 0
b2d2 +
(
b2 + d2 − c2
c2 + x1
a2 d2
u0
)
x2 + x
2
2 = 0
(31)
We take a closer look at the expressions of the roots of (31) where i = 1, 2
indicates the two roots for x1 and the two roots for x2:
x1i = −
1
2
(
b1 + d1 − c1
c1 + x2
a1d1
u0
)
±
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Table 3: Overview of the analogy to calculate β-type steady states based on case 1 and 3
for the α-type steady states
Model Steady states Case Substitutions
I xβ
1
ss1 case 1 /
xβ
1
ss2 case 1 a1 → a2
b1 → b2
II xβ
2
ss1 case 1 u0 → Φ(u0)
xβ
2
ss2 case 1 a1 → a2
b1 → b2
III xβ
3
ss1 case 3 /
xβ
3
ss2 case 1 a1 → a2
b1 → b2
IV xβ
4
ss1 case 1 /
xβ
4
ss2 case 3 a1 → a2
b1 → b2
d1 → d2
V xβ
5
ss1 case 1 /
xβ
5
ss2 case 1 u0 → Ψ(u0)
VI xβ
6
ss1 case 3 u0 → Φ(u0)
xβ
6
ss2 case 1 a1 → a2
b1 → b2
VII xβ
7
ss1 case 1 /
xβ
7
ss2 case 3 a1 → a2
b1 → b2
c1 → c2
d1 → d2
u0 → Ψ(u0)
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12
√(
b1 + d1 − c1
c1 + x2
)
a1d1
u0
)2
− 4b1d1 (32)
x2i = −
1
2
(
b2 + d2 − c2
c2 + x1
a2d2
u0
)
±
1
2
√(
b2 + d2 − c2
c2 + x1
)
a2d2
u0
)2
− 4b2d2 (33)
(32) and (33) are real-valued solutions if respectively:
x2 <
(
a1 d1
(
√
b1 +
√
d1)2
1
u0
− 1
)
c1 (34)
x1 <
(
a2 d2
(
√
b2 +
√
d2)2
1
u0
− 1
)
c2 (35)
As x2 ≥ 0 and x1 ≥ 0, (34) and (35) deﬁne an upper limit for the dilution
rate u0:
u0 < min
(
a2 d2
(
√
b2 +
√
d2)2
,
a1 d1
(
√
b1 +
√
d1)2
)
 u0max (36)
Any solution of (31) will be a physical solution if the choice of u1 is such that
(28), (29) and (30) are satisﬁed as well. Based on the nature of equations
(31), there can be up to 4 steady states of type β. However, no analytical
expressions can be derived for their occurrence in terms of u0 and u1. If
u0 → 0 then according to (32) and (33):
x11 → 0
x12 → −
(
b1 + d1 − c1
c1 + x2
a1d1
u0
)
x21 → 0
x22 → −
(
b2 + d2 − c2
c2 + x1
a2d2
u0
)
Based on (30) we can conclude that all mathematical solutions will be phys-
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ical solutions if
−
(
b1 + d1− a1d1
u0
)
+
a
c
(
−
(
b2 + d2 − a2d2
u0
))
< u1
or
u0 >
a1d1 +
a
c
a2d2
u1 + b1 + d1 + b2 + d2
(37)
The latter is of course only a suﬃcient condition which can be conservative.
(32) and (33) indicate the sensitivity of the solutions w.r.t. the dilution rate
u0. The roots (32) and (33) are plotted for two choices of u0: in Fig. 4
u0 is chosen close to (36), u0 = 0.96 × u0max, while in Fig. 5 u0 = 0.75 ×
u0max. Relationships (32) and (33) deﬁne two branches in the x1x2-plane.
The mathematical solutions are the intersections of these branches. The
mathematical solutions are physical solutions if they lie inside the triangle
deﬁned by (28), (29) and (30) in the x1x2-plane. In Fig. 4 two physical steady
states of type β exist, while in Fig. 5 only one occurs, close to the origin. Due
to the large ratio
c1
c2
the branches corresponding to (33) are much smaller
than those corresponding to (32).
The steady state behaviour for the individual models is summarized in
the following section, considering all type of steady states at the same time
and assessing their local stability. The results are translated into operating
diagrams, which allow an operator to analyse the steady state multiplicity for
a two-step biological process in a very straightforward and easy to interpret
manner.
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Figure 4: β-type steady states of model VIII for u0 = 0.97× u0max, (32) and (33) plotted
in the x1x2-plane
4. Overall steady state behaviour
4.1. Local stability of steady states
A physical steady state is an operation point if it is locally asymptot-
ically stable (l.a.s.). The linearization principle is used to investigate the
local asymptotic stability of steady states. The stability of a steady state xss
is equivalent to the one of the corresponding yss and is assessed using the
canonical state space model representation. A steady state yss of the system
represented by (8) is locally asymptotically stable if all eigenvalues of the sys-
tem’s Jacobian matrix, evaluated for this steady state, J(yss) =
∂ g(y)
∂ y
∣∣∣∣
y=yss
, possess strictly negative real parts. It can easily be seen that J(yss) has a
double eigenvalue −u0 and that its remaining two eigenvalues are the eigen-
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Figure 5: β-type steady states of model VIII for u0 = 0.75× u0max, (32) and (33) plotted
in the x1x2-plane
values of the 2-dimensional matrix
J34(yss) =
⎡
⎢⎢⎣
∂ g3
∂ y3
∣∣∣∣
y=yss
∂ g3
∂ y4
∣∣∣∣
y=yss
∂ g4
∂ y3
∣∣∣∣
y=yss
∂ g4
∂ y4
∣∣∣∣
y=yss
⎤
⎥⎥⎦ (38)
The linearization principle provides a necessary and suﬃcient condition for
local asymptotic stability for so-called hyperbolic steady states, of which the
Jacobian matrix has no eigenvalues on the imaginary axis. The results are
summarized in Table 4. Detailed calculations can be found in Appendix A.
Aside equilibrium points, the limit set of a two-dimensional system may
also contain limit cycles. Corollary 1.8.5 in [5] states that a limit cycle may
exist only around a l.a.s. or index 2 equilibrium point, or it may enclose
on odd number of equilibria (say 2n + 1), of which n must be index 1 and
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n + 1 must be either l.a.s. or index 2. According to this corollary, the only
possibility for a limit cycle to occur in the physical state space of the two-step
biological systems is around the l.a.s. equilibrium point yβ1ss . Let us assume
that such a limit cycle γ occurs.
According to the theoretical concepts presented in [4] and the general
framework for the stability analysis of biochemical reaction systems devel-
oped by Sbarciog [11], there exists a nonempty, nontrivial intersection be-
tween the region of attraction of a l.a.s. equilibrium point and the unstable
manifold of equilibria lying on the stability boundary of this l.a.s. equilib-
rium, for systems which satisfy several conditions: i) transversality, ii) hy-
perbolic equilibrium points, iii) bounded solutions. [11] contains a detailed
formulation of these conditions. As the two-step biological system under
study satisﬁes those conditions, intersections of system’s trajectories with
the limit cycle γ would occur. This is in contradiction with the uniqueness of
system’s solutions. Thus, no limit cycle can occur on the plane Δ and every
system’s trajectory converges to an equilibrium point.
As indicated in Table 4, there are many cases when several locally asymp-
totically stable (l.a.s.) steady states occur for two-step biological processes.
In these cases, whether or not the dynamics converge to a l.a.s. steady state
or the other depends on the initial condition of the system. The set of initial
states which lead the system to a l.a.s. steady state xss is called the region
of attraction of xss. Having an accurate estimate of the region of attrac-
tion [10] plays an important role in the system’s operation as not all l.a.s.
steady states are technologically meaningful (desirable).
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Table 4: Stability characteristics of the steady states (xWss : washout; x
α
ss: only interme-
diate formation ; xβss: product formation ) in the diﬀerent operating zones for all models
under study. l.a.s., g.a.s.: locally, globally asymptotically stable. quasi : except for some
trajectories. For unstable steady states, the index (number of positive eigenvalues) is
mentioned between brackets. n.a.: not applicable.
Model I, II, V III IV,VII VI
Fig. 6 Fig. 10 Fig. 8
zone W xWss g.a.s. g.a.s. g.a.s. g.a.s.
zone xWss unstable (1) unstable (1) unstable (1) unstable (1)
Wα1 xαss quasi g.a.s. quasi g.a.s. quasi g.a.s. quasi g.a.s.
zone xWss l.a.s. l.a.s.
Wα1α2 xα1ss n.a. l.a.s. n.a. l.a.s.
xα2ss unstable (1) unstable (1)
zone xWss unstable (1) unstable (1) unstable (1) unstable (1)
Wα1β1 xαss unstable (1) unstable (1) unstable (1) unstable (1)
xβss quasi g.a.s. quasi g.a.s. quasi g.a.s. quasi g.a.s.
zone xWss l.a.s. l.a.s.
Wα1α2β1 xα1ss n.a. unstable (1) n.a. unstable (1)
xα2ss unstable (1) unstable (1)
xβss l.a.s. l.a.s.
zone xWss unstable (1)
Wα1β1β2 xαss n.a. n.a. l.a.s. n.a.
xβ1ss l.a.s.
xβ2ss unstable (1)
zone xWss l.a.s. l.a.s.
Wα1α2β1β2 xα1ss unstable (1) unstable (1)
xα2ss n.a. unstable (2) n.a. unstable (2)
xβ1ss l.a.s. l.a.s.
xβ2ss unstable (1) unstable (1)
zone xWss unstable (1)
Wα1α2α3β1 xα1ss unstable (1)
xα2ss n.a. n.a. n.a. unstable (2)
xα3ss unstable (1)
xβss quasi g.a.s.
zone xWss l.a.s.
Wβ1β2 xβ1ss n.a. n.a. n.a. l.a.s.
xβ2ss unstable (1)
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4.2. Operating diagrams
The criteria for steady states of type α and β to be physical steady states
result in operating diagrams with the occurrence of steady states in terms
of the process input variables, u0 and u1. The operating diagrams for the
elementary models I–IV have been discussed extensively by Volcke et al. [19].
Figs. 6–10 display the results for models V–VII.
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0
W
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n 
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te
 u
0
Model V
Figure 6: Overall steady state behaviour of model V in terms of u0 and u1
The overall steady state behaviour of model V (Fig. 6) is the same as
that of models I and II. The corresponding phase trajectories for model V
are given in Fig. 7. Up to three steady states can occur, of which only one is
(quasi globally) asymptotically stable at a time. For c2 → ∞, Ψ(u0) → u0,
and the behaviour of model V is reduced to that of model I, in the same
way as the behaviour of model II is reduced to that of model I for c1 →∞,
implying Φ(u0)→ u0.
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Figure 8: Overall steady state behaviour of model VI in terms of u0 and u1
Fig. 8 displays the overall steady state behaviour of model VI. For rela-
tively low values of u1, corresponding to what is expected in practice for a
nitriﬁcation process, its steady state behaviour is the same as that of model
III. The corresponding phase trajectories are given in Fig. 9. Up to ﬁve
steady states (operating zone Wα1α2β1β2) can occur, of which two are lo-
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cally asymptotically stable (Table 4): xW,VIss and x
β1,VI
ss . In this operating
zone, xβ1,VIss is reached, and product is formed, in case the initial amount
of biomass responsible for the ﬁrst reaction (x3) in the system is suﬃciently
high. If this is not the case, the process converges to xW,VIss , the total washout
state of the system.
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Figure 9: Trajectory ﬁelds for model VI
The overall steady state behaviour of Model VII (Fig. 10) is the same
as that of model IV. Up to four steady states can occur at the same time
(operating zone Wα1β1β2), of which two are locally asymptotically stable
(Table 4): xα1,VIIss and x
β1,VII
ss . In this operating zone, x
α1,VII
ss is reached,
and thus only intermediate is formed, in case the initial amount of biomass
responsible for the second reaction (x4) in the system is suﬃciently low. If
this is not the case, the process converges to xβ1,VIIss , corresponding to product
formation.
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Figure 10: Overall steady state behaviour of model VII in terms of u0 and u1
The β-type steady states of model VIII follow from solving two quadratic
equations simultaneously. This results in up to 4 steady states if the dilution
rate does not exceed the limit deﬁned by (36) and the value of u1 respects
condition (30). The limits (34) and (35) on x1 and x2 for obtaining real
valued solutions and the conditions x1 ≥ 0, x2 ≥ 0 deﬁne a rectangle in
the x1x2-plane, where a numerical search algorithm can be used to ﬁnd all
possible steady states. The physical steady states satisfy (28)–(30). However
it is not possible to derive curves in the u0u1-plane which separate regions
with one, two, three or four type β steady states due to the more compli-
cated relationship between the number of steady states and the system’s
parameters.
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5. Conclusions and perspectives
The occurrence of multiple steady states in two-step biological conversion
systems has been assessed, considering general kinetic expressions that in-
clude substrate limitation and inhibition terms. The calculation of the steady
states and their stability analysis has been simpliﬁed using a canonical state
space model representation. A step-wise procedure has been performed for
various models diﬀering in the number of inhibition terms taken up in the re-
action rates. Besides the washout state, one or more steady states with only
intermediate formation (type α) and product formation (type β) can occur;
the exact number depends on the actual kinetic structure. Calculations have
been simpliﬁed noting that steady states of type α are only dependent on
the kinetics of the ﬁrst reaction step, and taking advantage of the duality
between the kinetic expressions for both reactions when assessing the steady
states of type β. The overall steady state behaviour of the models has been
summarized in terms of the process input variables, in this case the dilution
rate and the inﬂuent substrate concentration. The resulting diagrams depict
operating regions in which certain steady states occur, meaning that they are
physical steady states. The stability characteristics of the steady states as-
sociated with each operating region have been investigated as well. If some a
priori knowledge on microbial kinetics is available, this type of diagrams can
be used to deﬁne operating conditions which give rise to the desired process
behaviour.
The step-wise approach followed in this study has clearly demonstrated
the eﬀect of process kinetics on the model behaviour and allowed to gain
further insight in the causes of steady state multiplicity. Previous analysis of
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a few elementary models [19] indicated that substrate inhibition causes addi-
tional steady states (comparing model III or IV with model I), while product
inhibition does not aﬀect the number of steady states of the reactor model
(comparing model II with model I). Nevertheless, it has now been shown that,
in some cases, adding a product inhibition term may indeed further increase
the number of steady states (compared to model III, model VI may possess
an additional steady state of type α, even though unstable). It is important
to realize that the choice of a kinetic structure implies a certain steady state
behaviour. Taking into account inhibition eﬀects of multiple components by
simply multiplying inhibition terms, a common practice, substantially inﬂu-
ences the behaviour of a model, in terms of the number of steady states as
well as their stability characteristics. In particular, steady state multiplic-
ity, in the sense that more than one asymptotically stable state occurs and
which implies that the steady state behaviour depends on the initial process
conditions, will often not be detected when performing simulations.
Finally, the results in this contribution may also serve for experimental
design. One can think of setting up experiments to detect the occurrence of
diﬀerent steady states depending on the input variables and, in particular,
to identify steady state multiplicity - depending on the initial conditions. It
would be most valuable to validate mathematical models on the basis of such
experimental ﬁndings and to adjust their structure, where necessary.
Acknowledgement
Eveline Volcke is a post-doctoral research fellow of the Research Founda-
tion - Flanders (Belgium) (FWO).
33
Appendix A. Stability assessment
The stability of the steady states is assessed by determining the eigenval-
ues of the Jacobian matrix (38). Taking into account the most general kinetic
expressions (5)-(6), the partial derivatives in this matrix are calculated as
∂ g3
∂ y3
= −u0 + μ1(x)− a η(x) + c ρ(x) (A.1)
∂ g3
∂ y4
= −b η(x)− d ρ(x) (A.2)
∂ g4
∂ y3
= c ξ(x)− a σ(x) (A.3)
∂ g4
∂ y4
= −u0 + μ2(x)− b σ(x)− d ξ(x) (A.4)
in which
η(x)  x3
∂ λ1
∂ x1
= a1 c1 d1 y3
1
c1 + x2
b1 d1 − (x1)2
(b1 + x1)2(d1 + x1)2
(A.5)
ρ(x)  x3
∂ λ1
∂ x2
= a1 c1 d1 y3
−1
(c1 + x2)2
x1
b1 + x1
1
d1 + x1
< 0 (A.6)
σ(x)  x4
∂ λ2
∂ x1
= a2 c2 d2 y4
−1
(c2 + x1)2
x2
b2 + x2
1
d2 + x2
< 0 (A.7)
ξ(x)  x4
∂ λ2
∂ x2
= a2 c2 d2 y4
1
c2 + x1
b2 d2 − (x2)2
(b2 + x2)2(d2 + x2)2
(A.8)
The resulting Jacobian matrix is subsequently evaluated in the individual
steady states. Table 4 summarizes the resulting stability characteristics. For
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the washout state (12), one ﬁnds
J34(y
W
ss ) =
⎡
⎢⎣ −u0 + a1
u1
b1 + u1
d1
d1 + u1
0
0 −u0
⎤
⎥⎦ (A.9)
It is clear that −u0 < 0; the remaining eigenvalue of (A.9) is also strictly
negative if and only if
u0 > a1
u1
b1 + u1
d1
d1 + u1
(A.10)
Condition (A.10) is fulﬁlled in the operating region W in which the washout
state (xWss ) is the only steady state, as well as in the operating regions
Wα1α2, Wα1α2β1 and Wα1α2β1β2, for which two steady states of type
α occur at the same time. Under this condition, the steady state (xWss ) is
asymptotically stable.
For steady states of type α, satisfying (13), the Jacobian matrix (38)
becomes
J34(y
α
ss) =
⎡
⎢⎣ −a η(xαss) + c ρ(xαss)
∂ g3
∂ y4
∣∣∣∣
y=yαss
0 −u0 + μ2(xαss)
⎤
⎥⎦ (A.11)
A steady state xαiss (i = 1, 2) is asymptotically stable if the eigenvalues of the
matrix (A.11) are all strictly negative:
−a η(xαssi) + c ρ(xαssi) < 0 (A.12)
u0 > μ2(x
α
ssi) (A.13)
The Jacobian matrix for steady states of type β, determined by (15), is
found as
J34(y
β
ss) =
⎡
⎣ −a η(xβss) + c ρ(xβss) −b η(xβss)− d ρ(xβss)
c ξ(xβss)− a σ(xβss) −b σ(xβss)− d ξ(xβss)
⎤
⎦ (A.14)
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