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A new theory of a class of Wiener-Hopf equations of the first kind in a space of 
distributions is presented. It is shown that the corresponding Wiener-Hopf 
operator is a Fredholm operator. This result is obtained by an appropriate 
modification of the standard Wiener-Hopf technique used for equations of the 
second kind. The nullity and defect numbers of the operator are determined from a 
factorization of the symbol. An application to the Sommerfeld problem is briefly 
considered. 0 1987 Academic Press, Inc 
1. INTRODUCTION 
A great number of engineering and physics problems may be formulated 
in terms of a Wiener-Hopf integral equation of the first kind, 
I O” k(t-z)cp(.r)dt=f(t), t > 0. (1.1) 0 
A classical example is the diffraction of an electromagnetic wave by a per- 
fectly conducting half plane often referred to as the Sommerfeld problem 
[6]. Although this problem has been extensively studied in the applied 
mathematics literature (see references in [6]) some questions relating to 
the existence and uniqueness of the solution remain unanswered. These 
questions have, nevertheless, been dealt with in a paper by Haikin [4] but 
his method of analysis does not yield explicit formulas for the solution, is 
not easily related to the usual technique of Wiener and Hopf for obtaining 
a solution, and cannot provide a rigorous justification for it. 
In the past twenty years a number of papers concerning Eq. (1.1) have 
appeared in the literature and, among them, one by Talenti deserves pecial 
reference [7]. In that paper a thorough study of Eq. (1.1) in Sobolev 
189 
0022-247X/81 $3.00 
Copynghf 0 1987 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
190 DOS SANTOS AND TEIXEIRA 
spaces P*(R) is presented and an extensive list of references is given. 
However, the spaces in which the solution is sought are all related to L,(R) 
and the analysis does not appear susceptible to extension to spaces directly 
related to L,(R). This may be inconvenient for some applications where the 
condition on the solution may be integrability rather than square 
integrability. To the authors’ knowledge this gap in the literature has not 
been eliminated to date. 
The purpose of this paper is precisely to present a simple theory of 
Eq. ( 1.1) in a space of distributions containing L, (R + ) when the right-hand 
side is given in a subspace of L,( R + ). The theory is, in a sense, a natural 
extension of the M. G. Krein theory for the equation of the second kind in 
L,( R + ) and yields a general formula for the solution as for the Krein 
theory. The theory applies to a large class of equation kernels which arise 
in important applications. 
The paper is organized as follows. In Section 2 a number of preliminary 
definitions are given and some auxiliary results required for the develop- 
ment of the theory are recalled from Kreins’ paper [S]. A theorem on the 
range and continuity of the Wiener-Hopf operator is proved. In Section 3 
we prove our main result concerning the dimension of the null space of the 
operator and the codimension of its range and, in the course of the proof, 
we derive general explicit formulas for the solution. Finally, in Section 4 we 
apply the theory to the Sommerfeld problem and show that, for the plane 
wave excitation, the solution is in L,( R + ). 
2. PRELIMINARY DEFINITIONS AND RESULTS 
Let f be a function in L,(R). We define its Fourier transform by 
F(w)=jRf(t)e”‘dt, WER (2.1) 
and write F= Fj The space of Fourier transforms of functions in L,(W) 
equipped with the norm 
IIFII = j If(t)I dt = llfll1 (2.2) R 
will be denoted by W. As is known, it is a Banach space of continuous 
functions which, for the usual function product, becomes a Banach algebra 
(Wiener algebra). W is decomposable as a direct sum of closed sub- 
algebras, 
w=w+ow-, (2.3) 
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where 
W’= (FE w:F=FyJEL:(lR)}, 
L 1’ ( W) being the subspaces of L,(R) of functions with support contained in 
52 +. With these subspaces we may associate the continuous projections 
P*: L,(R) -L:(R) given by 
s~f(t)=f’(t)=f(t)h(+t), (2.4) 
where h is the Heaviside unit step function. 
To the projection 9’ there correspond continuous projections P*: 
W-r W’ defined by 
p’F=F’=F(f *). (2-5) 
As is known, the functions in W’ may be extended, respectively, into the 
upper and lower closed half planes (n * ) of the variable w becoming 
analytic in int rt * and continuous in n: *. 
We now turn to Eq. ( 1.1). Throughout the paper it will be assumed that 
the kernel of the integral equation satisfies the following conditions: 
(1) kEb(R) 
(II) Fk(o) = K(w) = (02 + 1))“G(o), 
whereO<a<l andG-lEWwithG(o)#OforanyoER. 
The solution of Eq. ( 1.1) will be sought in a subspace M+, of the space 
Y’(W) of temperate distributions, with M_, and M$, defined by 
AC, = (~0 E 9”(R): Ftcp(w)= (co + i)“F(w), FE W} 
M+.={cpEM_.:suppcpc[W’), 
where (o + i)” is defined on R by its principal branch, i.e., 
arg(w + i) E ] - 7c, x] and 9 is now the Fourier transformation extended to 
the space Y’(R). 
In M_, we introduce the norm 
llcpll M-, = lIFtI w 
which turns M-, into a Banach space. 
Remark 1. The space iKr contains the Dirac distribution but not any 
of its derivatives. In fact, 
~~(0) = 1 = (w + i)” 
1 .- (u + i)“’ 
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where the second factor defines a function in W. But (- io)“/(w + i)“, n E N 
does not represent an element of W and thus 6(“) $ AC,. 
For the right-hand side of Eq. (1.1) it will be assumed that f belongs to a 
subspace M,+ of L+([w) defined by 
M,= {fEL,([W):~f(co)=(o-i)-"F,(o), F,E W} 
M’ = (~-EM,: supp f c R*}, 
where in (o - i) mm% we assume arg(o - i) E ] - rr, rr]: M, becomes a Banacl h 
space once the norm is defined by 
Ilfll M, = IIF II W’ 
Remark 2. Throughout the paper the function f E L,( [w + ) in Eq. ( 1.1 
will be identified with its extension into L:(R), i.e., f(t) = 0 for t < 0. 
Remark 3. In the above definitions of M_, and M, we obtain the same 
spaces if (o f i)* is replaced by (o f p)’ with Im /? > 0. Indeed, 
(co+i)“=(co+/3)a. z -* 
( > 
and by the Wiener-Levy theorem [3, 51, 
o+i z 
at--+ - ( > w+P -1 
defines a function in W. 
For convenience we shall introduce the spaces WZ, and W$ defined by 
W’, = F(M+,), kf’; = B(M’ ). 
Before going into the theory of Eq. (1.1) we have to define precisely the 
Wiener-Hopf operator X, bearing in mind that cp is now a distribution. 
We write 
Xcp=~+(k* rp), (2.6) 
where k * cp denotes the convolution product in the sense of distributions 
and P+ is the projection operator given by (2.4). It should be noted that 
k * cp is a function in L,(R). Indeed, for G(w) = (o + i)aF(~), we have 
F(k * q)(o) = (w - i)-“F(m) G(o), (2.7) 
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where F, G - 1 E W. We are now in a position to examine the nature of the 
operator X. 
THEOREM 2.1. Let X be the operator defined by (2.6) with k satisfying 
conditions (I) and (II). Then X is a continuous linear operator from M+, 
into M,+. 
Proof: From (2.7) it is clear that k * cp E M,. From Lemma A.1 (Appen- 
dix) P+ (M,) c M,+ . Hence the domain of the operator X defined by (2.6) 
is the whole space M+, and its range is contained in M,i. It remains to 
prove that X is bounded. To this end we note that, from (2.7), 
where we are using the fact that P’+ : M, + Mz is a continuous operator 
(see the proof of Lemma A. 1). 
As IJqoJJ in M_, equals 1) F1I w we obtain the inequality 
ll~(PlIM,b~ IIdlM-.T (2.10) 
where A = I(9 + I( (1 + I( G - 1 )I w). Thus X is a continuous operator. fl 
In Section 3 we shall require a few results from M. G. Krein’s paper [.5] 
which, for the convenience of the reader, we state briefly. 
As is customary we define the index of G by 
v=indG=&[argG(w)]l:. 
THEOREM 2.2 (factorization). Let G: R -+ Cc be a function such that 
G - 1 E W and G(o) # 0 for every o E R. Then 
(i) If ind G = 0, G is factorizable as 
G=G+G- withG’-1EW+, l/G’-HEW’ 
and the factorization (called canonical) is unique. 
(ii) If v = ind G # 0 there exist infinite factorizations of the form 
G = U,G+G 
where U, is a rational function satisfying 
ind U, = v, U,-1E: W’ (VSO) 
and G+ and G- satisfy the same conditions as in (i). 
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Remark4. M. G. Krein [S] shows that U, has [VI zeros (counted 
according to multiplicity) in the interior of n+ for v > 0 and 71~ for v < 0. 
A common choice for U, is . ” U,(o)= 5 c ) 
LEMMA 2.1. Let G+ and F+ be such that 
(i) G+--lgW+, G+(o)#OforaNo~[W 
(ii) F+ E W+ and has zeros in int ?c+ coincident with those of Gf 
(with the same multiplicity). 
Then F+/G+ E Wt. 
LEMMA 2.2. Let G+ be a function satisfying condition (i) of Lemma 2.1 
and F+ a function in W+. Then 
$=P(u’)+‘:(w), 
where F’: E W+ and P(o) is the sum of the principal parts of F+/G’ on its 
poles in int rc +. 
Lemma 2.2 is a trivial modification of a lemma of M. G. Krein [S, 
p. 1773. Of course, the above assertions remain true if we replace 
I;+, G+, W+, and rc+ by F-, G-, W-, and n-. 
3. MAIN THEOREM 
In this section we state and prove our main result concerning Eq. (1.1) 
which we write in the form 
xcp=f, fEM,+, (3.1) 
where X is defined in the space M+, by (2.6). The null space and range of 
the operator X will be denoted by J”(X) and B(X). 
THEOREM 3.1. Let k be a function satisfying conditions (I) and (II) of 
Section 2, and let v = -ind G, where G is defined in (II). Then 
(i) Zf v = 0 the Wiener-Hopf equation ( 1.1) has a unique solution 
cp e Mt, for every f E M,f, i.e., 
J-(-x) = (01, B(X) = M,+. 
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(ii) Zf v > 0, Eq. (1.1) has an infinite number of solutions in MT, for 
any fEM,’ and the corresponding homogeneous equation has v linearly 
independent solutions, i.e., 
dim J”(X) = v, 9(X)=M,f. 
(iii) Zf v < 0 the solution of Eq. ( 1. 1 ), if it exists, is unique; the range of 
X is closed with codimension -v, i.e., 
N(Jf-) = {O}, codim k%?(X) = -v. 
Proof. To begin with we introduce the auxiliary function 
ICl(t) =9-w * cp)(t). (3.2) 
Bearing in mind (2.6) we may write Eq. (1.1) in the equivalent form 
(cp * k)(t) =f(t) + v+(t), tER. (3.3) 
Since cp is sought in MZ,, Lemma A. 1 implies that Ic/ E M; . Introducing 
the Fourier transforms @+ = $(cp) E W-C,, F+ = S(f) E WC, Yy- = 
S($) E W;, and K= 9(k) E W, we obtain from (3.3) the equivalent 
equation 
@+(co)K(w)=F+(w)+ Y-(w). (3.4) 
Substituting for K its expression given in (II), 
(co + i)-“@‘(o) G(w) = (o - i)“F+(o) + (w - i)“Y- (co). (3.5) 
(i) Now assume v = 0. In this case G possesses a canonical fac- 
torization G = G+G- (Theorem 2.2) and we may write Eq. (3.5) as 
(w+i)~‘@+(co)G’(~)=(~-i)‘a+(w-i)’z. (3.6) 
Noting that l/G- - 1 E W and F+ E W,, we see that the first term in the 
right-hand side of (3.6) is in W and so we have the decomposition 
(w _ i)” F+(w) -=F:(w)+F,(o) 
G (0) 
(3.7) 
with F: E W’. On the other hand, by Lemma A.2, the second term in the 
right-hand side of (3.6) is in W- and by Lemma A.3 the left-hand side is 
in W+. 
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Then, writing (3.6) in the form 
(u+i)~~~+(u)G+(W)-F:(W)=F;(W)+(u--i)”~ (3.8) 
we see that the left-hand side is in W+ and the right-hand side is in W -. 
Thus, if a solution exists, it is given by 
F:(o) @+(w)=(w+i)“- 
G+(o) 
Correspondingly we have 
Y -(co)= -(w-i)psrF;(w)G (co). (3.10) 
The existence problem is reduced to proving that @+ E WT2 and 
Y E WI,. This is obvious for Y’ since the function defined by (o - i))” 
is in Wp. For @+ the conclusion follows from Lemma A.3. Noting that 
F+ = 0 => FT = 0 * 4 + = 0 the proof of proposition (i) is complete. 
(ii) For v > 0 we shall consider first the homogeneous equation 
xq=o. (3.11) 
If a solution exists, we have from (3.5) 
(u+i)-aQ)+(u)G(o)=(~-i)OLY-(~). 
Choose for G the factorization 
(3.12 
G:(w) Gi (0) (3.13 ) 
which substituted into Eq. (3.12) leads to 
(u+i)-“@+(u)G~(u)=(u-i)OL (3.14) 
Making use of Lemmas A.2 and 2.2 we can put the right-hand side of 
Eq. (3.14) in the form 
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where the ak are complex coefficients and Y, E Wp. Substitution of this 
expression into (3.14) yields !P; = 0 and 
@+(a+-(w+i).L i --+= 
G:(w),=, (w+l) 
(W+iyp 
G:(w) y--,(w), (3.15) 
where P, ~ i is an arbitrary polynomial of degree v - 1. 
Since for any positive integer k the function defined by (o + i) Pk is in 
w+, the conclusion 4’ E WT, follows immediately from Lemma A.3. 
Consequently Eq. (3.11) has at least v linearly independent solutions. 
To prove that this number is exactly v we have only to reproduce the 
corresponding argument used by M. G. Krein for the equation of the 
second kind in L,(R+). For that reason we omit this part of the proof. 
As to the existence of a solution for the nonhomogeneous equation for 
anyfE:M,f, the proof is identical with that for v = 0. The general formula 
for the solutions is 
F:(w) @+(0)=@~(0)+(0+i)~- 
G:W’ 
where @s is given by (3.15) and FT is the projection into W+ of the 
function defined by 
(3.17) 
(iii) Now assume v < 0. From (3.5), using the general factorization 
defined in Theorem 2.2 for G, it follows that, if a solution to (3.1) exists, its 
Fourier transform satisfies the equation 
(3.18) 
Let us first consider the homogeneous equation, i.e., Eq. (3.18) with 
F+ = 0. In this equation the right-hand side is in W- (by Lemma A.2) and 
the left-hand side in W+ (since Uey - 1 E Wf ). Hence if follows that 
@+ = 0, i.e., M(X) = (0). This means, of course, that if a solution to (3.1) 
exists, it is unique and independent of the particular factorization chosen 
for G. So, for simplicity, we shall make use of the factorization (3.13). 
Substitution of (3.13) into (3.18) together with the decomposition (3.7) 
yields 
-“F:(w) @+(o)=(o+i)” 2 ( > G:(w)’ 
(3.19) 
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It is obvious from the above expression that @+ E Wt, if and only if the 
function defined by 
F:(o) 
belongs to W+. 
Now, by Lemma 2.2, we have 
(3.20) 
(3.21) 
where F,’ E W+. Then a solution CD+ of (3.18) exists in W?, iff a,=0 for 
k= 1, . . . . -v. But (3.21) may be written in the form 
F:(o)= f a,Q,(o)+ 
&=I 
(3.22) 
with Qk E W+ given by QJw) = (o - i)p’p”/(o + i)- “. As the last formula 
determines a unique representation of any F: E W+, it defines the decom- 
position of Wf into the direct sum 
W’=N,@Y, (3.23) 
where N, is the subspace of dimension -v spanned by the Qk and Y the 
complementary subspace defined by (3.22). 
So the above argument leads us to the following statement: a solution of 
Eq. (3.1) exists iff F: E Y, i.e., 
F: E Yo F+ E 9(6%(X)). 
We want to prove that codim a(X) = -v. (As .X is a continuous 
operator, this implies that 5?(X) is closed.) 
To this end it suffices to show that the linear continuous mapping 
T:W,t-*W+ defined by T(F+) = F:, where F: is the projection into W+ 
of the function defined by (CO - i)‘F+(w)/Gmm(o) (see 3.7) is an 
isomorphism. Indeed, if it is, we have 
where N=T-‘(N,) and 9?(X)=Z?p’(Tp’(Y)). Hence codimW(X)= 
dim N= -v and a(X) is closed. 
Thus it remains to show that T is a bijection. In fact, 
F+(o) T(F+)=O+(w-i)“-= 
G (0) 
Y-(w), Y- E w 
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and, consequently, T is injective. Now, let I;: be any element of W+. By 
the definition of T, we have 
F: (WI+ Y(W), !I-- E w-. 
Thus 
F+(w)=(oi)-“s+(w-i)-“G(m) Y”(o). (3.24) 
Noting that the second term in the right-hand side of (3.24) is in Wp and 
that F2: WH (o- i)-aFc(o)/Gp(w) is a function in W,, we see that 
F+(o) = P+ F*(o), 
where, by Lemma Al, P+ F2 E W,+. Then T is surjective and the proof is 
complete. 1 
4. EXAMPLE: THE SOMMERFELD PROBLEM 
In this section we shall apply the preceding theory to the study of the 
integral equation related to the plane wave diffraction by a half plane 
(perfectly conducting in the electromagnetic ase, perfectly rigid in the 
acoustic case). The equation reads 
s m~o(Blx-51)~(5)d5=f(x), x > 0, (4.1) 0 
where Ho is the Hankel function of second kind and zero order and p is a 
complex constant characteristic of the medium (Im /I < 0). The function f 
represents the field of the incident wave which, for the plane wave case, is 
given by 
f(x) = -exp( - ipx cos Q, 0 d 8 < Z/2. (4.2) 
Thus, we have f E M, and shall seek a solution cp in MmI. For Eq. (4.1) we 
have 
K(o) = $$. 
Bearing in mind Remark 3 of Section 2, we choose to define M-,,, as 
M _ 1,2 = {q E 9’(R): Q(o) = (w - /?)“2F(w), FE W} 
and W_ 1,2 = F(M-,,,) (similarly for M,,, and W1,2). 
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With these definitions we have G(w) = 1 and, consequently, v = 0; thus 
the solution exists and is unique for any f~ IV,,*. In particular, this is true 
for the plane wave excitation (4.2). From (4.2) we now obtain 
F+(o)= -i 
o-ficos8’ 
In this case the decomposition (3.7) is immediate; 
which leads to the following expression for 4 + = F-cp, 
@‘(co)= ,-;cos 8(w-w2> (4.3) 
where a = - if1112( 1 + cos 0)1’2. Writing (4.3) as 
it is apparent that CD+ E W+, since the first factor is in W+ and an 
application of the Wiener-Levy theorem shows that the function defined by 
the second factor, say G,, is such that G, - 1 E W+. This is a consequence 
of the regularity of the excitation (4.1) (continuous and of exponential 
decay). Thus, the solution is an ordinary Lebesgue integrable function, a 
result which can be shown to be in agreement with physical restrictions on 
the solution. 
APPENDIX 
LEMMA A.l. Let P’ : W + W’ be the projection operators defined by 
(2.5). Then P’(W,)c W$, O<or< 1. 
Proof Let FE W,, i.e., 
F(w) = (o - i)-“F,(o), F, E W. 
It is clear from the definition (2.5) that P+ and P- are complementary 
projections. Thus we limit ourselves to the consideration of P+. On the 
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other hand, since P+FE W+, to prove that P+FE W,+ it suffices to show 
that P+FE W,, which we proceed to do. For any GE W we have (see [S]): 
P+G(o)=&. lim 1 - G(wo) du 0 (2 = w + io, 0 > 0) u-to+ TWO--z 
P’F(‘(o) = P’[(w- i)-“F,](o) 
=-& lim [ F,(oo) 1 du 
o+o+ R(wo-i)awo-z O’ 
From 
1 1 1 1 1 (f3-i)a-(00-i)a =- 
(coo-i)“wo-z (co-i)“w,-z+(w-i)” (OO-z)(uo-i)a ’ 
it follows that 
P+F(w)=(w-i)-“P+F,(o) 
+(w-i)-E&. lim s 
F (u )(w-i)Z-(oo-i)Z 
1 0 duo, 
a-O+ R (u. - z)(o, - i)” 
where the first term in the right-hand side is, clearly, an element of W,. 
Since the second term is the product of two factors, one of which is 
(0 -i)-“, our problem is reduced to proving that the second factor 
represents a function in W. In this factor the integrand depends con- 
tinuously on z as z approaches the real axis. Consequently we may replace 
the integral z by o E R; i.e., we may write 
G(w) = il, F,(oo) 
(0 - i)” - (w. - i)” 
(uo _ w)(uo _ i)s duo = j-R F,(wo) &A 00) duo. 
Thus we have to prove that GE W. 
F,(o,) = jR fi(z) eioor dt with fi E L,(R) 
it can be shown that G(w) is equal to 
@co, uo) eioor da, 
But (see [ 11) 
(A.11 
K(w, T) = JR @co, coo) eiwo7 dw, = -2ni eiwr r(a’ Em; lb) h(z), (A.2) 
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where r represents the gamma function, h is the Heaviside unit step 
function, and 
r(4 (iw + 117) = 1 _ 1 -.I 
(iw +I )T 
r(u) r(a) 0 e ‘tap’ dt. (A.3) 
From (A.2) and (A.3) it is easy to see that 
IK(K(o, 7)l 6 2n[ 1 + (1 + 0z)E’2] = A(w). 
Substitution of this estimate in (A.l) yields 
i.e., the integral (A.1) exists for all o E R. Hence 
exists for every 0 E R. 
Next we prove that G = Pg, where g is the function in L,(R) given by 
g(t) =k j fi(7) 46 7) & fi EL,@) R 
with 
k(t, 7) = 
47-c2i ,~ T Ta 
r(a)z-(l-a)e (_ t)*(t _ 7) 47) 4 -t). 
First, let us show that fi E L,(R) implies ge L,(R). We have 
llgll,=bl~~~,(7)k(t,7)d7ldid~~(~~l~,(7)l I4,7)ld7)Jt. (A.4) 
By Fubini’s theorem, if the integral 
j- IN6 7)1 dt d7 
R 
exists, the integral in the right-hand side of inequality (A.4) exists and is 
equal to I. But we have I s Ik(t, 7)l dt = 4n2 I-(cc)r(l-tx)e --iTa Jf & dt h(z). (A.51 08 
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The integral in the right-hand side of (AS) is the value of the Laplace 
transform of the function t H t-‘(7 + t)-’ at the point 1. Using a table of 
integral transforms, [ 11, we obtain 
f 
co ep’ 
-dt=Z(l-cx)zP”e’Z(cr,7). 
0 P(z+ t) 
Thus 
I 
r(aT ‘I< dn*, 
w 
Ik(t, t)l dt=4n*-\ 
Hence 
and 
II gll1 6 47c2 IV, II 1. 
It remains to prove that the Fourier transform of g equals G. From the 
definition of 9g, 
and, once more using Fubini’s theorem, we get 
Yg(w)=&[Rf,(7)([Reiw’k(t,7)dt) d7. 
But (see [l]) 
f 
eio’k(t, 7) dt = 27X(0, 7). 
R 
Substituting this result into (A.6) yields 
Fg(o) = i, f,(z) NW, ~1 d7 = G(w), 
(A.61 
thus completing the proof. 1 
LEMMA A.2 (0 < OI< 1). Zf Yy- E IV;- then (w - i)‘Y- E W-. 
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Proof: It is obvious that (o - i)‘!F E W. Now, using the fact that 
(o-i)“= Fq(o), where q is the distribution represented by (see [Z, 
Chap. 23) 
~ ma/2 
cp(t)=e 
e’ 
q-cc) (-ty+’ 
N-t), 
we have, by the convolution theorem, 
(w-i)*Y-(o)=9[y * I+-](w). 
On the other hand, supp Yy c R ~ and supp cp c If&! - implies 
supp( cp * I,$ ) c IR ~ and the proof is complete. 1 
LEMMA A.3. Let d(w) = (w + i)“F+(o), where Ft E Wf. Then qf~ E WT,. 
The proof is entirely similar to that of Lemma A.2. 
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