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Abstract: We provide a simple method for writing the Dirac-Born-Infeld (DBI)
equations of a Dp-brane in an arbitrary static background whose metric depends
only on the holographic radial coordinate z. Using this method we revisit the Karch-
O’Bannon’s procedure to calculate the DC conductivity in the presence of constant
electric and magnetic fields for backgrounds where the boundary is four or three
dimensional and satisfies homogeneity and isotropy. We find a frame-independent
expression for the DC conductivity tensor. For particular backgrounds we recover
previous results on holographic metals and strange metals.
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1. Introduction
Holography provides a new approach for investigating strongly coupled field theories.
The most important case is given by the AdS/CFT correspondence [1] that maps
gauge theories with conformal symmetry to String/M theories compactified into Anti-
de-Sitter spacetimes. The AdS/CFT correspondence was conjectured by Maldacena
after investigating N coincident branes in String/M theory in the large-N limit. At
low energies some of these configurations describe conformal gauge theories at weak
coupling while at strong coupling they lead to supergravity solutions involving Anti-
de-Sitter spacetimes.
For example, the holographic dual of N = 4 U(N) Super Yang-Mills theory in
4-d is Type IIB String Theory in AdS5×S5. This duality arises from a configuration
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of N coincident D3-branes in the large-N limit. This example is very interesting for
many theoretical reasons (for instance integrability) and provides new insights into
the old problem of non-perturbative QCD. Another interesting example is the N = 6
k-level U(N) × U(N) Super Chern-Simons gauge theory in 3-d, whose holographic
dual is M-theory in AdS4 × S7/Zk. In this case the duality arises after consider-
ing a configuration of M2-branes in M theory. This example has inspired recent
holographic models for condensed matter physics.
An interesting problem in condensed matter systems is to describe charge trans-
port in strongly coupled theories. In holography, this is achieved by the inclusion of
fermionic charge carriers in the AdS/CFT correspondence. A very simple method
of including fermions in the AdS/CFT correspondence consists of the inclusion of
Nf Dp-branes in the probe limit Nf ≪ N . This was originally proposed in the 4-d
case [2] where Nf D7-branes are included on top of N D3-branes. The probe limit
Nf ≪ N guarantees that the backreaction of the D7-branes on the bulk geometry
can be ignored. The fermions are interpreted as quarks in the 4-d field theory whose
dual are strings stretching from the D3-branes to the D7-branes.
In this paper we consider the problem of probe Dp-branes in an arbitrary static
background whose metric depends only on the holographic radial coordinate z. We
provide a simple and elegant method to write the Dirac-Born-Infeld (DBI) equations
that describe the dynamics of the Dp-brane. Using these results we calculate the
electromagnetic currents through holographic methods for a general gauge field con-
figuration. We find a nice expression for the case when the gauge field strengths on
the brane depends only on the radial coordinate z. As an application, we consider
the case of constant electric and magnetic fields and calculate the DC conductivity
tensor when the boundary is four and three dimensional and satisfies homogeneity
and isotropy. This is done following the Karch-O’Bannon’s procedure [3, 4] (see
also [5]) which is based on the reality of the brane action. We check our results for
particular backgrounds, namely the D3-D7 model [2] and the Lifshitz background
[6, 7, 8, 9, 10]. Our results for the D3-D7 model are consistent with those of [3, 4, 5]
and are interpreted as holographic metals while in the Lifshitz case the conductivity
is consistent with [11] and can be interpreted in terms of strange metals. Our results
are also consistent with a recent method proposed in [12, 13], which is based on the
properties of an effective metric, called open string metric, that arises from the DBI
action.
Our paper ends with some conclusions and an appendix describing the Drude
model and the effect of a 5-d Chern-Simons term on the DBI equations for constant
electric and magnetic fields.
2. Dp-brane dynamics and holographic currents
Consider the dynamics of a probe Dp-brane in an arbitrary static background of the
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form
ds2 = a(z)gmn(z)dx
mdxn + b(z)dΣ2 , (2.1)
where gmn describes a D+1 spacetime that includes the radial coordinate z. We will
be interested in the cases D = 4 and D = 3 although the results in this section are
general.
We assume for simplicity that Σ is a compact space. We consider the case
where the Dp-brane fills the spacetime of the internal coordinates xm and wrapping
a submanifold Ω of dimension p−D inside Σ. In a general class of Dp-brane models,
the submanifold Ω is specified by fixing some coordinates in Σ to constant values
while one of the coordinates, say θ, depends on the radial coordinate z.
The induced metric on the Dp-brane takes the form
ds2
Dp
= a(z)gmn(z)dx
mdxn + b(z)dΩ2 =: GMNdx
MdxN , (2.2)
where gzz now includes a contribution arising from dθ
2 = θ′2(z)dz2.
2.1 The DBI action
The dynamics of a single Dp brane is described by the abelian DBI action
SDBI = −µp
∫
dDxdz dp−DΩ e−φ
√
− det(GMN + 2πα′FMN ) , (2.3)
where GMN is the induced metric on the probe brane, FMN is the world volume
gauge field strength and
µp = (2π)
−pα′−
p+1
2 (2.4)
is the brane tension.
We assume for simplicity, that the gauge fields have nonzero components in
the xm directions only and these components do not depend on the coordinates of
Ω. Thus, after integrating over the compact submanifold Ω we obtain the D + 1
dimensional effective action that can be written as
SDBI = −
∫
dDxdz γ(z)
√−E (2.5)
where E is the determinant of the tensor defined by
Emn := gmn + β(z)Fmn , (2.6)
and
β(z) =
2πα′
a(z)
,
γ(z) = µp VΩ e
−φ(a(z))
D+1
2 (b(z))
p−D
2 . (2.7)
Here we have used the notation VΩ to refer to the volume of the compact submanifold
Ω. Note that Fmn denotes the components of the field strength in the xm directions.
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2.2 DBI equations and holographic currents
The relevant fields in the effective action (2.5) are the D+1 dimensional gauge field
Am and the scalar field θ(z). Therefore the variation of the action (2.5) takes the
form
δSDBI = δS
Bulk
DBI + δS
Bdy
DBI (2.8)
where
δSBulkDBI =
∫
dDxdz
{
∂m
(
γβ
2
√−EE˜(ℓ,m)
)
δAℓ
+
[
∂z
(
γ
2
√−EE˜zz ∂gzz
∂θ′
)
−√−E∂γ
∂θ
]
δθ
}
, (2.9)
δSBdyDBI = −
∫
dDxdz
{
∂m
[(
γβ
2
√−EE˜(ℓ,m)
)
δAℓ
]
+ ∂z
[
γ
2
√−EE˜zz ∂gzz
∂θ′
δθ
]}
,
(2.10)
and E˜(ℓ,m) = E˜ℓm − E˜mℓ being E˜ℓm the inverse of Eℓm.
Since the field variations δAℓ and δθ are arbitrary, the bulk term (2.9) leads to
the DBI equations
∂m
(
γβ
2
√−EE˜(ℓ,m)
)
= 0 , (2.11)
∂z
(
γ
2
√−EE˜zz ∂gzz
∂θ′
)
−√−E∂γ
∂θ
= 0 . (2.12)
A natural prescription for the boundary electromagnetic currents in holography
is the following
jµ =
δS
δAµ |z=zBdy . (2.13)
In our case the only contribution comes from the first term in the boundary term
(2.10), so we find
jµ = − lim
z→zBdy
[
γβ
2
√−EE˜(µ,z)
]
. (2.14)
The relevant equation for the gauge fields are (2.11). Decomposing these equa-
tions into ℓ = (z, 0, i) components we obtain
∂0
(
γβ
2
√−EE˜(z,0)
)
+ ∂i
(
γβ
2
√−EE˜(z,i)
)
= 0 , (2.15)
−∂z
(
γβ
2
√−EE˜(z,0)
)
+ ∂i
(
γβ
2
√−EE˜(0,i)
)
= 0 , (2.16)
−∂z
(
γβ
2
√−EE˜(z,i)
)
− ∂0
(
γβ
2
√−EE˜(0,i)
)
+ ∂j
(
γβ
2
√−EE˜(i,j)
)
= 0 .(2.17)
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In the case where the gauge field strength tensor Fmn depends only on the radial
coordinate z, the equation (2.15) is automatically satisfied while the others can be
integrated out leading to the equation
γβ
2
√−EE˜(z,µ) = jµ , (2.18)
where jµ is the holographic current associated with the DBI action, as obtained in
(2.14). This is a non-trivial equation involving the field strengths on the l.h.s and
the holographic currents on the r.h.s.
The contribution from a Θ-term
In the D = 4 case, the boundary field theory is four dimensional and may include
a Θ-term of the form1.
SΘ = ǫ
µνρσ
∫
dtd3xΘFµνFρσ , (2.19)
where Θ = Θ(t, ~x) is a 4-d axion field and Fµν = ∂µAν−∂νAµ is the four dimensional
field strength.
Integrating by parts (2.19) we obtain
SΘ = 2ǫ
µνρσ
∫
dtd3x
{
∂µ [ΘAνFρσ] + Aµ(∂νΘ)Fρσ
}
, (2.20)
This term provides a contribution to the holographic current :
∆jµ =
δSΘ
δAµ
= 2ǫµνρσ(∂νΘ)Fρσ . (2.21)
2.3 The method of β-expansion
The method proposed in this paper consists on a series expansion in the param-
eter β(z) for the relevant quantities appearing on the DBI equations, namely the
determinant E and the inverse tensor E˜m,n.
Consider the matrix representation of the metric gˆ and the field strength Fˆ .
Then the tensor Emn has a matrix representation given by
Eˆ = gˆ + βFˆ = gˆ(1 + Xˆ) , (2.22)
where we have defined Xˆ := βgˆ−1Fˆ . Note that this matrix is matrix linear in β.
Recalling some properties of the determinant we can write E in terms of Xˆ :
E = det(Eˆ) = det(gˆ) det(1 + Xˆ)
1A Θ-term may arise from instanton configurations in QCD-like theories and breaks parity
symmetry, see for instance [14]
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= det(gˆ) exp{Tr[ln(1 + Xˆ)]} . (2.23)
On the other hand, the tensor Em,n corresponds to the inverse matrix Eˆ−1 and can
also be represented in terms of Xˆ :
Eˆ−1 = (1 + Xˆ)−1g−1 . (2.24)
Now we consider a series expansion in Xˆ for the determinant E and the inverse
tensor E˜m,n. For the determinant we first expand the matrix ln(1+ Xˆ) and take the
trace :
Tr[ln(1 + Xˆ)] = −1
2
Tr(Xˆ2)− 1
4
Tr(Xˆ4)− 1
6
Tr(Xˆ6) + . . . , (2.25)
where we used the identity Tr(Xˆn) = 0 for odd values of n. Substituting (2.25) into
(2.23) we get
E = det(gˆ)
{
1− 1
2
Tr(Xˆ2)− 1
4
Tr(Xˆ4) +
1
8
[Tr(Xˆ2)]2
− 1
6
Tr(Xˆ6) +
1
8
[Tr(Xˆ2)][Tr(Xˆ4)]− 1
48
[Tr(Xˆ2)]3 + . . .
}
. (2.26)
The traces appearing in the expansion can be written in a tensorial form
Tr(Xˆ2) = −β2FmnFmn ,
Tr(Xˆ4) = β4FmnFnpFpqFqm ,
Tr(Xˆ6) = β6FmnFnpFpqFqrF rsFsm , . . . (2.27)
Then we conclude that the determinant has the following β-expansion
E = det(gˆ)
{
1 +
β2
2
FmnFmn + β
4
4!
FmnpqFmnpq
+
β6
6!
FmnpqrsFmnpqrs + . . .
}
, (2.28)
where
Fmnpq := FmnFpq −FmpFnq + FmqFnp ,
Fmnpqrs := FmnFpqrs − FmpFnqrs + FmqFnprs
− FmrFnpqs + FmsFnpqr , . . . (2.29)
It is easy to check that the covariant tensors Fmnpq and Fmnpqrs are antisymmetric
in all the index2.
The expansion (2.28) involves only even powers of β. It can also be truncated
according to the dimension D + 1 of the spacetime relevant to the effective action.
2The antisymmetry of these tensors implies that they admit a representation in terms of Levi-
Civita symbols. We will not use that representation in this paper, though.
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This is due to the antisymmetry of the tensors appearing in the expansion. Consider
for instance the cases D = 4 or D = 3 where the effective bulk theory is five or
four dimensional respectively. In those cases the antisymmetry of the tensor Fmnpqrs
defined in (2.29) implies that this tensor vanishes. This is also true for the tensors
appearing at higher order in β. Therefore for D = 4 and D = 3 the β-expansion
(2.28) reduces to a polynomial or order β4.
Now consider the matrix representation (2.24) of the inverse tensor Em,n. Ex-
panding (1+ Xˆ)−1 in a geometric series and using (2.27) we get the following expan-
sion :
E˜mn = gmn − βFmn + β2FmpFpn − β3FmpFpqF qn
+ β4FmpFpqFqrF rn − β5FmpFpqF qrFrsF sn + . . . . (2.30)
We are also interested in the antisymmetric tensor E˜(m,n) = E˜mn − E˜nm. The terms
in the expansion (2.30) that contain even powers of β are symmetric in m ↔ n.
Therefore, the tensor E˜(m,n) takes the form
E˜(m,n) = −2βFmn − 2β3FmpFpqF qn − 2β5FmpFpqF qrFrsF sn + . . . . (2.31)
If we multiply the expansion (2.31) with the determinant given in (2.28) we
obtain the expansion
EE˜(m,n) = det(gˆ)
{
− 2βFmn − β3FpqFmnpq − β
5
4
FpqFrsFmnpqrs + . . .
}
. (2.32)
The DBI effective action and DBI equations
The β-expansion of the determinant E allows us to find a useful expansion for
the effective DBI action given in (2.5). In (2.5) the lagrangian density is proportional
to
√−E. Using the β-expansion in (2.28) we find that
√−E = √−gQ(z, x) , (2.33)
with Q(z, x) given by
Q(z, x) =
{
1 +
β2
2
FmnFmn + β
4
4!
FmnpqFmnpq + β
6
6!
FmnpqrsFmnpqrs + . . .
}1/2
.(2.34)
As a consequence of (2.33) and (2.32) we find that
√−EE˜(m,n) = −2β
√−g
Q(z, x)
{
Fmn + β
2
2
FpqFmnpq + β
4
8
FpqFrsFmnpqrs + . . .
}
.(2.35)
This is a very useful expansion. In the general case, where the field strengths depend
not only on z but also on time and spatial coordinates, we can use (2.35) in (2.11)
to rewrite the DBI equations as
∂m
{
γβ2
√−g
Q(z, x)
[
F ℓm + β
2
2
FpqF ℓmpq + β
4
8
FpqFrsF ℓmpqrs + . . .
]}
= 0 . (2.36)
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The DBI equations written in the form (2.36) show explicitly the expansion in β
which is equivalent to an expansion in the string length squared α′. This is useful
if we want to truncate the DBI equations in the limit of small β. In many brane
models the product γβ2 is independent of z so that in the limit of small β the DBI
equations reduce to Maxwell equations in a curved spacetime with metric gmn(z).
The traditional way of solving DBI equations is to choose first a gauge field
ansatz and then work with an effective determinant. The advantage of (2.36) is that
they are valid for a general class of gauge field configurations, including time and
space dependent field strengths.
As a simple application of the method described above, we will consider the case
the field strengths Fmn depend only on the radial coordinate z. This case is relevant
to describe the physics of constant electric and magnetic fields in the boundary. In
this case we can integrate out (2.36) and obtain
jµ = −γβ2
√−g
Q(z)
{
F zµ + β
2
2
FνρF zµνρ + β
4
8
FνρFλσF zµνρλσ + . . .
}
(2.37)
This equation is equivalent to (2.18) and will be used in the next section to calculate
the conductivity in the presence of constant electric and magnetic fields.
3. DC conductivity in 3 + 1 dimensions
Now we consider the problem of charge transport in a 3 + 1 dimensional strongly
coupled field theory in the presence of constant electric and magnetic fields. The way
of describing this system in holography is by considering a five dimensional effective
DBI action of the form (2.3) with a gauge field of the form :
A0(z) = f0(z) , ~A(z, x) = ~f(z)− ~Et+ 1
2
~B × ~x . (3.1)
For simplicity, we also assume that the metric is homogeneous and isotropy in the
spatial directions ~x in the sense that g11 = g22 = g33 := gxx(z).
As discussed in the previous section, the DBI equations in the case where the
field strengths depend on the radial coordinate z only can be written as (2.37). For
the ansatz (3.1) the equations (2.37) take the form
−Q(z)
γβ2
j0 =
√−ggzzg00
{[
1 + β2(gxx)2| ~B|2
]
∂zf0 + β
2(gxx)2( ~E × ~B) · (∂z ~f)
}
,
(3.2)
− γβ
2
Q(z)
~j =
√−ggzzgxx
{[
1 + β2g00gxx| ~E|2
]
∂z ~f
− β2g00gxx
[
( ~E · ∂z ~f) ~E − (∂zf0) ~E × ~B
]
+ β2(gxx)2( ~B · ∂z ~f) ~B
}
(3.3)
– 8 –
where
Q(z) ≡
{
Q0(z) + β
2gzzg00
[
1 + β2(gxx)2| ~B|2
]
(∂zf0)
2
+ β2gzzgxx
[
1 + β2g00gxx| ~E|2
]
|∂z ~f |2
− β4gzzg00(gxx)2
[
−2(∂zf0)( ~E × ~B) · (∂z ~f) + ( ~E · ∂z ~f)2
]
+ β4gzz(gxx)3
(
~B · ∂z ~f
)2 }1/2
, (3.4)
and
Q0(z) = 1 + β
2
[
g00gxx| ~E|2 + (gxx)2| ~B|2
]
+ β4g00(gxx)3( ~E · ~B)2 . (3.5)
Note that Q0(z) does not depend on the functions f0(z) and ~f(z).
Taking the scalar product of (3.3) with ~E, ~B and ~E × ~B respectively we get the
following equations
Q(z)
γβ2
~E ·~j = −√−ggzzgxx
{
( ~E · ∂z ~f) + β2(gxx)2( ~E · ~B)( ~B · ∂z ~f)
}
, (3.6)
Q(z)
γβ2
~B ·~j = −√−ggzzgxx
{[
1 + β2g00gxx| ~E|2 + β2(gxx)2| ~B|2
]
( ~B · ∂z ~f)
− β2g00gxx( ~E · ~B)( ~E · ∂z ~f)
}
, (3.7)
Q(z)
γβ2
( ~E × ~B) ·~j = √−ggzzgxx
{
−
[
1 + β2g00gxx| ~E|2
]
( ~E × ~B) · (∂z ~f)
− β2g00gxx| ~E × ~B|2∂zf0
}
. (3.8)
3.1 Solutions of the DBI equations
We can solve the system (3.6) and (3.7) as a function of Q(z). The result is
√−ggzzgxx ~B · ∂z ~f = − Q(z)
γβ2Q0(z)
{
~B + β2g00gxx( ~E · ~B) ~E
}
·~j
=:
Q(z)
γβ4Q0(z)
jB , (3.9)
√−ggzzgxx ~E · ∂z ~f = − Q(z)
γβ2Q0(z)
[
Q0(z)~j · ~E − (gxx)2( ~E · ~B)jB
]
=:
Q(z)
γβ4Q0(z)
jE . (3.10)
Similarly, we can solve (3.2) and (3.8) as a function of Q(z). The solutions are
given by
√−ggzzgxx( ~E × ~B) · ∂z ~f = − Q(z)
γβ2Q0(z)
{
− β2(gxx)2| ~E × ~B|2j0
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+
[
1 + β2(gxx)2| ~B|2
]
( ~E × ~B) ·~j
}
=:
Q(z)
γβ5Q0(z)
jEB , (3.11)
√−ggzzg00∂zf0 = Q(z)
γβ2Q0(z)
{
−
[
1 + β2g00gxx| ~E|2
]
j0 + β2g00gxx( ~E × ~B) ·~j
}
=:
Q(z)
γβ3Q0(z)
j˜0 . (3.12)
Using these results in (3.3) we get
√−ggzzgxx
[
1 + β2g00gxx| ~E|2
]
∂z ~f =
Q(z)
γβ2Q0(z)
{
−Q0(z)~j + g00gxxjE ~E
− β(gxx)2j˜0 ~E × ~B − (gxx)2jB ~B
}
. (3.13)
Finally, using the solutions in the expansion for Q(z) ( eq. 3.4) we find a solution
for Q(z) :
Q(z) =
γβ2Q0(z)√
Q0(z)χ(z) +
(gxx)3
[1+β2g00gxx| ~E|2]
j˜20 − g
00(gxx)4
[1+β2g00gxx| ~E|2]
j2B
, (3.14)
where
χ(z) := γ2β4 +
β2g00(gxx)2[
1 + β2g00gxx| ~E|2
] [|~j|2 + β2g00gxx(~j · ~E)2] . (3.15)
Note that Q(z) has now been expressed in terms of the physical quantities of the
system, namely the charge density j0, the electromagnetic current ~j and the electric
and magnetic fields ~E and ~B.
3.2 The Karch-O’Bannon’s procedure and the conductivity tensor in a
general frame
The onshell DBI action can be written as
So.sDBI = −
∫
d4xdzγ(z)
√−gQ(z) , (3.16)
with Q(z) given by (3.14).
The Karch-O’Bannon’s procedure proposed in [3] and further developed in [4, 5]
consists in imposing the reality constraint on the onshell DBI action. In a general
class of backgrounds the metric blows up at the boundary while the component gtt
vanishes at the horizon. Under these circumstances, it is not difficult to see from
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(3.5) and (3.15) that the functions Q0(z) and χ(z) should have a zero at a point
z = z∗ and z = zχ respectively. Using the identity
[
1 + β2g00gxx| ~E|2
] [
1 + β2(gxx)2
( ~E · ~B)2
~E2
]
= Q0(z)− β2(gxx)2 |
~E × ~B|2
| ~E|2 , (3.17)
we conclude that 1 + β2g00gxx| ~E|2 < 0 at z = z∗. Therefore, in order to avoid an
imaginary action we find from (3.14) that j˜0 and jB must vanish at z = z∗. Since
1 + β2g00gxx ~E2 is also positive at the boundary it should have a zero at z = zE2,
which is closer to the boundary than z∗. Analyzing all the possible localizations of
zχ with respect to z∗ and zE2 leads to the conclusion that zχ = z∗ (for more details
see [5]).
In summary, we find from the reality constraint on the action that at some point
z = z∗ the following equations must be satisfied :
Q0 = 1 + β
2g00gxx| ~E|2 + β2(gxx)2| ~B|2 + β4g00(gxx)3( ~E · ~B)2 = 0 , (3.18)
jB = −β2
[
~j · ~B + β2g00gxx( ~E · ~B)~j · ~E
]
= 0 , (3.19)
j˜0 = β
{
−
[
1 + β2g00gxx| ~E|2
]
j0 + β2g00gxx~j · ( ~E × ~B)
}
= 0 , (3.20)
χ = γ2β4 +
β2g00(gxx)2[
1 + β2g00gxx| ~E|2
] [|~j|2 + β2g00gxx(~j · ~E)2] = 0 . (3.21)
From eqs. (3.18), (3.19) and (3.20) we get
1 + β2(gxx)2| ~B|2 = −β2g00gxx
[
| ~E|2 + β2(gxx)2( ~E · ~B)2
]
, (3.22)
~j · ( ~E × ~B) = β
2(gxx)2| ~E × ~B|2j0[
1 + β2(gxx)2| ~B|2
] , (3.23)
~j · ~B = −β2g00gxx( ~E · ~B)~j · ~E . (3.24)
The spatial current ~j can be decomposed into projections on ~E, ~B and ~E × ~B as
~j =
1
| ~E × ~B|2
{[
(~j · ~E)| ~B|2 − (~j · ~B)( ~E · ~B)
]
~E
+
[
(~j · ~B)| ~E|2 − (~j · ~E)( ~E · ~B)
]
~B +~j · ( ~E × ~B) ~E × ~B
}
. (3.25)
Using (3.23), (3.24) and (3.25) we get
~j = − β
2gxx[
1 + β2(gxx)2| ~B|2
]{g00(~j · ~E) [~E + β2(gxx)2( ~E · ~B) ~B]
− gxxj0 ~E × ~B
}
. (3.26)
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Using (3.21) and (3.26) we can solve ~j · ~E. Assuming ~j · ~E ≥ 0 we get
~j · ~E = −g00
β2
√
(gxx)3
[
1 + β2(gxx)2| ~B|2
]
γ2β4 + β2(j0)2 .
(3.27)
Writing the current as ji = σijEj we get the conductivity tensor
σij =
gxx[
1 + β2(gxx)2| ~B|2
]{
[√
(gxx)3
[
1 + β2(gxx)2| ~B|2
]
γ2β4 + β2(j0)2
]
× [δij + β2(gxx)2BiBj]+ β2gxxj0ǫijkBk} . (3.28)
This result is consistent with the one obtained in [3, 5] for the D3-D7 brane model.
In that case the induced metric can be written as
ds2
D7
R2
= − 1
z2
(
1− z4
z4
H
)2
(
1 + z
4
z4
H
) dt2 + 1
z2
(
1 +
z4
z4H
)
d~x2 +
[
1
z2
+ (∂zθ)
2
]
dz2
+ cos2 θ(z)dΩ23 . (3.29)
The black brane horizon is related to the field theory temperature by zH =
√
2/(πT ).
The dilaton is just e−φ = g−1s and the AdS radius is given by R = (4πλ)
1/4
√
α′ with
λ = gsNc. Then, comparing to (2.5) we obtain
β(z) =
2πα′
R2
=
√
πλ−1/2 ,
γ(z) =
µ7
gs
VS3R
8 cos3 θ(z) =
λNc
4π3
cos3 θ(z) ,
gxx(z) =
1
z2
(
1 +
z4
z4H
)
. (3.30)
Our result (3.28) is also consistent with that obtained recently in [12, 13], using
the method of open string metric.
3.3 The Drude limit and holographic metals
As observed in [3, 5], the Drude limit is obtained by neglecting the effects of pair pro-
duction (large mass limit) and higher powers in the electric field. In our framework,
this corresponds to the limit γ → 0 and g00 → 0. Then (3.28) reduces to
σDij =
j0
µM
[
1 + |
~B|2
µ2M2
][δij + BiBj
µ2M2
+ ǫijk
Bk
µM
]
, (3.31)
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where
µM =
1
β
gxx(z∗) . (3.32)
As shown in appendix A, this is exactly the Drude conductivity that describes a
metallic behavior for particles with density j0 and mass M . Note that in the case of
a black brane the induced metric contains a horizon defined by g00 = 0. Then in the
Drude limit the point z = z∗ coincides with the horizon zH . In particular, for the
D3-D7 brane model we get from (3.30) :
µM = 2
√
λ√
πz2H
=
π
2
√
λ¯T 2 , (3.33)
where λ¯ = 4πλ. As discussed in [3, 5], this result can also be obtained by computing
the drag force on the charge carriers in the holographic metals.
The temperature dependence in (3.33) is typical of metals. In the next section
we will consider backgrounds with Lifshitz symmetry where the conductivity has a
different dependence on temperature.
4. DC conductivity in 2+1 dimensions
In 2 + 1 dimensions the magnetic field is a scalar so the gauge field ansatz takes the
form
A0(z) = f0(z), ~A(z, x) = ~f(z)− ~Et + 12Bǫijxixˆj , (4.1)
where xˆi is the unit vector in the spatial directions i = (1, 2) and ǫij is the Levi-Civita
symbol. Since the field strengths depend only on the z coordinate we can use (2.37)
to get the DBI equations :
−j0 = γβ
2
√−g
Q(z)
gzzg00
{[
1 + β2(gxx)2B2
]
∂zf0 + β
2(gxx)2( ~˜E · ∂z ~f)B
}
(4.2)
−~j = γβ
2
√−g
Q(z)
gzzgxx
{[
1 + β2g00gxx| ~E|2
]
∂z ~f − β2g00gxx
[
( ~E · ∂z ~f) ~E
−B(∂zf0) ~˜E
]}
, (4.3)
where ~˜E = εijEjxˆi and Q(z) is given by
Q(z) = {Q0(z) + β2gzzg00[1 + β2(gxx)2B2](∂zf0)2
+ β2gzzgxx[1 + β2g00gxx| ~E|2]|∂z ~f |2
− β4gzzg00(gxx)2[−2∂zf0( ~˜E · ∂z ~f)B + ( ~E · ∂z ~f)2]}1/2 , (4.4)
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with
Q0(z) = 1 + β
2g00gxx| ~E|2 + β2(gxx)2B2 . (4.5)
Following a procedure similar to that described in the previous section we solve
(4.2) and (4.3) in terms of Q(z). We find in this case
√−ggzzg00∂zf0 = Q(z)
γβ2Q0(z)
{
−
[
1 + β2g00gxx| ~E|2
]
j0 + β2g00gxxB~j · ~˜E
}
=:
Q(z)
γβ3Q0(z)
j˜0 , (4.6)
√−ggzzgxx ~E · ∂z ~f = −Q(z)
γβ2
~j · ~E , (4.7)
√−ggzzgxx ~˜E · ∂z ~f = − Q(z)
γβ2Q0(z)
{ [
1 + β2gzzgxxB2
]
~j · ~˜E
− β2(gxx)2B| ~E|2j0
}
, (4.8)
√−ggzzgxx
[
1 + β2g00gxx| ~E|2
]
∂z ~f = − Q(z)
γβ2Q0(z)
[
Q0(z)~j
+ β2g00gxxQ0(z)(~j · ~E) ~E
+ β(gxx)2 j˜0B
~˜E
]
, (4.9)
Finally, using the results ((4.6), (4.7), (4.8) and (4.9) in (4.4) we find a solution for
Q(z) in terms of the current and electromagnetic fields :
Q(z) =
γβ2Q0(z)√
Q0(z)χ(z) +
(gxx)2
[1+β2g00gxx| ~E|2]
j˜20
, (4.10)
where
χ(z) := γ2β4 +
β2g00gxx[
1 + β2g00gxx| ~E|2
] [ |~j|2 + β2g00gxx(~j · ~E)2] . (4.11)
4.1 The conductivity tensor
Following the Karch-O’Bannon’s procedure, described in Section 3, we find that the
reality constraint of the onshell DBI action leads to the following conditions at z = z∗
:
Q0 = 1 + β
2g00gxx| ~E|2 + β2(gxx)2B2 = 0 , (4.12)
j˜0 = β
{
−
[
1 + β2g00gxx| ~E|2
]
j0 + β2g00gxxB~j · ~˜E
}
= 0 , (4.13)
γ2β4 +
β2g00gxx[
1 + β2g00gxx| ~E|2
][ |~j|2 + β2g00gxx(~j · ~E)2] = 0 (4.14)
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From equations (4.12) and (4.13) we get
1 + β2(gxx)2B2 = −β2g00gxx| ~E|2 , (4.15)
~j · ~˜E = β
2(gxx)2| ~E|2Bj0
[1 + β2(gxx)2B2]
. (4.16)
The current can be decomposed as
~j =
[
(~j · ~˜E) ~˜E + (~j · ~E) ~E]
| ~E|2 . (4.17)
Using (4.15) and (4.16) in (4.17) we obtain
~j = − β
2gxx
[1 + β2(gxx)2B2]
{
g00(~j · ~E) ~E − gxxBj0 ~˜E
}
. (4.18)
Using (4.14) and (4.18) we solve ~j · ~E. Assuming ~j · ~E ≥ 0 we get
~j · ~E = −g00
β2
√
(gxx)2 [1 + β2(gxx)2B2] γ2β4 + β2(j0)2 . (4.19)
Writing the current as ji = σijEj we get the conductivity tensor
σij =
(gxx)
[1 + β2(gxx)2B2]
{√
(gxx)2[1 + β2(gxx)2B2]γ2β4 + β2(j0)2 δij
+ β2gxxBj0 ǫij
}
. (4.20)
In this case the conductivity has two identical diagonal components σ11 = σ22 and
two opposite non-diagonal components σ12 = −σ21. Remember that in (4.20) the
parameters β and α as well as the metric gxx are evaluated at the special point z∗
satisfying Q0(z∗) = 0.
Our result (4.20) is also consistent with that obtained recently in [12, 13], using
the method of open string metric.
4.2 Lifshitz symmetry and strange metals
Here we consider the finite temperature background considered in [11] in a holo-
graphic approach to strange metals. The induced metric of a Dp-brane in the mass-
less case can be written as
ds2 = R2
(
− f(v) dt
2
v2z¯
+
dv2
f(v)v2
+
dx2 + dy2
v2
)
+ dΩ2 , (4.21)
where Ω is a compact submanifold and v is the radial direction that extends from
the boundary v = 0 to the horizon v+.
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The function f(v) is model dependent but satisfies the universal condition f(v+) =
0. As a consequence of this condition we get
T =
|f ′(v+)|
4πvz¯−1+
∼ 1
vz¯+
(4.22)
The metric (4.21) realizes Lifshitz symmetry through the following scaling trans-
formations :
t→ λz¯t , ~x→ λ~x , v → λv . (4.23)
The parameter z¯ is then interpreted as the dynamical critical exponent of the quan-
tum critical sector in the dual field theory.
The Dp-brane action corresponding to (4.21) can be written as in (2.5) with
β(v) = 2πα′ ,
γ(v) = µpVΩe
−φ =: τeff ,
gxx(v) =
R2
v2
. (4.24)
Therefore, from (4.20) we get for the Lifshitz background the conductivity tensor
σij =
1[
1 + (2πα
′
R2
)2v4∗B
2
]{
√[
1 + (
2πα′
R2
)2v4∗B
2
]
τ 2eff (2πα
′)4 + (
2πα′
R2
)2v4∗(j
0)2 δij
+ (
2πα′
R2
)2v4∗Bj
0 ǫij
}
. (4.25)
This result is consistent with the one obtained in [11]. In the limit of large densities
the conductivity tensor reduces to
σij =
(2πα
′
R2
)v2∗ j
0[
1 + (2πα
′
R2
)2v4∗B
2
]{δij + (2πα′
R2
)v2∗Bǫij
}
=:
ρ−1[
1 + B
2
µ2M2
]{δij + B
µM
ǫij
}
. (4.26)
The parameter ρ is interpreted as the DC resistivity which has the following temper-
ature dependence :
ρ =
R2
2πα′v2∗j
0
∼ T
2/z¯
j0
. (4.27)
For the case z¯ = 2 the DC resistivity is linear in the temperature, as expected for
strange metals. Note that the second line in (4.26) is the same obtained in a 2 + 1
dimensional Drude model with µM given by
µM =
R2
2πα′v2∗
∼ T 2/z¯ . (4.28)
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5. Conclusions
We have proposed a simple expansion method to investigate DBI equations and define
holographic currents in a general class of backgrounds (whose metric depends on the
radial coordinate only) and Dp-brane configurations. Our method is alternative to
the traditional approach where an effective determinant is calculated for each field
configuration. In our method, we write the DBI equations for arbitrary gauge field
configurations before choosing any ansatz. We expect that our results would be
useful in several holographic models that are derived from String Theory. A future
direction in our approach would be to extend the expansion method for the case of
backgrounds with conical deficits (see for instance [16]).
As an application of our method we have discussed thoroughly the situation
where constant electric and magnetic fields are turned on. Following the Karch-
O’Bannon’s method we found for a general background, satisfying homogeneity and
isotropy, a frame-independent expression for the conductivity tensor in 3 + 1 and
2 + 1 dimensions. For particular backgrounds we have recovered previous results on
holographic metals and strange metals. An interesting point in that analysis was
that the presence of a horizon guarantees the existence of a solution that satisfies
the real constraint.
It would be interesting to investigate also physical systems where the elec-
tric/magnetic fields have a time or spatial dependence. We leave this problem for
future work.
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A. The Drude model
The Drude equation for an electromagnetic current can be written as
j0 ~E − µM~j +~j × ~B = 0 , (A.1)
where µ is the drag coefficient and M is the mass of the charge carrier. We can write
this equation in a matrix form :
Mijjj = −j0Ei , (A.2)
where
Mij = −µMδij + ǫijkBk . (A.3)
The inverse of this object is
M−1ij = −
1
µM
[
1 + |
~B|2
µ2M2
][δij + BiBj
µ2M2
+ ǫijk
Bk
µM
]
. (A.4)
Using this result we get the Drude conductivity
σDij =
j0
µM
[
1 + |
~B|2
µ2M2
][δij + BiBj
µ2M2
+ ǫijk
Bk
µM
]
. (A.5)
B. The effect of a 5-d Chern-Simons term
In some brane models that reduce to five dimensions we obtain an effective Chern-
Simons (CS) action
SCS =
α
4
ǫℓmnpq
∫
d4xdzAℓFmnFpq . (B.1)
In the special case of (3.1), where we have constant electric and magnetic fields,
the DBI-CS equations reduce to
0 = α~E · ~B , (B.2)
−j0 = γβ
2
Q(z)
√−ggzzg00
{[
1 + β2(gxx)2 ~B2
]
∂zf0 + β
2(gxx)2( ~E × ~B) · (∂z ~f)
}
− 6α~B · ~f , (B.3)
−~j = γβ
2
Q(z)
√−ggzzgxx
{[
1 + β2g00gxx| ~E|2
]
∂z ~f
− β2g00gxx
[
( ~E · ∂z ~f) ~E + (∂zf0) ~E × ~B
]
+ β2(gxx)2( ~B · ∂z ~f) ~B
}
+ 6α
[
f0 ~B + ~f × ~E
]
. (B.4)
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Here the quantities j0 and ~j are integration constants, not necessarily the electro-
magnetic current3.
According to eq. (B.2) the electric and magnetic field must be orthogonal4. Note
that we can rewrite the last term in (B.4) as
6α
[
f0 ~B + ~f × ~E
]
= 6α
{[
f0| ~B|2 + ( ~E × ~B) · ~f
] ~B
| ~B|2 −
( ~B · ~f)
| ~B|2
~E × ~B
}
. (B.5)
Here we used the vectorial decomposition
~f =
1
| ~E × ~B|2
{[
(~f · ~E)| ~B|2 − (~f · ~B)( ~E · ~B)
]
~E
+
[
(~f · ~B)| ~E|2 − (~f · ~E)( ~E · ~B)
]
~B + ~f · ( ~E × ~B) ~E × ~B
}
. (B.6)
and the constraint ~E · ~B = 0.
Taking the scalar product of (B.4) with ~E, ~B and ~E× ~B respectively we get the
equations :
√−ggzzgxx ~E · ∂z ~f = −Q(z)
γβ2
~j · ~E , (B.7)
√−ggzzgxx ~B · ∂z ~f = − Q(z)
γβ2Q0(z)
{
~j · ~B + 6α
[
f0| ~B|2 + ( ~E × ~B) · ~f
]}
, (B.8)
√−ggzzgxx
{[
1 + β2g00gxx| ~E|2
]
( ~E × ~B) · ∂z ~f − β2g00gxx| ~E × ~B|2∂zf0
}
=
Q(z)
γβ2
[
~j · ( ~E × ~B)− 6α( ~B · ~f)| ~E|2
]
. (B.9)
Here we used ~E · ~B = 0 . From (B.3) and (B.9) we get
√−ggzzgxx( ~E × ~B) · ∂z ~f = − Q(z)
γβ2Q0(z)
{
− β2(gxx)2| ~E × ~B|2j0
+
[
1 + β2(gxx)2| ~B|2
]
~j · ( ~E × ~B)− 6α(~f · ~B)| ~E|2
}
=: − Q(z)
γβ5Q0(z)
{
jˆEB − 6αβ3(~f · ~B)| ~E|2
}
. (B.10)
√−ggzzg00∂zf0 = Q(z)
γβ2Q0(z)
{
−
[
1 + β2g00gxx| ~E|2
]
j0
+ β2g00gxx~j · ( ~E × ~B) + 6α~f · ~B
}
3The definition of holographic currents in the presence of a Chern-Simon term is subtle because
of chiral anomaly (see for instance [17, 18, 19])
4If we want to consider parallel electric and magnetic fields we would need to introduce a time
dependence on the A0 component (see for instance [17])
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=:
Q(z)
γβ3Q0(z)
{
jˆ0 + 6αβ ~f · ~B
}
. (B.11)
Using (B.5), (B.7), (B.8) and (B.11) in (B.4) we get
√−ggzzgxx
[
1 + β2g00gxx| ~E|2
] [
∂z ~f − ( ~B · ∂z ~f)
~B
| ~B2|
]
=
Q(z)
γβ4Q0(z)
{
Q0(z)
[
−β2~j + β2(~j · ~B)
~B
| ~B|2
]
− β4Q0(z)g00gxx(~j · ~E) ~E
− β2
[
(gxx)2βjˆ0 − 6 α| ~B|2
[
1 + β2g00gxx| ~E|2
]
( ~B · ~f)
]
~E × ~B
}
(B.12)
We can take the derivative of (B.8) and use (B.10) and (B.11) to get a second order
differential equation for ~B · ~f :
√−ggzzgxx
(
γβ5Q0(z)
Q(z)
)
∂z
[γβ2Q0(z)
Q(z)
√−ggzzgxx∂z( ~B · ~f)
]
= −6α
{
g00g
xxβ2| ~B|2jˆ0 − jˆEB + 6α
[
g00g
xxβ2| ~B|2 + β2| ~E|2
]
β ~B · ~f
}
. (B.13)
Finally, using (B.7), (B.10), (B.11) and (B.12) in the definition of Q(z) we get
Q(z)
γβ2Q0(z)
=
√
Q0(z)
[
1 + β2gzzgxx
( ~B · ∂z ~f)2
| ~B|2
]1/2 {
γ2β4Q20(z)
+ (gxx)3
[
1 + β2(gxx)2| ~B|2
] [
jˆ0 + 6αβ ~B · ~f
]2
− 2g00(gxx)4
[
jˆ0 + 6αβ ~B · ~f
] [
jˆEB − 6αβ3( ~B · ~f)| ~E|2
]
− (g00)2(gxx)3β4Q20(z)(~j · ~E)2
+
g00(gxx)2
β2
[
1 + β2gzzg00| ~E|2
]∣∣∣Q0(z)
[
−β2~j + β2(~j · ~B)
~B
| ~B|2
]
− β4Q0(z)g00gxx(~j · ~E) ~E
− β2
[
(gxx)2βjˆ0 − 6 α| ~B|2
[
1 + β2g00gxx| ~E|2
]
( ~B · ~f)
]
~E × ~B
∣∣∣2}−1/2 .(B.14)
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