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Abstract. Inward pointing velocity conditions are important in the study of whether trajectories remain within sets (the
so-called invariance or viability) and also to establish constraint qualifications (CQ) under which necessary conditions of
optimality for control problem can be guaranteed to be nondegenerate NCO or normal. In our research on nondegenerate
NCO we have studied different types of CQs in the form of inward pointing velocity (IPV) conditions, and, in particular, in
which situation one type implies other type of IPV. Such findings are reported in the article.
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INTRODUCTION
We start by considering a control problem where the trajectory is constrained to some set H ⊂ Rn.
x˙(t) = f (t,x,u)
x(0) = x0
x(t) ∈ H
(1)
and the trajectory starts at the boundary of the set, i.e.,
x(0) ∈ bdy H (2)
Consider also a pair (x,u) of functions x : R+ → Rn, u : R+ → Rm that is admissible for this problem, that is
satisfies (1) and (2). In order to have trajectories that remain within sets, we must have an initial velocity that points to
the interior of the set. That is the so-called inward-pointing velocity condition:
∃u˜ ∈ Rm : ζ · f (t,x0, u˜)≤ 0 a.e. t ∈ [0,ε] with ζ ∈ NH(x0). (3)
where the normal cone is defined ro be NH(x) = co{λ lim vi|vi| : λ ≥ 0, vi ⊥C at xi,xi→ x,vi→ 0}, co C is the convex
hull of a set C and v⊥C if v = x′− x, where the point x′ has unique closest point x in C.
It was well known that when the set H is smooth and described by a smooth functional inequality then ζ in (3)
is a singleton related with the gradient of the functional. Now consider the optimal control problem consisting of
minimizing a cost function J(x,u) such that (x,u) satisfy (1) and (2). The pair (x¯, u¯) is called minimizer if it is an
admissible for this problem and minimizes the cost functional J(x,u). If the control u is assumed to be piecewise
left-continuous functions, the pair (x¯, u¯) is called a minimizer in the class of piecewise continuous controls.
The Maximum Principle (MP) for these optimal control problems in which the trajectory starts at the boundary of
the set, may not give any useful information when the set of candidate to minimizer is equal to the set of admissible
solutions. Therefore, it is important to strengthen the conditions of the MP to avoid this degeneracy.
The importance attached to the development of nondegenerate NCO is illustrated in the history of Mathematical
Programming ([1], [2]). The best known conditions are perhaps the Kuhn-Tucker conditions [3]. However theses
conditions are only a strengthened form of previous Fritz-John conditions [4].
In optimal control problems, strong forms of the MP can be applied when certain constraint qualifications are
satisfied. In the literature, these conditions appear in the form of inward pointing velocity conditions, similar to (3).
We can distinguish two types of constraints qualifications (CQ):
Type A : There exists a control that can pull the trajectory away from the state constrained boundary in a neighborhood
of the initial time.
Type B : There exists a control that can pull the trajectory away from the state constrained boundary faster then the
optimal control on a neighborhood of the initial time.
Each type has its own merits. The CQ of type B, (see [5], [6]) is not easy to verify in general, because we do not
know a priori the optimal control function. However, it is typically applicable to problems with less regularity on the
data than the CQ of type A (see [7], [8] and [9]). In particular, the importance of results involving CQ with optimal
control is illustrated in [10] when applied to calculus of variations problems.
Here, we are interested in study under which conditions the CQ of type A implies the conditions of type B.
MAIN RESULT
Through this section, we assume the following hypotheses:
H1 There exists a L×B measurable function k(t,u) such that t 7→ k(t, u¯(t)) is integrable and
‖ f (t,x,u)− f (t,x′,u)‖ ≤ k(t,u)‖x− x′‖
for x,x′ ∈ x¯(t)+δ ′B, u ∈ Rm a.e. t ∈ [0,1].
Furthermore there exist scalars K f > 0 and ε ′ > 0 such that
‖ f (t,x,u)− f (t,x′,u)‖ ≤ K f ‖x− x′‖
for x,x′ ∈ x¯(0)+δ ′B, u ∈ Rm a.e. t ∈ [0,ε ′].
H2 Assume that H is such that the signed distance function
d(x) =
{ −dist(x,bdy(H)), x ∈ H;
dist(x,bdy(H)), otherwise
is continuously differentiable.
For our problem, in which the trajectory starts at the boundary of the set H, the minimizing state trajectory can have
three different behaviors:
Case 1 The minimizing state trajectory leaves the boundary immediately and stays away from the boundary for some
time, i.e. there exists r ∈ (0,1) such that x¯(t) ∈ int H,∀t ∈ (0,r].
Case 2 The minimizing state trajectory remains on the boundary on a neighborhood of the initial time, i.e. there exists
r ∈ (0,1] such that x¯(t) ∈ bdy H,∀t ∈ [0,r].
Case 3 Neither case 1 nor case 2. For any neighborhood of the initial time, the trajectory enters and leaves the
boundary, that is, for any ε > 0
A∩ (0,ε] 6= /0 and [0,ε]\A 6= /0
where
A = {t ∈ [0,1] : d(x¯(t)) = 0}.
Note that, in Case 3 the trajectory has to enter and leave the boundary an infinite number of times in finite time. If
this were not the case, we could pick the instant of time nearer to the origin and consider case 1 or case 2 before the
first abandonment or return to the boundary had occurred.
If the minimizer trajectory is x¯(t) =−t3− t3 sin(1
t
) and H = R−0 , we have a problem in which the behavior of the
of the minimizer trajectory is the case 3, as it is illustrated in the figure below.
The minimizer trajectory is x¯(t) =−t3− t3 sin(1
t
).
If Case 1 occurs, the MP can be strengthened without assuming any kind of constraint qualifications, see for example
[11]. Therefore, in this case, it is useless to compare constraints qualifications.
As mentioned before we can find in the literature two kinds of constraint qualifications:
Type A : For some δ > 0
∃u˜ ∈ Rm:
dx(x0) · f (t,x0, u˜)<−δ a.e. t ∈ [0,ε).
Constraint qualification type A
That is, there exists a control that can pull the trajectory away from the state constrained boundary in a neighbor-
hood of the initial time.
Type B : For some δ > 0
∃u˜ ∈ Rm:
dx(x0)·( f (t,x0, u˜)− f (t,x0, u¯))<−δ a.e. t ∈ [0,ε).
Constraint qualification type B
That is, there exists a control that can pull the trajectory away from the state constrained boundary faster then the
optimal control on a neighborhood of the initial time.
Proposition 1 Let (x¯, u¯) be a minimizer. Assume that hypotheses H1-H2 are satisfied.
Additionally, assume that ∃r ∈ (0,1]:
d(x¯(t)) = 0, ∀t ∈ [0,r], (i.e. Case 2).
Then, CQ of type A implies CQ of type B.
Idea of the proof: Since x→ d(x) is continuous differentiable and x(t) is an absolutely continuous function, we have
d
dt
d(x(t)) exists for a.e. t ∈ [0,1].
For a.e. t ∈ [0,r), we have
dx(x¯(t)) · f (t, x¯(t), u¯(t)) = 0. (4)
Then appealing to H1 we get the result.
Proposition 2 Let (x¯, u¯) be a minimizer in the class of piecewise continuous controls. Assume that hypotheses H1-H2
are satisfied. Let A = {t ∈ [0,1] : d(x¯(t)) = 0}.
If ∀r ∈ (0,1)
A∩ (0,r] 6= /0 and (0,r]\A 6= /0, (i.e. Case 3).
Then, CQ of type A implies CQ of type B.
Idea of the proof: Consider the set C = (0,r]\A and a partition of disjoint opens intervals {Ci} such that C = ∪∞i=1Ci
with Ci = (ci,di), d(x¯(ci)) = 0, d(x¯(di)) = 0, and d(x¯(s))< 0 for all s ∈ (ci,di).
We prove by contradiction that there exists ∃si ∈]ci,di[, ∀i ∈ N:
dx(x¯(si)) · f (si, x¯(si), u¯(si))≥ 0. (5)
Then using H1 we get the result.
The complete proof of these propositions can be found in [12].
We conclude that the CQ of type A in the optimal control problems have the disadvantage the optimal control
function is required to be be piecewise left-continuous control functions.
On the other hand, our result requires less regularity of the state constraint; d(·) has to be continuously differentiable
and not of class C1,1, as in the literature.
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