Ground state properties of condensed Helium are calculated using the Path Integral Ground State (PIGS) method. A fourth-order approximation is used as short (imaginary) time propagator. We compare our results with those obtained with other Quantum Monte Carlo techniques and different propagators. For this particular application, we find that the fourth-order propagator performs comparably to the pair product approximation, and is far superior to the primitive approximation.
The basic ideas of PIGS are common to the other projection techniques. Consider for definiteness a system of N identical particles of mass m; the quantum-mechanical Hamiltonian H of the system isĤ
where λ = 2 /2m, R ≡ r 1 r 2 ...r N , are the positions of the N particles, and V (R) is the total potential energy of the system associated with the many-particle configuration R (this is typically the sum of pairwise interactions, but can be more general). The exact ground state wave function Φ • (R) can be formally obtained from an initial trial wave function Ψ T (R) as
where
is commonly referred to as the imaginary-time propagator. While Eq. (2) is formally exact, for a nontrivial many-body problem one does not normally know how to compute G(R, R ′ , β)
exactly. However, using one of several available schemes, it is possible to obtain approxima- 
For finite M, τ , Eq. (4) is approximate, becoming exact only in the limit M → ∞ (i.e., τ → 0). In a numerical calculation, one must necessarily work with finite values of M and τ ; τ must be chosen sufficiently small, so that the replacement of G by G • entails no significant loss of accuracy, whereas the product Mτ should be large enough so that the formally exact β → ∞ limit can be approached to the desired precision.
Thus, regardless of the numerical scheme adopted to implement Eq. (4), it is clearly advantageous to work with a "short-time" approximation G • which will allow one to obtain reliable ground state estimates without having to resort to impractically large values of M.
In the simplest approximation, known as primitive, one replaces G by G P , given by
is the exact propagator for a system of non-interacting particles. The primitive approximation is accurate up to terms of order τ 3 .
The primitive approximation (PA), when used in Eq. (4) The remainder of this paper is structured as follows: in the next section we describe the model physical system for which calculations have been carried out; in Sec. III we briefly review the theory of PIGS, and illustrate in detail the propagator used in this work. In Sec.
IV we first present results for the ground state of liquid 4 He at the equilibrium density, and assess the convergence of the numerical estimates for various physical quantities, both with respect to the imaginary time step τ and to the total projection time β = Mτ . We then present results for the zero temperature equation of state of condensed 4 He, computed by PIGS, in an extended density range, and compare our results to those obtained by DMC and GFMC. We outline our conclusions in Sec. V.
II. MODEL
We model condensed 4 He as an ensemble of N 4 He atoms, regarded as point particles, moving in three dimensions. The system is enclosed in a vessel shaped as a parallelepiped of volume Ω, with periodic boundary conditions in all directions. The nominal density of the system is ρ = N/Ω. The quantum-mechanical many-body Hamiltonian is given by Eq.
(1), with the following choice for the potential energy V (R):
Here, v is the potential describing the interaction between two helium atoms, only depending (2,3) numerically, is based on the approximate equality (4) and on probabilistic considerations. Specifically, this is how one implements it: One generates sequentially, on a computer, a large set {X p }, p = 1, 2, ..., P , of many-particle paths X ≡ R 0 R 1 ... R 2M through configuration space. Each R j ≡ r j1 r j2 ... r jN is a point in 3N-dimensional space, representing positions of the N particles (i.e., 4 He atoms) in the system. These paths are statistically sampled from a probability density
where Ψ T (R) is a variational wave function for the ground state of the system and 
Φ|F (R)|Φ
an approximate equality, asymptoptically exact in the P → ∞ limit. The ground state expectation value of the energy can be obtained in several ways; it is particularly convenient to use the "mixed estimate"
which provides an unbiased result for the Hamiltonian operatorĤ, as this commutes with the imaginary time evolution operator exp[−τĤ ] (note that R 2M may just as well be used in (10)). An alternate estimator can be obtained from the identity
which results in the same energy estimator commonly used in PIMC calculations.
[? ] While the latter estimator can be more robust, as it is less dependent on the choice of trial wave function, the mixed estimator has typically a much lower variance.
Because M is necessarily finite, for a given value of τ one must repeat the calculation for increasing M, until convergence of the estimates is achieved, within the desired accuracy. For any finite M, the energy expectation value is a strict upper bound for the exact value (hence the alternate name Variational Path Integral). Numerical extrapolation of the estimates obtained for different τ must then be carried out, in order to obtain results in the τ → 0 limit.
Next, we discuss our choice of short imaginary time propagator G • . As mentioned in the Introduction, several forms are possible for G • ; it must be clarified at the outset that the issue
here is merely one of computational efficiency. For, a more accurate form for
(or, a more accurate trial wave function Ψ T ) will allow one to observe convergence with a smaller value of M and/or a greater time step τ , but will not otherwise affect the results, provided enough computer time. In this work, the following approximation was used:
if j is odd, whereas ρ V (R j ) = 1 is j is even. This is a particular case of a more general propagator, for which it can be shown
For a given choice of M and τ , one computes the approximate estimates (9,10) by generating the set {X p } by means of a random walk through path space, using the Metropolis algorithm. The same path sampling techniques utilized in finite temperature PIMC can be used in VPI. In this work, multilevel sampling with bisection and staging[? ? ] was adopted, together with rigid displacements of entire single-particle paths. In all of these moves, the proposed new positions are sampled based on the free-particle part ρ F of the short-time propagator (12), as the rest of the propagator enters in the acceptance/rejection step only. The only difference between multilevel moves for central portions of the path and for those including the ends (i.e., "slices" 1 and 2M) is the presence, in the latter, of the trial wave function Ψ T in the Metropolis acceptance/rejection test. Other strategies have been proposed, allowing one to update paths in the vicinity of the ends, e.g., "reptation" type moves; [? ] however, in this work we have not made use of them.
The main difference between DMC and PIGS is the fact that DMC implements the imaginary time evolution of the initial, trial state Ψ T , by means of a guided random walk through configuration space of a population of independent random walkers. An essential ingredient of this approach is the fact that walkers, along the random walk, accumulate Within PIGS, on the other hand, there is no such bias, as there is no population and no branching is needed. The possible drawback is that one is working with a finite projection time. While in principle such a projection time can be made large, there is a potential problem with rendering the paths too long (i.e., working with too large a number M), as long paths diffuse through configuration space increasingly slowly, and therefore one might face an ergodicity problem. However, very little experimentation has been carried out so far, and therefore the real importance of this issue has not yet been assessed quantitatively.
We conclude this section by noting another important difference between DMC and PIGS (at least the way it has been implemented so far, including in this work): there is no importance sampling in PIGS, i.e., no information about the trial wave function is included in the sampling of paths through configuration space (with the exception of the end slices).
Although one may expect this to result in significantly greater statistical uncertainties when using PIGS, the results presented here do not seem to support this speculation.
IV. RESULTS
The PIGS calculations whose results we describe below were performed on systems with a number of particles ranging from 256 to 288. All simulations are started with particles arranged on a regular lattice, with the same set of positions for all slices. The trial wave function utilized is of the Jastrow type, namely
Most of the calculations were performed with the following form for the pseudo-potential u Our estimates for the potential energy include a contribution due to particles outside the simulation cell; we estimated such a contribution by assuming that the pair correlation function g(r) = 1 outside the cell. Because of the relatively large number of particles in our simulated systems, this should be an excellent approximation.
All of our energy estimates were obtained using the mixed estimator (Eq. (10)); the potential energy per particle, on the the hand, as well as the pair correlation function g(r), is computed as indicated in Eq. (9), whereas the kinetic energy is obtained by subtracting the potential from the total energy.
A. Time Step
We discuss first the dependence of different expectation values calculated by PIGS on the imaginary time step τ . We begin with the ground state energetics. It can be shown [? ] that in the τ → 0 limit expectation values computed by PIGS behave as follows:
where K • is the exact ground state result, and δ depends on the accuracy of the approximation used for G • ; for the PA, δ=2, whereas if the FOP is used one has δ=4. In order to establish this conclusion more quantitatively, we computed the energy expectation value e(β, τ ) for different projection times β (specifically, 0.0625
with a fixed value of the time step τ = 3.125 × 10 −3 K −1 . These results are shown in Fig. 3 .
It is simple to show[? ] that, in the limit β → ∞, the true ground state expectation value must be approached exponentially, i.e., e(β) ∼ e • + b exp(−cβ), where the c is essentially the energy gap between the ground state and the first excited state. This simple expression provides an excellent fit to our energy estimates e(β, τ ), as shown in Fig. 3 . Similar results are obtained for the kinetic and potential energy, confirming that a projection time β ≈ 0.25 K −1 is sufficiently long to extract accurate energetics, at least at the equilibrium density and with the trial wave function utilized.
The behavior of structural quantities (such as the pair correlation function) vis-a-vis the time step τ and the projection time β is more difficult to assess quantitatively. In general, within our statistical uncertainties our results for g(r) do not change for β ≥ 0.125 K −1 , i.e., the projection time required to observe convergence of g(r) is about half of that needed for the energy. Moreover, although we did not pursue this aspect quantitatively, our observation is that a greater value of the time step can be used, in order to obtain accurate estimates of g(r), than that needed for the energy. In other words, once β and τ are adjusted to yield satisfactory energy results, one can be reasonably confident that expectation values of structural quantities will also be accurate. Results for g(r) are shown in the next subsection. 
D. Equation of State of Condensed 4 He
In order to provide a fuller assessment of PIGS, and carry out an extended comparison with other methods, we computed the equation of state of condensed 4 He in the density range 0.0196Å −3 ≤ ρ ≤ 0.0292Å −3 , i.e., up to the melting density. We used the Aziz-I potential, and set the projection time β = 0.25 K −1 and the time step τ = 1.5625
which corresponds to M = 160 (based on the results shown in Sec. IV A, one could argue that a larger time step could have been used as well; however, because CPU time was not an issue for these calculations, we opted for a safer choice, so as to avoid the need for any τ extrapolation).
Our calculations were carried out for systems with 256 particles for ρ ≤ 0.026Å −3 , whereas for greater densities we used 288 particles, arranged on a regular hcp lattice at the beginning of the simulation. Each thermodynamic point requires a few days of CPU time on a common workstation.
The significance of this calculation lies in the fact that we used the same Jastrow wave function (14), with the pseudo-potential u given by (15) and with the same optimal parameters obtained at the equilibrium density, for all values of the density considered. In other words, even though the density range studied includes regions where the equilibrium phase is a coexistence of liquid and solid (ρ > 0.0262Å −3 ), or a solid only (at the highest density), we always utilized a trial wave function that does not break translational invariance.
[? ] The purpose of such a choice is precisely that of assessing the robustness of the algorithm, namely its predictive capability when the physics of the ground state is qualitatively different than that described by the trial wave function.
The projection time utilized, as discussed in IV B, is sufficiently long to ensure convergence to the ground state at the equilibrium density; at higher densities, one may expect a longer projection time to be required, as the trial wave function (14) provides less and less accurate a description of the ground state physics. At any rate, e(β, τ → 0) is always a strict upper bound on the exact ground state energy for finite β. Thus, our energy estimates can always regarded as variational results, upon which one may improve arbitrarily by increasing β.
Our estimates for the total energy per particle e(ρ) are given in Table II and shown in While there is quantitative agreement among all calculations at the equilibrium density and below, there are significant deviations at higher densities. In particular, PIGS energy estimates fall consistently below the DMC ones. On the other hand, they appear to be in reasonable agreement with the earlier GFMC results, although the relatively large statistical uncertainties affecting those GFMC calculations makes it difficult to establish this conclusion firmly.
The difference between PIGS and DMC results for the energy increases with density. This seems noteworthy, as one might expect the limited projection time of a PIGS calculation to put it at a disadvantage with respect to DMC, particularly when the trial wave function does not capture the physics of the ground state (e.g., above the freezing density). Our results point instead to a greater robustness of PIGS, compared to DMC. It is not immediately obvious what the reason for the discrepancy between PIGS and DMC energy estimates might be. Both calculations were performed for systems of relatively large size, i.e., finitesize corrections are expected to be much smaller than the differences in energy seen here.
Nor does it seem likely that the slightly different Jastrow trial wave function utilized in the two calculations may be responsible. In our view, a possible explanation may indeed lie with the finite population size employed in the DMC calculations (a few hundred walkers). As mentioned above, the use of a finite population size, has the effect of introducing a bias in the estimates obtained within DMC. Such a bias must be corrected for, if one is attempting to obtain accurate energy results.
[? ]
At the melting density ρ = 0.0293Å −3 , our PIGS result is in agreement with the GFMC estimate of Ref.
? , at least within the statistical uncertainties of the GFMC calculation, which are about ten times greater than ours. The GFMC result was obtained using a Jastrow-Nosanow trial wave function, which explicitly breaks translational invariance by incorporating a one-body term whose effect is that of "pinning" atoms at specific lattice positions. Such a trial wave function has been shown to lead to more accurate estimates in variational calculations for the crystal phase; as mentioned above, however, our results based on PIGS, and on a translationally invariant, two-body Jastrow wave function, are consistent with GFMC estimates, showing that the variational bias arising from the use of a simple wave function is removed.
As previously mentioned, the starting configuration of all of our simulations is with particles arranged on a regular lattice, simple cubic for ρ < 0.0262Å −3 , hcp for higher densities. Obviously, in the course of the simulation particles do not remain at their initial lattice positions, nor do they necessarily continue to form a crystal lattice. Nevertheless, structural correlation functions that can be computed by PIGS, such as the pair correlation function (Fig. 5) , display the characteristic signs of crystallization as the density is increased.
For instance, the pair correlation function displays a main peak that grows stronger as ρ is increased, and secondary peaks also appear. Our results clearly show that PIGS is a valid alternative to DMC, at least for this particular system; it generally provides more accurate energy results, particularly when the trial wave function used as input to the calculation is only moderately accurate, and qualitatively misses some of the physics (e.g., a translationally invariant wave function, at pressures where the system ought to display crystalline order). We found that, even if the trial wave function does not contain all of the relevant correlations, the projection time needed to extract accurate ground state estimates is relatively small (of the order of 0.25 K −1 at the highest density). In this sense, PIGS seems more robust than DMC. It is worth repeating that PIGS does not suffer from the bias due to the finite population size (affecting both DMC and GFMC), and allows one to compute expectation values of operators that do not commute with the Hamiltonian more easily than DMC.
The use of the fourth-order propagator makes it possible to carry out these calculations with a typical number of imaginary time slices M=80-160; these simulations are quite feasible on a common desktop workstation, in a reasonable amount of time. By using the pair product approximation, one may be able to reduce the number of imaginary slices needed by a factor two or so; however, in our opinion the much greater simplicity and generality of the fourth-order propagator make it a preferable choice. Obviously, "simplicity" is a subjective criterion, and opinions may vary. It should also be mentioned that the FOP used here is only one of several possible choices, some of which may be more efficient, possibly closing the gap with the pair product approximation even further.
[? ] Diamonds show results obtained using the primitive approximations, circles those obtained with the higher-order propagator. Dotted and dashed lines are, respectively, a quadratic (primitive approximation) and a quartic (higher-order) fit to the PIGS data.
The extrapolated value of the kinetic energy per particle is 14.235±0.011 K. 4 He atom e(τ ) (in K), versus time step τ (in K −1 ). The total projection time is β = 0.25 K −1 . These calculations were carried out using the Aziz-I potential, [? ] at the equilibrium density ρ e = 0.02186Å −3 , with 256 particles. Dashed line is a quartic fit to the PIGS data. The extrapolated value of the total energy per particle is -7.123±0.003 K. 
Total energy per

