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Abstract
This chapter assesses to what extent the factors causing global warming affect the Baltic Sea
area. Summertime near-surface warming in northern Europe exceeds natural internal
variability of the climate system, and the observed warming cannot be explained without
human influence. Regional changes in extreme temperatures, growing-season length and
timing of the onset of spring are consistent with the large-scale signal of a human influence
(mainly greenhouse gases). Shifts in large-scale circulation in the Northern Hemisphere and
precipitation changes in northern Europe and the Arctic have been detected to exceed natural
internal variability, but the climate models used to assess these quantities seem to
underestimate the observed changes. To what extent this discrepancy between simulated
and observed changes also affects the attribution of regional warming to human influence is
still a matter of debate. Other aspects of regional climate change including changes in
storminess, snow properties, run-off and the changing physical properties of the Baltic Sea
have not been formally attributed to human influence yet.
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23.1 Introduction
This chapter assesses how the factors causing global
warming (mainly anthropogenic greenhouse gases) affect
climate in the Baltic Sea area. In contrast to the following
chapters on the effect of anthropogenic aerosols (Chap. 24)
and land-use and land-cover changes (Chap. 25), this chapter
focuses on globally uniform or at least large-scale forcing
including changes in greenhouse gases, solar irradiance and
stratospheric volcanic aerosols.
To demonstrate an external influence on the observed
climate change, the concept of detection and attribution is
often used. Formal detection and attribution imply (i) the
demonstration that the recent observed change is different
from natural internal variability—the detection—and (ii) the
comparison of different combinations of external forcing and
assessment of their relative contribution in explaining the
detected change—the attribution (see also Annex 1). Such a
framework has been successfully applied at the global and
continental scale to detect and attribute anthropogenic near-
surface and upper-level warming, as well as large-scale
changes in other climatic parameters (Hegerl et al. 2007a).
At the regional scale, however, there are only very few
formal detection and attribution studies available (see Stott
et al. 2010 for a review of recent advances).
Climate change detection and attribution at the regional
scale is complicated by various factors. First, variability
increases with decreasing area of aggregation, that is the
influence of small-scale phenomena does not average out.
This generally leads to a decrease in the signal-to-noise ratio
of externally forced changes and thus reduces the detect-
ability of regional climate change (Stott 2003; Zwiers and
Zhang 2003). Second, model biases play a more important
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role at the regional scale as model performance depends on
the spatial resolution of quantities under analysis (Masson
and Knutti 2011). This influences our ability to detect and
attribute changes at the regional scale as the simulations of
recent change and variability deteriorate at smaller spatial
scales. Third, forcing mechanisms that are less well under-
stood such as changes in anthropogenic aerosols or that are
thought to have a negligible effect on recent global warming
such as land-cover changes may be relatively more impor-
tant at the regional scale (Stott et al. 2010, see Chaps. 24 and
25 for further discussion). In addition, regional detection and
attribution in northern Europe seems to be especially difﬁcult
compared with other subcontinental regions worldwide.
Owing to the position of northern European landmasses at
the end of the North Atlantic storm track and due to the
complex land–sea distribution, interannual variability in
most climatic parameters is very strong, thus masking
external influences (see Fig. 9.12 in Hegerl et al. 2007a). In
these cases, all that is possible is to assess whether the
simulated response to external forcing is consistent with the
observed change.
23.2 Causes of Change in Temperature
23.2.1 Mean Near-Surface Temperature
A cascade of evidence from global to subcontinental scales
illustrates the anthropogenic influence on recent observed
warming (see also Chap. 4, Sect. 4.4). The human influence
on global warming (Hegerl et al. 1997), continental warming
in Europe (Stott 2003; Christidis et al. 2010a), northern
Europe in all seasons combined (Bhend 2010) and warming
in northern Europe in summer (Jones et al. 2008) has been
successfully detected. Jones et al. (2008) further concluded
that anthropogenic warming has already increased the like-
lihood of occurrence for very warm summers in northern
Europe. Using occurrence probabilities as the detection
variable, Stott et al. (2011) found mixed evidence of an
anthropogenic effect on the frequency of very warm seasons
with a detectable anthropogenic influence in spring (MAM)
and autumn (SON) and no detectable natural influence. In
summer (JJA) and winter (DJF), the detectability of external
influences depends on the climate model used.
Zorita et al. (2008) used an alternative approach to the
detection problem by computing the likelihood of clusters of
record warm years in a stationary climate. Depending on the
model for long-term memory of regional temperature time
series, they found very low probability of the observed
cluster of record-breaking warm years in northern Europe
during the past decades. Their approach, however, does not
explicitly address potential causes of the warming needed to
explain the recent cluster of record-breaking years.
The influence of external forcing is more difﬁcult to
detect at smaller spatial scales (Stott and Tett 1998; Zwiers
and Zhang 2003). At the grid-box scale of global climate
models (approx. 300 × 300 km), the observed warming up to
2002 in the Baltic Sea region is not signiﬁcantly different
from changes due to internal variability alone, and therefore,
an anthropogenic influence is not detectable (Karoly and Wu
2005). However, the simulated warming in the Baltic Sea
area is consistent with the observed warming when anthro-
pogenic forcing (changes in greenhouse gas and sulphate
concentrations) is included in the simulations with three
different global climate models (the GFDL R30, HadCM2
and PCM models, Karoly and Wu 2005). The observed
warming is also found to be consistent with anthropogenic
signals derived from simulations with a coupled regional
atmosphere–ocean model (Bhend and von Storch 2009),
whereas van Oldenborgh et al. (2009) found signiﬁcant
differences between observed and simulated warming in
spring (MAM) using global climate models. They identiﬁed
the misrepresentation in circulation and snow cover changes
as the main reason for the underestimation of warming in
spring in global climate models. A recent study by Flanner
et al. (2009) suggested that the underestimation of spring-
time warming at mid-latitudes is due to the lack of carbo-
naceous aerosols in climate model simulations. These
particles darken the snow surface and thus increase the
albedo, leading to a warming especially in spring when the
snow surface is exposed to intense solar radiation (see
Chap. 24 for discussion of the local effects of aerosols).
Whereas this forcing mechanism was not included in pre-
vious climate model simulations, most models submitted to
the World Climate Research Programmes’s CMIP5 (Taylor
et al. 2011) database include carbonaceous aerosols, which
implies that the role of carbonaceous aerosols may be
addressed in future attribution studies.
In addition to analyses using local information only (e.g.
observed and simulated data for the Baltic Sea area), evi-
dence for a regional anthropogenic warming is also found in
formal detection and attribution studies using global con-
straints (Christidis et al. 2010b). Pooling climate data
information across the globe helps to signiﬁcantly increase
the signal-to-noise ratio of externally forced changes. The
additional information available when carrying out analyses
simultaneously for multiple regions further helps to distin-
guish responses to different forcings that may be indistin-
guishable in individual regions. Using such an approach,
Christidis et al. (2010b) detected and attributed human
influence on the observed warming in northern Europe from
1950 to 1997 (see Fig. 23.1). The authors also computed the
fraction of attributable risk (FAR, Stott et al. 2004) of the
observed warming in northern Europe. FAR is a measure of
the change in likelihood of a given warming in a world with
human influence compared to the likelihood of such a
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warming in a hypothetical world free of anthropogenic
influence. The authors concluded that the likelihood for a
warming from 1950 to 1997 in northern Europe more than
doubled with a central estimate of a ﬁvefold increase due to
human influence. In a world without human influence, a
cooling of −0.15 °C per decade could be expected in
northern Europe mainly due to the cooling effect of volcanic
eruptions during that time.
Min and Hense (2007a) investigated evidence for com-
peting forcing hypotheses in a Bayesian framework. The
authors concluded that the combination of anthropogenic and
natural forcing better explains the observed change in annual
and seasonal temperature in Europe from 1900 to 1999 than
any of the forcings separately. They found strong evidence for
a forced change over natural internal variability alone
(detection) in the periods 1900–1999 and 1950–1999 but less
so at the beginning of the twentieth century. Treating the
detection problem in a Bayesian framework allowed the
authors to also quantify the effects of different prior beliefs.
These prior beliefs reflect our understanding of the problem
before analysing the data. In the analysis of Min and Hense
(2007a), only a strong prior belief that recent climate change is
due to natural internal variability would favour this hypothesis
over others. Compared to other continental-scale regions, the
observational evidence of a man-made warming in Europe is
less decisive. Min and Hense (2007b) extended the analysis to
subcontinental regions and using different models individu-
ally as opposed to using the multi-model mean.
Christidis et al. (2007) found a detectable change in
growing-season length, the onset of spring and a marginally
detectable change in the end of the growing season in
autumn for Europe. Moreover, Gillett et al. (2008) found a
detectable anthropogenic influence on Arctic warming. Their
study region encompasses the very northern part of the
Baltic Sea catchment but includes land temperature mea-
surements on all continents and islands north of 65°N.
Another source of evidence for anthropogenic warming in
northern Europe stems from palaeorecords. Hegerl et al.
(2011) investigated the effect of external forcing on Euro-
pean temperature using reconstructed temperature back to
AD 1500. They detected external influences in all seasons,
with the response to external forcing explaining about 30 %
of the interdecadal variance.
23.2.2 Temperature Extremes
Climate change not only affects the mean climate but also
affects all properties of the distribution including the fre-
quency, intensity and spatio-temporal pattern of extreme
events. Extreme events are rare, and thus, fewer data are
available to make inference about extreme events and their
changes. Attributing causes of change in extreme events is
thus generally more difﬁcult than for changes in mean cli-
mate. Methods involving very large ensembles of climate
model simulations are being developed to quantify the
human contribution to individual extreme events such as the
autumn 2000 floods in the UK (Pall et al. 2011). In contrast,
changes in moderately extreme events such as the coldest
night or hottest day in any given year can be attributed using
standard approaches.
Kiktev et al. (2003) found positive trends in warm nights
and frost days for the Baltic Sea area, although signiﬁcant
only for parts of the area (see also Chap. 4, Sect. 4.4). They
also found better agreement with simulated trends in those
temperature extreme indices when atmosphere-only general
circulation model (GCM) simulations include anthropogenic
forcing. Morak et al. (2011) got mixed results for detect-
ability of the observed change in warm nights in northern
Europe, whereas this change was robustly detectable in other
regions. These ﬁndings are corroborated by Zwiers et al.
(2010) who obtained a detectable anthropogenic signal on
changes in waiting times of long return-period extremes (20-
year return values in the 1960s) of daily temperature in
northern Europe. A combined anthropogenic and natural
influence is only detectable for the warmest night per year
(see Fig. 23.2). Formal attribution of the changes in tem-
perature extremes to natural and/or anthropogenic causes is
not yet fully achieved, but the consistency of observed
changes with both all-forcing and anthropogenic-only forc-
ing simulations indicates that changes in extreme events may
be attributed to human influence. Zwiers et al. (2010) further
estimated the attributable change in waiting times for the
Fig. 23.1 Distribution of attributable trends in near-surface temper-
ature in northern Europe (NEU) from 1950 to 1997 based on optimal
ﬁngerprint analysis using global constraints (reproduced from Chris-
tidis et al. 2010b). Shown are the trends due to anthropogenic forcing
(ANT, purple line), natural forcing (NAT, green line) and all forcings
(ALL, red line). The black dashed line denotes the distribution of
trends due to internal variability as estimated from control simulations
(CONTROL). The observed trend of 0.056 °C per decade (not shown)
is consistent with the all-forcing signal (ALL, red line)
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different temperature extremes. They found that cold events
that used to occur on average every 20 years in the 1960s
were roughly twice as rare in the 1990s due to human
influence. Similarly, waiting times for hot extremes are
approximately halved; that is, an extremely hot day with a
probability of occurrence of once in 20 years in the 1960s is
expected to occur on average once in 10 years in the 1990s
due to human influence.
Christidis et al. (2005) found detectable changes in the
warmest nights and coldest nights and days of the year
globally. Using a more sophisticated measure of extremes,
Christidis et al. (2011) also detected an anthropogenic
influence on changes in the hottest day of the year. Regional
detail of the changes in the warmest nights is given by
Christidis et al. (2010b); their analysis, however, identiﬁed a
dependence of the ﬁrst-guess anthropogenic signal in the
Baltic Sea area on the model used. This illustrates the
importance of taking intermodel differences such as differ-
ences in the regional response to external forcing into
account in regional detection and attribution analyses.
23.2.3 Potential Influence of Circulation
Changes on the Detectability
of Warming
A major caveat of attributing causes for the observed
warming in northern Europe is the poor understanding of the
possible influence of changes in Northern Hemisphere
circulation (Gillett 2005). It is known that modes of natural
variability such as the North Atlantic Oscillation (NAO)
have a strong influence on temperature in the Baltic Sea
region (e.g. Hurrell et al. 2003, Chap. 4, Box 4.1 and Sect.
23.3.1), but the uncertainties in model-simulated circulation
and the lack of understanding in the related key processes
represent a major source of uncertainty in model predictions
over Europe (Woollings 2010).
Gillett et al. (2000) investigated the effect of changes in
the Arctic Oscillation (AO) on detection results and found
that for Northern Hemisphere temperatures, the exclusion of
the AO-related temperature variability has a negligible effect
on the outcome of an optimal detection analysis. These
ﬁndings are corroborated by Wu and Karoly (2007), who
found signiﬁcant trends in the observed warming time series
even after removing warming related to changes in circula-
tion. For the Baltic Sea area, however, exclusion of warming
related to circulation changes reduces the signiﬁcance, thus
indicating that model biases in representing circulation
changes may more strongly affect regional attribution stud-
ies. In addition, the follow-up study of Wu (2010) illustrated
that while the above results may hold for seasonal mean
daily mean temperatures, modes of atmospheric variability
have a strong influence on trends in seasonal mean daily
maximum and minimum temperature in northern Europe in
winter (JFM). The signiﬁcant observed warming in these
variables from 1951 to 2000 can be explained by changes in
the leading modes of circulation variability in the Northern
Hemisphere alone.
23.3 Causes of Change in Circulation
and the Hydrological Cycle
23.3.1 Large-Scale Circulation
Northern European climate is strongly related to the NAO
(Hurrell et al. 2003). Changes in this mode of atmospheric
variability have been shown to not be well simulated by
present-day climate models (Gillett 2005; Miller et al. 2006).
The sign of the simulated change generally corresponds with
the observed change, but the simulations seem to underes-
timate the magnitude of the observed change.
Gillett et al. (2005) detected an external influence on the
observed global sea level pressure (SLP) changes in winter
Fig. 23.2 a Scaling factors for annual temperature extremes and
b estimated waiting times of 1960s 20-year return values in the 1990s.
The colours refer to extreme value distributions ﬁtted to different annual
temperature extremes, namely (per year) the coldest night in red, the
coldest day in green, the warmest night in blue and the hottest day in
purple. The symbols indicate the central estimate, and the bars denote
the 90 % conﬁdence interval. Detection of an external influence is
claimed at the 10 % level if the conﬁdence interval around the scaling
in (a) does not include zero (reproduced from Zwiers et al. 2010)
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(DJF) and Wang et al. (2009) on North Atlantic SLP
changes in winter (JFM). The ﬁngerprint used in Gillett et al.
(2005) featured positive trends in the southern North
Atlantic and negative trends around Iceland, thus repre-
senting an increase in the NAO index. In a more recent
study, Gillett and Stott (2009) were able to attribute zonally
averaged SLP changes to anthropogenic influence; however,
detection and attribution using northern mid- to high-latitude
data alone fails. In contrast to earlier work, the authors found
that the magnitude of observed global SLP variability and
change is consistent with simulations with the HadGEM1
model. Gillett and Stott (2009) analysed SLP changes from
1959 to 2009 and therefore also included the recent return of
the NAO index to neutral and negative conditions (see
Chap. 4, Box 4.1 and Fig. 4.1), which may reduce the dis-
crepancy between simulations and observations. Nonethe-
less, there is still indication of an underestimation of the
recent decrease in winter SLP in high northern latitudes. So
far, it remains unclear to what extent changes in Northern
Hemispheric SLP and NAO in particular are consistent with
simulated anthropogenic signals.
23.3.2 Near-Surface Wind and Storminess
A variety of indices to characterise various aspects of storm
climate can be found in the literature (see Chap. 4, Sect. 4.3).
For the investigation of long-term changes, storminess indi-
ces based on pressure readings seem to provide the necessary
homogeneous time series (see Krueger and von Storch 2011,
for a discussion of related issues). In contrast, direct mea-
surements of winds often suffer from inhomogeneity in the
records related to site and instrument changes and build-up of
surrounding areas (Trenberth et al. 2007; Lindenberg et al.
2012); they are thus not suited for attribution studies.
Wang et al. (2009) analysed geostrophic wind energy
(derived from SLP) and ocean wave height across the
Northern Hemisphere in a formal detection and attribution
assessment and found a detectable external influence in
winter (JFM). Their ensemble mean ﬁngerprint includes
increasing wind energy in north-western Europe. The mod-
els are able to reproduce the basic pattern, but simulated
changes are smaller than the observed changes, and there is
indication that models tend to underestimate internal vari-
ability compared with observations.
Using a different deﬁnition of storminess derived from
pressure triangles, Matulla et al. (2008), Bärring and
Fortuniak (2009) and Wang et al. (2011) conﬁrmed the
recent increase in storminess in northern Europe. Putting the
recent increase in the historical context, however, Matulla
et al. (2008) and Bärring and Fortuniak (2009) found little
evidence of an emerging anthropogenic signal in the Baltic
Sea area as similar increases have been observed in the past.
The long-term series of Wang et al. (2011) showed weak
trends or a slight decrease in storminess in north-western
Europe from 1875 to 2005. In contrast, Donat et al. (2011)
identiﬁed a long-term increase in storminess in the twenti-
eth-century reanalysis (20CR, Compo et al. 2011), but
Krueger et al. (2013) showed that long-term changes in
storminess in 20CR are not consistent with observations and
may be an artefact of the temporally varying number of
stations assimilated in the reanalysis.
Even though the recent observed changes in storminess in
the North Atlantic and Northern Hemisphere have been
detected, to what extent human influence has caused these
changes is still a matter of debate as similar changes have
been observed in the past. Therefore, more work is needed to
reconcile differences between the various approaches.
Evaluating climate models against the existing long obser-
vational series may offer additional insights into causes of
recent and past changes in storminess and careful validation
of the models’ ability to reproduce low-frequency variability
may help to strengthen future work on detection and attri-
bution of changes in storminess.
23.3.3 Hydrological Cycle
Changes in the hydrological cycle are much more complex
than changes to thermal quantities, as both thermodynamics
and circulation changes play an important role in shaping
changes in the hydrological cycle. The characteristics of the
global response of the hydrological cycle can be summarised
as follows. An absolute humidity increase of 7 % per °C is
expected, as a consequence of the increased water holding
capacity of the atmosphere with rising temperature, and
given relative humidity patterns stay approximately constant
(Allen and Ingram 2002; Held and Soden 2006). The
observed increase in global surface-speciﬁc humidity has
been attributed to human influence (Willett et al. 2007). In
the last decade, however, surface humidity has not increased
further in concert with global temperature (Simmons et al.
2010), but levelled off after the 1997/98 El Niño. The
authors speculated that surface humidity is instead domi-
nated by ocean temperature.
In contrast to absolute humidity, precipitation increases by
only 1–3 % per °C (Allen and Ingram 2002; Held and Soden
2006; Wentz et al. 2007). This apparent discrepancy is
resolved in models by decreasing convective mass flux and a
slowdown of atmospheric circulation mainly in the tropics.
Further consequences include an increase in the pattern of
evaporation minus precipitation; that is, wet regions get
wetter, dry regions get drier (Held and Soden 2006).
Global equilibrium precipitation depends on the pertur-
bation of the tropospheric energy balance rather than the
availability of moisture (Allen and Ingram 2002). Global
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precipitation is less sensitive to greenhouse gas forcing than
shortwave forcing such as volcanic eruptions or solar irra-
diance changes. Increasing atmospheric greenhouse gas
concentrations reduce the ability of the troposphere to radiate
away latent heat from precipitation and thus counteract the
precipitation increase due to surface warming (Allen and
Ingram 2002). Therefore, shortwave forcing such as changes
in volcanic aerosols should be easier to detect in global
precipitation than the effect of the long-term increase of
atmospheric greenhouse gas concentrations. Indeed, Lambert
et al. (2004, 2005) detected an influence of the combined
natural and anthropogenic forcing and concluded that most of
the forced signal in global mean precipitation is due to natural
forcing. These ﬁndings are in line with Gillett et al. (2004)
who detected the influence of volcanic eruptions on the
observed global land precipitation change over the twentieth
century. It is important to note that the main process leading
to precipitation changes is the radiative forcing leading to a
perturbation of the tropospheric energy balance and not a
potential effect of volcanic ash particles on cloud properties.
Recently, the influence of long-term forcing has also been
detected. Zhang et al. (2007) found a detectable anthropo-
genic influence on recent observed trends in annual zonal
mean precipitation. Their anthropogenic ﬁngerprint features
the well-known pattern of moistening in the tropics and high
latitudes, and drying in the subtropics. The climate models,
however, signiﬁcantly underestimate the observed changes.
The authors concluded that anthropogenic forcing contrib-
uted about 50–85 % to the observed increase in precipitation
in the northern mid-latitudes of 6.2 mm per decade. Noake
et al. (2012) also detected external forcing in seasonal zonal
mean precipitation over land in all seasons except boreal
summer. Furthermore, they found that using relative anom-
alies reduces underestimation of observed precipitation
trends. For northern Europe, Bhend (2010) detected external
forcing on seasonal area-average precipitation in the Baltic
Sea area. The analysis, however, also reveals that global
climate models are not able to reproduce the observed var-
iability in regional precipitation and the model-derived
signals have to be inflated signiﬁcantly to best ﬁt the
observations. Therefore, the conﬁdence in this detection
ﬁnding is low.
Bhend and von Storch (2008) found that the pattern of
recent observed changes in winter precipitation is consistent
with the anthropogenic signal—mainly greenhouse gases—
derived from regional climate model simulations. The
magnitude of the change, however, is much smaller in the
simulations compared with the observations in line with
other studies and the discussion about understanding regio-
nal circulation changes. Van Haren et al. (2012) also iden-
tiﬁed signiﬁcant discrepancies between observed and
simulated precipitation changes in Europe in winter
(Fig. 23.3a). They further established that biases in simu-
lated sea-surface temperature (SST) and circulation changes
are the main causes of the inconsistencies between simulated
and observed changes in regional precipitation in winter. In
summer, the simulated precipitation changes correspond
well with the observations (Fig. 23.3b).
Min et al. (2008a) found a detectable human influence on
Arctic moistening. Their analysis indicates that anthropo-
genic forcing has led to an increase in precipitation over land
north of 55°N (including the northern Baltic Sea area),
whereas natural forcing has led to a decrease in precipitation
from 1950 to 1999. Their analysis further suggests that the
simulated changes underestimate the observed moistening
considerably, and their best-guess anthropogenic signal has
to be scaled up signiﬁcantly to match the observed change;
moreover, the simulated internal variability is not consistent
with the observed residual variability, which indicates that
the models underestimate both forced and internal variability
in precipitation. If AO-related variability is removed from
the observations, simulated changes including all forcing
mechanisms and the simulated variability are consistent with
the observations.
Min et al. (2009) investigated potential detectability of
change in extreme precipitation in simulations. They found
that detectability of changes in extreme precipitation in
Europe is low for the twentieth century. Recently, Min et al.
Fig. 23.3 Observed relative precipitation trends in winter (DJF, a) and
summer (JJA, b) from 1961 to 2000 (vertical lines) along with the
distribution of simulated precipitation trends in an ensemble of 19
regional climate model simulations (yellow bars, updated from van
Haren et al. 2012). In contrast to the original manuscript, the observed
trends are derived from the precipitation dataset of the Global
Precipitation Climatology Centre (GPCC) and the updated
CRU_TS3.10.01 and E-OBS v7.0 datasets. The ensemble of regional
climate model simulations includes different regional/global model
combinations (van Haren et al. 2012). Most of the models fail to
reproduce the observed increase in precipitation in winter
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(2011) detected an anthropogenic influence on annual
maxima of daily and ﬁve-day consecutive precipitation
changes from 1951 to 1999 over land in the northern mid-
latitudes, but the signal is not detectable for Eurasia alone.
As with mean precipitation, their results suggest that models
underestimate the observed change.
In climates with intermittent snow cover, such as the
Baltic Sea catchment, run-off regimes change with temper-
ature. Earlier snowmelt due to warming leads to peak river
run-off earlier in the year. Recent studies demonstrate a
detectable anthropogenic influence on regional run-off for
the north-western USA (Barnett et al. 2008; Hidalgo et al.
2009). However, Hansson et al. (2011) concluded that recent
changes in river run-off into the Baltic Sea are not excep-
tional compared to changes over the past 500 years
according to their reconstruction of river run-off. A formal
attribution analysis for river run-off in Europe, however, is
not available so far. The above studies and the often long
observational records of river run-off illustrate the potential
for regional attribution. On the other hand, the complex
processes involved in run-off generation and human influ-
ence through land-use change in the catchment area, with-
drawal and regulation are major challenges when trying to
attribute run-off changes.
There is some evidence for a human influence on run-off
from global and continental studies. Milly et al. (2005)
illustrated that observed changes in run-off around the world
are signiﬁcantly correlated with simulated changes due to
anthropogenic forcing—thus indicating that the global pat-
tern of observed streamflow changes during the twentieth
century is unlikely due to internal variability alone. Stahl
et al. (2010) and Wilson et al. (2010) concluded that
streamflow changes in near-natural catchments in northern
Europe in winter and spring are congruent with expected
streamflow changes due to human influence. Furthermore,
Wilson et al. (2010) found that recent streamflow changes
are in line with expected future changes in seasons when the
temperature signal dominates (winter and spring). In con-
trast, the expected future increase in summer and autumn
streamflow due to increasing precipitation and the spatial
characteristics of the human signal in streamflow do not
manifest in recent observed changes.
A vast body of literature examines the proximate causes
of interannual snow cover variability. Large-scale atmo-
spheric circulation—and the NAO in particular—have been
shown to be a strong determining factor of changing snow
conditions in the Baltic Sea region. The large-scale circu-
lation affects the extent of European snow cover (Henderson
and Leathers 2010), snow amounts (Kohler et al. 2006;
Falarz 2007; Popova 2007; Bednorz and Wibig 2008), the
occurrence of heavy snowfall (Bednorz and Wibig 2008)
and snow cover duration (Klavins et al. 2009). However,
formal assessments of the ultimate causes, such as increasing
atmospheric greenhouse gas concentrations, for changes in
snow conditions are still rare. A ﬁrst formal detection and
attribution assessment has been carried out for the north-
western USA identifying a human influence on the decline in
snowpack measured as the snow-water equivalent in spring
(Pierce et al. 2008). For the Baltic Sea area, no such analysis
is available so far.
The response of snow to observed recent warming and
increasing precipitation in winter is non-trivial and depends
on various factors such as the climatology and, therefore,
varies with elevation and continentality (Räisänen 2008).
Furthermore, not all snow properties will be equally sensi-
tive to warming. Snow cover duration has been identiﬁed to
be most sensitive to warming (Brown and Mote 2009), and
earlier snow melt and decreasing snow cover duration have
been found in the Baltic Sea area (see Chap. 6; Brown and
Mote 2009; Choi et al. 2010). These changes are in line with
the expected response to anthropogenic forcing. On the other
hand, changes in maximum snow depth or maximum snow-
water equivalent are very variable over the Baltic Sea area
(see Chap. 6; Liston and Hiemstra 2011), which is due to the
strong interannual variability; an anthropogenic signal may
not have emerged yet (Räisänen and Eklund 2011).
Box 23.1 Event attribution: proximate versus
ultimate causes
When identifying causes of individual weather- and
climate-related extreme events, typically two distinct
approaches are taken. Often, attempts are made to
identify proximate causes such as the large-scale cir-
culation or speciﬁc sea-surface temperature patterns
favouring the occurrence and intensity of the event
under consideration. For example, the NAO and the El
Niño/Southern Oscillation (ENSO) have been identi-
ﬁed as key players for the cold and snowy winter of
2009/2010 in Europe (Cohen et al. 2010; Seager et al.
2010). In contrast, there are very few studies
attempting to identify the contribution of external
forcing (ultimate causes) to extreme events (Stott et al.
2004; Pall et al. 2011). In the context of the cold
winter of 2009/2010 in Europe, Cattiaux et al. (2010)
concluded that the winter was not exceptional com-
pared to past winters and was also considerably less
cold than expected due to the record-breaking circu-
lation indices (NAO and blocking) alone. This illus-
trates the combined effect of circulation anomalies
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(proximate causes) and background warming (here a
proxy for external forcing causing global warming). In
this case, it could be concluded that winter 2009/2010
was a cold winter despite global warming and an
exceptionally cold winter given global warming.
Identiﬁed proximate causes of extreme events are
often perceived as contradicting a potential human
influence. This is generally not the case. An extreme
event is by deﬁnition rare and thus will only occur
under particular conditions. Therefore, a large fraction
of the intensity of an extreme event may be due to
internal variability or, equivalently, an extreme event
may not occur due to external forcing alone. This gave
rise to the widespread public belief that it is not pos-
sible to attribute a single event to climate change.
External forcing, however, can have a strong influence
on the frequency of occurrence of extreme events as
events that are exceedingly rare (or common) in the
pre-industrial climate may become more (less) fre-
quent due to external forcing.
The subtleties and importance of clarity in relation
to the question asked in event attribution are illustrated
by the case of the Russian heat wave of 2010. Dole
et al. (2011) identiﬁed atmospheric blocking and thus
natural internal variability as the main contributor to
the intensity of the heat wave. In contrast, Rahmstorf
and Coumou (2011) concluded that with a probability
of 80 % the Russian heat wave would not have
occurred without the recent large-scale warming (most
of which is attributable to human influence). The
apparent contradiction is resolved by Otto et al.
(2012), pointing out that whereas anthropogenic
forcing only contributed relatively little to the intensity
of the heat wave, it increased the estimated return time
of such an event considerably (see Fig. 23.4).
In addition to the challenging distinction between the
roles of proximate and ultimate causes, attribution of
extreme events may be subject to selection bias. This
selection bias relates to the fact that it is usually time
series with recent extreme events that are studied (see
for example Stott et al. 2004 and Coumou and Rahm-
storf 2012). Selection biases could be avoided by using
operationalised systems that routinely assess the attri-
bution question for a set of pre-speciﬁed indices.
Attribution of extreme events (and climate change
in general) to both proximate and ultimate causes is
important to improve understanding of the climate
system and to enhance predictability of extreme
events. The communication of often seemingly con-
tradictory ﬁndings arising from the two different
approaches, however, will remain challenging.
23.4 Causes of Change in the Baltic Sea
The human influence on ocean heat content has been detected
(Barnett et al. 2001), and changes in all of the major ocean
basins are found to be different from internal variability
(Pierce et al. 2006; Palmer et al. 2009). Due to the complex
and small-scale bathymetry of the Baltic Sea, however, the
available atmosphere–ocean general circulation model
(AOGCM) simulations cannot be used for detection and
attribution studies in this area. Therefore, no formal detection
and attribution assessment for the Baltic Sea is yet available.
Hansson and Omstedt (2008) investigated maximum ice
extent and horizontally and vertically integrated temperature
in the Baltic Sea using the PROBE-Baltic model. They used
observations and climate proxy reconstructions as boundary
conditions for their model and concluded that the recent
warming and recent rate of warming does not stand out in
the context of the past 500 years and thus cannot be detected.
Furthermore, they do not recommend using GCM data as
boundary conditions for their ocean model, thus inhibiting a
formal detection and attribution approach.
Fig. 23.4 Return periods of an index describing combined temperature
and geopotential height conditions in the model for the 1960s (green)
and the 2000s (blue) and in ERA-Interim for 1979–2010 (black). The
vertical black arrow shows the anomaly of the Russian heat wave in
2010 (black horizontal line) compared to the July mean temperatures of
the 1960s (dashed line). The vertical red arrow indicates the increase in
the magnitude of the heat wave due to the shift of the distribution,
whereas the horizontal red arrow shows the change in the return period
(reproduced from Otto et al. 2012)
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Salinity in major ocean basins has been used to infer
changes in freshwater run-off and precipitation (Hegerl et al.
2007b). Temporal variability of the salinity in the Baltic Sea,
however, is strongly dependent on Major Baltic Inflow
events of highly saline water from the North Sea (Matthäus
et al. 2008). These events in turn depend on the large-scale
circulation and on the salinity of the Baltic Sea (among other
factors). Meier and Kauker (2003) found, based on hindcasts
of Baltic Sea salinity, that salinity changes in the Baltic Sea
are linked partly to changes in freshwater influx and pre-
cipitation and partly to changes in the large-scale atmo-
spheric circulation. Due to the coupling of Baltic Sea salinity
with the salinity of the North Sea and the dependence of the
exchange on properties in both basins, attribution of changes
in Baltic Sea salinity may only be partially achieved.
As the density of water decreases (and thus its volume
increases) with increasing temperature, global sea level
generally rises with increasing ocean heat content (among
other factors, see Chap. 9, Sect. 9.3). Global sea level
changes since 1960 agree well with simulations including
anthropogenic and volcanic forcing (Domingues et al. 2008).
The regional pattern of sea level rise, however, is only partly
understood. Changes in sea level in the Baltic Sea have been
shown to vary in concert with circulation and precipitation
changes (Hünicke and Zorita 2006). The contribution of
these regional effects to sea level in the Baltic Sea are of the
same order of magnitude as the global sea level rise
(Hünicke 2010) and thus have to be accounted for in future
detection and attribution studies.
Finally, changes in sea ice are to be expected with global
warming. Arctic sea ice changes have been attributed to
human influences (Min et al. 2008b) and are in fact attrib-
utable since 1992. Sea ice formation in the Baltic Sea,
however, is hardly comparable to Arctic sea ice, as the
brackish water, the complex bathymetry and the limited
extent of the Baltic Sea lead to distinct features of ice for-
mation. The annual maximum Baltic Sea ice extent is
decreasing, and from 1987 to 2009, all winters have been
average or below average with regard to maximum ice extent
(Vihma and Haapala 2009). The general tendency towards
milder winters is masked by considerable interannual vari-
ability; the most recent winters of 2009/2010 and 2010/
2011, for example, have been judged to be severe winters by
the Swedish Meteorological and Hydrological Institute
(SMHI). The long time series of ice extent and break-up
dates available across the Baltic Sea would lend itself to
attribution assessments (see Chap. 8). A formal detection
and attribution assessment of Baltic Sea ice, however, is not
available so far.
23.5 Causes of Climate Change Impacts
Attributing climate change impacts to causes is often com-
plicated by the multitude of confounding factors acting on
the system. Changes in marine biodiversity, for example,
have been linked to climate (Hiddink and Coleby 2011), and
ecosystem changes have been linked to atmospheric and
direct human interference with the system (Moellmann et al.
2009). As in other attribution assessments, these linkages are
based on multivariate linear regression and the results can be
strongly dependent on the number of potential drivers
included in the analysis. While statistical approaches provide
readily available tools to explore relationships in complex
systems, avoiding selection bias is crucial to avoid misat-
tribution in systems with a multitude of potential causes.
There is a multitude of approaches for attributing causes
to observed changes in climate change impacts. Hegerl et al.
(2010) suggested making the distinction between four dif-
ferent approaches:
1. Single-step attribution to external forcing These methods
assess the influence of external forcing onto an observed
quantity with an integrated modelling system that
explicitly simulates the effect of all plausible drivers on
the respective variable.
2. Multi-step attribution to external forcing consists of
several independent but linked attribution assessments.
First, changes in impacts or changes in a biological
system are attributed to changes in climatic conditions. In
a second step, the changes in climatic conditions are
attributed to changes in external forcing. The two inde-
pendent assessments and their respective uncertainties
are then combined to describe the resulting effect of the
external forcing on the target quantity. Such an approach
may be advantageous if modelling systems are incapable
of faithfully reproducing the link between the target
quantity and the climatic conditions.
3. Associative pattern attribution to external forcing is a
‘meta-analysis’ to characterise the sensitivity of systems
to changes in external forcing based on correspondence
or disagreement in the relative response across a large
number of studies (in different regions and/or systems).
4. Attribution to a change in climatic conditions (but not
explicitly to changes in external forcing) can be the last
step in a multi-step attribution analysis but is more often
found as a stand-alone analysis (see Box 23.1).
An example of an associative pattern attribution analysis
is the study of Rosenzweig et al. (2008). Based on a com-
pilation of signiﬁcant ﬁndings from a wide range of analyses
of change in physical and biological systems, the authors
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calculated the fraction of the ﬁndings that are consistent with
the local warming. For Europe, they found that 94 % of the
studies investigating change in the physical systems and
90 % of the studies on changes in the biological systems ﬁnd
changes that are consistent with the observed warming.
While such an approach is valuable in providing an over-
view of ﬁndings across systems, there is the potential danger
of sampling issues influencing the results.
If process models of the system are available, the
uncertainties in the response to changes in the various
drivers (climate and other) can be fully explored. Such an
end-to-end attribution analysis, however, is so far not
available for the Baltic Sea area.
23.6 Conclusion
There is a wealth of evidence documenting human influence
on the observed warming globally, on all continents and in
many subcontinental regions. For the last assessment report
(BACC Author Team 2008), no formal assessments on the
potential causes of the observed climate change in the Baltic
Sea area had been available. Since then, a few such studies
have been published. There is some indication of an
emerging anthropogenic signal, which is detectable in ther-
mal quantities such as seasonal temperature, but evidence for
detection of changes in non-thermal quantities such as cir-
culation and precipitation is weak.
Although human influence (mainly increasing concen-
trations of greenhouse gases) has been identiﬁed as a cause
of the recent warming in the Baltic Sea area, there are
caveats. The causes of recent circulation changes in the
Euro-Atlantic sector are not yet understood, and therefore,
attribution of changes especially in winter and spring are to
be treated with caution. Furthermore, quantiﬁcation of the
contribution of individual forcings has not been accom-
plished. Better understanding of the regional effects of nat-
ural forcings and the effect of anthropogenic aerosols (see
Chap. 24) may help to achieve quantiﬁed attribution state-
ments. Finally, detection and attribution efforts are often
subject to selection and publication biases. That is, time
series with ‘interesting’ behaviour are preferentially studied
and positive ﬁndings (of a detectable anthropogenic effect)
are more likely to be published. To avoid these biases,
systems to routinely issue statements on the contribution of
external forcing to the observed climate across a range of
pre-speciﬁed variables and regions are needed.
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