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１．はじめに
本稿では，近年の外国語教育の研究動向について，特に自然言語処理研究との
接点に着目して記述することを目的とする。具体的な研究動向の詳細を述べる前
に，まずは以下で外国語教育研究の学際性と自然言語処理研究との関わりについ
て簡単に説明する。
1>1 外国語教育研究の学際性
「外国語教育研究」とは文字通り外国語教育に関わる研究のことであるが，従来
の科研費の審査区分（平成30年度以前）で外国語教育は「人文学」の「言語学」
分野の１つとして含まれていた。また，平成30年度から新たに適用された審査区
分においても，外国語教育は「文学，言語学，及びその関連分野」の１つとして
記載されている。このように，外国語教育研究は一般的には人文学，及び言語学
に属する研究分野の１つとして捉えることができる。しかしながら，外国語教育
研究として実際に行われる内容は多岐にわたり，外国語教育は人文学や言語学の
枠に収まらない幅広さを持っている。外国語教育研究の中で最も頻繁に扱われる
言語に英語があるが，望月（2018）は英語教育研究について「言語学の一分野で
はなく，独自の学問であり科学である。言語学，心理学，教育学などの知見を利
用するが，いかにして英語を教えるかの立場に立ってそれらの知見を再構築する
科学である」(p.11）と述べ，外国語（英語）教育研究の学際性と独自性を強調し
ている。
また，外国語教育研究と最も関連の深い学問として応用言語学（Applied
Linguistics）があり，特に日本国内では応用言語学と外国語教育研究が同義で用
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いられることも少なくない。応用言語学における主要な研究分野の１つとして第
二言語習得（Second Language Acquisition; SLA）が含まれるのは事実であるが，
応用言語学の世界最大の学会であるアメリカ応用言語学会（American Association
for Applied Linguistics）の発表分野を見ると，2018年12月現在で表１に示す21の
小区分を設けている。
表１に示される通り，応用言語学の中には言語習得に関するトピックだけでな
く，認知科学や脳科学に関連したもの，言語政策やイデオロギーなどの社会学と
関連したもの，コーパスやテキスト分析といった情報科学に関連したものなど，
多様な学問分野と関連した内容が含まれていることが分かる。これらの研究は母
語を扱ったものもあるが，その多くは外国語を扱ったものである。よって，広義
に外国語教育研究を捉えた場合，その包括する研究内容は言語学の一分野には収
まらず，また，純粋な第二言語習得だけにも限定されず，非常に多岐にわたると
いえる。
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表１．アメリカ応用言語学会における研究発表の区分
Analysis of Discourse and Interaction
Assessment and Evaluation
Bilingual, Immersion, Heritage, and Minority Education 
Corpus Linguistics
Educational Linguistics
Language Cognition and Brain Research 
Language and Ideology
Language and Technology 
Language Maintenance and Revitalization
Language Planning and Policy
Language, Culture, Socialization and Pragmatics
Phonology/Phonetics and Oral Communication
Reading, Writing, and Literacy 
Research Methodology
Second and Foreign Language Pedagogy
Second Language Acquisition, Language Acquisition, and Attrition
Sociolinguistics
Teacher Education, Beliefs, and Identities
Text Analysis (Written Discourse)
Translation and Interpretation 
Vocabulary and Lexical Studies 
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1>2 外国語教育研究と自然言語処理研究との関わり
前節で述べたように，外国語教育研究は学際的な性格を持ち，多様な研究内容
が行われる分野である。そのような外国語教育研究で近年特に注目を浴びている
のが，自然言語処理（Natural Language Processing）の知見を活かした研究であ
る。自然言語処理とは人間が扱う言語（自然言語）の特徴をコンピューターによ
って自動的に抽出する手法であり，この手法を以て様々な課題の達成を目指す。
その主たる課題の１つに，人間がどのように言語を理解し，処理するのかに関す
る情報を，コンピュータープログラムの開発を通して収集することがある（Crossley,
Varner, Kyle, & McNamara, 2014)。
外国語教育分野の主要な国際学術誌の１つである Wiley 社発行の Language
Learning においても，2017年に“Experimental, Computational, and Corpus-
Based Approaches to Language Learning: Evidence and Interpretation”という
特集が組まれるなど，外国語教育研究において自然言語処理のようなコンピュー
ターを用いたアプローチが注目されている。この特集に含まれている Rebuschat,
Meurers, and McEnery (2017) では，言語習得を研究するアプローチとしてこれ
までは実験的な手法が主であったが，それにコンピューターやコーパスを活用し
たアプローチを統合することで，実験的なアプローチでは明らかになり得ないこ
とまで解明することができると主張されている。コンピューターやコーパスを活
用した研究には，大規模な学習者コーパスを自然言語処理の手法を用いて分析す
ることで学習者の言語習得パターンを見出すものなどが多いが，その他にも様々
な形で自然言語処理の知見を活かした外国語教育研究は行われている。次節では，
具体的な自然言語処理の手法に触れながら，これらの研究事例をレヴューしてい
く。
２．自然言語処理の手法を活かした外国語教育研究の事例
2>1 潜在意味解析
潜在意味解析（latent semantic analysis; LSA）は心理学の分野で広く用いら
れてきた自然言語処理の手法であり，近年になって外国語教育研究の分野でも用
いられるようになってきた。この手法は，大規模な言語コーパスに対して複雑な
統計的処理を行うことで単語や文の意味を数学的に示すものである（Landauer &
Dumais, 1997; Landauer, Foltz, & Laham, 1998)。また，そのような意味に基づ
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いて，単語や文の概念的な類似度を数値として算出することもできる。
LSAの最も重要な側面は，その表象する意味が複数の文脈における単語の用
法（usage)と他の単語との関係（reference）に基づいているということである
（Landauer & Dumais, 1997)。この理論的基盤となっているのが，Harris (1970)
の分布仮説（distributional hypothesis）である。この仮説では，意味的に関連し
ている単語は同じ文脈で直接的に共起するだけでなく，同じようなトピックの
別々の文脈において共通の他の単語と共起するとされる。例えば，「授業の準備に
は教材研究が必須である」と「生徒が主体的に思考する授業が求められている」
いう２つの文を個別の文脈として考えた場合，「授業」と「教材」という単語は同
じ文脈で直接的に共起しているため，意味的に関連していると判断するのは容易
い。一方，「教材」と「生徒」は同じ文脈には表れていないものの，我々の直感に
基づけば関連した意味を持つ。これらの単語は「授業」という単語を介して２つ
の文脈で間接的に共起しており，LSAではこのような文脈（i.e.,文や段落）にお
ける単語の直接的・間接的な共起情報に基づいて単語の意味を表象する。このよ
うな意味に基づくことで，LSAでは表面的な意味の関連だけでなく，より深いレ
ベルの間接的な意味の関連まで捉えることができ，結果的に人間の直感により近
い意味の関連を示すことができる。このように LSA は文脈中の単語の用法と他
の単語との関係に基づいて意味を表象するため，「単語の用法に基づく学習」，つ
まり，文脈における使われ方に基づいて単語の意味を学ぶプロセスをシミュレー
ションする知識モデルとしても活用される（猪原, 2016)。
技術的な観点から述べれば，LSAはコーパスによって形成される高次元の意味
空間内において単語や文などの分析対象をベクトルとして表象するものである。
大まかな手順としては，元となるコーパスをもとに (1)単語を行，文書を列とし，
各セルが各文書における単語の出現回数を示す単語-文書行列を作成し，(2)多数
の文書に出現する高頻度語の影響を弱め，少数の文書にのみ出現する低頻度語の
影響を強めるような重みづけを行い，(3)特異値分解（因子分析に似た手法），
(4)次元の縮約，という４つのステップを経て意味の表象が行われる（Günther,
Dudschig, & Kaup, 2015; Günther, & Kaup, 2016)。実際の計算式など，LSAのよ
り詳細な手続きの説明については，猪原（2016）や Landauer and Dumais (1997)
を参照されたい。
LSAでは得られた単語の意味ベクトルをもとに，それらの間のコサインが算出
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LSA ではこのような文脈における単語の直接
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され，その値が単語間の意味的な関連度とされる。関連度の値は理論的には－1.0
から+1.0を取るが，実質は０に近いほど無関連であり，1.0に近づくほど概念間
の意味的な関連度が高いと解釈される。たとえば，LSA で最もよく用いられる
TASA (Touchstone Applied Science Associates, Inc.)コーパスをベースに，意味
的に関連していると思われる“education”と“schools”の２つ単語のコサイン
を算出した場合，その値は0.80であるのに対し，意味的にはあまり関連していな
いと思われる“education”と“lions”という２つの単語については0.03と算出さ
れる。また，表２は“education”をターゲットとして，それと意味的関連度が高
い上位10語を TASAコーパスから抽出したものである。この例では，ターゲット
が現れる文脈と同じ，もしくは類似した内容の文脈で共起し易いと考えられる語
が高い関連度を持つと評価されていることが分かるだろう。
また，LSA では単語だけでなく，文や段落など様々な単位を分析対象にでき
る。単語どうしの意味的関連性はその類義関係などから判断しやすいが，文以上
の単位で意味的な関連性を客観的に判断するのは難しい。しかし，LSAでは単語
だけでなく文や段落，文章のような相対的に大きな単位での意味的関連度の算出
が可能であり，この場合，文や段落を構成する個々の単語のベクトルの合計や平
均をとることが典型的に行われる（Foltz, Kintsch, & Landauer, 1998; Wolfe et
al., 2005)。表３は，Leo Lionniが1963年の発表した絵本 Swimmy の冒頭数文につ
いて，隣接する文間の意味的関連度を算出したものである。この例では，文２と
文３の意味的な関連度が高く評価されていることが分かる。
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表２．LSA によって“education”と意味的関連度
が高いと判断された単語
意味的関連度の値 語
0.84 educational
0.80 schools
0.78 educators
0.78 schooling
0.77 vocational
0.67 colleges
0.67 educating
0.67 esea
0.66 curricular
については0.03と算出される。また，表２
は“education”をターゲットとして，それと意味的関連度が高い上位10語を
TASA コーパスから抽出したものである。こ 例では，ターゲットが現れる文脈
と同じ，もしくは類似した内容の文脈で共起し易いと考えられる語が高い関連度
を持つと評価されていることが分か だろう。
Foltz, Kintsch, & Landauer, 1998; Wolf ,
Magliano, & Larsen 2005)。表３は，Leo Lionniが1963年に発表した絵本 Swimmy
の冒頭数文について，隣接する文間の意味的関連度を算出したもの ある。この
例では，文２と文３の意味的な関連度が高く評価されていることが分かる。
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ここまで，LSAによる単語や文間の意味的な関連度の算出や，意味的に関連し
た単語のコーパスからの抽出を実例とともに説明してきた。これらの LSA の機
能は，ウェブベースのアプリケーション（Dennis, 2007）や R などの統計ソフト
のパッケージを用いて実行することができる（Günther et al., 2014)。
外国語教育研究における LSA の活用事例の１つとして，学習者の発話データ
を LSA の観点から分析したものがある。Crossley, Salsbury, and McNamara
(2010)は，米国に滞在している英語学習者の発話データを長期的に収集し，学習
者が産出した発話と発話の間の意味的な関連度を LSA によって分析した。その
結果，学習者が時間経過とともに英語に習熟するにつれて，産出される発話間の
意味的関連度が高まることが示された。これはつまり，英語の習熟度が高まるに
つれて，学習者は前後で意味的に関連した内容を発話するようになった，言い換
えれば，意味的に一貫した発話をするようになったということである。このこと
は，目標言語への習熟の過程で，学習者の語彙知識における単語の結びつきが
LSAで表象されるような深いレベルのものに変わっていたことを示唆する（cf.
Crossley, Subtirelu, & Salsbury, 2013)。
また，LSAを活用して外国語教材におけるテキスト分析を行った研究も多く存
在する。Crossley, Louwerse, McCarthy, and McNamara (2007) は初級英語学習
者向けの教材に含まれるテキストのうち，学習者向けに言語が簡素化されたテキ
ストと，学習者向けの言語の調整がされていない真正性の高い（オーセンティッ
クな）テキストを対象として，LSAによる分析を行った。これらのテキストにお
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表３．LSAによる文間の意味的関連度の例
意味的関連度 文
1: A happy school of little fish lived in a corner of the sea somewhere.
.13
2: They were all red.
.46
3: Only one of them was as black as a mussel shell.
.15
4: He swam faster than his brothers and sisters.
.10
5: His name was Swimmy.
注．テキストは Swimmy (Leo Lionni, 1963)の冒頭部分から抜粋した。
表３．LSAによる文間の意味的関連度
, 5）
l
（ ）
, Salsbury, 2013）
（ ）
ける隣接する文の意味的関連度を算出したところ，簡素化されたテキストよりも
オーセンティックなテキストにおいてその関連度が低かったことを報告している。
また，Crossley and McNamara (2008) は中級学習者向けのテキストを分析し，
同様の結果を得ている。さらに，Crossley, David, and McNamara (2012) では初
級，中級，上級学習者向けの簡素化されたテキストについて，レベルが上がるご
とに隣接する文間の意味的関連度が低くなったことを報告している。これらの研
究では一貫して，難易度が高いと想定されるテキストほど隣接する文間の意味的
な関連度が低くなることが示されており，英文の読みやすさには単語の用法に基
づく文間の意味的な関連度が影響していることが示唆される。
上記の事例のように，LSAを外国語教育研究に活用することで「文脈における
単語の用法に基づく意味」という新たな観点から，学習者の言語習得や語彙知識
の発達，教材となるテキストの特徴などを明らかにすることが可能になる。
2>2 多様な言語的特徴の評価
上記で述べた LSA は，いわば単語や文の関連度というテキストや発話の言語
的特徴の一側面のみを捉えるものである。自然言語処理では，その他にも様々な
手法を駆使して多様な言語特徴量を抽出することが試みられてきた。複数の言語
特徴量を自動的に抽出するコンピューターツールの代表的なものに，ウェブベー
スのソフトウェアである Coh-Metrix がある。このツールでは，様々なデータベ
ースや自然言語処理の手法を活用して，文章に含まれる言語の難しさや理解し易
さに関する多数の指標を算出する（Graesser, McNamara, Louwerse. & Cai, 2004;
McNamara, Graesser, McCarthy, & Cai, 2014)。これらの指標にはテキストの基
本的な情報である記述統計（e.g.,総語数，単語や文の長さに基づくリーダビリテ
ィー）だけでなく，語彙情報（e.g.,頻度，親密度，心像性)，語彙的多様性（e.g.,
タイプトークン比)，文の統語特徴（e.g.,名詞句における修飾語数の平均)，文と
文のつながり（結束性；e.g.,文間の名詞の重複）などに関連した指標も含まれる。
従来は総語数や文の長さなどテキストの表面的な特徴のみに基づいてテキストの
難易度が評価されていたところを，Coh-Metrix では語彙や文構造，結束性など
の観点から多面的にテキスト難易度を評価することを目的としている。図１は実
際に Coh-Metrix によって英文を解析した際の画面である。テキストの記述統計
に加え，様々な指標が算出されていることが分かる。なお，2018年12月現在，
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画面右側に様々な指
標が算出されていることが分かる。なお，2018年12月現在，Coh-Metrix では英
文に加えて中国語の文章を解析するツールも提供されている。
で用いられていた指標を例として，Coh-Metrix で算出される多様な言語的特徴
の指標を説明する。
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Coh-Metrixでは英文に加えて中国語の文章を解析するツールも提供されている。
以下では，Coh-Metrixを活用した外国語教育研究である Crossley et al. (2012)
で用いられていた14の指標を例として，Coh-Metrix で算出される多様な言語的
特徴の指標を説明する。
１　Number of words
テキストに含まれる語数の合計である。Coh-Metrix が算出する総語数は，
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図１．Coh-Metrixによる英文解析結果
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の指標を説明する。
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構文解析ツールによって特定された構文木（8 統語的類似性を参照）と呼ば
れる各文の構造に基づいている。
２　Lexical diversity (vocd)
テキストにおいてどの程度多様な語彙が用いられているかを表す指標である。
語彙的な多様性が高い場合，内容を理解しながら新たな単語を文脈に統合す
る機会が増えるため，テキストの理解が難しくなり得る。vocd は語彙的多様
性の指標として一般的に用いられるタイプトークン比（延べ語数に対する異
なり語数の比率）を統計処理によって修正し，テキストの長さ（総語数）の
影響を考慮できるようにした指標である。この値が高い場合は，テキストで
異なり語が多く用いられている（語彙的多様性が高い）ことを示す。
３　CELEX Word frequency (content words)
分析対象のテキストに含まれる語彙（内容語）の頻度レベルを示す指標であ
る。頻度レベルが高い語（高頻度語）は親密度が高く，処理も素早く行われ
るため，テキストの理解しやすさに貢献する。本指標は CELEX 語彙データ
ベースに基づいており，これは COBUILDコーパスに基づくデータベースで
約1790万語を含むものである。
４　Word familiarity (content words)
分析対象のテキストに含まれる語彙（内容語）の親密度の指標である。この
指標は MRC 心理言語学データベースに基づいており，このデータベースで
は親密度や具象性など英語語彙の様々な認知的側面について，大人の協力者
による７段階の評定値を提供している（値は実際の評価値を100倍した100か
ら700の間をとる）。親密度については，協力者が７段階で評価した9,392語に
対する親密度が報告されている。たとえば，“water”(641）は“otter”(391）
よりも親密度が高いとされる。
５　Word meaningfulness (all words)
分析対象のテキストに含まれる語彙（内容語）の意味性の指標であり，これ
も MRC 心理言語学データベースが提供する値に基づいている。意味性は
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2,627語について報告されており，人間の評価に基づいて算出された，ある単
語が持つ連想の数である。つまり，その値が高い語は他の語の強く結びつい
ており，低い語は他の語のとの結びつきが弱いと考えられる。たとえば，
“people”の意味性は612であるのに対し，“abbess”は218である。
６　Polysemy
分析対象のテキストに含まれる語彙の多義性を表す指標で，WordNetと呼ば
れるデータベースに基づいている。Coh-Metrix では分析されるテキストの
内容語のうち，多義語がどのくらい含まれているかを算出する。この値が高
ければ，テキストの意味が曖昧であることを示す。しかしながら，多くの高
頻度語は多義語であるため，この値は高頻度語の割合を示すことにもなり得
る。
７　Verb hypernymy
分析対象のテキストに含まれる語彙の特定性に関する指標で，WordNetに基
づいている。WordNetでは単語が上位・下位の階層構造にまとめられており，
たとえば“chair”は“camp chair”蜚“chair”蜚“seat”蜚“furniture”
蜚“artifact”蜚“object”蜚“entity”という階層構造を持つ。単語が持つ
特定性の値は階層構造の中でその語よりもいくつの上位語があるかを表し，
その値が高いほど単語の特定性が高く，値が低いほど特定性が低いというこ
とになる。
８　Syntactic complexity
文の統語構造の複雑さの指標であり，Crossley et al. (2012) では主動詞（文
の主節の動詞）に先行する単語数の平均が扱われている。たとえば，
─
They 
─
all
enjoyed the dinner. であれば主動詞前の語数は２語，
─
When 
─
he 
─
was 
─
a 
─
child, 
─
he had
a dog. であれば６語となる。主動詞前の語数が少ないほど統語構造が単純で
あり，文が処理し易いと想定される。
９　Sentence syntax similarity
文間の統語的な類似性を測定する指標で，テキスト内での統語構造の単一性
－ 10 －42
語の数である。つまり，その値が高い語は他の語と強く結びつ
いており，低い語は他の語
分析対象のテキストに含まれる動詞の特定性に関する指標で，WordNetに基
づいている。WordNetでは単語が上位・下位の階層構造にまとめられており，
たとえば名詞の例であるが，“chair”は“camp chair”→“chair”→“seat”
→“furniture”→“artifact”→“object”→“entity”という階層構造を持
つ。単語が持つ特定性の値は階層構造の中でその語よりもいくつの上位語が
あるかを表し，その値が高いほど単語の特定性が高く，値が低いほど特定性
が低いということになる。
5
2,627語について報告されており，人間 評価に基づいて算出された，ある単
語が持つ連想 の数である。つまり，その値が高い語は他の語 強く結びつ
いており，低い語は他の語との結びつきが弱いと考えられる。たとえば，
“people”の意味性は612であるのに対し，“abbess”は218である。
動詞 ord et
名詞の例であるが，“ ir は camp chair”→“chair”→“seat
→ furniture”→“artifact”→“object”→“entity”という階層構造を持
つ。単語が持つ特定性 値は階層構造の中でその語よりもいくつの上位語が
あるかを表し，その値が高いほど単語の特定性が高く，値が低いほど特定性
が低いということになる。
－ 5 －
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や一貫性を示す。この指標の算出にあたっては，まず２つの文を構文木で示
し，文間で共通しているノードの数をカウントする。そして，２つの構文木
が持つ全ノード数から共通しているノード数を引いた値で共通しているノー
ド数を割る。以下の図２を例にすると，２つの文を合計した全ノードは18で
あり，灰色で示された２つの文で共通のノードが６つあるため，統語的類似
性は 6 / (18-6) = 0.5 と算出される。テキストの統語的類似性が高ければ，
単純な統語構造を持つ文が繰り返し用いられていることが示唆され，統語的
な複雑さが低いと判断される。
10 LSA adjacent sentences
テキストの意味的な結束性を示す指標であり，先述の潜在意味解析（LSA）
に基づいて２つの文がどの程度意味的に類似しているのかを量的に評価する。
たとえば，“house”を含む文と“table”を含む文は互いに意味的に関連して
いると判断され，このような文間の意味的な関連度が高いほど，テキストは
一貫した内容やトピックを記述しており，その理解が容易となり得る。
11
図２．文間の統語的類似性の算出（McNamara et al., 2014, p.71を一部改変）
図２を例にすると，２つの文を合計した全ノードは18であり，
灰色で示された２つの文で共通のノードが６つあるため，統語的類似性は
6 /（18 6）= 0.5 と算出される。テキストの統語的類似性が高ければ，単純
な統語構造を持つ文が繰り返し用いられていることが示唆され，統語的な複
雑さが低いと判断される。
－ 44 －
11 Motional prepositions
“through”や“into”など移動を表す前置詞の数を示す指標である。この指
標はテキストの空間性（spatiality）を表す指標であり，空間性はテキストの
豊かな理解の形とされる状況モデルを構成する複数の次元の１つである
（Zwaan et al., 1995）。よって，空間性の高いテキストは状況モデルが構築し
やすいテキストとなる。
12 Noun overlap
テキストの照応的な結束性を示す指標であり，テキスト内の文のうち同じ名
詞を含む文の割合を算出する。文間で同じ名詞を共有している割合が高いほ
どテキストの照応的な結束性が高いと判断され，照応的な結束性は読み手・
聞き手が文と文のつながりを構築することに貢献し，その結束性が低い場合
は理解を阻害することもある。
13 Logical operators (negative connectives)
テキストの論理的な結束性に関わる指標であり，1000語あたりにおける接続
詞の出現頻度を表す。接続詞のタイプごとに算出が可能であり，Crossley et
al. (2012）では否定（逆接）を表す接続詞（“however”“but”）に関するも
のが算出されている。
14 Causal cohesion
テキストの因果的な結束性の指標であり，因果的な接続を表す語句（e.g.,
“because”，“to”，“by”，“as a result”，“consequence of”）と因果的な動詞
（状況の変化を示す動詞；e.g.,“break”，“freeze”，“impact”，“hit”，“move”，
“kill”）の比率を表す。因果的な接続を表す語が少なく因果的な動詞が多い場
合は，テキストに記載された出来事の因果関係が明示的に記述されていない
ことが多いということであり，読み手は因果関係を自身で推論する必要性が
高くなる。
上記の１はテキストの記述統計（表層的な特徴）の指標，２̃７が語彙の特徴，
８̃９が文の統合構造，10̃14がテキストの結束性に関わる指標というように分
12
, Langston, & Graesser, 1995）。よって，空間性の高いテキストは状
況モデルが構築しやすいテキストとなる。
このような場合，文章の因果的な結束性は低いということになる。
－ 45 －
類される。
さらに，Graesser, McNamara, and Kuilkowich (2011) は大規模なコーパスデ
ータをもとに，Coh-Metrix で算出される54の指標を以下の８つの成分へと縮
約している：Narrativity, Referential cohesion, Syntactic simplicity, Word
concreteness, Causal cohesion, Verb cohesion, Logical cohesion, Temporal
cohesion. これら８つは，上記の語彙や文，結束性に関する個別の指標とそれら
に関連した別の複数の指標を主成分分析によって統合したものである。これら８
つの主成分は文章理解の５つのレベル（語彙，統語，テキストベース，状況モデ
ル，ジャンル）を想定する理論モデルとも整合性が高い（Graesser & McNamara,
2011)。
外国語教育研究の分野でも，この Coh-Metrix を活用した研究が近年多く報告
されている。様々な研究課題について Coh-Metrix は活用されてきたが，最も多
く活用されてきたのが外国語教材に含まれるテキストの分析である。Crossley,
Louwerse, McCarthy, and McNamara (2007) では英語学習者用の初級レベルの
テキストについて，簡素化されたテキストはオーセンティックなテキストと比較
して含まれている語彙の頻度レベルが高いことや，文間の名詞の重複が多いこと
などを明らかにしている。中級レベルのテキストを分析対象として同様の検証を
行った Crossley and McNamara (2008) でも，概ね同じ結果が得られた。さらに
Crossley, Allen, and McNamara (2012) では，初級・中級・上級の簡素化された
テキストについて，レベルの低いテキストほど語彙の頻度レベルや文間の意味的
な関連度が高く，語彙的多様性や統語的な複雑さが低くなることなどを明らかに
している。また，Plakans and Bilki (2016)では特にテキストの結束性に焦点を当
てた分析が行われており，中上級レベルよりも初級レベルのテキストで結束性が
高くなる傾向が示されている。しかしながら，この研究ではリーダビリティーや
統語的な複雑さなどの指標と比べると，結束性のレベル間の差は小さいことが指
摘されている。
３．国内における研究事例
前節では具体的な自然言語処理の手法やツールの説明とともに，それらが外国
語教育研究でどのように活用されてきたかを述べた。本節では，日本人の英語学
習者や日本人向けの英語教材を対象とした国内の研究事例を，筆者の過去の研究
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に含まれるテキストの分析である。Crossley et
al. (2007) では英語学習者用の初級レベルのテキストについて，簡素化されたテ
キストはオーセンティックなテキストと比較して含まれている語彙の頻度レベル
が高いことや，文間の名詞の重複が多いことなどが明らかにされている。中級レ
ベルのテキストを分析対象として同様 検証を行った Crossley and McNamara
(2008) でも，概ね同じ結果が得られている。さらに Crossley et al. (2012) では，
初級・中級・上級の簡素化されたテキストについて，レベルの低いテキストほど
語彙の頻度レベルや文間の意味的な関連度が高く，語彙的多様性 統語的な複雑
さが低くなることなどが明らかにされている。また，Plakans and Bilki (2016)で
は特にテキストの結束性に焦点を当てた分析が行われており，中上級レベルより
も初級レベルのテキストで結束性が高くなる傾向が示されている。しかしながら，
この研究ではリーダビリティーや統語的な複雑さなどの指標と比べると，結束性
のレベル間の差は小さいこ が指摘されている。
３．国内における研究事例
前節では具体的な自然言語処理の手法やツールの説明とともに，それらが外国
語教育研究でどのように活用されてきたかを述べた。本節では，日本人の英語学
習者や日本人向けの英語教材を対象とした国内の研究事例を，筆者の過去の研究
を中心に述べていく。
－ 6 －
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を中心に述べていく。
3>1 潜在意味解析を用いた研究事例
国内における外国語教育研究では，名畑目（2012）が先駆的に潜在意味解析
（LSA）を用いている。英検の読解問題のうち空所補充型の問題に使われるテキス
トを対象として，空所を含む文とその前後の文の意味的な関連度を潜在意味解析
によって算出した。その結果，上位の級になるほど空所を含む文とその前後の文
との意味的関連度が低くなることが明らかにされた。難易度が高いと想定される
文章ほど隣接する文間の意味的関連度が低くなるという傾向は，Crossleyらの研
究結果と一貫している。
また，名畑目（2018）では日本人の小学生向けに作成された英語ストーリー教
材を対象として，各教材における隣接する文間の意味的関連度を算出した。その
結果，大人の学習者向けの教材を主な分析対象とした Crossleyらの研究で報告さ
れている値よりも，全体として高い値が得られた。よって，この研究の結果も，
難易度が低いと想定される文章ほど文間の意味的な関連度が高いという先行研究
の知見を支持するするものである。さらにこの研究では，算出された文間の意味
的な関連度に基づいて個別の教材の文脈の記述内容を考察し，文間の意味的な関
連度に基づけば文脈の理解し易さの観点からストーリー教材を評価できることや，
より意味的に関連した文脈を持つように教材を作成・改善できる可能性があるこ
とを示唆した。
上記の研究は LSA によって英語学習者用のテキストを分析したものであるが，
Nahatame (2017, 2018)では LSAによって得られる文間の意味的な関連度が実際
の英語学習者の文章理解に与える影響を検討している。これらの研究では，日本
人大学生に表４のような英文を提示して読解させた。この英文は２文１組であり，
１文目が２文目との因果的・意味的な関連の程度によってａ̃ｄの４つのパター
ンがある。因果的な関連度は１文目に述べられた出来事と２文目に述べられた出
来事の因果関係の強さを表すものであり，英語教育を専攻する大学院生による評
定値に基づいている。意味的な関連度は，LSAによる２つの文のコサインの値に
基づくものである。
Nahatame (2017)では，これら２文１組の英文について書かれた内容がどの程
度一貫しているかを協力者に５段階で評定させた。その結果，LSAによる意味的
14
ものである。さらにこの研究では，算出された文間の意味的な
関連度に基づいて個別の教材の文脈の記述内容を考察し，文間の意味的な関連度
に基づけば文脈の理解し易さの観点からストーリ 教材を評価できることや，よ
り意味的に関連した文脈を持つように教材を作成・改善できる可能性があること
を示唆した。
な関連度が高い英文ほど内容が一貫していると評定されやすく，それは特に文の
因果的な関連度が低い場合や協力者の英文読解力が低い場合で顕著だった。この
結果は，LSAのように統計的に算出される英文の意味的な関連度が，英語学習者
による文章の一貫性の知覚と関連していることを示した点で重要である。
Nahatame (2018)では，同様の文章を用いて協力者の読解時間と読解後の記憶
テスト（筆記再生課題）の分析を行った。線型混合モデル（Linear Mixed Model）
による分析を行った結果，文間の意味的な関連度が高い文章ほど学習者の記憶に
残り易いことが明らかにされた。また，読解時間に対しても意味的な関連度の促
進効果は見られるものの，因果的な関連度のほうが影響が大きく，因果的関連度
が高い場合にのみ意味的な関連度の効果が顕著であった。これらの結果は，LSA
によって算出される英文の意味的な関連度が，英語学習者の一貫性の知覚だけで
なく，テキスト内容の記憶，及び限定的ではあるがテキストの処理時間とも関連
していることを示している。
Nahatame (2017, 2018) は，LSA によって算出される文の意味的な関連度と英
語学習者の行動データとの関わりを実証した点で重要である。言い換えれば，こ
れらの研究結果は，LSAによる文の意味的な関連度の心理学的妥当性を外国語読
解の文脈で示したものである。
3>2 Coh-Metrixを用いた事例
Coh-Metrix を用いた研究は国内でもいくらか行われてきたが，それらの多く
は国外の研究と同様に英語学習教材を分析したものである。たとえば Coh-
Metrixを用いた先駆的な研究である水本（2013）は，高等学校の英語教科書１冊
を分析対象とし，Graesser et al. (2011) が特定した８つの主成分に関する得点を
－ 15 －
表４．Nahatame (2017, 2018)で用いられた英文
1a. Mary could not find anything to read in the library. (CR-High / SR-High)
1b. Mary wanted to look for recipes for her dinner party. (CR-High / SR-Low)
1c. Mary went to the library to look for something to read. (CR-Low / SR-High)
1d. Mary was having a dinner party for her office. (CR-Low / SR-Low)
2. She went to the bookstore to get new books.
Note. CR = Causal Relatedness; SR = Semantic Relatedness.
－ 47 －
な関連度が高い英文ほど内容が一貫していると評定されやすく，それは特に文の
因果的な関連度が低い場合や協力者の英文読解力が低い場合で顕著だった。この
結果は，LSAのように統計的に算出される英文の意味的な関連度が，英語学習者
による文章の一貫性の知覚と関連していることを示した点で重要である。
Nahatame (2018)では，同様の文章を用いて協力者の読解時間と読解後の記憶
テスト（筆記再生課題）の分析を行った。線型混合モデル（Linear Mixed Model）
による分析を行った結果，文間の意味的な関連度が高い文章ほど学習者の記憶に
残り易いことが明らかにされた。また，読解時間に対しても意味的な関連度の促
進効果は見られるものの，因果的な関連度のほうが影響が大きく，因果的関連度
が高い場合にのみ意味的な関連度の効果が顕著であった。これらの結果は，LSA
によって算出される英文の意味的な関連度が，英語学習者の一貫性の知覚だけで
なく，テキスト内容の記憶，及び限定的ではあるがテキストの処理時間とも関連
していることを示している。
Nahatame (2017, 2018) は，LSA によって算出される文の意味的な関連度と英
語学習者の行動データとの関わりを実証した点で重要である。言い換えれば，こ
れらの研究結果は，LSAによる文の意味的な関連度の心理学的妥当性を外国語読
解の文脈で示したものである。
3>2 Coh-Metrixを用いた事例
Coh-Metrix を用いた研究は国内でもいくらか行われてきたが，それらの多く
は国外の研究と同様に英語学習教材を分析したものである。たとえば Coh-
Metrixを用いた先駆的な研究である水本（2013）は，高等学校の英語教科書１冊
を分析対象とし，Graesser et al. (2011) が特定した８つの主成分に関する得点を
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表４．Nahatame (2017, 2018)で用いられた英文
1a. Mary could not find anything to read in the library. (CR-High / SR-High)
1b. Mary wanted to look for recipes for her dinner party. (CR-High / SR-Low)
1c. Mary went to the library to look for something to read. (CR-Low / SR-High)
1d. Mary was having a dinner party for her office. (CR-Low / SR-Low)
2. She went to the bookstore to get new books.
Note. CR = Causal Relatedness; SR = Semantic Relatedness.
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全15レッスンに含まれるテキストに対して算出した。さらにそ 他の分析ツール
から指標を追加して，これらの指標の持つ情報量を主成分分析により圧縮して２
つの変数で示し，その変数に基づいてクラスター分析を行うことで，各レッスン
のテキストを難易度（読みやすさ，具体性，文体）の観点から分類している。
名畑目・木村（2018）は，水本（2013）と同様のアプローチで日本人の小学生
向けに作成された英語ストーリー教材を分析した。文部科学省が作成した英語ス
トーリー教材を含む12の教材を対象として，Graesser et al. (2011) が特定した8
つの主成分に関する得点，及び総語数などその他の指標を Coh-Metrix によって
算出した。そしてそれらを主成分分析によって縮約し，その主成分に基づくクラ
スター分析を行って教材を複数のクラスターに分類した。このような教材の言語
的特徴の分析とその特徴に基づく分類を行うことで，同じ小学生向けの英語教材
であっても言語的特徴の観点からその相違点を知ることができる。たとえば名畑
目・木村（2018）の主成分分析の結果では，第一主成分として総語数や平均的な
文の長さといった表面的な特徴に基づくテキストの難易度，因果・論理関係の記
述量，語彙の具体性を統合した指標が得られた。この指標に基づけば，これらの
言語的特徴に基づいて教材の難易度を把握したり，指導の工夫を考えることが可
能となる。たとえば，表面的な難易度が低く，因果・論理関係の記述量が少ない
教材は，英語に慣れていない児童に対する入門的なストーリー教材として適切で
ある。一方で，因果・論理関係の記述が少ないため，内容理解のためにイラスト
やジェスチャー，発問を活用するといった工夫が必要になるかもしれない。反対
に，表面的な難易度が高く，因果・論理関係の記述が多い教材は，その活用の際
に児童の外国語に対する習熟度を把握・考慮する必要がある。内容理解が難しい
ような場面は単語や文を繰り返す，短い文で言い換える，前の内容を振り返させ
るなどの理解への足場かけが必要となるだろう。一方，このような教材は，豊か
な文脈の中で，児童が因果・論理関係を表す外国語の語句や表現を習得すること
を可能にする教材でもある。これらのような教材の言語的特徴を把握することで，
指導目的や学習者の習熟度に応じた教材の選定や活用が可能になる。さらに，こ
のような知見は，指導目的や学習者の習熟度に応じた教材開発にも示唆を与える
ものであると考える。
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に応じた教材の選定や活用が可能になる。さらに，このような知見は，指導目的
や学習者の習熟度に応じた教材開発にも示唆を与えるものであると考える。
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４．今後の展望
自然言語処理の知見を活かした外国語教育研究は，近年国内外で多く発表され
ている。あくまで本稿で扱った研究はそれらのほんの一部であり，本稿で扱った
以外にも自然言語処理の知見を活かした外国語教育研究は多く存在する。そして，
外国語教育研究においてこのような研究はこれからますます増加すると予想され
る。自然言語処理の技術は日進月歩であるため，様々なツールや手法が日々開発
されており，今後はこれまでよりも多様な形で外国語教育研究における自然言語
処理の手法の活用が見られるだろう。
たとえば，本稿では代表的なテキスト分析のツールとして Coh-Metrix を取り
上げたが，近年その限界点を改善したツールが発表されている。Coh-Metrix で
は１つずつのテキストに対して分析を行う必要があったが，数百のテキストを分
析するような際には膨大な時間が掛かる。また，Coh-Metrix には含まれていな
い，より新たな言語的特徴の指標も近年開発・提案されている。これらの限界点
を踏まえて開発されたのが，TAALES (The tool for the analysis of lexical
sophistication) や TAACO (The Tool for the Automatic Analysis of Cohesion)で
ある (Crossley, Kyle, & Dascalu, in press; Kyle, Crossley, & Berger, 2018)。こ
れらのツールではコンピューターにソフトウェアをインストールすることで，複
数のテキストを同時に分析することが可能である。また，TAALESは多数の語彙
指標を算出するツールであり，Coh-Metrixに含まれていない n-gram（n語の組
み合わせ）の頻度情報や Academic word listに基づく指標なども算出することが
できる。TAACO は多数の結束性に関する指標を算出するツールであり，LSAよ
りもさらに洗練した意味的関連度の指標である Latent Dirichlet Allocation
(LDA)やWord2vecを使って文間の意味的な関連度を算出することができる。本
稿執筆時点においてはまだ Coh-Metrix ほどには外国語教育研究には浸透してい
ないが，今後確実にこれらのツールを使用した研究は増えていくだろう。
また，上記のようなツールは，英語学習者のスピーキングやライティングにお
ける習熟度の予測を通して，算出される指標の妥当性が検証されている。たとえ
ば，ある課題に対する英語学習者の作文データを収集し，専門的な評価者がそれ
に対して包括的な評価，あるいは語彙や結束性といった個別の言語特徴に関する
評価を与える。同時に，その作文データに対して上記のようなツールを用いて
様々な言語的特徴の指標を算出する。そして，その指標が人間による評定値をど
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の程度予測するかを検証するという流れである。このようなアプローチや研究は，
最終的にはスピーキングやライティングの自動採点に向けた取り組みへとつなが
っていく。実際に国内においても，言語特徴量に基づいて英語学習者の発話デー
タの自動採点を行う試みはすでになされている（近藤・石井，2017）。
さらに，近年では Coh-Metrix及びその関連ツールを統合・発展させた Reader-
bench が開発され，このツールではテキストの言語的な複雑さの分析や学習者が
作成した要約文の自動採点などを行うことができる（Dascalu, Dessus, Trausan-
Matu, Bianco, & Nardy, 2013)。また，このツールの機能の１つとして Automated
model of comprehension (AMoC)があり，この機能では文の統語的な情報などに
基づくテキストの字義的な理解と，読み手の推論に基づくテキストのより深い理
解がどのように構築されていくかをシミュレーションできる（Dascalu, Paraschiv,
McNamara, & Trausan-Matu, 2018)。まだまだ改善の余地はあるが，このよう
な機能を使えば人間の文章理解の認知メカニズムをより明確に示すことができる
可能性を秘めている。
これらのような自然言語処理の手法に基づく言語解析ツールがさらに開発・普
及していくことで，より多様な自然言語処理の手法や知見を取り入れた外国語教
育研究が行われていくだろう。そして，そのような研究が増加・発展していけば，
外国語教育研究，そして外国語教育自体の在り方も大きく変わっていくだろう。
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