We apply the crystal bases theory of Fock spaces over quantum affine algebras to the modular representations of the cyclotomic Hecke algebras of type G(p, p, n). This yields classification of simple modules over these cyclotomic Hecke algebras in the non-separated case, gen- 
Introduction
The theory of crystal bases and canonical bases is one of most significant advance in Lie theory in last two decades. It was discovered and developed by M. Kashiwara ([30] ) and G. Lusztig ([36] ) around 1990. Since then remarkable applications to some classical problems in representation theory have been found. One typical example is the well-known Lascoux-LeclercThibon's Conjecture ( [34] ), which asserts that, the decomposition numbers of the Iwahori-Hecke algebra associated to the symmetric group at a primitive e-th root of unity in C (the complex number field) can be obtained by evaluation at 1 of the coefficient polynomials of natural bases appeared in the expansion of the global crystal bases (i.e., canonical bases) of some level one Fock spaces over the quantum affine algebra U q ( sl e ). This conjecture has been proved by S. Ariki ([2] ), who generalized it to the case of the cyclotomic Hecke algebras of type G(r, 1, n). A similar conjecture ( [35] ), which relates the decomposition numbers of the q-Schur algebra with q specialized to a primitive e-th root of unity in C to the global crystal bases of Fock space as U q ( gl e )-module, has been proved by ). For further examples, see the work of ), where the theory of crystal of type A (2) 2l was applies to the modular representations of Hecke-Clifford superalgebra as well as of double covers of symmetric groups.
This paper provides new applications of the theory of crystal bases and canonical bases to modular representation theory. Precisely, we apply the crystal bases theory of Fock space of higher level over quantum affine algebras of type A (1) l to the modular representations of the cyclotomic Hecke algebra H(p, p, n) of type G(p, p, n) in the non-separated case (see Definition 3.2). The separated case has been completely solved in our previous work [24] . We explicitly describe (in terms of combinatorics over certain Kleshchev's good lattices) which irreducible representation of the Ariki-Koike algebra H(p, n) remains irreducible when restricted to H(p, p, n). This yields classification of simple modules over the cyclotomic Hecke algebra H(p, p, n) in the nonseparated case, generalizing our previous work [23] on the Hecke algebras of type D n . Then we go further in the remaining part of this paper. We use Naito-Sagaki's work ( [40] , [41] ) on Lakshmibai-Seshadri paths fixed by diagram automorphisms to derive explicit formula for the number of simple modules over the cyclotomic Hecke algebra H(p, p, n). Our formula generalizes earlier results of Geck [18] on the Hecke algebra of type D n (i.e., of type G(2, 2, n)). Note that our approach even in that special case is quite different, because it is based on Ariki's result ( [2] ) on Lascoux-Leclerc-Thibon's Conjecture as well as Naito-Sagaki's work ( [40] , [41] ) on Lakshmibai-Seshadri paths, while Geck's method in [18] depends on explicit information on character tables and Kazhdan-Lusztig theory for Iwahori-Hecke algebras associated to finite Weyl group-not presently available in our general G(p, p, n) cases.
As a byproduct, we get a remarkable bijection between two sets of Kleshchev multipartitions. Our explicit formulas strongly indicate that there are some new intimate connections between the representation of H(p, p, n) at roots of unity and the representation of various Ariki-Koike algebras of smaller sizes at various roots of unity. Although we will not discuss these matters in the present paper, we remark that it seems very likely the decomposition matrix of the latter can be naturally embedded as a submatrix of the decomposition matrix of the former.
The paper is organized as follows. Section 2 collects some basic known results about Ariki-Koike algebras (i.e., cyclotomic Hecke algebras of type G(r, 1, n)). These include Dipper-James-Mathas' work on structure and representation theory as well as Dipper-Mathas's Morita equivalence results for Ariki-Koike algebras. The notion of Kleshchev multipartition as well as Ariki's remarkable result (Lemma 2.7) are also introduced there. In Section 3, we first recall our previous work on modular representations of Hecke algebras of type D n and of type G(p, p, n). Then we give the first two main results (Theorem 3.6 and Theorem 3.8) in this paper. Theorem 3.9 shows that these two main results are valid over any field K which contains primitive p-th root of unity and over which H(p, p, n) is split. Our Theorem 3.6 is a direct generalization of [23, (1.5) ]. A sketch of the proof (following the line of the proof of [23, (1.5) ]) is presented in Section 4. The proof of Theorem 3.8 is given in Section 5. Our main tool used there are Dipper-Mathas's Morita equivalence results for Ariki-Koike algebras as well as their connections with the representations of the type A affine Hecke algebras. In Section 6 we give the second two main results (Theorem 6.10 and Theorem 6.17) in this paper, which yield explicit formula for the number of simple modules over the cyclotomic Hecke algebra H(p, p, n) in the non-separated case. Note that in the separated case such a formula can be easily written down by using the results [24, (5.7) ]. The main idea of the proof is to apply our first two main results (Theorem 3.6 and Theorem 3.8) as well as Naito-Sagaki's work ( [40] , [41] ) on Lakshmibai-Seshadri paths fixed by diagram automorphisms. As a byproduct, we get (Corollary 6.9) a remarkable bijection between two sets of Kleshchev multipartitions, which seems of independent interest.
The present paper is an expanded version of an earlier preprint (cited in Ariki's book [5, [cyclohecke12] ]) completed in the February of 2002. That preprint already contains Theorem 3.6 and Theorem 3.8, which are generalizations of [23, (1.5) ]. Part of the remaining work was done during the author's visit of RIMS in 2004. After this expanded version was completed and the main results were announced, N. Jacon informed us that a result similar to Theorem 3.6 in the context of FLOTW partitions (see [27, Definition relations 
This algebra is the so-called Ariki-Koike algebra or cyclotomic Hecke algebra of type G(r, 1, n). Whenever the parameter q is clear in the context, we will say (for simplicity) that the algebra H K (r, n) is with parameters set {Q 1 , · · · , Q r }. This algebra contains the Hecke algebras of type A and type B as special cases. Obviously, it can be defined over 1 denotes a primitive r-th root of unity in C, one obtains the group algebra for the complex reflection group G(r, 1, n) ∼ = Z r ≀ S n .
Suppose that K contains a primitive p-th root of unity ε. Let x 1 , · · · , x d be invertible elements in K with x 1/p i ∈ K for each i. We consider the Hecke algebra H K (r, n) with parameters
Then the first defining relation for H K (r, n) becomes
Let H K (r, p, n) = H q,x 1 ,··· ,x d (r, p, n) be the subalgebra of H K (r, n) generated by the elements
Then it is an analogue of the Hecke algebra for the complex reflection group G(r, p, n). It is known that in this case (by [37] ) H K (r, p, n) is a symmetric algebra over K. For simplicity, we shall often write H(r, p, n),
Our main interest in this paper will be the algebra H(r, p, n) in the special case where p = r, that is, the cyclotomic Hecke algebra of type G(p, p, n). The special case H(2, 2, n) is just the Iwahori-Hecke algebra of type D n . For convenience, we shall use a normalized version of H(p, p, n) which is defined as follows. Let p, n ∈ N. Let K be a field and q be an invertible element in K. Throughout this paper, we assume that K contains primitive p-th root of unity. In particular, char K is coprime to p. We define the algebra H q (p, n) to be the associative unital K-algebra with generators T 0 , T 1 , · · · , T n−1 subject to the following relations
Note that if we fix a choice of a primitive p-th root of unity ε in K, then the first relation becomes
and the algebra H q (p, n) is just the Ariki-Koike algebra or cyclotomic Hecke algebra of type G(p, 1, n) with parameters q, 1, ε, · · · , ε p−1 . However, the algebra H q (p, n) itself does not depend on the choice of primitive p-th root of unity. Now, let H q (p, p, n) be the subalgebra of H q (p, n) generated by the elements
. This algebra, called cyclotomic Hecke algebra of type G(p, p, n), will be the main subject of this paper.
It is well-known that H q (p, n) is a free H q (p, p, n)-module with basis {1, T 0 , · · · , T p−1 0 }. As a H q (p, p, n)-module, H q (p, n) is in fact isomorphic to a direct sum of p copies of regular H q (p, p, n)-modules. Let τ be the Kalgebra automorphism of H q (p, n) which is defined on generators by τ (T 1 ) = T
of H q (p, n) forms a Z/pZ-graded Clifford system in H q (p, n) in the sense of [12, (11.12) ].
Our approach to the modular representations of the algebra H q (p, p, n) is to consider the restriction of the representations of H q (p, n). To this end, we have to first recall some known results about H q (p, n). The structure and representation theory for Ariki-Koike algebras with arbitrary parameters q, Q 1 , · · · , Q p has been well studied in [13] , where it was shown that these algebras are cellular in the sense of [20] if q is invertible. To state their results, we need some combinatorics. Recall that a partition of n is a non-increasing sequence of positive integers λ = (λ 1 , · · · , λ r ) such that |λ| := r i=1 λ i = n, while a p-multipartition of n is a p-tuple of partitions λ = (λ (1) 
We now state the results of [13] in our special case of the Ariki-Koike algebra H q (p, n). First, we have to fix a primitive p-th root of unity ε in K.
be an ordered p-tuple which is obtained by fixing an order on Q. We regard H q (p, n) as the Ariki-Koike algebra with parameters q, 1, ε, · · · , ε p−1 . Then for each p-multipartitions λ of n, there is a Specht module, denoted by S λ − → Q , and there is a naturally defined
(instead of Q) is used to emphasis that the structure of the module S λ − → Q (resp.,
) does depend on the fixed order on the set {1, ε, · · · , ε p−1 } of parameters.
Definition 2.1 Let v be an indeterminate over Z. Let ǫ be a primitive p-th root of unity in C. We define
Let x be an indeterminate over Z. Note that
, where Φ k (x) is the k-th cyclotomic polynomial over Z. It follows easily that for any Z[v, v −1 ]-algebra K which contains a primitive p-th root of unity ε, the natural homomorphism Z[v, v −1 ] → K can be uniquely extended to a homomorphism from Z to K by mapping ǫ to ε. In other words, we can always specialize ǫ to any primitive p-th root of unity. 
3) H q (p, n) is semisimple if and only if
for each p-multipartition λ of n.
Note that whether f p,n (q, ε) is nonzero in K or not is independent of the choice of the primitive p-th root of unity ε in K.
It remains to determine when D λ − → Q = 0. This was solved in [39] in the case of type A. In general case it was solved by the work of Dipper-Mathas [14] and of Ariki [4] . We first recall Dipper-Mathas' result in [14] . Two parameters Q i , Q j are said to be in the same q-orbit, if 
where each H q,Q i (p i , n i ) denotes the Ariki-Koike algebra of size n i and with parameters set Q i . Moreover, if we fix an order on each Q i to get an ordered tuple − → Q i and suppose that
, where
Q be an ordered p-tuple which is obtained by fixing an order on Q. Then for each p-multipartition λ of n, there are = 0 to the case where all the parameters in Q are some powers of q. In that case, the problem was solved by Ariki [4] . From now on until the end of this section, we assume that all the parameters in Q are some powers of q. In particular, in our H q (p, n) case, q must be a root of unity. To state the result of Ariki, we have to recall the definition of Kleshchev multipartition (see [7] ). For any p-multipartition λ, the Young diagram of λ is the set
The elements of [λ] are nodes of λ. Given any two nodes γ = (a, b, c), It has five removable nodes. Fix a residue x and consider the sequence of removable and addable x-nodes obtained by reading the boundary of λ from the bottom up. In the above example, we consider residue x = 1, then we get a sequence ARR, where each "A" corresponds to an addable x-node and each "R" corresponds to a removable x-node. Given such a sequence of letters A,R, we remove all occurrences of the string "AR" and keep on doing this until no such string "AR" is left. The "R"s that still remain are the normal x-nodes of λ and the highest of these is the good x-node. In the above example, there is only one normal 1-node, which is a good 1-node. If γ is a good x-node of µ and λ is the multipartition such that [µ] = [λ] ∪ γ, we write λ x ։ µ. For each integer n ≥ 0, let P n be the set of all p-multipartitions of n. Definition 2.6 ( [7] ) Suppose n ≥ 0. The set K n of Kleshchev p multipartitions with respect to (q, Q 1 , · · · , Q p ) is defined inductively as follows:
The Kleshchev's good lattice with respect to (q, Q 1 , · · · , Q p ) is, by definition, the infinite graph whose vertices are the Kleshchev p-multipartitions with respect to (q, Q 1 , · · · , Q p ) and whose arrows are given by 
Classification of simple H q (p, p, n)-modules
In this section, we shall first review the known results on the classification of simple modules over H q (p, p, n). Then we shall state the first two main results in this paper, which give the classification of simple modules over H q (p, p, n) in the non-separated cases. The proof will be given in Section 4 and Section 5.
Recall that Q = 1, ε, · · · , ε p−1 , where ε is a fixed primitive p-th root of unity in K. Let − → Q be an ordered p-tuple which is obtained by fixing an order on Q. Let
Clearly, h p = id. In particular, we get an action of the cyclic group C p on K n given as follows: D
, and
Therefore, the problem on classifying simple H q (p, p, n)-modules reduces to the problem on determining the automorphism h.
Definition 3.2 ([3])
We refer to the condition f p,n (q, ε) ∈ K × as the separation condition. Say that we are in the separated case if the separation condition is satisfied, otherwise we are in the non-separated case.
In the separated case, the classification of all the simple modules over H q (p, p, n) has been completely solved in [24] (see [42] and [22] for the case where p = 2). In particular, we have that
The above results generalized the corresponding results in [42, (3.6) ,(3.7)] and [22] on the Iwahori-Hecke algebra of type D n . So it remains to deal with the case where f p,n (q, ε) = 0. In this case, by Lemma 2.7, K n = K n . Henceforth we identify K n with K n without further comments. Note that in the special case where p = 2, which amounts to say that q is a primitive 2l-th root of unity for some positive integer l, the classification of all the simple modules has also been solved in [23] . In that case, h is an involution. We have that Note that the above description of the involution h bears much resemblance with Kleshchev's description of the well-known Mullineux involution (see [31] , [9] ).
In this section we will state the first two main results in this paper, of which the first one is a direct generalization of Lemma 3.4 to the case of the Hecke algebra H q (p, p, n). By assumption, K is a field which contains a primitive p-th root of unity ε. In particular, char K is coprime to p. Now f p,n (q, ε) = 0 implies that ε ∩ q = {1}, where ε (resp., q ) denotes the multiplicative subgroup generated by ε (resp., by q). Let 1 ≤ k < p be the smallest positive integer such that ε k ∈ q . In particular, k|p. Suppose
Hence q is a primitive dℓ 1 -th root of unity for some positive integer ℓ 1 with ℓ 1 |ℓ. We need the following result from number theory.
Lemma 3.5 Let K be a field which contains a primitive p-th root of unity ε.
Then there exists a primitive p-th root of unity ζ ∈ K such that ζ k = ξ.
Proof: Clearly ε k is a primitive d-th root of unity in K. Indeed, the set
is the set of all p-th root of unity in K, and the set 1,
is the set of all d-th root of unity in K. It follows that there exists some integer 1 ≤ a < d with (a, d) = 1 and such that ξ = ε ak . We write k = k ′ k ′′ , where (k ′ , d) = 1 and any prime factor of k ′′ is a factor of d. By the Chinese Remainder Theorem,
In particular, (a + jd, k ′ ) = 1. It follows that (a + jd, k) = 1, and hence (a + jd, p) = 1 (because (a, d) = 1). Now ζ := ε a+jd is a primitive p-th root of unity, and ζ k = ε ak+jdk = ε ak+jp = ξ. This completes the proof of the lemma.
We return to our discussion above Lemma 3.5. Note that q is a primitive dℓ 1 -th root of unity implies that q ℓ 1 is a primitive d-th root of unity. By Lemma 3.5, we can always find a primitive p-th root of unity ε such that ( ε) k = q ℓ 1 . Note that since both ε and ε are primitive p-th root of unity, there exist integers i, j, such that ε = ( ε) i and ε = ε j . In particular, ε m ∈ q if and only if ( ε) m ∈ q for any integer m ≥ 0. Therefore, 1 ≤ k < p is also the smallest positive integer such that ( ε) k ∈ q . Replacing ε by ε (which makes the Hecke algebra H q (p, n) itself unchanged) if necessary, we can assume without loss of generality that ℓ = ℓ 1 . Henceforth, we fix such ε. Therefore, q is a primitive dℓ-th root of unity, q ℓ = ε k is a primitive d-th root of unity, and 1 ≤ k < p is still the smallest positive integer such that
and we use θ to denote the map λ → (λ [1] , · · · , λ [k] ). In other words, θ(λ) = (λ [1] , · · · , λ [k] ) (concatenation of ordered tuples). Now we can state the first main result, which deals with the case where k = 1 and K = C. Theorem 3.6 Suppose that K = C, and q, ε ∈ K such that ε = q ℓ is a primitive p-th root of unity and q is a primitive pℓ-th root of unity. Recall our definition of h in the second paragraph of this section. Let λ ∈ K n be a Kleshchev p-multipartition of n with respect to (q, 1, ε, · · · , ε p−1 ). Then if
is a path from ∅ to λ in Kleshchev's good lattice with respect to (q, 1, ε, · · · , ε p−1 ). Then, the sequence
also defines a path in Kleshchev's good lattice with respect to (q, 1, ε, · · · , ε p−1 ), and it connects ∅ to h(λ).
The proof of Theorem 3.6 will be given in Section 4. Here we give an example. Suppose that n = p = 3, q = 6 √ 1 and ε = q 2 . Then the following 3-multipartitions are the all Kleshchev 3-multipartitions with respect to (q, 1, ε, ε 2 ) of 3
and the map h is given by
In view of Theorem 3.6 and discussions above it, it remains to consider the case where k > 1. Now we suppose that k > 1. Recall our assumption, that is, q is a primitive dℓ-th root of unity, q ℓ = ε k is a primitive d-th root of unity, and 1 ≤ k < p is the smallest positive integer such that ε k ∈ q . Let ε ′ = ε k , which is a primitive d-th root of unity in C. For any integer n ′ ≥ 1, let H q (d, n ′ ) be the Ariki-Koike algebra (over C) with parameters (q, 1,
Hence we are in a position to apply Theorem 3.6 with p replaced by d, n replaced by n ′ and ε replaced by ε ′ . We get that
also defines a path in Kleshchev's good lattice with respect to (q, 1,
Now we can state the second main result, which deals with the case where k > 1 and K = C.
Theorem 3.8 Suppose that K = C, q, ε ∈ K such that ε is a primitive p-th root of unity, ε k = q ℓ is a primitive d-th root of unity and q is a primitive dℓ-th root of unity, and 1 ≤ k < p is the smallest positive integer such that ε k ∈ q . Let λ ∈ K n be a Kleshchev p-multipartition of n with respect to
where
as defined in Corollary 3.7 and the righthand side of the above equality is understood as concatenation of ordered tuples.
The proof of Theorem 3.8 will be given in Section 5. Proof: In the case where p = 2, this is proved in the Appendix of [25] (which is essentially an argument due to S. Ariki). In general, this can still be proved by using the same argument as in the Appendix of [25] .
Note that we have proved in [24, Theorem 5.7 ] that in the separated case H q (p, p, n) is always split over K whenever K contains primitive p-th root of unity. It would be interesting to know if this remains true in the non-separated case. obtained from µ by removing a good r-node. One can easily deduce from Theorem 3.6 and Theorem 3.8 the following description of h: let λ ∈ K n be a Kleshchev p-multipartition of n with respect to (q,
։ λ is a path from ∅ to λ in Kleshchev's good lattice with respect to (q, Q 1 , · · · , Q p ), then the sequence
also defines a path in Kleshchev's good lattice with respect to (q, Q 1 , · · · , Q p ), and it connects ∅ to h(λ).
Remark 3.12 In the case of G(r, p, n), one can still define the automorphisms σ, τ and h, and the problem of classifying simple H q (r, p, n)-modules can still be reduced to the determination of h. In the preprint [19] , Genet and Jacon give a parameterization of simple H q (r, p, n)-modules using combinatorics of FLOTW partitions. Our σ, τ, h are denoted by f, g, τ in their paper. They give a characterization of τ in terms of ω and a bijection κ between the set of Kleshchev multipartitions and the set of FLOTW partitions (see [19, [26, (4.3.1) ] for the special case when p = r and ε = q l ). In the case where p = r, the parameterization of simple modules obtained in [19] is the same as [24, Theorem 5.7] in the separated case. Note that, neither the paper [19] nor the present paper give explicit construction of simple modules. However, compared with [19] , our results in [24] for H q (p, p, n) in the separated case are more explicit, as it is built on Dipper-James-Mathas' work [13] and it gives explicit construction of simple modules by using decomposition of Specht modules (see [24, Theorem 4.9, Remark 4.10 and Line13-17 in Page485]). The results in [24] are valid over any field which contains primitive p-th root of unity, and the results in this paper are valid over any field K which contains primitive p-th root of unity and over which H q (p, p, n) is split. The paper [19] relies on the parameterization results obtained in [27] , which are presently only valid over C and which contain no explicit constructions of simple modules.
Proof of Theorem 3.6
In this section, we shall give the proof of Theorem 3.6. It turns out that the proof of Theorem 3.6 is a direct generalization of the proof of [23, (1.5) ]. Throughout this section, we keep the assumption and notations in Theorem 3.6. That is, K = C, q, ε ∈ C be such that ε = q ℓ is a primitive p-th root of unity and q is a primitive pℓ-th root of unity.
Let v be an indeterminate over Q. Let h be a (pℓ +
Assume that the pℓ × pℓ matrix α i , h j is just the generalized Cartan matrix associated to sl pℓ . The quantum affine algebra U v ( sl pℓ ) is by definition the Q(v)-algebra with 1 generated by elements E i , F i , i ∈ Z/pℓZ and K h , h ∈ P ∨ , subject to the relations
It is a Hopf algebra with comultiplication given by
Let P (1) be the set of all partitions. Let P := ⊔ n≥0 P n , the set of all p-multipartitions. For each integer j with 0 ≤ j < pℓ, there is a level 1 Fock space F
(1) (Λ j ), which is defined as follows. As a vector space,
The readers should not confuse the element d here with the integer d we used before.
and the algebra U v ( sl pℓ ) acts on F (1) (Λ j ) by
where i ∈ Z/pℓZ, λ ∈ P (1) , and
and N d (λ) := # γ ∈ [λ] res(γ) = 0 , and here we should use the following definition of residue, namely, the node in the ath row and the bth column of λ is filled out with the residue b − a + j ∈ Z/pℓZ.
by P, and using the definition of residue given in (2.5) for multipartition, we get a level p Fock space
As a vector space, we have
, it is indeed an U v ( sl pl )-module isomorphism, where the action on the right-hand side is defined via
We now introduce a different version of level p Fock space F(Λ). As a vector space,
Lemma 4.1 The above action defines an integrable representation of the algebra
Moreover, the empty p-multipartition ∅ := (∅, · · · , ∅ Proof: For any x, y ∈ U v ( sl pl ) and λ ∈ P, we have that
It follows that the action "•" does define a representation of the algebra U v ( sl pl ) on F(Λ). The remaining part of the lemma can be verified easily.
Therefore, both F (Λ) and F(Λ)) are integrable U v ( sl pl )-modules. They are not irreducible. In both cases the empty multipartition ∅ is a highest weight vector of weight Λ = Λ 0 + Λ l + · · · + Λ (p−1)l , and both L(Λ) := U v ( sl pl )∅ and L(Λ) are isomorphic to the irreducible highest weight module with highest weight Λ. Let U ′ v ( sl pl ) be the subalgebra of U v ( sl pl ) generated by E i , F i , K ±1 h i , i ∈ Z/plZ. Let # be the automorphism of U ′ v ( sl pl ) which is defined on generators by Let u Λ := ∅, the highest weight vector of weight Λ in F (Λ). For each i ∈ {0, 1, · · · , pl − 1}, let E i , F i be the Kashiwara operators introduced in [30] . Let L(Λ) A be the A-submodule of F (Λ) A generated by all
It is a free A-module, and is stable under the action of E i and F i . The set
is a basis of L(Λ) A /vL(Λ) A . In [30] , the pair L(Λ) A , B(Λ) is called the lower crystal basis at v = 0 of L(Λ).
Following [30] , the crystal graph of L(Λ) is the edge labelled direct graph whose set of vertices is B(Λ) and whose arrows are given by
It is a remarkable fact ( [38] , [7, (2.11) ]) that the crystal graph of L(Λ) is exactly the same as the Kleshchev's good lattice if we use the embedding L(Λ) ⊂ F (Λ). In particular, B(Λ) can be identified with K := ⊔ n≥0 K n . Henceforth, we fix such an identification. Let "−" be the involutive ring automorphism of U v ( sl pl ) which is defined by
This gives rise to an involution (still denoted by "−") of L(Λ). That is, for x = P ∅ ∈ L(Λ), we set x := P ∅. By [30] , there exists a unique A-basis
The basis G(µ) µ∈K is called the lower global crystal basis of L(Λ). Let
The following six results can be proved by using exactly the same arguments as in the proof of [23, (2.2),(3.1),(3.2),(3.3),(3.4),(3.5)].
Lemma 4.2 Let F (Λ)
# be the U ′ v ( sl pl )-module which is obtained from F (Λ) by twisting the action by the automorphism #. Let φ be the linear map
Corollary 4.5 Let λ ∈ K n be a Kleshchev p-multipartition of n with respect to (q, 1, ε, ε 2 , · · · , ε p−1 ), and let ∅ 
Lemma 4.6 For each
Recall that L(Λ) is also an irreducible highest weight U v ( sl pl )-module of highest weight Λ. For any i 1 , · · · , i k ∈ Z/plZ, it is easy to see
A . By Lemma 4.2 and Lemma 4.7 we know that the lower global crystal basis of L(Λ) is parameterized by K := µ µ ∈ K . We denote them by G( µ) µ ∈ K . For any λ ∈ P, µ ∈ K, let d λ, µ (v) ∈ A be such that G( µ) = λ d λ, µ (v)λ. The following three results can be proved by using exactly the same arguments as in the proof of [23, (3.6) ,(3.7),(3.8)].
Corollary 4.8 For any λ ∈ P, µ ∈ K, we have φ G(µ) = G( µ), and Corollary 4.10 For any λ ∈ P, µ ∈ K, we have ϕ G(µ # ) = G µ and
Proof of Theorem 3.6: It suffices to show that h(µ) = µ # for any µ ∈ K n . It is well-known that S
(see e.g., [24, (3.7) ,(5.8)]). Hence in the Grothendieck group of the category of finite-dimensional
. By Corollary 4.8, Corollary 4.10 and Ariki's result [2] , we deduce that
for any λ ∈ P n . Taking λ to be h(µ) or µ # , we get that µ # h(µ) and h(µ) µ # , hence h(µ) = µ # , as required. This completes the proof of Theorem 3.6.
Corollary 4.11 For any
λ ∈ P n and µ ∈ K n , [ S λ − → Q : D µ − → Q ] = [ S λ − → Q : D h(µ) − → Q ]. In particular, [ S µ − → Q : D h(µ) − → Q ] = 1 for any µ ∈ K n .
Proof of Theorem 3.8
In this section, we shall give the proof of Theorem 3.8. Our main tool are Dipper-Mathas' Morita equivalence results ( [14] ) for Ariki-Koike algebras as well as their connections with the representations of the type A affine Hecke algebras. Throughout this section, we keep the assumption and notations in Theorem 3.8. That is, K = C, q, ε ∈ C be such that ε is a primitive p-th root of unity, ε k = q ℓ is a primitive d-th root of unity and q is a primitive dℓ-th root of unity, and 1 < k < p is the smallest positive integer such that ε k ∈ q .
We first recall the definition of type A affine Hecke algebra.
Definition 5.1 The affine Hecke algebra H
aff n is the K-algebra, which as a K-linear space is isomorphic to
The algebra structure is given by requiring that H q (S n ) and K[X 
Here
by permuting X i and X i+1 .
Note that the relation (5.2) is equivalent to
Let Q 1 , · · · , Q p be elements of K. Let H(p, n) := H q,Q 1 ,··· ,Qp (p, n) be the Ariki-Koike algebras with parameters (q, Q 1 , · · · , Q p ). It is well-known that there is a surjective K-algebra homomorphism ϕ : H aff n ։ H(p, n) which is defined on generators by
(the j-th Murphy operator). In particular, every irreducible H(p, n)-module is an irreducible H aff n -module. Next we shall recall Dipper-Mathas' construction of Morita equivalence for Ariki-Koike algebras. To this end, we need some notations and definitions. Let {s 1 , s 2 , · · · , s n−1 } be the set of basic transpositions in S n . A word w = s i 1 · · · s i k for w ∈ S n is a reduced expression if k is minimal; in this case we say that w has length k and we write ℓ(w) = k. Given a reduced expression s i 1 · · · s i k for w ∈ S n , we write T w = T i 1 · · · T i k , then T w depends only on w and not on the choice of reduced expression. It is well-known that H q (S n ) is a free module with basis {T w |w ∈ S n }. For each integer 0 ≤ a ≤ n, we define w n−a,a = (s n−a · · · s n−1 ) a times
if a ∈ {0, n}; or w n−a,a = 1 if a ∈ {0, n}. Let s be an integer with 1 ≤ s ≤ p and such that (i)
(ii)
) (concatenation of ordered tuples), which is a p-multipartition of n. By [14] , D λ − → Q = 0 is an irreducible H(p, n)-module, and
Proof: By our previous discussion, it suffices to show that
In fact, by Lemma 5.4, it is easy to see that the following map
extends naturally to a well-defined surjective right H aff n -module homomorphism. Now comparing their dimensions (see [14, (4.8) ]), we proves the theorem.
Now we suppose that
) (concatenation of ordered tuples), which is a p-multipartition of n.
Corollary 5.6 With the above assumptions and notations, we have an
Proof: This follows from Proposition 5.5 and the associativity of tensor product induction functor. Now we return to our setup in Theorem 3.8.
and recall θ is the map λ → (λ
Proof of Theorem 3.8:
By Lemma 2.4, we have that
.
Applying Corollary 5.6, we get that
By [44, (5.12) ], the righthand side module has the same composition factors as Ind
In particular, as both modules are irreducible, these two modules are in fact isomorphic to each other. Therefore,
Now again by Lemma 2.4,
where σ ′ denotes the K-algebra automorphism of the Ariki-Koike algebra
(where ε ′ = ε k ) which is defined on generators by σ(T 0 ) = ε ′ T 0 , σ(T i ) = T i , for any 1 ≤ i ≤ n k − 1. By Theorem 3.6 and Corollary 3.7, we deduce that
where h ′ is as defined in Corollary 3.7. Therefore
as required. This completes the proof of Theorem 3.8.
6 Closed formula for the number of simple
The main purpose of this section is to give the second two main results (Theorem 6.10 and Theorem 6.17) of this paper, which yield explicit formula for the number of simple modules over the cyclotomic Hecke algebras of type G(p, p, n) in the non-separated case. Note that in the separated case one can easily write down an explicit formula by using the result [24, (5.7) ].
In the non-separated case we shall apply Theorem 3.6 and Theorem 3.8 as well as Naito-Sagaki's work ( [40] , [41] ) on Lakshmibai-Seshadri paths fixed by diagram automorphisms.
Recall our definition of K n and h in the second paragraph of Section 3.
For each integer m with 1 ≤ m ≤ p, we define
We use the notations # Irr H q (p, p, n) (resp., # Irr H q (p, n) ) to denote the number of irreducible H q (p, p, n)-modules (resp., irreducible H q (p, n)-modules). By Lemma 3.1, we know that
Note that by [7] , the number # Irr H q (p, n) is explicitly known. Therefore, to get a formula for # Irr H q (p, p, n) , it suffices to derive a formula for N( m) for each integer 1 ≤ m < p satisfying m|p. Let µ be the Möbius function µ : N → {0, 1, −1} given by Therefore, it suffices to derive a formula for N (m) for each integer 1 ≤ m < p satisfying m|p. To this end, we have to use Naito-Sagaki's work ( [40] , [41] ) on Lakshmibai-Seshadri paths fixed by diagram automorphisms.
For the moment, we assume the following setup. That is, K = C, q, ε ∈ C be such that ε = q ℓ is a primitive p-th root of unity, and q is a primitive pℓ-th root of unity. We identify K n with K n , the set of Kleshchev p-multipartitions with respect to (q, 1, ε, · · · , ε p−1 ). Let g be the Kac-Moody algebra over C associated to a symmetrizable generalized Cartan matrix (a i,j ) i,j∈I of finite size. Let h be its Cartan subalgebra, and W ⊂ GL(h * ) be its Weyl group. Let {α ∨ i } 0≤i≤n−1 be the set of simple coroots in h. pl−1 . The generalized Cartan matrix (a i,j ) i,j∈I of g was indexed by the finite set I := Z/plZ. Let 1 ≤ m < p be an integer satisfying m|p. Let ω : I → I be an automorphism of order p/m defined byī = i + plZ →ī − ml = i − ml + plZ for anyī ∈ I. Clearly ω is a Dynkin diagram automorphism in the sense of [41, §1.2](i.e., satisfying a ω(i),ω(j) = a i,j , ∀ i, j ∈ I). By [17] , ω induces a Lie algebra automorphism (which are called diagram outer automorphism) ω ∈ Aut(g) of order p/m and a linear automorphism ω * ∈ GL(h * ) of order p/m.
Following [16] and [41, §1.3] , we set c i,j :=
We choose a complete set I of representatives of the ω-orbits in I, and setǏ := i ∈ I c i,i > 0 . We putâ i,j := 2c i,j /c j for i, j ∈ I, where c i := c ii if i ∈Ǐ, and c i := 2 otherwise. Then (â i,j ) i,j∈ I is a symmetrizable Borcherds-Cartan matrix in the sense of [8] , and (ifǏ = ∅) its submatrix (â i,j ) i,j∈Ǐ is a generalized Cartan matrix of affine type. Let g be the generalized Kac-Moody algebra over C associated to (â i,j ) i,j∈ I , with
Cartan subalgebra h, Chevalley generators {x i ,ŷ i } i∈ I . The orbit Lie algebrǎ g is defined to be the subalgebra of g generated by h andx i ,ŷ i for i ∈Ǐ, which is a usual Kac-Moody algebra.
Lemma 6.4 With the above assumptions and notations, we have thať
Proof: This follows from direct verification.
We define h * • := Λ ∈ h * ω * (Λ) = Λ . W := w ∈ W ω * w = wω * . To distinguish with the objects for g, the objects for the obit Lie algebraǧ will always have the symbol "∨" on the head. For example,ȟ denotes the Cartan subalgebra ofǧ,W the Weyl group ofǧ, {Λ i } 0≤i≤ml−1 the set of fundamental dominant weights inȟ * . There exists a linear automorphism P * ω :ȟ * → h * • and a group isomorphism Θ :W → W such that Θ(w) = P * ωw P * ω −1 for each w ∈W . By [17, §6.5], for each 0 ≤ i < ml,
where C ∈ Q is some constant depending on ω, δ denotes the null root of g.
Let B(Λ) (resp., B P * ω (Λ) ) be the set of all L-S paths of class Λ (resp., of class P * ω (Λ)). Let π Λ (resp., π P * ω (Λ) ) be the straight path joining 0 and Λ (resp., 0 and P * ω (Λ)). Let E i , F i denote the raising root operator and the lowering root operator (see [32] and [33] ) with respect to the simple root α i .
Lemma 6.5
The map which sends π P * ω (Λ) to π Λ extends to a bijection β from B P * ω (Λ) onto B(Λ) such that
Proof: This follows from the fact that P * ω (Λ) − Λ ∈ Qδ and the definitions of B P * ω (Λ) and B(Λ). Henceforth we shall identify B P * ω (Λ) with B(Λ). The action of ω * on h * naturally extends to the set B P * ω (Λ) (and hence to the set B Λ ). By [40, (3 
We denote by B
• Λ the set of all L-S paths of class Λ that are fixed by ω * . Forǧ, we denote by e i , f i the raising root operator and the lowering root operator with respect to the simple root α i . Let πΛ be the straight path joining 0 andΛ. By [41, (4. 2)], the linear map P * ω naturally extends to a map fromB(Λ) to B
• Λ such that if
Note that bothB(Λ) and B Λ have a canonical crystal structure with the raising and lowering root operators playing the role of Kashiwara operators. They are isomorphic to the crystals associated to the irreducible integrable highest weight modulesĽ(Λ) of highest weightΛ over U ′ v (ǧ) and L Λ of highest weight Λ over U ′ v (g) respectively. Henceforth, we identify them without further comments. Let vΛ (resp., v Λ ) denotes the unique highest weight vector of highest weightΛ (resp., of highest weight Λ) inB(Λ) (resp., in B(Λ)). Therefore, by (6.6) and Lemma 6.7, we get that 
and the image of η consisting of all crystal basis element
We translate the language of crystal bases into the language of Kleshchev multipartitions, we get the following combinatorial result, which seems of independent interest. 
, where s := nm/p, then the sequence
Proof: This follows from (6.3), Theorem 3.6 and the realization of crystal graph as Kleshchev's good lattice.
We remark that one can derive a similar combinatorial result for FLOTW p-partitions by using the same arguments.
Theorem 6.10 Suppose that
is a primitive p-th (resp., primitive m-th) root of unity, and q (resp., q ′ ) is a primitive pℓ-th (resp., primitive ml-th) root of unity. Let 1 ≤ m ≤ p be an integer such that m|p. Then N(m) is equal to the number of simple
and of size mn/p. In particular, for each integer 1 ≤ m < p such that m|p, we get that
l is a primitive m-th root of unity, and q ′ is a primitive ml-th root of unity.
In the special case where l = m = 1, the setB(Λ) contains only one element-a highest weight vector, which corresponds to the empty partition ∅. Hence we have Corollary 6.12 If l = 1, then for any integer n ≥ 1, Remark 6.14 Combing (6.2) with (6.11) we get an explicit formula for the number of simple H q (p, p, n)-modules in the case when ε = q ℓ is a primitive p-th root of unity, and q is a primitive pℓ-th root of unity. Note that (by Theorem 3.9) this formula is valid over any field K as long as K contains primitive p-th root of unity and H q (p, p, n) is split over K. Our formula generalizes earlier results of Geck [18] on the Hecke algebra of type D n (i.e., of type G(2, 2, n)). Note that Geck's method depends on explicit information on character tables and Kazhdan-Lusztig theory for Iwahori-Hecke algebras associated to finite Weyl group-not presently available in our general G(p, p, n) cases. Our approach here is new and quite conceptual.
We now deal with the remaining cases. That is, we assume the following setup: K = C, q, ε ∈ K. q is a primitive dℓ-th root of unity, q ℓ = ε k is a primitive d-th root of unity, and 1 ≤ k < p is the smallest positive integer such that ε k ∈ q . In this case, we fix the order of parameters {1, ε,
We identify K n with K n , the set of Kleshchev p-multipartitions with respect to (q, − → Q ). Let λ ∈ K n . We write λ = (λ [1] , · · · , λ [k] ) (concatenation of ordered tuples), where each λ
[i] is a d-multipartition. By Theorem 3.8,
where h ′ is as defined in Corollary 3.7. As before, it suffices to derive a formula for N(m) for each integer 1 ≤ m < p satisfying m|p. Suppose that 1 ≤ a ≤ min{m, k} is the greatest common divisor of m and k. By the division algorithm, we know that there exist integers r 1 , r 2 such that a = r 1 k + r 2 m. Let λ ∈ K n be such that h m (λ) = λ. Then
, λ [1] , λ [2] , · · · , λ [k−a] .
It follows that (h
By an easy induction, we get that
We claim that there exist positive exist integers r As a consequence, n 1 + · · · + n a = na/k. By Lemma 2.3, Lemma 2.4, Lemma 2.7 and our definition of the p-tuple − → Q , we know that λ ∈ K n if and only if for each 1 ≤ i ≤ k, λ
[i] ∈ K n i , where K n i denotes the set of Kleshchev d-multipartitions of n i with respect to (q, 1, ε ′ , · · · , ε ′ d−1 ), ε ′ = ε k . We define 
Lemma 6.16
With the above notations, the map which sends λ = λ [1] , · · · , λ
[k] to λ := λ [1] , · · · , λ [a] defines a bijection from the set Σ(m) onto the set Σ(k, m).
Proof: Our previous discussion shows that the p-multipartition λ = (λ [1] , λ [2] , · · · , λ [k] ) ∈ Σ(m) can be recovered from the da-multipartition λ := (λ [1] , λ [2] , · · · , λ [a] ) and the automorphism h ′ . In particular, the above map is injective. It remains to prove the map is surjective.
Let α := λ [1] , · · · , λ This is well-defined, since (h ′ )
(because α ∈ Σ(k, m)). Note also that the above definition is equivalent to (6.15) . Therefore, if we set λ := λ [1] , · · · , λ [k] , then the discussion above (6.15) implies that h r 2 m (λ) = λ. Now recall that where ε ′′ = (q ′′ ) l is a primitive d-th root of unity, and q ′′ is a primitive ( dl)-th root of unity.
Remark 6.19 Combing (6.2) with (6.18) we get an explicit formula for the number of simple H q (p, p, n)-modules in the case where q is a primitive dℓ-th root of unity, q ℓ = ε k is a primitive d-th root of unity, and 1 ≤ k < p is the smallest positive integer such that ε k ∈ q . Thus the problem for determining explicit formula for the number of simple H q (p, p, n)-modules are solved by our Theorem 6.10 and Theorem 6.17 in all cases. As before, this formula is valid over any field K as long as K contains primitive pth root of unity and H q (p, p, n) is split over K. Finally, we remark that, these explicit formulas strongly indicate that there are some new intimate connections between the representation of H q (p, p, n) at roots of unity and the representation of various Ariki-Koike algebras of smaller sizes at various roots of unity. It seems very likely that the decomposition matrix of the latter can be naturally embedded as a submatrix of the decomposition matrix of the former. We will leave it to a future project.
