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LOGARITHMIC EXACT CRYSTALLINE POINCARÉ LEMMA OF HIGHER LEVEL
MODULO p.
KAZUAKI MIYATANI
ABSTRACT. Le StumandQuirós proved the formal Poincaré lemma in crystalline cohomol-
ogy of higher level using the jet complex, and applied it to give a de Rham interpretation
of this cohomology. In this article, we prove the logarithmic version of the formal Poincaré
lemmamodulo p. Provided that each term of the log. jet complex is locally free, it gives the
logarithmic version of the de Rham interpretation of the crystalline cohomology of higher
level.
INTRODUCTION
The crystalline cohomology of levelm for each non-negative integerm was introduced
by Pierre Berthelot [B3] and generalizes the classical crystalline cohomology, the casem =
0 being the classical one. The largerm gets, themore general base schemes and coefficient
sheaves the cohomology theory allows. This cohomology is based on the generalization of
fundamental crystalline notions (for example, PD structure) to “level-m versions” (for ex-
ample, PD structure of levelm), whichmakes the construction of the cohomology parallel
to the classical crystalline cohomology.
Unlike the construction, we can not directly translate the proof of cohomological prop-
erties of classical crystalline cohomology to the level-m version. One of the most distinc-
tive example is the crystalline Poincaré lemma, that is, the de Rham interpretation of the
crystalline cohomology of level m; in fact, the usual de Rham complex gives the coho-
mology only after tensorisation of Q. A precise de Rham interpretation for the crystalline
cohomology of level m is given by the jet complex of order pm (a “crystalline version” of
the complex by Lieberman [Li]); this fact is called “exact Poincaré lemma”, and proved by
Le Stum and Quirós [LS-Q] following the idea of Berthelot [B2]. Since the jet complex is
unbounded and complicated, we still need another kind of local Poincaré lemma given by
the author to prove some basic properties of the crystalline cohomology of levelm such as
base change theorem and finiteness [Mi].
As the classical crystalline cohomology has a generalization to logarithmic schemes, it
is natural to ask for the logarithmic version of crystalline cohomology of levelm. We expect
that this generalization has interactions with the theory of logarithmicD (m)-module [Mo].
The themeof this article is the exact Poincaré lemma for the log. crystalline cohomology
of levelm, which should be the starting point of investigating this cohomology. The main
theorem is this Poincaré lemma modulo p, that is, the following theorem.
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THEOREM 0.1 (Corollary 9.2).— Let (S,a,b,γ) be a fine log. m-PD scheme on which p is
nilpotent, and let X be a fine log. scheme which is log. smooth over S, and assume that the
underlying scheme X is flat over S. Moreover, assume that pOX = 0. Denote by Ω˙
(m),•
X /S the
log. jet complex of X (Definition 5.1), and let E be a flat log. m-crystal in O (m)
X /S-modules.
Then, there exists an isomorphism in the derived category
Ru(m)
X /S∗
(E )→EX⊗Ω˙
(m),•
X /S .
By a standard argument, the proof reduces to showing the exactness of the complex 0→
OX → LΩ˙
(m),0
X /S → LΩ˙
(m),1
X /S → . . . , where LΩ˙
(m),•
X /S denotes the linearization of log. jet complex
of X (Theorem 6.1). We prove this exactness by explicitly constructing a local homotopy
of this complex; this is where we need a complicated calculation and is the central point
of our proof. A more detailed strategy of the proof is given in Section 6.
We put some comments about the assumption that pOX = 0 in Theorem 0.1. This as-
sumption is just a technical one and should be got rid of in the future. In fact, we conjec-
ture that each term of the log. jet complex is locally free; if this is true, then we may get
rid of the assumption because p is nilpotent on X . An obstruction of proving the local
freeness is the complexity of the log. jet complex (the local freeness is still open even in the
non-logarithmic situation [Mi, 0.2]).
To conclude this introduction, we explain the structure of this article. In the first three
sections, we introduce basic notions concerning the theory of logarithmic crystalline co-
homology of levelm and collect some basic facts. Section 4 is devoted to some logarithmic
differential calculus. In Section 5, we define the log. jet complex, which plays a central role
on the log. exact Poincaré lemma, and give an explicit desciption of this complex. Then,
in Section 6, we state the formal log. Poincaré lemma modulo p and explain the strategy
of the proof. The proof of it occupies next two sections and it is the most difficult part in
this article. In the last section, Section 9, we apply this result to prove Theorem 0.1.
CONVENTIONS AND NOTATIONS
Throughout this article, we fix a prime number p and a natural number m (natural
number means, in this article, non-negative integer).
Let k, k ′ and k ′′ be natural numbers such that k = k ′+k ′′. Then, three numbers(
k
k ′
)
:=
k!
k ′!k ′′!
,
{
k
k ′
}
:=
q !
q ′!q ′′!
and
〈
k
k ′
〉
:=
(
k
k ′
){
k
k ′
}−1
are often used in this article. Here, q (resp. q ′, q ′′) denotes the integer part of k/pm (resp.
k ′/pm , k ′′/pm).
Next, we introduce notation on multi-indices. The element (0, . . . ,0,1,0, . . . ,0) in Nn ,
where 1 sits in the i -th component, is denoted by 1i . When I is an element of Nn , its k-th
component is denoted by ik for each k = 1, . . . ,n. Similarly, we write J = ( j1, . . . , jn ), and for
a subscript i we write Ji = ( ji ,1, . . . , ji ,n ). If I ∈Nn , then Iˆ denotes the element (i1, . . . , in−1)
inNn−1, and this is identified with the element (i1, . . . , in−1,0) in Nn . Moreover, |I | denotes
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the number
∑n
k=1 ik . If J ≤ I , that is, if jk ≤ ik for all k = 1, . . . ,n, then the usual conventions(
I
J
)
:=
n∏
k=1
(
ik
jk
)
,
{
I
J
}
:=
n∏
k=1
{
ik
jk
}
and
〈
I
J
〉
:=
n∏
k=1
〈
ik
jk
〉
are used.
Finally, let us fix some notation on log. schemes. Let X be a log. scheme. Then, the
underlying scheme of X is denoted by X , and its log. structure is denoted by MX . The
structure sheaf OX of X is simply denoted by OX , and the étale site X e´t of X by X e´t. If S is
a fine log. scheme and X is a fine log. scheme over S, we agree that X (n)/S denotes the fiber
product (in the category of the fine log. schemes) of n copies of X over S.
We assume that p is nilpotent on all schemes appearing in this article.
1. LOGARITHMIC CRYSTALLINE SITE OF LEVELm .
In this article, we freely use the fundamental notions ofm-PD structures and ofm-PD
schemes; the readers may refer to Berthelot’s fundamental article [B3] or an article by the
author [Mi].
Let (S,a,b,γ) be a fine log.m-PD scheme, that is, a datum which consists of a fine log.
scheme S, a quasi-coherent ideal a ofOS and a quasi-coherentm-PD structure (b,γ) on a.
As in the classical case [K, (5.6)], we may construct the logarithmic version of m-PD
envelope.
PROPOSITION–DEFINITION 1.1.— Let C ′1 denote the category of the data (i , J ,δ) consist-
ing of an exact closed immersion i : X ,→ Y of fine log. S-schemes and an m-PD structure
(J ,δ) on the ideal of X ,→ Y . LetC ′2 denote the category of the closed immersions i : X ,→ Y of
log. S-schemes such that MX is fine andMY is coherent. Then, the forgetful functorC
′
1→C
′
2
has a right adjoint functor. When i : X ,→ Y is an object of C ′2, its image under this functor
is called the log.m-PD envelope of i and is denoted by (X ,→D(m)
X
(Y ),I , [ ]).
We fix throughout this subsection a fine log. S-scheme X , and assume that the m-PD
structure (b,γ) extends toOX .
DEFINITION 1.2.— (i) LetU be an étale schemeover X , and letU denote the log. scheme
(U ,MX |U ). A log. m-PD thickening (U ,T, J ,δ) of U over (S,a,b,γ) is a datum which con-
sists of a fine log. S-scheme T , an exact closed S-immersionU ,→ T and anm-PD structure
(J ,δ) on the ideal ofU ,→T compatible with (b,γ).
(ii) A log.m-PD thickening (U ,T, J ,δ) is said to be fundamental if there exists a fine log.
smooth S-scheme Y and a closed S-immersion i : U ,→ Y such that (U ,T, J ,δ) is isomor-
phic to the log.m-PD envelope of i .
When (U ,T, J ,δ) is a fundamental log. m-PD thickening, the structure of OT is de-
scribed by the following lemma.
LEMMA 1.3.— Let i : U ,→ Y be a closed immersion of fine log. smooth schemes over
S such that the underlying scheme U is flat over S. Then for an integer n, the structure
sheaf O
D(m)
U
(Y ) of the log. m-PD envelope of i is, étale locally on Y , isomorphic to the m-PD
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polynomial algebraOU {t1, . . . , tn }(m) overOU , which is introduced in Berthelot’s article [B3,
1.5.1].
Proof. We may assume that i is an exact closed immersion and that there exists a chart
(P →MS ,Q →MY ,Q → P ) of i which satisfies the condition in [K, (3.5)]. Then, this chart
also induces one of U → S. If I denotes the ideal of U ,→ Y , the second fundamental
exact sequence [N-S, 2.1.3]
0→I /I 2→Ω1Y /S →Ω
1
U/S → 0
shows that wemay take sections x1, . . . ,xn ∈I andm1, . . . ,mn′ ∈MU so that dx1, . . . , dxn ,
d logm1, . . . , d logmn′ form a basis ofΩ
1
Y /S .
Therefore, as in the arguments in [K, (3.13)], we have the cartesian diagram
U T
S×Z[Q]Z[P ] (S×Z[Q]Z[P ])×SAnS ,
i
i ′
where the vertical morphisms are strict and étale, and the lower horizontal map i ′ is the
base change of the zero section S→An
′
S
. Now we have shown that the ideal I is a regular
ideal, and the proof is a consequence of [B3, 1.5.3]. 
Now,wedefinethe logarithmic versionofm-crystalline site and of restrictedm-crystalline
site [B4].
DEFINITION 1.4.— (i) The log.m-crystalline siteCris(m)(X /S,a,b,γ), or simply Cris(m)(X /S),
is the category of the log. m-PD thickenings (U ,T, J ,δ) of an étale scheme U of X over
(S,a,b,γ), morphisms defined in an obvious way, and topology induced by the étale topol-
ogy on T . Its associated topos (X /S,a,b,γ)(m)cris, or (X /S)
(m)
cris , is called the log. m-crystalline
topos.
(ii) The restricted log. m-crystalline siteRCris(m)(X /S,a,b,γ), or RCris(m)(X /S), is the full
subcategory of Cris(m)(X /S,a,b,γ) consisting of the fundamental log. m-PD thickenings,
which is equipped with the induced topology. Its associated topos (X /S,a,b,γ)(m)Rcris, or
(X /S)(m)Rcris, is called the restricted log. m-crystalline topos. When E is a sheaf in Cris
(m)(X /S)
(resp. RCris(m)(X /S)), then for each log. m-PD thickening (U ,T, J ,δ) (resp. fundamental
log.m-PD thickening (U ,T, J ,δ)), the sheaf on Te´t induced by E is denoted by E(U ,T,J ,δ) or
simply by ET .
(iii) The sheaf of rings
(U ,T, J ,δ) 7→ Γ(T ,OT )
in the topos (X /S)(m)cris (resp. (X /S)
(m)
Rcris) is called the structure sheaf of the site Cris
(m)(X /S)
(resp. RCris(m)(X /S)), and denoted by O (m)
X /(S,a,b,γ) or by O
(m)
X /S .
PROPOSITION 1.5.— Let (S ′,a′,b′,γ′)→ (S,a,b,γ) be an m-PD morphism from another
fine log. m-PD scheme, X ′ a fine log. scheme over S ′ and f : X ′ → X a morphism over S.
LOG. POINCARÉ LEMMA OF HIGHER LEVEL MOD. p 5
Then, there exists a morphism of topoi
f (m)cris : (X
′/S ′)(m)cris → (X /S)
(m)
cris .
Next, we discuss some fundamental functors. Let f : X → S denote structure mor-
phism. Then,
u(m)
X /S : (X /S)
(m)
cris → X e´t
denotes the projection of log.m-crystalline topos defined as in the classical case [K, (6.4)].
Its composite with fe´t : X e´t→ Se´t is denoted by f
(m)
X /S : (X /S)
(m)
cris → Se´t. Moreover, we define
the morphism of topoi u¯(m)
X /S as
u¯(m)
X /S := u
(m)
X /S◦Q
(m)
X /S : (X /S)
(m)
Rcris→ X e´t,
whereQ (m)
X /S : (X /S)
(m)
Rcris→ (X /S)
(m)
cris denotes the obvious morphism of topoi [B1, IV 2.1.2].
LEMMA 1.6.— Let E be a sheaf in Cris(m)(X /S). Then, there exists a canonical isomor-
phism
u(m)
X /S∗
(E )→ u¯(m)
X /S ∗
(
Q (m)
X /S
∗
(E )
)
.
Proof. For each fundamental thickening (U ,D(m)
U
(Y ), J ,δ) in RCris(m)(X /S), where Y is a
fine log. smooth scheme over S, we have an exact sequence
(1.1)
u(m)
X /S∗
(E )|U ED(m)
U
(Y ) ED(m)
U
(Y 2).
Indeed, the proof for the classical case [B1, IV 2.3.2] can be generalized directly.
Now, the lemma is proved as in [B1, IV 2.3.5]. 
PROPOSITION 1.7.— Let M• be a complex of O (m)
X /S-modules which is bounded below.
Then, the canonical morphism
Ru(m)
X /S∗
(M•)→Ru¯(m)
X /S ∗
(
Q (m)
X /S
∗
(M•)
)
is an isomorphism in D+(X e´t,OX ).
Proof. The source of this morphism is quasi-isomorphic to the Cˇech–Alexander complex
of M•, which can be proved just as in [B1, V 1.2.5] by using (1.1). Similarly, the target is
quasi-isomorphic to that of Q (m)
X /S
∗
(M•), which is nothing other than the Cˇech–Alexander
complex ofM•. 
2. CRYSTALS, DIFFERENTIAL OPERATORS AND STRATIFICATIONS.
In this section, we discuss the notion of log. m-crystal, log. hyper m-PD differential
operator and log. hyper m-PD stratification. Let (S,a,b,γ) be a fine log. m-PD scheme,
and X a fine log. scheme over S such that them-PD structure (b,γ) extends to OX .
DEFINITION 2.1.— LetE be anO (m)
X /S-module in (X /S)
(m)
cris (resp. O
(m)
X /S-module in (X /S)
(m)
Rcris).
Then, E is called a log. m-crystal (resp. a restricted log. m-crystal) inO (m)
X /S-modules if for all
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morphism f : (U ,T, J ,δ)→ (U ′,T ′, J ′,δ′) of Cris(m)(X /S) (resp. RCris(m)(X /S)), the canoni-
cal morphism
f ∗(E(U ′,T ′,J ′,δ′))→ E(U ,T,J ,δ)
is an isomorphism.
In this article, P (m)
X /S denotes the log. m-PD envelope of the diagonal immersion X ,→
X ×S X , and P
(m)
X /S denotes the structure sheaf of P
(m)
X /S . We always regard X ×S X and P
(m)
X /S
as log. schemes over X by the first projection.
DEFINITION 2.2.— Let M and N be two OX -modules. Then, a log. hyper m-PD differ-
ential operator fromM to N is an OX -linear morphism
P
(m)
X /S⊗OX M→N .
DEFINITION 2.3.— Let M be an OX -module. Then, a log. hyper m-PD stratification on
M is aP (m)
X /S-linear isomorphism
ε : P (m)
X /S⊗OX M→M⊗OX P
(m)
X /S
which induces the identity map on M by passing the quotient P (m)
X /S → OX and satisfies
the usual cocycle condition.
Now, let (a0,b0,γ0) be a quasi-coherent m-PD sub-ideal of a, and let S0 ,→ S denote
the exact closed immersion defined by a0, and i : X0 ,→ X its base change by X → S. We
assume that X is log. smooth over S and that the underlying scheme X is flat over S.
The first important proposition in this situation is the following one, which is proved as
in non-logarithmic situation [Mi, 1.3.4].
PROPOSITION 2.4.— In the situation above, the functor
i (m)cris∗ : (X0/S)
(m)
cris → (X /S)
(m)
cris
is exact. Moreover, the image of the structure sheaf O (m)
X0/S
under this functor is isomorphic
to O (m)
X /S , and the image of a log. m-crystal in O
(m)
X0/S
-modules is a log. m-crystal in O (m)
X /S-
modules.
PROPOSITION 2.5.— In the situation above, the following categories are equivalent:
(i) the category of the log. m-crystals inO (m)
X0/S
-modules;
(i)’ the category of the restricted log. m-crystals in O (m)
X0/S
-modules;
(ii) the category of the OX -modules equipped with a log. hyper m-PD stratification.
Proof. First, note thatDX0(X )= X and thatDX0(X
(n+1)
/S )=PX (n) for each n ≥ 1. The equiv-
alence of categories from the category of (i)’ to that of (ii) is constructed in the usual man-
ner [B-O, 6.6] (in loc. cit., the source of the functor is the category of (i), but the same
argument works). Construction of the equivalence of categories from the category of (ii)
to that of (i) is again classical. 
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COROLLARY 2.6.— The functor i (m)cris∗ in Proposition 2.4 induces an equivalence of cate-
gories from the category of the log. m-crystals inO (m)
X0/S
-modules to that of the log. m-crystals
in O (m)
X /S-modules. The quasi-inverse of this functor is i
(m)
cris
∗
.
Proof. The argument of [B-O, 6.7] works. 
3. LINEARIZATION.
Here, we discuss the linearization. Let (S,a,b,γ) be a fine log. m-PD scheme, and X a
fine log. scheme over S such that them-PD structure (b,γ) extends to OX .
First, jX signifies the localization morphism
jX : (X /S)
(m)
cris|X → (X /S)
(m)
cris ,
where the source denotes the localized category of (X /S)(m)cris over the log. m-PD thicken-
ing (X ,X ,0) with the trivial PD structure on 0. Then, composing with u(m)
X /S , we get the
morphism of topoi
u(m)
X /S |X : (X /S)
(m)
cris|X → X e´t.
Now, we define the linearization functor as
L(m) = jX ∗◦u
(m)
X /S |X
∗
: X e´t→ (X /S)
(m)
cris ,
and its restricted version as
L¯(m) =Q (m)
X /S
∗
◦L(m) : X e´t→ (X /S)
(m)
Rcris.
The OX -module L¯(m)(F )X is also denoted by L¯
(m)
X
(F ).
PROPOSITION 3.1.— Assume that X is log. smooth and that the underlying scheme X is
flat over S. LetF denote an OX -module.
(i) L¯(m)(F ) is a restricted log. m-crystal, and L¯(m)
X
(F )=P (m)
X /S⊗F .
(ii)We have Ru(m)
X /S∗
L(m)(F )=R u¯(m)
X /S ∗
L¯(m)(F )=F .
(iii) If E is a restricted log. m-crystal, there exists a canonical isomorphism
E⊗
O
(m)
X /S
L¯(m)(F )→ L¯(m)(EX⊗F ).
Proof. By the construction of L(m), for each (U ,T, J ,δ) ∈Cris(m)(X /S) we have
L(m)(F )(U ,T,J ,δ) = pT ∗pX
∗(F ),
where pT (resp. pX ) denotes the projection fromD
(m)
U
(T×S X ) to T (resp. to X ). In partic-
ular, the latter half of (i) holds.
As for the former half, by following the classical argument [B1, IV 3.1.6], it is sufficient
to show that the natural morphism
(3.1) D(m)
U
(T×S X )→T ×X P
(m)
X /S
is an isomorphism for all fundamental thickenings (U ,T, J ,δ) ∈ RCris(m)(X /S) such that
a retraction T → X exists. Now, because OT and P
(m)
X /S are isomorphic to some m-PD
polynomial algebras, so is OT ⊗P
(m)
X /S. Therefore the ideal of the closed immersion U ,→
T ×X P
(m)
X /S has an m-PD structure compatible with γ. Hence a morphism T ×X P
(m)
X /S →
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D(m)
U
(T ×S X ) is obtained, and it is a standard argument to show that this is an inverse
morphism of (3.1).
In order to prove (ii), note that
Ru(m)
X /S∗
L(m)(F )=F
by the arguments in [LS-Q, 4]. Moreover, we have
R u¯(m)
X /S ∗
L¯(m)(F )=R u¯(m)
X /S ∗
Q (m)
X /S
∗
L(m)(F )=Ru(m)
X /S∗
(F )
in virtue of Proposition 1.7.
For (iii), let (U ,T, J ,δ) be a fundamental log. m-PD thickening in RCris(m)(X /S). Then
because E is a restrictedm-crystal, we have the isomorphism
ET ⊗OD(m)
U
(T×X ) = ED(m)(T×U ) =OD(m)
U
(T×X )⊗EX .
Tensoring F to the left and the right sides, we see the required isomorphism. 
Here, we set some notations. The m-PD envelope of the diagonal immersion X ,→
X (r+1)/S is denoted by P
(m)
X /S(r ), and its structure sheaf is denoted by P
(m)
X /S(r ). We have
therefore P (m)
X /S = P
(m)
X /S(1) andP
(m)
X /S =P
(m)
X /S(1). Again, we regard X
(r+1)
/S and P
(m)
X /S(r ) as log.
schemes over X by the first projection, which lets OX act onOX (r+1)/S
=OX⊗OS · · ·⊗OS OX by
multiplication to the first factor and induce onP (m)
X /S(r ) an OX -algebra structure.
For each natural number r and i ∈ {0, . . . ,r }, let j ir : X
(r+1)
/S → X denote the (i+1)-st pro-
jection. Let d ir : P
(m)
X /S(r+1)→ P
(m)
X /S(r ) (0 ≤ i ≤ r+1) denote the morphism corresponding
to
( j 0r+1, . . . , j
i−1
r+1 , j
i+1
r+1, . . . , j
r+1
r+1 )S : X
(r+2)
/S → X
(r+1)
/S ,
and sir : P
(m)
X /S(r−1)→ P
(m)
X /S(r ) (0≤ i ≤ r ) the one corresponding to
( j 0r−1, . . . , j
i
r−1, j
i
r−1, . . . , j
r
r−1)S : X
(r )
/S → X
(r+1)
/S .
Then, these datamakeP (m)
X /S (•) a simplicial log. schemeover S, and consequentlyP
(m)
X /S (•)
is aDGA (differential graded algebra) over f −1(OS); the differentialmorphismd r : P
(m)
X /S(r )→
P
(m)
X /S(r+1) is by definition
d r =
r+1∑
i=0
(−1)id ir
∗
.
Now, we proceed to a calculation of the hyper m-PD stratification on P (m)
X /S⊗OX F =
L(m)
X
(F ), which exists because of Proposition 3.1 (i) and Proposition 2.5.
LEMMA 3.2.— Assume that X is log. smooth over S and that the underlying scheme X is
flat over S. Then, the log. m-PD stratification on L¯(m)
X
(F )=P (m)
X /S⊗OX F is induced by
O
X (2)/S
(O
X (2)/S
⊗F )→ (O
X (2)/S
⊗F )⊗O
X (2)/S
; (1⊗1)⊗( f ⊗g )⊗x 7→ (1⊗g )⊗x⊗(1⊗ f ),
where the tensor products are taken overOX .
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PROPOSITION 3.3.— Let M and N be two OX -modules and u a log. hyper m-PD differ-
ential operator fromM to N. Then, the morphism
P
(m)
X /S⊗M P
(m)
X /S⊗P
(m)
X /S⊗M P
(m)
X /S⊗N
d11
∗
⊗id id⊗u
is compatible with the log. hyper m-PD stratifications on both sides viewed as P (m)
X /S⊗M =
L(m)
X
(M) and asP (m)
X /S⊗N = L
(m)
X
(N ).
4. LOGARITHMIC DIFFERENTIAL CALCULUS.
Let (S,a,b,γ) be a fine log.m-PD scheme and X be a fine log. scheme over S such that
them-PD structure (b,γ) extends toOX . Then, the fine log. scheme P
(m)
X /S(r ) is defined just
as in the previous section. Notations P (m)
X /S(r ), d
i
r , s
i
r , d
r and NP (m),•
X /S are also defined as
in that section.
Now, assume that X is log. smooth over S and that we are given a family of sections
t = (t1, . . . , tn ) of MX such that (d log ti )1≤i≤r forms a basis of log. differential sheaf Ω1X /S .
We call such a family “global coordinates of X over S”.
In this situation, there exists a unique family (ui )1≤i≤r of sections in P
(m)
X /S such that
j∗1 (ti ) = j
∗
0 (ti )ui . We set ηi := ui −1 and η := (η1, . . . ,ηn ). For I = (i1, . . . , in) ∈ N
n , the fol-
lowing notation is used:
η{I } :=
n∏
j=1
η
{i j }
j
.
PROPOSITION 4.1.— The differential map d1 : P (m)
X /S →P
(m)
X /S(2) is described by
d1
(
η{I }
)
=−
∑
A+B+C=I
B ,C 6=I
ΓA,B ,C η
{A+B }
⊗η{A+C },
where
ΓA,B ,C :=
〈
A+B+C
A
〉〈
B+C
B
〉{
A+B
A
}{
A+C
A
}
.
Proof. Since d1 = d0∗1 −d
1∗
1 +d
2∗
1 and
d0∗1
(
τ{I }
)
= τ{I }⊗1 and d2∗1
(
τ{I }
)
= 1⊗τ{I },
it suffices to calculate d11
∗
(η{I }). Now,we know [O, p.16] that d11
∗
(ηi )= ηi⊗1+ηi⊗ηi+1⊗ηi
for each i . Therefore [B3, 1.3.6 (iii)],
d11
∗ (
η{I }
)
= (η⊗1+η⊗η+1⊗η){I }
=
∑
A+B+C=I
〈
I
A
〉〈
I−A
B
〉
(η⊗1){A}(η⊗η){B }(1⊗η){C },
and we have [B3, 1.3.6 (iv)]
(η⊗1){A}(η⊗η){B }(1⊗η){c} =
{
A+B
A
}{
A+C
A
}
η{A+B }⊗η{A+C }.
This completes the proof. 
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For later use, we here present some lemmas on binomial coefficients and the number
ΓA,B ,C .
LEMMA 4.2.— Assume that natural numbers q,k and t satisfies q ≥ 1and 0≤ k < t ≤ pm .
Then, the number
〈pmq+k
t
〉
is
(i) congruent to 0modulo p if t < pm , and
(ii) congruent to 1modulo p if t = pm .
Proof. (i) The equation [B1, (1.1.3.1)] shows that the p-adic valuation of this number is
equal to
a(t)+a(pm+k−t)−a(k)−1
p−1
=
a(t)+a(pm+k−t)−a(pm+k)
p−1
,
where a(t) denotes the sum of the coefficients of the p-adic expansion of t . Since this is
the p-adic valuation of
(pm+k
t
)
, it is strictly greater than 0 by assumption.
(ii) We have
〈pmq+k
pm
〉
= (1/q)
(pmq+k
pm
)
, and this equals
1
q
pmq+k
k
pmq+k−1
k−1
. . .
pmq+k
k
pmq
q
pmq−1
pm−1
. . .
pmq−pm+k+1
k+1
.
For 0 < r < pm , the number (pmq+r )/r is congruent to 1 modulo p, which shows the
assertion. 
LEMMA 4.3.— Let q and t be natural numbers, and assume that 0 ≤ t ≤ pm . Then, the
number
〈pmq+t
t
〉
is congruent to 1modulo p.
Proof. If t = 0, we have
〈pmq
0
〉
= 1 and the lemma is obvious.
If 0< t < pm , we have〈
pmq+t
t
〉
=
(
pmq+t
t
)
=
pmq+t
t
pmq+t−1
t−1
. . .
pmq+1
1
.
Since each fraction in the right hand side is congruent to 1 modulo p, so is this number
itself.
If t = pm , the assertion is a consequence of Lemma 4.2 (ii). 
LEMMA 4.4.— Let q and k be natural numbers, and assume that 0≤ k < pm , that a+b+
c = pmq+k and that 0≤ a+c ≤ pm . Then inZ/pZ, the number Γa,b,c is equal to zero except
in the following three cases:
(i) if (a,b,c)= (pm ,pm(q−1)+k,0), then Γa,b,c = q;
(ii) if (a,b,c)= (0,pm (q−1)+k,pm), then Γa,b,c = 1;
(iii) if b ≥ pmq, then Γa,b,c = Γa,b−pmq,c .
Proof. Firstly, note that the assumption a+c ≤ pm shows that
(4.1) Γa,b,c =
〈
pmq+k
c
〉(
pmq+k−c
a
)
.
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In fact,
{a+c
a
}
= 1 shows that
Γa,b,c =
(
pmq+k
a
)(
pmq+k−a
b
){
pmq+k
a
}−1{
pmq+k−a
b
}−1{
a+b
a
}
.
By the direct calculation, the product of the last three numbers equals
{pmq+k
c
}−1
, which
shows (4.1).
Secondly, we check the equations in the exceptional three cases. (i) and (ii) follows from
Lemma 4.2 (ii). For (iii), we compute
Γa,b,c =
(pmq+k)!
a!b!c!
=
k!
a!(b−pmq)!c!
(pmq+k)!
k!(pmq)!
(b−pmq)!(pmq)!
b!
= Γa,b−pmq,c
with the aid of Lemma 4.3. This completes the proof.
Finally, assume that we are not in the exceptional cases, and let us show that Γa,b,c = 0.
It directly follows fromLemma4.2 if 0≤ k < c. If a = 0, thenΓa,b,c =
〈pmq+k
c
〉
and it vanishes
again by Lemma 4.2(i) and by c < pm (note that the case c = pm belongs to the exceptional
cases). If a 6= 0 and c 6= 0, then
(pmq+k−c
a
)
is congruent to 0 modulo p because 0≤ k−c < a,
whence so is Γa,b,c . 
5. DEFINITION OF LOG. JET COMPLEX.
Now, let us define the log. jet complex, which is a logarithmic version of the jet complex
defined by Le Stum and Quirós [LS-Q].
Let S be a fine log. scheme and X a fine log. smooth scheme over S such that them-PD
structure (b,γ) extends toOX .
DEFINITION 5.1.— LetK be the differential ideal ofNP (m),•
X /S generated by the sections
η{I }, where I runs through the elements ofNn such that |I | > pm . Then, the log. jet complex
Ω˙
(m),•
X /S is by definition the quotient complex
NP
(m),•
X /S /K ,
where the differential map is induced by that of NP (m),•
X /S . The linearized log. jet complex
LΩ˙(m),•
X /S is defined to be the quotient complex
PX /S⊗NP
(m),•
X /S /PX /S⊗K .
Here, we agree that its differential map d r : LΩ˙(m),r
X /S → LΩ˙
(m),r−1
X /S is by definition
d r :=
r+1∑
i=1
(−1)i+1d ir
∗
.
Notice that, when δ ∈ LΩ˙(m),1
X /S and δ
′,x ∈P (m)
X /S , we have
(5.1) δ⊗xδ′ = xδ⊗δ′+d0(x)δ⊗δ′
(here, d0 in the right-hand side is viewed as the differential of the linearized log. jet com-
plex). In fact, rightP (m)
X /S-module structure of LΩ˙
(m),1
X /S is d
1
1
∗
.
Now, we give a local description of the linearized log. jet complex LΩ˙(m),•
X /S . Assume that
X has global coordinates t = (t1, . . . , tn ) over S. In order to describe the structure of this
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complex, we here introduce some notations. For i = 1, . . . ,n, let d log ti denote the image
of 1⊗ηi by the natural surjection P
(m)
X /S⊗NP
(m),1
X /S → LΩ˙
(m),1
X /S . For I , J1, . . . , Jr ∈N
n , we put
δ(I ; J1 , . . . , Jr ) := η
{I }(d log t)J1⊗·· ·⊗(d log t)Jr ,
where (d log t)Jk denotes the product
∏n
l=1(d log tl )
jk,l (see Conventions for the notation
concerningmulti-indices; in particular, the l-th component of J is denoted by jl , and that
of Jk by jk ,l ). Therefore, if |Ji | > p
m for some i , then δ(I ; J1 , . . . , Jr )= 0.
Similarly, we define
δˆ(I ; J1 , . . . , Jr ) := ηˆ
{I }(d log tˆ)J1⊗·· ·⊗(d log tˆ)Jr
for I , J1 , . . . , Jr ∈Nn−1 where
ηˆ{I } :=
n−1∏
l=1
η
{il }
l
and (d log tˆ)Jk =
n−1∏
l=1
(d log tl )
jk,l ,
and also
δn(i ; j1, . . . , jr ) := η
{i}
n (d log tn)
j1⊗·· ·⊗(d log tn)
jr
for i , j1, . . . , jr ∈N.
For J1, . . . , Jr ∈Nn , the number s(J1, . . . , Jr ) is defined as follows:
s(J1, . . . , Jr ) :=
{
min
{
s ∈ [1,r ] | js,n 6= 0
}
if js,n 6= 0 for some s ∈ [1,r ],
r if js,n = 0 for all s ∈ [1,r ].
Let I(m)n denote the set of elements I ∈N
n such that 0 < |I | ≤ pm . Then for each r , the
OX -module LΩ˙
(m),r
X /S is generated by δ(I ; J1 , . . . , Jr ) for I ∈ N
n and J1, . . . , Jr ∈ I
(m)
n . Their
relations are
(5.2) −δ(I ; J1 , . . . , Jk−1)⊗d
1 (η{J})⊗δ(0; Jk+2, . . . , Jr )= 0,
where I , J ∈ Nn , J1, . . . , Jk−1, Jk+2, . . . , Jr ∈ I
(m)
n with p
m < |J | ≤ 2pm : here, d1 denotes the
differential of Proposition 4.1. For convenience, we give a name for this relation.
DEFINITION 5.2.— The relation of type (s,k), with 0 ≤ s,k ≤ r , is the section of LΩ˙(m),r
X /S
of the form
−δ(I ; J1 , . . . , Jk−1)⊗d
1 (η{J})⊗δ(0; Jk+2, . . . , Jr ),
where I , J ∈ Nn , where J1, . . . , Jk−1, Jk+2, . . . , Jr ∈ I
(m)
n with p
m < |J | ≤ 2pm and where s =
s(J1, . . . , Jk−1, Jk+2, . . . , Jr ).
Proposition 4.1 shows that the relation of type (s,k) equals∑
A+B+C=J
B ,C 6=J
ΓA,B ,C δ(I ; J1 , . . . , Jk−1,A+B,A+C , Jk+2, . . . , Jr ).
Finally, we describe the differential map. As in the calculation in Proposition 4.1, we
can show that the morphism d0 : LΩ˙(m),0
X /S → LΩ˙
(m),1
X /S satisfies
d0
(
η{I }
)
=
∑
A+B+C=I
B 6=I
ΓA,B ,C δ(A+B ;A+C ),
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and that d1 : LΩ˙(m),1
X /S → LΩ˙
(m),2
X /S satisfies
d1
(
(d log t)J
)
=−
∑
A+B+C=J
B ,C 6=J
ΓA,B ,C δ(0;A+B,A+C ).
In general, differentialmapsd r satisfy the usual Leibniz rule, hencewemay calculate them
by using these two equations.
6. FORMAL LOG. POINCARÉ LEMMA MODULO p .
Wemay now state the main theorem of this article, the log. crystalline Poincaré lemma
of higher level modulo p.
THEOREM 6.1.— Let (S,a,b,γ) be a fine log. m-PD scheme, and X be a fine log. smooth
scheme over S such that the m-PD structure (b,γ) extends to OX . Assume that pOX = 0.
Then, the log. jet complex LΩ˙
(m),•
X /S is a resolution ofOX .
In order to prove this theorem, the question being local, we assume that X has global
coordinates t = (t1, . . . , tn ).
PROPOSITION 6.2.— Fix an index i ∈ {1, . . . ,n}, and let pii be the projector on LΩ˙
(m),•
X /S as a
morphism of gradedOX -algebra defined by
pii (η j )=
{
0 if i = j
η j if i 6= j
and pii (d log t j )=
{
0 if i = j
d log t j if i 6= j .
Then, there exists a family ofOX -linear morphisms{
hri : LΩ˙
(m),r
X /S → LΩ˙
(m),r−1
X /S
}
r≥1
which is a homotopy connecting id
LΩ˙
(m),•
X /S
and pii , that is, which satisfies the following equa-
tions:
(hr+1i ◦d
r
+d r−1◦hri )
(
δ(I ; J1, . . . , Jr )
)
=
{
0 if in = j1,i = ·· · = jr,i = 0,
δ(I ; J1 , . . . , Jr ) otherwise.
If we admit this proposition, Theorem 6.1 is easily proved. Indeed, Proposition 6.2
shows that the identity map of id
LΩ˙(m),•
X /S
is homotopic to pi1◦pi2◦· · ·◦pin , which maps all
ηi ’s and (d log ti )’s to zero.
In order to prove Proposition 6.2, we may assume that i = n after a change of indices.
The following two sections are devoted to proving Proposition 6.2 for i = n; We define
morphisms hrn in Section 7, and prove that they satisfy the properties of Proposition 6.2 in
Section 8. Since i is fixed to be n, we simply write hr for hrn .
7. CONSTRUCTION OF A HOMOTOPY MODULO p .
Let X be a fine log. smooth scheme over S such that the m-PD structure (b,γ) extends
to OX , and assume that X has global coordinates t = (t1, . . . , tn ) and that pOX = 0.
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PROPOSITION 7.1.— There uniquely exists a family ofOX -linear morphisms{
hr : LΩ˙(m),r
X /S → LΩ˙
(m),r−1
X /S
}
r≥1
that satisfies the following two conditions.
(i) The morphism h1 satisfies h1
(
δ(I ; J )
)
= 0 if in is not divisible by pm . When in = pmq
with a natural number q, it satisfies
h1
(
δ(I ; J )
)
=


ηˆ{Iˆ }η
{in+ jn}
n if Jˆ = 0 and 0< jn < p
m ,
σ(q)−1∑
u=q
(−1)u−q
u!
q !
ηˆ{Iˆ }η
{pm (u+1)}
n if Jˆ = 0 and jn = p
m ,
0 if Jˆ 6= 0 or jn = 0.
Here,σ(q) denotes the least multiple of p which is strictly greater than q.
(ii) For r ≥ 2, let I ∈Nn and J1, . . . , Jr ∈ I
(m)
n , and write s := s(J1, . . . , Jr ). Then, if 0< js,n <
pm, or if js,n = p
m and s = r , the morphism hr maps δ(I ; J1, . . . , Jr ) to
(−1)s−1δ(Iˆ ; J1, . . . , Js−1)⊗h
1(δ(in1n ; Js ))δ(0; Js+1, . . . , Jr ).
This section is devoted to the proof of this proposition. Here, we temporarily introduce
two quotient graded OX -modules M•, M
•
of P (m)
X /S⊗NP
(m),•
X /S , that fit in the sequence of
canonical surjections
P
(m)
X /S⊗NP
(m),•
X /S →M
•
→M
•
→ LΩ˙
(m),•
X /S .
Firstly,M• is defined as
M• :=P (m)
X /S⊗
(
NP (m),•
X /S /K
′
)
,
where K ′ denotes the ideal of NP (m),•
X /S generated by the sections η
{I } for all I ∈ Nn such
that |I | > pm . Therefore, the r -th part Mr is the free OX -module with basis δ(I ; J1 , . . . , Jr ),
where I ∈ Nn and J1, . . . , Jr ∈ I
(m)
n . Secondly, M
•
is defined to be the quotient of M• by its
submodule generated by all relations of type (k,k), for some k, such that jn ≥ pm ; in other
words, each termM
r
is the quotient ofMr by the sections of the form
δ(I ; J1, . . . , Jk−1)⊗d
1(ηJ )⊗δ(0; Jk+2, . . . , Jr ),
where I , J ∈Nn , J1, . . . , Jk−1, Jk+2, . . . , Jr ∈ I
(m)
n with j1,n = ·· · = jk−1,n = 0 and jn ≥ p
m .
Consequently, the kernel of the r -th term of the last surjection is generated by the rela-
tions of type (s,k) such that s 6= k or that s = k and jn < pm .
In fact, we can explicitly describe the structure of the modules M
r
.
LEMMA 7.2.— For each natural number r , the OX -module M
r
is free. The sections
δ(I ; J1, . . . , Jr ) form a basis of M
r
when I runs through Nn and J1, . . . , Jr run through I
(m)
n
so that js(J1 ,...,Jr ),n < p
m or s(J1, . . . , Jr )= r .
In particular, there exists a uniquemorphism ofOX -modules h
r : M
r
→ LΩ˙(m),r−1
X /S which
satisfies the same conditions as in Proposition 7.1.
Proof. By definition, the kernel of the natural surjection Mr →M
r
is generated by
(7.1)
∑
A+B+C=J
B ,C 6=J
ΓA,B ,C δ(I ; J1 , . . . , Jk−1,A+B,A+C , Jk+2, . . . , Jr ),
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where J1, . . . , Jk−1 ∈ I
(m)
n−1, I , J ∈ N
n and Jk+2, . . . , Jr ∈ I
(m)
n such that p
m < |J | ≤ 2pm and
jn ≥ p
m . Let N r denote the submodule of Mr generated by the sections stated in the
lemma, and N
r
its image inM
r
. Then, the section (7.1) is congruent modulo N r to∑
a+b+c= jn
a+b=pm ,
b,c 6= jn
Γa,b,c δ(I ; J1 , . . . , Jk−1, (a+b)1n , Jˆ+(a+c)1n , Jk+2, . . . , Jr )
=
2pm− jn∑
a=0
Γa,pm−a, jn−pm δ(I ; J1, . . . , Jk−1,p
m1n , Jˆ+(a+ jn−p
m)1n , Jk+2, . . . , Jr ).
because, for each term of (7.1), Aˆ+Bˆ must be zero if the n-th component of A+B equals
pm . Now, for I ∈Nn and J1, . . . , Jr ∈ I
(m)
n such that js(J1 ,...,Jr ),n = p
m and that s(J1, . . . , Jr )< r ,
we see that the sectionδ(I ; J1 , . . . , Jr ) belongs toN
r
by descending inductionon js(J1 ,...,Jr )+1,n .
This shows that N
r
=M
r
.
In fact, different relations (7.1) are used to express different δ(I ; J1 , . . . , Jr )’s as a linear
combination of the generators of N
r
. Therefore, these generators form a basis of N
r
.
The latter half follows directly from the first half. 
LEMMA 7.3.— Assume that r ≥ 2, and let hr : M¯r → LΩ˙(m),r−1
X /S be the OX -linear mor-
phism defined in Lemma 7.2. Then, for all s < r , for all I ∈ Nn , J1, . . . , Js−1 ∈ I
(m)
n with
j1,n = ·· · = js−1,n = 0, and for all Js+1, . . . , Jr ∈I
(m)
n , we have the equation
hr
(
δ(I ; J1 , . . . , Js−1,p
m1n , Js+1, . . . , Jr )
)
=−hr
(
δ(I ; J1 , . . . , Js−1, Js+1,p
m1n , Js+2, . . . , Jr )
)
.
Proof. The morphism hr sends a relation (5.2) of type (k,k) to
hr
(
δ(I ; J1 , . . . , Jk−1, Jˆ , jn1n , Jk+2, . . . , Jr )
)
+
∑
a+b+c= jn
c 6= jn
Γa,b,ch
r
(
δ(I ; J1 , . . . , Jk−1, (a+b)1n , Jˆ+(a+c)1n , Jk+2, . . . , Jr )
)
(7.2)
if jn ≥ pm (if Jˆ = 0, we interprete the first term to be zero). Under the notation in the
statement of the lemma, we put k = s and
J = Js+1+p
m1n = ˆJs+1+( js+1,n+p
m)1n ,
We prove that the lemma follows from the vanishing of (7.2) for this k and J .
First, assume that js+1,n > 0. Then, the first term of (7.2) (for k and J above) equals zero.
In the second term, Γa,b,c is zero unless (a,b,c)= (p
m, jn−pm,0), (0, jn−pm,pm) or b ≥ pm
by Lemma 4.4. Since δ(I ; J1, . . . , (a+b)1n , . . . , Jr ) is equal to zero if a+b > pm , we conclude
that the summand is zero unless (a,b,c) = (0,pm , jn−pm) or (0, jn−pm ,pm). Hence, the
section (7.2) is equal to
hr
(
δ(I ; J1 , . . . , Jk−1,p
m1n , Jˆ+( jn−p
m)1n , Jk+2, . . . , Jr )
)
+hr
(
δ(I ; J1 , . . . , Jk−1, ( jn−p
m)1n , Jˆ+p
m1n , Jk+2, . . . , Jr )
)
.
If Jˆ = 0, the vanishing of this section shows the lemma. Next, if Jˆ 6= 0, the second term
vanishes, hence the vanishing of this section this lemma.
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Second, assume that js+1,n = 0. In this case, Jˆ is necessarily non-zero. In the each sum-
mand of the second term of (7.2), the coefficient Γa,b,c vanishes unless (a,b,c)= (0,p
m ,0),
(pm,0,0) in virtue of Lemma 4.4 (note that a+b > 0). If (a,b,c) = (pm,0,0), the section
δ(I ; J1, . . . , Jˆ+(a+c)1n , . . . , Jr ) equals zero, therefore we conclude that the vanishing of (7.2)
shows the lemma.
This completes the proof of the lemma. 
COROLLARY 7.4.— Let I ∈ Nn and J1, . . . , Jr ∈ I
(m)
n , and let s
′ be a natural number such
that s′ ≤ s := s(J1, . . . , Jr ). Then, the morphisms hr : M
r
→ LΩ˙
(m),r−1
X /S defined in Lemma 7.2
satisfy
hr
(
δ(I ; J1 , . . . , Jr )
)
= (−1)s
′−1δ(Iˆ ; J1, . . . , Js ′−1)⊗h
r−s ′+1(δ(in1n ; Js ′ , . . . , Jr )).
Proof. This is a direct consequence of the condition (ii) of Proposition 7.1 and of Lemma
7.3. 
Now, in order to prove Proposition 7.1, we have to show that the morphism hr : M
r
→
LΩ˙
(m),r−1
X /S factors through LΩ˙
(m),r
X /S .
Let us at first prove it in the case r = 2.
LEMMA 7.5.— The OX -linear morphism h2 : M
2
→ LΩ˙
(m),1
X /S constructed in Lemma 7.2
factors through LΩ˙(m),2
X /S .
Proof. We have to show that the section∑
A+B+C=J
B ,C 6=J
h2
(
δ(I ;A+B,A+C )
)
is zero when pm < |J | ≤ 2pm and 0 ≤ jn < pm . In case jn = 0, this is obvious by the defini-
tion of h2, therefore let us assume that 0< jn < pm . Moreover, wemay assume that pm |in
because otherwise each term is zero by the first condition of Proposition 7.1 (i).
Then, the section above is equal to
h2
(
δ(I ; Jˆ , jn1n)
)
+
∑
a+b+c= jn
c 6= jn
Γa,b,c h
2(δ(I ; (a+b)1n , Jˆ+(a+c)1n)).
The first term is equal to
−δ(Iˆ ; Jˆ )⊗η{in+ jn }n =−ηˆ
{Iˆ }η
{in+ jn}
n (d log tˆ)
Jˆ
−ηˆ{Iˆ }d0
(
η
{in+ jn}
n
)
(d log tˆ) Jˆ
=−
∑
a+b+c=in+ jn
Γa,b,c ηˆ
{Iˆ }η{a+b}n (d log tˆ)
Jˆ (d log tn)
a+c
In this sum, only the terms for b ≥ in and c 6= jn appear in virtue of Lemma 4.4 and of the
fact that (d log tˆ) Jˆ (d log tn )a+c = 0 if a+c ≥ jn . In turn, the second term is∑
a+b+c= jn
c 6= jn
Γa,b,c ηˆ
{Iˆ }η
{in+a+b}
n (d log tˆ)
Jˆ (d log tn)
a+c .
Therefore, by Lemma 4.4, the sum of these two terms is reduced to zero. 
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Now, let us finish the proof of Proposition 7.1.
We have to prove that the morphism hr : M
r
→ LΩ˙(m),r−1
X /S sends all relations of type
(s,k) to zero.
If s > k, this is obvious by Corollary 7.4. If s = k, wemay assume that 0< jn < pm by the
definition ofM
r
. In this case, the image by hr of δ(I ; J1 , . . . , Jk−1,A+B,A+C , Jk+2, . . . , Jr ) is
by definition the following section:
(−1)k−1δ(Iˆ ; J1, . . . , Jk−1)⊗h
2(δ(in1n ;A+B,A+C ))δ(0; Jk+2, . . . , Jr ).
Therefore the proof is reduced to the case r = 2, which is done in Lemma 7.5. Even when
s < k, this equation is directly proved by using the definition if 0< js,n < pm .
Therefore, we may assume that s < k and Js = pm1n . Moreover, Corollary 7.4 allows us
to assume that s = k−1. Indeed, when s < k−1, consider the section
hr
(
δ(I ; J1, . . . , Jk−1)⊗d
1(η{J})⊗δ(0; Jk+2, . . . , Jr )),
where Js = pm1n (this is the image by hr of the relation of type (s,k)). If Js+1 = pm1n , this
is equal to zero because
(7.3) (d log tn )
pm
⊗(d log tn)
pm
=
〈2pm
pm
〉−1
d
(
η
{2pm }
n
)
= 0.
By Lemma 7.3, if js+1,n = 0, then this equals a relation of type (s+1,k), and if 0 < js+1,n <
pm , then by Lemma 7.3 this equals a relation which we have already treated (that is, a
relation of type (s,k) such that the n-th component of s-th multi-index is less than pm).
By repeating this argument, the proof is reduced to the case s = k−1. Now, Corollary 7.4
again allows us to assume that s = k−1= 2.
We need to show that
hr
(
δ(I ;pm1n)⊗d
(
(d log t)J
)
⊗δ(0; J3, . . . , Jr )
)
= 0
when pm < |J | ≤ 2pm . Put K := J+pm1n and notice that∑
A+B+C=K
B ,C 6=K
ΓA,B ,C d
(
(d log t)A+B
)
⊗(d log t)A+C
−
∑
A+B+C=K
B ,C 6=K
ΓA,B ,C (d log t)
A+B
⊗d
(
(d log t)A+C
)
is equal to zero because this is nothing other than (d◦d)
(
(d log t){K }
)
.
Now, the section∑
A+B+C=K
B ,C 6=K
ΓA,B ,Ch
r
(
η{I }d
(
(d log t)A+B
)
⊗δ(0;A+C , J3, . . . , Jr )
)
is reduced to zero. In fact, each term is obviously zero when |A+C | > pm . If it is not the
case, then |A+B | > pm , and the term is zero because this is the image of a relation of type
(s,1) with s ≥ 1. Therefore, combining it with the previous notice, we see that∑
A+B+C=K
B ,C 6=K
ΓA,B ,Ch
r
(
δ(I ;A+B)⊗d
(
(d log t)A+C
)
⊗δ(0; J3, . . . , Jr )
)
= 0.
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The left hand side is the sum of the two sections∑
A+B+C=Kˆ
C 6=Kˆ
ΓA,B ,Ch
r
(
δ(I ;A+B)⊗d
(
(d log tˆ)A+C (d log tn )
jn+p
m )
⊗δ(0; J3, . . . , Jr )
)
and ∑
a+b+c= jn+p
m
c 6= jn+p
m
Γa,b,ch
r
(
δ(I ; (a+b)1n)⊗d
(
(d log tˆ)Kˆ (d log tn )
a+c
)
⊗δ(0; J3, . . . , Jr )
)
,
because the other terms vanish by the definition of hr .
Now, each term of the first section is zero because this is the image of a relation of type
(2,2); therefore the second section is itself equal to zero. Also, all terms of the second
section reduce to zero except ones for a+b = pm . In fact, if a+b < pm, then since |Kˆ+(a+
c)1n | > |J |, the term vanishes by the known case. Therefore we see that
jn+p
m∑
d= jn
Γd− jn ,pm−d+ jn , jn h
r
(
δ(I ;pm1n)⊗d
(
(d log tˆ) Jˆ (d log tn)
d
)
⊗δ(0; J3, . . . , Jr )
)
is equal to zero. In this sum, only the terms for d ≤ 2pm appear. Therefore, if jn = 2pm ,
this is just what we want. General case follows by descending induction on jn .
This completes the proof of Proposition 7.1.
8. PROOF OF PROPOSITION 6.2.
Now, let us prove that the family of morphisms {hr }r defined in the previous section
indeed satisfies the condition in Proposition 6.2, namely, that it is a homotopy connecting
id
LΩ˙
(m),•
X /S
and pin . We first prove it in some special cases.
LEMMA 8.1.— The morphism h1 satisfies the following equation:
(h1◦d0)
(
η{I }
)
=
{
η{I } if in > 0,
0 if in = 0.
Proof. By definition, we have
(h1◦d0)
(
η{I }
)
=
∑
A+B+C=I
B 6=I
ΓA,B ,C h
1(δ(A+B ;A+C ))
=
∑
a+b+c=in
b 6=in
Γa,b,c h
1
(
ηˆ{Iˆ }δn(a+b;a+c)
)
=
∑
a+b+c=in
b 6=in
Γa,b,c ηˆ
{Iˆ }h1
(
δn(a+b;a+c)
)
.
Therefore, it suffices to prove the proposition for n = 1.
Since d0(1)= 0 is obvious, it is sufficient to prove that
(8.1)
∑
a+b+c=pmq+r
b 6=pmq+r
Γa,b,c h
1(δ(a+b;a+c))= η{pmq+r }
LOG. POINCARÉ LEMMA OF HIGHER LEVEL MOD. p 19
for all natural number q and 0< r ≤ pm . The proof is divided into three cases.
Case 1: 0< r < pm .
The summand is zero unless a+b = pmq and c = r because in that caseh1
(
δ(a+b;a+c)
)
is zero. If c = r , Lemma 4.3 shows that
Γa,b,c =
〈
pmq+r
r
〉(
pmq
a
)
=
(
pmq
a
)
.
Consequently, the only remaining term is the term for (a,b,c) = (0,pmq,r ), which equals
h1
(
δ(pmq ;r )
)
= η{p
mq+r }.
Case 2: r = pm and q+1 is divisible by p.
In this case, by Lemma4.4, each termvanishes unless (a,b,c) = (0,pmq,pm) or (pm,pmq,0).
In the latter case, Γa,b,c = q+1 = 0 by assumption, hence the only remaining term is that
for (a,b,c)= (0,pmq,pm), which equals h1
(
δ(pmq ;pm)
)
= η{p
mq+pm } becauseσ(q)= q+1.
Case 3: r = pm and q+1 is not divisible by p.
In this case, we have two remaining terms as in Case 2, that is, the terms for (a,b,c) =
(0,pmq,pm) and (pm,pmq,0). Since σ(q)=σ(q+1) holds, the left hand side of (8.1) is
h1
(
δ(pmq ;pm)
)
+(q+1)h1
(
δ(pmq+pm ;pm)
)
= η{p
mq+pm }
+
σ(q)−1∑
u=q+1
(−1)u−q
(
u!
q !
−
u!
(q+1)!
(q+1)
)
η{p
m (u+1)}
= η{p
mq+pm }.
This shows the equation (8.1). 
LEMMA 8.2.— Assume that n = 1. Then, the equation
(h2◦d1+d0◦h1)
(
δ(i ;k)
)
= δ(i ;k)
holds for all i ∈N and 0< k ≤ pm .
Proof. Let us write i = pmq+r with 0 ≤ r < pm. The proof is divided into several cases
depending on q , r and k.
Case 1: 0< r < pm (q,k are arbitrary).
h1
(
δ(i ;k)
)
= 0 by the first half of (i) of Proposition 7.1. In turn, (h2◦d1)
(
δ(i ;k)
)
is equal
to
h2
(
d0
(
η{i}
)
⊗(d log t)k
)
+h2
(
η{i}d1
(
(d log t)k
))
,
and the second term vanishes by the same reason. Now, as in the calculation in Case 1 of
the proof of Lemma 8.1, we can show that the first term equals
h2
(
δ(pmq ;r,k)
)
= δ(pmq+r ;k).
Case 2: r = 0, q = 0 and 0< k < pm .
In this case,
(h2◦d1)
(
δ(0;k)
)
=−
∑
a+b+c=k
b,c 6=k
k!
a!b!c!
h2
(
δ(0;a+b,a+c)
)
=−
∑
a+b+c=k
b,c 6=k
k!
a!b!c!
δ(a+b;a+c)
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and
(d0◦h1)
(
δ(0;k)
)
= d0
(
η{k}
)
=
∑
a+b+c=k
b 6=k
k!
a!b!c!
δ(a+b;a+c).
This shows the equation.
Case 3: r = 0, q ≥ 1 and 0< k < pm .
In this case,
(d0◦h1)
(
δ(pmq ;k)
)
= d0
(
η{p
mq+k}
)
=
∑
a+b+c=pmq+k
b 6=pmq+k
Γa,b,cδ(a+b;a+c),
which is by Lemma 4.4 equal to∑
a+b+c=k
b 6=k
Γa,b,c δ(p
mq+a+b;a+c)+qδ(pmq ;pm)+δ(pm(q−1);pm).
Next, we have
(h2◦d1)
(
δ(pmq ;k)
)
=
∑
a+b+c=pmq
b 6=pmq
Γa,b,ch
2(δ(a+b;a+c,k))
−
∑
a+b+c=k
b,c 6=k
Γa,b,ch
2(δ(pmq ;a+b,a+c)).
The second term is equal to
−
∑
a+b+c=k
b,c 6=k
Γa,b,cη
{pmq+a+b}(d log t)a+c .
The first term is, again by Lemma 4.4, equal to
qh2
(
δ(pmq ;pm ,k)
)
+h2
(
δ(pm(q−1);pm ,k)
)
=−qδ(pmq+k;pm)−δ(pm(q−1)+k;pm).
This shows the assertion.
Case 4: r = 0, q ≥ 1 and k = pm .
First, we show that d1
(
δ(pmq ;pm)
)
is equal to zero. In fact, this is equal to
d1
(
δ(pmq ;pm)
)
= d0
(
η{p
mq})
⊗(d log t)p
m
+η{p
mq}d1
(
(d log t)p
m )
,
and we show that these two terms are zero themselves. The first term is∑
a+b+c=pmq
b 6=pmq
Γa,b,c δ(a+b;a+c,p
m).
Here, Γa,b,c vanishes unless (a,b,c) = (p
m,pmq−pm ,0) or (0,pmq−pm ,pm) by Lemma
4.4, but in both cases, δ(a+b;a+c,pm ) is equal to zero by (7.3). The second term is
−
∑
a+b+c=pm
b,c 6=pm
Γa,b,c δ(p
mq ;a+b,a+c).
The coefficient Γa,b,c vanishes unless (a,b,c)= (p
m,0,0), but then δ(pmq ;a+b,a+c) van-
ishes again by (7.3). This shows the assertion stated above.
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In turn, (d0◦h1)
(
δ(pmq ;pm)
)
equals
σ(q)−1∑
u=q
(−1)u−q
u!
q !
d0
(
η{p
m (u+1)})
=
σ(q)−1∑
u=q
(−1)u−q
u!
q !
{
δ(pmu;pm )+(u+1)δ(pm(u+1);pm)
}
= δ(pmq ;pm).
This completes the proof of the lemma. 
LEMMA 8.3.— The following equation holds for an arbitrary n:
(h2◦d1+d0◦h1)
(
η{i}n (d log t)
J
)
=
{
0 if i = jn = 0,
η{i}n (d log t)
J otherwise.
Proof. If Jˆ = 0, then this is the same as Lemma 8.2, thus we assume that Jˆ 6= 0. Then, since
h1
(
η{i}n (d log t)
J
)
= 0, we calculate the section
(8.2) (h2◦d1)
(
η{i}n (d log t)
J
)
.
First, we assume that jn 6= 0. Then, the section (8.2) equals
−h2
(
δ(i1n ; Jˆ , jn1n)
)
−
∑
a+b+c= jn
c 6= jn
Γa,b,ch
2 (δ(i1n ; (a+b)1n , Jˆ+(a+c)1n))
+
∑
u+v+w=i
v 6=i
Γu,v,wh
2(δ((u+v)1n ; (u+w)1n , J )).
This is equal to
(d log tˆ) Jˆh1
(
δn(i ; jn)
)
−
∑
a+b+c= jn
b,c 6= jn
Γa,b,ch
2(δn(i ;a+b,a+c))(d log tˆ) Jˆ
−h1
(
δn(i ; jn)
)
(d log tˆ) Jˆ+
∑
u+v+w=i
v 6=i
Γu,v,wh
2(δn(u+v ;u+w, jn ))(d log tˆ) Jˆ .
Now,
(h2◦d1)
(
δn (i ; jn)
)
(d log tˆ) Jˆ
is equal to the sum of the second and the fourth term by a direct calculation, and
(d0◦h1)
(
δn (i ; jn)
)
(d log tˆ) Jˆ
is equal to that of the first and the third term by (5.1). Therefore, Lemma 8.2 shows that
the sum equals
δn(i ; jn)(d log tˆ)
Jˆ
= η{i}n (d log t)
J .
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Next, let us assume that jn = 0. In this case, (8.2) equals∑
a+b+c=i
b 6=i
Γa,b,ch
2
(
δn(a+b;a+c)⊗(d log tˆ)
Jˆ
)
−
∑
A+B+C=J
B ,C 6=J
ΓA,B ,Ch
2(η{i}n δ(0;A+B,A+C )),
and the second term is zero. Therefore this is equal to
(h1◦d0)
(
η{i}n
)
⊗(d log t)J ,
which shows the proposition with the aid of Lemma 8.1. 
Now, we are ready to prove Proposition 6.2. In order to reduce the proof to Lemma 8.3,
we use the following lemma.
LEMMA 8.4.— Let J , J2, . . . , Jr ∈ I
(m)
n , let i ∈ N, and assume that 0 < jn < p
m . Then, the
following equation holds:
hr+1
(
d1
(
η{i}n (d log t)
J
)
⊗∆
)
= (h2◦d1)
(
η{i}n (d log t)
J
)
⊗∆,
where ∆ := δ(0; J2, . . . , Jr ).
Proof. We use the equation
d1
(
η{i}n (d log t)
J
)
= d0
(
η{i}n
)
⊗(d log t)J+η{i}n d
1 ((d log t)J ) .
First, we prove that
(8.3) hr+1
(
d0
(
η{i}n
)
⊗(d log t)J⊗∆
)
= h2
(
d0
(
η{i}n
)
⊗(d log t)J
)
⊗∆.
We know that
d0
(
η{i}n
)
⊗(d log t)J =
∑
a+b+c=i
c 6=i
Γa,b,cη
{a+b}
n (d log tn )
a+c
⊗(d log t)J ,
and the similar equation as (8.3) holds for each term (if a+c = pm , then we have to use
Lemma 7.3). Therefore (8.3) is true.
Next, we prove that
(8.4) hr+1
(
η{i}n d
1 ((d log t)J )⊗∆)= h2 (η{i}n d1 ((d log t)J ))⊗∆.
Here, the left-hand side is equal to
−hr+1
(
δ(i1n ; Jˆ , jn1n)⊗∆
)
−
∑
a+b+c= jn
c 6= jn
hr+1
(
δ(i1n ; (a+b)1n , Jˆ+(a+c)1n)⊗∆
)
.
Then similarly this shows the equation (8.4).
The two equations (8.3) and (8.4) show the lemma. 
Let us finish the proof of Proposition 6.2. Put ∆ = δˆ(Iˆ ; J1, . . . , Jk−1),H := δ(in1n ; J ) and
∆
′ := δ(0; Jk+1, . . . , Jr ), where I ∈ N
n , J1, . . . , Jk−1 ∈ I
(m)
n−1 and J , Jk+1, . . . , Jr ∈ I
(m)
n . Assume
that k = r or that 0< jn < pm .
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Then, such sections ∆⊗H⊗∆′ generate LΩ˙r
X /S by Lemma 7.2 and (5.1), therefore let us
compute the image of these through hr+1◦d r +d r−1◦hr .
Now, (hr+1◦d r )
(
∆⊗H⊗∆′
)
is equal to the section
hr+1
(
dk−1(∆)⊗H⊗∆′
)
+(−1)k−1hr+1
(
∆⊗d1(H)⊗∆′
)
+(−1)khr+1
(
∆⊗H⊗d r−k (∆′)
)
=(−1)kdk−1(∆)⊗h1(H)∆′+∆⊗hr−k+1
(
d1(H)⊗∆′
)
−∆⊗h1(H)d r−k (∆′).
By Lemma 8.4, the second term is equal to ∆⊗(h2◦d1)(H)⊗∆′. In turn,
(d r−1◦hr )
(
∆⊗H⊗∆′
)
= (−1)k−1dk−1
(
∆⊗h1(H)∆′
)
.
Then, this is
(−1)k−1dk−1(∆)⊗h1(H)∆′+∆⊗(d0◦h1)(H)⊗∆′+∆⊗h1(H)d r−k (∆′).
By adding two sections, we see that
(hr+1◦d r +d r−1◦hr )
(
∆⊗H⊗∆′
)
=∆⊗(h2◦d1+d0◦h1)(H)⊗∆′.
This equation, Lemma 8.3 and Lemma 8.4 deduce the proposition.
9. APPLICATION TO COHOMOLOGY.
Let (S,a,b,γ) be a fine log.m-PD scheme and X a fine log. scheme over S such that the
underlying scheme X is flat over S.
Theorem 6.1 gives the log. exact Poincaré lemma.
THEOREM 9.1.— Assume that X is log. smooth over S and that pOX = 0. Let M be a flat
O
(m)
X /S-module. Then, the complex M⊗L¯
(m)(Ω˙(m),•
X /S ) is a resolution of M.
Proof. Because of Proposition 3.1 (i) and Lemma 3.2, the complex L¯(m)(Ω˙(m),•
X /S ) of O
(m)
X /S-
modules gives L¯(m)Ω˙(m),•
X /S . Combiningwith thenaturalO
(m)
X /S -linearmapO
(m)
X /S → L¯
(m)(Ω˙(m),0
X /S ),
we get a morphism M→M⊗L¯(m)(Ω˙(m),•
X /S ).
In order to prove that this is an isomorphism, it suffices to argue on each fundamental
log. m-PD thickening (U ,T, J ,δ), and the assertion is local on Te´t. We may therefore, by
Lemma 1.3, assume that there exists an S-morphism h : T → X compatible with i : U ,→ T
and that the underlying morphism of h is flat. On such a T , this morphism is of the form
MT → MT ⊗OT h
∗
(
LΩ˙(m),•
X /S
)
, and it is obtained from the natural morphism OX → LΩ˙
(m),•
X /S
by pull-back along h and by taking tensor with MT . The morphism OX → LΩ˙
(m),•
X /S is an
quasi-isomorphism by Theorem 6.1. The flatness of the underlying morphism of h and
that ofMT shows the assertion. 
COROLLARY 9.2.— Assume that X is log. smooth over S and that pOX = 0. Let E be a flat
log. m-crystal inO (m)
X /S-modules. Then, there exists an isomorphism in the derived category
Ru(m)
X /S∗
(E )→ EX⊗Ω˙
(m),•
X /S .
Proof. This follows from Theorem 9.1 by a standard argument. 
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THEOREM 9.3.— Let (a0,b0,γ0) be a quasi-coherent m-PD sub-ideal of a, and S0 the
exact closed subscheme of S defined by a0. We assume that there exists a fine log. smooth
scheme Y over S such that the underlying scheme Y is proper and flat over S and that X =
Y ×S S0. Moreover, we assume that pOY = 0 and that S is noetherian. Let f : X → S denote
the structure morphism. Then, for each natural number i and each flat O (m)
X /S-module E of
finite presentation, the OS-module R
i f (m)
X /S∗
E is finitely generated.
Proof. Since the question is local, the quasi-coherence of E and the cohomology long ex-
act sequence allows us to assume that E is free. Moreover, by using Proposition 2.4, we
may assume that S = S0. then, the assertion follows from Corollary 9.2 as in the classical
case. 
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