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BOUNDING 2D FUNCTIONS
BY PRODUCTS OF 1D FUNCTIONS
DAN HATHAWAY
Abstract. For cardinals λ1, λ2, let Φ(λ1, λ2, ω) be the statement
that whenever f : λ1 × λ2 → ω, there are functions g1 : λ1 → ω
and g2 : λ2 → ω such that for all (x1, x2) ∈ λ1 × λ2,
f(x1, x2) ≤ max{g1(x1), g2(x2)}.
We show in ZFC that Φ(λ, ω, ω) is true iff λ < b, where b is the
bounding number. Also in ZFC, Φ(ω1, ω1, ω) is false. However,
assuming ZF + AD we have Φ(ℵω+1,ℵω+1, ω) and we conjecture
that Φ(λ, λ, ω) holds for all λ < Θ.
1. Introduction
The Axoim of Choice allows us to define objects of size ω1 that do
not behave like objects of size ω. For infinite cardinals λ1 and λ2, we
introduce a statement Φ(λ1, λ2, ω) which implies that functions from
λ1 × λ2 to ω behave like functions from ω × ω to ω. We show that the
Axoim of Choice implies the negation of Φ(ω1, ω1, ω).
On the other hand consider AD, the Axoim of Determinacy. This is
an axiom which contraducts the Axoim of Choice. It imposes regularity
properties on both subsets of R and on bounded subsets of Θ, which is
the smallest ordinal that R cannot be surjected onto. AD implies that
subsets of ω1 behave like subsets of ω. Contrasting with the Axiom
of Choice, we prove that AD implies Φ(ω1, ω1, ω), and we know of no
other way to get a model where Φ(ω1, ω1, ω) holds. We currently know
that AD implies Φ(ℵω+1,ℵω+1, ω), and so we naturally conjecture that
AD implies Φ(λ, λ, ω) for all λ < Θ.
The status of the statement Φ(λ, ω, ω) is well understood. The Ax-
oim of Choice implies Φ(λ, ω, ω) is true iff λ < b, where b is the bound-
ing number [1]. On the other hand, AD implies Φ(λ, ω, ω) is true for
every ordinal λ.
We will use the following concept several times:
Definition 1.1. Given a set of ordinals A ⊆ Ord, L[A] is the smallest
transitive model of ZF containing all the ordinals and containing A as
an element.
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Each model L[A] satisfies the Axiom of Choice. We write L[A,B]
for L[S], where S is a set of ordinals which codes A and B.
2. General Results in ZF and ZFC
Definition 2.1. For sets λ1, λ2 and an infinite regular cardinal µ, let
Φ(λ1, λ2, µ) be the statement that whenever f : λ1 × λ2 → µ, there
are functions g1 : λ1 → µ and g2 : λ2 → µ such that for all (x1, x2) ∈
λ1 × λ2,
f(x1, x2) ≤ max{g(x1), g(x2)}.
We will usually consider the case that λ1 and λ2 are cardinals. When
this happens, without loss of generality λ1, λ2 ≥ µ. In this section we
will consider arbitrary µ, but for the rest of the paper we will focus on
the µ = ω case.
Note that if λ′1 ≥ λ1 and λ
′
2 ≥ λ2, then Φ(λ
′
1, λ
′
2, µ) implies Φ(λ1, λ2, µ).
Here is a positive result.
Proposition 2.2. (ZF) Let µ be an infinite regular cardinal. Then
Φ(µ, µ, µ).
Proof. Fix f : µ × µ → µ. Let g2 : µ → µ be such that for each
x ∈ µ, the set Sx := {y ∈ µ : f(x, y) > g2(y)} has size < µ. That is, g2
eventually dominates (mod < µ) the functions of the form y 7→ f(x, y).
Let g1 : µ → µ be such that for each x ∈ µ, g1(x) ≥ sup{f(x, y) : y ∈
Sx}. The functions g1 and g2 work as desired. 
Let µ be an infinite regular cardinal. Let µµ denote the set of func-
tions from µ to µ. Recall that b(µ), the bounding number for µ, is
the smallest size of a family F ⊆ µµ that cannot be eventually dom-
inated (mod < µ) by a single function from µ to µ. Without the
Axiom of Choice, we interpret “λ < b(µ)” as meaning that every fam-
ily F ⊆ µµ that can be bijected with λ can be eventually dominated,
and “λ ≥ b(µ)” as meaning that there is some family F ⊆ µµ that
can be bijected with λ that cannot be eventually dominated. In ZFC,
it can be proved that µ+ ≤ b(µ) ≤ 2µ. We write b for b(ω). The
following is an improvement of Proposition 2.2:
Proposition 2.3. (ZF) Let µ be an infinite regular cardinal. Let λ1 <
b(µ). Then Φ(λ1, µ, µ).
Proof. Fix f : λ1×µ→ µ. Let g2 : µ→ µ be such that for each x ∈ λ1,
the set Sx := {y < µ : f(x, y) > g2(y)} has size < µ. The function g2
exists because λ1 < b(µ). Like before, we let g1 : λ1 → µ be such that
for each x ∈ λ1, g1(x) ≥ sup{f(x, y) : y ∈ Sx}. 
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Proposition 2.4. (ZF) Let µ be an infinite regular cardinal. Let λ1 ≥
b(µ). Then ¬Φ(λ1, µ, µ).
Proof. Let f : λ1 × µ → µ be such that the functions of the form
y 7→ f(x, y) cannot be eventually dominated by a single function from
µ to µ. By possibly increasing the values of the function f , we may
assume that whenever x ∈ λ1 and Y ∈ [µ]
µ, the set f“{x} × Y is
unbounded below µ. Now, consider any g2 : µ→ µ. By hypothesis, fix
some x ∈ λ1 such that g2 does not eventually dominate the function
y 7→ f(x, y). That is, Sx := {y ∈ µ : f(x, y) > g2(y)} is in [µ]
µ, so
f“{x}× Sx is unbounded below µ. Hence, there is no α < µ such that
for all y < µ,
f(x, y) ≤ max{α, g2(y)},
so there can be no function g1 which works (because no value of α =
g1(x) works). 
The following provides other instances of the failure of Φ(λ1, λ2, µ).
Given a set X , an ideal I on X is a collection of subsets of X which
contains each singleton and is closed under taking finite unions and
subsets. Given a cardinal τ , an ideal is called τ -complete iff it is closed
under taking unions of size < τ . Let I+ denote the set of A ⊆ X such
that A 6∈ I. Thus, we have that if I is a τ+-complete ideal on X , and
if X is partitioned into τ pieces, then at least one piece is in I+.
Lemma 2.5. (ZF) If f : λ1×λ2 → µ is such that there is a µ
+-complete
ideal I on λ2, and each Y ∈ I
+ has a corresponding x ∈ λ1 such that
f“{x} × Y is unbounded below µ, then f witnesses that ¬Φ(λ1, λ2, µ).
Proof. Suppose we have such an f . Pick any g2 : λ2 → µ. Let α < µ
be such that Y := g−12 (α) ∈ I
+. Let x ∈ λ1 be such that f“{x} × Y is
unbounded below µ. There must be some y ∈ Y such that
f(x, y) > max{g1(x), α} = max{g1(x), g2(y)},
and we are done. 
The following is one way to get such an f . The point is that the
ideal I of countable subsets of λ2 is ω1-complete, and each Y ∈ I
+
includes a countably infinite set Y ′ for which we will have f“{x} × Y ′
unbounded for some x, and so we will have f“{x} × Y unbounded.
Lemma 2.6. (ZF) There is a function f : R× ω1 → ω such that
(∀Y ∈ [ω1]
ω)(∃r ∈ R) f“{r} × Y is unbounded.
Proof. We will build an f so that in fact for each Y ∈ [ω1]
ω and g :
Y → ω, there is an r ∈ R such that (∀α ∈ Y ) f(r, α) = g(α). Given
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any r ∈ R, let 〈xr0, x
r
1, ..., y
r
0, y
r
1, ...〉 ∈
ω
R×ωω be the (ω+ω)-sequence of
reals and natural numbers canonically coded by r. Let η : R→ ω1 be a
surjection. If η(x) = α, say that x is a code for α. Define f(r, α) := yrn
if xrn is a code for α and no x
r
m for m < n is a code for α, and define
f(r, α) := 0 if there is no such xrn. The function f is as desired: given
Y = {α0, ...} ∈ [ω1]
ω and g : Y → ω, simply choose r ∈ R so that
(∀n ∈ ω) xrn is a code for αn and y
r
n = g(αn). 
Corollary 2.7. (ZF) ¬Φ(R, ω1, ω), and therefore also ¬Φ(R,R, ω).
Proof. The fact that ¬Φ(R, ω1, ω) follows from Lemma 2.5 and Lemma 2.6.
Since there is a surjection of R onto ω1, we have ¬Φ(R,R, ω). 
Here is another way to get an f satisfying the hypothesis of Lemma 2.5:
Lemma 2.8. (ZFC) There is a function f : ω1 × ω1 → ω such that
for each {y1, y2} ∈ [ω1]
2, {x < ω1 : f(x, y1) = f(x, y2)} has size < ω1.
That is, the collection of functions of the form x 7→ f(x, y) is an almost
disjoint family.
Proof. For each x < ω1, define the values f(x, y) for y < x to be distinct
by choosing a bijection from ω to x. The values f(x, y) for y ≥ x can
be chosen to be anything. 
Corollary 2.9. (ZFC) Φ(ω1, ω1, ω) is false.
Proof. By Lemma 2.8, there is a function f : ω1×ω1 → ω such that for
each Y ∈ [ω1]
ω, there is some x ∈ ω1 such that f“{x}×Y is unbounded
below ω. Then by Lemma 2.5, we are done. 
This line of thought shows an obstruction to forcing Φ(ω1, ω1, ω):
Proposition 2.10. (ZF) Assume there is a function f : ω1 × ω1 → ω
such that
(∀Y ∈ [ω1]
ω)(∃x ∈ ω1) f“{x} × Y is unbounded.
Then in any forcing extension that does not add real numbers, we have
¬Φ(ω1, ω1, ω).
Proof. Let V be the ground model and V [G] the forcing extension.
Note that ω
V [G]
1 = ω1. We will show that f witnesses ¬Φ(ω1, ω1, ω) in
V [G]. Let g2 : ω1 → ω be arbitrary. Fix α < ω such that Y := g
−1
2 (α)
is infinite. Let Y ′ ⊆ Y consist of the first ω elements of Y . Then
Y ′ ∈ V . By hypothesis, there is some x ∈ ω1 such that f“{x} × Y
′ is
unbounded. This shows that the function g2 does not work in V [G]. 
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If we start with a model of ZF and force to add a Cohen subset of ω1,
then because there is a well-ordering of R in the extension we will have
¬Φ(ω1, ω1, ω) there. Nevertheless, it is instructive to see what happens
after adding a Cohen subset of κ:
Proposition 2.11. (ZF) Let P be the forcing to add a Cohen subset
of κ. Then in the extension, ¬Φ(κ, ω, ω).
Proof. Let f˙ be a name for the generic object. We have 1  f˙ : κˇ×ω →
ω. Consider any g˙2 such that 1  g˙2 : ω → ω. Let p ≤ 1 and g2 : ω → ω
be such that p  g˙2 = gˇ2. Because f˙ is the name for the generic object,
pick some x < κ such that no f˙(xˇ, yˇ) is decided (and any value is
possible). Chose an appropriate p′ ≤ p such that for each y < ω,
p′  f(xˇ, yˇ) > max{yˇ, gˇ2(y)}.
No value of g˙1(x) can work. 
3. Consistency Strength Lowerbound
By DC, we mean the Principal of Dependent Choices [4]. This is a
fragment of the Axiom of Choice. Note that Lemma 2.8 is satisfied in
ZF if there is a function f : ω1 → P(ω) that maps each α < ω1 to a
code f(α) ∈ R for a well-ordering of ω of ordertype α. This happens,
for example, if there is an r ∈ R such that ω
L[r]
1 = ω1. This gives us
the following:
Proposition 3.1. Assume ZF+ DC+ Φ(ω1, ω1, ω). Then
(∀r ∈ R)ω1 is strongly inaccessible in L[r].
Proof. Since Φ(ω1, ω1, ω), by our comments above it must be that
(∀r ∈ R)ω
L[r]
1 < ω1.
It is well known that ZF+DC implies that ω1 is regular (see Theorem
11.6 in [4]). By Proposition 11.5 of [4],
ω1 regular and (∀r ∈ R)ω
L[r]
1 < ω1
⇒ (∀r ∈ R)ω1 is strongly inaccessible in L[r].
This completes the proof. 
4. Results in AD
In the following, we really only use the fact that r♯ exists for each
r ∈ R and that each A ⊆ ω1 is in some L[r]. For a definition of r
♯ for
r ∈ R, see [4]. The existence of r♯ implies that L[r] is the Skolem hull
of a proper class of indiscernibles, which is what matters to us.
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Theorem 4.1. (ZF+ AD) Φ(ω1, ω1, ω).
Proof. Let f : ω1×ω1 → ω. By Solovay’s coding lemma (see [5]), let r ∈
R be such that f ∈ L[r]. Let I ⊆ ω1 be the club of Silver indiscernibles
for L[r]. Let a1, ..., an ∈ I be the indiscernibles used in the definition of
f in L[r]. That is, there is a Skolem term t such that t(a1, ..., an)
L[r] = f .
Given any α < ω1, let Cα := (b
α
1 , ..., b
α
mα
, cα1 , ..., c
α
kα
, t) be a sequence of
indiscernibles and a Skolem term such that
bα1 < ... < b
α
mα
< α ≤ cα1 < ... < c
α
kα
,
t is a Skolem term, and
α = t(bα1 , ..., b
α
mα
, cα1 , ..., c
α
kα
)L[r].
We will replace f with a function f ′ such that f ≤ f ′ (f ′ every-
where dominates f) and each value f ′(α1, α2) only depends on the
pair (Cα1, Cα2) and not on the pair (α1, α2). The value of f(α1, α2),
since it is a natural number, depends only on the Skolem term for α1,
the Skolem term for α2, and the relative ordering of the ordinals in
Cα1 and Cα2 with each other and with a1, ..., an. For fixed Cα1 and Cα2
there are only finitely many such orderings, and so only finitely many
possible values of f(α1, α2) (only knowing Cα1 and Cα2).
Define f ′(α1, α2) to be the maximum of these possible values. Given
α and β, write Cα ≃ Cβ if the Skolem term of Cα equals the Skolem
term of Cβ, the number of ordinals in Cα less than α equals the number
of ordinals in Cβ less than β, and similarly for the ordinals in Cα
greater than α and the ordinals in Cβ greater than β. By the way f
′
is defined, if Cα1 ≃ Cβ1 and Cα2 ≃ Cβ2, then f
′(α1, α2) = f
′(β1, β2).
Up to ≃, there are only countably many possible values of Cα. Thus
f ′, although technically a function from ω1 × ω1 to ω, can be viewed
as a function from ω × ω to ω. Call that function f ′′ : ω × ω → ω
(we correspond natural numbers with ≃ classes). There certainly exist
functions g′′1 , g
′′
2 : ω → ω such that
(∀x, y ∈ ω) f ′′(x, y) ≤ max{g′′1(x), g
′′
2(y)}.
These functions induce functions g1, g2 : ω1 → ω such that
f(x, y) ≤ f ′(x, y) ≤ max{g1(x), g2(y)}.
This completes the proof. 
The theorem above generalizes:
Proposition 4.2. (ZF) Let λ be a cardinal and assume that each A ⊆ λ
is contained in some inner model that is the Skolem hull of a proper
class of indiscernibles. Then Φ(λ, λ, ω).
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Proof. The same argument as in Theorem 4.1 works here. 
Recently, Cody Dance [2] has shown that ZF + AD implies the hy-
pothesis of the proposition above for λ = ℵω+1. Specifically, it was
previously known that ZF + AD implies that every subset of ℵω+1 is
in L[T3, x] for some real x ∈ R, and in [2] it was shown that each such
L[T3, x] is the Skolem hull of a proper class of indiscernibles. Thus, we
have the following:
Corollary 4.3. (ZF+ AD) Φ(ℵω+1,ℵω+1, ω).
Question 4.4. Is ZF + (∀λ ∈ Ord)Φ(λ, λ, ω) consistent? Does it
follow from ZF + AD?
We already know the following:
Observation 4.5. (ZF+ AD) For any λ ∈ Ord, Φ(λ, ω, ω).
Proof. There is no injection of an uncountable ordinal into R, so any
f : λ×ω → ω has at most ω distinct columns, which can be eventually
dominated. 
Another intriguing question is the following:
Question 4.6. What is the consistency strength of Φ(ω1, ω1, ω)? Does
it imply the consistency of a Mahlo cardinal?
We also ask to what extent Φ(ω1, ω1, ω) contradicts the Axiom of
Choice. The statement ω → (ω)ω2 means that for every coloring of the
infinite subsets of ω using two colors, there is an infinite subset of ω all
of whose infinite subsets have the same color. We know the following:
Theorem 4.7. There is a model of ZF in which Φ(ω1, ω1, ω) holds but
there is a non-principal ultrafilter on ω.
Proof. Start with a model of ZF + AD + ω → (ω)ω2 . By Theorem 4.1,
Φ(ω1, ω1, ω) holds in this model. Let P be the P (ω)/fin forcing. Since
our starting model satisfies ω → (ω)ω2 , forcing with P will add no new
sets of ordinals [3]. Hence, Φ(ω1, ω1, ω) holds in the extension. On the
other hand, forcing with P adds a non-principal ultrafilter on ω. 
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