This paper is concerned with asymptotic behavior of solutions of perturbed linear difference systems. Several asymptotic results are obtained, some of which can be regarded as discrete analogs of the famous asymptotic results for differential systems, including the Hartman-Wintner theorem, the Harris-Lutz theorem, and the Eastham theorem. In addition, the conditions of a result established by Z. Benzaid and D.A. Lutz are weakened.
Introduction
Consider the following perturbed linear diagonal difference system
y(t + 1) = ( (t) + R(t))y(t), t ∈ [t 0 , +∞),
(1.1) and the following perturbed linear constant difference system y(t + 1) = (C + R(t))y(t), t ∈ [t 0 , +∞), (1.2) where (t) = diag(λ 1 (t), . . . , λ k (t)), C, and R(t) are k × k real or complex matrices; C is a constant matrix; R(t) is a small perturbation in some sense; and the interval [t 0 , +∞) := {t} +∞ t=t 0 . In this paper, we always assume that (t) + R(t) and C + R(t) are invertible on the interval [t 0 , +∞).
In 1948, Levinson studied asymptotic behavior of solutions of the perturbed differential system
y (x) = ( (x) + R(x))y(x),
where (x) is a diagonal matrix, and established an important asymptotic result, called the Levinson Theorem (see [13] or [5-Theorem 8.1 in Chapter 3] or [7-Theorem 1.3.1]), which played an important role in the study of asymptotic problems of perturbed differential systems. Hartman and Wintner [11] got another important result, called the Hartman-Wintner theorem, in 1955. Later, their works were followed by Harris and Lutz [9, 10] , Eastham [7] , etc. Many excellent asymptotic results for differential systems were summarized in the monograph of Eastham [7] , and many references were cited therein.
In the existing literature on research of perturbed linear difference systems, in 1911 Birkhoff [2] studied asymptotic behavior of solutions of system (1.2) in which R(t) has a convergent or asymptotic power series in t −1 for t in some open interval containing the positive real axis. Coffman [6] considered asymptotic behavior of solutions of difference equations with almost constant coefficients. Later, Benzaid and Lutz [1] got several asymptotic results, one of which is a discrete analog of the Levinson theorem, which plays an important role in our paper. More recently, Bohner and coworkers [3, 4] investigated asymptotic behavior of dynamic equations on time scales.
In this paper, similarly to the case of differential systems, two types of conditions are crucial in studying asymptotic representations of solutions: the first is a dichotomy condition on the diagonal matrix (t), and the second is a growth condition on the perturbation term R(t). These two conditions are interrelated, and so we can obtain asymptotic representations of solutions in variety of ways by strengthening one condition while weakening the other one. In this paper, we establish several asymptotic results that can be regarded as discrete analogs of the well-known Hartman-Wintner theorem [7- Remark 3.2) . Applications of these results to deficiency index and spectrum of the difference operators will be discussed in our forthcoming papers.
It is evident that although in many cases methods used and proofs for difference equations are somewhat similar to those for differential equations, it cannot and should not be stated that all the results in the continuous case can automatically or sure be transformed or extended to the discrete case. In addition, we shall cite here what Benzaid and Lutz said in their paper [1] : this process is fairly straightforward, but not completely routine.
The rest of the paper is organized as follows. Section 2 collects some notations and lemmas. Section 3 is devoted to asymptotic representations of solutions of perturbed linear diagonal systems and perturbed linear constant systems. The perturbed linear diagonal system (1.1) is first discussed. By taking a suitable transformation, system (1.1) is converted into a system that is of the Benzaid-Lutz form in [1-Lemma 2.1] and then several results are implied by [1-Lemma 2.1]. By applying results obtained above for perturbed linear diagonal systems, a asymptotic result for the perturbed linear constant system (1.2) is easily concluded. Finally, in Section 4, some examples are present to demonstrate how the theorems can be applied and to compare conditions of our theorems with those of some existing results.
Preliminaries
For convenience in the following discussion, we first introduce some notations. Let x = (x 1 , x 2 , . . . , x k ) T and A = (a ij ) be a k-dimensional complex vector and a k × k complex matrix, respectively. Their norms x and A are defined, respectively, by 
Then system (1.1) has a fundamental set of solutions y j (t), 1 j k, satisfying, as t → +∞, The following lemma is a fundamental algebra result, which will be used in the proof of Corollary 3.1.
which are contained, respectively, in the discs
Main results
In this section, we study asymptotic behavior of solutions of the perturbed diagonal system (1.1) and the perturbed constant system (1.2), respectively, and then establish several asymptotic representations.
Perturbed diagonal systems
We first establish a discrete analog of the Hartman-Wintner Theorem for differential systems [7-Theorem 1.5.1].
Theorem 3.1. Assume that there exist constants η > 1 and T
0 > t 0 such that (t) is invertible on [T 0 , +∞) and for each pair (i, j ) in [1, k], i / = j, either λ i (t) λ j (t) η, t T 0 (3.1) or λ i (t) λ j (t) 1 η , t T 0 . (3.2)
And assume that the perturbation item R(t) = (r ij (t)) satisfies
for some p, 1 < p 2. Then system (1.1) has solutions y j (t), 1 j k, with the asymptotic form as t → +∞,
Proof. Let (3.6) and take the transformation
with Q(t) still to be determined. Substituting (3.7) into (1.1), we have
If Q(t) can be chosen to satisfy the following equation:
and
where
It is evident that if (3.10) holds, I + Q(t) is invertible and then the transformation (3.7) is invertible and R 1 (t) is well defined for sufficiently large t.
We first consider existence of a solution Q(t) = (q ij (t)) of (3.9) with (3.10). In terms of the entries of the matrices, (3.9) can be rewritten as
which is a first-order difference equation for q ij (t).
The following discussion is divided into two cases. First consider the case: the pairs of (i, j ) for which (3.1) holds. Take a special solution of (3.13) as
From (3.1) and (3.14) it follows that
Letting u = n − t and by the Hölder inequality, we have
It is clear that the first series in the above right side converges. Thus, we get
3) it follows that q ij ∈ l p [T 0 , +∞) and consequently q ij (t) → 0 as t → +∞.
Next consider the other case: the pairs of (i, j ) for which (3.2) holds. In this case, take a special solution of (3.13) as 
Similarly to the method used in the first case, letting u = t − n and by the Hölder inequality, we have
It is easy to see that the first series in the above right side converges. Thus
3) it follows that q ij ∈ l p [T 0 + 1, +∞) and consequently q ij (t) → 0 as t → +∞.
Based on the above discussion, it has been proved that Eq. (3.9) has a solution Q satisfying (3.10) and
Thus there exists a sufficiently large constant T T 0 such that I + Q(t) is invertible and R 1 (t) is defined well on the interval [T , +∞).
Now we pay our attention to showing that R 1 (t) satisfies the growth condition (G) with respect to 1 (t), i.e.
From (3.10) and (3.12), it suffices to show
So there exists N > T such that for t N
Hence, by the Hölder inequality, we have Next we need to prove that 1 (t) satisfies the dichotomy condition (L). From (3.3), there exists a sufficiently large integer N 1 N such that for t N 1
So, for a pair (i, j ) for which (3.1) holds and for all n N 1 , we have 
Therefore, 1 (t) satisfies the dichotomy condition (L).
From the above discussion, it has been shown that 1 (t) satisfies the dichotomy condition (L) and R 1 (t) satisfies the growth condition (G) with respect to 1 (t). By Lemma 2.1 system (3.11) has solutions z j (t), 1 j k, satisfying
which with (3.7) and (3.10) implies that (3.4) holds. This completes the proof. Now give some remarks on Theorem 3.1. To give the details of the general asymptotic result that arises from this process, we suppose that (3.3) holds with some p > 1 and choose an integer M such that
Then, iterating the formulae (3.5), (3.9) and (3.12) that connect the y and z systems (1.1) and (3.11), we define
where R m (t) = R m (t) − dgR m (t), dgQ m (t) = 0, and Q m (t) = o(1) as t → +∞. Then the iterated transformation y(t) = (I + Q(t))(I + Q 1 (t)) · · · (I + Q M−1 (t))z M (t), (3.24)
gives the system
for some integer N 0 , where λ (M) j (t) is the j th diagonal entry of M (t). On the other hand, (3.21) and (3.22) imply that M (t) satisfies the dichotomy condition (L). Therefore, by applying Lemma 2.1 to (3.25) and by using (3.24), the following result is implied, which can be regarded as a discrete analog of the Harris-Lutz theorem [7- 
. . , λ M k (t) is defined as in (3.23).
Next we give a result in which the dichotomy condition on and the growth condition on R are different from those in Theorems 3.1 and 3.2, which can be regarded as a discrete analog of the Eastham theorem [7-Theorem 1.6.1].
Theorem 3.3.
Assume that there exists a constant T 0 t 0 such that
and satisfy the dichotomy condition (L); (3)
Then system (1.1) has solutions y j (t), 1 j k, with the asymptotic form as t → +∞,
(3.27)
Proof. The idea of proof is to express (t) + R(t) in the diagonal form

T −1 (t)( (t) + R(t))T (t) = 2 (t), (3.28) where 2 (t) := diag(µ 1 (t), . . . , µ k (t)). So the crucial part of the proof is to show that T (t) can be written as
T (t) = I + Q(t), (3.29)
Taking the transformation
y(t) = (I + Q(t))z(t) (3.31)
and substituting it into (1.1), we get
(I + Q(t + 1))z(t + 1) = ( (t) + R(t))(I + Q(t))z(t) = [(I + Q(t)) − (I + Q(t + 1))](I + Q(t)) −1 ( (t) + R(t))(I + Q(t))z(t) + (I + Q(t + 1))(I + Q(t)) −1 ( (t) + R(t))(I + Q(t))z(t) = [(I + Q(t + 1))(I + Q(t)) −1 ( (t) + R(t))(I + Q(t)) − Q(t)(I + Q(t)) −1 ( (t) + R(t))(I + Q(t))]z(t).
If (3.28)-(3.30) hold, (1.1) can be rewritten as
for sufficiently large t, where
To establish existence of Q(t) with properties (3.28) and (3.30), write
Substituting (3.29) and (3.34) into (3.28), we obtain
Q(t) (t) − (t)Q(t) + D(t) = R(t) + R(t)Q(t) − Q(t)D(t), (3.35) which can be regarded as an equation for both D(t) and Q(t). Let Q(t) = (q ij (t))
Substituting (3.36) into (3.37), we obtain
which consist of k 2 − k equations for q ij . There exists a sufficient large T T 0 such that λ j (t) + r jj (t) − λ i (t) − r ii (t) is not zero for all t T by condition (1), and then (3.38) can be rewritten as
From condition (1) it follows that
For convenience, we express (3.39) in the vector form
where q(t) and q 0 (t) are (k 2 − k)-dimensional vector-valued functions formed by q ij (t) and u ijj (t) (i / = j), respectively, and
vector-valued function formed by u jiv (t) (j / = v). Now We employ the method of successive approximation to showing existence of a special solution q of (3.43) such that (3.30) holds. Define a sequence {q m (t)} by
From (3.41), there exists a sufficiently large N T such that
From (3.39) and (3.44) it follows that
It is evident that 
for t N and for m 1 and
Hence, for m 0 and for t N,
which with (3.41) and (3.48) implies that {q m (t)} converges to a vector-valued function q(t) uniformly over [N, +∞), and consequently from (3.49) it follows that |q(t)| 2|q 0 (t)|, t N.
(3.50)
In addition, from (3.41) and (3.48) it follows that q 0 (t) → 0 as t → +∞. Thus q(t) → 0 as t → +∞, which is equivalent to q ij (t) → 0 as t → +∞. Therefore, Q(t) with properties (3.28) and (3.30) exists.
Furthermore, from (3.39) and (3.42) it follows that 
Therefore, R 2 (t) satisfies the growth condition (G) with respect to 2 (t). So, by Lemma 2.1 and by using condition (2), system (3.32) has solutions z j (t), 1 j k, with the asymptotic form as t → +∞,
This implies (3.27) by using the transformation (3.31). So the proof is complete. 
Then the result of Theorem 3.3 holds.
Proof. Take the transformation
where Q(t) is defined as in the proof of Theorem 3.3. Substituting it into (1.1), we get
= [( (t) + R(t))(I + Q(t)) − ( (t) + R(t)) Q(t − 1)]z(t).
According to the proof of Theorem 3.3, (3.28)-(3.30) still hold. Hence, we have
where 2 is defined as in the proof of Theorem 3.3 and
By Lemma 2.2, one can easily conclude that condition (4) guarantees that
Thus R 2 (t) satisfies the growth condition (G) with respect to 2 (t) from (3.51). So Lemma 2.1 is applicable to system (3.53) and then the result follows directly. This completes the proof.
We note that conditions (2) and (3) in Theorem 3.3 are related to the eigenvalues µ j (t) of (t) + R(t) rather than λ j (t) + r jj (t). However, it is not easy to calculate µ j (t) in general and therefore we establish another asymptotic result not involving µ j (t) as follows.
Corollary 3.2. Assume that conditions (1) and (3) in Theorem 3.3 hold and assume that
, where 1 (t) is defined as in (3.5) .
Proof. We first show that 2 (t) satisfies the dichotomy condition (L). From (3.34), (3.36), (3.40), (3.45), (3.48), (3.50), and condition (1), we have
This with conditions (5) and (6) implies that 2 (t) satisfies the dichotomy condition (L). Thus all the conditions of Theorem 3.3 hold, and therefore (3.27) holds. From (3.54) it follows
By [8, Theorem 8.12] and from condition (5), the second product in the above right side converges. So this corollary follows. This completes the proof.
Perturbed constant systems
We now turn our attention to the perturbed constant system (1.2). 
. , λ k ).
So the theorem is a direct consequence of Theorems 3.1 and 3.2. The proof is complete.
Examples
To illustrate Remarks 3.3 and 3.4, consider the following example.
Example 4.1. Let (t) = diag(λ 1 (t), . . . , λ k (t)) with λ j (t) = λ j t α and R(t) = t β C for t ∈ [1, +∞), where |λ j | / = 0, 1 j k, are distinct, C is a nonzero constant matrix, and α and β are real constant. 
