Prostate diseases are very common in men. Accurate segmentation of the prostate plays a significant role in further clinical treatment and diagnosis. There have been some methods that combine the segmentation network and generative adversarial network, using the adversarial training to boost the performance of segmentation network. However, the traditional adversarial training is unstable, which is hard to train. This attribute can easily lead to training failure. In this paper, we propose a segmentation network with self-attention adversarial training based on Wasserstein distance to tackle the problem. First, a segmentation network with residual connection and attention mechanism is deployed to generate the prostate segmentation prediction. Then, a self-attention discriminator network is added to the segmentation network to discriminate the prediction from ground truth. In the discriminator network, we replace the cross-entropy loss function with Wasserstein distance loss function which is better to measure the difference between distributions. The comparative experiments suggest our method is more stable than traditional adversarial training and achieves state-of-the-art performance.
I. INTRODUCTION
Prostate diseases (e.g., prostate cancer, prostatitis and enlarged prostate) are very common in men and are generally judged by their Magnetic Resonance (MR) images. Therefore, an accurate segmentation of the prostate from the MR image is the key for further clinical treatment and diagnosis. In clinical practice, the prostate MR image represents a volume in physical space which consists of many slices. Manual segmentation of these slices by radiologist is quite time-consuming, tedious, expensive, and subjective with limited reproducibility. In this regard, automatic segmentation of prostate MR image is highly desirable in clinical practice.
The research of automatic prostate MR image segmentation has been going on for several years, but still challenging now. Although the prostate image has high spatial resolution and soft-tissue contrast, the prostate is still difficult to The associate editor coordinating the review of this manuscript and approving it for publication was Haishuai Wang . distinguish from surrounding tissues because of the similar appearance and large variation in size, shape, and intensity distribution. Figure 1 shows different patterns of segmented prostate in prostate MR images and we can see the large variation of prostates.
Over the past few years, lots of automated prostate segmentation methods have been proposed to meet these challenges, such as thresholding [1] , [2] , region growing, deformable model-based methods [3] , [4] and machine learning based methods [5] - [9] . Although great progress is achieved, there still exists an obvious gap between the automated segmentation results and manual annotations.
Recently, deep convolutional neural networks (CNNs) have achieved promising results in many vision tasks [10] - [12] . Many researchers have employed CNNs in automated prostate segmentation [13] - [16] . Most of them are based on U-Net [17] , which has a high performance in semantic segmentation. However, these methods are insufficient to learn both local and global contextual relations between pixels because they train their networks just with a pixel-wise cross-entropy loss.
It means, in the training phase, each pixel of the prediction generated by these methods is predicted independently from each other. On the other hand, constrained by limited receptive field, the deep convolutional network usually cannot capture long-range dependencies between pixels even stacking many layers. Figure 2 shows some bad cases when using a U-net only trained with cross-entropy loss to segment the prostate images. These cases are most likely to happen if the slice is in boundary line that distinguish foreground and background. But some bad cases could be relieved if the network could capture the dependencies between pixels. Meanwhile, generative adversarial networks (GANs) have also achieved state-of-the-art performance in image synthesis task [18] . GAN consists of two networks, generator and discriminator, where generator tries to generate realistic output to fool the discriminator and discriminator tries to distinguish real data from the fake data generated by the generator. This process is a two-player minimax game between generator and discriminator, which is considered to be an adversarial training. Besides image synthesis, the thought of adversarial training has also been used in other fields, such as image-to-image, domain adaption, knowledge distillation. Luc et al. [19] first introduced the adversarial training approach into image segmentation task, using the discriminator network as an implicit learnable loss function to detect and correct higher-order inconsistencies between ground truth and predicted segmentation map generated by the segmentation network. Then, Yang et al. [20] employed the adversarial training to segment the liver in a 3D manner. Their network tried to optimize a cross-entropy loss together with an adversarial term that aims to distinguish between the ground truth and predicted segmentation map. However, the process of training conventional GAN is unstable, which may lead to non-convergence, mode collapse, and diminished gradient. Moreover, the loss curve of adversarial term cannot reveal whether the training result is getting better or worse. These problems mentioned above make the adversarial training process uncontrollable, which may lead to a worse result.
In this paper, to address the dependencies between pixels in segmentation task and stabilize the process of adversarial training, we propose a self-attention adversarial training strategy based on Wasserstein distance to combine the segmentation network with discriminator network. The main contributions in this paper are:
We design a Residual Attention U-Net to segment the prostate MR image, where the residual connection is added to improve the training efficiency and accelerate the convergence speed, and the channel attention is integrated to adaptively recalibrate channel-wise feature responses and boost the representational power of segmentation network.
We propose a self-attention adversarial training strategy to construct the dependencies between pixels predicted by segmentation network. Particularly, a discriminator network with position attention is added to the segmentation network, where the position attention is going to construct the dependencies between pixels by computing interactions between any two position.
Finally, to stabilize the process of adversarial training, we use the Wasserstein distance to measure the difference between distributions of prediction and ground truth.
II. RELATED WORKS A. MEDICAL IMAGE SEGMENTATION
Medical image segmentation is the key to determine whether the medical image can provide reliable information for clinical diagnosis and treatment. Previous automated medical image segmentation methods mainly contain edge-based segmentation, region-based segmentation, and model-based segmentation [21] . For example, Yuan et al. [22] proposed a global optimization-based contour evolution approach for the segmentation of prostate MR image. And Birkbeck et al. [23] leveraged the learning-based methods to segment the prostate MR image, where a statistical shape model is used. However, there are various disadvantages of these methods, such as low precision, not robust enough, sensitive to noise, which prevent hospital from applying these methods. Recently, deep convolutional neural networks (CNNs) have achieved impressive performance in many fields, which makes it possible to apply the medical image segmentation approaches in clinical. For example, Ronneberger et al. [17] proposed the well-known U-Net, which added long connections between encoder and decoder. Milletari et al. [24] developed the U-Net to V-Net, making it works in a 3D manner which can fully exploit the 3D spatial contextual information. Yu et al. [14] employed the residual connected mechanism and proposed a volumetric convnets with mixed residual connections for automatically segmenting the prostate organ from 3D prostate MR image. Roy et al. [25] modified the SE block [26] to several variants and put them into U-Net to boost meaningful feature.
Generally, 3D CNNs are more robust in medical image analysis against 2D CNNs, due to the 3D nature of many medical images. However, if the data is very anisotropic, then a 2D CNNs may be a better choice; And if the data is very large so that the 3D CNNs cannot have an enough receptive field and capture sufficient contextual information limited by the GPU memory. On the other hand, 3D CNNs contain a much larger number of parameters, which makes them more difficult for optimization and slower than 2D CNNs.
B. ADVERSARIAL TRAINING
Generative adversarial network is proposed by Goodfellow et al. [18] , which provides a framework to estimate a generative model via an adversarial training process. It consists of two networks, generator and discriminator, where the generator tries to fool the discriminator and discriminator tries to distinguish real data from the fake data generated by generator. Then, the thought of adversarial training has been used in many fields, such as image-to-image, domain adaption, knowledge distillation. For example, Isola et al. [27] and Zhu et al. [28] proposed the image-to-image network and Cycle-GAN, which achieved impressive effect in image generating. Dou et al. [29] used the adversarial training approach in domain adaption, which was aiming to tackle the task of unsupervised cross-modality domain adaption for medical image segmentation. In the same time, to overcome the limitation that pixel-wise crossentropy loss function cannot capture the relationship between pixels, Yang et al. [20] introduced the adversarial training approach to segment the liver CT image, where a deep convolutional network was first deployed to generate liver segmentation, and then a discriminator network was utilized to improve the shape consistency between prediction and ground truth.
Although adversarial training can boost the performance of network, it is limited by its properties like unstable, vanishing gradient, mode collapse, which means it is hard to control and train.
III. METHOD
In this section, we describe the details of our proposed segmentation network with self-attention adversarial training, from the segmentation network to the discriminator network, and the concepts of residual connection, channel attention, position attention, Wasserstein distance loss. Figure 3 shows the overview of our proposed method.
A. SEGMENTATION NETWORK 1) RESIDUAL CONNECTION
Since ResNet [10] has shown its excellent performance that has a nice convergence behavior and is convenient to be combined with any existing architectures. There have been many works based on it. The main idea of ResNet is residual connection which is a kind of skip connection that bypasses the non-linear transformations with an identity mapping and explicitly reformulates the layers as learning residual functions with reference to the layer inputs. A residual block (RB) can be expressed as following:
Here x l and x l+1 are the input and output of the l th residual unit. The F(x l , {W l }) denotes the residual function to be learned. Figure 4 shows the structure of residual block used in our segmentation network. 
2) CHANNEL ATTENTION MECHANISM
Convolutional neural networks (CNNs) are mainly based on convolution operation, which is thought as a filter that extracts informative features by fusing spatial and channel-wise information together. When designing the CNNs, the number of filters doubles as the number of stages increases. In the early stage, the number of filters is small and filters are going to detect edges, corners and contours. As the stage increases, the number of filters is big and filters are going to recognize the object. So, the features extracted by the filters at highest stage are thought as semantic features which are the most important. However, not each filter is equal, some may extract useful information, while some extract useless information. Hu et al. proposed the squeezeand-excitation (SE) block, which explicitly modelling the interdependencies between the features extracted by these filters. The SE block can learn to use global information to selectively emphasize useful information and suppress the useless ones. We modified the SE block to make it suitable for segmentation task. Specifically, we describe the feature map from the higher stage with X high , and lower stage with X low , where X high has more semantic information that is used to localize the object and X low has more edge information that is used to recover the details. In original U-Net, as shown in Figure 5 , the authors combine the X high and X low without any attention mechanism. But, as mentioned above, not each feature map is equal, the useful feature map should be emphasized, and the useless feature map should be omitted. Inspired by the SE block, we propose the channel attention block (CAB) that recalibrates the feature map from lower stage with the guidance of feature map from higher stage as shown in Figure 6 . In details, the CAB first concatenate the two kinds of feature maps, X high and X low , where X high is resized to match the size of X low : X = X low , F upsample X high (2) where [·] and F upsample denote the concatenation operation and up-sampling operation followed by a Conv-BN layer, respectively. Then a global average pooling operation and two fully connection layers with activation function are applied to capture channel-wise dependencies Z:
where F pool denotes the global average pooling operation, W 1 and W 2 denote the fully connection layers, σ 1 and σ 2 denote the ReLU and sigmoid activation function, respectively. Finally, X is multiplied by Z to achieve the recalibration:
3) THE COMPLETE ARCHITECTURE OF SEGMENTATION NETWORK
We add the residual connection to each stage of U-Net as short connection, and channel attention block as long connection. And batch normalization is applied after each convolution layer to stabilize the gradient flow. The segmentation network VOLUME 7, 2019 outputs a softmax result which indicates the probabilities of each class. The loss function for this network is cross entropy which can be computed as
where c denotes the number of classes, y andŷ denote the ground truth and prediction, respectively.
B. DISCRIMINATOR NETWORK
The discriminator network is designed to distinguish real from fake, where real is ground truth and fake is prediction generated by segmentation network. It can be interpreted as a ''variational'' loss function that measures the gap between the distribution of real and fake and its gradient is used to guide the segmentation network to generate a more ''real'' prediction. In our work, it takes a ground truth or prediction as input, where the ground truth is converted to one-hot encoding which has a size of C × H × W. And it outputs the gap between the distributions of real and fake, and the optimization objective of segmentation network is to minimize the gap. We will first introduce the concept of position attention and Wasserstein distance loss, then we will describe the complete architecture of discriminator network.
1) POSITION ATTENTION
The previous work [20] designed their discriminator networks by stacked convolutional layers, global pooling operations and fully connection layers to model the distribution of ground truth and prediction. However, just using these operations cannot capture the long-range dependencies between pixels which makes it difficult to model the geometric or structural patterns in ground truth and prediction. Inspired by SAGAN [30] , we introduce the self-attention mechanism to our discriminator network, which we call it position attention block (PAB). As shown in Figure 7 , PAB receives the feature map X as input which has a size of C × H × W and distributes it to four branches (query-branch, key-branch, value-branch, residual branch). The query-branch and key-branch calculate the relationship between each pixel which has a size of (H × W) × (H × W):
where F q and F k are 1 × 1 convolution followed by reshape operation. Then W will be used in value branch to re-weight F v (X ):
where F v is same as F q . Finally, the X is scaled by a scale factor and is added to the original X :
where γ is a scale factor and initialized as zero.
2) WASSERSTEIN DISTANCE LOSS
To address the unstable training process in GAN, we use the Wasserstein distance to measure the difference between real and fake. Formally, we refer to the distribution of real as P r and fake as P g . The Wasserstein distance of P r and P g can be expressed as:
where (P r , P g ) is the set of all joint distributions of γ (x, y) whose marginals are respectively P r and P g . The Wasserstein distance loss is constructed using the Kantorovich-Rubinstein duality to obtain: where G and D denote the segmentation network and discriminator network respectively, l G and l D are the loss functions of them, and K is the Lipschitz constraint of D.
3) THE COMPLETE ARCHITECTURE OF DISCRIMINATOR NETWORK
The complete architecture of discriminator network is shown in Fig. 3 . It consists of four CBRs (Conv-BN-LeakyReLU, with stride of 2, 4, 4, 2), two RBs, one PAB and one FC. The PAB is applied when the size of feature map is one-eighth of the original size. The FC outputs the scores of inputs which are used to calculate the Wasserstein distance.
IV. EXPERIMENT A. DATASET AND PRE-PROCESSING
In this work, we evaluated our method on MICCAI Prostate MR Image Segmentation (PROMISE12) challenge dataset, an ongoing benchmark for evaluating algorithms for segmentation of the prostate from MR images. There are 50 transversal T2-weighted MR images of the prostate for training and 30 MR images for testing. These data are come from multiple centers and vendors and with differences in scanning protocol (e.g. differences in thickness, with/without endorectal coil). Because our network is designed for 2D image, we simply resized each slice in every MR image into the median size of this dataset which is 320 × 320 and then normalized the intensities of each slice with zero mean and unit variance. To prevent overfitting, we utilized the data augmentation techniques including elastic deformation, rotation with 90, 180, 270, and flip.
B. EVALUATION AND COMPARISON
We evaluated the performance of our proposed method with Dice coefficient (Dice), which is calculated in 3D. We compared with U-Net [17] and the Volumetric ConvNet [14] which won the first place on Promise12 in 2016, and the adversarial network based on cross-entropy [20] . Table 1 shows the qualitative results. It suggests our method VOLUME 7, 2019 FIGURE 8. Qualitative segmentation results of our proposed method. We show the predictions of our proposed method in different cases, including with or without endorectal coil, the apex, center, base of prostate. can substantially exceeded others. It is worth noticed that the adversarial network based on cross-entropy get the worst result. We think the reason is that the cross-entropy cannot measure the difference between different distributions well. And the segmentation network gets worse by a wrong guidance of discriminator network. Our proposed method uses Wasserstein distance as evaluation criteria to measure the difference between ground truth and prediction which is more advantage. And the self-attention mechanism makes the discriminator network more sensitive to the geometric consistency. Figure 8 shows the prediction of our proposed method in different cases, including with or without endorectal coil, the apex, center, base of prostate. It is noticed that segment the tiny prostate is more difficult for automatic segmentation algorithm. Our proposed method can effectively detect the tiny prostate and segment it well.
C. ABLATION ANALYSIS
In this section, we would explore how each component influences the performance of our proposed method. Table 2 shows the ablation analysis results. In this ablation experiment, we use U-Net as our base line. When add residual connection and channel attention, the performance improved to 90.51% from 84.38%. Based on it, we add the discriminator network which contains adversarial training, position attention, Wasserstein distance. Benefited by the guidance of discriminator network, the segmentation network further improved to 90.71%. 
D. IMPLEMENTATION DETAILS
Our method was implemented using python and pytorch. All the training and experiments were carried out on a workstation with a TITAN XP GPU. In the training phase, we employed the Adam optimizer with a mini-batch size of 8 for all networks. The learning rate was set as 0.0001; the networks were initialized with xavier initialization; the models were trained for 200 epochs and stored the weights with best result on the validation. In the inference phase, only segmentation network is used.
V. CONCLUSION
In this paper, we propose a self-attention adversarial training network for prostate segmentation. Based on U-Net, we add residual connection and channel attention to it, which gives our segmentation network a stronger detection ability. Then we introduce the self-attention adversarial training to the segmentation network. The self-attention mechanism makes the discriminator network more sensitive to geometric consistency. On the choice of loss function for adversarial training, we use the Wasserstein distance to measure the difference between ground truth and prediction which make the training phase more stable. Extensive experiments on Promise12 dataset suggest our proposed method can segment the prostate well in different cases.
