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Abstract. We revisit the so-called “Three Squares Lemma” by Crochemore
and Rytter [Algorithmica 1995] and, using arguments based on Lyndon
words, derive a more general variant which considers three overlapping
squares which do not necessarily share a common prefix. We also give an
improved upper bound of n log2 n on the maximum number of (occur-
rences of) primitively rooted squares in a string of length n, also using
arguments based on Lyndon words. To the best of our knowledge, the
only known upper bound was n logφ n ≈ 1.441n log2 n, where φ is the
golden ratio, mentioned by Fraenkel and Simpson [TCS 1999] based on
a theorem by Crochemore and Rytter [Algorithmica 1995] obtained via
the Three Squares Lemma.
1 Introduction
Periodic structures of strings has been and still is one of the most important and
fundamental objects of study in the field of combinatorics on words [4], and the
analysis and exploitation of their combinatorial properties is a key ingredient in
the development of efficient string processing algorithms [17,16].
In this paper, we focus on squares, which are strings of the form u2 (=
uu) for some string u, which is called the root of the square. A well known
open problem concerning squares is on the maximum number of distinct squares
that can be contained in a string. Fraenkel and Simpson [12] showed that the
maximum number of distinct square substrings of a string of length n is at most
2n. Although slightly better upperbounds of 2n−Θ(log n) [15] and 116 n [9] have
been shown, the best lower bound is n − o(n) and it is conjectured that the
bound is actually n [12].
The “Three Squares Lemma” by Crochemore and Rytter [8], was the key
lemma used by Fraenkel and Simpson to obtain the upper bound of 2n.
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Lemma 1 (Three Squares Lemma (Lemma 10 of [8]4)). Let u2, v2, w2
be three prefixes of some string, such that w is primitive and |u| > |v| > |w|.
Then, |u| ≥ |v|+ |w|.
Crochemore and Rytter further showed that the lemma implies that the number
of primitively rooted squares that can start at any given position of a string is
bounded by logφ |x|, where φ = (1+
√
5)/2 is the golden ratio (Theorem 11 of [8]).
Thus, it follows that the maximum number psq(n) of occurrences of primitively
rooted squares in a string of length n, is less than n logφ n ≈ 1.441n log2 n.
The original proof of the Three Squares Lemma by Crochemore and Ryt-
ter was based on the well known “Periodicity Lemma” by Fine and Wilf [10].
Concerning a similar problem on the maximum number of “runs” (maximally
periodic substring occurrences such that the smallest period is at most half its
length) that can be contained in a string, the Periodicity Lemma was also the
tool of choice in its analysis [18,22,21,5]. However, this changed when Bannai
et al. [1,2] applied arguments based on Lyndon words [20] to solve, by a very
simple proof, a longstanding conjecture that the maximum number of runs in a
string of length n is at most n. Using the same technique, the upper bound on
the number of bounds was further improved to 0.957n for binary strings [11].
Bannai et al. also showed a new algorithm for computing all runs in a string,
which paved the way for algorithms with improved time complexity for general
ordered alphabets to be developed [19,14,6].
In this paper, we take the first steps of investigating to what extent Lyndon
words can be applied in the analysis of squares. We first give an alternate proof of
the Three Squares Lemma by arguments based on Lyndon words, and extend it
to show a more general variant which considers three overlapping squares which
do not necessarily share a common prefix. Furthermore, we show a significantly
improved upper bound of n log2 n on the maximum number of occurrences of
primitively rooted squares.
2 Preliminaries
Let Σ be an alphabet. An element of Σ is called a character. An element of Σ∗
is called a string. The length of a string w is denoted by |w|. For any 1 ≤ i ≤
j ≤ |w|, w[i..j] denotes the substring of w starting at position i and ending at
position j. We assume that w[0], w[|w| + 1] 6= w[i] for any 1 ≤ i ≤ |w|. If there
exists no string x and integer k ≥ 2 such that w = xk, w is said to be primitive.
A non-empty string w is said to be a Lyndon word [20] if w is lexicographically
smaller than any of its non-empty proper suffixes. An important property of
Lyndon words is that they cannot have a border, i.e., a non-empty substring
that is both a proper suffix and prefix. Also, notice that whether a string is a
Lyndon word or not depends on the choice of the lexicographic order. Unless
4 In [8], u, v, w are all assumed to be primitive and |u| > |v|+ |w| was claimed, but it
was noted in [12] that only primitivity of w is required, and that |u| ≥ |v| + |w| is
the correct relation.
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otherwise stated, our results hold for any lexicographic order. However, we will
sometimes require a pair of lexicographic orders <0 and <1, the former induced
by an arbitrary total order on Σ, and the other induced by the opposite total
order, i.e., for any a, b ∈ Σ, a <0 b if and only if b <1 a.
A string w has period p if w[i] = w[i + p] for all i = 1, . . . , |w| − p. A string
is a repetition if its smallest period p is at most half of its length. An occurrence
w[i..j] = v of a repetition v with smallest period p is a maximal repetition (or a
run) in w, if the smallest periods of both w[i− 1..j] and w[i..j + 1] are not p.
For any repetition v, an L-root [7] λv is a substring of v that is a Lyndon
word whose length is equal to the smallest period of v. It is easy to see that
an L-root of a repetition always exists. We also define the L-root interval rv
in v as the substring corresponding to the maximal integer power in v of λv.
Any repetition v can be written as v = xrvy where x (resp. y) is a possibly
empty proper suffix (resp. prefix) of the L-root λv. Notice that for any square
u2, |ru2 | ≥ |u|, and equality holds when u is primitive, in which case, ru2 = λu2 .
Also, for any square u2, it can be shown that the smallest period pu of u
2 is
a divisor of |u| and is equal to |λu2 |, which implies that it is also the smallest
period of ru2 and a divisor of |ru2 |.
The next lemma shows that a Lyndon word can only occur in a run as a
substring of the L-root of the run.
Lemma 2. For any Lyndon word v, there is no Lyndon word w = xyz for
strings x, y, z such that x (resp. z) is a non-empty suffix (resp. prefix) of v.
Proof. v ≤ x < xyz = w < z ≤ v, a contradiction. uunionsq
3 Squares and L-roots
We first prove a lemma concerning two squares.
Lemma 3. Let u2 and v2 be squares where v2 is a proper prefix of u2. Then,
the L-root interval ru2 of u
2 is not a substring of v2, and either rv2 is a prefix
of ru2 , or rv2 does not overlap with ru2 .
Proof. Let pu and pv respectively be the smallest periods of u
2 and v2. If ru2
is a substring of v2, then, v2 = xru2y = wrv2z for some suffix x of λu2 , some
prefix y of λu2 , some suffix w of λv2 , and some prefix z of λv2 . If pu 6= pv, then
ru2 6= rv2 must hold since pu and pv are respectively their smallest periods. This
implies either |x| 6= |w| or |y| 6= |z|. However, that would contradict Lemma 2.
If pu = pv, then it must be that ru2 = rv2 due to their maximality. Since u is
longer than v, and pu = pv must also be a divisor of their lengths, u
2 must be at
least 2pu longer than v
2. However that would contradict the maximality of ru2 ,
since at least one more copy of λu2 would fit inside u
2.
Next, suppose that rv2 overlaps with ru2 , and is not a prefix of ru2 . There
are two cases: (1) rv2 starts after ru2 ends in ru2 (Figure 1) or (2) rv2 starts
before ru2 , and ends in ru2 (Figure 2).
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Fig. 1. Case (1) of Lemma 3.
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Fig. 2. Case (2) of Lemma 3.
Case (1) implies that rv2 is a proper substring of ru2 . Thus, ru2 = xrv2y for
some non-empty suffix x of λv2 and some suffix y of ru2 . Let x
′ be the prefix of
rv2 of length |x|. Since |x′| < pv, x > rv2 > x′, and thus, ru2 = xrv2y > x′zy.
This can hold only if |x| is a multiple of pu, but this also implies x = x′ which
is a contradiction.
Case (2) implies that a suffix of rv2 overlaps with a prefix of ru2 . Let rv2 = xy,
ru2 = yz where y is the overlap and |x| < pu due to the maximality of ru2 . Notice
that since u2 has period pu which is a divisor of |ru2 |, x must also be a suffix of
ru2 , so we can write ru2 = wx for some w. From Lemma 2, this can only hold
if x is an integer power of λv2 , since otherwise, there would be an occurrence of
λv2 that is not a substring of λu2 , i.e., crossing the boundary of x and y. Thus,
ru2 contains the Lyndon word λv2 of length pv as a prefix and suffix, which can
only hold if pu = pv. However, this contradicts the maximality of ru2 . uunionsq
To prove Lemma 1, we use the previous lemma, together with the following
lemma used in the proof of the “runs” theorem [2] which connects L-roots of
runs and longest Lyndon words starting at each position.
Lemma 4 (Lemma 3.3 of [2]). For any run w[i..j] with period p, consider
the lexicographic order <∈ {<0, <1} such that w[j+1] < w[j+1−p]. Then, any
occurrence of the L-root of the run w[i..j] is the longest Lyndon word starting at
that position.
For any occurrence of a repetition in a string, we will refer to the lexicographic
order considered in Lemma 4 as the lexicographic order of the repetition.
Proof (of Lemma 1). Consider the lexicographic order of w2, i.e., L-root λw2
is a longest Lyndon word starting at that position. Therefore, neither λu2 nor
λv2 can start at the same position since they must be longer, and thus from
Lemma 3, we have that rw2 does not overlap with either of ru2 or rv2 . Also,
again from Lemma 3, either ru2 and rv2 do not overlap, or rv2 is a prefix of ru2 .
If rv2 and ru2 do not overlap, then it follows that rw2 , rv2 , ru2 occur disjointly
in u2. Therefore, 2|u| ≥ |rw2 |+ |rv2 |+ |ru2 |. Since |rw2 | ≥ |w|, |rv2 | ≥ |v|, |ru2 | ≥
|u|, we have |u| ≥ |w|+ |v|. If rv2 is a prefix of ru2 , then, due to u2 and v2, there
are two other occurrences of rw2 respectively |u| and |v| positions to the right.
Since w is primitive, rw2 = λw2 , and since a Lyndon word cannot have a border,
the two occurrences cannot overlap. Therefore, |λw2 | = |w| ≤ |u| − |v|, which
implies |u| ≥ |v|+ |w|. uunionsq
We note that actually, the proof of Lemma 3 does not require v2 to be a
prefix of u2, but only that v2 is a substring of u2 that starts before ru2 , so
slightly stronger statements hold.
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Corollary 1. Let u2 and v2 be squares such that v2 is a substring of u2 that
starts before the L-root interval ru2 of u
2. Then, ru2 is not a substring of v
2,
and either the L-root interval rv2 of v
2 is a prefix of ru2 , or rv2 does not overlap
with ru2 .
Corollary 2. Let u2, v2, and w2 be squares such that for the lexicographic order
of w, v2 is a substring of u2 that starts before ru2 , w
2 is a substring of v2 that
starts before ru2 , rv2 . If w is primitive, then |u| ≥ |v|+ |w|.
4 Tighter upper bound for psq(n)
There can be Θ(n2) occurrences of non-primitively rooted squares in a string
of length n (e.g. a unary string). However, as mentioned in the introduction,
Lemma 1 implies an upper bound of n logφ n ' 1.441n log2 n for psq(n). On the
other hand, the best known lower bound is given by Fibonacci words, which
contain 2(3−φ)5 log2 φFn log2 Fn + O(Fn) occurrences of primitive squares [13], where
Fn is the length of the n th Fibonacci word, φ is the golden ratio, and
2(3−φ)
5 log2 φ
≈
0.7962. Below, we prove a significantly improved upper bound for psq(n).
Theorem 1. psq(n) ≤ n log2 n.
Each primitively rooted square of w is a substring of a run of w. Let runs(w)
denote the set of runs in w. Conversely, each run ρ ∈ runs(w) with length
`ρ and period pρ contains exactly `ρ − 2pρ + 1 primitively rooted squares as
substrings. Let λρ be an L-root of a run ρ with respect to the lexicographical
order of ρ. If we consider the right most occurrence of λρ in ρ, there exists
strings xρ, yρ such that ρ = xρλρyρ and yρ is a possibly empty proper prefix
of λρ. Since |λρ| ≥ |yρ| + 1, the number of primitively rooted squares in ρ is
`ρ− 2pρ + 1 = |xρ|+ |λρ|+ |yρ| − 2|λρ|+ 1 ≤ |xρ|. Thus, the total sum of |xρ| for
all runs in w gives an upper bound on the number of occurrences of primitively
rooted squares in w. We will show that this total sum is bounded by n log2 n for
any string w of length n, which yields Theorem 1.
To this end, we use the notion of Lyndon trees [3,2]. The Lyndon tree of a
Lyndon word w is an ordered full binary tree defined recursively as follows5: If
|w| = 1, then the Lyndon tree of w is a single node labeled w, and if |w| ≥ 2, then
the root is labeled w, and the left and right children of w are respectively the
Lyndon trees of u and v, where w = uv and v is the lexicographically smallest
proper suffix of w. Note that this is known as the standard factorization of w,
and u, v are guaranteed to be Lyndon words.
From Lemma 4 and Lemma 5 below, we have that for any string w, the right
nodes of the two Lyndon trees of w with respect to <0 and <1 contain all L-roots
of all runs in w.
5 If w is not a Lyndon word, we simply consider the Lyndon word obtained by prepend-
ing to w, a symbol smaller than any symbol in w.
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Lemma 5 (Lemma 5.4 of [2]). Let w be a Lyndon word. For any interval
[i..j] except for [1..|w|], [i..j] corresponds to a right node of the Lyndon tree if
and only if w[i..j] is the longest Lyndon word that starts from i.
Thus, as before, we have that ρ = xρλρyρ = x
′
ρλ
k
ρyρ, where λ
k
ρ = rρ is the
L-root interval of ρ, x′ρ is a possibly empty proper suffix of λρ, and that each
occurrence of λρ corresponds to a right node in one the Lyndon trees. Now, |xρ| =
|x′ρ| + (k − 1)|λρ|, and we distribute this sum among each of the k occurrences
of the L-root as follows: |x′ρ| for the left most occurrence (i.e., the periodicity
only extends |x′ρ| symbols to the left of the occurrence), or |λρ| otherwise (i.e.,
the periodicity extends at least |λρ| symbols to the left of the occurrence).
Next, consider how long the periodicity can extend to the left of each occur-
rence of λρ by looking at the Lyndon tree. Since λρ corresponds to a right node,
wρ = zρλρ for some Lyndon words wρ and zρ. When, |zρ| ≤ |λρ|, zρ cannot be a
suffix of λρ, since that would imply that wρ = zρλρ < λρ < zρ, a contradiction.
Thus, for the occurrence of L-root λρ in wρ, the periodicity can extend at most
|zρ| symbols (more precisely, |zρ| − 1 symbols).
Let S(n) denote the maximum of the total sum of all |xρ| for all potential L-
roots λρ that correspond to a right node in a (single) Lyndon tree for any string of
length n. From the above arguments, we have S(n) = 0 if n = 1, and otherwise,
S(n) ≤ max{S(n1) + S(n2) + min{n1, n2} | n1, n2 > 0 and n1 + n2 = n}. We
can show by induction that S(n) can be bounded by n2 log2 n.
Lemma 6. S(n) ≤ n2 log2 n.
Proof. Clearly, when |n| = 1, 0 = S(n) ≤ 12 log2 1 = 0. For n ≥ 2, assume that
the lemma holds for any value less than n. Then,
S(n) ≤ max {S(n1) + S(n2) + min{n1, n2} | n1, n2 6= 0 and n1 + n2 = n}
≤ max
{
n− kn
2
log2(n− kn) +
kn
2
log2 kn + kn
∣∣∣∣ 1 ≤ kn ≤ n2
}
=
1
2
max
{
((n− kn) log2(n− kn) + kn log2 kn + 2kn)
∣∣∣ 1 ≤ kn ≤ n
2
}
≤ 1
2
((
n− n
2
)
log2
(
n− n
2
)
+
n
2
log2
n
2
+ n
)
=
1
2
(
n log2
n
2
+ n
)
=
n
2
log2 n.
The third inequality follows since the derivative of the above function is zero
when kn = n/5, and thus the function is maximized when kn = n/2. uunionsq
Now, since all occurrences of L-roots correspond to a right node in one of the
two Lyndon trees, we have
psq(n) ≤ max
w∈Σn
∑
ρ∈runs(w)
|xρ| ≤ 2 · S(n) ≤ n log2 n.
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