During alloy solidification, it has been observed that the morphology of microstructures can be altered by applying an external DC magnetic field. This structural change can be attributed to solutal convective transport introduced by thermoelectric magnetohydrodynamics (TEMHD) which drives fluid motion within the inter-dendritic region. Complex numerical models with grid resolutions on the microscopic scale have been constructed to solve the equations governing TEMHD. To complement these computationally intensive numerical models, analytic solutions were sought. Specifically, the analytic solutions presented herein are asymptotic solutions derived for TEMHD under low and high magnetic field intensities. Combination of these asymptotic solutions leads to simple formulae for estimating critical magnetic fields which can be readily evaluated in terms of characteristic lengths of materials that have been identified in experiments as key parameters of critical fields. Indeed, the critical magnetic fields predicted with the asymptotic solutions exhibit magnitudes consistent with those applied in current ongoing experiments where significant changes in microstructure have been observed. The capability to predict accurate results indicates that the analytic solutions described herein are valuable precursors not only for detailed numerical simulations but also for experimental design to study critical magnetic fields in alloy solidification.
I. INTRODUCTION
THE ability to control microstructural evolution of solidifying alloys is of fundamental importance for modifying and tailoring material properties. Thermal gradients and stirring are examples of controls currently used in industry for manufacturing alloys. The introduction of magnetic fields into the solidifying process offers another control for alloy production. To increase the knowledge of these controlling mechanisms, numerical models have been constructed (for example, Kao et al. [1] [2] [3] [4] ) to solve the equations governing the complex physical processes of solidification under the influence of magnetic fields. These equations describe mass, energy, and momentum transport in the vicinity of the solidliquid interface coupled with the thermoelectrically induced Lorentz forces. In this paper, the author presents another approach for solving these equations with the objective of deriving analytic solutions that can be readily evaluated to provide useful previews of results prior to initiating the time-consuming but necessary numerical simulations for parametric studies on solidification under the influence of magnetic fields.
Experiments [5, 6] and numerical models [7, 8] have shown that forced convection can have a significant impact on the microstructure evolution with effects such as preferential growth, grain refinement, and macrosegregation all being observed and predicted. Typically, fluid flow is introduced through traditional electromagnetic stirring using an AC field. Any DC field present will act as a damping mechanism. Under certain thermal conditions, natural and inherent thermoelectric currents can be generated as a result of the Seebeck effect. When these currents interact with an external DC magnetic field, a Lorentz force is formed which becomes the driver of fluid motion. This effect, known as Thermoelectric Magnetohydrodynamics (TEMHD), was first detailed by Shercliff who demonstrated that processes with large thermal gradients and a significant thermoelectric power could attain relatively high fluid velocities. [9] Shercliff applied the TEMHD theory to several phenomena related to nuclear fusion reactors [10, 11] and showed, as an example, that under a moderate magnetic field strength, velocities of O(10 cm/s) in liquid Lithium could be achieved. Indeed recent experiments [12] support Shercliff's theoretical work on TEMHD.
TEMHD has gained recognition as a potential costeffective, low-energy, stirring mechanism. For example, experiments with a moderate thermal gradient of 2.8 K/ cm and a thermoelectric power of 20 lK/V have demonstrated that a rare earth Neodymium magnet alone would be sufficient to achieve velocities of O(33 mm/s) in a conducting fluid without the need for electromagnets. [13, 14] Furthermore, TEMHD has been shown to impact natural convection.
The aforementioned references all investigated TEMHD on the macroscopic scale. However, variations in surface temperature, such as the large thermal gradients created during directional solidification, can produce conditions for thermoelectric currents to form on the micro-meso scale. Accordingly, the analytic model described in this paper and the numerical model referenced for comparison of results both address TEMHD in alloy solidification on the micro-meso scale.
The use of TEMHD for controlling solidification was first proposed and investigated in the 1990s. [16] [17] [18] Those experiments showed that the application of an external DC magnetic field to a solidifying alloy had pronounced effects on the crystalline structure. Also, the magnitude of the changes had a material dependency which could be attributed to the variation in thermoelectric power of the various alloys examined. More recently, microstructural changes have been observed over a wide range of magnetic field intensities from low-moderate (O(1 T)) field strengths [19] [20] [21] [22] to higher (O(10 T)) strengths [23] [24] [25] Furthermore, direct in situ observations of solidification under a relatively low magnetic field have shown indications of TEMHD flow at the meso scale. [26] Experiments conducted to explore the impact of magnetic field intensity on microstructures have also identified the presence of a critical magnetic field which occurs when the dominant opposing force changes from viscous damping to electromagnetic damping. During this transition, the conditions for maximum flow velocity are produced resulting in the largest microstructural change. [19] The analytic solutions for TEMHD described in this paper would readily reveal the functional dependency and the physical parameters for determining the critical magnetic field. The significance of these parameters is of particular interest for developing the capability to predict the outcome of microstructural modifications which in turn will allow macroscopic material properties to be tailored by selective design of the applied magnetic field.
II. THERMOELECTRIC MAGNETOHYDRO DYNAMICS
Thermoelectricity is essentially the conversion of thermal energy into electrical energy, the fundamentals of which are detailed in semi-conductor physics. This section summarizes the basic equations governing TEMHD and the assumptions made to simplify these equations in order to derive analytic solutions.
A. Governing Equations
In solidification, there are two necessary conditions for thermoelectric currents to exist. The first is a temperature variation on the liquid-solid interface and the second is a difference in thermoelectric power DS across the liquid-solid interface. In directional solidification, the former condition is immediately satisfied by an externally imposed thermal gradient. For the latter condition, the alloy components can be chosen such that a significant DS exists between the solid phase and the high concentration of locally ejected solute at the interface.
The Seebeck effect can be quantified by generalizing Ohm's law with the inclusion of a thermoelectric term SrT
where j is the current density, r is the electrical conductivity, E is the electric field, S is the Seebeck coefficient, u is the flow velocity, and B is the magnetic field. The thermoelectric potential W T is defined as W T T ð Þ ¼ R SdT which simply becomes W T ¼ ST for constant S. In terms of potentials, Eq. [1] is expressed as
where W is the combined potential of W T and the electric potential W E . Taking the divergence of Eq. [2] together with continuity of charge r Á j ¼ 0 reduces Eq.
[2] to Poisson's equation
At the liquid-solid interface, the driving e.m.f is
Integrating around the interface between two locations with temperatures T 1 and T 2 gives
½5
where u Â B ð Þ jj is parallel to the interface and the subscripts l and s represent liquid and solid, respectively. With constant S assigned to both solid and liquid, the potential difference simplifies to
In the presence of an external magnetic field, these currents will interact to give a Lorentz force for fluid motion. For time-invariant magnetic fields, this type of MHD flow can be described by the classical NavierStokes equation
where the last term on the right hand side represents the Lorentz force. Finally, continuity for incompressible flow
completes the set of equations governing TEMHD.
B. Assumptions
The key result presented in this paper is a set of analytic solutions describing dendritic growth under the influence of an applied magnetic field in directional solidification. Asymptotic solutions are derived applicable for low magnetic fields denoted by B 0 , for B ! 0, as well as high magnetic fields denoted by B 1 , for B ! 1. For clarity, this section summarizes the assumptions made in order to derive the analytic solutions.
The first assumption made is a low Seebeck power DS $ 0 which, irrespective of the magnitude the of magnetic field, will produce a low driving force, hence low velocities implying low Reynolds numbers Re. Note that a low Re is also consistent with the typical dimensions of microstructures. The second assumption made is that the time-scale for transport of heat and mass is much smaller than the acceleration time of the fluid flow which, for advective transport, is automatically satisfied by the low Re. For diffusion, the second assumption becomes valid when the crystals are in a quasi-thermodynamic equilibrium state. Based on these two assumptions, the temporal and convective acceleration terms in the Navier-Stokes equation [7] can be removed to give the steady-state equation
where the Lorentz force is expressed as the sum of the driving thermoelectric force and the electromagnetic damping force. For a low magnetic field, B ! 0, thus u Â B ! 0 and for a high magnetic field, it can be assumed that
which leads to the result
The simplifications based on the above assumptions for both low and high magnetic fields show that the term u Â B in Eq. [6] can be removed giving
For a low magnetic field B 0 , the electromagnetic damping force vanishes while the viscous damping force dominates. Equation [9] then becomes
For a high magnetic field B 1 , the electromagnetic damping term
is significant but viscous damping is negligible. In this case, Eq. [9] becomes
In the subsequent analysis for analytic solutions, reference to low magnetic fields B 0 implies significant viscous damping with negligible electromagnetic damping. Likewise, high magnetic fields B 1 are synonymous with significant electromagnetic damping and negligible viscous damping.
III. STEADY STATE ANALYSIS UNDER DIRECTIONAL SOLIDIFICATION
During directional solidification, the external thermal conditions are controlled by two furnaces operating at different temperatures which create a thermal gradient along the direction of solidificationẑ. The applied temperature gradient causes dendritic growth to take on a columnar structure. For the purpose of analytic derivations, it can be assumed that the external thermal conditions will dominate over any localized surface energy effects and that heat loss normal to the applied thermal gradient will be negligible. Under these conditions, the temperature gradient will be constant throughout the system and the potential difference at the solid-liquid interface becomes Figure 1 shows results from a numerical simulation depicting an example of the typical columnar structure of dendritic growth during directional solidification. The accompanying solution for the thermoelectric current J, also shown in this figure, illustrates that current passes inside the dendrite before emanating near the tip, then through the liquid and continues across the lower boundary at the base of the dendrite. The main objective of this paper is to determine critical magnetic fields for transverse and parallel field orientations in directional solidification. The common form for the critical magnetic field, as derived from MHD duct flow, is given by
where the characteristic length W is half of the duct width. The simplistic form of Eq. [18] comprising only a single characteristic length lacks the definition for accurate estimation of critical fields as there are many lengths scales in solidification ranging over several orders of magnitude from the radius of a dendrite tip W $ 10 À6 m to the length of the material itself W>10 À3 m. This paper addresses the variety of length scales by determining analytic solutions that include characteristic lengths of materials which are known from experiments to be key parameters of critical magnetic fields. Specifically, these characteristic lengths are the primary tip radius r 0 , half of the primary arm spacing W p , half of the secondary arm radius W r and half of the grain spacing W s . The analytic solutions presented in this paper provide formulae for critical magnetic fields based on two definitions. The first denoted by B c defines the magnetic field that produces the maximum velocity and the second denoted by B cfr defines the magnetic field that maximizes the flow rate. The selection of definition for critical fields is application dependent. For example, the former B c may be easier to detect experimentally for validation while the latter B cfr is more closely linked to convective transport and therefore directly related to morphological changes. The general formulae for critical magnetic fields derived from the analytic solutions are applicable for a wide range of alloys. As an illustration for industrial applications, the numerical and analytic results described in the following analyses have been scaled to represent an aluminum-based alloy with material properties of l ¼ 1:3 Â 10 À3 Pas and r ¼ 3:78 Â 10 7 S/m.
A. Transverse Magnetic Field
This section details the derivation of analytic solutions for directional solidification in the presence of an external transverse magnetic field. Near the base of the crystal, as illustrated in Figure 1 , J will have a dominant component J z . For the purpose of deriving analytic solutions, the other vector components of J can be ignored based on the following analog.
Consider an infinite array of infinitely long uniform wires aligned parallel to the thermal gradient with alternating Seebeck coefficients. Because of the constant external thermal gradient, the thermoelectric field SrT within each wire will remain constant and with no variations in the geometry of the wires, the electric field ÀrW E will also be constant. Consequently, the current density within each wire will be constant but in opposite directions. This analog represents a cross section through the dendritic array with alternating wires representing solid and liquid. Physically, the analog can be applied within the inter-dendritic region away from the tips where the dendrites are closely packed. In this region, the resulting force under a B y magnetic field will only have a single component in thex direction. Figure 2 shows the results of a numerical simulation depicting the flow pattern around dendrites under a moderate magnetic field. These results show interdendritic flow passing between the crystals with twin circulations forming around each tip. Assuming that these twin vortices do not influence flow at the base of the dendrite, this infinite array of dendrites can be viewed as a series of alternate expanding and contracting ducts. Figure 3 shows a schematic cross section of these ducts. For brevity, the narrower region between two secondary branches of different dendrites will be referred to as the secondary duct and the wider region between the primary arms, the primary duct. In order to derive analytic solutions for flow within both the primary and secondary ducts, the flow at the center of each duct is assumed to be fully developed. Also, laminar flow within the ducts is implied as a result of low Re. The various lengths and nomenclature used in the following analysis are also shown in Figure 3 where u 1 , p 1 are the velocity and pressure in the center of the secondary duct x 1 and u 2 , p 2 are the velocity and pressure in the center of the primary duct x 2 .
For a low magnetic field B 0 , the Navier-Stokes equation can be expressed as
with boundary conditions for the secondary duct
and for the primary duct
where u w is the velocity at the primary duct boundaries. For each duct, the lowest order solutions for the velocity and pressure gradient that satisfy the number of critcal points imposed by the boundary conditions can be expressed as
where flow in the secondary duct is characterized by Pouseuille flow. By applying mass conservation together with an assumed linear pressure trend at x 1 and x 2 , the coefficients in the above equations can be solved analytically. Full derivation of all the coefficients is described in the Appendix. The salient ones, which represent fluid flow along the center of the ducts, are shown below. 
The above results for low magnetic fields show that the velocity increases with increasing B y . In general, the velocity at the primary duct boundaries u w is unknown but u w j j ( D 0 is a reasonable approximation. Therefore, in the subsequent analysis, u w ¼ 0 has been assumed.
For a high magnetic field B 1 , as characterized by a high Hartmann number, the viscous boundary layer becomes thin resulting in negligible viscous damping along the duct centers. Under these conditions, the Navier-Stokes equation simplifies to
which can be solved as
The above results for high magnetic fields show that the velocity decreases with increasing B y . In both ducts, the low field solution represents viscous damped flow while the high field solution represents Hartmann flow. For comparison between the analytic and numerical methods, a section at the base of the dendrite was selected with the following lengths W p ¼ 18:0 lm, W s ¼ 4:6 lm, and W r ¼ 3:4 lm. The relatively small primary arm spacing of 36:0 lm between each dendrite was chosen so that a sufficiently fine 3-dimensional grid containing some 12 million cells discretised with constant dimensions of 0:25 lm would cover the entire domain for numerical computations. Figure 4 shows the results from the analytic and numerical solutions for a case with a low magnetic field strength of B y ¼ 10 À7 T. Comparison of results in this figure indicates a more accurate match for the primary duct than for the secondary duct. The larger discrepancy of the latter can be attributed to the following effects. First, as might be expected of the relatively short duct length, the numerical flow profile is not parabolic nor fully developed. Second, a pressure gradient along the direction of solidification will be created by the tapering geometry of the secondary duct. This geometric effect produces additional perturbations in the conservation equations for momentum and mass which were excluded in the derivation of the analytic solutions. Nevertheless, the analytic solution for the secondary duct still matches the numerical results near the duct boundaries. Figure 5 shows the analytic and numerical results for a case with a high magnetic field strength of B y ¼ 10T. Notice that Hartmann flow is clearly evident in both ducts with the analytic solution representing idealized Hartmann flow. Figure 6 shows pressure variations within the primary and secondary ducts for the cases with low and high magnetic field strengths. The periodic pressure condition from Eq.
[98], also shown in this figure, is in excellent agreement with the numerical solutions particularly at x 1 and x 2 .
The analytic solutions for the cases of low and high magnetic fields where respectively electromagnetic damping and viscous damping have been neglected show that as B y increases, the low magnetic field velocity increases linearly with B y while the high magnetic field velocity decreases as the inverse of B y . Combination of these two asymptotic solutions will form the envelope within which the numerical solution, which includes electromagnetic and viscous damping, would lie. This envelope indicates the presence of a critical magnetic field B c where transition from viscous damped to Hartmann flow occurs within the secondary and primary ducts. This critical magnetic field can be defined as the field strength that gives a maximum velocity which occurs when @u @B
For each duct, the critical magnetic field can be determined by equating the low and high magnetic field solutions at x 1 and x 2 and solving for B y . The following are the solutions for the critical magnetic fields in the secondary and primary ducts.
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where B c j x 1 >B c j x 2 : ½46 Figure 7 shows the numerical results for the velocity at the center of both ducts over the range of magnetic fields simulated. Also shown in this figure are the low and high field asymptotic solutions, the intersection of which determines the critical fields as given in Eqs.
[44] and [45] . Note that the strengths of the critical field predicted analytically are in reasonable agreement with the numerical results. For convective transport, the critical magnetic field B cfr creates the highest flow rate in both ducts. There are Figure 8 shows the resulting asymptotic solutions for low and high magnetic fields together with the critical magnetic field where these solutions intersect. Note the successful match of the critical magnetic field B cfr to the numerical results. The simple forms of the asymptotic solutions for the flow rates Eqs.
[48] and [49] suggest that the low and high field solutions can be linked into a single analytic function u fr ðBÞ for all magnetic field strengths B. Indeed, the following linkage of the low and high field asymptotic solutions
; ½51 also shown in Figure 8 , improves the match of the analytic solution to the numerical solution for u fr by a factor of 2 when compared to using Eqs. where W Ha represents a modified Hartmann layer or characteristic length analogous to W in Eq. [18] . For application in conventional castings where a uniform temperature gradient can be generated as molten alloy is cooled at one end of a cast, the early stages of solidification can be described by Eq. 
½57
and depend only on the grain spacing W s . The effects of TEMHD for low magnetic fields will be greatest close to the tips but for high magnetic fields, the largest influence will occur deep within the inter-dendritic network. For practical applications, the analytic solution can be useful for determining the required operational strength of the applied magnetic field by simply estimating the characteristic length scales of the regions targeted for material changes. As an illustration of the application of the analytic solution, evaluating Eq.
[50] with typical material properties and dimensions of l ¼ 10 À3 Pas, r ¼ 10 7 S/m, W p ¼ 200 lm, W r ¼ 5 lm and 10<W s >100 lm gives a B cfr ranging from 0.15 to 1.02 T. In the limit when grain boundaries become very thin, for example W s <1 lm, the required critical field could exceed 10 T.
B. Parallel Magnetic Field
Consider the same system as described in the previous section but now the external magnetic field is aligned to the direction of dendritic growth. At the base of the crystal, J will predominantly be parallel to the direction of the magnetic field, hence the resulting Lorentz force will be neglible. However, at the tip of the crystal, J will have components tangential to the magnetic field with a significant Lorentz force generated. In the following analysis, the governing equations are re-cast in cylindrical polar co-ordinates (r; h; zÞ and the derivation of analytic solutions is conducted in the plane that intersects the dendrite tip radius r 0 where the Lorentz force and velocity are significant. At this location, the system is approximately axisymmetric, hence
where f represents all spatially dependent variables. For current density, this approximation gives
Physically, J r will decrease away from the dendrite interface or with increasing r. Examination of numerical simulation results describing this behavior concluded that J r can be approximated by a power law in the form of
such that J r decays to zero at the periodic boundary r ¼ W p with continuity of J preserved. The coefficient J 0 in Eq.
[60] is proportional to the thermoelectric field and the exponent n determines the decay of J r as r ! W p . n is predominantly dependent on the dendritic morphology and for most practical application, lies between 1 and 0. A value of unity represents the analogous solution for an array of infinitely long wires. For n ¼ 0, J r / 1=r 2 , which is the general solution of Laplace's equation to the first harmonic on a sphere (P 1 0 mode) and in this context, represents a hemispherical crystal.
In addition to the assumption of axisymmetry, it can be assumed that @f @r >> @f @z % 0; ½61 or no dependencies onẑ. As shown in the Appendix, application of continuity together with J h ¼ 0 invoked will then result in no radial forces, hence no radial velocity u r which leaves the angular velocity u h , dependent only on r, as the dominant variable. Consequently, the Navier-Stokes equation becomes 1-dimensional in r.
For a low magnetic field B 0 , the Navier-Stokes equation is
½62
The particular solution of Eq.
[62] takes the form of
where, on the right hand side, the third term accounts for the Lorentz force and the last term ensures J r j r¼W p ¼ 0 is satisfied. Substituting Eq.
[63] into Eq.
[62] together with the following boundary conditions
Note that as n j j ! 1, application of L'Hoˆpital's rule shows that the above coefficients remain finite.
Under a high magnetic field B 1 , the Navier-Stokes equation becomes
and substituting J r from Eq.
[60] gives
A full derivation of the low and high parallel magnetic field solutions can be found in the Appendix. The periodic boundaries for the numerical model constructed with a Cartesian grid represent cubic packing of the dendritic array but the derivation of analytic solutions was based on the assumption of axisymmetry. To asses the validity of this assumption, the following analyses compare analytic and numerical solutions determined along on-axis (x ¼ x) as well as off-axis (x ¼ y) sections. For off-axis comparisons, the analytic results were calculated with W p increased by a factor of ffiffi ffi 2 p to account for the increased distance between diagonal dendrite neighbours.
For a consistent comparison between results determined by the analytic and numerical solutions, the radial current density J r as given by Eq. [60] was first fitted to the numerical results by adjusting n. Figure 9 shows the least-squares fit for a particular array of dendrites with W p ¼ 18:0 lm which was achieved using n ¼ 0:96 on-axis and n ¼ 0:98 off-axis. As W p ! 1, least-squares fit of the numerical results gave n ¼ 0:64 on-axis and n ¼ 0:72 off-axis. These values of n lying between 0 and 1 simply reflect the dendrite morphology which is a combination of the columnar structure (n ¼ 1) and hemispherical tip (n ¼ 0).
The on-axis and off-axis flow profiles from the analytic and numerical solutions with W p ¼ 18:0 lm are shown in Figure 10 . In the case of low magnetic field (B z ¼ 10 À7 T), both the analytic and numerical solutions exhibit similar characteristics although the on-axis analytic solution is in better agreement with the numerical results than the off-axis solution. In contrast, the results of the high magnetic field case (B z ¼ 10T) for both on-axis and off-axis show no discernible differences between the analytic and numerical solutions except for decreasing radius r<4 lm where the analytic solutions diverge from the numerical solutions. This divergence was expected as viscous damping, which was neglected in the derivation of the analytic solutions, becomes significant.
The disparity in the match accuracy of the analytic solutions between the low and high magnetic field cases shown in Figure 10 can be traced to the assumption of axisymmetry. Figure 11 shows contour plots of velocities on the tip plane extracted from the numerical results for the low and high magnetic field cases. In the high field case, axisymmetry is clearly evident whereas in the low field case, the flow pattern is affected by neighboring dendrites. Nevertheless, the core results for the latter becomes axisymmetic for decreasing r indicating that axisymmetry remains a valid assumption for deriving analytic solutions.
The critical magnetic field is defined as before by
By applying the same procedure as described previously of equating the low magnetic field and high magnetic field solutions, the critical magnetic field can be solved as
where
The critical velocity u hc is defined as the velocity associated with the critical magnetic field at a given radius and can be solved by substituting B c into either the high or low magnetic field solution. Using the high magnetic field solution gives
The critical radius r c is defined as the radius where the critical velocity reaches its maximum or where
which leads to where
A general explicit solution of Eq.
[76] for r c is not immediately evident but r c can be determined numerically, for example, by Newton-Raphson. As an illustration, a system with B cx ¼ 2:8 T and B cxy ¼ 3:4 T is shown in Figure 12 where the results for u hc extracted from numerical simulation of Eq.
[74] are compared with the asymptotic solutions for the low and high magnetic field cases. The values of r cx ¼ 2:4 lm and r cxy ¼ 2:6 lm determined at the intersection of the asymptotic solutions from Eq.
[76] under-estimates the simulation results indicating that the deviation of the analytic r c ðB c Þ from the numerical simulation is influenced more by the low field asymptotic solution than the high field solution. The low field solution also impacts the on-axis and off-axis results. Figure 13 , which plots contours of velocity in the (r, B) plane, illustrates that the mismatch of the on-axis and off-axis contours become more pronounced when the decreasing magnetic field strength is coupled with increasing radius from the tip. This figure is simply an enhanced presentation of the observations regarding the assumption of axisymmetry discussed earlier and illustrated in Figure 11 . For convective transport, the flow rates for both the low and high field solution can be derived by integrating u h between the tip radius and the primary arm spacing. The asymptotic flow rate solutions u hfr for the low and high magnetic fields are Equating [77] to [78] and setting B cfr ¼ B 0 ¼ B 1 ; the critical flow rate field can be expressed as
where The following analyses address the impact of n, W p and r 0 on the critical magnetic field by examining the functional dependence of B cfr as given by Eq.
[79]. The material property ratio l=r determines the relative magnitude of the critical magnetic field and is independent of n, W p and r 0 . Therefore, B cfr is scaled by ðl=rÞ 1 2 . Figure 15 shows contours of B cfr ðWp; r 0 Þ calculated from Eq. [79] for values of n ¼ 0 and n ¼ 0:96 which essentially cover the range of dendrite morphologies expected in most industrial applications. The B cfr surfaces shown in this figure exhibit similar characteristics for both values of n indicating that B cfr is not strongly dependent on n apart from lower values of r 0 <25 lm. Cross sections of B cfr , as illustrated by the ones along W p ¼ 200 lm shown in Figure 16 , confirm the weak dependence of B cfr over the range of n considered. The dependency of B cfr on r 0 as illustrated in Figures 15 and 16 shows the increase of B cfr from a low trough as r 0 approaches both its limits of 0 and W p is a direct consequence of the characteristic length being dependent either on r 0 for small tips or on the difference W p À r 0 . In the case of r 0 $ W p , a cellular-like structure without any dendritic network will be formed as is often seen in low concentration slow solidifications.
In a manner similar to the dependency on tip radius, the dependency of the critical magnetic field on W p is next analyzed by examining cross-sections along r 0 of the B cfr ðW p ; r 0 Þ surfaces shown in Figure 15 . Figure 17 , which displays cross-sections along r 0 ¼ 10 lm, not only confirms the weak dependency on n but also shows the decreasing trend of B cfr to zero as W p ! 1.
The analytic solution for the critical magnetic field as W p ! 1 is of particular interest for industrial applications as it can represent, for example, a single crystal emerging from the grain selector during the casting of turbine blades. W p would represent the distance of the dendrite to the walls of the cast where the thermal and solute boundary layers can be assumed to be much smaller than W p with r 0 ( W p . By maximizing the velocity instead of flow rate, a critical magnetic field for this system can be determined dependent primarily on the tip radius r 0 and the exponent n characterizing the decay of the thermoelectric current J r away from the dendrite interface as shown in the following analysis.
As W p ! 1, the low field solution for u h Eq.
[63] becomes The maximum velocity occurs when
which can be solved to give
For typical values of tip radius r 0 ¼ 10 lm and n ¼ 2=3 together with material properties l ¼ 10 À3 Pas and r ¼ 10 7 S/m for an aluminum-based alloy, Eq.
[86] gives a critical field strength of around 0.7 T which is within the range of permanent rare earth magnets. 
IV. CONCLUSIONS
The effects of an externally applied magnetic field on microscopic Thermoelectric Magnetohydrodynamics (TEMHD) during directional solidification have been explored. Analytic solutions for TEMHD with both transverse and parallel magnetic fields have been derived in the form of asymptotic solutions for low and high magnetic field intensities. By maximizing the velocity and flow rate, critical magnetic fields can be determined for various solidification conditions. The magnetic field intensities predicted analytically compare well with the results computed in numerical simulations with magnitudes of field intensity consistent with those applied in current on-going experiments where significant microstructural changes have been observed. The analytic solutions show that the critical magnetic field is highly dependent on a combination of characteristic lengths of materials which include the tip radius, primary arm spacing, grain spacing, and dendrite arm radius. These analytic solutions provide useful formulae that can be readily evaluated for preliminary results on critical magnetic fields in support of detailed numerical simulations as well as experimental design.
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APPENDIX

Derivation of Transverse Magnetic Field Solutions
Under a transverse field, the thermoelectric force is J Â B ¼xŷẑ 0 0 J z 0 B y 0 The general solutions for pressure and velocity at these two points are
A n y n ; ½99
C n y n ; ½100
E n y n : ½102
In view of the symmetry about the plane at y ¼ 0, only even integers of n are relevant. The minimum n required to represent the flow profile is determined by the number of critical points imposed by the boundary conditions. For the secondary duct, n ¼ 2 which represents parabolic flow. 
