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RÉSUMÉ 
Déterminer les causes de la répartition et des fluctuations des espèces est 
un important défi en écologie. Un exemple spectaculaire de fluctuations d'espèces 
est les épidémies d'insectes ravageurs, caractérisées par des densités élevées de 
population à travers un paysage. Malgré de nombreuses études empiriques et 
théoriques des fluctuations des espèces, les causes des épidémies sont loin d 'être 
bien comprises et une meilleure compréhension de celles-ci pourrait en améliorer 
la gestion . Cette thèse porte sur les trois principales hypothèses proposées pour 
expliquer la synchronie des épidémies à large échelle spatiale- le climat , la disper-
sion, et les ennemis naturels. J 'ai couplé des modèles statistiques et mécanistiques 
pour tester les trois hypothèses dans le contexte d'un insecte ravageur bien étudié 
; la tordeuse des bourgeons de l'épinette ( Choristoneura fumiferana). Le mod-
èle a été paramétré avec des cartes spatiotemporelles de défoliation comme un 
proxy pour les densités de population . Les simulations indiquent que la disper-
sion non linéaire, comme prévu par l'effet Allee, était important pour produire 
des épidémies cycliques et synchrones. L'analyse st atistique des cartes spatiotem-
porelles d 'épidémie a montré que la dispersion se produit plus souvent entre les 
cellules voisines, mais que la dispersion à longue distance a également lieu occa-
sionnellement . Des mécanismes abiot iques tels que le climat peuvent également 
synchroniser les épidémies à grande échelle (effet Mor an). Des modèles st atistiques 
ont montré que la dispersion avec toutes les variables climatiques reproduisent 
bien les épidémies de tordeuse observées. Ces estimations ont été utilisées en 
t ant que paramètres dans des simulations pluriannuelles. L'autocorrélation tem-
por·elle, sous forme de plusieurs années avec un climat favorable a augmenté l'effet 
Moran et encouragée les épidémies. Cependant , même avec l'autocorrélation spa-
tiotemporelle observée et la dispersion , le modèle a été incapable de reproduire la 
distribution spatiales en grappe des épidémies. Enfin , les meécanismes biotiques, 
sous la forme de divers ennemis naturels, peuvent affect er la dynamique des in-
sectes, et les parasitoïdes en particulier peuvent les dést abiliser. Pour étudier le 
rôle des parasitoïdes, j ai construit un modèle de métacommunauté dans lequel la 
dynamique de la tordeuse est déterminée par des interactions avec les parasitoïdes. 
Le modèle indique que hyperparasitoïdes de niveau supérieur peuvent interrompre 
le contrôle parasitoïde et générer des épidémies. Dans cette thès , j réinterprète 
les épidémies d'insectes ravageurs comme un processus de métapopulation , et 
comme les modèles de métapopulation sont analogues à des modèles épidémi-
ologiques, mon modèle peut être utile pour élaborer des stratégies de gestion. Le 
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comportement de dispersion de la tordeuse estimé peut être utilisé pour planifier 
la récolte des arbres tout en minimisant la dispersion et donc les épidémies. La 
surveillance des hyperparasitoïdes pourrait indiquer si une épidémie se produira 
bientôt . En conclusion , j 'ai démontré que l'autocorrélation climatique temporelle 
pourrait amplifier les fluctuations des populations d'insectes dans le temps, et que 
la dispersion et les ennemis naturels interagissent pour regrouper spatialement les 
épidémies. 
Mots-clé: mét acommunauté, mét apopulat ion, épidémies d 'insectes ravageurs, 
défoliation 
ABSTRACT 
Determining the causes of species distributions and fluctuations is an impor-
tant ecological challenge. One striking type of ecological dynamics are outbreaks 
of insect pests, defined as high population densities synchronously throughout a 
landscape. Despite many empirical and theoretical studies of species fluctuations , 
what drives outbreaks is far from well understood but could improve management. 
This thesis focused on the three main hypotheses proposed to synchronize out-
breaks - climate, dispersal, and natural enemies. I coupled statistical and mecha-
nistic models to test all three hypotheses for a well-studied insect pest, the spruce 
budworm ( Choristoneura fumif erana). The resulting metapopulation mo del was 
parameterized with spatiotemporal defoliation maps as a proxy for population 
densities . Simulations indicated that nonlinear dispersal, as expected from the 
Allee effect , was important to produce synchronous, cyclic outbreaks. Statistical 
analysis of spatiotemporal outbreak maps showed that dispersal occurred most 
often between neighbouring stands, but that occasional long-distance dispersal 
also took place. Abiotic drivers such as climate may also synchronize large-scale 
outbreaks (M01·an effect). Spatiotemporal climate and dispersal variables were 
tested to disentangle their relative importance. Statistical models showed that 
dispersal with all climate variables best fi t observed budworm outbreaks. These 
estimates were employed as parameters in multi-year simulations to identify if 
climate autocorrelation synchronizes outbreaks. Temporal autocorrelation in the 
form of consecutive suitable years 'enhanced' the spatial Moran effect and en-
couraged outbreaks. However , even with observed spatiotemporal autocorrelation 
and dispersal , the model did not reproduce the spatial clusters of observed out-
breaks. Finally, biotic drivers in the form of various natural enemies may affect 
outbreaks, and parasitoids in part icular destabilize dynamics. To investigate the 
role of parasitoids I constructed a metacommunity model in which budworm dy-
namics were driven by parasitoid interactions. The model indicated that higher-
level hyperparasitoid can interrupt parasitoid control and generate. out breaks. In 
this thesis, I reinterpreted insect pest outbreaks as a metapopulation process, and 
since metapopulation models are analogous to epidemiological models, my model 
can employ spatial epidemiological strategies to elaborate management strategies. 
The estimated budworm dispersal behaviour can be used to plan harvesting that 
minimizes dispersal and thus outbreaks. Monitoring hyperparasitoids could indi-
cate if an outbreak will occur soon. In conclusion, I demonstrated that temporal 
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climate autocorrelation may amplify insect population fluctuations in time, and 
that dispersal and natural enemies interact to spatially cluster distributions. 
Keywords: Metacommunity, dispersal, insect outbreaks, climate 
INTRODUCTION 
0.1 Overview 
Determining the causes of species distributions and fluctuations is an im-
portant ecological challenge. What regulates whether a species is present at a 
particular time and place? One striking example of ecological dynamics are out-
breaks, defined as synchronously high population densities throughout a landscape 
(Liebhold et al. , 2004). Out breaks are so striking be cause the tin y insects reach 
such high densities that they cause enormous impacts on their resource (Cooke 
et al. , 2007) . Large-scale spatiotemporal population fluctuations are also of inter-
est because understanding why certain species fluctuate can help us to understand 
why other species have stable distributions. Ultimately, knowledge of ecological 
mechanisms can be employed to improve ecological management , whose goal is 
either to stabilize (prevent extinction) or desynchronize (prevent outbreaks) eco-
logical dynamics. Here I developed a simple yet inclusive framework to model 
species outbreaks that focuses on the presence or absence of insect disturbance in 
the form of forest defoliation. The model is analogous to a metapopulation model 
(Levins , 1969), which was created to improve pest management but has rarely 
been applied to this goal. To make the metapopulation model more relevant , I 
extended it to represent and investigate the factors that drive outbreaks. 
This thesis tested the three main hypotheses that are proposed to explain 
synchronous out breaks - dispersal, elima te, and nat ur al enemies (Figure 0.1). 
The intrinsic hypothesis of outbreaks, dispersal, may synchronize outbreaks when 
individuals from a single population disperse throughout the landscape (Chapter 
2 
1. 
-
2. 
Endemie 3.~ Epidemie 
Figure 0.1 Three main hypotheses causing the transition from endemie densities 
and healthy (mature) forest, to epidemie densities in defoliated (infected) forest. 
Dispersal of adult math individuals may synchronize outbreaks when immigratiùg 
individ uals cause defoliation in another location ( Chapter 1). Abiotic drivers su ch 
as temperature have also been proposed to cause large-scale outbreaks if they 
occur in many locations simultaneously (Chapter 2). Finally, biotic drivers in the 
form of natural enemies such as parasitoids , may synchronize outbreaks (Chapter 
3) . 
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1). Abiotic drivers such as spatially autocorrelated environmental variation has 
also been proposed to synchronize the dynamics of independent populations (the 
Moran effect , Chapter 2) . Finally, biotic drivers in t he form of natural enemies 
may affect outbreaks (Chapter 3). 
I explored these synchronizing mechanisms in what is possibly the most 
throughly studied insect species: the spruce budworm (section 0.2) . Quebec is in 
the middle of a large-scale outbreak in 2016; it is remarkable that yet again the out-
breaks have returned every rv30 years. The budworm is an ideal study organism 
for such an in-depth investigation , because it displays rich dynamics in time and 
space. Theoretical, mathematical models are necessary to improve understand-
ing of outbreaks, because merely description does not improve understanding of 
mechanisms driving them, and landscape-scale experiments are unfeasible. The 
objective of this thesis was to develop a framework flexible enough to test all three 
outbreak- causing mechanisms but realistic enough to refl.ect biological knowledge 
(section 0.4). To develop this framework I integrated other modelling app.roaches, 
namely metapopulation , multiple equilibria and epidemiological models. The re-
sult ing model was suitable to evaluate the int rinsic (Chapter 1), abiotic (Chapter 
2) and biotic (Chapter 3) synchronizing mechanisms of landscape-wide, multi-year 
budworm outbreaks. 
0.2 Spruce budworm as an example system 
The Eastern spruce budworm ( Chorisoneura fumiferana Lepidoptera: Tor-
tricidae) is considered the most serious pest in the boreal and sub-boreal forests 
of Nort h America (NRC, 2013). Given that budworm outbreaks cause large-scale 
defoliation and mortality of economically important t rees, factors affecting its 
reproduction and survival are well-understood . The budworm completes its life 
cycle in a ingle year (Figure 0.2) . The larvae emerge from diapause in spring 
4th, 5 th, 6 th 
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Figure 0 .2 The spruce budworm lifecycle. 
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and feed on current-year buds (NRC, 2013). Precipitation during sprin.gtime lar-
val emergence may lower survival rates (Lucuik, 1984). The larvae establish in a 
feeding site and develop through four instars, and summer temperatures strongly 
affect development rates and survival (Régnière, 1987). Summer temperatures 
modify fecundity and survival rates which influences tree defoliation levels (Blais, 
1958; Gray, 2008). Pupation takes place in june, and adult maths emerge 10 days 
later. Adults find each other to mate with the help of pheromones, and the female 
lays around 200 eggs (Régnière et al. , 2012). If densities are too low, mate-finding 
is more difficult, so the Allee effect has been observed in the budworm (Régnière 
et al., 2012). When eggs hatch the first instar larvae emerges and then spins a co-
caon to hibernate in un til the following spring (Nealis & Régnière, 2009). Extreme 
low and high winter temperatures may cause overwintering mortality (Régnière 
et al. , 2012). 
Budworm densities vary over orders of magnitude between endemie and 
epidemie periods, leading to tree defoliation (Royama, 1992; Sanders, 1996; Cap-
puccino et al. , 1998). Régnière & Nealis (2007) document that budworm egg 
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densities per kilo of foliage feU from 2 233 to 11 during eight years. Higher defo-
liation rates in a st and influence budworm fecundity and survival rates (Régnière 
& Nealis, 2007). Especially young larvae experience higher mortality in heavily 
defoliated stands (Nealis & Régnière, 2004b; Fuentealba & Bauce, 2012). Defoli-
ation destroys buds , causes abnormal growth of new twigs, and a reddish colour 
of dried needles. The budworm is a selective feeder, preferring mature balsam fir 
(Abies balsamea) and white spruce (Picea glauca) stands over other forest types 
(Royama et al. , 2005; Nealis & Régnière, 2004b; Hennigar et al. , 2008). High rates 
of defoliation decrease the photosynthetic capacity of t he host tree (Baskerville & 
Kleinschmidt , 1980). One year of epidemie budworm densities weakens the t ree, 
and if defoliation cont inues over several years tree mortality occurs (NRC, 2013). 
Bergeron et al. (1995) showed that average t ree mortality within a st and was 50%, 
and occasionally reached 100%. Tree mortality increases with stand age but much 
variability remains unexplained, so it is likely that regional factors beyond stand 
age also det ermine tree mortality (Bergeron et al. , 1995) . 
Budworm individuals can disperse large distances but it is unknown how 
much immigration is necessary to init iate defoliation elsewhere. Adult budworm 
moths can efficient ly t ravel 48 km (Anderson & Sturtevant , 2011), and the maxi-
mum recorded distance is 450 km (Greenbank , 1956, 1980). Suitable meteorolog-
ical and atmospheric conditions favour successful long distance dispersal (Sturte-
vant et al. , 201 3). The moths emigrate in larger numbers from defoliated stands 
with high budworm densit ies (Royama, 1984; Régnière & Nealis, 2007). Fecun-
dities of adults is represented by the local egg to moth ratio (E/ M ratio). A 
high E/ M ratio compared to t he apparent fecundity of moths can indicate that 
dispersal has occurred to a site (Royama, 1984; Nealis & Régnière, 2004b) . Ge-
netic studies show t hat gene flow between populations is high , indicating strong 
di persal ability (James et al. , 2015) . 
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The budworm has many natural enemies, including predators, parasites and 
parasitoids (Régnière, 2001 ; Huber et al. , 1996; Eveleigh et al. , 2007) . During 
budworm outbreaks, certain warbler species increase in population densities (Ve-
nier et al. , 2009; Venier & Holmes, 2010) . High-density budworm populations may 
experience parasitic mite infections (Houseweart, 1980). By far the best-studied 
natural enemy group are the parasitoids , with more than one hundred parasitoids 
and hyperparasitoids (Eveleigh et al. , 2007; Smith et al. , 2011 ). Parasitoids are 
often wasps with specifie adaptations to attack their hosts (i .e. the budworm, 
Godfray & Shimada, 1999) . During endemie periods the observed mortality rates 
from parasitoids are high (50-90% in Seehausen et al. , 2014,40-70% in Cappuccino 
et al. , 1998, and all primary parasitoids, 62-75% in Dowden et al. , 1950) . Less is 
known of parasitoid mortality rates during epidemie periods, but the identity of 
the species present may change due to parasitoid life history. Parasitoids can ei-
ther be univoltine and have one generation and one host per year, or bivoltine and 
have two generations and need two hosts to complete a life cycle; the budworm 
and an alternate host . Bivolt ine parasitoids are limited by the density of the alter-
nate host and can only partially increase in density to respond to high budworm 
densities (Régnière, 2001). The identity of alternate hosts is mostly unclear , but 
they may be present in deciduous forests (Cappuccino et al. , 1998). Through their 
impact on natural enemies, surrounding forest composition can increase parasitoid 
densities, and ult imately also affect budworm densit ies (Cappuccino et al. , 1998; 
Su et al. , 1996). 
Budworm outbreaks can be characterized through spatial, temporal and 
spatiotemporal data in increasing detail. Dat a on population-leve! density and 
survival time series are time- and labour-intensive to collect, so are only available 
for a few locations (e.g. Royama et al. , 2005; Régnière & Nealis, 2007; Pureswaran 
et al. , 2016) . Chronicling older out breaks is possible using dendrochronology 
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Figure 0 .3 Top , Dendrochronological data from Boulanger et al. (2012) indicating 
the percentage of beams/ trees showing growth reduction due to spruce budworm 
defoliation in one location in southern Quebec. Bottom, wavelet analysis of den-
drochronological data, indicating the periodicity in each year. Defoliation has a 
significant periodicity of 35 years during 1850-2000 (significant periodicities are 
surrounded by black lines) . 1650-1850 no dominant period was detected at this 
location. 
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because budworm defoliation reduces tree ring growth (Figure 0.3, Boulanger 
et al. , 2012) . The most comprehensive, multi-year and landscape-scale data is 
m the form of defoliation maps. Aerial defoliation surveys have been carried 
out 1968 - 2015 in Quebec and track the location of defoliated forest each year 
(Figure 2.1, section 2 for more details on data). Defoliation has been used as 
a proxy for population densities because insect densit ies have a large effect on 
forest ecosystems via t ree defoliation and mortality ( e.g. Williams & Liebhold , 
2000; Bj0rnstad et al. , 2002) . 
Over time, the prevalence of budworm outbreaks are positively autocorre-
lated, and more specifically they appear to alternate between chaotic and cyclic 
dynamics. Outbreak dynamics may change over t ime; they may be non-stationary. 
A temporally explicit analysis indicates that outbreaks have occurred approxi-
mately every 35 years over t he last 150 years and more irregularly earlier (Figure 
0.3, wavelet analysis, Cazelles et al. , 2008, see also Simard et al. , 2006) . Chao t ic 
dynamics may be generated from nonlinear interactions between species life stages 
or between multiple species (Hastings et al. , 1993; Benincà et al. , 2008; Costantino 
et al. , 1997). The complete dendrochronological t ime series is chaotic (maximal 
Lyapunov exponent À = 0.332, data from 0.3, analyzed using Narzo & Narzo, 
2010) . However, the dynamics are not chaotic when analyzing only the last 150 
years (.>. = - 0.097) , during which the dynamics may be cyclic or rand0m. Den-
drochronology may generate time series with errors in older data and only repre-
sents dynamics in one one severallocation , therefore the results are not conclusive. 
Describing budworm dynamics with combined spatiotemporal statistics is 
complicated because raw defoliation data is binary (presence or absence of defoli-
ated trees) and many methods of analysis require cont inouos data (e.g. t ravelling 
waves, Bj0rnstad et al. , 1999) . To describe spatiotemporal variation in local de-
foliation , one can assess what proport ion of locations t ransit ion from defoliation 
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Figure 0 .4 Episodic occurrences of defoliation and dieback events. Left , the total 
proportion of infected locations in spruce budworm defoliation data. Middle, the 
number of defoliation transitions (from non-defoliated to defoliated forest). Right , 
the numbE?r of dieback transitions (from defoliated to non-defoliated forest) . The 
total number of locations was 6 446, and see section 2 for more details on data. 
to non-defoliated, and vice versa, in each year. These transitions are episodic, i. e. 
mult iple transitions interspersed among periods of range stasis, and they occur 
with greater variability than the resulting total defoliation (Figure 0.4 , Johnson 
et al. , 2006). 
For several reasons , biological knowledge and statistical descriptions of the 
spruce budworm cannot explain why large-scale outbreaks occur. First , how local 
factors such as climate and natural enemies together translate to local population 
densities and stand defoliation is already complex and subject to many studies 
(Royama, 1992) . Second, local defo liation may cycle due to local mechanisms, 
but other, regional mechanisms may cause this defoliation to take place simulta-
neously throughout the landscape (Peters et al., 2004a). Third , local and regional 
mechanisms may influence each other (Raffa et al. , 2008). There is a gap between 
local knowledge and the large-scale mechanisms that may synchronize outbreaks. 
In other words, it is not the local destructiveness but the extent of the synchrony 
that should be studied to understand outbreaks (Cooke et al., 2007). 1 will now 
discuss t he three main mechanisms that are thought to synchronize outbreaks on 
a landscape-scale. 
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0.3 Three mechanisms that synchronize outbreaks 
Dispersal synchronizes local populations because individuals from a high-
density population spread and increase population densit ies elsewhere. This is 
an intrinsic mechanism because it only depends on the species itself. Williams & 
Liebhold (2000) found that long-distance dispersal together with climatic spatial 
autocorrelation were t he strongest determinants of budworm outbreaks. How-
ever , to build their simulation model they chose parameter values that produced 
outbreaks, so the parameter values may not be biologically realistic for the bud-
worm. Dispersal must be strong to synchronize insect population cycles, however 
dispersal strength is difficult to estimate (Royama et al. , 2005; Myers & Cory, 
2013) . 
The Moran effect states that if two populations have similar population 
dynamics, t he degree of correlation between them should be the same as the 
correlation in weather variables influencing their respective dynamics (Moran, 
1953). The cross-correlation between two populations densities, rp , should be 
ident ical to the cross-correlation between two environmental variables , r (Massie 
et al. , 2015) . Experiments can control the environmental drivers and quant ify the 
strength of the Moran effect (Massie et al. , 2015; Vasseur & Fox, 2009). Under 
natural condit ions, the Moran effect has been identified in isolation from other 
mechanisms (without dispersal or natural enemies, Grenfell et al. , 1998; Stenseth 
et al. , 1999; Post & Forchhammer, 2002). In the field it is difficult to disentangle 
the effect of climate from other processes affecting population dynamics. 
Synchronous fluctuations of interacting natural enemies may synchronize 
fluctuations of the fluctuating species (Bj 0rnstad et al. , 2002; Cattadori et al. , 
2005; Allstadt et al. , 2013). For example, predatory birds synchronize vole pop-
ulations in multiple locations (Ims & Andreassen , 2000). In spatial theoretical 
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Figure 0.5 Top row, densities of host species (red line, note log scale) and per-
centage parasitized for (black line) three defoliator species over time. Bottom row, 
phase plots with host density plotted against percentage parasitized of the same 
species. Data from Myers & Cory (2013). 
models with interacting resources and interacting prey and predators , suggest 
that biotic interactions can cause regional cycles by predator dispersal (Blasius 
et al. , 1999) . These results match lynx population fluctuations which are known 
to inter act with prey su ch as hare (Blasius et al. , 1999; Krebs et al. , 2001) . For for-
est insects, parasitoids are strong mortality agents , and parasitism rates oscillate 
together with host densities for several species (Figure 0. 5, Myers & Cory, 2013) . 
Due to particularities in species interactions , coexistence and dispersal dynamics 
of host-parasitoid systems are very different than predator-prey systems. How-
ever, the effect of parasitoids on insect dynamics is often unclear because classic 
population mo dels cannot be directly validated (Hassell , 2000) . 
0.4 Modelling framework 
I developed a quantitative framework to understand the three main mecha-
nisms that synchronize outbreaks. The landscape-scale model was based on stand 
defoliation as a proxy for insect population densities . By modifying the tran-
sitions to represent different synchronizing mechanisms, the model was used to 
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investigate mult iple hypotheses. I studied local forest t ransitions between healthy 
(endemie budworm densities, mature forest) and defoliated (epidemie budworm 
densities, infected forest) states. The landscape was made up of mult iple forest 
stands (or cells, patches) and each stand could be in different states. The result ing 
dynamic madel was analogous to a metapopulation madel (Levins, 1969; Hanski , 
1998) in which colonization and extinction probabilit ies were driven by biological 
processes. Metapopulation models are especially suitable to represent forest host 
densit ies that vary over arder of magnitudes. I parameterized the madel with 
spatiotemporal aerial surveys of one complete out break cycle and the start of the 
ongoing one. This simple, mechanistic and data-driven madel (Cooke et al. , 2007) 
was extended to explore int rinsic, abiotic and biotic drivers of outbreaks. 
In landscape-scale studies experiments are impossible and instead models 
act as experiments. Usually, data and experiments are combined to investigate 
mechanisms of small-scale population processes that are amenable to experiments 
Thrchin (1999) . Tes ting the role of continental drivers is unfeasible, and unethical 
in the case of insect pests. Instead, to test mechanisms of what drives landscape 
processes, simulation models function as landscape-scale experiments. Outbreak 
patterns can be described statistically in space and time, bu t to provide infer-
ence into the processes that cause the patterns, simulation models are necessary 
(Cuddington et al. , 2013). Assuming that each mechanism produces a distinct 
signature (Liebhold et al. , 2004; Raffa et al. , 2008 ; Bj0rnstad et al., 1999) , the 
madel can be compared to data to validate if the madel was able to reproduce 
these signatures. If the madel reproduces the observed patterns, this possibly in-
dicates that it is the right madel. As solutions are non-unique and more than one 
madel may produce the right fi t, the madel should be validated (Oreskes et al. , 
1994). Models should be elaborated from the observed data, and the resulting 
madel should perform experiments to distinguish between hypotheses. 
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Current models cannot represent all mechanisms in the same framework , 
only providing a part ial underst anding of outbreaks. We can divide the current ly-
used models into two main classes; population models and landscape models 
(Sturtevant et al. , 2015 ; Keane et al. , 2015). Population models fit local density 
estimates to one- or two species population models, and in spatialized versions, 
dispersal links population densit ies in neighbouring populations (Royama, 1984; 
Williams & Liebhold , 2000) . However , population-leve! dat a cannot be observed 
on a landscape-scale, so spatial population models cannot be correctly parame-
terized. On the other hand , landscape models are parametrized from observed 
defoliation patterns but they are developed in a top-down manner, in which pat-
terns of outbreaks are imposed (Sturtevant et al. , 2015). Therefore, the outbreak 
patterns do not emerge from underlying processes. Mechanistic landscape models 
do exist but often have so many parameters and interacting submodels that they 
become in tractable (Keane et al. , 2015). Mo dels should reflect biological observa-
tions yet should be simple enough that we can understand them. If models are too 
complicated ecologists get lost in 'parameter space' (Cuddington et al. , 2013). The 
framework presented in this thesis combine the mechanistic and mathematical 
rigour of population models, with the data and scale of disturbance models. 
The modelling framework developed here is landscape (regional)-scale, i.e. 
the scale at which out breaks take place. Instead of departing from population-leve! 
observations to formulat e a population model, I depart from large-scale defoliation 
observations to formulat e a landscape model. The drastic budworm fluctuations 
inspired the 'multiple equilibria' model, in which resource and predators drive 
changes between endemie and epidemie states (Ludwig et al. , 1978, 1979). This 
model approaches a presence-absence model because budworm densities have two 
stable states; high and low, but it is still based on population densities. A coarser 
response (presence-absence instead of density) can lead to less error and stochas-
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tic detail (Buckland & Elston, 1993) . When estimating parameters of population 
processes, small parameter errors in for example growth rates propagate up to 
cause additional errors (Buckland & Elston, 1993). Fleming et al. (2002) showed 
that high and law-resolution models display different qualitative dynamics, and 
that populations with local cycles have stable dynamics when scaled up to a land-
scape scale. Modelling defoliation signifies a qualitative change in the population 
density, instead of a quantitative change in the case of population densities , and 
retains the emergent pro cesses (Levins, 1966) . 
Using a landscape scale allows the madel to be compared directly to de-
foliation observations from either remo te sensing ( Jepsen et al., 2009) or aerial 
survey data (Chapter 2). Using defoliation data to infer population densities is a 
valid simplification because insect density and defoliation are strongly correlated 
(Lysyk, 1990; Nealis & Régnière, 2004a; Zhang et al., 2014). Indeed, binary defo-
liation data is often transformed to continuous pseudo-density data and compared 
to population models (Williams & Liebhold , 2000; Bj0rnstad et al. , 2002; Johnson 
et al. , 2006) . However , this removes spatial detail and counts dispersal events as 
local population growth. 
My modelling framework is mechanistic and dynamic because it models de-
foliation transitions, rather than the defoliation itself. Static (correlative, empiri-
cal) models test the relationship between the species distribution and explanatory 
variables, while dynamic models test the relationship between probabilities of 
transition between states and explanatory variables (Buckland & Elston, 1993). 
Studying transition probabilities is also advantageous because it allows a phase-
dependent , temporally-explicit view of the outbreaks, in which defoliation and 
dieback probabilities depend on different drivers (Kausrud et al. , 2011) . Mech-
anistic models also avoid the assumption that the population is at equilibrium 
(Garcia-Valdés et al., 2015), and fl.uctuating species are certainly not in equilib-
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Table 0.1 Overview of the hypotheses of spruce budworm outbreaks, explored 
through various models. 
Hypothesis 
Dispersal 
Dispersal 
Tritrophic 
Temperature 
Density-dependent 
Host-plant interactions 
Alternative Stable States 
Mo del 
Landscape 
Population 
Population 
Population 
Demography 
Demography 
Multiple equilibria 
Citation 
J ames et al. , 2010 
Williams & Liebhold, 2000 
Cooke et al. , 2007 
Régnière, 1987 
Royama, 1984 
Régnière & ealis, 2007 
Ludwig et al. , 1978 
rium with climate (Hastings, 2004) . To identify what drives outbreaks , one should 
investigate the colonization and extinction events from which outbreak patterns 
emerge (Yackulic et al. , 2015). Static models are based on statistical theory, while 
the assumptions of dynamic models are grounded in ecological theory (Cuddington 
et al. , 2013). 
Surprisingly, insect epidemies (outbreaks) have never been studied using 
epidemiological mo dels even though the two are conceptually similar . The fields 
of epidemiology and metapopulation both study colonization and extinction of 
organisms among patches (Grenfell & Harwood, 1997; Earn et al. , 1998, 2000). 
Epidemiology is concerned with how a disease affects its host, and less about 
the details of the disease within t he body of the host (immunology and popula-
t ion ecolo gy). Epidemiology constructs mechanistic mo dels of the transmission of 
disease-causing agents among host organisms, and tries to disentangle extrinsic 
and intrinsic drivers of out breaks (Koelle et al. , 2005; Cash et al. , 2013). The unit 
of study is the host which may be in one of three states: Susceptible, Infected 
or Recovered (SIR, Kermack & McKendrick, 1927). SIR models have hown that 
the type and strength of transmission determines disease dynamics (Keeling, 1999; 
Keeling & Eames, 2005 ; Riley, 2007; Rhodes et al. , 1998). Epidemiology recog-
nizes that models should be spatially-explicit because transmission probabilities 
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among populations are not constant (mass action). Rhodes & Anderson (1996) 
showed that adding spatially-heterogenous transmission can create periodic epi-
demies, by simulating a spatially-explicit SIR madel. Comparing mechanistic 
epidemiological models to data has shawn that 'inapparent' less detectable states, 
may change out break dynamics by increasing transmission (King et al. , 2008). In 
this thesis I studied insect epidemies on a metapopulation scale, which allowed 
me to incorporate methods from epidemiology. 
0.5 Thesis objectives 
The objective was to study drivers of outbreaks with a metapopulation and 
landscape perspective, which allows direct parameterization and comparison be-
tween data and models and provides new insight into the processes underlying 
insect outbreaks . I carried out madel simulations in which each stand in the land-
scape transitioned between endemie and epidemie insect densities, and observed 
the proportion of patches that were defoliated simultaneously (i.e, outbreaks). 
In nature, the Allee effect decreases local population growth rates at law densi-
ties due to mate-finding effects (Régnière et al. , 2013), and was responsible for 
the episodic outbreaks of Gypsy Math (Johnson et al. , 2006). I determined if the 
Allee effect can alter dispersal and cause landscape outbreaks in a metapopulation 
mo del. 
Abiotic drivers such as climate may also cause large-scale outbreaks, but 
have rarely been studied together with dispersal. In the second chapter, the 
metapopulation framework developed in chapter 1 was extended to represent bath 
dispersal and climate drivers. It was then compared to observed spatiotemporal 
defoliation data in arder to disentangle their relative importance. The local defoli-
ation transitions were compared to multiple potential climate predictors as well as 
to the neighbourhood infection prevalence. These estimates were then employed 
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as parameters in multi-year simulations to ident ify if positive climate autocorre-
lation drive outbreaks. Temporal autocorrelation , in the form of successive years 
with suitable climate, has recently been observed to 'enhance' the spatial Moran 
effect , but has only been ident ified theoretically and experimental! y (Massie et al. , 
2015; Gonzalez & Holt , 2002). To determine if spatial or temporal autocorrelation 
was more important , I carried out simulations with the original spatio-temporally 
and temporally autocorrelated climate variables. 
To represent the role of natural enemies, I extended the landscape model to 
a metacommunity model with mult iple interacting species (Leibold et al. , 2004; 
Gravel et al. , 2011 b). I reinterpreted defoliation as the expression of biotic interac-
tions between parasitoids and its host (the budworm). Parasitoid dynamics seem 
idiosyncratic (Tylianakis & Binzer , 2014) , possibly because observations cannot 
be compared to expectations from a t heoretical model. I developed a metacom-
munity model based on landscape-scale processes and data , to test if higher-order 
parasitoids are important in generating outbreaks. 
CHAPTER I 
EPIDEMIOLOGICAL LANDSCAPE MODELS REPRODUCE CYCLIC 
INSECT OUTBREAKS 
Hedvig K Nenzén, Élise Filetas, Pedro Peres-Neto , Dominique Gravel 
1.1 Abstract 
Forest insect outbreaks can have large impacts on ecosystems and 
understanding the underlying ecological processes is critical for their 
management. Current process-based modeling approaches of insect 
outbreaks are often based on population processes operating at small 
spatial scales (i .e. within individual forest stands). As such, they are 
difficult to parameterize and offer limited applicability when modeling 
and predicting outbreaks at the landscape level where management 
actions take place. In this paper , we propose a new process-based 
landscape model of forest insect outbreaks that is based on stand de-
foliation , the Forest- Infected - Recovering- Forest (FIRF) model. We 
explore both spatially-implicit (mean field equations with global dis-
persal) and spatially-explicit (cellular automata with limited dispersal 
between neighboring stands) versions of this mo del to assess the role 
of dispersal in the landscape dynamics of outbreaks. We show that 
density-dependent dispersal is necessary to generate cyclic outbreaks 
in the spatially-implicit version of the madel. The spatially-explicit 
FIRF madel with local and stochastic dispersal displays cyclic out-
breaks at the landscape scale and patchy outbreaks in space, even 
without density-dependence. Our simple, process-based FIRF madel 
reproduces spatiotemporally synchronous outbreaks and can provide 
an innovative approach to madel and manage forest insect outbreaks 
at the landscape scale. 
Keywords: insects, epidemies, landscape ecology, modeling 
1.2 Int roduction 
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Many species undergo massive out breaks, flu ctuations in population den-
sities that occur synchronously in mult iple locations, sometimes with surprising 
regularity in t ime (Elton , 1924; Liebhold et al. , 2004). Forest insects in part icular 
have large recurrent outbreaks, such as spruce budworm, larch budmoth, gypsy 
math, autumnal/ winter math (Bj0rnstad et al. , 2002; Ims et al. , 2004; Johnson 
et al. , 2006; Williams & Liebhold , 2000; Tenow et al. , 2012). Landscape-wide 
outbreaks of forest insects produce large-scale defoliation and mortality of host 
t ree species, sorne extending over millions of hectares. Insect outbreaks modify 
forest succession and composition, and alter nutrient cycling, with profound conse-
quences on ecosystem functions and services (Boyd et al. , 2013; McCullough et al. , 
1998). These damages have led forest managers in affected territories to seek ef-
fective intervent ion strategies that dampen the consequences of insect outbreaks, 
and impede their propagation over large expanses. 
To guide management , numerous hypotheses to explain outbreaks of forest 
in ect have been explored and/ or implemented in what can be broadly divided 
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into statistical and process-based models (Cuddington et al. , 201 3). Statistical 
(phenomenological, static, empirical) models describe and reproduce outbreaks 
from the characteristics of their distribution ( e.g. out break location and dura-
t ien , James et al. , 2010). Because these models are derived from data sampled 
during past condit ions, they may have limited ability to forecast t he occurrence 
of outbreaks in changing management and weather condit ions (Gustafson , 2013). 
On the other hand , process-based models ( dynamic, mechanistic) are developed 
from ecological hypotheses about the plant-insect dynamics (Bj0rnstad & Grenfell , 
2001 ). Because they are based on ecological pro cesses, these models are thought 
to be able to predict beyond sampled data (Cooke et al. , 2007; Evans et al. , 201 2). 
Most process-based models of insect outbreaks generally represent dynamics 
of population densities. The design , parameterization and validation of process-
based models with local population-leve! dynamics presents two major difficulties: 
1) it requires comprehensive knowledge of the many processes operating at the 
local population level, and 2) it requires estimates of insect densit ies. However , 
these requirements are difficult to meet because relationships between stand-scale 
processes and insect population dynamics at the landscape scale are mostly studied 
in single locations (e.g. Royama , 1984). Moreover , if a phenomena is studied at 
the wrong scale the result ing conclusions may be weak or unreliable (Meentemeyer 
et al. , 201 2; Peters et al. , 2004b). To circumvent this lack of data and avoid scale-
mismatch , we investigate a landscape-scale model that is independent of small-
scale within-stand population processes . The model represents forest stands with 
three possible states: F , a forest stand at endemie insect densit ies , I , an infested 
/ infected stand at epidemie insect densities , and R, a recovering stand in which 
forest regenerates following defoliation . The model exploits the fact t hat stand 
densities of forest insects show extreme fluctuations between endemie and epidemie 
periods, corresponding to the forest or infected states (Royama, 1984). We refer 
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to this model as a FIRF landscape model and explore its capacity to reproduce 
the macroscopic properties of insect outbreaks. 
The FIRF dynamic model of forest insect outbreaks follows the frameworks 
of metapopulation and epidemiological models. In metapopulation models, local 
populat ions can be present or absent , and regional persist ence depends on dis-
persal (Levins, 1969; Hanski , 1998) . This wide class of models are also called 
disturbance-recovery, state-transition, occupancy and pat ch-dynamic models and 
have been applied to various ecological situations, such as fires (Malamud et al. , 
1998; Staver & Levin , 2012; Keane et al. , 2015), mussel bed colonization (Guichard 
et al. , 2003) and cl ust ered patterns of desert vegetation (Kéfi et al. , 2007). Sim-
ilarly, epidemiological mo dels consider hosts ( analogous to local populations in 
the metapopulation models) as infected or not , and do not t rack the density 
of infectious agents within each host . Epidemiology provides a tract able the01·y 
to understand epidemies and applies vaccines against human, animal and plant 
diseases (Kermack & McKendrick, 1927; Riley, 2007; Keeling & Rohani , 2008). 
Epidemiological models in which one patch represents one host have been used 
to model dynamics of theoretical (Rhodes et al. , 1998; Fuentes et al. , 1999; Filipe 
& Maule, 2004; Neri et al. , 2011b) and real epidemies (Kleczkowski et al. , 1997; 
Eisinger & Thulke, 2008; Neri et al. , 2011a; Filipe et al. , 2012) . Metapopulation 
and epidemiological models are related because both deal with the absence or 
presence of a species in mult iple locations, not local densities (Earn et al. , 1998; 
Grenfell & Harwood , 1997; Rhodes et al. , 1998). However , to our knowledge, epi-
demiological and metapopulation landscape models have rarely been applied to 
study cyclic fo rest insect landscape epidemies (Keane et al., 2015). 
The goal of this paper is to build a simple, macroscopic and process-based 
epidemiological model to explore the consequence of dispersal on insect out-
breaks. Metapopulation and epidemiological models easily map onto the land-
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scape dynamics of forest insects and present certain advantages over population 
models. Focusing on forests instead of insects matches the type of large-scale data 
surveyed regarding the effects of outbreaks (tree defoliation) , not the density of 
insects (Gray, 2008; Bouchard & Auger , 2014). Simplifying t he madel by using a 
lower modeling resolution is computationally efficient and requires fewer parame-
ters. Just like epidemiological models do not madel virus densities within infected 
individuals, modeling the number of insects is too fine-scale to be informative at 
a landscape-level. The desired out put for forest management is the proport ion of 
forest stands that are affected , and for that reason we madel forests instead of 
insects. Using metapopulation and epidemiology theory would allow forest man-
agers to use insights from those fields, for example that the strength and type 
of disease t ransmission are essent ial determinants of distribution and epidemies 
(Hanski, 1998; Riley, 2007; Keeling et al. , 2003) . 
We study two versions of our madel: a spatially-explicit version in which 
insects disperse among forest stands arranged on a grid , and a spatially-implicit 
version with global dispersal (between all forest stands regardless of location). 
Comparing bath versions reveals how limited dispersal distance of insects con-
tributes to outbreak dynamics at the landscape scale. Our goal is to understand 
the conditions at which out breaks occur , and to characterize the spatiotemporal 
signature of outbreaks emerging from between-stand insect dispersal. We first 
describe the rationale of the modeling approach, here inspired by the ecological 
dynamics of the spruce budworm, a major defoliator of North American forests. 
We then provide a detailed descrip tion of the spatially-implicit and spatially-
explicit stochastic dispersal versions of the madel. We explore the structural and 
parameter sensitivity of the madel to understand the critical conditions required 
for outbreaks to occur. We specifically answer three questions; 1) Which disper-
sal parameters are required to produce outbreaks? 2) Which dispersal parameters 
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determine cyclic outbreaks? 3) Which dispersal parameters determine the spatial 
distribution of outbreaks? 
1.3 Methods 
We develop a general model of defoliating insect dynamics at the landscape 
scale, whose implementation is largely inspired by the extensive literature on the 
spruce budworm Choristoneura fumif erana. Spruce budworm outbreaks have oc-
curred with intervals of around 30 years during the last 500 years (Morin et al. , 
2007; Boulanger et al. , 2012), and have profoundly structured the dynamics of 
orth American forests (Fleming, 2000) . Budworm outbreaks damage around 
15% of the surface of Canadian forests during each outbreak (NFS, 2013) , repre-
senting large revenue losses. 
1.3.1 FIRF model overview 
The modeling unit is a forest stand and each stand can be in one of three 
possible states: F forest, I infected defoliated forest, and R recovering forest (Fig. 
1.1). We adapt the epidemiological Susceptible-Infected-Recovering-Susceptible 
model (SI RS, Hethcote, 1976; Anderson & May, 1979) to insect outbreaks that 
have a dispersing consumer feeding on a stationary regenerating resource. Note 
that in our model each stand can only take one value, in cont rast to population-
based lattice models that simulate the fraction of states in each stand. The F 
forest and I infected states correspond to endemie and epidemie densities of spruce 
budworm that fl.uctuate over several order of magnitudes (Royama, 1984) . During 
endemie periods t he species is described as rare, while during epidemies there are 
hundreds of feeding larvae per kilo'gram of host foliage (Régnière et al. , 2013). 
In our model, mature forest stands F have an endemie budworm density which 
does not cau e stand-scale defoliation, thus the stand does not display symptoms 
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of infection. Infected stands I have an epidemie density of insects and display 
signs of defoliation. There is a recovering, immature forest state R because after 
defoliation fo rests die and regenerate, and young forests are rarely infected by 
budworm (Erdle & Maclean, 1999). Previous studies have shawn that infection 
occurs more in mature forests (> 60 years) compared to immature forests (85% 
vs. 42%, respectively, for the main host of spruce budworm (Balsam fir ) from 
1914-1979 outbreaks in Eastern North American temperate forests , Maclean & 
Olstaff , 1989). For simplicity we limit our investigation to only one type of host 
forest and have omitted unpalatable deciduous trees. The budworm completes its 
life cycle in one year, which we equate with one t ime step in the madel. 
A mature (suscept ible) forest stand F can become infected I in two ways 
(Fig. 1.1). This is similar to epidemiological models where disease can be acquired 
by a primary, 'index' infection from an external source, or from a secondary trans-
mission from an already infected host (Rhodes et al. , 1998). First, a forest stand 
can be infected seemingly spontaneously when low densities transit ion to high den-
sit ies even when no neighboring cells are infected , a so-called 'epicenter' (Hardy 
et al. , 1983; Cooke et al. , 2007). The probability of a spontaneous infection is 
set by the parameter {3 . The cause of a local infection is difficult to identify, and 
many studies have focused on linking their presence to factors such as weather, 
long-distance dispersal and natural enemy release (Blais, 1958; Royama et al. , 
2005) . We explore the madel both wit h and without spontaneous infect ion. 
Second, a transit ion from forest F to infected I in one stand can occur due 
to insect dispersal from neighboring infested stands and successive establishment, 
with probability a . After an epicenter has occurred , dispersal is an important 
driver of spruce budworm dynamics (Williams & Liebhold, 2000; Cooke et al. , 
2007). Most dispersal occurs between neighboring stands. For example, during 
the 2003-2011 northern Quebec outbreak, dispersal events occurred 10-80 km from 
25 
an infected location (Bouchard & Auger , 2014). Although the budworm may be 
capable of occasional long-distance dispersal (Greenbank, 1980) , this is difficult 
to quantify. We consider the side of a single stand to be 1-10 km, and we set 
the radius of dispersal to two stands. The dispersal range therefore covers the 24 
stands closest to the stand of origin . 
Dispersal dynamics of forest insect pests are often density-dependent, and 
more specifically driven by densities in the origin or arrival stand (Bowler & Ben-
ton, 2005). Mating success is lower at endemie population densities , due to an 
Allee effect (Régnière et al. , 2013) . We do not track insect densities explicit ly 
and consequent ly indirectly model density-dependent dispersal through the pro-
portion of infected stands in the neighborhood . Dispersal may be affected by 
insect densities around the stand where dispersal originates from, or by densities 
around the stand where dispersal arrives. Egg-laying females in infected high-
density stands emigrate to uninfected stands to avoid food shortage (Royama, 
1984; Nealis & Régnière, 2004a; Régnière et al. , 2013). Alternatively, there is 
a lower probability of successful mating and immigration in arrival stands sur-
rounded by uninfected stands. We explore landscape consequences of the Allee 
effect in t he spatially-implicit model, and the consequences of emigration- and 
immigration-driven dispersal in the spatially-explicit model. 
Emigration We consider that probability of emigration from the infected origin 
stand depends on the number of infected stands around t he origin stand. As 
such , probability of dispersal from the origin stand depends on t he number of 
infected stands in the neighborhood centered around the origin stand (the 24 
closest stands). 
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Immigration Alternatively, we consider t hat the probability of a successful im-
migration is affected by the number of infected stands around the arrivai stand. 
As such , the probability of dispersal to an arrivai stand depends on the number 
of infected stands in the neighborhood centered around the arrivai stand (the 24 
closest stands). 
Once a stand is infected , t he infected forest has a probability "'(2 of dying 
and t ransitioning to a recovering forest stand. We assume that infection is lethal, 
meaning that once a forest stand has become infected, it cannot return to the 
mature forest state. We omit for simplicity trees t hat may be weakly defoliated 
and survive a spruce budworm outbreak episode (MacLean , 1980). We assume 
t hat budworm is the only source of forest stand mortality in the model and dis-
regard senescence, especially because old-growth forests can also show budworm 
infection. 
Recovering stands reach maturity with probability 'Yl· The boreal forest has 
aerial seed dispersal and seedlings continuously establish underneath the forest 
canopy. Boreal coniferous species, at least Balsam fir , white and black spruce, 
have abundant natural regeneration (Bergeron et al. , 1995) and therefore we omit 
spatially explicit dispersal constraints for trees. Therefore recovery to mature for-
est is a non-spatial process (well-mixed , Pascual & Guichard , 2005) that depends 
only on the total proport ion of recovering forest in the landscape, "'(1R . 
Spatially-implicit model formulation 
We now translate the biological description of the forest-insect dynamics 
given above to a spatially-implicit model with global dispersal. It is a mean-field 
approximation of the spatially-explicit model described later on and represents 
dynamics at the landscape scale, i.e. the variations in the amount of stands in 
each of the three states: forest F , infected I and recovering R . We therefore adapt 
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the compartmental Susceptible-Infected-Recovering-Susceptible model (SI RS) to 
insect outbreaks that have a dispersing consumer feeding on a regenerating re-
source. The landscape where infections take place contains a fixed number of 
forest stands, so the total proportions of stands in each state represent the land-
scape, F + 1 + R = 1 and R = 1 - F- 1. The following system of two coupled 
differentia! equations describes the FIRF forest landscape dynamics (Fig. 1.1) : 
dF = 11(1- F-I)- (3F- oJ(J) [1- (1- J) 24 ]F dt 
dl ( 24] 
- = (3 F + af(J)[1- 1- I) F -12! dt 
(1.1a) 
(1.1b) 
As described above, infection of a forest stand F occurs in two ways, either 
by a spontaneous infection, whose probability is set by (3, or by insects dispersing 
to a mature forest stand from an already infected stand 1, set by a. Transmission 
of infectious agents in epidemiological models is usually approximated by mass 
action where the transmission probability is proportional to the prevalence of 
both susceptible and infected states (i.e. aF 1). In our model host trees are 
stationary and the transmission probability corresponds to insect dispersal. Each 
stand is potentially surrounded by multiple infected stands, but a single successful 
dispersal event is sufficient to cause infection. The neighborhood of each stand 
is the closest 24 stands, and the probability at which a no-dispersal event occurs 
from all 24 of t hem is thus (1 - 1)24 . The probability of dispersal from at least 
one neighbor is 1 - (1 - 1)24 (Fuks & Lawniczak, 2001 ; Guichard et al. , 2003) . 
This approximation allows us to implicitly include pace, so a high proportion of 
infected forest stands means a high density of insects and population growth and 
indirectly a higher probability of infection. 
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The function f(I) sets the density-dependent dispersal as follows (Fig. A.1, 
Hethcote & Levin, 1989): 
j(I) = JP l (1.2) 
Where p is a positive real number <= 1. An Allee effect is simulated as 
p gets doser to 1, indicating a lower infection probability when few stands are 
infected (Fig. A.1). 
Spatially-explicit madel formulation 
We run a spatially-explicit madel to investigate the effect of local dispersal 
on the infection dynamics. We consider a cellular automaton where each cell is a 
forest stand, and each stand is in only one of three potential states: mature forest , 
F , infected, I , or recovering, R. Therefore, the total proportion of each state is 
equivalent to the proportion modeled by the mean-field madel. The transition 
rules between states are the following: 
F--+ I if (3 ~ h 
F--+ I if af(I) ~ h 
I--+ Rif 12 ~ h 
R--+ F if 11 ~ h 
(1.3a) 
(1.3b) 
( 1.3c) 
(1.3d) 
where h is a uniformly distributed random number between 0 and 1. Disper-
sal depends on the proportion of infected stands in the immediate neighborhood, 
and one successful dispersal event is enough to cause an infection. Moreover , in 
the spatially-explicit version we differentiate between two types of dispersal pro-
cess , immigration and emigration, which are characterized by different density-
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dependent dispersal function . 
Immigration Density-dependence in the arrival st and is represented by comput-
ing the number of infected stands surrounding the arrival stand (Fig. A.2). We 
determine IF, the proportion of infected st ands in the neighborhood centered on 
arrival stand F . The dispersal function becomes: 
J(I)Imm = f Fp (1.4) 
Emigration Density-dependence from an infected origin stand is represented by 
comput ing the number of infected stands surrounding this origin stand (Fig. A.2). 
We determine II, the proportion of infected stands in the neighborhood centered 
on origin st and !. The dispersal function becomes: 
- p 
J(I )Emi =II 
1.3.2 Model implementation and analysis 
(1.5) 
We compare the spatially-implicit and -explicit versions of the FIRF model 
with numerical simulations and specifically study the impact of dispersal a and 
density-dependence p parameters on occurrence, frequency and amplitude of out-
break cycles . We define outbreaks as cyclic oscillations in the proport ion of stands 
that are infected (synchronized) and that the infected st at e covers more than 10% 
of the landscape at its maximum. To assess the presence of outbreaks we record 
the minimum and maximum proportion of infected stands I during each simula-
t ion. Furthermore, if outbreaks occur , we identify whet her they are cyclic with 
regular return intervals, or episodic with irregular intervals. To determine the 
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outbreak interval in each simulation we calculate the spectral frequency with a 
Fast Fourier Transform and smooth the data with a window of 10 periodicit ies . 
T he dominant period (the reciprocal of the frequency) that has the highest spec-
tral power contributes most to t he oscillations observed in the t ime series. We 
calculate the average dominant period of all repetit ions above t he threshold under 
the same parameters. All analyses were performed in the R environment (R Core 
Team, 2012). 
We present the results from simulations wit hout (!3 = 0) and with sponta-
neous infections (0.00025 < f3 < 0.005). Parameters a and p are varied 0 - 1 
in increments of 0.05 (Table S1) , while f3 is varied 0- 0.005 by increments of 
0.00025 . The minimum t ime to reach mature forest in North American boreal 
forests range is 40 years (Burns & Honkala , 1990) , and therefore we set '/'l to 
1/40. Tree mortality usually begins in t he fifth year of infection , and full mor-
tality occurs after around 10 years, when the t ree is completely defoliated and 
unable to photosynthesize (MacLean , 1980). The infection duration at the stand 
scale varies regionally from 1-25 years (Gray, 201 3) . We therefore set 'f'2 to 1/3 , 
based on the number of years the infection lasts before killing a forest stand. Both 
spatially-implicit and -explicit simulations last 20 000 time steps and we discarded 
the first transient 1 000 steps. Each time step represents one year. The initial 
proport ions are F = 0.4, I = 0.1 and R = 0.5. 
Spatially-implicit madel 
Local stability analysis is performed to identify the critical condi tions re-
quired for the occurrence of damped or sustained oscillations at different pa-
rameter values (Figure 1.2, Soetaert , 2009). Local stability analysis consists of 
evaluating the J acobian matrix at the posit ive equilibrium points. Oscillations 
occur if t he eigenvalues of the J acobian are complex. Because t he equations with 
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density-dependent dispersal in function f(I) (Eqn 1.2) cannot be solved analyt-
ically, we use numerical local stability analysis instead of analytical. However , 
for comparison the analytical solut ions for global mixing in dispersal, o:F I , are 
presented in Supplementary materials section A.2. We numerically simulate the 
spatially-implicit model with a Runge-Kutta fourt h-order integration with a time 
step of 0.1. 
Spatially-explicit model 
For the spatial simulations we use a square lattice of N 2 forest stands wit h 
periodic boundary condit ions (torus, N = 100). As initial conditions we use the 
same proportions of st ates from the spatially-implicit model, distributed randomly 
in space . In each time step (year) we randomly select N 2 stands and update their 
states . A stand may therefore have no or multiple state changes per st and in 
a single time step. This method approximates continuous mean-field dynamics 
(asynchronous updating, Durrett & Levin, 1994). We run 20 stochastic simula-
t ions for each set of parameters. 
We characterize the spatial structure of clustered infected stands, and mea-
sure if t hese clustered stands display a range of different sizes. The log-log slope of 
the size-frequency distributions can be fitted with a power-law relationship , and 
its exponent reflects how the size of infection pat ches is related to their frequency. 
The frequency distribution of many ecological phenomena display such scale-free 
behaviour (Pascual & Guichard , 2005). Human epidemies have been reported to 
exhibit power-law scaling (Rezende & Anderson , 1997). We define an infection 
patch as the spatially contiguous collection of infected stands that are connected 
by any of their 8 closest neighbors (Moore neighborhood). We determine the fre-
quency of the different-sized infection patches by aggregating outbreaks from the 
100 years wit h the highest outbreak proportion (indicated by n on Figure 1.4). 
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We then calculate the exponent of the relationship using a maximum likelihood 
estima tor (Clauset et al. , 2009) . 
1.4 Results 
The FIRF models produce outbreaks in certain regions of parameter space 
and bath with and without spontaneous infection ((3 > 0 or f3 = 0) . In general, the 
conditions required to observe outbreaks differ between the spatially-implicit and 
-explicit models (Table 1.1 , Fig. 1.3) . The spatially-implicit madel is determinis-
tic while the spatially-explicit one is stochastic, which might explain the difference 
between them. We thus investigate if the stochastic models itself causes outbreaks 
and examine the cellular automaton with global dispersal between random stands. 
There are no outbreaks in a stochastic spatially-implicit madel (i .e. global disper-
sal, results not shawn) , indicating that local dispersal between neighboring stands 
causes outbreaks, not stochastic dynamics. 
Density-dependent dispersal promotes the occurrence of outbreaks in bath 
local stability analysis (Supplementary materials sect ions A.1-A.2) and simula-
tions in the spatially-implicit madel (Eqns 1.1a - 1.1b) . With density-independent 
dispersal (p = 0, Eqn 1.2) , there are damped oscillations (complex eigenvalues 
with negative real parts, results not shawn). With density-dependent dispersal 
(p > 0) there are bath unstable and stable dynamics in different regions in pa-
rameter space (Fig. 1.2) . On the bifurcation boundary between the positive and 
negative eigenvalues there should be eigenvalues with zero real parts which indi-
cate cyclic out breaks. In spatially-implicit numerical simulations up to half of the 
landscape can become infected simultaneously during outbreaks (Fig. 1.3 A, B 
for example simulations). Wit h density-independent dispersal there are damped 
oscillations (p = 0, Fig. 1.3 A) and with density-dependent dispersal there are sus-
tained cyclic outbreaks (p > 0, Fig. 1.3 B) . Outbreaks are observed under certain 
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conditions of dispersal, namely when 0.4 < p < 0.5 (Fig. 1.5A) and 0.1 < a < 0.3 
(Fig. 1.5 D). Without spontaneous stand infection (3 = 0, there are no outbreaks 
in the spatially-implicit mo del ( dotted !ines in Fig. 1.5 A, D) . 
Outbreaks in the spatially-explicit mode! occur at the same parameters as in 
the spatially-implicit mode! , but also in larger regions of parameter space (Eqns 
1.3a - 1.3d, Fig. 1.3 C, D for example simulations). With emigration-driven 
dispersal up to 30% of the area is infected at the same time (Fig. 1.5 C) and with 
immigration-driven dispersal outbreaks are smaller. Spatially-explicit simulations 
are less sensitive to the strength of density-dependent dispersal p (Fig. 1.5 B, C) 
and outbreaks occur when strength of dispersal a > 0.1 (Fig. 1.5 E , F). In the 
absence of spontaneous infection sustained outbreaks occur in smaller regions of 
parameter space (Figs. A.3, 1.5 B, C, E , F). 
Dispersal affects if outbreaks are cyclic (periodic) or irregular and the num-
ber of years between out breaks (return interval). In both spatially-implicit and ex-
plicit models, out breaks occur every 30-40 years at low values of density-dependence 
p (Fig. 1.6 A, B, C) and moderate dispersal a (Fig. 1.6 D, E , F) . Spatially-explicit 
models produce longer cycles with stronger density-dependence p and stronger dis-
persal a < 0.6- 0.8 removes all cyclic outbreaks. 
The spatially-explicit models generate clustered spatial structures (Fig. 1.4 
A, B) . The size of infection patches is larger when there are few spontaneous 
infections and moderate dispersal; when rare infections disperse through large 
areas of undisturbed susceptible fo rest (in terms of number of Contiguous infection 
patches, Fig. 1.7 A, B) . The outbreak ize-frequencies indicate that the FIRF 
mode! has fewer large and more small infection patches, and the slope of the 
relationship is dependent on the parameters and mode! type. With low dispersal 
(0. 1 < a < 0.2), the slope is shallower, producing a larger proportion of large 
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and fewer smaller infection patches (Fig. 1.7 C, D). Emigration-driven dispersal 
produces more spatially clustered outbreaks for most parameter sets. 
1.5 Discussion 
We developed a process-based landscape model that simulates spatiotem-
porally synchronized insect outbreaks. Our model is inspired by Levins (1969) 
metapopulation model, but instead of presence and absence of species in habitat 
patches we simulate presence or absence of pest infections in forest stands, draw-
ing inspiration from epidemiological models. Our framework , therefore, refl.ects 
observed endemie and epidemie periods as well as outbreak epicenters (Cooke 
et al., 2007) . The process-based landscape FIRF model proposed here gener-
ates outbreak intervals comparable to real outbreaks, around 30 years (Boulanger 
et al. , 2012). We find that dispersal alone in sorne regions of parameter space pro-
duces outbreaks, even without spontaneous infection. This implies that dispersal 
is sufficient to cause synchronous outbreaks, and that other processes may not be 
instrumental in explaining cyclic outbreaks. While damped oscillations are not 
sustained oscillations per se, they can result in quasi-periodic fluctuations when 
further amplified by environmental stochasticity (Peltonen et al., 2002; Ripa & 
Ranta, 2007). Our results highlight the necessity of explicitly modeling the spa-
tial dimension when studying landscape-scale insect outbreaks, demonstrating the 
importance of dispersal in the emergence of insect outbreaks. 
The model generates outbreaks with both spatially-implicit and -explicit 
dispersal , but through different processes. Density-dependent dispersal is nec-
essary for the onset of outbreaks in the spatially-implicit model, but not in the 
spatially-explicit one. This means that outbreaks arise from the spatial implemen-
tation itself and does not require nonlinearity in dispersal. Even though dispersal 
is stochastic in each stand in the spatially-explicit model , on a landscape-scale 
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outbreaks recur with regular intervals. The spatially-explicit model formulation 
is more robust because the same results are obtained over a wider range of pa-
rameter values. Emigration-driven density-dependent dispersal produced larger 
outbreaks , suggesting that stand-specifie resource-limitations can cause landscape 
outbreaks and should be further studied. 
Our metapopulation-epidemiological FIRF model presents certain advan-
tages over population-based models. The biggest advantage is that it does not 
require estima tes of insect densit ies, which are difficult to ob tain for en tire .land-
scapes, in particular for endemie densities. This means that the model could 
be parameterized using aerial observation data (as in Bouchard & Auger, 2014) , 
and then used to validate dispersal assumptions. It is beyond the scope of this 
study to validate the model with observed outbreak data, and theoretical models 
can be useful without being parameterized from data (e.g. Blasius et al. , 1999; 
Bj0rnstad et al. , 2002). Another advantage is that local population dynamics 
are represented only by their stand impact, so the FIRF model requires fewer 
adjustable parameters than a population model. Future studies could expand on 
the proposed theoretical framework to advance the understanding of forest insect 
landscape dynamics. For example , one could easily investigate the effect of land-
scape heterogeneity and connectivity on the dynamics of outbreaks. The effect of 
future environmental conditions on insect outbreak dynamics could also be evalu-
ated by exploring different parameter values for forest mortality, 1 2 , and recovery, 
Il · Although our model formulation was inspired by the spruce budworm, the pa-
rameter exploration suggests that our model is quite flexible and can be used to 
study various forest insect defoliators with different life histories and population 
characteristics. Not all insect defoliators display outbreaks (Liebhold & Kamata, 
2000), just like sorne sets of parameters do not produce outbreaks. 
We show that spatial models are preferable to study synchronized recurrent 
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outbreaks, which has pract ical implications for epidemiology because a correct 
madel formulation is essent ial to implement effective vaccination programmes. 
For ex·ample, an individual-based madel fi t observed rabies occurrence data bet-
ter than a classical mean-field formulation , and could offer more effective spatial 
vaccination strategies (Eisinger & Thulke, 2008). T here are spatial epidemiologi-
cal models with a variable transmission probability as implemented here, but they 
ignore recurrent infections and only follow the dynamics of one outbreak (but see 
Silva & Monteiro, 2014). Our madel improves understanding of dispersal on re-
current landscape outbreaks, which is important for many epidemies , including 
forest insects . 
1.6 Conclusion 
Current forest management practices to control insect outbreaks are spatially-
implicit , so the proposed spatially-explicit landscape madel could improve man-
agement interventions. The madel could be useful to elaborate outbreak man-
agement strategies for three reasons. First, it is a process-based madel which is 
advantageous because it is driven by documented ecological processes and can be 
used under changing condit ions (Cuddington et al. , 2013). Second , the madel is 
formulated at the scale at which landscape management occurs, i.e., forest stands, 
which is advantageous bath t heoretically and practically(Meentemeyer et al. , 2012; 
Stevens et al. , 2007). Third , due to its similarity to the highly applied discipline 
of epidemiology, our ecological metapopulation madel opens new perspectives to-
wards managing insect outbreaks. Here we show that lower dispersal probabilit ies 
produce smaller outbreaks, bath in individual outbreak size and in total infected 
area. Management strategies could weaken outbreaks by minimizing insect dis-
persal through modifying the connectivity of suscept ible mature forest stands, 
logging and/ or establishment of non-host forest stands. Future versions of the 
madel could be coupled with epidemiology-inspired management practices and 
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Figure 1.1 Schema of the transitions between the three different st ates of the 
Forest-Infected-Recovering-Forest model of forest insect outbreaks. f3 is the prob-
ability of spontaneous infections, a is the probability of infection spread, 12 is the 
probability of infection dieback, 11 is the probability of forest recovery to mature , 
suscept ible forest ( also see Table A.l ). 
explore their effects on outbreaks. Our process-based landscape FIRF framework 
suggests that interventions beyond the st and scale could lead to effective forest 
management by interfering with the spatial processes inherent in insect outbreaks. 
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Figure 1.2 The presence of cyclic outbreaks of the density-dependent spatially-
implicit model under different strengths of (3 and a probabilities. At low parameter 
values the dynamics are stable (negative eigenvalues , white) . At higher dispersal a 
the dynamics become unstable with oscillations ( complex eigenvalues with positive 
real parts , clark grey). At higher dispersal (3 and a the dynamics are stable with 
damped oscillations (complex eigenvalues with negative real parts , light grey). 
The parameters of Fig. 1.3 are indicated by the black star. 
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Figu re 1.3 Examples of FIRF model simulations with the proportion of each 
forest state over t ime. A, Spatially-implicit model with density-independent dis-
persal (p = 0) and B density-dependent dispersal (p > 0) . C, spatially-explicit 
immigration-driven density-dependent dispersal (p > 0) . D, spatially-explicit 
emigration-driven dispersal model (p > 0). The parameters used are a = 0.2, 
/3 = 0.001, 1 1 = 1/40, 1 2 = 1/ 3 and p = 0.4. We show the dynamics with /3 == 0 
in Figure A.3. 
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Figure 1.4 The spatial distribution of stands in one year during the simulation 
runs in Figure 1.3 (A, immigration-driven dispersal, B, emigration-driven disper-
sal) and the corresponding power-law slope (C, immigration-driven dispersal, D, 
emigration-driven dispersal) . n indicates the number of infected patches that were 
used to calculate the power law, aggregated from the 100 years with highest in-
fection prevalence in each simulation. Stands have the same colours as in 1.3 and 
the landscape scale is 1002 stands. 
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Figure 1 . 5 The minimum and maximum proport ion of infected area per simula-
tion as a function of density-dependence p (A-C) and dispersal a (D-F). Solid lines 
indicate averages from simulations with f3 = 0.0001 and points indicate values from 
each simulation. Dotted lines indicate f3 = O. For clarity we do not show the values 
of each simulation when f3 = O. A, D, Spatially-implicit model. B, E , Spatially-
explicit immigration-driven dispersal, C, F , Spatially-explicit emigration-driven 
dispersal. Other parameters are the same as in Fig. 1.3. The proportion infected 
i calculated aft r t he tran ient period of 1 000 years. 
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Figure 1.6 The length of outbreak return intervals as a function of density-
dependence p (A-C) and dispersal a (D-F) . Solid lines indicate averages from 
simulations with f3 = 0.0001 and points indicate values from each simulation. 
Dotted lines indicate f3 = O. For clarity we do not show the values of each 
simulation when f3 = 0: Missing lines indicate that there is no periodicity. A, D , 
Spatially-implicit madel. B , E , Spatially-explicit immigration-driven dispersal, C , 
F , Spatially-explicit emigration-driven dispersal. Other parameters are the same 
as in Fig. 1.3. 
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Figure 1. 7 The average size of the largest infection patch (A , C, maximum 
number of stands per infection patch, average for 20 repetitions) and the average 
exponent of the power-law slope (C , D, average for 20 repetitions). A shallower 
slope indicates a higher proportion of larger infection patches, which would be 
expected when there are large outbreaks. The parameters used in Fig. 1.3 are 
indicated by the star . 
44 
Table 1.1 Conclusions from comparing the results from both spatially-implicit 
and -explicit FIRF models under different types of density-dependence. 'Yes ' 
indicates that outbreaks occur under at least sorne parameter values. For the 
local stability analysis of the spatially-implicit madel, out breaks ( damped or sus-
tained oscillations) are indicated by the presence of complex eigenvalues. Out-
break cyclicity is assessed by numerical simulations. 
Mo del Density- One out- Cyclic Patch y 
depen- break out- land-
denee breaks scapes 
Spatially- p =O y es no 
implicit 
p> O y es y es 
Spatially- p =O y es y es 
explicit 
- immigration p> O y es y es 
- emigration p> O y es y es 
CHAPTER II 
MORE THAN MORAN: COUPLI G STATISTICAL AND SIMULATION 
MODELS TO UNDERSTAND HOW DISPERSAL AND CLIMATE 
VARIATION DRIVE OUTBREAK DYNAMICS 
Hedvig K Nenzén, Pedro Peres-Neto, Dominique Gravel 
Abstract 
Understanding the processes that underlie species fluctuations is 
crucial to t he development of efficient management strategies for out-
breaks of destructive forest pests. Yet, despite many empirical and 
theoretical studies of species flu ctuations, the role of biotic ~nd abi-
otic factors as well as their interactions in driving large-scale out breaks 
is far from well understood. Here, we set out a modelling framework to 
investigate how dispersal and autocorrelated climate variables relate 
to out breaks of a major defoliator of North American boreal forest , 
the spruce budworm. We developed a madel to represent the regional 
dynamics of spruce budworm and based the madel on data collected 
from spatiotemporal aerial surveys of defoliation from 1968-2015 in 
Quebec, Canada. The effects of climate on local forest stand infection 
and dieback t ransitions, along with dispersal probability and distance, 
were estimated statistically. Simulations were run with these estimates 
to ident ify the effects of spatiotemporal climate auto correlation on out-
breaks. Dispersal together with all climate variables was found t o best 
fi t the observed out break size. Simulation models also revealed that 
positive temporal autocorrelation in climate promotes out breaks, indi-
cating that a series of suitable years could encourage outbreaks. Our 
models indicate that spatially-explicit management strategies may be 
effective in controlling outbreaks. 
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Introduction 
Understanding the mechanisms underlying the spatiotemporal population 
dynamics of species is an ongoing ecological challenge (Liebhold et al. , 2004) . 
Outbreaks are high population densities of defoliating insects covering large areas 
and causing extensive tree mortality, making this phenomena of great concern for 
management decisions (Boyd et al. , 2013) . For example , spruce budworm ( Choris-
toneura fumiferana ) outbreaks profoundly structure the dynamics of North Amer-
ican boreal forests (Fleming, 2000). Defoliation is so synchronized that during the 
last outbreak, 80% of Quebec's (Canada) forests were infected at the same time 
(MFFP, 2014) , destroying 200 million m3 of wood and causing large economie 
and ecological impacts in the region (Morin et al. , 2007) . The multiple mecha-
nisms hypothesized to synchronize budworm outbreaks have been so far studied 
separately, so their relative roles in driving outbreaks are not well understood , pre-
venting efficient management actions. Here, we present a novel framework that 
couples statistical and simulation models to tease apart the drivers of synchronous 
outbreaks of forest defoliating insects. 
Hypotheses underlying outbreaks can be broadly divided into abiotic (i.e. 
climate) or intrinsic (i.e. dispersal) drivers (Liebhold et al. , 2004) . According 
to the abiotic hypothesis, spatially autocorrelated environmental variation af-
fecting population dynamics synchronizes the abundance of isolated populations 
(the Moran effect, M01·an , 1953). Alternatively, the intrinsic hypothesis suggests 
that synchrony occurs when individuals from a single infected population dis-
perse rapidly throughout the landscape (Williams & Liebhold , 2000). Previous 
empirical studies concentrated on single local populations, thus not considering 
the effect of possible dispersal from adjacent populations in driving population 
changes (Tian et al. , 2011). Similarly, theoretical models may have underesti-
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mated the effects of dispersal as they only used the same local population density 
data (Kendall et al., 1999). Such local population-leve! approaches provided only a 
partial understanding of the mechanisms underlying outbreaks that are driven by 
both regional climate fluctuations and dispersal (Gilbert & O'Connor, 2013). As 
such, it is necessary to use landscape-level data of species dynamics to investigate 
the effects of both environmental autocorrelation and dispersal. 
An alternative approach to represent the dynamics of insect outbreaks at 
landscape-levels is to consider their population state as in ei th er low (endemie) 
or high (epidemie) abundance. During endemie periods , budworm densities could 
be considered as 'absent' as they cause no detectable forest defoliation (Régnière 
& Nealis, 2007). During epidemie periods budworm densities are several orders of 
magnitude higher (Régnière & Nealis, 2007) and could be considered as 'present' 
because they cause visible forest defoliation. Large-scale dynamics thus emerge 
from the local infection (from absent to present) and dieback (from present to 
absent) transitions. Fortunately, large-scale, multi-year empirical defoliation data 
( e.g., aerial surveys) is readily available, yet rarely used to parameterize simula-
tion models. We use defoliation data as a proxy for extreme insect population 
fluctuations. Because density fluctuations of-defoliating insect species such as the 
budworm are so extreme, we propose that dynamics can be sufficiently expressed 
by presences/ absences instead of abundances. 
The spatial dynamics of endemie and epidemie occupancy in our proposed 
framework easily maps onto metapopulation and epidemiological models. Metapop-
ulation theory (Levins, 1969) represents transitions between empty and occupied 
patches driven by colonization and extinction. Similarly, epidemiological models 
(Kermack & McKendrick, 1927) track either negligible or disease-causing densities 
of the infectious agent among individuals in a host population. The two methods 
are mathematically equivalent in sorne instances (Grenfell & Harwood, 1997) and 
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are supported by extensive theoretical development (Hanski, 1998). For example, 
spatially-explicit vaccination of the most vulnerable locations reduces the size of 
epidemies of infectious diseases (Keeling et al. , 2003) . Insights from epidemiologi-
cal models could be used to develop more effective spatial management strategies 
of insect outbreaks. 
We parameterize the metapopulation model with observed defoliation t ran-
sit ions in spatiotemporal aerial surveys. Transit ion from endemie t o epidemie 
states is a binomial st ochastic process whose drivers can be evaluated from empir-
ical data. Stochastic cell occupancy, st ate-and-transit ion , and occupancy models, 
are all essent ially parameterized metapopulation models of species dynamics in 
space (Moilanen , 2004; Buckland & Elston , 1993; Bestelmeyer et al. , 2004). Sta-
tistical models have been used to determine how local stand t ransitions of vari-
ous insect species depend on annual climate fluctuations and potent ial dispersal 
from already infected neighboring cells (Bouchard & Auger , 2014; Kiirvemo et al. , 
2016). The transitions observed in aerial surveys could be used to parameterize 
a metapopulation model of insect defoliations according to simple rules of disper-
sal and environmental effects. According t o metapopulation and epidemiological 
them·y, t he transition from endemie to epidemie is expected to be condit ional on 
both dispersal and climate. Here, we propose that a metapopulation approach 
of insect outbreaks can be used to represent the effects of int rinsic and extrinsic 
drivers of out breaks. 
Climate is usually non-randomly distributed and is autocorrelated in space 
and time (Legendre, 1993) . Po itive autocorrelation, when climate values are more 
similar among adj acent temporal or spatial units than expected by chance, may af-
fect populat ion fluctuations and dispersal (Ruokolainen et al. , 2009). Synchronous 
outbreaks may be produced by suitable climate in many locations (Mm·an effect, 
spatial autocorrelation). Recent theoretical and experimental studies suggest that 
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suitable climate conditions over consecutive periods further synchronize popula-
tions (temporal autocorrelation, Gonzalez & Holt , 2002; Massie et al., 2015) , but 
this mechanism has never been demonstrated in nature. We expect that a simula-
tion model parameterized from empirical transitions can assist in disentangling the 
relative importance and the interactions between drivers of outbreak dynamics. 
The goal of our study is threefold: 1) determine how elima te and dispersal 
variables drive observed budworm outbreak and dieback transitions; 2) quantify 
their relative importance; and 3) understand the effects of spatial and temporal di-
mate autocorrelation on outbreak dynamics. We parameterized a metapopulation 
model from data on transitions in 6 446 10 km2 cells of boreal forest observed over 
46 years in Quebec, Canada. We predict that if the model reproduces the observed 
outbreaks using the observed autocorrelated climate variables, it suggests that the 
Moran effect drives budworm outbreaks. Alternatively, if the model reproduces 
the observed outbreaks with non auto-correlated climate, then it would suggest 
that dispersal is the most important driver. We used budworm as an example 
species but our coupled statistical-simulation metapopulation model is certainly 
applicable to any species that displays large-scale synchrony. The results from the 
unique combination of statistical and simulation model analysis developed here, 
provide strong support for an interaction between dispersal and climatic drivers 
of outbreak dynamics and new perspectives for forest management. 
Materials and methods 
Coupled statistical and simulation model framework 
We considered a metapopulation approach in which a single spatial unit is 
a cell, and multiple cells together constitute a landscape (Fig. 2.1) . Each cell 
can be in two different states: forest F with endemie budworm densities that 
do not cause defoliation, or infected forest I with epidemie budworm densities 
51 
2015 
~ 8. 0.5 
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1968 20 15 
Figure 2.1 Left , the proport ion of outbreaks over t ime, expressed as the propor-
t ion of cells in the infected state. Right, the geographie extent of the study area 
in Quebec province, Eastern Canada. Each square is a 'cell ' (6 446 in total) and 
the colour indicates its state: Dark grey (red online) is defoliated/ infected, grey 
(green online) is forest non-infected cell in 2015. Grey areas were never infected 
and excluded from the analysis. 
th at show signs of defoliation (as in chapter 1). As su ch , these two cell st ates 
correspond to observed endemie and epidemie population densities that vary over 
orders of magnit ude (Cappuccino et al. , 1998). We studied the t ransition from 
forest to infect ion (infection t ransition F --+ I or F --+ I , colonization) and the 
transition from infection back to forest ( dieback t ransit ion I --+ F , extinction, Fig. 
2.2). Stochastic stat e t ransitions (F --+ I and I --+ F) across all cells (landscape) 
generate a fluctuating proportion ofF and I cells over time. 
Our modelling framework bas two parts . We start by st atistically estimating 
the transit ion probabilit ies of infection and dieback given dispersal constraints and 
climatic conditions, and then we use the t ransition probabilit ies as parameters in 
a simulation model to test the influence of autocorrelation on out breaks. Infection 
of a single forest cell resulted from two processes corresponding to the following 
two hypotheses, respectively: 1) by increasing the insect population density due t o 
favourable climate; 2) by dispersing individuals arriving from neighboring infected 
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cells (Fig. 2.2 arrows). A candidate set of statistical submodels were chosen a 
priori based on dispersal and climate hypotheses to assess the relative contribution 
of these two processes (i .e. , climate and dispersal) in driving large-scale outbreaks. 
The probability of infection in cell i was modeled as a log-linear madel of climate 
and dispersal: 
(2.1) 
where · (30 is the intercept, Ei is the set of climate variable, f3n is the set of pa-
rameters representing the effect of climate variables on the t ransition probability, 
Ki is the proportion of infected neighbors around cell i and an is the parameter 
representing this effect. We tested up to third degree polynomial, i. e. n up to 3 
( eqn 2.1) , for both climate and dispersal variables. This accounted for complex 
responses while obtaining parametric relationships for the simulation madel. The 
transition probability of dieback from infection to forest is only dependent on 
climate and set by parameter 1: 
Probability{I ---t F}i = {Ei (2 .2) 
First, we performed model comparison to select the best-fitting statistical 
madel representing the observed transitions. Second , the statistical madel of tran-
sition probabilities was used to carry out simulation 'experiments' to investigate 
the effect of spatiotemporal climate autocorrelation on outbreak dynamics. Our 
statistical models can only describe the effect of climate for single time steps 
and cells, whereas simulations integrate dynamics across the entire landscape and 
over time. We measured the total proportion of infected cells in the landscape 
through t ime generated by the simulation model and assessed if they were simi-
lar to observed outbreaks. We tested the influence of climate autocorrelation on 
outbreaks by randomizing climate variables Ei , which maintained climatic values 
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but removed autocorrelation structure. 
Spatiotemporal data 
Spruce budworm infection distribut ion 
The Ministère des Forêts, Faune et Parc du Quebec (MFFP, 2014) have 
tracked the temporal (annual) and spatial distribution of budworm outbreaks 
based on aerial surveys and recorded mapped polygons indicating areas of defo-
liation in Quebec province, Eastern Canada. The data span 1968 through 2015 , 
which include one full outbreak (1968-1995), along with the beginning of an on-
going outbreak which started around 2010 (Fig. 2.1). 
We converted these polygons to a lattice of 10km x 10km geographical cells 
(patches, forest stands, from here on referred to as cells arranged in a continuous 
lattice, Fig. 2.1) , which formed the basis for our coupled statistical-simulation 
mode! framework. Because recent polygons were mapped to a smaller scale than 
older data, data across all years were aggregated to the same cell size. We overlaid 
1km x 1km spaced points on the original infected polygons , and then resampled 
this to a regular grid of 10km x 10km cells so if at !east one of the points within 
the cell was infected , the cell was classified as infected (following Bouchard & 
Auger , 2014). This aggregation also minimized small-scale landscape variations. 
Any leve! of defoliation (light, moderate or serious defoliation) within polygons 
were registered as J . We assumed that non-defoliated areas were F. In total, the 
study area had 6 446 cells after removing cells that were never infected. Each cell 
was mapped for 46 years, yielding 283 272 t ransit ion events (Tables B.4, B.5). 
After mortality from defoliation, forest regrowth usually takes around 40 
years (Burns & Honkala, 1990) , but occasionally a cell was observed to become 
reinfected before full regrowth. These fast transitions may have arisen because 
defoli at ion 
f3EF I +al<; 
-yEIF 
dieback 
f3 = probability of spontaneous infection 
a = probabi li ty of infection spread 
'Y = probability of a dieback to forest 
EFI = predicted climate suitability of defoliation 
E1 F = predicted climate suitab ili ty of dieback 
I<; = dispersal kernel 
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Figure 2.2 Schematic representation of a metapopulation approach to forest in-
sect outbreaks, indicating t he forest F and infected I states. The arrows indicate 
the parameters that set the state transitions infection F--+ I and dieback I--+ F. 
of detection errors and as such were not considered here as representative of the 
naturally observed infection and dieback processes we aim to madel. To account 
for this issue, if a cell became infected , not infected and then re-infected within 
five years, we converted the intermediate years to the infected state. 
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Climate variables 
Historical climate variables covering the same spatiotemporal extent as the 
defoliation data were obtained from publicly available data. In this data set, 
climate station data were interpolated to cont inuous rasters using the ANUS-
FLIN method (McKenney et al. , 2011). Mult iple climate variables , in particular 
extreme temperatures , influence outbreak severity and occurrence (Candau & 
Fleming, 2005). We consequently selected eight potential annual and seasonal di-
mate variables (and elevation, Table 2.1) for the analysis. Climate one, two and 
three years before each year t (Et_1 , Et_2 and Et_3 ) were also included as climate 
variables may have a delayed effect on insect population growth and mortality 
(Aukema et al. , 2008). All climate variables were standardized within the range 
0- 1 (max-obs)/ (max-min) to facilitate comparison between parameters. 
Dispersal variables 
The expansion of budworm infection to an endemie cell is more likely to occur 
if there are infected cells in the vicinity (Bouchard & Auger , 2014). Note that 
dispersal here was defined as the spread of defoliation . As defoliation was used 
as a proxy for infection , defoliation spread represented t he successful dispersal of 
insect individuals. We considered neighborhood dispersal kernels Ki to represent 
propagule pressure around cell i. We compared Kit_1 and K it_2 computed one and 
two years prior to t he transit ion t and t+ 1 given that egg-laying adults produced a 
population increase the following year when larvae emerge. We used two methods 
and a range of neighborhood sizes in each method to evaluate dispersal kernels 
that characterize dispersal: 
The autologistic kernel represented the proport ion of infected cells within a 
certain distance (Yackulic et al. , 2015). All cells wi thin the Reighbor hood were 
57 
given equal weight . K i of each potent ial donor celi i was the number of infected 
celis j within dist ance d. K i is st andardized by the total number of neighbors so 
that K is one if ali neighbours are infect ed. We calculated K i for d = 2 - 30 cells 
in increments of 1 because the maximum radius of 30 celis covered the majority 
of the landscape (89 x 176 celis) . 
The negative exponential kernel included ali cells in the landscape but gave 
a higher weight to celis close to the fo cal celi , aliowing long-distance dispersal 
(i. e. beyond the threshold distance in the autologistic kernel). The negative 
exponent ial kernel is the sum of the weighted distances between ali cells (Moilanen, 
1999): 
Ki = L exp( - 8dij ) 
#i 
where 5 is the average dispersal distance and dij is the dist ance in number of 
cells between cell i and j (in this equation a t radit ionally represents the effect of 
distance, but we use 5 to avoid confusion with a probability of dispersal) . We 
calculated dispersal variables varying 5 = 2- 30 in increments of 2 because this 
range captured extremes of both short and long-distance dispersal (Table B.4). 
The values of negative exponential dispersal variable Ki were standardized to 0-1 
(max-obs) / (max-min) to be on t he same scale as the autologistic kernel. 
Statistical models 
We determined how climate and dispersal infiuenced t ransition probabilities 
by tracking the st ate transitions of each cell in the observed defoliation data, 
and estimating how the probabilities were affected by climate and dispersal. We 
constructed separate statistical models for the infection F ---+ I and dieback I ---+ F 
state transition probabilit ies. Transit ion was modelled as a binomial process using 
logistic regression. The selected climate and dispersal variables described above 
- ----- - - - - --- ·-------- - - - ---------
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were used as predictors of forest transitions (equation 2.1- 2.2). 
Models were evaluated in two ways: model fit (accuracy) and predictive per-
formance on independent data. Goodness-of-fit metrics to assess model fit were 
6.AIC and pseudo r 2 for logistic regressions, r 2 = 1-(residualdeviancejnulldeviance). 
Cross-validation to assess predictive performance was performed on a random 
subset of the data and on the second outbreak. Random cross-validation was 
performed by splitting the data in half, fitting the model on the subset and then 
estimating model performance on the remaining validation data. This was re-
peated 10 times and the average error calculated. Temporal cross-validation was 
performed by fitting the model to the first outbreak (1968-1992) and predicting 
the model on the second outbreak (1993-2015). We did not estimate temporal 
cross-validation in I --+ F transitions because there were little data from the 
second outbreak. 
Model comparison 
We tested which potential dispersal kernel Ki and kernel parameters d and 
8 best fitted the data. Given that the dispersal variables were highly correlated 
(first axis of a Principal Components Analysis on the correlation matrix explained 
84% of the variation, Fig. B.1), we used forward stepwise model selection to rank 
models with each dispersal kernel separately. Only the best-supported kernel was 
retained for all subsequent analyses (according to AIC, Fig.s B.4). 
The full regression model had one dispersal and all eight climate variables 
with three time delays as predictors (Table 2.2). We used the first and three best 
climate variables and interactions between them to construct submodels. To de-
termine which candidate climate variable best explained the observed budworm 
infection and dieback transitions, we used backward stepwise model selection be-
cause elima te variables were not collinear (the first PCA axis on the correlation 
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matrix explained 50% of the variation , Figs. B.2). We estimated a geographi-
cal null madel to assess if outbreaks were independent of climate and directional 
in space (anisotropie). Latitude and longitude were used as predictors for the 
geographical null madel. We also estimated a dispersal null madel in which dis-
persal was not limited by dist ance (global dispersal) . Proportion infected area 
in the previous year was the global dispersal predictor , and was compared to the 
best-fitting distance-based dispersal kernel. 
Simulation madel 
We simulated outbreaks using the estimated infection and dieback t ransi-
t ion probabilities from the full statistical madel to investigate the effect of spa-
t iotemporal autocorrelation of climate variables on the outbreak dynamics. We 
ran stochastic simulations with the statistical transition probabilities and the ob-
served climatic fluctuations, so the simulations occurred in the same landscape 
and over the same years as the observed outbreaks. Uncertainty can propagate up 
and yield different large-scale dynamics even if the madel successfully represents 
the local dynamics (here transit ions, Peters et al. , 2004a). 
Simulations were init ialized with the 1970 climate and run for 45 years. De-
pending on the state of chosen cell i (F or I) , transit ion probabilit ies P robability{ F -t 
I }i and P robability{ I -t F }i were applied (as explained ab ove, equations 2.1 and 
2.2). The dispersal kernel K i was calculated dynamically from the cells infected 
in the previous year. We added climate and dispersal parameters exactly as in the 
statistical mo del to ob tain spatiotemporal transit ion probabilities (equation 2. 1 
) . The final probabilit ies were then compared to uniformly distributed random 
values 0 - 1 to det ermine if a transit ion occurs, so t ransitions were stochastic 
but influenced by the probabilities. We used asynchronous updating of the land-
scape by randomly picking and updating 6 446 cells per t ime step in arder to 
---------- ----··--·-
60 
approximate continuous spatial dynamics (Durrett & Levin , 1994). 
We carried out simulations with and without autocorrelated climate to un-
derstand if structured elima te variation drives out breaks (Figure 2.1, panels in Fig. 
2.4). We randomized climate variables, thus maintaining the frequency distribu-
t ion of values but removing the autocorrelation structure. First , we randomized 
climate condit ions across t ime-steps, within each cell , to remove temporal auto-
correlation. Then we randomized climate condit ions between cells, within each 
t ime-step , to remove spatial autocorrelation. We randomized climate in both 
space and t ime to remove both temporal and spatial autocorrelation. Simula-
t ions with average climate values from all years and locations were carried out 
to test how climate variation affects outbreak dynamics. Finally, to investigate 
if the estimated dispersal kernel was important in producing outbreaks, we also 
implemented global dispersal with the original climate variables. 
We characterized simulated outbreaks (30 repetitions per spatiotemporal 
autocorrelation) in time and space to compare them to observed outbreaks. Sim-
ulated infections were stochastic and so cannot be compared cell-by-cell to ob-
served infec tions. Instead, to examine if simulated outbreaks were as large, i.e. as 
spatially synchronous as observed outbreaks, we recorded the proportion of the 
landscape in state 1 per year . We also calculated the maximum, st andard devi-
ation, and temporal autocorrelation of proportion J . Real outbreaks are known 
to be spatially clustered (i.e. infected cells were often connected by their 8 clos-
est neighbors when considering a rasterized landscape, Fig. 2.1 b), and so we 
determined if the simulation model was able to reproduce this property. We cal-
culated the maximum cluster size and number of outbreak clusters per simulation 
to compare t he spatial characteristics of observed and simulated landscapes. 
Probability of dispersal a K 
Predicted probabil ity 
of dispersal 
01 
0 0.75 
D 0.5 
• 0.25 
• 0 
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Figure 2.3 Map of cxK calculat ed from the cells defoliated in 2013 (in dark grey, 
red online). The dispersal kernel K was calculated using the negative exponent ial 
kernel with 8 = 10. 
Results 
The statistical madel identified t hat budworm dispersal most often occurs 
over shor t distances but there was occasional long-distance dispersal. We found 
that the negative exponential kernel best fit t he observed infection t ransitions (Fig. 
B.4, Fig. 2.3 for example). The dispersal probabilities were generally below 0.5 , 
indicating that dispersal was episodic and did not always occur . We identified 
that lagged spring and summer temperatures best explained the infection and 
dieback t ransit ions. The three strongest climatic drivers of the F --t I transit ion 
were in arder of importance: maximum summer temperature three years before, 
summer minimum temperature three years before and number of growing degree 
days 2 years before (Fig. B.5, Table B.1). Climatic t ransit ion probabilities were 
low, around 0.1 for the most suitable condit ions (Fig. B.7). Minimum spring 
temperature three years before, precipitation three years before, and minimum 
temperature of the coldest period two years before were the strongest predictors 
of dieback transit ions (Fig. B .6, Table B.2). 
The madel comparison indicated that both climate and dispersal drivers af-
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fected outbreaks, but their relative importance depended on how models were eval-
uated. Models with only climate variables were more accurate (according to AIC), 
while models with only dispersal predicted the second outbreak better (according 
to temporal cross-validation, Table 2.2 , Table B.6) . The full climate madel, i.e. 
with all climatic variables and third degree response , was the most accurate madel 
when predicting on randomly selected data from both out breaks (cross-validation 
according to AIC, Table 2.2) . However , the full madel was less successful at pre-
dicting the second outbreak (according to temporal cross-validation, Table 2.2). 
The madel with the best predictive performance was a submodel with three di-
mate variables, dispersal and interactions between them (according to temporal 
cross-validation, Table 2.2). Dispersal was the best unique variable in terms of 
both accuracy and predictive performance (according to AIC and cross-validation, 
Table 2.2). Adding interactions between climate and dispersal increased madel 
fi t, though it decreased predictive power (according to AIC and temporal cross-
validation, Table 2.2). Models with interaction so closely fit to the first out break 
are not general enough to predict the second outbreak (overfit). The geographical 
null madel did not fit outbreaks well, indicating that climate was important in 
synchronizing outbreaks . 
Simulations with the parameterized metapopulation madel revealed that 
successive periods of temporally autocorrelated climate synchronized outbreaks. 
Retaining only the temporal climate autocorrelation produced out breaks that cov-
ered 70% of the landscape, compared to the 90% observed ( example simulations 
Fig. 2.4 , Fig. 2.5 a). Simulations with the original autocorrelated climate also 
produced out breaks that were as large as the observed out breaks (Fig. 2.5 , a, b). 
When retaining only spatial autocorrelation (i. e., removing temporal autocorrela-
tion) , outbreaks did not occur during the same years as observed outbreaks and 
were on average' smaller ( 40-60%, Fig. 2.5 a) , indicating that the madel was less 
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sensitive to spat ial autocorrelation . Simulations with const ant climate had 10% 
landscape infection throughout the simulations with no variability. 
Temporal dynamics were in general well captured, and spatial dynamics less 
so. Randomizing climate in t ime produced out breaks with lower next-year tem-
poral autocorrelation (correlations 0.7- 0.9 with 1 year t ime lag , Fig. 2. 5 c) , 
with long-range posit ive temporal autocorrelation (6-16 years, Fig. 2.5 d) . Even 
spatially randomized climat ic conditions occasionally resulted in outbreaks that 
were as temporally autocorrelated as observed outbreaks. The difference between 
spatially autocorrelated (random t ime) and completely random climate condi-
tions was small , again indicating that spatial autocorrelation has a weak effect on 
outbreak dynamics. Simulated outbreaks were more fragmented in space than ob-
served ones. Simulated outbreak clusters were more numerous and smaller in size 
than the observed ones (Fig. 2. 1, 2.5 e, f). Simulations with global dispersal and 
observed spatiotemporal autocorrelation yielded landscapes with high proportions 
of infected cells but reflected neit her the temporal nor the spatial characteristics 
of observed outbreaks (Fig. 2.5) . 
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Figu re 2. 4 The simulated proportion of infected cells with different types of 
spatiotemporally autocorrelated climate. Dotted lines indicates t he observed out-
breaks, and each thin line indicates one simulated outbreak. 
Discussion 
We performed a coupled statistical and simulation analysis of 48 years of 
spruce budworm outbreak observations to understand how dispersal and climate 
drive the dynamics. The estimated parameters from the best statistical model 
were incorporated into a simulation model to inve tigate the role of spatiotemporal 
autocorrelation on the initial development of out breaks and their spatial structure. 
The ame framework can be applied to other insect species that are mapped by 
defoliation. 
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Figure 2.5 Summary results from simulation madel. Horizontal dotted lines in-
dicate the values in the observed outbreaks. Each plot shows the values from 
100 simulations. Boxes encompass the 25% - 75% quartiles of the data, with the 
median indicated by the thick line through the centre of each box. Whiskers ex-
tending from the box encompass the 95% quartiles, and extreme observations are 
shawn as circles. a , Maximum proport ion of infected area. b , Standard devia-
tion in the simulated proportion of infected area 1. c, Temporal autocorrelation 
with a 1 year time lag. d , Range of posit ive temporal autocorrelation (in years). 
e, Maximum number of contiguous outbreak clusters per simulation. f, Largest 
contiguous out break cluster size per simulation (number of cells). 
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We found that infection spread between forest cells occurred occasionally 
over long distances, however short-distance dispersal was more common. Individual-
based studies show that adult maths can efficiently travel 48 km (Anderson & 
Sturtevant , 2011) , and the maximum recorded distance is 450 km (Green bank, 
1980). The greater importance of the negative-exponential kernel over the au-
tologistic version indicates that dispersal was essentially driven by strong short-
distance dispersal events and occasional long-distance dispersal events. For in-
stance, the probability of dispersal was law though a cell was surrounded by 
infected cells in a suitable climate (Fig. B.4). The budworm population is geneti-
cally well-mixed (James et al. , 2015), supporting effective long-distance dispersal. 
However , dispersal was stilllimited by distance as the dispersal null madel with 
global dispersal badly fit the data (Table 2.2). Metapopulation models are often 
estimated from static (snapshot) distributions and individual dispersal observa-
tions (Moilanen, 1999). In contrast to t hese static methods and due to the de-
tailed spatiotemporal nature of our data, we characterized effective dispersal. The 
strength and shape of dispersal is often the unknown factor in predictive mod-
els, and thus in understanding outbreaks (Myers & Cary, 2013). Our framework 
describes an effective method to quantify dispersal directly from spatiotemporal 
occupancy data. 
We disentangled for the first time the effects of climate and dispersal with an 
innovative coupling of statistical analysis and simulation modelling. In the end , 
our results indicate that bath climate and dispersal interact to drive outbreaks. 
Previous studies may have over-estimated the role of the Moran effect in driving 
population flu ctuations because they did not test for the hypothesis of dispersal. 
Purely temporal analyses pool data across large regions (Tian et al. , 2011) , thus 
possibly confounding local dispersal events with climatic effects . Spatial analyses 
suggest that climate drives dynamics if the spatial auto correlation of climate has a 
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longer range than the spatial autocorrelation of outbreaks (Peltonen et al. , 2002). 
Models that exclude dispersal cannat characterize how climate drives infection 
transition events separately from dispersal. Recent process-based statistical stud-
ies testing bath climate and dispersal (intrinsic and extrinsic) hypotheses have 
shawn that dispersal is more important than climate in synchronizing outbreaks 
(Preisler et al., 2012; Veran et al. , 2014). Similarly, we found that dispersal was 
an important factor in synchronizing infections in space, although it required an 
autocorrelated climate trigger (simulations with constant climate vs. simulations 
with climate, Figure 2.4). 
Among the abiotic drivers, a suite of climate predictors best described the 
observed transitions. We found that delayed spring and summer temperatures in-
fluenced bath infection and dieback transitions, suggesting that climate during the 
reproductive season had a delayed effect on insect population growth , similar to 
what Aukema et al. (2008) observed . Multiple climate variables are necessary to 
reproduce outbreak dynamics because these may affect insect development periods 
and life histories differently. In general, winter temperatures affect overwintering 
survival, maximum spring temperature affects larval emergence, and summer tem-
peratures affect feeding rates (Régnière et al., 2012; Gray , 2013). The full madel 
with all climate variables was more accurate, suggesting that a specifie combina-
tian of climate characteristics was important ('a perfect storm' , Wilmers et al., 
2007). Moreover, interactions between predictors increased fit, and may indicate 
that elima te and dispersal interact ( e.g. , dispersal is grea ter in warmer tempera-
tures). 
The difficulty in identifying a single climate driver may be explained statis-
tically. First , it is difficult to fit autocorrelated predictor variables (Kissling & 
Carl, 2008). Spatiotemporal autoregressive models that account for spatiotem-
poral autocorrelation are not generalized to logistic regression with complex re-
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sponse fun ctions (Cressie & Wikle, 2011, but see Griffith & Peres-Neto , 2006). 
Moreover, our goal is not to remove autocorrelation, but to understand how it 
affects species dynamics. Cross-validation suggested that the full model overfit 
the data and included the maximum number of climate variables to produce a 
spurious relationship. Simpler models with fewer variables are generally preferred 
for prediction purposes (Cuddington et al. , 2013). 
The simulation model suggests that non-random climate variation produced 
outbreaks even though climate itself was a weak statistical predictor. Simula-
tion models can draw such conclusions because they simulate several years, not 
just one year ahead. The model reproduced the emergent temporal character-
istics of budworm outbreaks; 0.9 temporal autocorrelation with a one year lag, 
and 10 year range in positive autocorrelation (Fig. 2.5 c, d). We identified that 
temporal climate autocorrelation drives large-scale outbreaks, because retaining 
only temporal autocorrelation produced outbreaks that were similar to both spa-
tial and temporal outbreak characteristics. Non-random temporal environmental 
variation has been shown to inflate the Moran effect in microcosm experiments 
(Gonzalez & Holt, 2002; Massie et al. , 2015) and theoretical population models 
(Vasseur, 2007). For t he budworm, several consecutive dry summers have been 
associated with infections (Greenbank, 1956). This simulation model allowed us 
to identify the importance of autocorrelated temporal climate variation at the 
landscape scale. However , since climate has a high spatial autocorrelation (anal y-
sis not shown), randomizing climate in space does not change dynamics and may 
have led us to underestimate the role of spatial autocorrelation. 
Our simulation model showed that spatiotemporal autocorrelation affected 
outbreaks, but it did not completely reproduce the observed dynamics. Observed 
dispersal event are episodic in t ime and clustered in space, yielding a small num-
ber of large outbreak clusters (maximum 30 clusters and a single cluster covering 
70 
85% of the study area, Fig. 2.5 e, f) . Dispersal is difficult to mo del because it 
is inherently stochastic and may be driven by unpredictable atmospheric condi-
tions su ch as wind direction (Sturtevant et al. , 2013). Sin ce our mo del already 
contained all possible observed climatic spatial autocorrelation, it is possible that 
addit ional hypotheses are required to completely predict outbreak patterns (Lieb-
hold et al. , 2004) . Spatially correlated distributions of nat ur al enemies su ch as 
parasitoids may synchronize insect densities (Roland & Taylor , 1997) , but there is 
lit tle available empirical data. The effect of local environmental condit ions such as 
forest composition may fur ther mediate natural enemy interactions (Bouchard & 
Auger, 2014). However , Gray (2013) found that climate was a better predictor of 
outbreak duration and severity than forest composition. Detailed data on natural 
enemies and forest composit ion could improve predictions. 
Conclusion 
Dramatic spruce budworm out breaks have inspired the development of many 
models, including statistical and simulation models. Here we reinterpreted out-
breaks as a metapopulation process so that forest defoliation data could be em-
ployed as an indicator of low and high insect densit ies . It is beneficiai to es-
t imate parameters on the same scale at which outbreaks are observed, because 
emergent outbreak characteristics may not be predicted from local mechanisms 
(Fleming et al. , 2002). Simple metapopulation models are as useful as complex 
local population models, especially when the ecological mechanisms are hard to 
parameterize or simply unknown (Harrison et al. , 2011 ). Simple models are also 
more applicable because of their ease of use and generality, and can easily be 
extended to other species. The relative importance of dispersal is one of t he main 
hurdles fo r understanding outbreaks (Myers & Cory, 2013) and here we present a 
method to quant ify dispersal kernels from aerial survey data. The landscape-scale 
of our process-based metapopulation model makes it relevant for the development 
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of large-scale fm·estry management practices. Pest management considers pests 
as immobile, possibly preventing effective management (Tscharntke et al., 2007) . 
Sin ce metapopulation mo dels are analogous to epidemiological mo dels ( Grenfell 
& Harwood, 1997) , widely tested epidemiological techniques to minimize trans-
mission can be considered. Our metapopulation model could be used to generate 
spatially-explicit management strategies that minimize dispersal and thus out-
breaks. Moreover , to our knowledge, we have demonstrated for the first time that 
spatiotemporal autocorrelation in climate values may amplify insect population 
fluctuations. 
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CHAPTERIII 
HERBIVORES HOSTING HOSTS: CAN PARASITOIDS CAUSE 
LARGE-SCALE OUTBREAKS? 
Hedvig K Nenzén, Véronique Martel, Dominique Gravel 
Synchronous population fluctuations occur for many species and have 
large economie impacts , but remain poorly understood. Dispersal, di-
mate and natural enemies have been proposed to cause synchronous 
population fluctuations. Defoliating insect herbivores have many nat-
ural enemies that may cause landscape-scale changes in their densities 
and thus regional forest defoliation. One of the most common and ef-
fective natural enemy of herbivores are parasitoids that lay eggs in the 
herbivore, i.e. the herbivore is simultaneously a host to the parasitoid. 
During endemie herbivore/ host periods the parasitoid-caused mortal-
ity is high. To study and effectively manage insect herbivore out breaks 
we need spatial modelling approaches that include these natural en-
emies. However, predictions from classic host-parasitoid population 
models cannet be compared to commonly-observed parasitism mor-
tality rates. We constructed a novel model from observed biological 
processes to study how natural enemies affect insect outbreaks on a 
landscape-scale. It is a metacommunity model in which local control 
and exclusion of species were driven by interactions between the forest, 
hosts, primary parasitoids and their parasitoids (hyperparasitoids). 
Hyperparasitoids have a strong effect because they decrease both host 
and parasitoid densities which simultaneously disrupts their own po-
tential to reproduce. Hyperparasitoids ultimately lead to the decrease 
of both parasitoid and hyperparasitoid populations which allows host 
outbreaks. Model simulations showed that the quantitative imple-
mentation of these observed natm al enemies can reproduce out breaks. 
The model also identified the testable prediction that hyperparasitoid-
caused mortality should increase just before the onset of an outbreak 
because hyperparasitoid instability leads to outbreaks. If verified em-
pirically, hyperparasitoid community dominance could provide a biotic 
early warning signal that an outbreak will occm. 
3.1 Introduction 
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The causes of synchronous population dynamics, such as out breaks of insect 
pests , are an endming 'ecological mystery' (Elton, 1924) which has large ecosys-
tem consequences. Insect outbreaks lead to high population densities and forest 
defoliation over large areas (Myers & Cory, 2013) . Three main mechanisms that 
synchronize large-scale outbreaks have been proposed: dispersal, climate, and nat-
m al enemies (Liebhold et al. , 2004; Berryman, 1996; Cooke et al. , 2007). First, 
dispersal ynchronizes outbreaks when individuals spread and init iate defoliation 
throughout the landscape. Second, climate variation that is spatially autocor-
related influences population dynamics of isolated populations in similar ways , 
thus synchronizing their fluctuations. Finally, synchronous fluctuations of nat-
mal enemies may produce large-scale outbreaks by modifying non-linear species 
interactions and dispersal (Tenow et al. , 2012; Haynes et al. , 2009). For defo-
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liating (herbivorous) insects, parasitoids are the most common natural enemy, 
killing more individuals than predators and parasites combined (Hawkins et al. , 
1999). The relative importance of mechanisms behind outbreaks are unclear. Im-
proving our understanding these mechanisms is necessary to develop management 
programs to reduce devastation of economically-important forests . 
Parasitoids decrease densit ies of their host species and thus prevent forest 
defoliation , which suggests that defoliation may result from synchronous loss of 
'parasitoid-control'. Such 'parasitoid-control' has been observed for various host 
species during their endemie, low-density periods (Myers & Cory, 2013; Rosen-
heim, 2001 ). For unknown reasons this parasitoid control is lost at the beginning of 
insect outbreaks (Myers & Cory, 2013). Parasitoids effectively control host popu-
lation densit ies due to parasitoids' unique trophic-reproduction lifestyle (Godfray 
& Shimada , 1999). Parasitoids lay eggs on or inside host larvae, then the eggs 
develop and the hatched larvae feed on the host, ult imately killing it (Godfray 
& Shimada, 1999). As each parasitoid attack simultaneously increases parasitoid 
growth rates and causes a zero host fitness , host-parasitoid interactions are highly 
over-exploitative (Lafferty & Kuris, 2002) . Host-parasitoid models based on pop-
ulation densities of these two species generally reflect this locally unstable re-
lationship and can generate population oscilla tions of increasing amplitude that 
lead to the extinction of both species (Nicholson & Bailey, 1935; Mills & Getz, 
1996). In nature, Parasitoids provide an ecosystem service by controlling insect 
pests, while hyperparasitoids may provide an 'ecosystem disservice ' (Gagic et al. , 
2012) by interrupting this cont rol. Biological pest management relies on effective 
parasitoid-control (Murdoch et al. , 2005) , yet tradi t ional mo dels cannat ex plain 
why in certain cases parasitoid-cont rol fails leading to 'ecological surprises' (90%, 
Rosenheim, 2001 ; Tylianakis & Binzer, 2014). 
It has been suggested that successful parasitoid-control can be inhibited be-
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cause parasitoids are in t urn a host to other parasitoid species that decrease their 
densities (Sullivan & Wolfgang, 1999). Parasitoids themselves are attacked by 
parasitoids, and such hyperparasitoids inhibit parasitoid-control and may thus 
cause host outbreaks (Rosenheim, 1998). Hyperparasitoids must deposit their 
eggs in primary parasitoid larvae that develop in hasts that have been parasit ized 
(Sullivan & Wolfgang, 1999). The hyperparasitoid larvae are nourished by the 
developing parasitoid eggs. As hyperparasitoids cause parasitoid mortality and 
parasitoids cause host death, the outcome is that hyperparasitoid-control is also an 
int rinsically unstable ecological interaction (Figure 3. 1). In experiments, hyper-
parasitoids lowered population densities of parasitoids and suppressed parasitoid-
control on aphids (Van Veen et al. , 2001; Schooler et al. , 2011). Therefore, hyper-
parasitoids would explain why parasitoid-control decreases and biological control 
fails, as observed during host outbreaks. Traditional models present no consensus 
on hyperparasitoids and suggest that they either decrease or increase host den-
sities (Nicholson & Bailey, 1935; Beddington et al. , 1978; May & Hassel! , 1981). 
So to explain observed host outbreaks without hyperparasitoids, theoretical pop-
ulation models have shawn that spatial host-parasitoid dynamics may produce 
spatial coexistence when hasts escape mortality by dispersal (Hassell et al. , 1991; 
Hirzel et al. , 2007). However, two-species mo dels are insufficient be cause mo dels 
need to incorporate hyperparasitoids that are suggested inhibit parasitoid-control. 
Mult iple trophic levels of natural enemies have been observed in nature, and 
models are needed explore how these hyperparasitoids cause outbreaks in a land-
scape. Complex host-parasitoid-hyperparasitoid interaction networks with multi-
ple trophic levels exist (Hawkins et al. , 1999; Morris et al. , 2014). For example, the 
spruce budworm has large outbreaks Choristoneura fumiferana, Boulanger et al. , 
2012) and a parasitoid community with more than three trophic levels that changes 
in prevalence during an outbreak cycle (Eveleigh et al. , 2007). In a landscape 
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context, dispersal between populations may change host-parasitoid dynamics , as 
been shawn bath in nature (Maron & Harrison, 1997; Roland & Taylor, 1997) 
and experimentally (Huffaker , 1958; Bonsall & Hastings , 2004). Spatial dynam-
ics may affect persistence of top predators (McCann, 2000; Gravel et al., 2011a) 
but it is unclear if hyperparasitoid dispersal contributes to their persistence thus 
outbreaks. Verbal tri-trophic models formulated for the spruce budworm suggest 
that biotic interactions are an important component of outbreaks (Royama, 1992; 
Fleming, 1996; Cooke et al. , 2007). Quantitative models exist for other natural 
enemies such as predators (Turchin, 1999) , pathogens (Dwyer et al. , 2004) and 
parasites (Anderson & May, 1980). However , there is no general madel that is 
built from and that matches observed host-parasitoid-hyperparasitoid dynamics. 
Here we developed a quantitative theoretical madel to explore how hyperpar-
asitoids interrupt host suppression and synchronize insect outbreaks in a meta-
community context. To simplify the madel and instead of tracking population 
densities, we constructed a trop hic metacommunity mo del (Leibold et al. , 2004; 
Gravel et al. , 2011b ). The madel employed observed forest defoliation to indi-
cate host- , parasitoid- , and hyperparasitoid-control, states that are analogous to 
presence-absence in a metapopulation madel (Levins , 1969). In nature, host-
parasitoid population ratios affect the forest state: forest defoliation occurs when 
host densities are high compared to parasitoid densitie?. A healthy forest is main-
tained wh en host (herbivore) densities are suppressed by parasitoids (i.e. , strong 
parasitoid-control) . Hyperparasitoids can in turn control parasitoid densities and 
maintain a healthy forest for a while, so the madel includes dynamics of an addi-
tional trophic level (Figure 3.1). When hyperparasitoid-control is eventually lost, 
high host densities occur. Since we include forest defoliation and depletion , we 
include a realistic resource feedback that population models usually ignore (but 
see Ludwig et al., 1978; Turchin et al. , 2003; 0kland & Bj0rnstad , 2006) . The 
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model assumes t hat defoliation is sufficient to represent the underlying popula-
tion fluctuations and density ratios, and due to this simplification , the model can 
represent four interacting trophic levels with fewer parameters: resource, host , 
parasitoid and hyperparasitoid. 
To study under what conditions outbreaks occur , the model is inspired by 
the spruce budworm, a classic non-equilibrium spatial system with a parasitoid 
community composed of three t rop hic levels. Here we define st ability as being .the 
absence of outbreaks , i.e. spatially-synchronized defoliation , and a st able system 
has const ant, low rates of defoliation . Our goal is to investigate how natural 
enemies affect synchronous forest defoliation by constructing a theoretical model 
where parasitoid interactions drive host densities. Specifically we asked if lit tle-
studied hyperparasitoids are the mechanism that interrupts natural enemy control 
and allow host populations to increase . To determine if hyperparasitoid-control 
is a plausible hypothesis for outbreaks, we investigate whether hyperparasitoid 
dynamics can generate simulated outbreaks that better fit observed outbreaks. 
Outbreaks should be larger if parasitoid densities are lower in hyperparasitoid-
controlled forest t han parasitoid-cont rolled forest s, as expect ed if hyperparasitoids 
cannot attack the hosts without the parasitoid present . Therefore we also test 
the hypothesis that outbreaks should be larger if hosts can spread faster into 
hyperparasitoid- than parasitoid-controlled forest. To explore met acommunity 
dynamics we asked under what conditions (local colonization and extinction rates, 
dispersal) the system dynamics were stable. The goals were to identify: 1. What 
species characteristics , i.e. parameters in which interaction webs are necessary to 
produce outbreaks? 2. How do host and parasitoid prevalence change during an 
outbreak? Therefore t he model would be useful for management to understand 
when the met acommunity might cause outbreaks. Specifically, t he model predicts 
t hat the fraction of parasit ism rates caused by hyperparasitoids should increase 
just before parasitism rates fall and outbreaks occur. 
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Figure 3.1 Effect of each t rophic leve! on underlying trophic levels. Verticalline 
thickness indicates interaction strength. Horizontal arrows indicate time. Species 
sizes is proportional to the density of each trophic leve! (not body size). The 
forest appears defoliated only in the host-controlled state, and both parasitoid-
and hyperparasitoid-controlled forest is healthy, non-defoliated. Note that hyper-
parasitoids have a strong effect on both parasitoid and host , in contrast to trophic 
relationships where a stronger effect on one trophic level leads to a weaker effect 
on the next t rophic level (alternating not additive). 
3.2 Methods 
3.2.1 Spruce budworm metacommunity 
We based our metacommunity mode! on observed interactions between bud-
worm and its natural enemies. Parasitoids strongly reduce host (herbivorous 
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Figure 3.2 Metacommunity model with the three trophic levels with host-
controlled, parasitoid-controlled and hyperparasitoid-controlled states, showing 
states and transit ions. Dotted lines indicate second-order rates t hat depend on 
the concentration of both states. See Table 3.1 for description of states and pa-
rameters. 
budworm) survival rat es and may ultimately inhibit outbreaks (Royama, 1992; 
Berryman, 1996) . Multiple studies have shown that the budworm experiences 
high parasitism rates during endemie periods (i.e. the proportion of individuals 
that were killed by parasit ism, 50-90% in Seehausen et al. , 2014, 40-70% in Cap-
puccino et al. , 1998 and all primary parasitoids, 62-75% Dowden et al. , 1950), 
80% by one pecies, Cusson et al. , 1998). These high parasitism rates show how 
effective parasitoids are as natural control agents. High parasitism rates also 
indicate the re ource available to hyperparasitoids during endemie periods. Par-
asitism rates during epidemies are lik ly lower , but data are scm·ce (Régnière & 
ealis, 2007). Parasitoids can contribute to host mate-finding Allee effect (Rég-
nière et al. , 2013) by further decreasing low host populations. Parasit ism rates are 
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however higher towards the end of an epidemie, possibly because host densities 
have already been reduced due to resource depletion and not parasitoid-caused 
mortality (Régnière & Nealis, 2007). Outbreaks of other defoliating insect pests 
are also terminated by resource depletion (Hagen et al. , 2010; Schott et al. , 2010). 
We then translated observations of host-parasitoid-hyperparasitoid dynam-
ics to a theoretical metacommunity model representing multiple stands (patches, 
cells) within a landscape. Metapopulation models express the presence and ab-
sence of a single species in habitat patches as the result of colonization and ex-
tinction events (Levins, 1969) . In this metacommunity model we expressed the 
replacement of low and high species densities as the result of control and exclu-
sion events. Each patch (1-10km2) contained a forest stand that can be in only 
one state (parasitoid-controlled, hyperparasitoid-controlled , infected or recover-
ing) according to the present insect species. The model represents one species 
per trophic level, but can easily be extended to multiple species with known in-
teractions (Gravel et al., 2011b). We expressed dynamics in both a differentia! 
equation model with spatially-implicit (global) dispersal and a cellular automata 
with spatially-explicit dispersal between neighbouring stands. Comparing results 
from spatially-explicit and -implicit simulations allows us to explore the role of 
local dispersal in outbreaks. 
3.2.2 Description of stand states 
Each stand represents a forest stand whose condition is controlled by hosts, 
parasitoids or hyperparasitoids and stand state indicates how forest condition is 
affected by underlying species ratios (Figures 3.1 , 3.2 boxes). Even though a host 
population can be largely suppressed by parasitoids (high parasitism rates) , sorne 
host individuals will survive and parasitoid-control is not complete. Insect hosts 
(i .e. defoliators) such as budworm are present at very low, barely detectable, den-
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sities during endemie periods (Sanders, 1996; Régnière et al. , 2013). Stand state is 
determined by populat ion density ratios, thus indirectly representing population 
flu ctuations of classic Nicholson-Bailey host-parasitoid models. 
A stand in infected state I indicates epidemie host densities and infected , 
defoliated forest. The host experiences lit t le parasitoid-caused mortality, leading 
to high, epidemie host densities and low parasitoid densit ies. Parasitoid-cont rolled 
forest P indicates endemie host densities and a healt hy forest condition . Para-
sitism leads to mortality of host individuals, which means that they are maintained 
at low densit ies. The parasitoid-cont rolled state is separated into two states de-
pending on source of host mortality: parasitoid- or hyperparasitoid-controlled . 
During endemie periods, high parasit ism rates can also be caused by hyperpar-
asitoids, state HP . This st ate has low densit ies of both host and parasitoids 
because the hyperparasitoid kills parasitoids that have already infected the host , 
so total parasitism rates remains high. We assume that both P and HP states 
produce healthy forest in which the host is cont rolled by primary parasitoids and 
hyperparasitoids. Tot al parasit ism rates are therefore the sum of these two states 
with low host densit ies, P + HP. Severe defoliation causes complete forest death , 
and eventually results in R recovering forest . Young forest can only support low 
host densit ies, so there is no visible defoliation. 
3.2.3 Description of state transit ions 
Rates of c control and e exclusion describe changes in parasitoid dominance. 
c and e are analogous to colonization and extinction in the metapopulation model 
but we rename them to emphasize that they occur due to biotic interaction (Fig-
ure 3.2 arrows). Cont rol and exclusion processes occur at rate proport ional to 
themselves because the parasitoid is pre ent in the fore t at low densities ( disper-
al from another stand is not required). Dispersal of hosts occurs only between 
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neighbouring stands (a). 
A recovering forest grows to mature parasitoid-cont rolled forest (R - > P 
with probability ep). During forest recovery, parasitoids locate and attack scat-
tered host individuals, increasing in density and establishing dominance. Para-
sitized hosts are the main resource in t he parasitoid-cont rolled forest , t herefore 
hyperparasitoids reproduce and gradually cont rol parasitoids (P - > HP with 
probability chp) . Small hyperparasitoids are weaker dispersers so the transit ion 
from parasitoid-controlled to hyperparasitoid-cont rolled forest only depends on 
the proport ion of its state (not on proport ion of another state) . Hyperparasitoid-
control is unstable because hyperparasitoids ult imately cause mortality of both 
hosts and parasitoids (simultaneous strong effects on two trophic levels, Figure 
3.1). Over t ime, parasitoid mortality by hyperparasitoids feeds back to hyper-
parasitoid mortality because there are no parasit ized hosts required to complete 
its life cycle (obligate hyperparasitoids can only attack already parasit ized hosts). 
The hyperparasitoid is excluded locally because hyperparasitoid-control is an un-
stable state and causes a top-clown collapse of the host-parasitoid-hyperparasitoid 
chain. When hyperparasitoids are excluded , low host densit ies experience no nat-
ural enemy attack and reproduce without natural enemies. Host densities increase 
exponentially because parasitoids cannot increase fast enough , and cause defolia-
tion (HP- > I with probability ehp)· Parasitoid-cont rol is also unstable because 
parasitoids overexploit hosts. When parasitoids are excluded, hosts reproduce 
without natural enemies , causing defoliation (P - > I with probability ep)· 
Dispersal between neighbouring stands allows hosts to spread from infected 
to parasitoid- cont rolled forest (HP - > I if neighbours are infected , disper-
sal t ransition with probability asbwhp' mass action). Hyperparasitoid-cont rolled 
stands have a low parasitoid density. Because the hyperparasitoid cannot lay eggs 
in the budworm without the parasitoid intermediate, the budworm experiences 
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no mortality there. Host dispersal can also take place into parasitoid-controlled 
forest because host densities are several orders of magnitudes higher in infected 
states (P- > I dispersal transition with probability Œsbwv' mass action). Par-
asitoid and hyperparasitoid disperse to the four closest stands, controlled by ap 
and ahp respectively. We assume that defoliation dieback is caused by resource 
depletion and not parasitoids (I- > R transit ion with probability 12). 
3.2.4 Spatially-implicit metacommunity model formulation 
We express t he above verbal description of the host-parasitoid- model in 
a system of mean-field equations to quantify landscape dynamics. Here we im-
plement the novel biotic mechanism that the hyperparasitoid inhibits parasitoid-
control and init iates a defoliation event. Without hyperparasitoids ( Chp = 0) the 
metacommunity model reduces to a parasitoid model. Each variable represents 
the proportion of stands in each forest state, and the landscape contains a fixed 
number of stands, soR+ P +HP+ I = 1 and R = 1- (P +HP+ I) . We 
represent the dynamics with the following system of differentiai equations: 
dP s)) dt = epR + apP R - epP- (1- (1- ŒsbwJ P - ChpP- Œhp P HP (3.1a) 
~~ = epP + (1 - (1 - Œsbwp i 8 ))P + ehpH p + (1- (1- ŒsbwhJ8 ))H p - r2 I 
(3. 1 b) 
(3 .1c) 
(3 .1d) 
Rates c and e are (hyper)parasitoid-cont rol and exclusion rates, 12 is infec-
tion dieback (Table 3.1). Because forest stands are immobile, ap corresponds to 
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host dispersal into parasitoid-cont rolled forest and O'.hp corresponds to host dis-
persal into hyperparasitoid-controlled forest . In a landscape model each stand 
is potentially surround_ed by mult iple infected stands yet a single successful dis-
persal event is sufficient to cause infection . Therefore, we need to modify I in 
the equation. 1 - I sets the rate that no dispersal occurs from a given neighbor. 
The neighborhood of each st and is the closest 8 stands, and the rate at which 
a no-dispersal event occurs from all of them is th us ( 1 - !)8 . Fin ally, rate of 
dispersal from at least one neighbor is 1- (1 - !) 8 (as Fuks & Lawniczak, 2001 ; 
Guichard et al. , 2003) . This approximation allows us to implicitly consider space 
and introduces a more realistic non-linearity in the syst em making it susceptible 
to instability (Nenzen et al. submitted) . A high proport ion of infected forest 
stands means a high density of insects and populat ion growt h , and indirectly a 
higher rate of infection . 
3.2.5 Spatially-explicit metacommunity model formulat ion 
A spatially-explicit model is used to investigate the effect of spatially-explicit 
dispersal by tracking the neighbours of each forest stand . It is a cellular automaton 
where each stand can be in only one of four potent ial states: parasitoid-cont rolled 
forest , P , hyperparasitoid-controlled forest HP , infected, I , or recovering, R . 
Therefore, the total proportion of each state is equivalent to the proportion mod-
eled by the mean-field model. The transition rules to each focal stand (and from 
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each infected neighbor in case of dispersal) are the following: 
R--+ Pif parasitoid species present (ep) (3.2a) 
P--+ HP if hyperparasitoid species controls and parasitoid absent (chp) 
(3.2b) 
HP--+ I if hyperparasitoid species is excluded and parasitoid absent (ehp) 
(3. 2c) 
P --+ I if ap ~ h (3.2d) 
HP --+ I if ahp ~ h 
I--+ Rif 12 ~ h 
(3.2e) 
(3.2f) 
In our spatially-explicit model, the transition depends on the same parame-
ters as in the spatially-implicit model, but rates from the deterministic spatially-
implicit model here become probabilities of transition. Probabilities are stochastic 
because they are compared to uniformly distributed random numbers h between 
0 - l.The algorithm simulates a separate dispersal event from each infected neigh-
bor with a random h drawn for each infected neighbor (maximum 8 neighbouring 
stands). A susceptible stand can potent ially be infected multiple times but one 
successful dispersal event is enough to cause an infection. 
3.2.6 Model implementation and analysis 
We investigated the spatially-implicit and -explicit metacommunity model 
with numerical simulations, and specifically the impact of hyperparasitoid control 
rate and host dispersal on occurrence of outbreaks. 
To explore parameter space, we tested 20 values of chp in the range 0.00001-
86 
0.1, and 2 values of ehp, 0.00001 and 0.002. We also tested the effect of distinct 
host dispersal rates into parasitoid- and hyperparasitoid-controlled forest, ap and 
ahp (0-1 in increments of 0.05, equations 3.1a-3. 1d, 3.2a-3.2f) . Other parameters 
are considered constant and so they were not investigat ed here (Table 3. 1). The 
minimum t ime to reach mature forest in North American boreal forests is 40 years 
(Burns & Honkala, 1990), therefore we set Cp to 1/40. Stand mortality usually 
begins in the fift h year of infection , and full mortality occurs after roughly 10 years 
when the stand is completely defoliated and unable to photosynt hesize (MacLean, 
1980). We therefore set 12 to 1/3, based on the number of years infection lasts 
before killing a forest stand. 
We analyzed the spatially-implicit madel (equations 3.1a-3. 1d) with both lo-
cal stability analysis and numerical simulations. Local stability analysis was con-
ducted to identify the critical condit ions required for the occurrence of damped or 
sustained oscillations at different parameter values (Soetaert, 2009). Local stabil-
ity analysis estimates the J acobian matrix numerically at the positive equilibrium 
points. Oscillations occur if the eigenvalues of the Jacobian are complex (have 
imaginary parts). We numerically simulated the spatially-implicit madel with a 
Runge-Kutt a fourth-order integration with a time step of 0.1. We ran simulat ions 
for 5000 years and discarded the first 100 years as transients. 
The spatial simulations (equations 3.2a-3.2f) occurred in a square lattice of 
X 2 forest stands with periodic boundary conditions (torus, X = 200). We used a 
large landscape to allow landscape dynamics to emerge, and present results from a 
subset of 10 x 10 stands. In each time step (year) the madel randomly selected X 2 
stands and updated their states. A stand may therefore have no or multiple state 
changes per stand in a single t ime step. This method approximates continuous 
mean-field dynamics (asynchronous updating, Durret t & Levin , 1994). The init ial 
state was an equal proportion of all states (0.25) distributed randomly in space. 
Table 3 .1 Model st ates and default parameters used in simulations. 
Process Symbol Value Descript ion 
States P Parasitoid-controlled forest 
HP Hyperparasitoid-controlled forest 
I Infected forest 
R Recovering forest 
P arametersy2 
Cp 
ep 
CJtp 
ehp 
Dp 
Ü!Jtp 
Ü!sbwp 
Dsbwh 
1/3 
1/40 
0 
0.0001 
0.001 
0 
0.3 
0.0 
0.4 
Infect ion dieback 
Forest regTowth to P 
Parasitoid exclusion , loss of control 
Hyperparasitoid-control 
Hyperparasitoid exclusion, loss of cont rol 
Parasitoid dispersal 
Hyperparasitoid dispersal 
P robability of host dispersal into P 
Probability of host dispersal into HP 
We ran 10 stochastic simulations for each parameter set . 
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We analyzed t he simulation results to determine if large-scale out breaks 
occurred, and their spatial distribution. We recorded maximum proportion of 
infected stands I during each simulation as out break size. Average parasit ism 
rates were represented by the combined proportions of P and HP states, since 
this indicates the proportion of stands where host densit ies are low. 
3.3 Results 
Model simulations indicated that hyperparasitoids destabilized community 
dynamics and caused hosts to have large, cyclic outbreaks. Outbreaks occurred 
as hyperparasitoids gradually cont rolled a larger proportion of the previously 
parasitoid-cont rolled landscape and their inherent instability caused them to drop 
and an outbreak occur (Figure 3.3 C, F). Even though the model was formulated 
so there were no hyperparasitoids in defoliated forest, on a landscape-scale hyper-
para itoids remained during the epidemie period. Hyperparasitoid-control peaked 
just before and during outbreaks. 
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The spatially-implicit madel generated out breaks at the beginning of simula-
tions, while the spatially-implicit madel generated outbreaks that were sustained 
for longer periods. In the spatially-implicit madel, with only the presence of hyper-
parasitoids there were damped oscillations (Figure 3.3 C) . In the spatially-explicit 
madel, with hyperparasitoids there were large outbreaks that covered almost 50% 
of the landscape. Outbreaks init iated by only hyperparasit oids were 10% larger 
than those produced under the assumpt ion both hyperparasitoids and parasitoids 
(Figure 3.3 F vs. E). If there were no hyperparasitoids and only parasitoids caused 
outbreaks, defoliation was constant and there were no large-scale outbreaks (in 
both spatially-implicit and -explicit models, Figure 3.3 A, D). 
Hyperparasitoid control and exclusion rates cont rolled the outbreak dynam-
ics. Higher hyperparasitoid control rates chp removed hyperparasitoid-control 
faster and increased outbreak size (0.4 of landscape infected at low hyperpara-
sitoid exclusion ehp rates , Figure 3.4) . Higher hyperparasitoid cont rol and ex-
clusion rates allowed the hyperparasitoid to quickly control hosts t hroughout the 
landscape, so outbreaks occurred constantly and were therefore smaller (0.07 of 
landscape infected, Figure 3.4) . 
Simulation results supported the hypothesis that hasts should be capable of 
spreading more into hyperparasitoid-controlled forest . The reason is that in forest 
controlled by hyperparasitoids, parasitoid densit ies are lower so hosts experience 
less parasitism and outbreaks are larger . With no host dispersal, out breaks cov-
ered < 0.01 of the landscape (asbwp and Œsbw"p < 0.1, Figure 3.5) . Larger outbreaks 
occurred when hosts dispersed faster into hyperparasitoid-controlled forests than 
into parasitoid-cont rolled forest (in terms of % landscape infected , above the white 
diagonal, Figure 3.5). 
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3.4 Discussion 
Insect outbreaks have large ecosystem and economie impacts so to better 
predict and ant icipate them, we investigated how natural enemies may cause 
outbreaks. Our metacommunity model replicated unstable and over-exploitative 
host-parasitoid interactions and results suggested that natural enemies destabilize 
host dynamics and generate outbreaks. Parasitoid and hyperparasitoid densities 
build up until all natural enemies are excluded and host population rapidly in-
creases (Figure 3.3). The spatially-implicit version did not generate sustained 
outbreaks, while the outbreaks in spatially-explicit version suggest that local dis-
persal is essent ial to generate outbreaks in nature (Figure 3.3 C vs. F). Hyperpar-
asitoids especially destabilize host dynamics because they control the densities of 
two trop hic levels simultaneously; both hosts and parasitoids (Figure 3.1). Only 
parasitoids could not explain why total parasitoid-control decreases, so if hyper-
parasitoids were not observed , parasitoids could not explain outbreaks alone. We 
showed that modelling 2 species (host and parasitoid) is insufficient and that 
t ri-trophic metacommunity model was capable of reproducing outbreaks. Higher 
trophic levels such as hyperparasitoids potentially add instability to forest pest 
ecosystems and cause outbreaks. 
We constructed a metacommunity model that quantitatively supported ob-
servations that hyperparasitoids may cause outbreaks (Rosenheim, 1998). Hyper-
parasitoid impacts are generally underestimated because they are little studied. 
Hyperparasitoids are difficult to rear in laboratories and few studies are explicit ly 
designed to sample them when emerging at the end of the season (Hawkins, 1994; 
Rosenheim, 1998). Studies that quantified their effects indicate that modelling 
dynamics of additional trophic levels is necessary. For example, single-species 
metapopulation models did not capture dynamics of hosts that are attacked by 
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parasitoids (Kean & Barlow, 2000) . Rosenheim (2001) observed empirically that 
parasitoids controlled aphid host densities in cotton fields. Parasitoid densities 
increased when t hey were protected from hyperparasitoid predation , suggesting 
that hyperparasitoids can disrupt t he top-down control. 
Without investigating hyperparasitoids, studies may attribute outbreaks to 
other mechanisms, such as bottom-up cont rol or climate. The madel helps to 
illuminate the top-down mechanisms that cause observed parasitoid-cont rol to 
decrease just before an out break (Myers & Cory, 2013). During epidemie periods 
of spruce budworm the observed natural enemy community had more hyperpar-
asitoid species. Eveleigh et al. (2007) interpreted this as a 'bird feeder effect ' , in 
which higher budworm densities attract a higher parasitoid and hyperparasitoid 
species richness. Here, hyperparasitoids were more prevalent just before and dur-
ing epidemie periods because they actually add additional instability and cause 
outbreaks. The top-down hypothesis that natural enemies drive outbreaks fits 
observed budworm outbreaks well because there were long endemie periods punc-
tuated by fast increases in epidemie densities (Figure 3.3). Once the host has 
increased in density in one location, higher dispersal rates into hyperparasitoid-
controlled forest further favoured large out break sizes (as expected because it en-
counters no natural enemies without the primary parasitoid (Figure 3.5). Madel 
results suggested that top-down control can also explain the occurrence of out-
breaks . 
The madel can be validated with landscape-level data such as defoliation and 
parasitism rates because it models parasitoid-cont rol. We assumed that defoliation 
is a proxy for high host: parasitoid density ratios, and that healthy forest indicates 
high parasitoid- and hyperparasitoid-cont rol rates. This assumption allows us to 
build a presence-absence metacommunity madel instead of a population density 
madel. While these assumpt ions might simplify the ecology too much , metacom-
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munity models are advantageous because they require fewer parameters so are 
more are transparent. An additional advantage of using defoliation as a proxy for 
species-control is that the model can be directly compared to available data on 
parasitoid-caused host mortality (i.e. percentage parasit ism rat es on hosts caused 
by all parasitoids, Myers & Cory, 2013; Klemola et al. , 2010). This is useful be-
cause in the field it is easier to quantify parasit ism rates than estimate population 
densities (as required by population models, among other parameters, Hassell , 
2000) . We suggest the model is flexible enough to illuminate dynamics of ot her 
parasitoid systems. 
3.5 Conclusion 
The metapopulation concept was originally developed to improve biological 
control of pests (Levins, 1969) , but bas rarely been used in biological pest man-
agement because it did not explicitly include biotic interactions. Here, we extend 
the metapopulation models to metacommunity model that can represent realistic 
interactions between multiple trophic levels. This metacommunity model is more 
transparent and tractable compared to similar population models that represent 
mult iple t rophic levels with a greater number of parameters. Results suggest that 
future empirical and theoretical studies should also consider natural enemies from 
higher trophic levels, as they may have destabilizing effects on host dynamics. 
The model made the testable prediction that hyperparasitoid-cont rol rates should 
increase (and consequent ly parasitism rates drop) just before an out break occurs. 
If empirical data reveal the same gradual increase of hyperparasitoid-cont rol rates, 
hyperparasitoids could could serve as an early warning signal of outbreaks. 
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Figure 3 .3 Example simulations with only parasitoids (left column , A, D, G), 
bath parasitoids and hyperparasitoids (middle column , B, E , H), and only hy-
perparasitoids (right column , C, F , I) , in bath spatially-implicit (top row) and 
-explicit models (middle row). The bottom row shows an example landscape from 
the spatially-explicit simulations. If a (hyper-)parasitoid was present, its exclusion 
rate ep (ehp ) was 0.001. All other parameters are as in Table 3. 1. · 
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Figure 3.4 Effect of hyperparasitoid control chp and exclusion ehp rates on out-
break size, i.e. proportion landscape in state J . Each value indicates the average 
maximum infected proportion from all simulations with that parameter combina-
tian . Simulations were carried out with other parameters as in Table 3.1. 
Seehausen for introduction to budworm parasitoids . Thanks to Emily Tissier for 
editing the manuscript. 
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Figure 3.5 Effect of host dispersal rates into parasitoid-controlled and 
hyperparasitoid-controlled forest on out break size , i.e. proportion landscape in 
state I . The diagonal white line indicates asbwp = Ctsbwhp· Simulat ions were car-
ried out with all other parameters as in Table 3.1. 
CONCLUSION 
In chapter 1, I constructed a metapopulation mo del inspired by spruce bud-
worm to assess how insect dispersal affects outbreaks by tracking defoliation. 
Transitions between mature (non-defoliated) and infected (defoliated) forest mir-
rored the local cycle of the budworm resource depletion and regeneration. Results 
showed that nonlinear dispersal between patches synchronized these local cycles 
and generated outbreaks. The Allee effect decreases budworm population growth 
rates during low densit ies (Régnière & Ne~lis, 2007); the result suggest that this 
local process may propagate up to influence landscape dynamics. My modelling 
framework compared spatially-implicit and -explicit model implementations; the 
difference between these results is the presence of spatial variability in dispersal. 
I found that spatially-explicit simulations produced outbreaks over a wider set 
of parameters, and that stronger dispersal produced larger outbreaks in terms of 
infected landscape. The emergent simulation results matched the 35-year period-
icity of budworm outbreaks in our region, but simulated infections never covered 
more than a third of t he landscape. While certain parameter values reproduced 
observed outbreaks, those parameter values may not be realistic in nature. In this 
theoretical chapter , I identified that nonlinear dispersal can synchronize fluctua-
tions, however what triggers the initial 'epicenter ' remained unknown. 
In chapter 2, observed land cape data was used to parameterize the model 
framework developed in chapter 1. Confronting my madel with data allowed me 
to test the second synchronizing mechanism; the Moran effect . A statistical model 
was fitted to data to explore if infection epicentres and dispersal were driven by 
climate fluctuations. I found outbreaks were driven by a suite of climate variables . 
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Coupling statistical models to simulation models showed that temporal autocar-
relation was important to synchronize outbreaks (Figure B.8, Figure 2.4) . At the 
beginning of both outbreaks, defoliation probabilities were high and dieback prob-
abilities were low, which generated many epicentres that stayed infected for many 
years (asynchronous probabilities, Figure B.8). Consecutive years with suitable 
climate conditions affected local population growth and mortality rates so that 
the species remained at epidemie densities longer and were able to disperse. Tem-
poral. autocorrelation 'enhanced' the Moran effect by indirectly favoured dispersal 
which, in turn , synchronized outbreaks. It was dispersal that synchronized out-
breaks and not the spatial Moran effect , because the spatial autocorrelation did 
not contribute to better reproducing outbreaks. An interaction between climate 
and dispersal was also identified statistically (submodels with interactions fit ob-
served data better , Table 2.2). 
The Moran effect alone cannot explain why budworm outbreaks recur every 
35 years (Royama, 1992) , so other processes might be acting upon these outbreaks. 
Temporal autocorrelation is important , but climate does not cycle regularly and 
therefore cannot cause outbreaks with regular intervals. Local cycles may be 
explained by the forest resource slowly growing back after previous mortali ty. 
However , these resource cycles are not sufficient to explain large-scale outbreaks 
because they cannot synchronize defoliation in space. Empirical studies have 
shown that stand age alone only partially explained variation in stand mortality 
(Bergeron et al., 1995). On the basis of this, I did not consider stand age as 
a synchronizing mechanism. I tested this assumption, and stand age was not 
an accurate predictor of the observed defoliation dynamics (according to AIC, 
Section B.3) . Stand age was not considered as a mechanism in my model, instead 
local cycles were determined solely by landscape-level drivers that can synchronize 
outbreaks (dispersal, climate and natural enemies). 
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My simulation model reproduced the temporal patterns of budworm defoli-
ation but was less successful at reproducing spatial and spatiot emporal patterns. 
The dispersal kernel, parameterized from the spatiotemporal spread of defoliation , 
indicated that budworms disperse over long dist ances (Figure 2.3). The observed 
kernel bad a much larger range than the neighbourhood kernel in chapter 1, and 
should have generated the spatially clustered defoliation. However, defoliation 
'clusters' were too small and fragmented and did not closely resemble observed 
outbreaks (Figure 2.5) . Moreover , the model did not reproduce the episodic tran-
sitions in observed data (Figure 0.4). Episodic defoliation occurs when multiple 
neighbouring stands become infected in the same year . The mo del already ac-
counted for spatiotemporal climate variation and so we can rule out climate as 
a causal factor. Forest type as a predict or also did not reproduce the observed 
defoliation dynamics in my work (according to AIC , Section B.3). Intuitively, 
this result is expected as forest type does not change annually. Moreover , these 
episodic transit ions occur throughout large regions (Sturtevant et al. , 2015). It 
is possible that episodic transitions are data artefacts if aerial surveys were not 
detailed enough. Because my estimated dispersal kernel, climate and forest type 
cannot fully explain the observed pat terns of dispersal, addit ional mechanisms 
should be explored. 
The dispersal kernel can be altered to represent underlying population pro-
cesses. In presence-absence models, dispersal represents both successful migration 
from a patch as well as est ablishment in another pat ch . In population models on 
the other band , density-dependent dispersal from a patch is proport ional to pop-
ulation size, where population size varies in response to climate. The interaction 
between climate in one location and uccessful dispersal elsewhere was not ex-
plicit in our framework. To represent how climate affects local population size, 
one could add a spatially-explicit mechanism that uses climate as a proxy for lo-
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cal population density (Lande et al. , 1999; Grave! et al. , 2010). For example, the 
dispersal kernel to a patch could be further modified to depend on the climate 
in the donor patch . The dispersal probability to patch i from patch j would be 
exp( - 6dij E j) where E j is the climate in patch j, 6 is the parameter to estimate 
and dii is the distance between cells (instead of exp( - 6dij) in chapter 2). Th us, 
population dynamics could be approximated to possibly provide a more realistic 
mo del. 
In chapter 3, I tested the third synchronizing mechanism: biotic interactions. 
If climate is not responsible for initiating out breaks , possibly interactions with 
natural enemies can destabilize budworm dynamics. To rigorously investigate 
this, I developed a metacommunity mode! in which host-parasitoid interactions 
drive species distribut ion . My mode! refiected the intuition of Royama (1992) that 
mult iple levels of natural enemies build up over t ime: "Because many (probably 
all) primary parasitoids in the field are attacked by their own enemies , their 
efficacy to cont rol spruce budworm is greatly reduced." Thus, the forest - budworm 
- natural enemy complex oscillates slowly with high amplitude. This formulation 
also followed the trit rophic verbal mode! of Cooke et al. (2007), but instead , I 
included four t rophic levels; resource, host , parasitoid and hyperparasitoid . My 
mode! is similar to t he double equilibria mo del (Ludwig et al. , 1978) in that natural 
enemies affect host densities. Our mode! was capable of represent ing mult iple 
trophic interactions without becoming intractable by represent ing species ratios 
(cont rol or not cont rolled) instead of densit ies. 
To explore the hypothesis of biotic interaction, I reformulated the landscape 
model of previous chapters so the healthy forest stage can be controlled by two dif-
ferent t rophic levels (parasitoid and hyperparasitoid). This is a val id assumpt ion 
because parasitoids and hyperparasitoids both suppress host densit ies, but hyper-
parasitoids are more difficult to detect (Rosenheim, 1998). The addit ion of this 
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state changed the underlying model structure, as well as emergent outbreak pat-
terns. In epidemiology, disease patterns were better understood when states that 
are difficult to detect were included in the SIR model. For example, cholera may 
cause inapparent (assymptomatic) infections in individuals, but those individuals 
do not transmit the disease and change the overall disease pattern (King et al. , 
2008) . The formulation of a mechanistic model must account for all important 
states and underlying mechanisms to be able to predict outbreak dynamics (King 
et al. , 2008). In my study system, I suggest that the hyperparasitoid-controlled 
forest is an inapparent state which is rarely measured but its presence changes 
outbreak patterns. 
Previous chapters showed that dispersal is episodic, so the logical next step is 
developing a spatially-explicit version of t he metacommunity model. Parasitoids 
generally have smaller body sizes than hosts because there is less available energy 
at the top of the food chain (since only one trophic interaction occurs during their 
lifetime, Brodeur, 2000). Smaller parasitoids are less mobile than their hosts, 
and hyperparasitoids are occasionally wingless (Harvey, 2008). In trophic net-
works , predators disperse more than their prey which links patches in space and 
reduces spatial heterogeneity (McCann et al. , 2005; Gravel et al. , 201lb; Thnney 
et al. , 2012). However , I expect less mobile natural enemies such as parasitoids, 
to increase the patchiness in the landscape. A spatially-explicit model can assess 
whether hyperparasitoids reproduce the spatial patchiness and episodic transi-
tions of observed defoliation. Parasitoids have unique coexistence and dispersal 
dynamics, compared to predators, and these characteristics are reflected in the 
design of the metacommunity model. 
Current host-parasitoid models rarely incorporate multiple species at each 
trophic level, but the metacommunity model can easily be extended to repre-
sent multispecies dynamics. Ecologists do not completely understand dynamics 
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of observed complex host-parasitoid interaction networks (Hawkins et al. , 1999; 
Morris et al. , 2014) . Host-parasitoid networks show which species are general-
ists and attack multiple hasts , or specialists that only attack one host . The 
identity of species , and proportion of specialists and generalists that attack the 
budworm, changes during an outbreak cycle. For example, during the end of 
epidemie budworm densities, there was a higher number of generalist parasitoid 
and hyperparasitoid species than during endemie periods (Eveleigh et al. , 2007) . 
To investigate if specialist and generalist species play different roles in outbreaks , 
madel simulations could test how interaction networks observed during endemie 
and epidemie periods influence outbreak size. Do certain specialists or general-
ists , at the parasitoid or hyperparasitoid level , encourage or discourage out breaks? 
A metacommunity madel would provide the mechanisms to study spatiotempo-
ral community assembly, and could explore how the interactions between species 
affects out breaks (Eveleigh et al. , 2007; McCann & Rooney, 2009). 
3.7 Management to minimize outbreaks 
The metapopulation madel was developed explicitly to guide pest manage-
ment (Levins, 1969), but it has rarely been applied to real pest management 
situations. Even though research shows that species disperse, pest control is han-
dled as if pests were immobile (Stinner et al. , 1983; Tscharntke et al. , 2007). 
The metapopulation madel could be very useful to explore novel management 
practices because it is formulated at the landscape scale: the scale at which man-
agement is decided (Cuddington et al. , 2013). In arder for ecological theory to 
have a wider influence on society, the spatiotemporal scales of population exper-
iments and mo dels should match management scales (Stevens et al. , 2007) . The 
improved understanding of landscape-scale drivers of outbreaks achieved in this 
thesis can aid in management of budworm outbreaks. By knowing how dispersal 
and natural enemies synchronize outbreaks, we can develop novel management 
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methods to desynchronize outbreaks. 
Various control strategies have been employed to stop the destruction of 
economically-important forests, but budworm outbreaks have proven remarkably 
resistant to control efforts. When outbreaks have already started, short-term 
strategies against spruce budworm are through biological and chemical controls. 
Large-scale DDT aerial spraying was common until the end of the last big out break 
(Morin et al., 2007; Ludwig et al. , 1978) . Su ch indiscriminate pest interventions 
can harm the metacommunity, and DDT application possibly killed budworm's 
natural enemies and further prolonging outbreaks (Cooke et al. , 2007) . Presently, 
a bacterial insecticide Bacillus thuringensis is used to cont rol defoliation (Fournier 
et al. , 2010). However, spraying one stand is futile, because dispersal from other 
locations will increase local host densities anyway (Sturtevant et al. , 2015). Trying 
to stop an outbreak through population suppression is 'practically impossible' 
(Liebhold , 2012) , so past control efforts may have been ineffective because they did 
not consider the landscape. The goal is not to stop outbreaks, but to desynchronize 
them so that defoliation is constant in time. 
Since the metapopulation model is analogous to epidemiological models 
(Grenfell & Harwood , 1997; Earn et al. , 1998), the model developed here can 
integrate epidemiological strategies to bolster management strategies. Given that 
the goal of epidemiology is to contain outbreaks, epidemiology has a large tool-
box of vaccination techniques (Anderson & May, 1992; Keeling & Rohani , 2008). 
Epidemiological models can open new possibilities of forest management by 'vac-
cinating' the landscape against in ect outbreaks. In the metapopulation mode!, 
logging removes forest that is suscept ible to outbreaks, just like in epidemiology, 
vaccination removes susceptible individuals to limit t ransmission (Riley, 2007). 
Currently, forestry management sets totallevels of harvesting in the form of 'an-
nuai allowable cuts', but does not direct in which locations the harvesting should 
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be implemented. As shawn in epidemiology, targeting the individuals most likely 
to spread the disease leads to more effective vaccination (Keeling & Eames, 2005) . 
For diseases within a landscape, targeted vaccination corresponds to spatial vacci-
nation. For instance, Beyer et al. (2011) constructed a spatially-explicit metapop-
ulation madel of rabies and determined which locations should be targeted to pro-
duce effective vaccinations. The budworm dispersal kernel estimated here could 
be transformed into management tools for setting spatiotemporally-explicit har-
vesting guidelines. I showed that the Allee effect has landscape-scale effects on 
outbreak size. By logging to fragment large areas of mature forest , the Allee ef-
fect could be used to redu ce effective dispersal and th us out breaks (Johnson et al. , 
2006; Blackwood et al. , 2012) . 
A second approach to improve management is through biological control 
that uses the characteristics of higher-level hyperparasitoids. Biocontrol methods 
presently focus on how characteristics of single parasitoid species may influence 
parasitoid control (Murdoch et al., 2003; Briggs & Hoopes , 2004) and rarely if 
the parasitoid is suppressed by hyperparasitoids . Research efforts have possibly 
ignored hyperparasitoids because they inhibit parasitoid control and threaten bio-
control (Rosenheim, 1998) . However , ecologists have to understand why parasitoid 
control fails . As Royama (1992) cautioned , what happens in the system will be 
diffi.cult to predict unless we know the composition and status of the food web. 
The madel suggests that a rising proportion of hyperparasitism constitutes an 
early warning signal (Scheffer et al., 2009) for imminent loss of parasitoid control 
and eventual outbreak. 
3.8 Conclusion: Space-time interactions in forest metacommunities 
In this thesis, I reinterpreted insect pest outbreaks as a metapopulation 
process , which closely integrated data with modelling, and bridged inductive and 
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deductive models (Coulson et al. , 2004) . Articulating our biological knowledge 
in mechanistic models forces us to clearly express the dynamics and acknowledge 
our assumptions. I formulated a single model from the defoliation data that 
incorporated the three main mechanisms of out breaks, instead of a separate model 
for each hypothesis. The metapopulation model is flexible enough to be applied 
to other species with spatiotemporal presence-absence data, ·and the resulting 
parameter values corresponds to drivers of each species . Successful management 
strategies depend on knowing the parameters that affect species dynamics (Levins, 
1969). In conclusion, the metacommunity modelisa way to produce simple, semi-
mechanistic and data-rich models (Cooke et al. , 2007). 
Validation is a challenge with more complex models (Scheller & Mladenoff, 
2007) , however my minimal framework could be validated in four ways. For the 
statistical model, I compared model accuracy and predictive ability (AIC vs. inde-
pendent cross-validation). The two evaluation measures provide complementary 
information, showing that climate accurately describes outbreaks but is not gen-
eral enough to predict future outbreaks. Second, I used a simulation model to fit 
emergent properties such as outbreak frequency and amplitude, instead of statis-
tical accuracy. Third , to assess if model type influences results, the simulation 
model in chapter 1 was implemented with two different mathematical methods (or-
dinary differentia! equations and cellular automata) which makes robust results 
(Levins , 1966; Scheller & Mladenoff, 2007; Harrison et al. , 2011). Finally, the 
metacommunity model reflected the same unstable coexistence as host-parasitoid 
models (Nicholson & Bailey, 1935) but in a presence-absence formulation. Re-
formulating the model from the same biological observations avoids assumptions 
inherent in population models. In the end however , mo dels are no more , and no 
less, than our best understanding of the system (Levins , 1966) . 
In this t hesis I investigated the three main mechanisms hypothesized to syn-
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chronize outbreaks by developing a novel modelling framework that allows direct 
comparison to empirical data on the same scale as outbreaks. I demonstrated 
that spatiotemporal autocorrelation in climate values may amplify insect popu-
lation fluctuations, and that dispersal and natural enemies interact to spatially 
cluster distributions. I also presented an original, quantitative the01·y and testable 
predictions of how higher-order natural enemies can influence outbreaks. Thus , 
local processes of budworm and natural enemy interactions produce slow oscil-
lations in one location. When dispersal was enhanced by the Moran effect, it 
synchronized the oscillations in multiple locations causing a widespread, periodic 
outbreak to occur. I studied multiple scales of outbreaks and was able to show 
that different drivers control local and regional dynamics . Although I might have 
sacrificed precision by not modelling population densities, I gained realism and 
generality (Levins , 1966) , and a model useful to improve future management. In 
short , I demonstrated that temporal climate autocorrelation may amplify insect 
population fluctuations in time and that dispersal and natural enemies interact 
to spatially cluster distributions. 
APPENDIX A 
EPIDEMIOLOGICAL LANDSCAPE MODELS REPRODUCE CYCLIC 
I SECT OUTBREAKS 
A.l Local stability analysis of the mass-action approximation 
Here we show the analytical results for the local stability analysis of the 
equations with mass action dispersal aF ! . Here we use mass action dispersal 
because the dispersal equation ,BF+af(I)[l - (1 - I) 24]F and f(I) = JP (equivalent 
to the cellular automata) is not tractable. We used the mass-action approximation 
a F I of dispersal to be able to solve the equations algebraically. The equations 
are: 
dF 
- = 'Yl( l - F-!)- ,BF- afF dt 
dl 
dt = ,BF + al F - 12! 
(A.l) 
(A.2) 
Without t he assumption of spontaneous infections (,8 = 0) , there are two 
equilibria (analysis in sage code, Section A.2 below) . In one unstable equilibrium 
there is no spruce budworm so we do not analyse it fm·ther. For the second equilib-
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rium, F indicates the proportion of mature forest in the landscape at equilibrium: 
- 12 F=-
a 
I indicates the proport ion of infected forest in the landscape a t equilibrium: 
I = ( Œ * I l - Il * 12) 
( Œ * Il + Œ * 12) 
We evaluate the J acobian of the system of equations at the non-trivial equi-
librium point. We determine the stability of this equilibrium point based on the 
eigenvalues of the Jacobian. The parameter values determine the stability of the 
system, as indicated by the sign of the real parts of the eigenvalues and if the 
eigenvalues are complex. We evaluate the eigenvalues under several parameter 
values a, 11 and 12· With a = 0.6 , 11 = 1/ 3 and 12 = 1/ 3 the eigenvalues À are: 
Àl = -0.03 - i0.09 
À2 = -0.03 + i0.09 
Eigenvalues are complex conjugates with negative real parts. The equilib-
rium point is a stable spiral: trajectories undergo damped oscillat ions toward the 
equilibrium. 
With a = 0.1 , 11 = 1/ 3 and 12 = 1/ 3 the eigenvalues are: 
Àl = - 0.09 
107 
One eigenvalue has negative real parts and the other has positive real parts. 
Therefore the equilibrium is a saddle point , which is always unstable. 
With the assumption that spontaneous infections occur ((3 > 0, sage code in 
Section A.2 below), the same method of analysis indicates that there are two equi-
libria. For the first equilibrium , the eigenvalues and the condition for oscillations 
indicate that it does not have oscillations (negative and positive real eigenvalues). 
We evaluate the eigenvalues under several parameter values a. For example, with 
(3 = 0.0015, a= 0.1 , 11 = 1/3 and 12 = 1/3 the eigenvalues are: 
Àl = 0.10 
À2 = -0.09 
With (3 = 0.0015 , a= 0.6, 11 = 1/3 and 12 = 1/3 the eigenvalues are: 
Àl = 0.30 
À2 = -0.03 
Therefore , for both low and high dispersal rates the equilibrium is a saddle 
point (unstable). 
For the second equilibrium, there are damped oscillation under high dis-
persal values (a= 0.6, complex conjugates eigenvalues with negative real parts). 
Àl = -0.04- i0.095 
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À2 = -0.04 + i0.095 
Therefore, with spontaneous infections and high rates of mass-action disper-
sal there are damped outbreaks (i.e. (3 > 0, produces oscillations t hat disappear 
over time). 
A. 2 Code for symbolic mathematical analysis 
Here we show analysis of t he FIRF madel without (3 = 0 and wit h sponta-
neous infections (3 > 0 in sage (The Sage Developers, 2015). Results are preceded 
by # . 
###################### 
# without spontaneous infections 
# b = 0 
res et () 
var('a,g1,g2,F,In') 
dFdt = g1*(1-F-In) - a*F*In 
dlndt = a*F*In - g2*In 
solutions 
solutions 
solve([dFdt==O, dindt==O], [F,In]) 
# two solutions, one no Infected forest 
# [[F == 1, In == 0], [F == g2/a, In == (a*g1 - g1*g2)/(a*g1 + a*g2)]] 
J jaco bian( [dFdt, dindt], [F, In]) 
J 
# [-In*a - g1 -F*a - g1] 
# [ In*a f*a - g2] 
# evaluate the J Jacobian matrix at equilibria. 
# second equilibrium 
# substitute sequentially to get rid of F 
J1 = J . substi tute (solutions [1] [0]) 
# substitute sequentially to get rid of In 
J2 = J1 . substitute(solutions[1] [1]) 
eigs J2 . eigenvalues() 
# test parameter values 
eigvalsO = eigs[O] (a= 0.6, g1 
eigvalsO 
0 . 033, g2 0.33) 
# -0 . 0287727272727273 - 0 . 0899006683250423*1 
eigvals1 eigs[1] (a= 0.6, g1 = 0.033, g2 = 0 . 33) 
eigvals1 # both eigenvalues are complex 
# with negative parts damped oscillations 
# -0 . 0287727272727273 + 0 . 0899006683250423*1 
# with lower dispersal a 
eigvalsO = eigs[O] (a= 0.1, g1 
eigvalsO 
# - 0 . 0933755611562973 
eigvals1 = eigs[1] (a= 0.1 , g1 
eigvals1 
0 . 033, g2 
0 . 033 , g2 
0 . 33) 
0.33) 
# unstable without oscillati ons (positive r eal parts) 
# 0.0812846520653882 
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# condition for oscillations (complex eigenvalues) 
tr = J2 . trace() 
dete = J2 .det() 
condition = tr-2 - 4*dete 
condition 
# ((a*g1 - g1*g2)*a/(a*g1 + a*g2) + g1)-2 -
# 4*(a*g1 - g1*g2)*a*(g1 + g2)/(a*g1 + a*g2) 
condition(a = 0 . 6, g1 = 0 . 033, g2 = 0.33) 
# condition is negative, there are oscillations 
# -0 . 0323285206611570 
# with lower dispersal a 
condition(a = 0.1, g1 = 0.033, g2 = 0.33) 
# the condition is positive, 
# there are no oscillations (real eigenvalues) 
# 0.0305061900826446 
####################### 
# with spontaneous infections 
# b > 0 
reset() 
var('a,b,g1,g2,F,In') 
dFdt = g1*(1-F-In) - a*F*In - b*F 
dindt = a*F*In + b*F - g2*In 
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solutions solve([dFdt==O, dindt==O], [F,In]) 
solutions 
# two long solutions 
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# [[F == -((b + g1)*g2-2 - ((a- b)*g1 - sqrt(a-2*g1-2 + 2*a*b*g1-2 + 
# b-2*g1-2 + 2*a*b*g1*g2 + 2*b-2*g1*g2 - 2*a*g1-2*g2 + 2*b*g1-2*g2 + 
# b- 2*g2-2 + 2*b*g1*g2-2 + g1-2*g2-2))*g2)/((a-2 + a*b)*g1 + 
# (a*b - a*g1)*g2 - sqrt(a-2*g1-2 + 2*a*b*g1-2 + b-2*g1-2 + 2*a*b*g1*g2 + 
# 2*b-2*g1*g2 - 2*a*g1-2*g2 + 2*b*g1-2*g2 + b-2*g2-2 + 2*b*g1*g2- 2 + 
# g1-2*g2-2)*a), 
# In == 1/2*((a - b)*g1 - (b + g1)*g2 - sqrt((a-2 + 2*a*b + b- 2)*g1-2 + 
# (b-2 + 2*b*g1 + g1 - 2)*g2-2 - 2*((a - b)*g1-2 - (a*b + b-2)*g1)*g2)) / 
# (a*g1 + a*g2)], 
# [F == -((b + g1)*g2-2 - ((a- b)*g1 + sqrt(a-2*g1-2 + 2*a*b*g1-2 + 
# b-2*g1-2 + 2*a*b*g1*g2 + 2*b-2*g1*g2 - 2*a*g1-2*g2 + 2*b*g1-2*g2 + 
# b- 2*g2-2 + 2*b*g1*g2-2 + g1-2*g2-2))*g2)/((a-2 + a*b) *g1 
# + (a*b - a*g1)*g2 + 
# sqrt(a-2*g1-2 + 2*a*b*g1-2 + b-2*g1-2 + 2*a*b*g1*g2 + 
# 2*b-2*g1*g2 - 2*a*g1-2*g2 + 2*b*g1-2*g2 + b- 2*g2-2 + 
# 2*b*g1*g2-2 + g1-2*g2-2)*a), 
# In == 1/2*((a - b)*g1 - (b + g1)*g2 + sqrt((a-2 + 2*a*b + b-2)*g1-2 + 
# (b-2 + 2*b*g1 + g1-2)*g2-2 - 2*((a- b)*g1-2 - (a*b + b-2)*g1)*g2)) 
# /(a*g1 + a*g2)]] 
J = jacobian( [dFdt, dindt], [F, In]) 
# evaluate the J Jacobian matrix at equilibria . 
# first equilibrium 
J1 = J.substitute (solutions[O] [0] ) 
J2 = J1. substi tu te (solutions [0] [1]) 
eigs J2 . eigenvalues() 
# test parameter values 
eigvalsO 
eigvalsO 
eigs[O](a 0.6, b 
# 0.307590192814325 
eigvals1 = eigs[1] (a 0.6, b 
eigvals1 
# -0.0345756472563504 
0 . 0015, g1 
0.0015, g1 
0.033, g2 
0.033, g2 
# both real eigenvalues with negative and positive parts, 
# so saddle node without oscillations 
# with lower dispersal a 
eigvalsO = eigs[O](a = 0 . 1, b 
eigvalsO 
0 .0015, g1 = 0.033, g2 
# 0.0984874692918797 
eigvals1 = eigs[1] (a 0 . 1, b 0.0015, g1 0.033, g2 
eigvals1 
# -0.0869643497927223 
# both real eigenvalues with negative and positive parts, 
# so saddle node without oscillations 
# condition for oscillations (complex eigenvalues) 
tr = J2. trace() 
dete = J2 . det () 
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0 .33) 
0.33) 
0 . 33) 
0.33) 
condition = tr-2 - 4*dete 
condition(a = 0 . 6, b = 0 . 0015 , g1 = 0.033, g2 = 0 .33) 
# condition is positive, there are no oscillations 
# 0.117077462111258 
condition(a = 0.1, b = 0 . 0015, g1 = 0.033, g2 = 0.33) 
# condition is positive, there are no oscillations 
# 0 .0343923772017880 
# second equilibrium ########### 
J1 J. substi tute (solutions [1] [O]) 
J2 J1.substitute(solutions[1] [1]) 
eigs J2.eigenvalues() 
# test parameter values 
eigvalsO eigs[O] (a= 0.6, b = 0.0015, g1 
e igvalsO # complex eigenvalues 
# -0.0392800000517154 - 0 . 0953530891067237*I 
0 . 033, g2 
eigvals1 eigs[1] (a= 0.6, b = 0.0015, g1 = 0.033, g2 
eigvals1 # complex eigenvalues 
# with negative parts damped oscillations 
# -0 . 0392800000517154 + 0.0953530891067237*I 
# with lower dispersal a 
eigvals eigs[1](a = 0 . 1, b = 0 . 0015 , g1 
eigvals # stable without oscillations 
# (positive real parts) 
# -0 . 0364156343768909 
0.033, g2 
113 
0.33) 
0 . 33) 
0 . 33) 
# condition for oscillations (complex eigenvalues) 
tr = J2 . trace() 
dete = J2.det0 
condition = tr-2 - 4*dete 
condition(a = 0.6, b = 0.0015, g1 = 0 .033, g2 = 0.33) 
# condition is positive, there are no oscillations 
# 0 . 117077462111258 
condition(a = 0 . 1, b = 0 . 0015, g1 = 0.033, g2 = 0.33) 
# condition is positive, there are no oscillations 
# 0 .0343923772017880 
# second equilibrium ########### 
Ji J . substitute(solutions[1] [0]) 
J2 Ji. substi tu te (solutions [1] [1]) 
eigs J2.eigenvalues() 
# test parameter values 
eigvalsO eigs[O](a = 0 . 6, b = 0 . 0015, g1 
eigvalsO # complex eigenvalues 
# -0 . 0392800000517154 - 0 .0953530891067237*I 
0.033, g2 
eigvals1 eigs[1](a = 0.6, b = 0.0015, g1 = 0.033, g2 
eigvals1 # complex eigenvalues 
# with negative parts damped oscillations 
# -0.0392800000517154 + 0.0953530891067237*I 
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0 . 33) 
0 . 33) 
# with lower dispersal a 
eigvals eigs[1](a = 0 . 1, b = 0 . 0015, g1 
eigva.ls # stable without oscillations 
# (positive real parts) 
# -0.0364156343768909 
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0.033, g2 0.33) 
Pro cess Symbol 
States F 
I 
R 
Rates a 
f3 
')'J 
1'2 
p 
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Table A .l Parameters of full madel. 
Value 
0 - 1, by 0.05 steps 
0 - 0.005 , by 0.00025 
steps 
40- 1 
3- 1 
0 - 1, by 0.05 
11) 
0 
0 
0 
Description 
Mature forest 
Infected forest 
Recovering forest 
Probability of spread 
Probability of spontaneous outbreaks 
Regrowth 
Dieback 
Strength of nonlinear density dependent dis-
persal 
P =O 
p =0.2 
• p = 0.4 
• p =0.6 
• p = 0 .8 
• P= 1 
0.5 
Proportion of lnfected forest 
in the neighborhood 
Figure A.l Illustrat ion of the density-dependent dispersal function . The lines 
show the nonlinear dispersal function f( I) = JP I under different values of p and 
a = l. 
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(a) T = 8/8 (b) T = 318 (c) T = 1/8 
(d)l=7/8 (e) T = 3/8 (t) T = 1/8 
Figure A.2 Neighborhood considered for the calculation of the density-
dependent dispersal function f(I) for immigration and emigration models ( delin-
eated by black lines). For immigration (a-c), the neighborhood consists of the 8 
stands surrounding the arrivai stand F. IF counts the relative number of infected 
stands in the neighborhood . For emigration ( d-f) , t he neighborhood consists of 
the 8 stands surrounding the origin stand I . II counts the relative number of 
infected stands in the neighborhood. 
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Figure A.3 Examples of FIRF madel simulations without spontaneous out breaks 
(/3 = 0) . The same figure as Figure 2 in the manuscript. a, Spatially-implicit 
madel with density-independent dispersal (p = 0). b, Spatially-implicit madel 
wit h density-dependent dispersal (p > 0). c, spatially-explicit immigration madel 
with density-dependent dispersal (p > 0). d, spatially-explicit emigration mo del 
with density-dependent dispersal (p > 0). e and f show the spatial distribution 
of stands from the simulation runs in c and d. The parameters used are a = 0.2, 
/3 = 0, 'Yl = 1/40, 'Y2 = 1/3 and p = 0.4. 
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(a) low dispersal (C) slope a: -2.327 +-0.01 
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Figure A.4 Examples of spatially-explicit FIRF model simulations with low and 
high emigration-driven dispersal (a). a, spatial distribution of stands with low 
dispersal a = 0.2 and b high dispersal a = 0.5. The corresponding power-law 
slopes (solid line) from high c and low dispersal d. The parameters used are 
(3 = 0.0001 , 1 1 = 1/40, 12 = 1/3 and p = 0.4. 
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(a) low dispersal (c) slope a: -2.123 +-0.02 
"f 
"' 1!' M 
.D 
s 
0 
ë N 
~ 
!Il 
C" 
-!!! 
u. 
F 0 
0.0 0.5 1.0 1.5 
log(Size of outbreaks) 
(b) high dispersal (d) slope a: - 2.696 +- 0.02 
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Figure A .5 Examples of spatially-explicit FIRF madel simulations with low and 
high immigration-driven dispersal (a). a, spatial distribut ion of stands with low 
dispersal a = 0.2 and b high dispersal a = 0.5. The corresponding power-law 
slopes ( solid line) from high c and low dispersal d. 
APPENDIX B 
MORE THAN MORAN: COUPLING STATISTICAL AND SIMULATIO 
MODELS TO UNDERSTAND HOW DISPERSAL AND CLIMATE 
VARIATION DRIVE OUTBREAK DYNAMICS 
Parameter results 
The climate prediction EFI was low even in the most suitable climates (/3 = 
0.008, Figure B.7). 
The mean elima te prediction of infect ions E F 1 was higher along the coast 
and in the south. In models with only the best climate variable, the probability of 
spontaneous outbreaks was highest at moderate maximum summer temperatures, 
two years previously (Figure B.7c) . 
The mean infection dieback to forest E1F was more probable on the geo-
graphie range edges, meaning that the out breaks die back faster in unsuitable 
climates d oser to the range edges (t, Figure B.7b). In unsuitable climates, (i.e. 
in ext reme spring maximum temperatures) the probability of an infected forest 
becoming forest in the next year was close to one (Figure B.7 d) . 
Dispersal probabilities were highest at around K i = 0. 5 (Figure B.7 e). 
Dispersal probabilit ies were also affected by climate , so in suitable climates the 
probability of disper al can reach 1 (thin lines in Figure B.7 e) . 
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Multiple climate variables influence the transition of out breaks. Summer and 
spring temperatures generally had a large effect on infection probabilities. Tem-
perature during the growth period determines the insect-temperature response 
curves in the laboratory (Régnière, 1987). In contrast to a similar smaller-scale 
study with linear climate relationships , precipitation and elevation variables were 
not selected (Bouchard & Auger, 2014). Temperature variables were selected here 
because our study spanned a wide environmental gradient , to which nonlinear 
temperature responses fit better. Non-parametric models have suggested that 
temperature determines cumulative budworm damage (Candau & Fleming, 2011; 
Gray, 2013), and here we show that temperature also affects infection transitions. 
Analysis of spatial autocorrelation in the statistical model 
It was necessary to separate the relative contribution of dispersal and (mul-
tiple) climate variables to outbreaks, so predictions were divided up to dispersal-
and climate-dependent partial predictions. Climate predictions EFI represented 
the contribution of multiple climate variables to the probability of transition. The 
total probability of transition cornes from adding the climate predictions EFI and 
neighbourhood infection K: 
We analyzed if a higher autocorrelation in EFI was associated with more 
successful infection transitions. We examined the effect of autocorrelation in EFI 
in time. We assessed if a series of years with suitable climate for outbreaks oc-
curred during large-scale outbreaks, i.e. in years with temporally autocorrelated 
predictions. To calculate the temporal autocorrelation of predictions, we first cal-
culated the annual mean of infection EFI and dieback EIF predictions. We then 
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Figure B.l Proportion of variance explained by the first 25 axes of a PCA on 
the dispersal variables K. 
estimated during which years the predictions were asynchronous (phase coherence 
in wavelet cross-correlation , R-package biwavelet, Gouhier & Grinsted , 2012). 
The effect of temporal autocorrelation in climate predictions E on infections 
shows t hat the outbreak in 1971-1980 occurred at t he same time as a high climate 
predictions E FI, and low average elima te predictions E FI. This combina ti on led 
to many new infection transit ions that st ayed infected longer (Figure B.8 a). 
Infection and dieback transition probabili ties were asynchronous for several years 
at the beginning of the out break (not significant, Figure B.8 b). However , the 
probabilities were also asynchronous between outbreaks. 
---~- -- ~ ---------
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Figure B.2 Proportion of variance explained by the first 25 axes of a PCA on 
the climate variables. 
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Figure B .3 Examples of K with different values for 8, the effect of distance to 
defo liated cells. 
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Figure B.4 The likelihood profile from selection of the best dispersal kernel 
K i with first , second and third degree response functions. The estimated AIC 
with dispersal kernels calculated with different o values , from a forwards stepwise 
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Figure B.5 Selection of best climate variable. AIC results of backward model 
selection results on FI infection transitions, third-degree response terms. 
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Figure B.6 AIC results, backward selection. Model selection results on IM tran-
sitions , response terms with 3 degrees and estimated on all data. 
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Table B .4 The total t ransit ion events, when tO is either Infected or Forest with 
no outbreaks (K < 0.01) and with outbreaks (K > 0.01). 
Infected 
Forest 
Forest K1 
0.04606 0.87264 
0.95394 0.12736 
Forest KO 
0.00141 
0.99859 
Table B .5 The total t ransition probabilities , when tO is either Infected , Forest 
with no out breaks (K < 0.01) and with out breaks (K > 0.01). 
Table B.6 Model selection results on dieback IF transit ions. The predictors had 
third-degree response terms. K = the number of variables. The random residuals 
are estimated on half of the data selected randomly, and repeated 10 times. 
all climate 
3 climate x dispersal 
latitude x longitude 
3 climate 
1 climate 
K AIC deltaAIC pseudo-r-2 rand. res. 
76 13700 0 0.337 19 
256 14539 839 0.314 0 
16 18787 5087 0.087 44 
10 18230 4530 0.111 48 
4 18207 4507 0.104 65 
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Figure B . 7 The predicted climate predictions E estimated with a logistic re-
gression with thi rd-degree relationships. Top left, EFI , mean probability of forest 
infection, calculated from all years. White colours indicate a high probability of 
a forest cell t ransit ioning from the forest state F to infected I , and black colours 
indicates a low probability of t ransit ion (the forest stays as forest). These proba-
bilities are only based on climate and do not include the effect of dispersal. Top 
right, EIF, mean probability of dieback, calculated from ail years. White colours 
indicate a high probability of a forest cell transit ioning from the infected state I 
to the forest state F, and black col ours indicates a low probabili ty of transit ion 
(the infected area stays infected) . Bot tom left , The effect of one elima te variable 
(selected by backward AIC) on the probability of FI infection. The black line 
shows the probability of spontaneous infection (Ki = 0.0) and the grey line shows 
the probability of infection when the dispersal kernel Ki > 0.1. The grey bars 
show the observed transitions. Bottom right, The effect of one climate variable 
(selected by backwards AIC) on the probability of IF dieback. The grey bars 
show the observed transitions. 
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Figure B.8 The predicted climate predictions E and dispersal parameters. Bot-
tom, the mean predicted probabilities of infection EFI (red lines) and dieback E1F 
(green lin es) , in all cells. The solid red line is the annual observed total propor-
tion of infected forest. Top , cross-correlation wavelet between EFI and EJF. The 
colours represent the power of the period of the fluctuations, from dark blue (low 
values), to dark red (high values). The arrows show the phase angles between the 
fluctuations in the climatic predictions. Arrows painting left indicate asynchrony 
in values and arrows painting down indicate that the EFI fluctuates before the 
E1F by a quarter period (90°). 
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