Abstract. Nonunique factorization in commutative semigroups is often studied using factorization invariants, which assign to each semigroup element a quantity determined by the factorization structure. For numerical semigroups (additive subsemigroups of the natural numbers), several factorization invariants are known to admit predictable behavior for sufficiently large semigroup elements. In particular, the catenary degree and delta set invariants are both eventually periodic, and the omega-primality invariant is eventually quasilinear. In this paper, we demonstrate how each of these invariants is determined by Hilbert functions of graded modules. In doing so, we recover the aforementioned eventual behavior results for numerical semigroups, as well as extend these results to affine semigroups.
Introduction
A factorization of an element α of a cancellative commutative semigroup (Γ, +) is an expression of α as a sum of irreducible elements of Γ, and a factorization invariant is a quantity assigned to each element of Γ (or to Γ as a whole) that measures the failure of its factorizations to be unique. For instance, one may consider the number of distinct factorizations of an element α ∈ Γ, or the maximum number of irreducible elements appearing in a single factorization of α. See [13] for a thorough introduction.
Several recent results in the setting of numerical semigroups (additive, cofinite subsemigroups of N) examine factorization invariants for sufficiently large semigroup elements. For example, the delta set (Definition 4.1) and catenary degree (Definition 6.1) invariants, which each measure the "spread" of a given element's non-unique factorizations, have been shown to be eventually periodic for any numerical semigroup [4, 7] . Additionally, the ω-primality invariant (Definition 5.5), which assigns a positive integer to each element measuring how far from prime that element is, has been shown to coincide with a linear function with periodic coeffients for sufficiently large elements in any numerical semigroup [18] .
The primary goal of this paper is to generalize each result in the previous paragraph to the setting of affine semigroups (finitely generated subsemigroups of N d ) using techniques from combinatorial commutative algebra. Given an affine semigroup Γ ⊂ N d , we construct, for each factorization invariant discussed above (along with several others), a family of multigraded modules whose Hilbert functions (Definition 2.1) determine the value of the invariant in question for any element of Γ. Applying Hilbert's theorem (Theorems 2.3 and 2.9) to each family of modules classifies the eventual behavior of the corresponding factorization invariant in Γ (Theorems 4.8, 5.10, and 6.5). In the special case where Γ is a numerical semigroup (that is, when d = 1), each classification specializes to a result from the previous paragraph (Corollaries 4.10, 5.11 and 6.7).
In contrast to the semigroup-theoretic arguments used in the original proof of each eventual periodicity result for numerical semigroups, the arguments presented here lie squarely in the realm of combinatorial commutative algebra. In addition to generalizing each of these results to affine semigroups, this approach provides a new framework through which factorization invariants may be studied in this setting.
The paper is organized as follows. In Section 2, we review Hilbert's theorem, both for N-graded modules (Theorem 2.3) and multigraded modules (Theorem 2.9). The remaining sections consider different factorization invariants for affine semigroups, including the number of distinct factorizations (Section 3), the delta set (Section 4), ω-primality (Section 5), and the catenary degree (Section 6). We demonstrate how the value of each invariant can be recovered from the Hilbert functions of a family of multigraded modules, and examine consequences for affine semigroups and numerical semigroups. Some open questions are presented throughout the paper, and Section 7 presents additional directions for further study.
Hilbert functions of multigraded modules
In this section, we survey the definitions and results from combinatorial commutative algebra that will be used throughout this paper. See [17] for a thorough introduction. Throughout this paper, k denotes an arbitrary field, and N = {0, 1, 2, . . .}.
Theorem 2.3, due to Hilbert, characterizes the eventual behavior of the Hilbert functions of certain N-graded modules.
and a k is not identically zero. The period of f is the minimal positive integer π such that a i (n + π) = a i (n) for all i ≤ k and n ∈ N. 
for sufficiently large n. Additionally, if y 1 , . . . , y d ∈ S is a homogeneous system of parameters for M , then the period of each
The following result, due to Bruns and Ichim [3] , yields more control over the periods of the coefficients of the Hilbert quasipolynomial in Theorem 2.3.
Theorem 2.4 ([3, Theorem 2]).
Fix a positively N-graded k-algebra S, and an N-graded
is the Hilbert quasipolynomial of M , and suppose f has period π. The coefficient a i is constant for all i ≥ dim M/IM , where I = x ∈ R : gcd(π, deg(x)) = 1 .
We conclude this section with Theorem 2.9, a generalization of Hilbert's theorem for N d -gradings. First, we state Definition 2.5, which generalizes Definition 2.2, along with several equivalent definitions in Theorem 2.7. For a more thorough introduction to multivariate quasipolynomials, see [9] .
(a) The cone generated by α 1 , . . . , α r translated by β is the set
The fundamental parallelepiped of C is the set
The function f is a simple quasipolynomial supported on the cone C if (i) f vanishes outside of C and (ii) f coincides with a polynomial when restricted to C. The degree of f , denoted deg(f ), is the degree of the restriction of f to C, and the cumulative degree of f is r + deg(f ). (c) The function f is a quasipolynomial if f = λ f λ for a finite collection of simple quasipolynomials f λ , each supported on a cone C λ = C(β λ ; α 1 , . . . , α r ) where β λ lies in the fundamental parallelepiped of C λ . The degree of f is deg(f ) = max λ deg(f λ ), and the cumulative degree of f is r + deg(f ).
(d) The function f is eventually quasipolynomial if it is a finite sum of simple quasipolynomials. The cumulative degree of f is the minimal integer k such that f can be written as a sum of simple quasipolynomials of cumulative degree at most k.
Remark 2.6. The terminology in Definition 2.5 differs slightly from the literature. Fields [9] uses the term "quasipolynomial" in place of what Definition 2.5 calls "eventually quasipolynomial". However, Definition 2.5 was chosen so that "quasipolynomial" and "eventual quasipolynomial" each coincide with the usual definition (Definition 2.2) when d = 1. Example 2.8 discusses this case in more detail. Example 2.8. Suppose f : N → Q is eventually quasipolynomial in the sense of Definition 2.5. Since any cone in N has dimension at most 1, Theorem 2.7(c) implies there exist disjoint 1-dimensional cones C 1 , . . . , C k whose union contains all but finitely many elements of N such that f coincides with a polynomial when restricted to each C i . This means f coincides with a quasipolynomial (in the sense of Definition 2.2) for all n ∈ N \ i C i , and the period of f divides the least common multiple of the generators of the cones C 1 , . . . , C k .
There are several concrete examples of eventually quasipolynomial functions in the later sections of this paper. For instance, see Examples 3.4 and 4.12. 
The number of distinct factorizations
After introducing some notation for factorizations (Definition 3.2) in the context of affine semigroups and numerical semigroups (Definition 3.1), we examine the number of distinct factorizations of affine semigroup elements. The main result of this section is Proposition 3.6, which presents the foundational connection between Hilbert functions and factorization invariants on which the rest of this paper is based. As a direct consequence, we recover an alternative proof of an asymptotics result from the literature (Theorem 3.8) and its specialization to numerical semigroups (Corollary 3.10). 
of α as a finite sum of atoms, which we denote by the r-tuple (a 1 , . . . , a r ) ∈ N r . We write Z Γ (α) for the set of factorizations of an element α ∈ Γ, viewed as a subset of N r .
Remark 3.3. Since affine semigroups are finitely generated and have no units other than the identity, each element has only finitely many distinct factorizations. y + 1. In fact, the union of the six cones below equals Γ, and restricting |Z Γ (−)| to each yields a simple quasilinear function. The cones in the first row are depicted in Figure 1 , and those in the second row are reflections of those in the first row. (3, 3) ) This demonstrates that |Z Γ (−)| is eventually quasilinear by Theorem 2.7(b). One can also express |Z Γ (−)| as the sum of these six simple quasilinear functions minus the restriction of |Z Γ (−)| to each nonempty intersection therein, each of which is a translation of C((0, 0); (3, 3) ). The existence of both of these expressions is ensured by Proposition 3.6, and Remark 3.7 explains how each function may be computed. 
Proof. Each monomial y
, a bijection between the set Z Γ (α) of factorizations of α in Γ and the set of homogeneous elements of R Γ of degree α. In particular, this means H(R Γ ; α) = |Z Γ (α)|, and the second claim follows by Theorem 2.9.
Remark 3.7. In view of Proposition 3.6, the eventual quasipolynomial given in Example 3.4 for the number of factorizations of Γ = (2, 1), (1, 1), (1, 2) ⊂ N 2 can be verified (and in fact, derived) by examining the generating function of H(R Z (Γ); −), called the Hilbert series of R Z (Γ). See [9] for more detail on such computations.
As a consequence of the bijection established in Proposition 3.6, we give an alternative proof of [5, Theorem 1.1] as Theorem 3.8. 
The function |Z Γ (kα)| is eventually quasipolynomial in k of degree r(α) − 1 whose leading coefficient is constant. In particular, there exists A(α) ∈ Q >0 such that
for k sufficiently large.
Proof. By Proposition 3.6 and Theorem 2.7c, |Z Γ (kα)| is eventually quasipolynomial in k of degree at most r. Let f denote this quasipolynomial, and fix periodic functions a 0 , . . . , a r : N → Q such that
Consider the subring
whose monomials correspond to the factorizations of kα for some k ≥ 0. Each monomial in R has degree kα for some k ≥ 0, so R can be N-graded with deg(y
, we have deg(f ) = r(α) − 1, and R has at least one generator in degree 1 since Z Γ (α) = ∅, so Theorem 2.4 ensures a r(α)−1 is constant.
Resuming the notation from Theorem 3.8, Theorem 3.9 examines the special case where Γ is a numerical semigroup. As a consequence, we give a closed form for the constant A(n) for any n ∈ Γ (Corollary 3.10).
Theorem 3.9. Fix a numerical semigroup Γ = n 1 , . . . , n r ⊂ N. There exist periodic functions a 0 , . . . , a d−2 : N → Q, each with period dividing lcm(n 1 , . . . , n r ), such that
Proof. Since dim R Γ = r, Proposition 3.6 and Theorem 2.3 imply |Z Γ (n)| = f (n) for n 0, where f : N → N is a quasipolynomial of degree r − 1 with period dividing lcm(n 1 , . . . , n r ). Let a 0 , . . . , a r−1 : N → Q denote periodic functions such that
It remains to prove that |Z Γ (n)| = f (n) for all n ≥ 0, and that a r−1 has the desired form. We proceed by induction on r.
, which is clearly a quasipolynomial of the desired form. Now, suppose r ≥ 2, let c = gcd(n 1 , . . . , n r−1 ), and let Γ = n 1 /c, . . . , n r−1 /c ⊂ Γ. By induction, there exists a quasipolynomial
with period lcm(n 1 /c, . . . , n r−1 /c) and each of the functions b 0 , . . . , b r−3 are periodic,
is exact, and yields the equality
on Hilbert functions. Let G(n) denote the function on the right hand side in the above equality. This means f (n) − f (n − n r ) = G(n) for n 0, but since f is determined by finitely many values, this equality must hold for all n ≥ 0. Furthermore,
Now, it remains to show that a r−1 (n) has the desired form. Since G has degree strictly less than r − 1, comparing coefficients yields the equalities a r−1 (n) = a r−1 (n − n r ) and
c n for all n. Since gcd(c, n r ) = 1, we have
and since a r−2 is π-periodic, this yields the desired equality.
Corollary 3.10. Fix a numerical semigroup Γ = n 1 , . . . , n r ⊂ N and an element n ∈ Γ. Resuming the notation from Theorem 3.8, we have r(n) = r and
Example 3.11. Consider the numerical semigroup Γ = 6, 9, 20 ⊂ N. By Theorem 3.9, there exist periodic functions a 0 , a 1 : N → Q such that
for all n ∈ Γ. Computing |Z Γ (n)| for all n ≤ 2 · lcm(6, 9, 20) = 360 in SAGE [20] shows the linear coefficient a 1 has period 6 and the constant coefficient a 0 has full period 180.
The delta set
In this section, we consider the delta set invariant (Definition 4.1), which measures the "gaps" in a semigroup element's length set. The main result is Theorem 4.8, in which we construct an ascending chain of ideals in the ring R Z (Γ) of factorizations of an affine semigroup Γ (Definition 3.5) such that the Hilbert functions of successive quotients in this chain determine the delta sets of the elements of Γ. Applying Theorem 2.9 to Theorem 4.8 yields a classification of the delta set for affine semigroups (Corollary 4.9). Furthermore, applying Theorem 2.3 to the special case of Theorem 4.8 where Γ is a numerical semigroup yields Corollary 4.10, a recent result appearing as [11, Corollary 18] as an improvement on [7, Theorem 1].
Before we state and prove Theorem 4.8, we examine the number of distinct factorization lengths of affine semigroup elements. We give Proposition 4.3 and Theorems 4.4 and 4.5, which are analogous results to Proposition 3.6 and Theorems 3.8 and 3.9 for the number of distinct factorizations. The machinery developed in these results is then applied when constructing the ideals in Theorem 4.8. 
of successive differences of factorization lengths. The delta set of Γ is ∆(Γ) = α∈Γ ∆(α). We say Γ is half-factorial if |L Γ (α)| = 1 for all α ∈ Γ. 
in the ring of factorizations R Z (Γ) of Γ. 
holds for all α ∈ Γ. In particular, the function Γ → N given by α → |L Γ (α)| is eventually quasilinear.
Proof. By Proposition 3.6, the monomials y a of R Z (Γ) of degree α are in bijection with the factorizations of α. The quotient by I L is graded since I L is homogeneous, and two monomials y a and y b of the same degree have the same image modulo I L precisely when their factorization lengths coincide. Thus, modulo I L , the monomials of degree α are in bijection with the set L(α), so H( 
which can only be dim span Q (Γ) or dim span Q (Γ) + 1 since projecting along the last coordinate yields span Q (Γ). Additionally, since Γ is not half-factorial, this projection is not injective, so dim
As a consequence of the bijection established in Proposition 4.3, we obtain Theorem 4.4, an asymptotic characterization of the cardonality of affine semigroup element length sets. Despite its similarity to results appearing in [5, 14, 15] , the author was unable to find this particular result in the literature. Proof. As in the proof of Theorem 3.8, consider the subring
whose monomials correspond to factorizations of kα for some k ≥ 0 under the bijection established in Proposition 3.6, and whose grading is given by deg(y Theorem 4.5. Fix a numerical semigroup Γ = n 1 , . . . , n r . There exists a periodic function a 0 : N → Q whose period divides lcm(n 1 , n r ) and a constant a 1 such that
Proof. Applying Proposition 4.3 and Theorem 2.3 proves |L Γ (n)| is eventually quasilinear. Fix periodic functions a 0 , a 1 : N → Q such that
for n 0, and let f (n) = a 1 (n)n + a 0 (n). First, we claim (y 1 , y r ) is a homogeneous system of parameters for M = R Z (Γ)/I L , from which we conclude π | lcm(n 1 , n r ) by Theorem 2.3. Indeed, since Γ is cancellative, y 1 is a nonzerodivisor on M . Moreover, for any k ≥ 0, y k r ∈ M has nonzero image modulo y 1 M since ke r ∈ Z Γ (kn r ) is the unique factorization of kn r length k. Observing that some power of each y i has zero image in M/ y 1 , y d M proves the claim.
It remains to prove that a 1 is constant. If gcd(n 1 , n r ) > 1, then some y i has degree relatively prime to lcm(n 1 , n r ). On the other hand, if gcd(n 1 , n r ) = 1, then y 1 y r has degree n 1 + n r , and gcd(n 1 + n r , n 1 n r ) = gcd(n 1 , (n 1 − 1)n r ) = 1. In either case, Theorem 2.4 completes the proof. 
where deg(x) = 6, deg(y) = 9 and deg(z) = 20. The degree of both monomials in the generator of I L is 126, which is the smallest element of Γ with two distinct factorizations of equal length. Moreover, there exists a function a 0 : N → Q with period 60 such that
n + a 0 (n) for all n ≥ 92. We are now ready to state and prove Theorem 4.8, which implies that the set of elements of an affine semigroup having a given value in their delta set equals the support of an eventual quasipolynomial function. Applying Theorem 2.7 immediately yields Corollary 4.9, which gives a more explicit description of this set. Proof. It is immediate from the definition that I j−1 ⊂ I j for all j ≥ 1. Fix α ∈ Γ and factorizations a, b ∈ Z(α) with |b| − |a| = j ≥ 1. The binomial y a − y b ∈ I j lies in I j−1 precisely when there is a factorization c ∈ Z(α) such that |a| < |c| < |b|, since The following examples use SAGE [20] and the GAP package numericalsgps [8] . 
The quotient I 1 /I 0 has dimension 1, and H(I 1 /I 0 ; n) > 0 for all n ≥ 62, meaning {n ∈ Γ : 1 ∈ ∆(n)} has eventual period 1. The remaining nonzero quotients are each dimension 0, and the sets {n ∈ Γ : j ∈ ∆(n)} for j = 2, 3, 4 have period 20 for n ≥ 92, n ≥ 74, and n ≥ 56, respectively. 
ω-primality
The main result of this section is Theorem 5.10, which states that the ω-primality invariant (Definition 5.5) is eventually quasilinear over any affine semigroup. This is proven in two steps: first, we prove that the maximum factorization length function is eventually quasilinear for any affine semigroup (Theorem 5.2); next, we apply Theorem 5.6, which expresses the ω-function of any affine semigroup in terms of maximum factorization length functions of certain subsemigroups. Specializing Theorems 5. We begin by realizing the max factorization length function of any affine semigroup Γ as the Hilbert function of a multigraded module over a graded R Z (Γ)-algebra. Corollary 5.3 examines the case when Γ is a numerical semigroup.
. . , y r ⊂ S, generated as an R-submodule, and let
Then H(M/M ; α) is eventually quasilinear, and
Proof. Since each generator of R has nonzero degree, R is positively graded. The key observation is that for α ∈ Γ, a ∈ Z Γ (α) and b, c ∈ N, the monomial x b 1 x c 2 y a lies in M precisely when |a| < M Γ (α). Indeed, if |a| < |b| for some b ∈ Z Γ (α), then |a + e i | < |b + e i |, so the set of monomials corresponding to non-maximal length factorizations is closed under multiplication. 
for periodic functions a 0 , a 1 : N → Q and n 0. Applying Theorem 2.3, we wish to show that (x 1 y 1 , x 2 y 1 ) is a homogeneous system of parameters for M/M . Indeed, dim M/M = 2 by Theorem 5.2, and the quotient M/ x 1 y 1 , x 2 y 1 M has finite length. Now, some element has degree relatively prime to n 1 since gcd(Γ) = 1, so by Theorem 2.4, the leading coefficient a 1 is constant.
An analogous construction yields similar results for the minimum factorization length.
The min factorization length function m Γ : Γ → N is eventually quasilinear. Moreover, if Γ = n 1 , . . . , n r ⊂ N is a numerical semigroup, then m Γ has period dividing n k and constant leading coefficient 1/n k .
In the second half of this section, we use Theorem 5.2 to show that the ω-primality invariant (Definition 5.5) is eventually quasilinear over any affine semigroup. See [19] for a more thorough introduction to ω-primality. In the remainder of this section, we prove the ω-function is eventually quasilinear for any affine semigroup (Theorem 5.10). This is done by combining Theorem 5.2 and Lemmas 5.7-5.9 with the following characterization of ω-primality, which also appeared as [2, Theorem 6.1] for numerical semigroups. Proof. By induction, it suffices to prove that max(f, g) is eventually quasilinear for any two eventually quasilinear functions f, g : N d → Q. Applying Theorem 2.7, it suffices to assume f and g are simple quasilinear functions, supported on the same cone C, and by appropriate translation we can assume C is based at the origin. We have max(f, g) = f precisely when f − g is non-negative, and since f and g each coincide with a rational linear function, this happens on a rational linear halfspace H ⊂ N d . The semigroup C ∩ H is finitely generated by Gordan's Lemma [17, Theorem 7.16] , and thus is a disjoint union of finitely many cones.
is a finite union of disjoint cones.
for any α ∈ Γ. The claim now follows from Theorems 2.7 and 2.9. 
If, on the other hand, q > 0, then the set {α + mα 1 : m ≥ 0} ∩ C is finite for all α since each F (α) is finite. In particular, if m α ∈ N is maximal with the property that α + m α α 1 ∈ C, then F (α) = f (α + m α α 1 ). By Lemma 5.8, {α + m α α 1 : α ∈ C} is a finite union of disjoint cones C 1 , . . . , C k . Partitioning C into sets P 1 , . . . , P k with P i = {α : α + m α α 1 ∈ C i } and observing that F (α) equals the projection of L onto C i whenever α ∈ P i completes the proof. Proof. Specializing the proof of Theorem 5.10 to numerical semigroups proves ω is quasilinear. Additionally, resuming the notation from Proposition 5.6, the set A(T ) is finite for each T ⊂ {n 1 , . . . , n r }. Since each function M T is quasilinear with constant linear coefficient 1/ min T by Theorem 5.2, those with min T = n 1 will eventually dominate. Each such function also has period n 1 by Theorem 5.2, as desired.
Remark 5.12. Although this section provides a proof of Theorem 5.10, the argument requires carefully combining (in general infinitely many) Hilbert functions. It remains an interesting problem to construct a single graded module (or at least finitely many) whose Hilbert function(s) determine the ω-function for a given affine semigroup, as this would prove Theorem 5.10 by a more direct application of Theorem 2.9.
Problem 5.13. Realize the ω-function on affine semigroups as a Hilbert function directly, without appealing to Theorem 5.2.
The catenary degree
The final factorization invariant considered in this paper is the catenary degree (Definition 6.1). As with the delta set invariant in Section 4, a family of modules whose Hilbert functions determine the catenary degree is constructed (Theorem 6.5). Applying Hilbert's theorem classifies the catenary degree for affine semigroup elements (Corollary 6.6), and specializing to numerical semigroups yields Corollary 6.7.
Definition 6.1. Fix an affine semigroup Γ = α 1 , . . . , α r ⊂ N d , and fix α ∈ Γ. For a, b ∈ Z Γ (α), the greatest common divisor of a and b is given by gcd(a, b) = (min(a 1 , b 1 ) , . . . , min(a r , b r )) ∈ N r , and the distance between a and b (or the weight of (a, b)) is given by
The catenary degree of α, denoted c(α), is the smallest non-negative integer N such that there exists an N -chain between any two factorizations of α.
In the proof of Theorem 6.5, we use an equivalent characterization of the catenary degree presented in Proposition 6.3. Applying Theorems 2.7(c) and 2.9 to Theorem 6.5 yields Corollary 6.6. Corollary 6.6. Fix an affine semigroup Γ = α 1 , . . . , α r ⊂ N d . For each j ≥ 1, the set {α ∈ Γ : c(α) = j} is a finite union of disjoint cones.
Specializing Corollary 6.6 to numerical semigroups yields Corollary 6.7, which appeared as [4, Theorem 3.1].
Corollary 6.7. Fix a numerical semigroup Γ = n 1 , . . . , n r ⊂ N. The catenary degree function c : Γ → Z ≥0 is eventually periodic, and its period divides lcm(n 1 , . . . , n r ).
Proof. Eventual periodicity follows from Theorem 6.5. Resuming the notation from Theorem 6.5, the sequence (x 1 y 1 , . . . , x r y r ) forms a homogeneous system of parameters for each M j , so c has period dividing lcm(n 1 , . . . , n r ) by Theorem 2.3.
Remark 6.8. The catenary degree is just one of many factorization invariants defined using chains of factorizations. Many of these other invariants are also known to be eventually periodic for numerical semigroups, and an answer to Problem 6.9 would extend these results to affine semigroups. See [12] for precise definitions.
