Introduction
'Failure to rescue' refers to the death of a hospital patient after a treatable complication (Silber et al., 1992) . The rate of failure to rescue, derived from routine administrative data, is recognized and used as patient safety indicator by the United States (US) Agency for Healthcare Research and Quality (PSI 4, now renamed "Death among Surgical Inpatients with Serious Treatable
Complications" (Agency for Healthcare Research and Quality, 2007) . It holds the promise of being more sensitive to the quality of care in a hospital than either conventional mortality or complication rates (Silber et al., 2007) . Failure to rescue has been identified as being particularly sensitive to the quality of nursing (Clarke and Aiken, 2003) and endorsed as a nurse sensitive quality measure (National Quality Forum, 2004) but it has not been widely used or reported outside North America. In this paper we assess the feasibility of deriving failure to rescue indicators for surgical patients from English hospital administrative data, which have previously been assessed as unsuitable for the purpose, primarily because secondary diagnoses are not sufficiently well recorded (McKee et al., 1999) . We also assess the relationship between failure to rescue and a number of markers of hospital quality including staging by both nurses and physicians.
Mortality rates are widely used to indicate the quality of care in hospitals, but variation in mortality is largely due to factors unrelated to hospital care (Mant, 2001 ). Rates must be adjusted to reflect differences in the underlying risk of the population that is treated if valid comparisons are to be made between hospitals (Iezzoni, 1997) . However, different risk adjustment models Failure To Rescue
5
give different estimates of individual risk of death and identify different hospitals as performing outside normal limits (Iezzoni, 1997) . Failure to rescue is proposed as an alternative, or complementary, indicator. It is hypothesized that the ability of a hospital to successfully treat (rescue) a patient who suffers a complication is strongly related to the quality of care provided, whereas the occurrence of the complication is more closely related to the patient's underlying risk (Silber et al., 1995) . Because failure to rescue indicators consider only patients who have developed a serious but treatable complication, they offer a partial solution to the problems of risk adjustment, because the population is more homogenous and the underlying risk of death is The potential significance of this measure is reflected in recent reports and research into responses to deteriorating patients in acute care that emphasise the numerous potential points of failure prior to initiating appropriate intervention including:
• not taking observations
• not recording observations
• not recognising early signs of deterioration Because the indicators need to identify a group of patients who experience particular complications, the validity of such indicators can be compromised if coding of secondary diagnoses in the administrative data set is poor. In the absence of codes to indicate diagnoses that are present on admission, the indicators also rely on complex exclusion rules in order to eliminate pre-existing comorbidity. Because of the difficulty doing this for medical cases 
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Thus this study is an exploratory study that aims to assess the potential for deriving failure to rescue indicators and a proxy measure, based on exceptionally long length of stay, from English hospital administrative data by exploring change in coding practice over time and measuring associations between failure to rescue and factors that suggest how the indicator will perform as a quality measure. These factors include the association between failure to rescue and depth of coding (number of complications recorded) and staffing by doctors, nurses and support workers. 
METHODS
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• Whether rates are associated with hospital factors that are generally supported as linked to quality of care (e.g. nurse staffing levels, teaching status of hospital) -to assess the validity of the claim that the indicator reflects some dimension of underlying 'quality' and the potential sensitivity to nursing.
We use the AHRQ definition, now renamed "Death among Surgical Inpatients with Serious Treatable Complications". We refer to this as FTR-A. This indicator counts deaths among a subset of surgical patients experiencing certain complications likely to occur after admission, including renal failure, venous thromboembolism, health care acquired infection, haemorrhage and gastrointestinal ulceration (Agency for Healthcare Research and Quality, 2007) . Exclusion rules aim to reduce the chances of including diagnoses that were present on admission. The AHRQ specification defines eligible surgical admissions and uses ICD-9 diagnostic codes to identify complications. As there is large variation in day surgery rates across the country, which are not necessarily related to case mix, we included day cases in our data to ensure comparable populations. The National Health Service (NHS) uses ICD10 codes and its own specific data dictionary. We mapped the AHRQ specification onto the NHS data dictionary (http://www.datadictionary.nhs.uk/) and the ICD-9 codes for complications to ICD-10 codes by inspection of the ICD-10 codebook (V2 including updates to end of 2009). We supplemented our 1CD-9 to ICD-10 mapping by an inspection of codes generated by an automated translation from ICD-9 to ICD-10. We did not rely on the automated translation exclusively because of known we hypothesised that a valid failure to rescue indicator would be related to nurse staffing levels.
However, hospital safety is not influenced solely by nurse staffing, and studies which have been used to establish failure to rescue as nurse sensitive have not considered the impact of staffing by other professional groups. An analysis of associations between organisational factors and mortality in UK hospitals found that mortality was related to the number of doctors but not the number of registered nurses (Jarman et al., 1999) , which opens up the possibility that a valid measure of failure to rescue might be more strongly influenced by medical staffing (or other clinical staff) than nursing. Therefore we aimed to assess the relationship between FTR rates and all clinical staffing. For staffing we assessed relationships between FTR rates and the numbers of We assessed relationships between failure to rescue teaching status of the hospital (teaching status is associated with lower rates of failure to rescue), nursing staff stability (a measure of staff turnover, associated with a less stable workforce and potentially poorer safety) and bed occupancy (high bed occupancy has been associated with lower levels of safety).
We identified a number of factors outside the immediate control of the hospital that have been identified as significant and used in previous assessments of the link between organisational characteristics and mortality in England (Jarman et al., 1999) . These include the number of community based general medical practitioners, proportion of deaths occurring in hospital, number of hospital discharges and location of the hospital in London. These factors are not necessarily related to the quality of hospital care but need to be controlled for in order to ensure Failure To Rescue 12 that the independent effects of quality related factors can be properly estimated. For example, the proportion of deaths outside hospital is likely to be influenced by the provision of community palliative care services. London is generally included as a control factor in models examining health services in England because it is not typical of the rest of the country in terms of the population and the characteristics of hospitals and other health services. We also controlled for percentage of patients with a failure to rescue complication, since this number will be influenced by the extent to which these specific secondary diagnoses are coded in a trust and therefore provides a control for any bias related to different coding practices [see supplemental material for full list of variables]. We refer to these as control variables.
The dependant variable in the model was the count of the number of FTR events (numerator) with the number of people at risk as the denominator (a poisson rate). The number of people at risk was included as an offset in the model. The independent variables were standardised as z scores prior to being used in the model so that model coefficients give an accurate and comparable indication of the relative influence of each variable on the dependent variable (FTR), although this does render the coefficient themselves harder to interpret. We initially entered all the independent validation variables in a regression model so that we could assess the contribution of each variable, given the value of the others. This was important in order to ensure that we could gain a clear picture of which validation variables FTR was related to. For example nurse staffing in teaching hospitals tend to be related. Each is hypothesised to have an independent association with failure to rescue but this can only be properly assessed by Failure To Rescue
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considering both variables simultaneously. Backwards stepwise regression, based on minimising the Bayesian Information Criterion, was used to remove variables that contributed little to the model (Cameron and Trivedi, 1998 , 1967) . Therefore, in order to assess the impact of hospital staffing and the relative influence of the two staff groups previously associated with variations in overall mortality or failure to rescue our regression models considered total numbers of professionally qualified clinical staff (primarily doctors and nurses) per bed and the relative numbers (ratios) of each staff group to nurses in order to give an indication of the relationship with both staffing levels and skill mix. While not ideal, this approach is warranted based on the potential common mechanism of action in reducing failure to rescue from both staff groups (surveillance), the degree of overlap in their work, potential substitution of nurses for doctors (Goryakin et al., 2011) and previous research identifying skill mix (albeit in the nursing team) as a factor in hospital mortality. All analysis was undertaken using R 2.10.1 software.
Data sources
Failure To Rescue
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To calculate failure to rescue rates, we used hospital discharge data from the National Health Table 4) .
Mortality based FTR rates (FTR-A) were associated with a number of hospital characteristics
that have been previously linked to quality (see table 5 ). There were significant (p<0.05) bivariate associations, in the expected direction, between FTR-A and most of the validation variables, including both doctors and nurses per bed. In the multiple regression models, hospitals with more professionally qualified clinical staff per bed were associated with lower rates of failure to rescue. Higher bed occupancy was associated with higher rates of failure to rescue.
However, some results ran counter to expectation. For example, a more stable nursing workforce was associated with higher rates of failure to rescue. While bivariate associations showed that more nurses were associated with lower rates of FTR-A, a higher nurse to doctor ratio was Failure To Rescue
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associated with higher rates of failure to rescue in the multiple regression models based on total number of professionally qualified clinical staff per bed. FTR-L was also associated with quality related characteristics in some respects in regression models. For example, a more stable nursing workforce was associated with lower failure to rescue and higher bed occupancy was associated with higher levels of failure to rescue. However, again there were some unexpected findings for example hospitals with more professionally qualified clinical staff per bed were associated with higher rates of failure to rescue.
DISCUSSION
Our results point to improved coding practice in English hospital data and a relatively stable failure to rescue rate derived from them. We have observed several associations between failure to rescue and presumed markers of quality, including clinical staffing levels which have been previously associated with hospital mortality and failure to rescue. This suggests that the FTR-A indicator we derived from English data may well be a valid measure of quality. However, the claim that failure to rescue is specifically and particularly sensitive to nurse staffing levels is not supported, although we were unable to model the effects of nurse staffing and medical staffing simultaneously. This may reflect residual bias or differences in case mix, which needs to be considered in any comparative analysis. relationship between medical staffing and outcomes in that country is likely to be confounded by a 'teaching hospital' effect, since it is these hospitals that have relatively large resident medical staff. Our study is the first to look at the relationship between failure to rescue and a range of hospital staff groups, while controlling for this teaching hospital effect. We saw bivariate associations with FTR-A for both doctors per bed and nurses per bed and, in our regression models, higher levels of professionally qualified clinical staff (doctors plus nurses) were associated with lower levels of FTR-A, but a higher nurse to doctor ratio was associated with higher rates of failure to rescue (that is, fewer doctors relative to the number of nurses is associated with higher failure to rescue). This suggests that the numbers of doctors in the workforce might be the more significant factor and that a skill mix rich in doctors, in tandem with a larger overall clinical workforce, is key. Certainly these findings cast doubt on failure to rescue being a specifically nurse sensitive indicator and also points to a significant limitation in generalising findings about the relationship between the size of the nursing workforce and outcomes in the US to settings with different medical staffing models.
However, not all the relationships observed are clearly or plausibly indicative of variations in quality. Although we adjusted for some organisational and system characteristics outside the control of the hospital (for example percentage of cases with comorbidity and level of GP Research and Quality, 2007) , whereas the risk increases six fold across the same age groups in our sample. While the absolute rates should not be directly compared, due to differences in the population included in the indicators, the reason for this difference in age gradient warrants some further consideration. Inclusion of day cases in our sample may be a partial explanation. A number of low risk young patients who may not appear in the US indicator denominator might be included in calculating our rates. It seems likely that this 'deflation' of the indicator would affect older people less as they are less likely to have day surgery. However, given the profile of day surgery rates the numbers are likely to be low and it is possible that the difference is at least in part a result in genuine differences in outcomes which may be related to care quality. 
Conclusions
We conclude that there is potential to derive mortality based failure to rescue indicators for surgical patients from routine administrative data in England. Such indicators may offer some advantages over standardised mortality measures, such as HSMR, for surgical patients. Our 
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