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I. INTRODUCTION 
Recently Stone [I], Bellman [2], and Gluss [3] considered a problem of 
constructing the best least square fit to a given function g(f) on a given 
interval [(Y, /3] by line segments defined over N subintervals, where the total 
number of the subintervals N is given. Stone obtained the solution in a clas- 
sical manner, Bellman and Gluss considered dynamic programming method 
of solution. Bellman noted that using similar approaches one could construct 
best fit to the curve using polynomials of any fixed degree where least square 
or some other measures of deviation is employed in the functional equations. 
Gluss introduced additional constraints and considered a situation where line 
segments must be continuous at the boundaries of subintervals and that 
these meeting points of line segments lie on the curve g(t). 
They considered the problem primarily in the context of numerical analysis. 
The problem of curve fitting outlined above, however, has a considerable 
relevance in some control optimization problems [4] where it is desired 
to design a controller such that the system follows a given function of time as 
accurately as possible during the control period [to, t, + T], where T is the 
duration of control. The accuracy of curve following can be judged by, for 
example, the time integral over [to , t, + T] of the least squares of deviations 
or of the absolute value of deviations. 
In control systems, it is necessary from physical considerations that at 
least one component of the approximate realization of the desired function 
be continuous over N subintervals. The points where different segments 
join, however, need not be on the given curve. If the set of admissible control 
variable, Sz, is discrete, then each subinterval will correspond to a separate 
choice of the control variable in Sz. The approximating trajectories to the 
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23 
24 AOKI 
given trajectory are determined by Q and by the dynamics of the control 
system and need not be polynomials of time. The number of approximating 
segments, N, unless specified a priori, is to be determined in such a way that 
the criterion of fitness be minimized. 
In this paper, the criterion of the closeness of fit is taken to be 
I 
t,+T 
II x(t) - r(O II dt (1.1) 
to 
where x(t) is the system trajectory and r(t) is the given trajectory. The norm 
is taken to be either 
The question of optimal and suboptimal control policies will be discussed 
under various assumptions on control systems. 
The problem of finding the best fit, x(t), to a given function y(t) in the 
sense of minimizing 
I b F@, Y) dt (1.4) a 
is also discussed by L. S. Pontryagin et al. [5] under more restrictive assump- 
tions that x(t) have n continuous derivatives with an nth derivative that 
satisfies a Lipschitz condition with constant 01 and that F(x, y) and y have 
continous first derivatives. 
IL STATEMENT OF THE PROBLEM 
Consider a-control system given by Eq. (2.1). 
dx 
z=A~+Bu, x(t,) = x0 
where 
x(a): n - vector in the Euclidean n space E,, 
A: n X n matrix 
B: n X m matrix, m < n 
u(-): m - vector, u(t) E 52, 52 C E, 
and 9 is independent of time. 
WI 
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It is desired to follow a given trajectory 
x(t) = r(t) r(to) = Tg (2.2) 
where r(t) is a n-vector. 
If m < TZ, it is in general impossible to follow r(t) exactly. Defining an 
n-vector z by 
z=x-r (2.3) 
it is desired to choose u(a) to realize 
From Eqs. (2.1) and (2.3), z(m) satisfies 
dz 
dt=Az+Bu-+ 
where 
I)(*) k - Ar(*) + i(m) 
(2.4) 
(2.5) 
III. INDEPENDENT CONTROLS 
Let us first consider a special case where m = n. Assume that A has 
distinct real eigenvaluesl 
A, , A, , ***, ha (3.1) 
Letting U be the n x n matrix whose columns are normalized eigenvectors 
of A, one transforms Eq. (2.4) by 
z = uy (3.2) 
into 
with 
2 = Ay(t) + u-1 Bu(t) - 4(t) (3.3) 
Y&J = ~-lwcl> - W) (3.4) 
1 Although situations where some of the X’s are complex and/or where not all h’s 
are distinct can be treated, they do not add any new insight into the problem and hence 
will not be discussed here. 
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and where 
(3.5) 
(b(a) b U-f Ib-(-) (34 
Equation (3.3) reduces to 
(3.7) 
i = 1,2, a**, n 
where ri(t) is the ith compoment of r(t). Note all components of U, ur , *a*, 
u, enters into the determination of ri(t). 
If in the control system B is chosen such that each column of B is propor- 
tional to eigenvectors of A, then 
and from Eq. (3.7), 
ri(t) = yc(t,,) ea’(t-to) + eaft jt e-‘(’ &u&) - $i(T)) d7 (3.8) 
to 
Therefore, not only is each component of r(t) decoupled, but also one has 
achieved an independent control of each component of y(t) over [to , to + T]. 
Namely, each component can be controlled independently by ui(t), i = 1, 
a**, tl. Thus, in this special case, the problem is essentially n one-dimensional 
control systems being controlled independently. Therefore, the subscript i 
can be dropped from Eq. (3.8) for the rest of this section. 
The norms of Eq. (1.3) and (1.4) both give rise of the problem of mini- 
mizing 
s 
T+tn, 
I Y(T) I d-r- (3.9) ,o 
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where 
gy++a (3.10) 
u E 52, A, fl, and 4 are given. 
In Section V, we will discuss this one-dimensional case more thoroughly. 
IV. DEPENDENT CONTROLS 
If it is either not possible to choose each column of B to be proportional 
to eigenvectors of A, or m < rz, then it becomes impossible to exercise control 
on the individual component of y independently, even though each compo- 
nent of y is decoupled from each other, 
In this case the problem can not generally be solved exactly by analytical 
means. In this case we will obtain an upper bound on the integral and try 
to minimize the upper bound. 
If we assume that at t = t, the control system can be started exactly, i.e., 
x(2,) = ~(t,,), then from Eq. (3.3) 
~(0 = ,b W, 4 [u-l BW - (6(41& (4.1) 
or 
(4.2) 
where W(t, ts) is the fundamental matrix of Eq. (3.3), and 
Sk(T) ==z C,,z$(T) -c&(7), k = 1,2, ‘me, n
i-1 
with 
C A U--lB 
By applying the Schwarz inequality to Eq. (4.2), 
(4.3) 
(4.4) 
where 
(4.5) 
(4.6) 
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Hence for the norm of Eq. (1.3) 
(4.7) 
Since M,(t) are independent of u’s the right hand side of Eq. (4.7) is minimized 
by choosing u’s in such a way that 
j:” 2 aT) dT = j:” sl (gl C,&> - dk(T))2 dT (4.8) 
k=l 
is minimized. 
If the value of u(t) can be chosen independently for each t, Eq. (4.8) will 
be minimized by choosing u(t) such that the integrand of Eq. (4.8) is mini- 
mized for each t in [to, t, + T]. 
The problem, therefore, is reduced to minimizing the square of the 
geometrical distance between the point P, which depends on u, 
Pi = 3 c&(t), i = 1, 2, **a, n 
and the point Q, given by 4k(t), k = 1,2, ***, 8. Therefore, the optimal u 
corresponds to the projection of the point Q onto the set of P points [4,6] 
given by 
{P;uELl} (4.10) 
I tfT 
One can obtain other bounds on 
s 
to+T 
II Y II dt t0 
For example, from Eq. (4.2) 
where 
then, 
s 
t.,+T 
to 
CM,t= 1 J%(t) I) dt < j;' M,v K,(t) dt * jrTF 1 Sk(T) 
(4.11) 
(4.12) 
(4.13) 
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Hence, the control policy which minimizes the right hand side of Eq. (4.13) 
is that which minimizes 
(4.14) 
This is the problem of minimizing the distance between two points P and 
Q in the space where the distance p(x, y) between x and y is defined by norm 
of Eq. (1.4). When m = n = 1, these two different metrics produce the 
same f+(t), for ) U(t) / < 01 
4(t) 
C 
when 4(t) =- 
I I c em 
44 =rY when 4(t) > ac 
(4.15) 
=-a when c)(t) < - aC 
V. ONE-DIMENSIONAL PROBLEM 
A. Introduction 
In this section, the one-dimensional case of Eq. (2.1) will be considered 
in detail. One possible way in which such one-dimensional problems arise is 
discussed in Section III. 
It is convenient to make use of two formulations: 
(4 
where 
and 
09 
where 
and 
s t,,+T Min u I 44 - r(t) I dt to 
dx 
z = ax + bu, a # 0, b > 0, 
O<u<l 
t,,+T 
Min 1 I I z(t) I dt t0 
x=x--T 3 
dz 
;ii- = az + b(u - v - #), z(0) = 0, 
x(0) = Y(0) (5.1) 
O<u<l. (5.2) 
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where 
and 
i 
0 when xto 
w(x) b x when O<x<l (5.4) 
1 when x>l 
The function v is introduced in such a way that it automatically assumes a 
correct control value when the derivative of the given trajectory r(t) is capable 
of being duplicated by the system, i.e., if r(t) satisfies 
i = ar + bv 
with 0 < v < 1. When this happens, # of Eq. (5.3) is zero. 
Thus, #(t) # 0 implies that at t, the system is incapable of duplicating 
t(t) exactly by the admissible control variable. Note also that when 4 > 0, 
and when 4 < 0, 
v(yp (5.5) 
B. Special Case 1 
There are situations which can be disposed of immediately. To see this, 
it is convenient to divide the y(t) - t plane into three regions as shown in 
Fig. l(a), (b), and (c) by Eqs. (5.6) and (5.7) 
r(t) k y(O) eat + $ (eat - 1) (5.6) 
and 
r(t) 5 r(0) eat (5.7) 
The figures show the case where t, = 0 and T = 1. If r(t) stays in Region I, 
then (t - ar)/b < 0 and #r < 0 almost everywhere in [t,, , t, + T], then 
w = 0 and it is easily seen that an optimal u(t) is given by 
u*(t) = 1 in PO 9 to + Tl (5.8) 
Similarly if r(t) remains in Region III, then because (9 - ar)/b > 0, # > 0 
almost everywhere and v = 1, the optimal u(t) is given by 
u*(t) = 0 in PO 9 to + Tl (5.9) 
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(A) I 
FIG. l(a). Desired function stays in Region I. 
0 t-+ ’ 
FIG. l(b). Desired function stays in Region II. 
(Cl 
r(t) 
f(t) ’ 
r(o) LG 
L(t) ; 
I 
0 t- I 
FIG. l(c). Desired function stays in Region III. 
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Finally, if r(t) stays in Region II and satisfies 0 < (i - ar)/b < 1 almost 
everywhere, then 
u*(t) = 2) (9, (5.10) 
In the rest of this section, optimal policies for various special cases are 
discussed and suboptimal policies are given for all possible r(s) behaviors. 
C. Special Case 2 
Consider a situation where $I(*) is known to be 
in (0, tl) 
3) = 1 X at t, 
i 
(5.11) 
<O in PI > Tl 
and r(t) crosses from Region III into Region II at some time in [0, T] and 
stays in Region II. See Fig. 2. From Eq. (5.5), 
and 
From Eq. (5.2), 
e,=l in (07 t1> 
w=o in (tl , T) (5.12) 
I~Ia(t)/dt=I~dt/~~e”(“-T)b(u-s--)d7) (5.13) 
0 0 
FIG. 2. Desired function behaves first # > M + b, then # < ar + b. 
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Suboptimal Policy 
Decompose u(t) into ur(t) and us(t) such that 
u(t) = f%(t) + %G> 
ul(t) z 0 in [fly Tl 
z+(t) E 0 in co, tl) 
Let us first find an u(t) which gives an upperbound on Eq. (5.13). 
For t E [0, tJ, 
j x(t) 1 = 11 ea(t-‘) b(# + 1 - ur) d7 
since the integrand is of the same sign in [0, tJ. 
For t E [tl , T] 
1 z(t) / < jt' eactvT) b(rC, + 1 - Ur) dT + jI ea(t-‘) b(u, - #) dT 
0 t1 
since 
06 Ui< 1, i= 1, 2. 
(5.14) 
(5.15) 
Therefore from Eqs. (5.14), (5.15), and by a change of the order of integra- 
tion, one obtains 
j: 1 x(t) / dt G jz K(T, T) esar(JI + 1 - ur) dr + J.1 K(T, T) e-a’(z+ - #) dr 
(5.16) 
where 
K(T, T) b $ (ear - eat) (5.17) 
Since the expression K(T, T) is positive, Eq. (5.16) will be minimized by 
This policy gives an upper bound on the minimum of Eq. (5.13). 
(5.18) 
Exact Solution: Optimal Policy 
To obtain an optimal policy, rather than a suboptimal policy derived in the 
previous section, we make use of various extensions of the fundamental 
min-max theorem of von Neumann in the theory of games [7]. 
3 
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We note 
(5.19) J’ 
T 
o ) z(t) 1 dt = Max jT z(t) k(t) dt 
-l<kW<l o 
with k a measurable function, hence 
o$$l j: I 20) I dt = oyg!l -1$~<, jTa 44 dt 
’ ’ 0 
s 
T 
= wax Min 
-1grcg o<u<t 
z(t) k(t) dt 
o 
(5.20) 
From Eq. (5.14), one can rewrite Eq. (5.19) to be 
1: 1 z(t) 1 dt = 1: dt ,I ea(t-z) b($ + 1 
where k(t) is now defined only on [tl , 
From Eqs. (5.14), (5.15), and (5.21), 
- 4 dT + -,$$g,, j:, z(t) k(t) dt 
(5.21) 
Tl* 
1,’ 1 s(t) 1 dt = 1: K(t, , T) e-a7(# + 1 
s T +-%% dt k(t) eat C(t; ul , us) d7 (5.22) ” tl 
where 
C(t; ul , us) L j: ePr b(u, - 1 - #) d7 + jt e--O’ b(u, - I)) dT (5.23) 
t1 
tl<t<T (5.23) 
Equation (5.22) can be rewritten as 
s T 1 z(t) 1 dt = Max -1 Qc<l 11: (k(t, , T) - j:bk(t) eat dt) e-az($ + 1 - ul) dT 
-I- j: (b jT k(t) eat dtj e’+(uz - t,b) dT/ (5.24) 
t 
The function Cdefined by Eq. (5.23) is seen to be negative in the neighborhood 
of tI , and is monotomically increasing for all admissible u8 in (tl , T]. There- 
fore the optimal k(e) is equal to - 1 in the same neighborhood of f- 
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Thus, C has at most one zero at u in 
C(T; u i , ~a) > 0, then 
k(t) = I- :’ , 
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[tr , T]. This will be the case if 
Define .4(u) and B(T, u) by 
A(T; u) k K(t, , T) - /I b k(t) eat dt; o<T<tl 
B(T; u) f b Irk(t) et dt; tl<r<T 
7 
From Eq. (5.27), B(T; u) is zero and B(u; U) is positive 
in [h > 4 
in h Tl 
Therefore, if B(t,; U) > 0 then 
B(7; u) 3 0 for all 7 E PI , Tl 
If B(t,; u) < 0, then there exists t* such that 
B(t*, u) = 0, t, < t* < u 
From Eqs. (5.26) and (5.27) 
A(T; CT) = K(tl, T) - B(t,; U) o<T<t, 
Equations (5.22) and (5.23) can now be rewritten as 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
(5.31) 
Min Mtx I, (jr K(t, , T> e+*(+ + 1 - ul) dT + j: C(t; ZQ, Us) k(t) eat dt) 
= Mzx Min II (1: A(T; a) eca7(t,h + 1 - ui) d?- + 11 B(T; u) e-ar(u2 - #) dT) 
(5.32) 
Now consider the following cases separately: 
(1) B(t,; u) > 0 and A(t; u) > 0, 0 < t < t, , i.e., K(t, , T) 3 B(t,; u). 
From Eq. (5.32)’ 
* Actually if A(r; o) = 0, then q is arbitrary. 
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Since B(t,; 0) 3 0, 
u2 = * 0 on [h > Tl 
The above argument tacitly assumes the existence of U, t, < u < T. The 
assumed form of k of Eq. (5.25) implies that 
0 < C( T; 1,O) = - b (ST e-Qr +(T) d7 + ,I e-a7 $(T) d’) (5.33) 
Equation (5.33) has a geometrical interpretation that the weighted absolute 
area above the axis t,G = 0, S, , is smaller than the weighted absolute area 
below # = 0, S, , weight being eeas. See Fig. 3. 
FIG. 3. Area under # weighted by e-O*. 
(2) A(t; a) < 0, 0 < t < t, . From Eq. (5.32), 
Ul - *-0 in [0, tl] is optimal 
From Eq. (5.31), B(t,; a) > 0, therefore 
24; = 0 in [tl, Tl . 
This is the case when C(T; 0,O) > 0 or when 
s1+ Jr eear dr < S, 
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(3) B(t,; U) < 0, hence fromEq. (5.31) A(t; u) > 0,O < t < t, . As before, 
* 
241 = 1 on LO> t11. 
From Eq. (5.30), there exists t* such that 
Therefore from Eq. (5.32) 
B(t*; u) = 0 
24; = 1 1 in [tl 9 t*) 0 in [t* , Tl 
This is the case when C(T; u:, u:) > 0 or when S, and Sa are such that 
s,<s,+ -t* 
J 
e-“” dr 
$1 
Since t, < t* < u < T whenever 
S, < S, f ST e+’ dr, 
t1 
it belongs to this case. 
(4) D = T is realized. In this case B(T; T) < 0 for t, < 7 < T and 
A(t; T) > 0 for 0 < t 6 t, . Therefore 
UT = 1 on [OS h) 
u,* = 1 on [t1 > l-1 
and 
or 
C(T; 1, 1) < 0, 
S, > S, + 
s 
’ e+” dr 
h 
This completes the analysis of an optimal policy for this case. Case 1 
takes care of the situation when 
S, < S, Q S, + St1 ecar dr, 
0 
Case 2 when 
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Case 3 when 
S2 < S, < S2 $1’ e+ dr, 
fl 
and Case 4 when 
SB+sT eear < S, . 
11 
Thus, by first computing S, and S, and from their relative magnitude one 
can derive an optimal policy. 
It should be clear that a reverse situation to that of the present section 
can be handled quite analogously. 
One such I) is illustrated in Fig. 4. The arguments, therefore, will not be 
repeated. 
Jr(t) 
T 
FIG. 4. Desired function behaves in opposite manner to that of Fig. 2. 
D. Special Case 3 
Consider now a situation depicted in Fig. 5. Decompose u into 
u = Ul + u2 + %I (5.34) 
Exact Solution 
By introducing auxiliary functions k,(t) and K,(t) defined on [tl , t,] and 
[t2, T] respectively, one can try to use the mix-r-max theorem as in 
Section V.C. However, behaviors of auxiliary functions, defined similarly 
to A, B, and C in Section V.C, become rather complex and no simple rule 
of obtaining optimal policies seem to be forthcoming. 
APPROXIMATION OF TRAJECTORIES AND OPTIMAL CONTROLS 39 
A dynamic programming formulation may be employed to obtain nume- 
rically optimal policies in these cases. 
Suboptimal Policy 
For t < t, , 
I 4t) I = 
For t, < t < t, , 
I 44 I G j:’ ea(t-r) b(u, - 1 
= I t ea(t-r) b(z,h + 1 - ul) d7 0 
- 44 dT + jll eaft-T) b 1 u2 - v j d7 (5.36) 
-t T 
1, 
r 
FIG. 5. + of desired function is produced by UT + bu, 0 < u < 1. 
For t, < t < T 
1 z(t) 1 < 1” en(t-r) b(u, - 1 - 4) d7 + 111 eact-=) b 1 u2 - PI ( d7 
II 
+I” 
eatt-=) b(u, - #) d7 
h 
(5.37) 
A control policy which gives an upper bound on the integral can be 
obtained by utilizing Eqs. (5.39, (5.36), and (5.37) to evaluate 
jr / z(t) 1 dt < 1; K(T, T) c=“(z+ - 1 - I/) d7 
(5.38) 
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Since K(T, T) is positive for nonzero a, Eq. (5.38) can be minimized 
by choosing u to be 
u1 = 1, us = v, 24s = 0. (5.39) 
It can be seen, by similar arguments, that for every possible r(.) an upper 
bound can be obtained by breaking I,!I up into different segments, each segment 
being of the same sign, and treating each segment independently. One 
suboptimal policy, therefore, is given by the rule: 
whenever $ > 0 in a segment, u = 1 in the same segment 
whenever $J = 0 in a segment, u = v in the same segment 
whenever # < 0 in a segment, u = 0 in the same segment 
This suboptimal policy is valid for all $(*) behavior and is not restricted 
to that of Fig. 5. 
VI. CONCLUSION 
The problem of obtaining best approximate realization of a given trajectory 
by the control system trajectory has been considered. In general this problem 
cannot be solved exactly and various upper bounds on the error are derived 
in the paper. 
In the case called the independent control case each component of state 
variables can be controlled independently. Therefore, the problem becomes 
one-dimensional, and certain cases are shown to be solved exactly by utilizing 
certain graphical techniques and min-max theorems. In all cases a rule to 
obtain suboptimal policies are given. For certain behaviors of given trajecto- 
ries suboptimal policies coincide with optimal policies. 
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