ABSTRACT A polynomial approach is described to deal with problems of the following type.
INTRODUCTION

Let
-H h-a LINEAR ALGEBRA AND ITS APPLICATIONS 182: 179-197 (1993) is called a complete factorization [l] . Whether or not a given W(h) admits such a complete factorization depends on the matrices A and Z = A -BC.
Note that Z has the property that W-'(h) = Z -C(hZ -Z)-'B.
The following theorem has been the motivation to study complementary triangular forms. 
The matrix W(h) = Z + C(hZ -A)-'B
admits a complete factorization if and only affor A and Z = A -BC there exists a nonsingular matrix S such that ( * > S'AS is upper triangular and S-'ZS is lower triangular.
If ( * ) holds we say that A and Z admit a simultaneous reduction to complementa y triangular forms.
Let us consider in some detail the case k = 1, where (1.1) is a scalar rational function, as it leads to companion matrices. If k = 1, then the right hand side of (1.1) can be written as 1 + g(h)/a( A) where g and a are polynomials and deg g < deg a = m. Conversely, let w(A) = 1 + g( A)/a( A) be given such that a(A) = a,, + **a +a,,_lAm-l + A" and g(A) = Cg-O1giA". 
Conversely,_if (7) is_satisj@d, then S is nonsingular and S'A S = A and S-lZ S = Z, where A and Z are given by (1.8) and (1.9).
In this note I would like to describe a polynomial approach which leads in a straightforward way to results on simultaneous reduction of companion matrices (and which will be used to given new proofs of the preceding two theorems). It is based on the simple observation that a companion matrix can be regarded as a matrix representation of a shift on a polynomial model. In Section 2 ,a polynomial framework is set up to study equations Proof.
(i): The condition (3.2) is equivalent to ( pj, qj> = 1, j = 1, . , m.
Hence sjl yj. On the other hand deg yj < m -1 = deg sj.
(ii>: Suppose Y is singular. Then there is an r > 1 such that the polynomials yr, . , yr are linearly independent whereas yrtl depends on yr . . yr. Let ( yr, . , y,. > denote the span of yj, j = 1, . , r. Then (2.1)
and (2.2) imply
Ker(h -4.. . (A -a,> = (ql,. . , qJ = ( yl,. . , y,). We combine the results of Lemma 2.1 with the preceding lemma. (3.6)
Proof.
(iii) = (i>: Let the polynomials yj be given as in (3.51, and cj be defined by (3.6). Then
We split the right hand side using h -Tk = (h -cxk) + ( CY~ -rk), so that
If we assume as induction hypothesis then (3.7) implies that the relation (3.8) is also true for k + 1. Since hj and h. are both monk, we have h.+l = (A -cxj + cj)hj.
It is obvious3 Zat (ii) is the matrix version o I (i). n
In the corresponding result for the matrix 2, statement (i) will be omitted. The matrix T which generates the polynomials tj such that (tl,. ..,t,) = (1, A I... , A"-')T (3.12)
will play a role similar to the matrix S before.
LEMMA 3.6.
Let y I, . . , ym be nonzero polynomials generated by the matrix Y. Assume that (3.9), (3.10), and 9,1 yj, j = 1, . . , m, hold. 1 -pjcQ # 0, l<j<k-l<m-1, (3.13) then yj = tjyj, j = 1,. . . , m, for some nonzero y, E @. (3.14)
6) If
Proof, (i) : Th e condition (3.13) is equivalent to (rj, qj> = 1 or to Icm(rj, qj) = tj, j = 1,. . . , m. On the other hand, the assumptions on yj imply lcm(rj, qj>l yj for 1 <j Q m. We have deg t. = m -1 -vj, and it follows from (3.10) that yj = tjyj. with some scalar actor yj. 
1). n
To the polynomials tj in (3.11) corresponds the quadruple and their generating matrix T has a determinant given by (4.2).
