Abstract-This paper describes a visual tool for teleoperative experimentation involving remote manipulation and contact tasks. Using modest hardware, it recovers in real-time the pose of moving polyhedral objects, and presents a synthetic view of the scene to the teleoperator using any chosen viewpoint and viewing direction. The method of line tracking introduced by Harris is extended to multiple calibrated cameras, and afforced by robust methods and iterative filtering. Experiments are reported which determine the static and dynamic performance of the vision system, and its use in teleoperation is illustrated in two experiments, a peg in hole manipulation task and an impact control task.
I. INTRODUCTION
When performing remote manipulation and contact tasks in industrial or other hazardous environments it is common for a teleoperator to be supplied both with haptic feedback from force sensors attached to the manipulator and with visual feedback from a monitor linked to a static camera or cameras placed in the work cell.
While such visual information is useful in the broadest sense, it can also be counter-productive during specific tasks if provided in an inappropriate frame of reference. For example, Figure 1 shows an operator using a force reflecting input device based on a bilateral Stewart platform to perform an insertion task with a robot manipulator [1] , [2] . As the operator pushes the input device forward to insert the peg, the view he receives shows the peg moving rightwards. Such mismatch of feedback leads to performance errors [3] . There are other sensing modalities where conflicting sensory input leads to misinterpretation (cf [4] ). For example, subjects who watch a video of a speaker's lips saying one word, but hear another word dubbed over, report perceiving neither the visual nor the auditory information correctly [5] .
This paper describes our experience with a vision system which recovers and tracks the pose of 3D objects within a workcell and provides the operator with a synthetic view of the objects from any view point and viewing direction. The pose tracking system provides a tool to accomplish the broader goals of our work which are (i) to explore how the selected viewpoint affects operator performance during remote manipulation tasks; and (ii) to explore how to modify haptic feedback to the operator when the vision system predicts a transition from free-space to contact motion. In experiments where proximity of one object to another was represented visually, McAree and Daniel [6] showed that visual information provided a phase advance which though small was nonetheless sufficient to stabilize otherwise marginally stable contact tasks.
Two important choices in the design of the vision system for our work were, first, whether to use data-driven structural recovery methods (eg [7] , [8] ) or model-based methods [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] and, secondly, whether to use calibrated vision to recover Euclidean structure or un-or partiallycalibrated vision to recover structure modulo an unknown transformation. For the latter choice, whilst there are certainly tasks in hand-eye coordination for which uncalibrated vision is quite adequate [17] , [18] , the need to function in a Euclidean robot work space and the a priori undefined nature of the operator's tasks suggest that the calibrated route might be more embracing, though more inflexible. For the former choice the need for robustness and real-time performance on modest hardware still point to a purely model-based approach.
Of the model-based pose tracking methods, the one we pursue here is that of Harris in his RAPiD tracker [19] , [12] . Threedimensional objects are modelled by a set of control points which lie on edges, which may be either surface creases or surface albedo markings, allowing the corresponding lines to be detected in the image. The method assumes any pose change required between the current estimated pose and the actual pose is sufficiently small (i) to allow a linearization of the solution, and (ii) to alleviate the problem of finding line to line correspondences. The correspondences used are between predicted point to measured image line, allowing search in 1D rather than 2D within the image.
A key advantage of Harris' method is its very sparing use of image data. Only linear search around control points is required, and usually only a few hundred pixels per image are addressed. However three aspects of Harris' original monocular tracking method appeared unsatisfactory. First it was found to be easily broken by occlusions and changing lighting. Robust methods to mitigate this problem have been investigated monocularly by Armstrong and Zisserman [20] , [21] . Although this has a marked effect on tracking performance, the second problem found is that the accuracy of the pose recovered in a single camera was poor, with evident correlation between depth and rotation about axes parallel to the image plane. Maitland and Harris [22] had already noted as much when recovering the pose of a pointing device destined for neurosurgical application [23] . They reported much improved accuracy using two cameras; but the object was stationary, had an elaborate pattern drawn on it and was visible at all times to both cameras. The third difficulty, or rather uncertainty, was that the convergence properties and dynamic performances of the monocular and multicamera methods were largely unreported. This paper provides an experimental appraisal of these issues, and is ordered as follows. The next section defines the coordinate systems used and reviews Harris' method for computing change of pose, but within our notational framework for multiple objects and cameras. Section III describes the experimental evaluation of static accuracies in single and three camera cases, using crease edges on a polyhedral object; the effects of incorporating two robust methods on pose convergence; and the dynamic performance of the multicamera version. Section IV describes additional details of the real-time implementation and Section V illustrates the tracker's performance using two teleoperative experiments, an insertion task and an impact control task. Our overall conclusion will be that Harris' method transfers well from its predominantly static rôle in neurosurgical applications to the more dynamic one required here.
II. UPDATING THE POSE OF OBJECTS

A. Coordinate frames
Each object model is described in its own frame B by the coordinate ¡ of each of a set of control points. The points may be special features (eg points or 'lights'), but more usually are specified to lie on object edges which are geometrically fixed as either crease edges between surfaces or albedo markings on surfaces, as sketched in Figure 2 . The underlying object need not be polyhedral.
The object's pose is one or other representation of the transformation
that takes points in frame B into points in a fixed world frame W. For example, using a non-homogeneous rotation matrix and translation representation
denotes the origin of B in W. The pose of a camera C relative to the world coordinate system is defined in the inverse manner as the rotation and translation
It is a matter of convenience below to introduce an aligned frame A that is aligned with W but has its origin coincident with the object frame B:
The method of establishing and calibrating the coordinate frames is deferred to Section IV.
B. Harris' method of recovering change of pose
Here we review Harris' method within our notational framework. The image operations are of the sort routinely used in visual contour tracking. As each new image is captured, the current estimate of pose (or the predicted estimate if the rate of change of pose is modelled) is used to project the visible control points and their lines onto the image, and a search is initiated from each control point in a direction perpendicular to the projected line in order to find any point on the actual imaged line in the new image. The new pose is estimated by minimizing the control point to image line displacements.
Consider an object whose position at some instant is described in the world frame by
The object's angular and rectilinear velocities are 4 and 5 respectively, so that in a small time 6 8 7 the object will move to a new position
By writing the product of the time interval and velocity screw as The above could be used to recover the change of pose if point to point matches could be established between several points and their correspondences 9
, for example when the control points are corners or lights. However in this work the control points typically lie on lines or curves, and we thus only obtain information on point-to-line or point-to-curve matches because of the aperture problem -we know that 9
lies on a particular line or curve, but not exactly where.
All the information is preserved if the inner product is formed between w E is the perpendicular distance between the curves, which we will assume has a radius of curvature much greater than this distance. Note that the choice of the positive direction of u v is arbitrary.
|
The minus sign sets the ideal image plane behind the optic centre.
The system
w E , and so on, is built up for several points , and solved for greater than 6 using a least-squares methodhere singular value decomposition. Note that the method assumes calibrated projective projections to which we return later. 
C. Using multiple cameras
Although the monocular method is a successful tracker -the more so with robust extensions (see [21] ) -its ability to recover pose monocularly is less satisfactory. Maitland and Harris [22] greatly improved the accuracy by extending the method to multiple cameras (as, independently, did the present authors before learning of the earlier work).
Maitland and Harris used a stereo rig with quite closely spaced cameras, and the tracked planar surface of the object was visible in both cameras at all times. Perhaps because this viewing configuration could provide correspondence, they did not stress that there is no need to establish correspondence between control points, and each camera can be treated independently in terms of measurement. The independence of the cameras has no particular impact on image search, as it is already 1-dimensional (and because the image search is between point and a line there is no possibility of reducing the search to zero dimensions). The considerable benefit of independence between views is that it retains the monocular system's robustness to obscuration and loss of control points, the more important for the widely space cameras used in this work.
The extension to multiple cameras is straightforward: with several points and cameras one forms the system 
III. EXPERIMENTAL EVALUATION
A. Static accuracy
Maitland and Harris [22] were principally concerned with the static positional accuracy at the tip of a planar pointer -the tip was to mark the position for a surgical procedure [23] . With 64 control points viewed by both cameras, a camera separation of 0.76m and a range to the target of r m, they found a standard deviation in the position of s '
mm. Angular errors were not given. In these first experiments here we use three cameras and use only the crease edges in the polyhedral object ( Figure 4 ). The range to the object from each camera was r ' m, and the cameras, spaced by some ' m had near orthogonal views. The object's -axis was first aligned (approximately) with the world frame's -axis. The object was then rotated about this axis in steps of r s ¦ and the rotational and translational components of pose recovered. After each movement the pose was allowed to settle so that dynamic effects were eliminated.
The recovered rotation vs set rotation for one camera and three cameras are given in Figures 5(a1) and (a3) respectively. To obtain a measure of error, each point and error bar in the graph represent the average and standard deviation of four measurements. For three cameras, the slope of the plot of recovered rotation angle vs set rotation angle was because of lack of data -but this is particular to this example. Of more general interest is that there is increased error in the recovered rotation, but not dramatically so: the mean change in angle was now
. More interesting is the comparison between recovered translational parameters, shown in Figure 5(b1,b3) . For three cameras, the X and are, as expected, close to constant and zero throughout, and V is close to a constant offset. However, the components recovered from camera 0 alone are evidently erroneous and highly correlated.
Taking the values recovered in the three-camera experiment as veridical, the error in the translation for the single camera (camera 1) gives the direction in the camera's frame as
which, as expected, is close to the optic axis of the single camera.
A second comparative run was made using a set translational movement rather than rotational movement. The object was moved some 200 mm in steps of s ' E mm, whereas that for one camera was
Assuming the values obtained using three cameras to be veridical, errors were computed for the one camera case and, using the same eigen-analysis, the errors were again found to lie predominantly along the optic axis of the single camera.
B. Convergence and robustness
B.1 Robust pose
In our work, the linear systemȲ6 P I ±° i s solved by first applying a robust estimator (least median of squares) to eliminate outliers, and then using singular value decomposition on the remaining inliers. In repeated trials, the minimal groups of 6 matches are randomly selected to determine a value for 6 P I
, and this value used to determine the median of the magnitudes of the deviations
. The solution with the smallest median is used to estimate the standard deviation of the data exploiting the fact that
is an asymptotically consistent estimator of Then measurements are split between inliers and outliers using
In experiment, the ¿ derived was typically of order
in the ideal image with focal length unity. Our cameras have focal length around 3000 pixels. Now
³² ³
is a measure of the distance from the predicted edge to the actual edge. Using the Rousseeuw formula in reverse we find
pixel in the physical image. This is commensurate with the edge search mechanism, which operates only to r pixel accuracy. The number of { of random subsamples required depends as
on the level of contamination Ù , the number of features in the sample (here 6), and the desired probability Ü that one of the subsamples contains no outliers. In a series of trials contamination levels were never greater than 20%, and so just 15 trials would meet a 99% confidence criterion. However, with the robust line fitter running, the number of outliers at this stage was much lower -around 3% -and case deletion diagnostics (cf [24] ) would provide an alternative and cheap method of locating outliers [21] . The outliers are excluded to the final least squares fit for the change in pose 6 P I , which is made using singular value decomposition.
B.2 Robust collinearity
Although it is possible to run the tracker with just one control point on a line, using more than two immediately introduces the constraint that the measured control points should be collinear. A random sampling method is effective in ensuring this by rejecting outliers. The desired situation and a failure situation are illustrated in Figures 6 (a) and (b) . Such "siren" edges arise from independent objects, from shadows cast by the object itself, or, if the pose error is large from other edges on the object itself.
Once the edge locations are found along the cardinal directions, pairs of points are picked at random to define a line, and the perpendicular distance from each edge location to the line computed. As earlier, after computing the standard deviation, inliers and outliers are determined. Figure 6 (c) shows an example from experiment. Control points 1-5 of the seven control points on the model line are correctly matched to the image line, the 6th is unmatched because the edge lies beyond the search distance (here 20 pixels) from the control point, but the 7th is mismatched to another edge. The mismatch was correctly found as an outlier. It would of course be possible to re-search the image for evidence of an edge in the expected position, though cost-benefit ratio favours spending the time in iterating the pose updating, as mentioned below. Figure 7 (a,b) compares the four rates of convergence from an incorrect pose to the correct pose (i) without robust calculation, (ii) with robust lines only, (iii) with robust pose only, and finally (iv) with both robust lines and pose computation. In a variety of experiments, using both robust methods has always provided the fastest convergence.
B.3 Convergence Results
The second example in Figure 7 (c,d) is included as a caveat that, if the initial pose error is large, using only one robust method can prove unsatisfactory. In such cases we find that robust collinearity alone is usually of greater benefit than robust pose alone as it removes outliers earlier. Figure 7 (e) shows the model being pulled onto the image in three iterations of the pose update algorithm when both robust methods are used. In [19] , Harris and Stennett suggested that one iteration is sufficient. However as we discuss below, and is apparent in Figure 8 (c) we find that if the object is moving using just one iteration can lead to steady phase lag between image and model. On the basis of the convergence results we use 3 iterations per image. The predominance of phase lag deserves further comment. If the image measurements are equation (1) are perfect, the linearization results in an underestimate of ³ ³ for a receding object ( Þ Ý s
), but an overestimate of ³ ³
for an looming object ( C ß s ). We expect phase lag and lead respectively for these cases, and indeed this small effect has been observed with synthetic data. However, the search for a matching edge starts at the expected position, and works symmetrically outwards along the search direction for a limited distance, tending to bias 
C. Dynamic performance
Harris' RAPiD tracker included a constant velocity Kalman filter. Although Evans has given expressions for the covariance matrices [25] , these were in terms of a representation other than the angle axis representation used later in [12] . It is rather unclear from the latter publication exactly what covariances are used there. In the filter implemented here we assume that they are of the standard form for discrete-time constant velocity filters, and assuming independent components. Although this is an obvious liberty in the case of the angle axis values, in our work we have found the exact nature of the filter's internal operation to be less important than the way in which filtering is used in the broad.
The change in pose is used to recompute absolute pose. As explained by [12] to transform to a quaternion representation, use the quaternion product
It is possible to write down an update rule purely within the angle-axis representation, but much of it would merely replicate the rule for quaternion multiplication.
and then to back-transform to obtain B 7 6 8 7 ! E . In this paper, each new absolute pose measurement is combined with a running estimate using a constant velocity Kalman Filter with twelve components in the state Updating of the filter takes advantage of the sparse matrices and the symmetry of the covariance matrices to speed up computation, but is otherwise standard [26] . The filter is tuned by collecting a short sequence of pose data with no filter to obtain a rough estimate the parameters, then using the part-tuned filter to collect a longer spell of data and retuning, and so on. Moving the object via the teleoperated robot arm, we found no noticeable anisotropy in the three translation components, and similarly none in the three rotation components. The dynamic measurement noise for translation and rotation was set to . Figure 8 (a) shows a section of the three components of translation used to tune the filter offline, and the enlargement in (b) shows more clearly the filtered signal (dashed).
It is important to stress that the filter is used only for predicting the starting pose for the iterated pose updating using the modified Harris tracker. The pose presented to the operator is the final iterated pose and is thus unfiltered. This is done to avoid the phase lag introduced by the filter, and the benefit of so doing can be seen clearly in Figure 8 
IV. IMPLEMENTATION DETAILS
A. Calibrating the system
Because we use multiple cameras, the pose of objects is defined with respect to a world coordinate frame W, and the rotation and translation
of each camera with respect to this frame must be determined along with the intrinsic parameters of the cameraþ 
can be determined. The approximate calibration of each camera is first determined by moving the robot arm to a succession of at least 6 positions is constrained to be unity.) The inverse of the leftmost £ block of the projection matrix is
, matrices which can be recovered using QR decomposition [27] .
We find the points moved to by the robot are systematically in error. Using the nominal positions ¡ ¥ £ and the single camera calibration parameters
as a starting point a non-linear optimization is performed (eg [28] ) to find
B. Visibility calculations
The basic geometry of a polyhedral object model is specified by a list of vertex positions, a list of faces described by the vertices that bound each. The control lines are then listed explicitly, each with a number of control points whose positions along the lines are described by a parameter between 0 and 1. If a control line is not a crease edge between faces, it must be a marking on a face. The face is specified so that it is not hidden by its own face.
To be deemed visible at all, a control line must be associated with at least one face whose surface normal faces the camera. (Faces which point forward but only just are deemed not visible.) Then the ranges of the parameter are found for which the line is not occluded by all faces other than those one or two with which the line is associated. If the control point parameter is well within a visible range it is used.
C. General
The system has been implemented for polyhedral objects viewed by three cameras. Monochrome video streams are synchronized and captured into the RGB planes of a PCI-bus color framegrabber. On a single 400 MHz processor it is possible (just) within the 40ms interframe time to handle the image search for some 100 control points, the visibility calculations for some 20 potentially obscuring faces, filtering, robust collinearity and robust pose.
The complete teleoperation system incorporating the tracker runs on three computers, running (i) the tracker, (ii) the teleoperator controller processes and optionally (iii) a more sophisticated object renderer, Geomview [29] . The tracker and the controller both run under the real time operating system QNX and have finite state machine architectures, as easing the logistics of communication between the two processes and the user's GUI. The GUI displays the current images with the objects overlaid on the graphics, it also allows the user to add and change the state of the objects and then displays wireframe graphics of the tracked objects in their current pose. Communication between the two QNX boxes is by message passing, which is sufficient for either event notification or small packets of data. When larger amounts of data need to be shared, eg. images or object model files, a shared memory segment is created and semaphores are used to negotiate access to the data. Communication to the third machine, running Geomview under Linux, is via sockets. The architecture and communication between the processes and the sensors is shown in figure 9 .
V. USE WITHIN TELEOPERATION
The system provides a tool for experimentation into teleoperator performance, and for exploring control strategies around contact events. We illustrate two examples here.
A. Example 1: manipulation task
The first is a manipulation task in which a peg is inserted into a hole. Figure 10 shows views of the recovered wireframes of a peg and hole during two insertion runs. Both peg and hole are tracked. The leftmost views show the commonly used tactic of using a view from above to correct for misalignment in up to five degrees of freedom, and an orthogonal side view for correcting the final one, the vertical displacement. We find that the operator uses this view to take the peg to the top of the hole, and then reverts to the top view for the final insertion. The middle montage of views shows a second tactic of tipping the peg into the hole. On the right are views around the peg and hole after insertion. The obvious misalignment is real, and not systematic noise -the peg has sufficient clearance around it when in the hole to twist by several degrees.
B. Example 2: impact control
In many autonomous and teleoperated robotic tasks, the robot end-effector must come into contact with its environment, creating a high risk of damage when fast, non-compliant robots move in uncertain stiff surroundings. Some workers (eg [30] ) have proposed binary controllers, adopting position control for space motions and switching to force control when force-feedback system. Such two-mode approaches fail to suppress the impact, and a number of workers have proposed addition control phases at contact approaches: Khatib and Burdick [31] for example proposed a intervening phase in which the velocity is damped prior to impact, and Li and Daniel [32] , [33] introduced a fourth stage in which immediately prior to contact end effector velocity was limited by exploiting a special property of a force control law. This controller was able to blend into a contact controller.
Here we use a transition controller developed by McAree and Daniel [6] who explore how positional information can be used to limit the momentum of the arm at impact within the context of teleoperation. Vision is used as a feed-forward sensor during transition control such that the robot trajectory is modified to maximize the performance of the system yet leave the force response unchanged (ie, controlled by a teleoperator-operator once impact has occurred). The setup is shown in Figure 11 Figures  11(c and d) were obtained proximity information was recovered by tracking both blocks. In (b) a deceleration phase begins 2 seconds before predicted impact, and the final force is consistently the desired 50 N. In (d) however, braking begins only 1 second before predicted impact, which is at the limit for the arm: in some 30% of the trials, the final force is too large.
VI. CONCLUSIONS
We have described a system for the recovery in real-time of the 3D pose of moving objects using the extension to multiple cameras of the method of Harris [12] , and afforcing it with robust methods. We have quantified the characteristics of the system's static accuracy, convergence, and dynamic performance, and have illustrated the system's utility in two generic tasks in teleoperation. Given the lower accuracy of our object modelling, our results agree with those obtained by Maitland and Harris. The only issue where we would not concur with the conclusions of [19] , [12] , [22] is in the need to perform multiple iterations of the pose updating within a single image.
In our work, we have taken the approach that the information required for remote manipulation is not so much dependent the the quality of visual presentation -that is, on attributes such as shading and texture rendering -as upon viewpoint. The system provides a prompt and accurate updating of pose which can be used to generate novel viewpoints to assist the operator. The method uses modest computing resources. Although not quite at the level of Dementhon and Davies' "pose in 25 lines of code" [34] , the majority of the 8000 lines of our system is concerned with the tedious determination of whether control points are obscured by modelled object surfaces.
