Abstract. In [5] , to prove Fourier restriction estimate using polynomial partitioning, Guth introduced the concept of k-broad part of regular L p norm and obtained sharp k-broad restriction estimates. To go from k-broad estimates to regular L p estimates, Guth employed l 2 decoupling result. In this article, similar to the technique introduced by Bourgain-Guth [3], we establish an analogue to go from regular L p norm to its (m + 1)-broad part, as the error terms we have the restricted k-broad parts (k = 2, · · · , m). To analyze the restricted k-broadness, we prove an l p decoupling result, which can be applied to handle the error terms and recover Guth's linear restriction estimates in [5] .
Introduction
In [5] , to prove Fourier restriction estimate using polynomial partitioning, Guth introduced the concept of k-broad part of regular L p norm and obtained sharp kbroad restriction estimates. Applying the l 2 decoupling theorem (cf. [1] [2]) to go from k-broad estimates to regular L p estimates, Guth obtained new range in [5] for the Fourier restriction estimate, which improves the result in [3] .
In this article, regarding the broadness, we establish an analog of BourgainGuth's technique in [3] to go from multilinear estimates to regular L p estimates. Going from regular L p norm to its (m + 1)-broad part, as the error terms we have the "restricted" k-broad parts, k = 2, · · · , m (Lemma 2.3). Here by "restricted" we mean that functions under consideration are concentrated in small neighborhoods of k-dimensional subspaces. To analyze the restricted k-broadness, we prove an l p decoupling result (Theorem 1.4), which can be applied to handle the error terms and recover Guth's linear restriction estimates in [5] (see Section 5) . The proof of our l p decoupling result uses transverse equi-distribution estimates and the k-broad restriction estimates (for some special functions) from [5] . Therefore, our technique to go from k-broad estimates to linear estimates is self-contained, without resorting to l 2 decoupling theorem.
First, we recall the definition of the k-broad part of regular L p -norm from [5] , and then define a corresponding restricted k-broad part.
For any dyadic number D, Q D denotes the collection of all dyadic cubes in R n , of side length D. Let Σ be the truncated paraboloid, Σ := (ξ, |ξ| 2 ) ∈ R n : ξ ∈ B n−1 (0, 1) .
Denote this collection of blocks by Θ D . For each block θ, let e(θ) be the unit normal vector to Σ at the center of θ.
For any function F :
Fourier restriction of F in θ, that is, F θ = 1 θ F . From the partition of unity, we
For any positive integer d ≤ n, let V d denote the collection of all d-dimensional subspaces in R n . For any V ∈ V d , let Θ D,V denote the collection of blocks near V :
and define
With the notations above, we recall the definition of k-broad part of regular L p norm from [5] :
with the parameters A and D by (1.5)
. Now we are ready to define the restricted k-broad parts, which arise naturally as error terms when going from regular L p -norm to its higher-order broad part (see Section 2). For any dyadic number D, D 0 stands for the largest dyadic number not exceeding D 
It is straightforward to get
where C is an absolute constant. This can be proved by noticing
for any positive integer A ′ with A ′ ≤ A, and nonnegative functions F 1,θ , F 2,θ . The inequality (1.7) serves as weak Minkowski inequality and henceforth the broad part behaves similarly like a norm.
Our main result is the following:
Then for any ε > 0, there exist constant C ε and large numberĀ(ε) such that
and any integer A ≥Ā(ε).
The exponent (k − 1)( 
Since only a tiny fraction of blocks lie near to any (k − 1)-dimensional subspace, the k-broad part is equivalent to regular L p -norm. Using random sign argument, we can also arrange that
for most points x ∈ B. In this scenario,
and therefore,
(This example is the same as the example in [5] showing the sharpness of the kbroad estimates.) In Section 2, we prove a lemma which gives the restricted k-broad parts (k = 2, · · · , m) as the error terms going from regular L p norm to its (m + 1)-broad part. In Section 3 we review wave packet decomposition. We prove Theorem 1.4 in Section 4 using transverse equi-distribution estimates and the k-broad restriction estimates (for some special functions) from [5] . In Section 5, as an application, we show how to go from k-broad restriction estimates to linear restriction estimates using our l p decoupling result.
List of Notations:
We use ε to denote a tiny positive number and L to stand for a large constant such that ε L/10 C ≤ 1 for the constant C in (2.1). For any dyadic number D, D 0 stands for the largest dyadic number not exceeding D
C 2 represents that there is an unimportant constant C such that C 1 ≤ CC 2 ; and when proving some bound concerning large dyadic number D, we write
2. Passing regular L p norm to its higher-order broad part
In this section, we get the restricted k-broad parts (k = 2, · · · , m) as the error terms going from regular L p -norm to its (m + 1)-broad part (see Lemma 2.3). The argument used here is in the same spirit as Bourgain-Guth multilinear method in [3] . 
where C is an absolute constant.
Proof. By the definition (1.5), we write
A/M ∈ V k which depend on B and F to be the minimizers obeying
On each B, we apply (1.7) to the function
For the first term (2.4), note that
and by the choice as in (2.3) and the definition (1.5), this is
.
For the second term (2.5), we have
therefore, by the weak triangle inequality (1.7), the second term (2.5) is controlled by 
, and any cube U ∈ Q R in R n , the following holds:
Proof. This proof is similar to the proof of Lemma 2.1. We write
, and for each q ∈ Q D 2 , take subspaces V
A ∈ V 1 which depend on q and F to be the minimizers obeying (2.7) max
then on each q by applying Minkowski inequality to function
By the choice as in (2.7), the first term is bounded by
Note that there are only
. Henceforth, the second term is controlled by
and the proof is done. 
1 p holds for any integer 2 ≤ m ≤ n − 1, any Schwartz function F on R n with Fourier support in N 1/R Σ, and any cube U ∈ Q R in R n .
Proof. Applying Lemma 2.2 (with
Note that by choice of L, we have A 
Since L is a sufficiently large constant, (2.9) and (2.10) yield (2.8) as desired. F
where F θ = 1 θ F . For each block θ ∈ Θ D , we take a collection S θ of its dual boxes T 's to tile R n . Note that the pairwise disjoint boxes T 's in S θ are of dimensions
, with the long axis in the direction e(θ), which is the unit normal vector to Σ at the center of θ. By partition of unity, there are nonnegative Schwartz functions φ T 's such that each φ T is Fourier supported in the translate of θ at the origin, and
for any x ∈ R n . Due to (3.2), the function φ T is essentially a bump function supported on T and we have (3.4)
By (3.1) and (3.3), we obtain wave packet decomposition
We define and write
For each (θ, T ) ∈ S D , F θ,T is a function essentially supported in T , with Fourier support in 2θ, thus it can be viewed essentially as constant in T . By utilizing Bernstein's inequality, for any 2 ≤ p < ∞ we get
Proof of l p decoupling result
First we recall a k-broad estimate for functions concentrated in a small neighborhood of a k-dimensional subspace (this is a special case of Proposition 8.1 in [5] with m = k): 
Using Lemma 4.1 and equi-distribution estimates from [5] , we obtain the following local estimate for restricted k-broad part: 
Proof. For F D,V on Q, we consider wave packet decomposition S √ D . Note that for each new wave packet (θ,
We partition Q into translates of the √ D-neighborhood of V , and write
For each j, we consider the function
Given V ∈ V k , there is a (n − k)-dimensional plane V ′ which is transversal to V such that the following holds. In a D-cube Q, because of its Fourier support, the function F D,V can be viewed essentially as constant along (n − k)-dimensional planes parallel to V ′ . Henceforth we have the following equi-distribution inequality (cf. Lemma 6.2 in [5] ),
Now we estimate the left side of (4.2) using Lemma 4.1:
and by orthogonality and the equi-distribution (4.3), this is further bounded by
as desired.
Now we are ready to prove the l p decoupling result in Theorem 1.4:
Proposition 4.3. Suppose that 2 ≤ k ≤ n and 2 ≤ p ≤ 2k k−1 . Then for any ε > 0, there exist constant C ε and large numberĀ(ε) such that
Proof. By definition, we have
, by the local estimate (4.2), orthogonality and Hölder's inequality, we bound (4.5) by
and the proof is complete by taking the p-th root.
5. An application of Theorem 1.4
Let B n−1 denote the unit ball in R n−1 . For f : B n−1 → C, Ef represents the Fourier extension operator which is given by
Recall from Lemma 2.3 that we have parameters A j , K j , j = 1, 2, · · · , n, which are tiny positive powers of R satisfying
In [5] , Guth proved the following sharp k-broad restriction estimates: Theorem 5.1 (k-broad restriction, [5] ). Let 1 ≤ m ≤ n − 1. Then for any p ≥ 2(n+m+1) n+m−1 , for any ε > 0, there is a constant C p,ε so that the following holds for any U ∈ Q R in R n :
Applying the l 2 decoupling result in [1] to go from k-broad estimates to regular L p estimates, Guth [5] established the following:
Theorem 5.2 (linear restriction, [5] ). Let U ∈ Q R be a dyadic cube with side length R in R n . Then Let β p ≥ ǫ denote the best constant such that
for any sufficiently large dyadic number R and any cube U ∈ Q R in R n . Given U ∈ Q R in R n . Note that Rf localized in U is a function with 
