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Abstract— Learning-based control methods are an attractive
approach for addressing performance and efficiency challenges
in robotics and automation systems. One such technique that
has found application in these domains is learning-based model
predictive control (LBMPC). An important novelty of LBMPC
lies in the fact that its robustness and stability properties
are independent of the type of online learning used. This
allows the use of advanced statistical or machine learning
methods to provide the adaptation for the controller. This
paper is concerned with providing practical comparisons of
different optimization algorithms for implementing the LBMPC
method, for the special case where the dynamic model of
the system is linear and the online learning provides linear
updates to the dynamic model. For comparison purposes, we
have implemented a primal-dual infeasible start interior point
method that exploits the sparsity structure of LBMPC. Our
open source implementation (called LBmpcIPM) is available
through a BSD license and is provided freely to enable the
rapid implementation of LBMPC on other platforms. This
solver is compared to the dense active set solvers LSSOL
and qpOASES using a quadrotor helicopter platform. Two
scenarios are considered: The first is a simulation comparing
hovering control for the quadrotor, and the second is on-
board control experiments of dynamic quadrotor flight. Though
the LBmpcIPM method has better asymptotic computational
complexity than LSSOL and qpOASES, we find that for
certain integrated systems (like our quadrotor testbed) these
methods can outperform LBmpcIPM. This suggests that actual
benchmarks should be used when choosing which algorithm is
used to implement LBMPC on practical systems.
I. INTRODUCTION
There is growing interest in the development, application,
and integration of learning-based control methods towards
actuation and planning for robotic systems [1], [2], un-
manned autonomous vehicles [3]–[7], and energy systems
[8]–[10]. These techniques are able to achieve high perfor-
mance and efficiency by learning better system models from
measured data, which can then be used to more accurately
control and plan the system. Because the use of these
methods requires online computation for both the model
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learning and the generation of a control sequence, optimized
algorithms for both aspects of such learning-based control
methods are important for practical implementations.
This paper focuses on algorithms for generating a control
sequence when using the learning-based model predictive
control (LBMPC) technique [11], restricted to the special
case with linear dynamic models and linear learning to
update the dynamic models. (Note that the general LBMPC
technique described in [11] can handle nonlinear learning and
nonlinear dynamic models.) LBMPC uses statistical learning
methods to improve the model of the system dynamics,
while using robustness techniques from model predictive
control (MPC) [12]–[14] to ensure that stability and system
constraints are deterministically maintained [11]. It is similar
to adaptive MPC [15], [16], which only work for specific
types of model learning.
The design of algorithms for LBMPC is particularly
interesting because variants have been used for a variety
of practical applications (e.g. [2], [4]–[9]). At its core,
MPC is formulated as an optimization problem in which a
cost function is minimized with respect to constraints on
(a) the states and inputs of the system and (b) a model
of the dynamics of the system. LBMPC is differentiated
from MPC in that online learning is used to update the
dynamics model, and careful structuring of the constraints
of the corresponding optimization problem can be used to
deterministically guarantee stability and robustness of the
resulting controller [11].
A. Optimization Algorithms for MPC
Because LBMPC is based on MPC, we first discuss
different classes of optimization algorithms that can be used
to compute a control sequence for MPC. Depending on the
type of system model (e.g. linear or nonlinear) and the
form of the constraints, there are a variety of approaches
to solving the optimization problem corresponding to an
MPC controller. The most efficient structure occurs when
the system model is linear (or affine), the cost function is
quadratic, and the constraints are linear; in this situation, the
optimization problem is a convex quadratic program (QP),
which can be solved relatively easily. Such formulations are
sometimes called QP-MPC problems.
Explicit MPC [17]–[20] is one approach to solving a QP-
MPC. In this procedure, a lookup table that gives the optimal
control as a function of the initial states is computed offline.
It is well-suited for situations where the QP-MPC is time-
invariant. This time-invariant structure occurs, for instance,
when the system model is not changing; however, such time-
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invariance is not the case for LBMPC where online learning
updates the model. Furthermore, the number of entries in
the lookup table can grow exponentially with input and state
dimensions.
An alternative approach is to use a QP optimization solver
(e.g. [21]–[23]) at each time step. Specialized solvers that
can exploit the sparsity of QP-MPC have computational
complexity that scales linearly in the prediction horizon of
the QP-MPC [24], [25], as opposed to non-sparse solvers
that scale cubicly. Other approaches include automatic code
generation using problem-tailored solvers [26], [27], and
combining explicit and online MPC [28].
B. Optimization Algorithms for LBMPC
One advantage of LBMPC is that its formulation and
safety properties are independent of the statistical method
used; however, the numerical solver used to compute the
LBMPC control is dependent on the form of the statistical
method. This is because the structure of the resulting opti-
mization problem depends upon the type of statistical method
used with LBMPC. For instance, the optimization is non-
convex when a nonparametric statistical method is used to do
the learning [11]. On the other hand, if the system dynamics
are linear, the state and input constraints are linear, the cost
function is quadratic, and the statistical method provides
linear model updates, then LBMPC can be described by a
QP. Such a QP-LBMPC formulation can be found in many
engineering problems, including quadrotor flight control [4],
[5] and energy-efficient building automation [8].
It turns out that QP-LBMPC has sparsity structure similar
to QP-MP. This mean that sparse solvers can be designed
which computationally scale well. In particular, we have
implemented a primal-dual infeasible start interior point
method (PD IIPM) based on Mehrotra’s predictor-corrector
scheme [29] in C++, and named this solver LBmpcIPM. Our
open source implementation (distributed via the BSD license)
can be downloaded from http://lbmpc.bitbucket.
org/. For comparison, we consider two dense active set
solvers (LSSOL v1.05-4 and qpOASES v3.0beta) [21], [23].
Because these solvers do not consider the sparsity of QP-
LBMPC, their scaling properties are worse than LBmpcIPM.
That being said, for particular applications it may be the case
that a dense solver such as LSSOL or qpOASES requires less
computation than LBmpcIPM. Our aim in this paper is to
report simulation and experimental comparisons that provide
insights into the practical implementation of algorithms for
LBMPC.
We begin by formally defining the LBMPC technique in
Section II. Next, we briefly summarize the key characteristics
of the LBmpcIPM, LSSOL, and qpOASES algorithms that
are being compared. Section IV presents numerical simula-
tion results and real-time experiments. A quadrotor helicopter
testbed is used to provide a practical platform for comparison
of different algorithms. Two scenarios are considered: The
first is a simulation comparing hovering control for the
quadrotor, and the second is on-board control experiments
of dynamic quadrotor flight.
II. LEARNING-BASED MODEL PREDICTIVE CONTROL
For simplicity, we focus on QP-LBMPC, in which the cost
is quadratic, constraints are polyhedral, and all dynamics are
affine. This results in a linear control law which is known
to be computationally tractable and robust for practical
applications. The general form of LBMPC, which can handle
nonlinear system dynamics and nonlinear learning, can be
found in [11].
A. Three Models of System Dynamics
To describe LBMPC, we must define three discrete-time
models of the system. The first is the true system with
dynamics
xm+1 = Axm +Bum + s+ g(xm, um),
where m denotes time, x ∈ Rn is the state, u ∈ Rm is the
input, and A ∈ Rn×n, B ∈ Rn×m, s ∈ Rn. Here, g :
Rn × Rm → Rn represents (possibly nonlinear) unmodeled
dynamics. The second model (nominal model) is affine
x¯m+1 = Ax¯m +Bu¯m + s, (1)
where x¯m ∈ Rn, u¯m ∈ Rm are the state and control of
the nominal model. The nominal model ensures two things:
first, it is used to guarantee deterministic stability. Second,
it is the model on which the learning is based, as discussed
below.
The third model is the learned model. The learning in
LBMPC occurs through a function Om(x˜m, u˜m) that is
known as an oracle. The oracle provides updates to the
nominal model in the following manner:
x˜m+1 = Ax˜m +Bu˜m + s+Om(x˜m, u˜m), (2)
where x˜ ∈ Rn, u˜ ∈ Rm are the state and input of the
oracle system. The oracle provides corrections to the nominal
model by learning the unmodeled dynamics g online. One
of the notable characteristics of the LBMPC formulation is
that its deterministic stability and robustness properties are
independent of both the statistical method used to estimate
the model updates and the mathematical structure of the
oracle.
However, the mathematical structure of the oracle does
affect the structure of the optimization problem that must be
solved to compute the control action of LBMPC. In general,
the optimization problem will be non-convex, which can be
difficult to solve numerically in real time. However, if the
oracle has an affine form, then the optimization problem
describing LBMPC is a QP. More specifically, we consider
QP-LBMPC where the oracle is given by
Om(x˜m, u˜m) = Lmx˜m +Mmu˜m + tm,
where Lm ∈ Rn×n, Mm ∈ Rn×m, tm ∈ Rn are time-
varying and constantly updated by an appropriate parametric
statistical method [5].
B. QP-LBMPC
We can state the QP-LBMPC control as the solution to
the below optimization problem. The interpretation of this
optimization is given in the next subsection.
min
C,θ
(x˜m+N |m − x?m+N |m)T Q˜f (x˜m+N |m − x?m+N |m) +
N−1∑
i=0
{
(x˜m+i|m − x?m+i|m)T Q˜(x˜m+i|m − x?m+i|m) +
(uˇm+i|m − u?m+i|m)TR(uˇm+i|m − u?m+i|m)
}
(3)
s.t. x˜m|m = xˆm, x¯m|m = xˆm,
x˜m+i|m = A˜mx˜m+i−1|m + B˜muˇm+i−1|m + t˜m,
x¯m+i|m = Ax¯m+i−1|m +Buˇm+i−1|m + s,
uˇm+i−1|m = Kx¯m+i−1|m + cm+i−1|m,
Fx¯,ix¯m+i|m ≤ fx¯,i, i = 1, . . . , N
Fuˇ,iuˇm+i|m ≤ fuˇ,i, i = 0, . . . , N − 1
Fx¯θx¯m+j|m + Fθθ ≤ fx¯θ
for a single fixed value of j, such that j ∈ {1, . . . , N}.
N is the prediction horizon, C the vector containing
{cm+i|m}N−1i=0 , xˆm ∈ Rn the initial state, x˜m+i|m, x¯m+i|m
(uˇm+i|m) the states (inputs) at time m+ i predicted at time
m, and θ ∈ Rm parameterizes the set of states that can
be tracked by a steady-state control value. The dynamics
matrices updated with the oracle are A˜m , A + Lm ∈
Rn×n, B˜m , B + Mm ∈ Rn×m, t˜m , s + tm ∈ Rn,
and {x?m+i|m}Ni=1 ({u?m+i|m}N−1i=0 ) are the states (inputs) we
want to track. We assume Q˜ = Q˜T ∈ Rn×n, Q˜f = Q˜Tf ∈
Rn×n, R = RT ∈ Rm×m and Q˜ = Q˜T > 0, R = RT > 0,
Q˜f = Q˜
T
f > 0.
C. Interpretation of QP-LBMPC
At an abstract level, the idea of LBMPC is to maintain two
models, (1) and (2), of the system within the optimization
problem. A cost function that depends on the states of the
learned model x˜m and the control inputs uˇm is minimized.
The same control inputs are used to check that input and state
constraints are satisfied when applied to the nominal model
x¯m. This is the reason that the optimization is formulated so
that the constraints are applied to model (1) but not (2), while
both models have the same control input uˇ. Furthermore,
LBMPC robustifies the constraints to handle the mismatch
between the models and the true system, represented by
the polytopes defined by (Fx¯,i, fx¯,i) and (Fuˇ,i, fuˇ,i) [11].
Finally, we note that LBMPC uses a tracking formulation of
MPC that allows tracking to reference points parameterized
by θ. This necessitates the use of a terminal constraint
set ([Fx¯θ Fθ], fx¯θ). Further details on its computation can
be found in [11]. Under appropriate conditions [11], the
LBMPC formulation ensures robust recursive feasibility,
robust constraint satisfaction, and is robustly asymptotically
stable (RAS).
We require the constraint matrices Fx¯,i ∈ Rlx¯×n, Fuˇ,i ∈
Rluˇ×m, Fθ ∈ Rlθ×m to be full column rank, where lx¯, luˇ, lθ
are the respective number of constraints. The full column
rank condition holds, e.g. for box constraints. For simplicity
of presentation, we keep the number of linear inequality
constraints constant for all i. Our results, however, also
hold even if the number of constraints vary over i. The
last condition in (3) guarantees persistent feasibility by
requiring any intermediate state at time m+ j to lie within
an approximation of the maximal admissible disturbance
invariant set [30]. Our formulation is meant to approximate
the limit as θ approaches infinity. It is derived from the
tracking formulation of [31] as proposed in [11]. The ap-
proximation was observed to deliver good performance and
results both in simulation and experiments. This variant of
the tracking formulation for LBMPC maintains the robust
constraint satisfaction and recursive feasibility properties
from the general LBMPC formulation. However, the RAS
property for this variant of LBMPC still needs to be checked.
The gain K ∈ Rm×n is chosen such that (A+BK) is Schur
stable [11].
From the cost we infer that (3) is a convex op-
timization problem. At each time step, a problem of
form (3) with current state xˆm is solved. Clearly, the
solution is a (non-trivial) function in xˆm. QP-LBMPC
(and LBMPC and MPC in general) works as follows:
Let ({uˇoptm+i|m}N−1i=0 , {x˜optm+i|m}Ni=1, {x¯optm+i|m}Ni=1, θopt) be
the optimizer at time m. The QP-LBMPC policy takes
uˇm|m = uˇ
opt
m|m as the current control action and waits until
the new measurement xˆm+1 becomes available at the next
time step. A new problem is solved and the procedure is
repeated for each time step. In this paper, we describe a
method with computational complexity linear in the predic-
tion horizon N . We therefore assume that the optimization
problem is feasible with finite optimal value.
III. CHARACTERISTICS OF COMPARED ALGORITHMS
The QP solvers that we use to compute the control
sequence given by LBMPC (3) have different features. LBm-
pcIPM is a sparse primal-dual infeasible start interior point
method (PD IIPM) [32] that exploits the particular sparsity
structure of QP-LBMPC, and it is similar to earlier research
in fast MPC [24], [25], [27]. The main difference to fast
MPC is in the sparsity pattern of the matrices involved in the
computational algorithm, and details on the implementation
of LBmpcIPM can be found in [33]. One salient feature of
LBmpcIPM is that its computational complexity scales as
O(N(m+ n)3), which is linear in N .
In contrast, both LSSOL and qpOASES are dense active
set solvers. Strictly speaking, LSSOL is optimized for con-
strained least-squares (CLS) optimization problems, and QP-
LBMPC can be reformulated as a CLS problem so as to
work well with LSSOL [5]. On the other hand, qpOASES
incorporates homotopy methods to exploit the recursive
nature of MPC (and LBMPC) optimization problems. The
computational complexity for both LSSOL and qpOASES
when solving QP-LBMPC problems scales as O(N3(m +
n)3), cubic in N . This is worse scaling than LBmpcIPM,
TABLE I: Average simulation solve times (ms) for
LBmpcIPM on three different platforms.
N i7 Core2 Atom
5 0.933 2.0 9.8
10 1.83 4.0 20.1
15 2.667 6.0 30.3
30 5.646 12.1 60.7
60 10.751 24.5 121.9
120 22.818 49.9 245.7
240 50.145 105.4 491.7
TABLE II: Average simulation solve times (ms) for
LBmpcIPM, LSSOL, and qpOASES on Core i7 platform.
N LSSOL qpOASES LBmpcIPM
5 0.136 0.352 0.933
10 0.433 1.241 1.83
15 0.948 3.114 2.667
30 4.89 18.163 5.646
but for small values of N it may be the case that LSSOL
and qpOASES outperform LBmpcIPM.
IV. EXPERIMENTS AND SIMULATIONS
This section empirically compares LBmpcIPM with two
dense active set solvers (LSSOL v1.05-4 and qpOASES
v3.0beta) [21], [23]. We begin with simulations on a model
of a quadrotor helicopter. Simulations show that the com-
putation time of the sparse PD IIPM does indeed scale
linearly in the prediction horizon N . This is in contrast to the
dense active set solvers whose computation times are shown
to scale cubicly in N . These simulations are followed by
experiments on a quadrotor helicopter, in which three solvers
are empirically compared. The solvers were run in real time
using the computer on-board the quadrotor helicopter which
is slow in comparison to a desktop computer. Before describ-
ing these results, we begin by summarizing the quadrotor
helicopter model that is used.
It is important to note why we use LBMPC on the
quadrotor helicopter. The helicopter is subject to complex,
nonlinear physics due to different aerodynamic effects, and
many of these effects are state dependent. The challenge
from a practical standpoint is that modeling these effects is
difficult. So we utilize learning to identify these effects in an
automated manner as the helicopter is flying. The learning
in essence is identifying a time-varying linearization that
describes the complex helicopter physics, and this enables
improved flight performance in experiments [4], [5].
For the results presented here, all solvers were compiled
using the GCC v4.6.3 compiler, and the corresponding itera-
tion counts for all solvers remained primarily between 2 to 4
iterations. The termination criterion used for the LBmpcIPM
solver was residues with norms below 1e-3. Moreover, the
MPC formulations that were used to control this model
placed box constraints on all of the states and inputs.
A. Quadrotor Helicopter Model
Here we summarize the basic features of the model. There
are ten states x ∈ R10 that correspond to three positions,
three velocities, two angles, and two angular velocities.
Strictly speaking, a quadrotor helicopter has three angles
(yaw, pitch, and roll) that define its orientation; for simplicity
we keep the yaw angle fixed, and this is the reason that
we only have two angles in our state. The helicopter has
three inputs u ∈ R3 that correspond to commanded values
of thrust, pitch, and roll. Each discrete time step (and
the corresponding values of A,B, and s) represents 25ms
sampling period or 40Hz sampling frequency. Further details
about the quadrotor model we use can be found in [4].
B. Computational Scaling in Horizon Length
We conducted a simulation in which the quadrotor was
commanded to move from a height of 2m above the ground
to a height of 1m. The reason that LBMPC can be useful in
similar scenarios is that complex aerodynamic behavior leads
to a change in the thrust of the helicopter when it approaches
the ground. LBMPC allows the designer to explicitly specify
that the model can change in this manner and then leverage
statistical tools to learn and compensate for the effect of this
phenomenon [4], [5]. We used nonzero values of Lm,Mm
to represent learning that has taken place and has identified
changes in the helicopter physics.
The simulations were run on three different computers of
varying computational power and architecture. The horizon
sizes N were allowed to range from 5 steps to 240 steps,
which represents 0.125s to 6s of horizon time because of the
25ms sampling period of the model. The first computer is a
Lenovo T410 laptop, with a dual-core Intel Core i7 processor
running at 2.67 GHz, with 4 MB of cache, 8 GB of RAM,
and running a 64-bit Linux operating system. The second is
a Dell Precision 390 desktop, with a dual-core Intel Core2
CPU running at 2.4 GHz, 4 MB of cache, 2 GB of RAM, and
running 32-bit Linux. Finally the third computer is a small
form factor computer-on-module (CoM) which runs onboard
the quadrotors used in our laboratory testbed as reported
in [4]. It is based on a single-core Intel Atom Z530 CPU
running at 1.6 GHz, with 512 KB of cache, 1 GB of RAM,
and runs 32-bit Linux.
Table I lists the simulation results for LBmpcIPM with
varying horizon N on all three computers. For a given CPU
the solution time is clearly linear in the prediction horizon
N . This is what is expected for a sparse interior point solver
that exploits the special structure of an MPC problem, and
stands in contrast to dense solvers that scale cubicly. The
latter fact can be verified in Table II, which reports the
solution times for LBmpcIPM, LSSOL, and qpOASES on
the Core i7 platform for N = 5 to N = 30. As theoretically
predicted, the solution times for the dense active set solvers
scale cubicly in N .
When the helicopter is in flight, its processor must han-
dle additional overhead due to processes like measurement
communication and file storage. Therefore, the solution times
reported for the Atom CPU represent a lower bound on the
solve times for when the helicopter is in flight.
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Fig. 1: The step response trajectory of the quadrotor heli-
copter flown using LBMPC solved with LSSOL is shown
in solid blue, the dashed red line indicates the difference
between the trajectories of the helicopter when flown with the
LSSOL versus the LBmpcIPM solver, and the dash-dotted
green line denotes the difference between the trajectories
of the helicopter when flown with the LSSOL versus the
qpOASES solver.
C. Experimental Comparison
LBMPC controllers implemented using LBmpcIPM,
LSSOL, and qpOASES were compared on a quadrotor heli-
copter testbed. This experiment is an interesting comparison
of the different solvers because (i) the Intel Atom Z530
processor onboard the helicopter is slow in comparison to a
desktop computer, (ii) the optimization problem to compute
the control must be computed within 25ms to enable the real
time control, and (iii) the quadrotor has constraints placed
on its state and inputs that correspond to physical constraints
such as not crashing into the ground. We used a horizon of
N = 5 because this was the largest horizon in which all the
solvers could reliably terminate their computations during the
25ms sampling period for computing the control value. Note
that this is in contrast to the horizon of N = 15 that was used
with the LSSOL solver in past experiments applying LBMPC
to the quadrotor [4], [5]. This means that the benefits of the
linearly-scaling computational complexity are not apparent
in these experiments, nor are the benefits of a longer MPC
horizon. However, it is worth noting that the current on-
board quadrotor computer (which dates from 2009) could be
replaced with another of similar size and power requirements.
It would be compatible with our quadrotor platform [34],
yet with about an order of magnitude better performance
[35], which we can predict would enable, for LBmpcIPM,
horizons around N = 30. An experiment was conducted
in which the helicopter was commanded to, starting from a
stable hover condition, go left 1m and then go right 1m. This
was repeated 10 times in quick succession. The learning used
in [4], [5] was enabled for this experiment.
A plot of a representative step input in which the quadrotor
was commanded to go from left to right is shown in Fig. 1.
The position of the helicopter when using the LSSOL solver
is shown in solid blue, the difference between the trajectories
of the LSSOL and LBmpcIPM solvers is shown in dashed
red, and the difference between the trajectories of the LSSOL
and qpOASES solvers is shown in dash-dotted green. We
used the trajectory of the LSSOL solver as the reference
trajectory, because this was the solver used for our previous
experiments in [4], [5]. As can be seen in the plots, the
difference in trajectories is within 6.5cm for LBmpcIPM
and 9.8cm for qpOASES. These differences are within a
range that would be expected even between runs of the same
trajectory using the same solver due to complex aerodynamic
fluctuations that occur during a flight. They indicate that the
different solvers are giving the same performance.
Histograms that show the empirical densities of the solve
times for the three solvers can be seen in Fig. 2. The two
dense active set solvers have a lower variance of solve times,
and this lower variance is important because it means that
the solver is able to finish its computations under the time
limit imposed by the 25ms sampling period. In contrast, the
LBmpcIPM method has a higher variance and so the solve
times do exceed the 25ms limit a small percentage of the
time. We note that the advantage of our LBmpcIPM solver
is that it has reduced computational effort, as compared to
the dense active set solvers, when the horizon N is large.
This benefit becomes readily apparent on faster computers
that can handle longer horizons N , and this advantage of
LBmpcIPM is not seen in our experiments where N = 5.
V. CONCLUSIONS
We have used simulations of quadrotor helicopter flight
to confirm that the computation for a sparse solver like
LBmpcIPM scales better than that of dense solvers like
qpOASES and LSSOL. However, real-time experiments of
onboard implementations of these algorithms show that it
may be the case that a dense solver like qpOASES or LSSOL
can outperform the computational speed of LBmpcIPM.
This suggests that actual benchmarks should be used when
choosing which algorithm is used to implement LBMPC on
practical systems. There is a last point that was hinted at in
the paper but not explicitly discussed: The LBMPC problem
has additional structure because of the similarity between the
dynamics of the learned (with states x˜) and nominal model
(with states x), and this structure is not typical in linear
MPC problems. It may be possible to leverage this structure
to provide improvements in the solve time.
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