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The algebraic decay rates for the total kinetic energy of weak so-
lutions of the n-dimensional viscous Boussinesq system in exterior
domains are established by means of the spectral decomposition
method of fractional powers of the Laplacian and Stokes operators.
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1. Introduction and main results
The problem of the heat transfer inside viscous incompressible ﬂows is considered in n-
dimensional exterior domains. By an exterior domain we mean a connected open set Ω whose
complement is the closure of the union of a ﬁnite number of bounded domains with smooth bound-
aries. Accordingly with the Boussinesq approximation, we neglect the variations of the density in the
continuity equation and the local heat source due to the viscous dissipation, and consider the varia-
tions of the temperature by putting an additional vertical buoyancy force term in the equation of the
ﬂuid motion. That is,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tθ − kθ + (u · ∇)θ = 0 in Ω × (0,∞),
∂tu − νu + (u · ∇)u + ∇p = βθen in Ω × (0,∞),
∇ · u = 0 in Ω × (0,∞),
θ(x, t) = u(x, t) = 0 on ∂Ω × (0,∞),
u(x,0) = a, θ(x,0) = b in Ω,
(1.1)
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P. Han / J. Differential Equations 252 (2012) 6306–6323 6307where n  3 and Ω is an exterior domain in Rn; the velocity u = u(x, t) is an n-component vector
ﬁeld with zero divergence, the scalar function θ = θ(x, t) denotes the density or the temperature
and p = p(x, t) the pressure of the ﬂuid; while u(x,0) = a(x) and θ(x,0) = b(x) are given initial
velocity vector with zero divergence in the sense of distribution, and density or the temperature ﬁeld
respectively. Moreover, en = (0,0, . . . ,0,1), and β ∈R1 is a physical constant. ν > 0 and k > 0 are the
viscous and the thermal diffusion coeﬃcient. By rescaling the unknowns, without loss of generality,
we take ν = k = β = 1.
Deﬁnition. (u, θ) is called a weak solution of (1.1) if u ∈ L∞loc(0,∞; L2σ (Ω)) ∩ L2loc(0,∞; H10(Ω)) and
θ ∈ L∞loc(0,∞; L2(Ω)) ∩ L2loc(0,∞; H10(Ω)) satisfy
−
∞∫
0
∫
Ω
u∂tφ dxdt +
∞∫
0
∫
Ω
∇u · ∇φ dxdt +
∞∫
0
∫
Ω
u · ∇u · φ dxdt
=
∫
Ω
aφ(0)dx+
∞∫
0
∫
Ω
θen · φ dxdt for all φ ∈ C∞0
([0,∞);C∞0,σ (Ω)),
and
−
∞∫
0
∫
Ω
θ∂tψ dxdt +
∞∫
0
∫
Ω
∇θ · ∇ψ dxdt +
∞∫
0
∫
Ω
(u · ∇)θψ dxdt
=
∫
Ω
bψ(0)dx for all ψ ∈ C∞0
([0,∞);C∞0 (Ω)),
where (a,b) ∈ L2σ (Ω) × L2(Ω).
The Boussinesq system is widely used to model the dynamics of the ocean or the atmosphere,
see e.g. [23]. It arises from the density dependent incompressible Navier–Stokes equations by using
the so-called Boussinesq approximation, which consists in neglecting the density dependence in all
the terms but the one involving the gravity. This system has lately received signiﬁcant attention in
mathematical ﬂuid dynamics due to its connection to three-dimensional incompressible ﬂows.
Note that when the initial density b is identically zero (or constant), then the system (1.1) reduces
to the classical incompressible Navier–Stokes equations. The existence of global weak solutions in the
energy space for 3D Navier–Stokes equations was established by Leray [20] and Hopf [17] respectively
for an arbitrary L2-initial velocity. The uniqueness and the regularity of 3D Leray–Hopf’s weak solu-
tions are still open questions, which are only known in space dimension two. Meanwhile it is also
well known that smooth solutions are global for three and higher dimensions when the data are small
in some critical spaces, see for instance [19] for more detailed discussions.
This L2 decay problem was ﬁrst raised by Leray [20] in the case of the Cauchy problem in R3
and then was aﬃrmatively solved by Kato [18] for the Cauchy problem in Rn with n = 3,4. Many
interesting and important results on the decay properties have been achieved for Navier–Stokes ﬂows,
and the readers are referred to [2–9,11,13,15,16,18,24–26] and the references therein.
In this paper we are interested in the L2 asymptotic behavior of weak solutions of the exterior
problem (1.1). However, it is in general not easy to deduce the expected L2 decay property for prob-
lem (1.1) in unbounded domains. The goal of this paper is to study in which way the variations of the
temperature affect the asymptotic behavior of the velocity ﬁeld. Few works are devoted to the study
of the large time behavior of solutions to (1.1). By using Fourier transform, Brandolese and Schon-
bek [12] recently considered the decay properties of weak and strong solutions of system (1.1) in the
6308 P. Han / J. Differential Equations 252 (2012) 6306–6323three-dimensional whole space, however the methods employed by them (Fourier splitting method
for example) seem not applicable to the present case. Our main results read as follows.
Theorem 1.1. Let a ∈ L2σ (Ω) and b ∈ L1(Ω)∩ L2(Ω), n 3. Then problem (1.1) admits a weak solution (u, θ)
satisfying for any t > 0
∥∥θ(t)∥∥L2(Ω)  C(1+ t)− n4 , (1.2)
and
∥∥u(t)∥∥L2(Ω) 
⎧⎪⎨
⎪⎩
C(1+ t) 14 if n = 3,
C loge(1+ t) if n = 4,
C if n 5.
(1.3)
Moreover, if there is a small number η > 0 such that
‖b‖L1(Ω)  η and
∥∥etb∥∥L1(Ω)  C(1+ t)− 12 ∀t ∈ (0,∞) (1.4)
hold, then the weak solution (u, θ) satisﬁes for any t > 0
∥∥θ(t)∥∥L2(Ω)  C(1+ t)− n+24 and ∥∥u(t)∥∥L2(Ω) → 0 as t → +∞. (1.5)
Further if a ∈ L nn−1 (Ω) holds, then for any t > 0,
∥∥u(t)∥∥L2(Ω)  C(1+ t)− n−24 (1.6)
with any small  > 0.
Remark. (1) The above estimate (1.2) for the temperature looks optimal, since the decay agrees with
that of the heat kernel. On the other hand, the optimality of the estimate (1.3) for the velocity ﬁeld
is not so clear. Theorem 1.1 shows that the estimates (1.2), (1.3) of weak solutions of (1.1) can be
improved to (1.5) and (1.6) if the initial ﬁelds satisfy additionally suitable assumptions.
(2) The assumption (1.4) is technical, however, from which, we cannot conclude the regular-
ity on the weak solution of (1.1). In addition, it is not diﬃcult to verify that if Ω = Rn+ , b, xnb ∈
L1(Rn+), then the solution etb of the linear parabolic equation satisﬁes the estimate ‖etb‖L1(Rn+) 
C(1+ t)− 12 ‖xnb‖L1(Rn+) for any t > 0.
(3) It is not clear whether the decay estimate (1.6) remains true for  = 0, and the main diﬃculty
arises from the effect of the boundary ∂Ω .
To conclude this introduction, we explain some notations used in what follows: Let C∞0,σ (Ω) denote
the set of all C∞ real vector-valued functions φ = (φ1, φ2, . . . , φn) with compact support in Ω , such
that ∇ · φ = 0 in Ω . Lqσ (Ω) (1 < q < ∞) is the closure of C∞0,σ (Ω) with respect to ‖ · ‖Lq(Ω) , where
Lq(Ω) represents the usual Lebesgue space of real-valued functions. In addition, the norm of L∞(Ω)
is denoted by ‖u‖L∞(Ω) = ess supx∈Ω |u(x)|. By symbol C , we denote a generic constant whose value
may change from line to line.
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Let A = −P : D(A) → L2σ (Ω) be the Stokes operator, where P : L2(Ω) → L2σ (Ω) is the Helmholtz
projection operator. Then A is positive self-adjoint operator with dense domain D(A) ⊆ L2σ (Ω), and
there exists a uniquely determined resolution {Eλ | λ 0} of identity in L2σ (Ω) such that the positive
self-adjoint operator Aα (0<α  1) is deﬁned as follows (see [27]):
Aα =
∞∫
0
λα dEλ with domain D
(
Aα
)=
{
v ∈ L2σ (Ω)
∣∣∣
∞∫
0
λ2α d‖Eλv‖2L2(Ω) < ∞
}
.
Similarly, we can deﬁne the fractional powers of the positive self-adjoint operator − with dense
domain D(−) = W 2,2(Ω) ∩ H10(Ω) ⊆ L2(Ω). There exists a uniquely determined resolution {Fλ|λ
0} of identity in L2(Ω) such that for any 0<α  1
(−)α =
∞∫
0
λα dFλ with domain D
(
(−)α)=
{
v ∈ L2(Ω)
∣∣∣
∞∫
0
λ2α d‖Fλv‖2L2(Ω) < ∞
}
.
Lemma 2.1. (See [10].) For any h ∈ Lqσ (Ω). Then for any t > 0
∥∥e−t Ah∥∥Lr(Ω)  Cq,rt− n2 ( 1q − 1r )‖h‖Lq(Ω), ∀1< q r < ∞ or 1 q < r ∞.
Lemma 2.2. (See [10].) Let 0 <  < 14 and ρ1 + ρ2 = 1 + 2 with ρ1,ρ2  0. Then there is a constant
C = C(,ρ1,ρ2,n,Ω) such that
∥∥EλP (u · ∇)v∥∥L2(Ω)  Cλ n4−∥∥A ρ12 u∥∥L2(Ω)‖A ρ22 v‖L2(Ω)
for all λ 0, u ∈ D(A ρ12 ) and v ∈ D(A ρ22 ).
Lemma 2.3. It holds true for all λ > 0
∥∥Fλ(u · ∇)v∥∥L2(Ω)  Cλ n+24 ‖u‖L2(Ω)‖v‖L2(Ω)
for any u ∈ H10,σ (Ω) and any scalar function v ∈ H10(Ω).
Proof. Note that
∥∥Fλ(u · ∇)v∥∥L2(Ω) = sup
w∈L2(Ω)
∣∣(Fλ(u · ∇)v,w)∣∣. (2.1)
Since u ∈ H10,σ (Ω), we have for any scalar function v ∈ H10(Ω)
∣∣(Fλ(u · ∇)v,w)∣∣= ∣∣(v,u · ∇ Fλw)∣∣
 C‖uv‖L1(Ω)‖∇ Fλw‖L∞(Ω)
 C‖u‖L2(Ω)‖v‖L2(Ω)‖∇ Fλw‖
1
2
2n
∥∥∇2Fλw∥∥ 122nL (Ω) L (Ω)
6310 P. Han / J. Differential Equations 252 (2012) 6306–6323 C‖u‖L2(Ω)‖v‖L2(Ω)
∥∥(−) 12 Fλw∥∥ 12L2n(Ω)∥∥(−)Fλw∥∥ 12L2n(Ω)
 C‖u‖L2(Ω)‖v‖L2(Ω)
∥∥(−) 12+ n−14 Fλw∥∥ 12L2(Ω)∥∥(−)1+ n−14 Fλw∥∥ 12L2(Ω)
 Cλ n+24 ‖u‖L2(Ω)‖v‖L2(Ω)‖w‖L2(Ω), (2.2)
where we have used the fact: ‖(−)α Fλw‖L2(Ω)  Cλ−α‖w‖L2(Ω) for λ,α > 0 (see [22]); and the
Sobolev inequality (see [10]): Let g ∈ D((−)β), 1 < r < ∞, 0 < β < 1 and if 0 < 1q = 1r − 2βn < 1,
then g ∈ Lq(Ω) and the estimate holds ‖g‖Lq(Ω)  C‖(−)β g‖Lr(Ω); and the Gagliardo–Nirenberg
inequality:
‖ f ‖L∞(Ω)  C‖ f ‖
1
2
L2n(Ω)
‖∇ f ‖
1
2
L2n(Ω)
. (2.3)
Indeed the Gagliardo–Nirenberg inequality still remains valid for functions f on the exterior do-
main Ω . To see this, set Ωδ,R = {x ∈ Ω;dist(x, ∂Ω) > δ} ∩ {x ∈Rn; |x| < R}, where R > 0 is suﬃciently
large and δ > 0 suﬃciently small. Take ϕδ,R ∈ C∞0 (Ω δ2 ,2R), ϕδ,R ≡ 1 on Ωδ,R , 0 ϕδ,R  1 on R
n . Ex-
tending f ϕδ,R to be 0 from Ωδ
2 ,2R
to Rn . Use the Gagliardo–Nirenberg inequality on the whole space
R
n: Let n < s < ∞. It holds for any g ∈ W 1,s(Rn)
‖g‖L∞(Rn)  C‖g‖1−
n
s
Ls(Rn)‖∇g‖
n
s
Ls(Rn).
We have for any suﬃciently large number R > 0 and small number δ > 0
‖ f ‖L∞(Ωδ,R )  ‖ f ϕδ,R‖L∞(Ω δ
2 ,2R
)
 ‖ f ϕδ,R‖L∞(Rn)
 C‖ f ϕδ,R‖
1
2
L2n(Rn)
∥∥∇( f ϕδ,R)∥∥ 12L2n(Rn)
 C‖ f ‖
1
2
L2n(Ω)
(‖ϕδ,R∇ f ‖L2n(Rn) + ‖ f∇ϕδ,R‖L2n(Rn)) 12
 C‖ f ‖
1
2
L2n(Ω)
(‖∇ f ‖L2n(Ω) + R−1‖ f ‖L2n(Ω)) 12 , (2.4)
where the constant C = C(n) > 0 is independent of δ, R .
Letting (δ, R) → (0,∞) in (2.4), we get the desired inequality (2.3). 
Proof of Theorem 1.1. Let a ∈ L2σ (Ω) and b ∈ L1(Ω) ∩ L2(Ω), n  3, and consider the successive ap-
proximation for 0 t < ∞:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u0(t) = e−t Aa, θ0(t) = etb,
θ j+1(t) = θ0(t) −
t∫
0
e(t−s)u j(s) · ∇θ j+1(s)ds,
u j+1(t) = u0(t) −
t∫
0
e−(t−s)A P (u j(s) · ∇u j+1(s) − θ jen)ds
(2.5)
for j = 0,1,2, . . . .
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to verify that for j = 0,1,2, . . . and t > 0
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂tθ j+1 − θ j+1 + (u j · ∇)θ j+1 = 0 in Ω × (0,∞),
∂tu j+1 + Au j+1 + P (u j · ∇)u j+1 = Pθ jen in Ω × (0,∞),
∇ · u j+1 = 0 in Ω × (0,∞),
θ j+1(x, t) = u j+1(x, t) = 0 on ∂Ω × (0,∞),
u j+1(x,0) = a, θ j+1(x,0) = b in Ω.
(2.6)
Moreover, if b ∈ Lq(Ω) with 1 q < ∞, it holds for each j = 0,1,2, . . . and t > 0
∥∥θ j+1(t)∥∥Lq(Ω)  ‖b‖L1(Ω)(c0 + c1t)− n2 (1− 1q ), (2.7)
where
c0 = max
{(‖b‖L1(Ω)
‖b‖Lq(Ω)
) 2q
n(q−1)
,
(‖b‖L1(Ω)
‖b‖L2(Ω)
) 4
n
}
and c1 = max
{
8Sn
nq
,
4Sn
n
}
;
Sn is the Sobolev best constant, which is deﬁned by (see [1])
Sn = inf
{ ‖∇v‖2
L2(Ω)
‖v‖2
L
2n
n−2 (Ω)
∣∣∣ v ∈ C∞0 (Ω)
}
.
The proof of (2.7) is similar to that of Lemma 3.2 in [12], which is proved to be true on the three-
dimensional whole space. Here for the readers’ convenience, we give a sketch of the proof of (2.7).
Let 2 q < ∞. Multiplying the ﬁrst equation in (2.6) by q|θ j+1(t)|q−2θ j+1(t) and integrating by parts
we get for all t > 0 and j = 0,1,2, . . .
d
dt
∥∥θ j+1(t)∥∥qLq(Ω) + 4(q − 1)q
∥∥∇(|θ j+1| q2 )(t)∥∥2L2(Ω) = 0.
The interpolation inequality and the Sobolev embedding theorem yield for each j = 0,1,2, . . . and
t > 0
∥∥θ j+1(t)∥∥Lq(Ω)  ∥∥θ j+1(t)∥∥ 22+n(q−1)L1(Ω) ∥∥θ j+1(t)∥∥
n(q−1)
2+n(q−1)
L
nq
n−2 (Ω)
= ∥∥θ j+1(t)∥∥ 22+n(q−1)L1(Ω) ∥∥|θ j+1| q2 (t)∥∥
2n(q−1)
q
(
2+n(q−1)
)
L
2n
n−2 (Ω)
 S
− n(q−1)q(2+n(q−1))
n ‖b‖
2
2+n(q−1)
L1(Ω)
∥∥∇|θ j+1| q2 (t)∥∥
2n(q−1)
q
(
2+n(q−1)
)
L2(Ω)
,
which implies that
∥∥∇(|θ j+1| q2 )(t)∥∥2L2(Ω)  Sn‖b‖−
2q
n(q−1)
L1(Ω)
∥∥θ j+1(t)∥∥ q
(
2+n(q−1)
)
n(q−1)
Lq(Ω) ,
where we have used a basic estimate (see [14]): ‖θ j+1(t)‖Lq(Ω)  ‖b‖Lq(Ω) for all 1 q∞.
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d
dt
∥∥θ j+1(t)∥∥qLq(Ω) −4Sn
(
1− 1
q
)
‖b‖−
2q
n(q−1)
L1(Ω)
∥∥θ j+1(t)∥∥ q
(
2+n(q−1)
)
n(q−1)
Lq(Ω) ,
and then
∥∥θ j+1(t)∥∥qLq(Ω) 
(
‖b‖−
2q
n(q−1)
Lq(Ω) +
8Sn
nq
‖b‖−
2q
n(q−1)
L1(Ω)
t
)− n(q−1)2
 ‖b‖q
L1(Ω)
((‖b‖L1(Ω)
‖b‖Lq(Ω)
) 2q
n(q−1)
+ 8Snt
nq
)− n(q−1)2
,
which implies that (2.7) holds for 2 q < ∞. Furthermore the interpolation inequality yields that for
1 q < 2,
∥∥θ j+1(t)∥∥Lq(Ω)  ∥∥θ j+1(t)∥∥ 2q −1L1(Ω)∥∥θ j+1(t)∥∥2−
2
q
L2(Ω)
 ‖b‖L1(Ω)
((‖b‖L1(Ω)
‖b‖L2(Ω)
) 4
n
+ 4Snt
n
)− n2 (1− 1q )
.
From the above arguments on 2  q < ∞ and 1  q < 2, we conclude that (2.7) holds true for
1 q < ∞.
Now we continue the proof of Theorem 1.1. θ j+1 = θ j+1(x, t) and u j+1 = u j+1(x, t) satisfy for all
t > 0 and j = 0,1,2, . . .
d
dt
∥∥u j+1(t)∥∥2L2(Ω) + 2∥∥∇u j+1(t)∥∥2L2(Ω) = 2
∫
Ω
θ j(x, t)en · u j+1(x, t)dx (2.8)
and
d
dt
∥∥θ j+1(t)∥∥2L2(Ω) + 2∥∥∇θ j+1(t)∥∥2L2(Ω) = 0. (2.9)
Observe that for any ρ, t > 0 and j = 0,1,2, . . .
∥∥∇u j+1(t)∥∥2L2(Ω) = ∥∥A 12 u j+1(t)∥∥2L2(Ω)
=
∞∫
0
λd
∥∥Eλu j+1(t)∥∥2L2(Ω)
 ρ
∞∫
ρ
d
∥∥Eλu j+1(t)∥∥2L2(Ω)
= ρ(∥∥u j+1(t)∥∥22 − ∥∥Eρu j+1(t)∥∥22 ). (2.10)L (Ω) L (Ω)
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d
dt
∥∥u j+1(t)∥∥2L2(Ω) + 2ρ∥∥u j+1(t)∥∥2L2(Ω)
 2ρ
∥∥Eρu j+1(t)∥∥2L2(Ω) + 2∥∥u j+1(t)∥∥L2(Ω)∥∥θ j(t)∥∥L2(Ω). (2.11)
Similar to the proof of (2.11), one has for all ρ, t > 0 and j = 0,1,2, . . .
d
dt
∥∥θ j+1(t)∥∥2L2(Ω) + 2ρ∥∥θ j+1(t)∥∥2L2(Ω)  2ρ∥∥Fρθ j+1(t)∥∥2L2(Ω). (2.12)
Let 0< δ < 14 . Then for any t > 0 and u, v ∈ H10,σ (Ω)
t∫
0
∥∥A 1+2δ4 u(s)∥∥L2(Ω)∥∥A 1+2δ4 v(s)∥∥L2(Ω) ds

t∫
0
(∥∥A 12 u(s)∥∥L2(Ω)∥∥A 12 v(s)∥∥L2(Ω)) 1+2δ2 (∥∥u(s)∥∥L2(Ω)∥∥v(s)∥∥L2(Ω)) 1−2δ2 ds

( t∫
0
∥∥∇u(s)∥∥2L2(Ω) ds
t∫
0
∥∥∇v(s)∥∥2L2(Ω) ds
) 1+2δ
4
×
( t∫
0
∥∥u(s)∥∥2L2(Ω) ds
t∫
0
∥∥v(s)∥∥2L2(Ω) ds
) 1−2δ
4
, (2.13)
where we have used the interpolation inequality for fractional powers (see [27]): Let 0 α  1
∥∥A α2 u∥∥L2(Ω)  C∥∥A 12 u∥∥αL2(Ω)‖u‖1−αL2(Ω)  C‖∇u‖αL2(Ω)‖u‖1−αL2(Ω), ∀u ∈ H10,σ (Ω).
Using (2.5), (2.13) and Lemmata 2.1, 2.2, one has for any ρ > 0 and t > 0
∥∥Eρu j+1(t)∥∥L2(Ω)  ∥∥Eρe−t Aa∥∥L2(Ω)
+
∥∥∥∥∥Eρ
t∫
0
( ρ∫
0
+
∞∫
ρ
)
e−(t−s)λ d
[
EλP
((
u j(s) · ∇
)
u j+1(s)
)]
ds
∥∥∥∥∥
L2(Ω)
+
t∫
0
∥∥Eρe−(t−s)A P(enθ j(s))∥∥L2(Ω) ds

∥∥e−t Aa∥∥L2(Ω) +
t∫
e−(t−s)ρ
∥∥Eρ P(u j(s) · ∇)u j+1(s)∥∥L2(Ω) ds
0
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t∫
0
(t − s)
{ ρ∫
0
e−(t−s)λ
∥∥EλP(u j(s) · ∇)u j+1(s)∥∥L2(Ω) dλ
}
ds
+ C
t
2∫
0
(t − s)− n2 ( 1r − 12 )∥∥θ j(s)∥∥Lr(Ω) ds + C
t∫
t
2
∥∥θ j(s)∥∥L2(Ω) ds

∥∥e−t Aa∥∥L2(Ω) + Cρ n4−δ
t∫
0
∥∥A 1+2δ4 u j(s)∥∥L2(Ω)∥∥A 1+2δ4 u j+1(s)∥∥L2(Ω) ds
+ C
t
2∫
0
(t − s)− n2 ( 1r − 12 )∥∥θ j(s)∥∥Lr(Ω) ds + C
t∫
t
2
∥∥θ j(s)∥∥L2(Ω) ds

∥∥e−t Aa∥∥L2(Ω) + C
t
2∫
0
(t − s)− n2 ( 1r − 12 )∥∥θ j(s)∥∥Lr(Ω) ds + C
t∫
t
2
∥∥θ j(s)∥∥L2(Ω) ds
+ Cρ n4−δ
( t∫
0
∥∥∇u j(s)∥∥2L2(Ω) ds
t∫
0
∥∥∇u j+1(s)∥∥2L2(Ω) ds
) 1+2δ
4
×
( t∫
0
∥∥u j(s)∥∥2L2(Ω) ds
t∫
0
∥∥u j+1(s)∥∥2L2(Ω) ds
) 1−2δ
4
with any 1< r  2. (2.14)
From (2.11) and (2.14), we obtain for any ρ, t > 0 and j = 0,1, . . .
d
dt
∥∥u j+1(t)∥∥2L2(Ω) + 2ρ∥∥u j+1(t)∥∥2L2(Ω)
 Cρ
{∥∥e−t Aa∥∥L2(Ω) + ρ n4−δ
( t∫
0
∥∥∇u j(s)∥∥2L2(Ω) ds
t∫
0
∥∥∇u j+1(s)∥∥2L2(Ω) ds
) 1+2δ
4
×
( t∫
0
∥∥u j(s)∥∥2L2(Ω) ds
t∫
0
∥∥u j+1(s)∥∥2L2(Ω) ds
) 1−2δ
4
+ C
t
2∫
0
(t − s)− n2 ( 1r − 12 )∥∥θ j(s)∥∥ 2r −1L1(Ω)∥∥θ j(s)∥∥2(1− 1r )L2(Ω) ds +
t∫
t
2
∥∥θ j(s)∥∥L2(Ω) ds
}2
+ 2∥∥u j+1(t)∥∥L2(Ω)∥∥θ j(t)∥∥L2(Ω) with any 0< δ < 1 , 1< r  2. (2.15)4
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∥∥Fρθ j+1(t)∥∥L2(Ω)  ∥∥θ0(t)∥∥L2(Ω) +
t∫
0
e−(t−s)ρ
∥∥Fρ(u j(s) · ∇)θ j+1(s)∥∥L2(Ω) ds
+
t∫
0
(t − s)
{ ρ∫
0
e−(t−s)λ
∥∥Fλ(u j(s) · ∇)θ j+1(s)∥∥L2(Ω) dλ
}
ds

∥∥θ0(t)∥∥L2(Ω) + Cρ n+24
t∫
0
∥∥u j(s)∥∥L2(Ω)∥∥θ j+1(s)∥∥L2(Ω) ds. (2.16)
From (2.12) and (2.16), one has for any ρ, t > 0 and j = 0,1, . . .
d
dt
∥∥θ j+1(t)∥∥2L2(Ω) + ρ∥∥θ j+1(t)∥∥2L2(Ω)
 Cρ
{∥∥θ0(t)∥∥L2(Ω) + ρ n+24
t∫
0
∥∥u j(s)∥∥L2(Ω)∥∥θ j+1(s)∥∥L2(Ω) ds
}2
. (2.17)
It follows from (2.7) that for any t > 0
sup
j0
∥∥θ j+1(t)∥∥L2(Ω)  C‖b‖L1(Ω)(1+ t)− n4 .
In addition, since b ∈ L1(Ω), we infer for any t > 0
∥∥θ0(t)∥∥L2(Ω) = ∥∥etb∥∥L2(Ω)  C‖b‖L1(Ω)(1+ t)− n4 .
Whence it holds true for all t > 0
sup
j0
∥∥θ j(t)∥∥L2(Ω)  C‖b‖L1(Ω)(1+ t)− n4 . (2.18)
It follows from (2.8) that for any t > 0 and j = 0,1, . . .
d
dt
∥∥u j+1(t)∥∥2L2(Ω) + 2∥∥∇u j+1(t)∥∥2L2(Ω)  2∥∥u j+1(t)∥∥L2(Ω)∥∥θ j(t)∥∥L2(Ω),
which implies that
d
dt
∥∥u j+1(t)∥∥L2(Ω)  ∥∥θ j(t)∥∥L2(Ω), (2.19)
and
∥∥u j+1(t)∥∥2L2(Ω) + 2
t∫ ∥∥∇u j+1(s)∥∥2L2(Ω) ds ‖a‖2L2(Ω) + 2
t∫ ∥∥u j+1(s)∥∥L2(Ω)∥∥θ j(s)∥∥L2(Ω) ds. (2.20)
0 0
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∥∥u0(t)∥∥L2(Ω) = ∥∥e−t Aa∥∥L2(Ω)  A0‖a‖L2(Ω) with A0 > 1. (2.21)
From (2.18), (2.19) and (2.21), we derive for any t > 0
sup
j0
∥∥u j(t)∥∥L2(Ω) 
⎧⎪⎨
⎪⎩
C(1+ t) 14 if n = 3,
C loge(1+ t) if n = 4,
C if n 5.
(2.22)
Assume that (1.4) holds, that is ‖etb‖L1(Rn+)  C(1 + t)−
1
2 with t > 0, and ‖b‖L1(Ω)  η for some
small number η > 0. We ﬁrst show that for n = 3 and any t > 0
sup
j0
∥∥u j(t)∥∥L2(Ω)  A‖a‖L2(Ω) + M(1+ t) 18 , (2.23)
where M > 0 is some constant independent of j to be determined.
From (2.21), we suppose that there exists a j  0 such that it holds for any i ∈ [0, j] and t > 0
∥∥ui(t)∥∥L2(Ω)  A‖a‖L2(Ω) + M(1+ t) 18 with n = 3. (2.24)
By the assumption (1.4) and Lemma 2.1, we get for n 3 and any t > 0
∥∥θ0(t)∥∥L2(Ω) = ∥∥etb∥∥L2(Ω)  Ct− n2 (1− 12 )∥∥e t2b∥∥L1(Ω)  C(1+ t)− n+24 . (2.25)
Setting ρ = k(t + 1)−1 with some large positive integer k, and multiplying both sides of (2.17) by
(t + 1)k , together with (2.18), (2.24), (2.25), we conclude for n = 3, any i ∈ [0, j] with given j, and
t > 0
d
dt
(
(t + 1)k∥∥θi+1(t)∥∥2L2(Ω))
 C(t + 1)k−1
(∥∥θ0(t)∥∥L2(Ω) + C(t + 1)− 54
t∫
0
∥∥ui(s)∥∥L2(Ω)∥∥θi+1(s)∥∥L2(Ω) ds
)2
 C(t + 1)k−1
(
(1+ t)− 54 + ‖b‖L1(Ω)(t + 1)−
5
4
t∫
0
(‖a‖L2(Ω) + M(1+ s) 18 )(1+ s)− 34 ds
)2
 C(t + 1)k−1(1+ ‖b‖L1(Ω)(‖a‖L2(Ω) + M))(1+ t)− 74 . (2.26)
By taking k > 0 suitably large in (2.26), we infer for n = 3, any i ∈ [0, j] with given j, and t > 0
∥∥θi+1(t)∥∥L2(Ω)  (t + 1)− k2 ‖b‖L2(Ω) + (1+ ‖b‖L1(Ω)(‖a‖L2(Ω) + M))(1+ t)− 78
 C
(‖b‖L2(Ω) + 1+ ‖b‖L1(Ω)(‖a‖L2(Ω) + M))(1+ t)− 78 . (2.27)
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∥∥ui+2(t)∥∥L2(Ω)  A‖a‖L2(Ω) + C(‖b‖L2(Ω) + 1+ ‖b‖L1(Ω)(‖a‖L2(Ω) + M))(1+ t) 18
 A‖a‖L2(Ω) + M(1+ t)
1
8 , (2.28)
by taking M > 0 is suitably large and δ > 0 suitably small with ‖b‖L1(Ω)  δ.
Therefore (2.23) is veriﬁed to be true by (2.21), (2.24) and (2.28). It follows from (2.22) and (2.23)
that for any t > 0
sup
j0
∥∥u j(t)∥∥L2(Ω) 
{
C(1+ t) 18 loge(1+ t) if n = 3,4,
C if n 5.
(2.29)
Setting ρ = k(t + 1)−1 with some large positive integer k, multiplying both sides of (2.17) by (t + 1)k ,
together with (2.18), (2.25), (2.29), we conclude for n = 3,4, t > 0 and any j = 0,1,2, . . .
d
dt
(
(t + 1)k∥∥θ j+1(t)∥∥2L2(Ω))
 C(t + 1)k−1
(
(1+ t)− n+24 + (t + 1)− n+24
t∫
0
(1+ s)− n4+ 18 loge(1+ s)ds
)2
 C(t + 1)k−1((1+ t)− n+24 + (t + 1)− n+24 − n4+ 98 loge(1+ t))2,
which implies that for n = 3,4 and any t > 0
sup
j0
∥∥θ j+1(t)∥∥L2(Ω)  C(t + 1)− n2+ 58 loge(1+ t). (2.30)
Setting ρ = k(t + 1)−1 with some large positive integer k, and multiplying both sides of (2.17) by
(t + 1)k , together with (2.25), (2.29), (2.30), we conclude for n = 3,4, t > 0 and any j = 0,1,2, . . .
d
dt
(
(t + 1)k∥∥θ j+1(t)∥∥2L2(Ω))
 C(t + 1)k−1
(
(1+ t)− n+24 + (t + 1)− n+24
t∫
0
(1+ s)− n2+ 58+ 18 (loge(1+ s))2 ds
)2
 C(t + 1)k−1((1+ t)− n+24 + (1+ t)− n+24 L(t))2, (2.31)
where
L(t) =
{
(1+ t) 14 (loge(1+ t))2 if n = 3,
1 if n = 4.
Whence, from (2.31) we derive that for any t > 0 and j = 0,1, . . .
sup
j0
∥∥θ j+1(t)∥∥L2(Ω) 
{
C(1+ t)−1(loge(1+ t))2 if n = 3,
C(1+ t)− 32 if n = 4.
(2.32)
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(t + 1)k , together with (2.25), (2.29), (2.32), we conclude for n = 3, t > 0 and any j = 0,1,2, . . .
d
dt
(
(t + 1)k∥∥θ j+1(t)∥∥2L2(Ω))
 C(t + 1)k−1
(
(1+ t)− 54 + (1+ t)− 54
t∫
0
(1+ s)−1+ 18 (loge(1+ s))3 ds
)2
 C(t + 1)k−1((1+ t)− 54 + (1+ t)− 54+ 18 (loge(1+ t))3)2,
which implies that for n = 3 and any t > 0
sup
j0
∥∥θ j+1(t)∥∥L2(Ω)  C(1+ t)− 54+ 18 (loge(1+ t))3. (2.33)
Like the proof of (2.33), we get for n = 3, t > 0 and any j = 0,1,2, . . .
d
dt
(
(t + 1)k∥∥θ j+1(t)∥∥2L2(Ω))
 C(t + 1)k−1
(
(1+ t)− 54 + (1+ t)− 54
t∫
0
(1+ s)− 54+ 18+ 18 (loge(1+ s))4 ds
)2
 C(t + 1)k−1((1+ t)− 54 + (1+ t)− 54 (loge(1+ t))5)2,
from which, it holds for n = 3 and t > 0
sup
j0
∥∥θ j+1(t)∥∥L2(Ω)  C(1+ t)− 54 (loge(1+ t))5. (2.34)
Repeating the proof of (2.34) yields for n = 3, t > 0 and any j = 0,1,2, . . .
d
dt
(
(t + 1)k∥∥θ j+1(t)∥∥2L2(Ω))
 C(t + 1)k−1
(
(1+ t)− 54 + (1+ t)− 54
t∫
0
(1+ s)− 54+ 18 (loge(1+ s))6 ds
)2
 C(t + 1)k−1− 52 ,
which implies that for n = 3 and t > 0
sup
j0
∥∥θ j+1(t)∥∥L2(Ω)  C(1+ t)− 54 . (2.35)
Combining (2.25), (2.32) and (2.35), we conclude that for n 3 and any t > 0
sup
j0
∥∥θ j(t)∥∥L2(Ω)  C(1+ t)− n+24 . (2.36)
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sup
j0
∥∥u j(t)∥∥L2(Ω)  C and sup
j0
t∫
0
∥∥∇u j(s)∥∥2L2(Ω) ds C . (2.37)
Inserting (2.36) and (2.37) into (2.15) with n+2n < r < 2, taking ρ = k(t+1)−1 with some large positive
integer k in (2.15), and integrating from 0 to t , we derive for any t > 0
sup
j0
∥∥u j+1(t)∥∥2L2(Ω)
 C(1+ t)−k‖a‖2L2(Ω) + C(1+ t)−k
t∫
0
(1+ s)k− n+24 ds
+ C(1+ t)−k
t∫
0
(1+ s)k−1(∥∥e−sAa∥∥2L2(Ω) + (1+ s)− n(2−r)2r + (1+ s)− n−22 )ds
→ 0 as t → ∞. (2.38)
Here we used the fact: ‖e−t Aa‖L2(Ω) → 0 as t → ∞ for any a ∈ L2σ (Ω).
In the following arguments, we further assume a ∈ L nn−1 (Ω). Using (2.5), (2.36) and (2.37), we
conclude that for j = 0,1, . . . and t > 0
∥∥θ j+1(t)∥∥L1(Ω)  ∥∥etb∥∥L1(Ω) + C
t∫
0
∥∥e(t−s)(u j · ∇θ j+1)(s)∥∥L1(Ω) ds
 C(1+ t)− 12 + C
t∫
0
(t − s)− 12 ∥∥u j(s)∥∥L2(Ω)∥∥θ j+1(s)∥∥L2(Ω) ds
 C(1+ t)− 12 + C
( t2∫
0
+
t∫
t
2
)
(t − s)− 12 (1+ s)− n+24 ds
 C(1+ t)− 12 . (2.39)
Using (2.36) and (2.39), one has for any t > 0 and j = 0,1, . . .
t
2∫
0
(t − s)− n2 ( 1r − 12 )∥∥θ j(s)∥∥ 2r −1L1(Ω)∥∥θ j(s)∥∥2(1− 1r )L2(Ω) ds +
t∫
t
2
∥∥θ j(s)∥∥L2(Ω) ds
 Ct− n2 ( 1r − 12 )
t
2∫
0
(1+ s)− 12 ( 2r −1)− n+12 (1− 1r ) ds + C
t∫
t
2
(1+ s)− n+24 ds
 C(1+ t)− 12 ( n2−1) by taking 1< r < n . (2.40)
n − 1
6320 P. Han / J. Differential Equations 252 (2012) 6306–6323Note that by Lemma 2.1, it holds true for a ∈ L2σ (Ω) ∩ L
n
n−1 (Ω) and t > 0
∥∥u0(t)∥∥L2(Ω) = ∥∥e−t Aa∥∥L2(Ω)  C(1+ t)− 12 ( n2−1)‖a‖L nn−1 (Ω). (2.41)
Inserting (2.40) into (2.15) with 1 < r < nn−1 , using (2.36), (2.37) and (2.41), we deduce for any t > 0
and j = 0,1, . . .
d
dt
∥∥u j+1(t)∥∥2L2(Ω) + ρ∥∥u j+1(t)∥∥2L2(Ω)
 Cρ
(
(1+ t)− 12 ( n2−1)(1+ ‖a‖
L
n
n−1 (Ω)
)+ ρ n4−δ
( t∫
0
∥∥u j(s)∥∥2L2(Ω) ds
t∫
0
∥∥u j+1(s)∥∥L2(Ω) ds
) 1−2δ
4
)2
+ C∥∥u j+1(t)∥∥L2(Ω)(1+ t)− n+24 with any δ ∈
(
0,
1
4
)
. (2.42)
Setting ρ = k(t + 1)−1 with large positive integer k, and multiplying both sides of (2.42) by (t + 1)k ,
using (2.37), we obtain for any t > 0 and j = 0,1, . . .
d
dt
(
(1+ t)k∥∥u j+1(t)∥∥2L2(Ω))
 C(1+ t)k−1((1+ t)− 12 ( n2−1) + (1+ t)− n4+δ+ 1−2δ2 )2 + C(1+ t)k−1− 12 ( n2−1)
 C(1+ t)k−1((1+ t)− 12 ( n2−1) + (1+ t)− 14 ( n2−1))2. (2.43)
It follows from (2.41) and (2.43) that for any t > 0
sup
j0
∥∥u j(t)∥∥L2(Ω)  C(1+ t)− 14 ( n2−1). (2.44)
Inserting (2.44) into (2.42), setting ρ = k(t + 1)−1 with large positive integer k, and multiplying both
sides of (2.42) by (t + 1)k . Then for any t > 0 and j = 0,1, . . .
d
dt
(
(1+ t)k∥∥u j+1(t)∥∥2L2(Ω))
 C(1+ t)k−1
(
(1+ t)− 12 ( n2−1) + (1+ t)− n4+δ
( t∫
0
(1+ s)− 12 ( n2−1) ds
) 1−2δ
2
)2
+ C(1+ t)k−1− 14 ( n2−1)− 12 ( n2−1) with any δ ∈
(
0,
1
4
)
. (2.45)
It follows from (2.45) that for any t > 0
sup
j0
∥∥u j+1(t)∥∥L2(Ω)
 C
(
(1+ t)− 12 ( n2−1) + (1+ t)− 38 ( n2−1) + (1+ t)− n4+δ
( t∫
(1+ s)− 12 ( n2−1) ds
) 1−2δ
2
)0
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(
(1+ t)− 12 ( n2−1) + (1+ t)− 38 ( n2−1))+ C(1+ t)− n4+δ
⎧⎪⎨
⎪⎩
1 if n 7,
(loge(1+ t)) 12−δ if n = 6,
(1+ t)( 32− n4 )( 12−δ) if 3 n 5,
 C(1+ t)− 38 ( n2−1). (2.46)
Setting ρ = k(t + 1)−1 with some large positive integer k, and multiplying both sides of (2.42) by
(t + 1)k . From (2.41) and (2.46), we conclude for any t > 0 and j = 0,1, . . .
d
dt
(
(1+ t)k∥∥u j+1(t)∥∥2L2(Ω))
 C(1+ t)k−1
(
(1+ t)− 12 ( n2−1) + (1+ t)− n4+δ
( t∫
0
(1+ s)− 34 ( n2−1) ds
) 1
2−δ
+ (1+ t)− 316 ( n2−1)− 14 ( n2−1)
)2
. (2.47)
Taking k > 0 suitably large in (2.47). Then for any t > 0
sup
j0
∥∥u j+1(t)∥∥L2(Ω)  C((1+ t)− 12 ( n2−1) + (1+ t)− 716 ( n2−1))
+ C(1+ t)− n4+δ
{
1 if n 5,
(1+ t)( 74− 3n8 )( 12−δ) if n = 3,4,
 C(1+ t)− 716 ( n2−1). (2.48)
Inserting (2.41), (2.48) into (2.42), setting ρ = k(t+1)−1 with large positive integer k, and multiplying
both sides of (2.42) by (t + 1)k . Then for any t > 0 and j = 0,1, . . .
d
dt
(
(1+ t)k∥∥u j+1(t)∥∥2L2(Ω))
 C(1+ t)k−1
(
(1+ t)− 12 ( n2−1) + (1+ t)− n4+δ
( t∫
0
(1+ s)− 78 ( n2−1) ds
) 1
2−δ)2
+ C(1+ t)k−1− 716 ( n2−1)− 12 ( n2−1),
from which, it holds true for any t > 0
sup
j0
∥∥u j+1(t)∥∥L2(Ω)  C((1+ t)− 12 ( n2−1) + (1+ t)− 1532 ( n2−1))
+ C(1+ t)− n4+δ
{
1 if n 5,
(1+ t)( 158 − 7n16 )( 12−δ) if n = 3,4,
 C(1+ t)− 1532 ( n2−1).
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αm+1 = 1
2
(
−1
2
(
n
2
− 1
)
+ αm
)
, α1 = −1
4
(
n
2
− 1
)
.
Moreover, for any t > 0
sup
j0
∥∥u j+1(t)∥∥L2(Ω)  Cm((1+ t)− 12 ( n2−1) + (1+ t)αm) withm = 1,2, . . . . (2.49)
After a direct calculation, the sequence {αm} can be rewritten as follows:
αm = −1
2
(
n
2
− 1
)
+ 1
2m+1
(
n
2
− 1
)
, m = 1,2, . . . ,
with the properties:
lim
m→∞αm = −
1
2
(
n
2
− 1
)
and αm > −1
2
(
n
2
− 1
)
, m = 1,2, . . . .
For any small  > 0, there exists a large number m0 = m0() > 0 such that αm0 < − 12 ( n2 − 1) +  .
Whence from (2.49), one has for any t > 0
sup
j0
∥∥u j+1(t)∥∥L2(Ω)  Cm0(1+ t)− 12 ( n2−1)+ . (2.50)
In addition, it follows from (2.9) and (2.37) that any t > 0 and j = 0,1, . . .
∞∫
0
(∥∥∇u j+1(t)∥∥2L2(Ω) + ∥∥∇θ j+1(t)∥∥2L2(Ω))dt  C . (2.51)
From (2.18), (2.22), (2.36), (2.38), (2.50) and (2.51), and after a standard weak converging argu-
ment, we can ﬁnd two functions u ∈ L∞(0,∞; L2σ (Ω)) ∩ L2(0,∞; H10(Ω)), θ ∈ L∞(0,∞; L2(Ω)) ∩
L2(0,∞; H10(Ω)), and (u, θ) is a weak solution of (1.1) satisfying the estimates (1.2), (1.3), (1.5),
(1.6). 
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