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1. INTRODUCTION 
In this paper we consider the following second order elliptic boundary 
value problem: 
- A u + u = f  i n 0  
u = O  o n d 0 .  
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Here R is a bounded domain in R2 with sufficiently smooth boundary dR 
and f E L,(LR). 
We see that the solution of (1.0, which is a function in @;(a), 
minimizes in @;(a) the quadratic functional 
In order to approximate not only u but also du /dx ,  d u / d y ,  we 
introduce a parameter A2 > 0 and then from Jo ,  we get the extreme 
problem 
+ A ~ ( I I ~ I I '  + IIU'II + IIWII' - z ( ~ , u ) )  = min 
in @;(a) X L2(LR) x L2(R). Here ( a ,  
is the L2-norm. 
equivalent to the minimizing of Jo in @;(R). 
is the L2-scalar product and 1 1  1 1  
The minimizing of J ,  in the space {(u,  du /dx ,  d u / d y )  I u E @;(R)} is 
Further we define 
J 3 ( u , u , w )  : = J , ( u , u , w )  + p21uI2, 
where I * I is the L,(da)-norm. 
consider the boundary value problem: 
Also, we analyze the one-dimensional case. We put R = (0 , l )  and 
-ur' + u = f  i n ( 0 , l )  
u(0)  = u(1)  = 0 ,  
and the corresponding extreme problem: 
The solutions of the extreme problem Ji = min, i = 1,2,3 can be 
In this paper, we consider the variational problems for second order 
characterized by solution of elliptic boundary problem. 
elliptic boundary value problem and find the equivalent forms. 
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2. VARIATIONAL PROBLEMS 
Let fl be a bounded domain in R2 with sufficiently smooth boundary 
df l .  a := ( a l ,  a,) is double index, where a1 and a2 are non-negative real 
values. la1 := a1 + a,. 
Da means a differential operator d l a 1 / d x a 1  d y a 2 .  
llullrn := Ilullrn,n := 
is a Sobolev norm. 
m = 0, W,O(fl) = L,(fl) with the norm llull := Ilullo,n. 
WT(fl) is completion of C"(fi) with respect to II * I l m .  In the case of 
is the corresponding inner product in WT(fl). T@F(fl) C WF(fl) is com- 
pletion of C:(fl) with respect to II . Ilrn-norm. 
L , ( d f l )  is the space of quadratic integrable functions on dfl .  
is a norm in L , ( d f l )  and 
is the corresponding inner product. 
with the norm 
H1/2(dfl)  is a fractional Sobolev space of the function defined on dfl  
If 4 E H ' / ' ( d f l )  and I) E L , ( d f l ) ,  then the integral lan $4 ds is defined. 
Thus we can define the following norm: for t+b E L , ( d f l )  and 4 E 
H ' / 2 ( d f l ) ,  
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H-1/2(dfl)  is completion of L , ( d f l )  with respect to the I - 1-1/2-norm. 
We can find the definitions of the spaces H s ( d f l )  and the norm I * I s  for 
positive real s in [81. 
In the product space L,(fl) X L,(fl) X L,(fl), we introduce the norm 
1 / 2  
Il{u* ~,w}11o,o,o := [IlUllZ + llu1I2 + Ilwl12] 
ll{u7u,~}lll,o,o := [Ilull: + llu1I2 + llwl12] 
and in the product space W,’(Ln) X L,(fl) x L2(fl), 
1 / 2  . 
Then the normed spaces are Banach spaces. And we have the following 
notations: 
d 2 U  d 2 U  
dx  d y  
A u : =  7+ 7. 
For our results, we have two theorems without proofs. 
THEOREM 2.1 (Lax-Milgram lemma [2]). Let H be a Hilbert space and 
let a(., - 1: H X H + R be a symmetric bilinear form satisfying for some 
m , M E R +  
(i) for all u ,  v E H ,  I&, v>l I Mllull llvll 
(ii) for all u E H ,  a(u, u> 2 mIIuI12. 
And let f: H + R be a continuous linear form. 
Then the abstract variational problem: Find an element u such that 
u E Hand V u  E H , a ( u , v )  = f ( u )  
has one and only one solution. 
be a bilinear form satisfying 
THEOREM 2.2 “71). Let H be a Hilbert space and let a(., * 1: H X H + R 
(i) D(a) is dense in H 
(ii) a is symmetric, positive definite and closed. 
Then there exists a self-adjoint operator A such that 
(a) D ( A )  c D(a) and a h ,  u )  = ( A u ,  u )  for all u E D(A) ,  u E 
(b) If u E D(a), w E H and a(u, u )  = (w, u )  for all u E D(a), then 
u E D ( A )  and Au = w. 
250 LEE, OHM, AND SHIN 
In Section 1, we introduce three extreme problems with the quadratic 
The following variational problems are equivalent to them: 
(VP1) Find {u,  u }  E @i(O, 1) X L,(O, 1) with 
functionals J , ,  J, and J , .  
for all {4,77, 5 )  E W,l(R) x L,(R) x L,(R). 
satisfy the assumptions of theorem 2.1 and 2.2. 
properties ; 
From the following theorem, we can see the bilinear forms a,, a2 and a3 
THEOREM 2.3. The bilinear forms a,, a, and a3 satisfy the following 
(a) a,  is symmetric, 1 I i I 3.
(b) ai is bounded and positive definite in the norm of W;(R) X L2(Ln) 
(c) a,  is closed in L,(R) X L,(R) X Lz(Ln) and D(a,) is dense in 
x L,(R), 1 I i I 3.
L2(Ln) x L,(R) x L2(Ln), 1 I i I 3. 
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Prooj (a> By definition, a,, a2 and a3 are symmetric. 
(b) It is enough to prove the boundedness of a3.  For 0 < h2 I 1, using 
the Sobolev embedding theorem [ 13 
Since a3[{u, u,w} ,  {u ,  u,  w}] 2 a2[{u,  u ,  w}, {u,  u ,  w}], it is enough to show 
that a 2  is positive definite 
du d U  
+ ( 1  + h2)11w1I2 - 2 - llull - 2 - llwll I1 dxll II dYlI 
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2 1 1 
wII + 4- - -- + ( 1 + h 2 - -  1 - 6  111 ( ll3 d u l l )  
Put 6 = h2/(2(1 + A')). 
Since S 2 h2/4  and 1 + A2 - 1/(1 - S) 2 h2/4 ,  
a2 [ { u ,  w}, { u ,  u ,  w}] 2 ( h2/4)ll{ u ,  w}llf,o,o 2 (A2/4)ll{ u ,  u ,  w}ll~,o,o. 
Similarly we can see u1 is positive definite. 
and CF(R) c @;(a) c W;(LR), D(ui) is dense in H ,  1 I i I 3.
sequence in D(u,) with 
(c) Set H := L2(R) x L2(R) X L,(R). Since CF(R) is dense in L2(R) 
In order to prove u 2  is closed, we have to show: If {u", un ,  w"} is a 
{ u n , u n , w n }  + { u , u , w }  forn +coin H ,  
and 
u2[{un  - um,un - um,wn - w"},{u. - um,un  - u m , w n  - w"}] + 0 
for n , m  + m, 
then {u ,  u ,  w} E D(u,) and 
U ' [ { U "  - u,u"  - u , w  - w},{u" - u,u"  - u,w" - w}] + Ofor n + 00. 
Since {u", un ,  w"} + Iu, u ,  w} in H ,  
a ( u n  - u" )  
- ( u "  - --f 0 11 dx 
and 
d(u" - u" )  
- (w" - w ' " ) l l  --f 0. ll dY 
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d(u"  - u" )  d (u "  - u " )  
- (u "  - urn)  11 + IlU" - U r n l l  + 0, I1 dx 114 dx 
{du " /dx } ,  is a Cauchy sequence in L,(R) and thus there exists a U1 E 
L,(R) such that {du"/dx}, converges to U' .  Similarly, we can see there 
exists a U 2  E L,(R) such that { d u " / d y } ,  converges to U 2 .  Hence we get 
By definition of weak derivative, 
Also, 
that is, U' = du/dx. Similarly, U 2  = d u / d y .  
Therefore we have 
Thus, {u"}, converges to u in the II * 111-norm. 
Since @;(a) is closed in the II * Ill-norm, u E @;(a). 
Since u E L2(R) and w E L,(R), {u, u , w }  E D(u2)  and 
U 2 [ { U "  - U , U "  - U , W "  - w},{u" - U , U "  - u , w n  - w}] 
+ h21lU" - u112 + h211U" - U112 + h21lw" - w1I2 
+. 0.  
Similarly a, is closed. 
For u3 ,  from the assumptions {u", u",  w"} E N u 3 >  with 
{u" ,u" ,w"}  +. { u , u , w }  in H 
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and 
a3 [ {un  - um,vn - vm,wn - w " } , { u n  - u m , v n  - v m , w n  - w"}] + 0 ,  
llv" - VII + 0 ,  
we get 
IIu" - uII + 0 ,  llwn - wII + 0 
and 
a( u" - u" )  a( u" - u " )  
- ( u "  - urn)  11 + 0,II - (w" - w " ) l l  + 0 ,  ll ax JY  
Iu" - urn[ + 0.  
Similarly, we can see there exist U ' ,  U 2  E L2(R) with 
and thus U' = &/ax, U 2  = d u / d y .  
Also u" + u in W,'(fl). 
Since Iu" - uI I cllu" - uII llu" - uII1, 2 
a3 [ {u "  - u , v n  - u,w" - w},{u" - u,u" - v ,w"  - w}] + 0.  
COROLLARY 2.4. The variationalproblems (VPl), (VP2) and (VP3) have 
In order to use the Lax-Milgram lemma, we set H = D(a,) in 
unique solution forf E L2(fl). 
case of (VPl) and define a continuous linear functional L by 
Prooj 
L({4,77}) := A 2 ( f ,  4 ) .  
IL({4,77})l = qf, 4)l I ~211fl111411 I ~ " I f l l  l l {4 ,77} l l1 ,0 .  
By the Cauchy-Schwarz inequality, 
For (VP2), we set H = D(a,) and for (VP3) H = D(a3). In case of (VP2) 
and (VP3), we define L ,  a continuous linear functional on H ,  by 
L ( I 4 ,  77, l } )  := w, 4 ) .  
Then Theorem 2.3 (a), (b) and Theorem 2.1 give Corollary 2.4. 
3. EQUIVALENT BOUNDARY VALUE PROBLEMS 
We set H = L,(R) x L,(R) x L,(R). By Theorem 2.3 (c), D(ai)  is 
dense in H ,  1 I i I 3 and ai is closed in H ,  1 I i I 3. By Theorem 2.3 
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THEOREM 3.1. (a) 
D ( A , )  = { ( u ,  u )  E @ ( O ,  1) x L,(O, 1)  I u“ - u’  E L,(O, 1)) 
and 
A,{u,u}  = {-u” + u’ + h 2 U ,  -u’ + (1 + h2)u). 
(b) 
d u  dw 
-ALL + - + - EL,(R)  
dx d y  
and 
d u  dw dU 
d X  
+ h2u, -- + ( 1  + h 2 ) u ,  
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We specially choose 4 = 0, 
( A i { u ,  u }  - h2u,  77) = ( u ,  77’) + ( u ,  77) 
= ( -u’  + u ,  v), vv E Ct(0 , l ) .  
Since Ct(0,l) is dense in L,(O, l), we obtain 
A i { u , u }  = -24’ + (1 + A2)u .  (3.1) 
Substituting (3.1) in (3.21, 
( A : { u , u } , C j )  = ( u ‘ - u , 4 ‘ -  77) + h 2 ( u , 4 )  + h2(U,77) 
+(u’ - ( 1  + h 2 ) u , q )  
= (u’  - U ,  4 ’ )  + A‘(u, 4 ) ,  v4 E Ct(0, 1) 
That is 
( A : { u , u }  - h 2 U ,  4 )  = (u’ - u ,  4 ’ ) ,  v4 E Ct(0, 1 ) .  
From the definition of the weak derivative, u” - u’ E L,(O, 1) and 
A : { u , u }  = -u” + U ’  + A‘u. 
On the other hand, suppose that {u ,  u )  E D(a, )  with u” - u’ E L,(O, 1) 
and {4,  71 E D(a,>. Since Ct(0,l) is dense in @;(O, 1) with respect to the 
II Ill-norm, from the definition of the weak derivative, 
(u’ - u ,  4 ’ )  = (-24’ ’  + u’ ,  4 ) ,  v4 @;(o* 1). 
Thus 
L Z , [ { U , U } , { ~ , ~ } ]  = ( - u “  + ~ ’ + h ~ ~ , 4 ) + ( - - ~ ’ + ( 1  +h’ )~ ,77 )  
= ( { - U ”  + U ’  + A‘u, -u’ + (1 + A ‘ ) V } , { ~ , T } ) ,  
Y{49 77) E D(a1). 
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By Theorem 2.2 (b), we have {u,  u )  E D ( A , )  and 
37 J f  
dx d y  
U ,  -A4 + - + - + h24 
= ( { u , u , ~ } , {  - A 4 +  d77 d b  + dy + h24, 
d4 d4 
dX dY 
+ (1 + h 2 ) q ,  -- + (1 + h 2 ) b  -- 
Set A ; ,  A; ,  and A; to be the components of A, .  
Choosing 4 = 5 = 0, 
d U  
( A ~ { u , v , w } , ~ )  = , VT E C:(fl). (3.3) 
Thus, 
32.4 
dX 
A ; { u , u , w }  = -- + (1 + h 2 ) u .  
Corresponding we choose 4 = q = 0, 
d U  
A ~ { u , u , w }  = -- + ( 1  + h , ) ~ .  (3-4) 
dY 
From (3.3) and (3.4), 
258 LEE, OHM, AND SHIN 
Since 
Thus, 
dv dw 
~ ' , { u , u , w }  - A'u = - A u  + - + -. 
dx d y  
Therefore, 
and 
d u  dw , 
A',{~,v,w} = - A u  + - + - + A U. 
dx d y  
On the other hand, suppose that 
dv dw 
{ u , u , w }  E D ( u , )  and -Au + - + - E L 2 ( 0 ) .  
dx d y  
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Since 
d u  dw d U  
- A u  + - + - + A'u, -- + (1  + A ' ) u ,  
= ((  dx dy  dX 
for all { 4 , 7 , ~ }  E ki(0) x ~ ' ( 0 )  x ~ ' ( 0 ) .  
By Theorem 2.2 (b), {u ,  u,  w}  E N A , )  and 
d U  
dX 
+ A'u, -- + (1  + A 2 ) u ,  
+ (1 + A2)W . i d U  -- dY 
Note that the operator A ,  is equal to A ,  in C;(0) X C:(0) X C:(0). 
lent : 
THEOREM 3.2. Let f E L,(R). The following two problems are equiua- 
(a) Find {u ,  u ,  w} E W i ( 0 )  X L,(R)  X L 2 ( 0 )  satisfying 
(i) Au E L 2 ( 0 )  
(ii) 
Au 
1 + A' -~ + u = f  i n 0  
u = O  o n d 0  
1 du 
1 + A' dx 
1 du  
u := -- 
w := ~- 
1 + A2 d y  . 
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Prooj (a) = (b): Since u E W,’(Ln) and u = 0 on dLn, u E @;(Ln). 
Since d v / d x  = [l /( l  + h 2 ) 1 ( d 2 u / d x 2 )  and d w / d y  = [l/(l + 
h2 )I(d u /ay2>,  
d u  d w  Au 
-Au + - + - + h2u = A 2  -~ 
dx dy ( 1 + h 2  
d U  
dX 
d U  
A2 ,{u ,u ,w}  = -- + (1 + h2)u = 0 ,  
A 3 , { U , U , W }  = -- + ( 1  + h2)w = 0. 
(3.6) 
(3.7) 
dY 
From (3.6) and (3.7), we have 
1 du 1 du 
u = ~- w =  ~- 
1 + h2 dx ’ 1 + h2 dy . 
That is, 
dU 1 d 2 U  d U  1 d 2 W  
dx 1 + h2 d X 2  ’ dy 1 + h2 dy2 . (3.8) 
_ -  _ -  
Substituting (3.8) in (3.5): 
Au 
1 + A2 -~ + u = f  i n R .  
Since u E @j(R), Au E L,(R) and u = 0 on dR. 
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COROLLARY 3.3. Let f E L,(O, 1). The following two problems are equiva- 
lent. 
(a) Find {u ,  u }  E W,’(O, 1) X L,(O, 1) satisfying 
(i) u” E L,(O, 1) 
(ii) 
Utt  
-- + u = f  inlR 
1 + h2 
u(0) = u(1)  = 0 
U t  v := - 
1 + A 2 ’  
(b) Find {u ,  v }  E @,’(O, 1) X L,(O, 1) satisfying 
THEOREM 3.4. Let f E L,(R). The following two problems are equivalent. 
(a) Find {u ,  u ,  w }  E W,’(R) X L,(R) X L,(R) satisfying 
(i) Au E Lz(R). 
(ii) 
Au 
1 + h2 -- + u = f  i n R  
h2 du 
1 + h2 d n  p2u + -- = o on JR 
1 du  
w := -- 
1 + h2 d y  . 
(b) Find {u,  u ,  w }  E W,’(n) X L,(R) X L2(lR) satisfying 
262 LEE, OHM, AND SHIN 
Prooj (a) * (b): Let { 4 , ~ ,  i }E W,'(fl) X L,(fl) X L,(fl). Since u E 
W,'(fl), Au E L,(fl). By Green's formula 
Au 1 
where ( * , * ) is dual pair on H - ' / ' ( J f l )  X H' / ' ( J f l ) .  Since d u / d x  = 
(1 + h2)u and d u / d y  = (1 + h2)w,  
using 
1 h2 1 du 1 du 
and u = -- 
1 + h 2  1 + h 2  1 + h2 dx ' 1 + h2 d y  . w = -- I--=- 
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Since 
(b) = (a): Choosing 4 = = 0 in (VP3), and q E C:(fl), we have 
(Z  - u ,  -.) + A’(u,.) = 0 vy E C p ) ,  
and then 
1 du 
u = -- 
1 + h2 dx 
Similarly we choose 4 = 7 = 0 and t E C:(fl), we get 
1 du 
w = -- 
1 + A2 d y  . 
The choice of 
--  ( - d u ,  - 3 4 )  + A2 ( d u ,  d 4 )  + h2(U, +), 
1 + A’ dx dx 1 + A’ d y  d y  
v4 E c:( fl). 
By partial integration, 
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Thus. 
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Au 
1 + A‘ -~ + u = f  inLn. 
Au 
1 + A‘ 
for all { 4 , ~ ,  l }E W,’(Ln) X Lz(Ln> X L,(Ln). Therefore we have 
A‘ du 
~- + p 2 u  = 0 
1 + A‘ dn on dLn. 
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