Abstract. This paper aims at offering an insightful synthesis of different compositional semantics for logic program composition which have been developed in the literature. In particular, we will analyse the notions of program equivalence, compositionality, and full abstraction for logic programs. We will show how the notion of supported interpretation provides a unifying compositional model-theoretic characterisation both of positive programs and of programs containing negation.
Introduction
Building complex software systems by combining existing components is a standard methodology of modern software development. The effectiveness of the program composition approach depends on the possibility of reasoning on the composition process itself. The availability of well-founded characterisations of programs and program compositions is needed to perform transformation, analysis and verification.
One of the most important relations between programs (in any programming language) is program equivalence. This relation is at the basis of most, if not all, programming methodologies. Each method of giving a semantics to programs induces an equivalence relation on programs. It is therefore essential to understand how these equivalences are related.
As pointed out in [30] , different formulations that define identical equivalences offer different frameworks in which to reason about programs. Moreover, stronger equivalence relations may be used to reason about programs and ensure that the programs are equivalent in a weaker sense, which might not be as suitable for reasoning. Reasoning about programs concerns also the correctness of source-to-source transformations such as those occurring in program development [35] .
The properties of compositionality and full abstraction play a crucial role in the study of the semantics of programming languages. Simply stated, a semantics is compositional (or homomorphic) if the meaning of a program can be obtained from the meaning of its components. If a semantics is compositional with respect to some composition operations then the induced equivalence relation is a congruence for those operations. This property establishes a firm foundation for reasoning about programs and program transformations. Suppose that a program P consists of two parts, Q and R say, suitably composed together. Suppose also that R ′ is a more efficient version of R, obtained for instance by applying some program transformation technique to R. If R ′ is equivalent to R in the chosen semantics then the property of compositionality ensures that the substitution of R ′ for R will not affect the meaning of the whole program P . Often the semantics O describing the observable behaviour of programs is not compositional. In these cases it is then necessary to consider a more distinguishing (or finer) semantics S which preserves O and which is a congruence for the set of compositions considered. The compositionality of S ensures that programs (or program parts) which are S-equivalent can be replaced with one another without affecting the intended semantics O of the whole system. The property of full abstraction establishes that the equivalence relation induced by S is the largest equivalence relation that can be used to substitute programs (or program parts) without affecting the intended semantics of the whole system.
In this paper we analyse the properties of compositionality and full abstraction in the context of logic programming. Indeed, because of the declarative programming style it features, logic programming can be fruitfully employed as the specification language of software components. Logic programming supports a wealth of programming styles developed in algorithmic programming, database programming, and artificial intelligence programming via a small number of powerful features (unification, recursion, and nondeterminism). On the other hand, logic programming has firm foundations in mathematical logic. The availability of different equivalent characterisations of programs offers the ground to perform sound semantics-based transformation, analysis and verification.
In this paper, we focus on the most basic composition operation over logic programs, the union of programs, and we analyse and compare different semantics that have been proposed in the literature. In the perspective of providing an insightful synthesis of these semantics, we will show how the notion of supported interpretation provides a unifying characterisation of both positive programs and of programs containing negation. Notice that the aim of this paper is not to provide a comprehensive survey of the compositional semantics for logic programs which have been proposed in the last ten years. ( The interested reader may refer to [10] for a survey which covers also different modular extensions of logic programming.)
The rest of the paper is organised as follows.
Section 2 introduces some background material, namely some logic programming terminology, the notions of compositionality and full abstraction, and a hierarchy of logic program equivalences.
Section 3 is devoted to analyse compositional semantics of definite programs. We first analyse three equivalence relations considered in [30] : Subsumption equivalence, weak subsumption equivalence and logical equivalence. We show that while they are all compositional, logical equivalence is the fully abstract relation. We then consider a different model-theoretic characterisation, based on the notion of admissible model presented in [10] . The relation between admissible models and the other semantics is illustrated, and a fully abstract refinement of admissible models is presented here for the first time. The section is concluded by introducing the notion of supported interpretation which provides an alternative characterisation of logical equivalence and which will be used also to characterise normal programs. The results presented in this section are summarised in Figure 2 which contains a hierarchy of compositional semantics for definite programs.
Section 4 is devoted to analyse compositional semantics for normal programs, that is, programs containing negation. Two main problems arise here: (1) the existence of many "intended" semantics for normal programs, and (2) the orthogonality of non-monotonicity and compositionality. We will show that the notion of supported interpretation introduced in Section 3 provides a unifying characterisation of a number of "intended" semantics for normal programs. A general full abstraction result will be also presented here for the first time.
Finally, Section 5 briefly discusses other forms of program compositions, while Section 6 contains some concluding remarks.
To simplify the reading, all proofs are reported in the Appendix.
Preliminaries

Logic programming
We will use the standard definitions and terminology of logic programming, as reported for instance in [2, 29] . A definite logic program is a finite set of clauses of the form A ← B 1 , . . . , B n (n ≥ 0), where A,B 1 ,. . .,B n are atoms. A normal logic program is a finite set of clauses of the form A ← B 1 , . . . , B n (n ≥ 0), where A is an atom and where B 1 ,. . .,B n are possibly negated atoms. Clauses without premise part, i.e., of the form A ←, will be called extensional (or unit) clauses, and programs containing only extensional clauses will be called extensional programs. We will also denote by Def s(P ) the set of predicates defined in a program P .
We will use the standard notions of Herbrand interpretations and Herbrand models, and we will denote by LHM (P ) the least Herbrand model of a program P . We will also use the definition of the standard immediate consequence operator T (P ):
where P is a definite program, B denotes a (possibly empty) conjunction of atoms, and ground(P ) denotes the set of ground instances of clauses of P .
Compositionality and full abstraction
A semantics for a programming language provides meanings for programs or, more generally, program parts. Moreover, each method of giving semantics to a programming language induces an equivalence relation on programs. Namely, two programs are equivalent if and only if they have the same meaning in the chosen semantics.
An equivalence relation ≡ 1 is finer than another equivalence relation ≡ 2 (≡ 1 ⊆ ≡ 2 ) if and only if whenever P ≡ 1 Q then P ≡ 2 Q. Furthermore ≡ 1 is strictly finer than ≡ 2 (≡ 1 ⊂ ≡ 2 ) if and only if ≡ 1 is finer than ≡ 2 and ≡ 2 is not finer than ≡ 1 .
The properties of compositionality and full abstraction have been recognised as two fundamental concepts in the studies on the semantics of programming languages [32, 36] . Informally, a semantics is compositional if equivalent programs (or program parts) are indistinguishable, that is, if they exhibit equal observable behaviour in all possible context. On the other hand, a semantics is fully abstract if indistinguishable programs (or program parts) are equivalent.
The formal definition of these properties relies on the notion of observable behaviour of a program and on the notion of program composition. The former can be represented by a mapping O which associates with every program P an object O(P ) denoting the observable behaviour of P . The latter can be represented by a set Com of (possibly partial) functions over programs.
A semantics is compositional if the induced equivalence is compositional for the pair (O, Com), that is, if it preserves the observables and is a congruence for the set of compositions. Formally, an equivalence relation ≡ is compositional for (O, Com) if and only if:
2. ≡ is a congruence for Com, that is ∀F ∈ Com, ∀P 1 , . . . , P n , Q 1 , . . . , Q n :
There is always a coarsest congruence for (O, Com), which is intuitively the "indistinguishability relation". A semantics is fully abstract if the induced equivalence includes this largest congruence. A semantics is both compositional and fully abstract if it coincides with it. Two programs P and Q are distinguishable under (O, Com) if there exists a context C[.] (defined via Com) in which the substitution of P with Q changes the external behaviour (defined via O) of the context. Formally, P and Q are distinguishable iff ∃C [.] :
We put: P ∼ = Q ⇐⇒ P and Q are not distinguishable under (O, Com).
Then an equivalence relation ≡ is fully abstract for (O, Com) if and only if:
In this paper, we consider both definite and normal programs, and we assume that the language (or vocabulary) in which programs are written is fixed. Namely, the Herbrand base B we refer to is determined by a set of function and predicate symbols that include all function and predicate symbols used in the programs being considered. We will consider (set-theoretic) union of programs (denoted by ∪) as the only composition operation. The observable behaviour of a logic program may be defined in different ways, depending on which aspects of the computation one is interested in looking at. In the case of definite logic programs, a natural choice of the observables is the success set of a program [2, 29, 40] . The success set SS(P ) of a program P is the set of ground atoms A such that P ∪ {← A} has a SLD-refutation. Therefore we put:
Equivalence of definite logic programs
A number of different equivalence relations for logic programs were studied and compared with one another in [30] .
The equivalence relation induced by the immediate consequence operator T (P ) is one of these equivalences. Namely two programs are equivalent if and only if they have the same T (P ), that is, their immediate consequence operators coincide on every Herbrand interpretation. In [30] a syntactic notion of equivalence, subsumption equivalence was also introduced, and it was shown to coincide with the equality of T (P ) functions on programs. Let C 1 and C 2 be the definite clauses A ←B and D ←Ē, respectively. C 1 is subsumed by C 2 if there is a substitution ϑ such that A = Dϑ andĒϑ ⊆B. Two logic programs P and Q are subsumption equivalent if every clause of P is subsumed by some clause of Q and vice-versa. Existing algorithms [25] can be therefore exploited to determine whether two programs are T (P ) equivalent.
Another equivalence relation considered in [30] is a refinement of subsumption equivalence, named weak subsumption equivalence. Namely two programs are weakly subsumption equivalent if and only if the two programs without tautologies are subsumption equivalent. As for the previous case, an equivalent formulation is given in terms of a refinement of the T (P ) semantics, defined by means of a T (P ) + Id function.
Furthermore, logical equivalence (|= P ←→ Q) and the corresponding equivalence when only Herbrand models are considered (M (P ) = M (Q)) are studied. It is also shown that these two equivalent relations can be equivalently formulated in terms of the functional semantics defined in [27] .
Finally, the standard equivalence relation induced by the operational semantics of logic programs is considered, which identifies programs with same success set (SS(P ) = SS(Q)), and the latter coincides with the least Herbrand model semantics [40] .
Different formulations of equivalence are also compared in terms of their relative strength. In addition to the previously mentioned correspondences, it is shown that subsumption equivalence is strictly finer than weak subsumption equivalence, which is in turn strictly finer than logical equivalence, which is in turn strictly finer than operational equivalence.
Some of the results presented in [30] are summarised in Figure 1 , where an arrow from ≡ 1 to ≡ 2 denotes that ≡ 1 is strictly finer than ≡ 2 (viz., ≡ 1 ⊂≡ 2 ).
Composition of definite programs
The union of programs is the most basic composition operation over logic programs. Actually, every logic program consists of the union of all its clauses. The starting point of our analysis is the observation that the standard (modeltheoretic, fixpoint or operational) semantics of logic programs is not compositional w.r.t. the union of programs.
The least Herbrand model is usually taken as the the intended meaning of a definite logic program. Unfortunately, the least Herbrand model of the union of two programs cannot always be determined from the least Herbrand models of the separate programs. 
is equivalent to the empty program, as the empty set is the least model of both programs. On the other hand, if these programs are composed with the program:
human(socrates) ← we obtain two programs which have different least models ( {human(socrates), f allible(socrates)} and {human(socrates)}, respectively ). ♦
The above example shows that the least Herbrand model semantics is not compositional w.r.t. the union of programs. The same observation applies to the standard least fixpoint and to the standard operational semantics, as these three semantics are all equivalent for definite programs [40] . A number of different compositional denotational semantics for logic programs have been proposed. In the next sections we will present some of those semantics, and analyse the existing relations among them.
Subsumption equivalence
One of the first compositional semantics for logic programs was presented in [31] . Intuitively speaking, the idea of [31] is to adopt a higher-order semantics in order to achieve a compositional denotation of programs. Simply stated, a program P is denoted by its immediate consequence operator T (P ) rather than by the least fixpoint of T (P ), as done in the standard least fixpoint semantics of logic programs.
Indeed, the immediate consequences of the union of two programs can be determined by the immediate consequences of the two programs in the following way [31] :
(where abusing notation the ∪ on the left-hand side denotes program union while the ∪ on the right-hand side denotes set-theoretic union). Let us denote by ≡ T the equivalence relation induced by the T (P ) semantics:
Namely two programs are equivalent if and only if their immediate consequence operators coincide on every Herbrand interpretation. The equivalence relation ≡ T is a congruence for the union of programs (as well as for several other interesting composition operations, as shown for instance in [7] ). Moreover, the equivalence relation ≡ T preserves the observables since:
The equivalence relation ≡ T is hence a congruence for (O, {∪}). It is however easy to observe that ≡ T is not fully abstract for (O, {∪}). Indeed there are programs which are not subsumption equivalent, though they cannot be distinguished operationally.
Example 2. Consider for instance the programs:
We see that P and Q are indistinguishable under (O, {∪}) though they are not subsumption equivalent -since T (P )(∅) = {a, b} while T (Q)(∅) = {b}. ♦
Weak subsumption equivalence
The weak subsumption equivalence relation was introduced in [30] as a refinement of subsumption equivalence. Two programs are weakly subsumption equivalent if and only if the two programs without tautologies are subsumption equivalent. Weak subsumption equivalence can be characterised in terms of the function T (P ) by introducing a new operator (T (P ) + Id) defined as follows:
and then by proving that [30] :
Let us denote by ≡ T +Id the equivalence relation induced by T (P ) + Id, that is:
As shown in [12] , ≡ T +Id is a congruence for the union of programs. Indeed, for any interpretation I:
Therefore, if P 1 ≡ T +Id Q 1 and P 2 ≡ T +Id Q 2 then for all I:
Since the equivalence relation ≡ T +Id preserves O [30] it is hence compositional for (O, {∪}). Weak subsumption equivalence is coarser than subsumption equivalence, that is ≡ T +Id distinguishes less programs than ≡ T .
Example 3. For instance ≡ T distinguishes the programs:
) while they are equivalent under ≡ T +Id . Indeed programs P and Q are identical up to tautologies and for each I:
As for the case of ≡ T , we can however observe that ≡ T +Id is not fully abstract for (O, {∪}). For instance, programs P and Q of Example 2 are indistinguishable under (O, {∪}) though they are not weak subsumption equivalent since (T (P ) + Id)({}) = {a, b} and (T (Q) + Id)({}) = {b}.
Logical equivalence
While subsumption equivalence and weak subsumption equivalence are both compositional for (O, {∪}), they are not fully abstract for (O, {∪}) since they both distinguish programs that are instead operationally indistinguishable. If we look for a fully abstract denotation of programs, we must then consider some weaker equivalence relation over programs. The natural next candidate to examine, following the hierarchy of Figure 1 , is logical equivalence.
In the case of logic programs, logical equivalence coincides with the equivalence induced by the set of (all) Herbrand models of a program. Two definite programs are logically equivalent if and only if they have the same Herbrand models. If we denote by M (P ) the set of Herbrand models of a program P :
then logical equivalence can be denoted as follows:
The reason why the least Herbrand model semantics does not properly cope with program composition derives from the underlying Closed World Assumption (CWA) [39] . According to the CWA, and to the corresponding completion semantics [15] , a logic program is interpreted as a complete knowledge specification. Such an interpretation does not reflect the implicit assumption underlying program composition, that is, that a program is an incomplete chunk of knowledge to be possibly completed with other knowledge. As a consequence, each program cannot be simply denoted by its least Herbrand model, where only provable formulae are considered. Also non-minimal Herbrand models of a program must be considered, including formulae not provable in the program, but which can possibly become provable after some program composition.
In this perspective, a compositional semantics of logic programs was defined in [11] by denoting a program with the set of all its Herbrand models. Indeed the Herbrand models of the union of two programs can be determined by the Herbrand models of the separate programs, as shown by the following observation.
Observation 1 Let P and Q be definite programs. Then:
Namely an interpretation I is a model of the union of two programs if and only if I is a model of both programs. Therefore the set of models of the union of two programs coincides with the intersection of the set of models of the two programs, that is:
and the least Herbrand model of the union of two programs is hence the least Herbrand interpretation which is a model of both programs. Logical equivalence preserves the least Herbrand models semantics ≡ LHM , since O(P ) = {I | I ∈ M (P )}, and hence logical equivalence is compositional for (O, {∪}). This means that if two programs are logically equivalent then they are also operationally indistinguishable, that is, they exhibit the same observable behaviour in all possible contexts.
Differently from subsumption equivalence and weak subsumption equivalence, logical equivalence is fully abstract for (O, {∪}). Indeed, as proved in [12] , programs which are indistinguishable w.r.t. (O, {∪}) are also logically equivalent. It is perhaps worth recalling here a sketch of the proof of the full abstraction of logical equivalence reported in [12] .
The proof shows that if two programs P and Q are not logically equivalent, then there exists a context in which they exhibit different observational behaviour. By definition of logical equivalence, if P ≡ M Q then there exists an interpretation I such that I ∈ M (P ) and I ∈ M (Q). By definition of Herbrand model [29] , this means that T (P )(I) ⊆ I and T (Q)(I) ⊆ I. This implies that there exists a finite subset F of I such that A ∈ T (Q)(F ) while A ∈ F , for some atom A. The proof is finally concluded by considering the program R = {B ←| B ∈ F } and by showing that A ∈ O(P ∪ R) while A ∈ O(Q ∪ R).
Example 4. Consider for instance the programs:
Any interpretation of the form:
(where T and U are -possibly infinite-sets of ground terms such that T ⊂ U ) is a model for P and not for Q. Following the above proof sketch, we observe that there exists a finite subset F of I (for instance F = {b(k)} for any k ∈ U − T ) such that a(k) ∈ T (Q)(F ) and a(k) ∈ F . If we then consider the program:
The results proved in [12] establish that logical equivalence is the fully abstract compositional equivalence relation for (O, {∪}). This means that Herbrand models induce the coarsest equivalence relation on programs w.r.t. (O, {∪}), in that any other denotation of programs one may choose must induce the same equivalence relation to be compositional and fully abstract.
Admissible models
Before the full abstraction of logical equivalence was established, a different compositional model-theoretic semantics for definite programs was presented in [10] . The idea of [10] was to model the composition of definite programs by denoting each program with a subset of its Herbrand models, called the admissible Herbrand models. Intuitively speaking, a model is considered to be admissible if it is "supported" by a set of hypotheses which all occur in the bodies of the program clauses. The intuition behind the admissible model semantics is to consider only those Herbrand models which somehow denote the effects of the possible compositions of a program with other programs. It is worth observing that each Herbrand model is "supported" by the assumption of a set of hypotheses. Lemma 1. Let P be a program and let I ⊆ B. Then:
Following [10] , a set of admissible hypotheses is formally defined as follows:
A set H ⊆ B is an admissible set of hypotheses for a program P if and only if for all h ∈ H there exists a ground instance A ← B of a clause in P such that h ∈ B.
The set possible admissible hypotheses for a program P is hence defined as follows:
The notion of admissible model is then defined as follows:
Let P be a program, let I ⊆ B, and let H ⊆ AH(P ). Then I is an admissible model for P under the hypotheses H if and only if I = LHM (P ∪ H).
A model I that is admissible under the set of hypotheses H is denoted by I(H) to explicitly record the set of hypotheses supporting it. The set of admissible models AM (P ) for a program P is hence defined as follows:
It is easy to observe that the least Herbrand model is always an admissible model (under the empty set of hypotheses).
Example 5. Consider for instance the program P :
which has three Herbrand models: {c}, {a, c}, and {a, b, c}. Since b is the only admissible hypothesis for P , there are only two admissible models for P : {c} -admissible under the empty set of interpretations -and {a, b, c} -admissible under the set of interpretations {b}. The model {a, c} is instead considered not admissible since there is no admissible set of hypotheses supporting it. ♦ As shown in [10] , admissible models define a compositional semantics for logic programs. Indeed the admissible models of the union of two programs can be determined by composing the admissible models of the separate programs. Such composition is defined in [10] by means of a T (S) operator which, given a set S of admissible models, maps Herbrand interpretations into Herbrand interpretations. Intuitively, the definition of T (S) lifts the definition of T (P ) from program clauses to program (admissible) models. Namely, T (P )(I) yields the union of all the atoms A such that P contains an implication "A if B" whose premise B is true in the interpretation I. Similarly, T (S)(I) yields the union of all the conclusions J such that J(H) is an admissible model whose premise H is true in I.
The equivalence induced by the admissible models semantics is defined as follows:
Namely P ≡ AM Q if and only if the set of pairs I, H such that I(H) is an admissible model is the same for both programs. It is easy to observe that the equivalence relation ≡ AM preserves the observables O since
and hence ≡ AM is compositional for (O, {∪}). We can however observe that ≡ AM is not fully abstract for (O, {∪}). Indeed there are programs which do not have the same set of admissible models, although they cannot be distinguished operationally.
Example 6. For instance the programs:
are indistinguishable under (O, {∪}) though they do not have the same set of admissible models. Indeed P has two admissible models, {a, b}(∅) and {a, b}({b}), while Q has the admissible models {a, b}(∅) and {a, b}({a}). ♦
The above example also highlights that programs having the same Herbrand models may have different sets of admissible models. Indeed this per se shows the non-fully abstractness of ≡ AM once the full abstraction of logical equivalence has been established.
Minimal admissible models
In Section 3.3 we have shown that the set of Herbrand models induces a fully abstract compositional equivalence relation (viz., logical equivalence ≡ M ). In the previous section we have shown that the idea of considering only admissible Herbrand models yields a compositional equivalence relation (viz., ≡ AM ) which is however not fully abstract. An intriguing question is whether it is possible to refine the notion of admissible Herbrand model so as to restrict the set of admissible models of a program and to obtain a fully abstract denotation of programs.
Example 6 reported at the end of the previous section shows that the set of admissible models of a program includes models that are somehow "redundant" in view of possible program compositions.
Example 7. Consider again program P of Example 6:
We observe that the inclusion of the admissible model {a, b}({b}) does not really add much information to the program denotation, given the presence of the model {a, b}(∅). Intuitively speaking, the possible effects of the hypothesis b becoming true (because of some program composition) are already denoted by the admissible model {a, b}(∅). ♦ Following the above observation, the definition of admissible model may hence be refined so as to exclude the somehow "redundant" models. Intuitively speaking, we might consider I(H) to be a "minimal" admissible model only if H is the minimal set of hypotheses needed to derive the set of conclusions I, that is, only if:
This constraint would eliminate some redundant admissible models -e.g., the indistinguishable programs P and Q of Example 6 would now have {a, b}(∅) as the only admissible model.
A stronger constraint is however needed to avoid all redundant models.
Example 8. For instance the program:
would still have two admissible models (∅(∅) and {a}({a})) while being operationally indistinguishable from the empty program. Intuitively speaking, the information contained in the model {a}({a}) for P is somehow already contained in the model ∅(∅), since the addition of the new hypothesis a does not add any other conclusion besides itself. ♦
We therefore say that an admissible model I(K ∪ ∆) is not redundant w.r.t. another admissible model J(K) only if the extra hypotheses ∆ add some other conclusions besides themselves, that is, only if (I − J) ⊃ ∆. Formally, we define the set of minimal admissible models for a program P as follows:
Let us consider a simple example in order to better illustrate the way in which minimal admissible models restrict admissible models.
Example 9. Consider the program:
which has eight admissible models:
Remarkably only two of such models are minimal admissible models, that is:
Indeed the model {b}({b}) is redundant w.r.t. {b}(∅) since LHM (P ∪ {b}) = LHM (P ). In other words the addition of the hypothesis b does not add any new conclusion. The models {b, d}({d}) and {b, d}({b, d}) are redundant w.r.t. {b}(∅) too, since in both cases LHM (P ∪ H) − LHM (P ) = {d} ⊃ {d}. Again, the addition of the set of hypotheses {d} or {b, d} does not add any other conclusion besides the hypotheses themselves. Similar considerations apply to the other non-minimal admissible models {a, b, c}({b, c}), {a, b, c, d}({c, d}), and {a, b, c, d}({b, c, d}) which are all redundant w.r.t. {a, b, c}({c}). ♦
The following proposition shows that for each admissible model I(H) there exists a minimal admissible model J(K) supported by a smaller set of hypotheses and
Proposition 1. Let P be a program, let I ⊆ B and let H ⊆ B.
We finally prove that the equivalence relation ≡ µAM , induced by the set of minimal admissible models of a program, does coincide with the fully abstract equivalence relation ≡ M . To simplify the equivalence proof, we first provide the following alternative characterization of logical equivalence.
Lemma 2. Let P and Q be two programs. Then:
We are now ready to establish that the equivalence relations ≡ µAM and ≡ M coincide.
To conclude our analysis of admissible models, let us reconsider Example 9 to illustrate the relation between Herbrand and (minimal) admissible models.
Example 10. Consider again the program:
If B = {a, b, c, d} then the set of Herbrand, admissible and minimal admissible models of program P are, respectively:
It is worth noting that since µAM (P ) = {{b}(∅), {a, b, c}({c})} then the minimal admissible model semantics (correctly) identifies the above program P for instance with the program:
whose Herbrand, admissible, and minimal admissible models are, respectively:
We see that while the admissible model semantics distinguishes P and Q, the two programs are identified both by the minimal admissible model semantics (µAM (P ) = µAM (Q)) and by logical equivalence (HM (P ) = HM (Q)). ♦
Supported interpretations
We finally introduce an alternative characterization of logical equivalence, which is defined by means of the notion of supported interpretation originally introduced in [9] . Besides providing another equivalent formulation of logical equivalence, the notion of supported interpretation will be exploited in the following sections to define a compositional semantics for extended logic programs, such as programs containing negation.
Intuitively speaking, a (Herbrand) interpretation I for a program P is supported by a set of hypotheses H if I is the least Herbrand model of the program P extended with H. More precisely, I is an interpretation for P supported by H if and only if I is the least Herbrand model of the program P ∪ H, where P ∪ H stands for P ∪ {h ←| h ∈ H}.
If the sets of hypotheses to be considered are arbitrary subsets of the Herbrand base B, we obtain the following definition of supported interpretation:
Let P be a program, and let I ⊆ B, H ⊆ B. Then I is an interpretation for P supported by H if and only if I = LHM (P ∪ H).
An interpretation I supported by a set of hypotheses H is denoted by I(H) to explicitly record the set of hypotheses supporting it.
The set of supported interpretations for a program P is then defined as follows:
As pointed out in [9] , the above notion of supportedness properly extends the notion of admissibility introduced in Section 3.4. Namely the admissible models of a program are in general a subset of its supported interpretations, that is, AM (P ) ⊆ SI(P, B). Lemma 1 shows that there is a direct correspondence between the supported interpretations and the Herbrand models of a program. Namely for each program P :
I ∈ M (P ) ⇐⇒ ∃H : I(H) ∈ SI(P, B) .
Let us denote by ≡ SI(B) the equivalence relation induced by the set of supported interpretations of a program, that is:
We now establish that the equivalence relation ≡ SI(B) coincides with logical equivalence ≡ M .
Proposition 3. ≡ M = ≡ SI(B) .
In the following sections, we will use a more general definition of supported interpretation by considering a set H of assumable hypotheses, where H is some pre-defined subset of the Herbrand base B (viz., H ⊆ B). Namely the set of supported interpretations of a program P w.r.t. a set of assumable hypotheses H is defined as follows:
Notice that the choice of the set of assumable hypotheses affects the induced equivalence relations as pointed out by the following proposition.
Proposition 4.
Let H ⊆ B, K ⊆ B be two sets of assumable hypotheses. Then:
Summary
In the previous sections, we analysed different compositional semantics for definite logic programs that have been proposed in the literature. The relations between the semantics considered are summarized in Figure 2 . We have first considered three equivalence relations analyzed in [30] : subsumption equivalence (≡ T ), weak subsumption equivalence (≡ T +Id ), and logical equivalence (≡ M ). We have shown that they are all compositional w.r.t. (O, {∪}), and while the first two semantics are not fully abstract w.r.t. (O, {∪}), logical equivalence is the fully abstract compositional equivalence w.r.
t. (O, {∪}).
We have then considered a different equivalence relation (≡ AM ) defined in terms of the admissible Herbrand models of a program. We have shown that while admissible models induce a compositional denotation of programs, the corresponding equivalence relation is not fully abstract w.r.t. (O, {∪}). We have then shown how the notion of admissible model can be suitably constrained so as to obtain a fully abstract denotation of programs. The new equivalence relation ≡ µAM , induced by the so-called minimal admissible models of a program, coincides with the fully abstract equivalence relation ≡ M .
Finally, we have introduced the notion of supported interpretation that will be used in the following sections. We have shown that supported interpretations provide an alternative definition of logical equivalence, that is, the induced equivalence relation ≡ SI(B) coincides with the fully abstract compositional equivalence relation ≡ M .
The relations between the semantics considered are summarized in Figure 2 , where a double arrow from ≡ A to ≡ B denotes that ≡ A coincides with ≡ B , while a single arrow from ≡ A to ≡ B denotes that ≡ A is strictly finer than ≡ B , that is, ≡ A ⊂≡ B . The chain of inclusions ≡ T ⊂ ≡ T +Id ⊂ ≡ M ⊂ ≡ LHM was established in [30] .
The strict inclusion ≡ AM ⊂≡ µAM has been established in Section 3.5. Indeed the minimal admissible models µAM (P ) of a program P are obtained from the admissible models AM (P ) of P . It is hence easy to show that ≡ AM ⊆≡ µAM , that is, if P ≡ AM Q then P ≡ µAM Q. Moreover, as shown in Section 3.5, ≡ µAM ⊆≡ AM , that is, there exist programs that have the same set of minimal admissible models, while they have different sets of admissible models. For instance the empty program and the program P of Example 8 are distinguished by the admissible models semantics, since AM (P ) = {∅(∅), {a}({a})}, while ∅(∅) is the only admissible model for the empty program. On the other hand the two programs are identified by the minimal admissible model semantics in that ∅(∅) is the only minimal admissible model for both programs.
It is worth noting that while ≡ AM is strictly finer than ≡ µAM (and hence than ≡ M and ≡ SI(B) ), ≡ AM is not comparable with either ≡ T or ≡ T +Id . Indeed there are programs which are (weak) subsumption equivalent and not admissible interpretations equivalent, and vice-versa.
Example 11. For instance consider the programs:
We observe that P ≡ T Q (since ∀I: T (P )(I) = {a} = T (Q)(I)) and P ≡ T +Id Q (since ∀I: (T + Id)(P )(I) = {a} ∪ I = (T + Id)(Q)(I)), while P ≡ AM Q since {a}({a}) ∈ AM (Q) − AM (P ). On the other hand, if we consider the programs:
we see that P ≡ AM Q since AM (P ) = AM (Q) = {{a, b, c}(∅), {a, b, c}({b})}, while P ≡ T Q and P ≡ T +Id Q (since T (P )(∅) = {a, b} and T (Q)(∅) = {b}). ♦
In this section, we have examined a number of compositional semantics for definite programs. However, as already anticipated in the Introduction, our analysis is not intended to be exhaustive. Other semantics have been proposed in the literature, such as [27, 33] which were then extended by [31] . A survey describing these and other modular extensions of logic programming can be found in [14] . Moreover, our analysis focusses on standard Herbrand interpretations [2, 29] . Many efforts have been devoted to define compositional semantics by using extended interpretations containing possibly non-ground atoms (e.g., see [6, 22] ). The relation between these semantics and the semantics based on standard Herbrand interpretations is summarised in [1] .
Composition of normal programs
The need of extending definite programs to deal with forms of non-monotonic reasoning was recognized since the early years of logic programming. Negation as failure was introduced in [15] to express negative information, and it has been shown to support various forms of non-monotonic reasoning. A number of other extensions have been then proposed to further enrich the expressive power of logic programming as a general formalism for knowledge representation (see [4] for a survey).
The formalization of these extensions has called for new semantics capable to capture their "intended" meaning. Even for the case of negation as failure, many different characterizations have been defined from different perspectives, most of them inspired by an interpretation of negation as failure as a more general notion of negation by default (e.g., [19] ). A survey of the semantics of logic programs with negation (by default) is reported in [3] .
Something similar happened for other extensions such as abductive logic programming (e.g., [17, 19, 26] ) and logic programming with a second form of negation in addition to negation by default (e.g., [24, 34, 38] ).
For each extension there is no general agreement on what its semantics should be. Formal comparisons among different semantics are hard to be drawn, mainly because they are often based on different grounds. Furthermore, many proposals are based on a proof-theoretic approach rather than on a model-theoretic approach, and this constitutes a further obstacle for the study of formal properties, and hence formal comparisons, of different proposals.
On these premises, analysing compositionality issues in extended logic programs seems to be a quite difficult enterprise since: -Many semantics have been proposed for different extensions of logic programming, and there is no general agreement on the intended meaning of each extension. -Non-monotonic reasoning and compositionality are intuitively orthogonal issues that do not seem easy to be reconciled. Indeed the semantics for extended logic programs are typically non-compositional w.r.t. program union.
Consider for instance the case of normal logic programs, that is, logic programs with negation as default. It is easy to show, for instance, that the stable model semantics [23] is not compositional with respect to the union of programs.
Example 12. Consider for instance the programs:
which have the same (unique) stable model {a}. If these programs are extended with the program:
we obtain two programs which have different stable models ({a, b} and {b}, respectively). Therefore it is not possible, in general, to determine the stable models of a program from the stable models of its clauses. ♦ A unifying view of different extensions of logic programming was presented in [9] , where it is shown how the meaning of various extensions of logic programming can be expressed by means of the supported interpretations of a program. Many extensions are considered in [9] , including negation-by-default, other forms of negation and abduction.
The approach can be summarised as follows:
1. Given an extended logic program, construct its "positive" version. 2. Consider the set of supported interpretations of (the positive version of) the program. 3. Select among the supported interpretations the complete models which characterise the intended meaning of a program.
The interest of complete models derives from their correspondence relation with other models proposed in the literature. Such a correspondence makes the supported interpretation approach a general framework for characterising and comparing different semantics of various extensions of logic programming.
In this paper we will focus only on one of these extensions, negation-by-default, and on the corresponding class of normal programs.
Positive version of a normal program
A normal program P is a set of clauses of the form
where A is an atom and L 1 , . . . , L n are literals. Negated literals in clause bodies have the form not B, where B is an atom. In the following, without loss of generality, we will consider only (possibly infinite) propositional programs. A non-propositional program is then understood as a shorthand for the (possibly infinite) set of ground clauses obtained by instantiating the original rules in all possible ways over the Herbrand universe. Following [18, 38] , the positive version P + of a normal program P is the definite program obtained by replacing in P each negated atom not A by a new positive atom not A. The Herbrand base B + associated with P + is then the set obtained by extending the Herbrand base B of P with the new set of atoms:
The intended meaning of P will be defined by suitably restricting the Herbrand models of P + , which are subsets of the extended Herbrand base. From now onward, we will not distinguish any further between a normal program P and its positive version P + , that is we will denote P directly by its positive version.
Supported interpretations for normal programs
Let us take the negative part not B of the extended Herbrand base B + as the set of assumable hypotheses. We get the following definition of supported interpretations of a program P :
As shown in [9] , the set of supported interpretations can be suitably restricted in a step-wise way so as to identify the set of complete models of a program. Such a step-wise process can be summarised as follows: not a ∈ H ⇐⇒ (a ∈ J for each conservative extension J(K) of I(H)) .
-Each normal programs has at least one complete model. and suppose for the sake of simplicity that B = {a, b}. Then the supported interpretations SI(P, not B) are:
∅ (∅) {not a} ({not a}) {a, not b} ({not b}) {a, not a, not b} ({not a, not b}) It is easy to observe that each supported interpretation of P is a conservative extension of the model supported by the empty set of hypotheses. On the other hand, there is no conservative extension of the model {a, not b}({not b}) since its only extension {a, not a, not b}({not a, not b}) is not conservative with it (viz., not a is an hypothesis of the latter while a belongs to the model of the former). We can therefore observe that {a, not b}({not b}) is the only complete model for P . ♦
Notably these complete models have a tight relation with other models proposed in the literature. In the case of normal programs, complete models have been shown in [9] to correspond to:
-stable models semantics [23] , -well-founded semantics [41] , -stationary semantics [38] , and -preferential semantics [17] .
For instance, in [9] , it is shown that:
Let P be a normal program and let M ⊆ B. Then M is a stable model of P if and only if M ∪ {not A | A ∈ M } is a total complete model for P . (An interpretation M is total iff for each A ∈ B: A ∈ M or not A ∈ M .) Similar correspondences are established with well-founded models [41] , with stationary expansions [38] , and with complete scenaria [17] .
These correspondences can be equivalently described in the following way. For each semantics S considered, there exists a suitable projection function ψ S which, given the set of supported interpretations SI(P + , not B) of (the positive version of) a program P , yields the models S(P ) of the corresponding semantics S ψ S : SI(P + , not B) → S(P ).
In terms of program equivalence, this means that the supported interpretations semantics preserves all the semantics which have been considered in [9] . Indeed for any such semantics S:
Compositionality
As the supported interpretations semantics preserves many different meanings of programs, the compositionality of the induced equivalence relation ≡ SI(not B) would be of major importance. Indeed it would allow the substitution of parts of normal programs without affecting the meaning of the whole program, for any meaning considered. Unfortunately, the equivalence relation ≡ SI(not B) is not a congruence w.r.t. the union of programs. It is easy to see that SI(P ∪ R, not B) = SI(Q ∪ R, not B) since the supported interpretations {a, b, not c}({not c}) belongs to the former and not the latter. ♦ By exploiting Proposition 4 it is however possible to establish a compositionality result for normal programs. Indeed since not B ⊂ B + we have that:
and by the compositionality of logical equivalence we obtain the following result.
Since the supported interpretations equivalence relation ≡ SI(not B) preserves all the semantics for normal programs considered in [9] , we have that if (the positive versions of) two programs are logically equivalent then they have the same meaning S for each S considered in [9] , that is they have the same complete scenaria [17] , the same stationary expansions [38] , the same stable models [23] , and the same well-founded model [41] .
Full abstraction
The compositionality of logical equivalence for (≡ SI(not B) , {∪}) states that if (the positive version of) two programs R and R ′ are logically equivalent then they can be exchanged with one another without affecting the meaning S of the context in which they occur.
An intriguing question is whether or not this is the largest class of programs which can be substituted one another without affecting the intended meaning S of the context in which they occur.
As the equivalence relation ≡ SI(not B) preserves several semantics for normal programs, it is interesting to determine whether logical equivalence is fully abstract for (≡ SI(not B) , {∪}). This is exactly what we establish here for the first time with the following proposition.
It is worth noting that the above result states that logical equivalence defines the largest class of programs which can be substituted one another without affecting the set of negatively supported interpretations of the context in which they occur. The full abstraction result is hence relative to the equivalence relation ≡ SI(not B) , and its importance is due to the fact that ≡ SI(not B) preserves a number of different intended semantics for normal programs. On the other hand, Proposition 6 does not imply that logical equivalence is fully abstract for every intended meaning of normal programs. For instance, an equivalence relation coarser than logical equivalence (of the positive versions) may be fully abstract for the stable model semantics of normal programs.
Summary
In the previous sections, we have discussed the issue of compositionality for the case of normal logic programs. As we observed at the beginning of Section 4, the two main problems of designing of a tour for analyzing compositionality issues in normal logic programs were:
(1) the existence of many different semantics for normal programs (no universal agreement on the intended meaning of a normal program, as it happens instead for the case for definite programs), and (2) the orthogonality of negation and compositionality (existing semantics for normal programs are typically not compositional).
Following the steps of [9] , we have observed that supported interpretations provide a unifying model-theoretic characterizations of a number of semantics for normal programs. The idea is to consider the positive version of programs and to take not B as the universe of assumable hypotheses. The induced equivalence relation ≡ SI(not B) then preserves the stable models semantics [23] , the well-founded semantics [41] , the preferential semantics [17] , and the stationary semantics [38] . While ≡ SI(not B) is not a congruence for the union of programs, the equivalence relation ≡ SI(B + ) is compositional for (≡ SI(not B) , {∪}), and hence ≡ SI(B + ) is compositional for (≡ Si , {∪}), for each semantics S i preserved by ≡ SI(not B) . Finally, as a new result, we have shown that ≡ SI(B + ) is the fully abstract equivalence relation for (≡ SI(not B) , {∪}). The relations between the semantics considered in this section are summarised in Figure 3 .
J J J Ĵ P P P P P P P P q S1(P ) = S1(Q) S2(P ) = S2(Q) S3(P ) = S3(Q) S4(P ) = S4(Q) Fig. 3 . The equivalence hierarchy for normal programs, where S1-S4 are the semantics for normal programs considered in [9] .
It is worth observing that the notion of supported interpretation can be exploited to provide a compositional characterization of other extensions of logic programming, besides negation-by-default. Two main classes of extensions of logic programming are considered in [9] :
-Other forms of negation -such as explicit negation [34] , answer set semantics [24] , and 3-valued stable semantics [37] ; -Abduction -as modeled for instance in [16] and in [26] .
As shown in [9] , all these extensions can be provided with a uniform characterization by means of supported interpretations by considering different universes of assumable hypotheses. Lack of space forces us to invite the reader to refer to [9] for more details.
Several other efforts have been devoted to investigate the composition of normal logic programs.
The splitting of a logic program into parts was investigated in [28] in the context of the answer set semantics [24] . The basic idea is that, in many cases, a program can be divided into a "bottom" part and a "top" part, such that the former does not refer to predicates defined in the latter. In [28] it is shown that computing the answer sets for a program can be simplified when the program is split into parts. It is also shown that the idea of splitting can be applied for proving properties of simple program compositions, like a conservative extension property for a program P extended by rules whose heads do not occur in P .
The problem of defining compositional semantics for normal logic programs was studied in [20] and in [42] . [20] defines a compositional semantics for normal programs by means of a first-order unfolding operator. Such a semantics is applied for composing "open" normal programs by considering the union of programs as the only composition operation. [42] presents several results on the compositionality of normal logic programs by generalising the well-founded semantics of logic programming. More precisely, they identify some conditions under which the class of extended well-founded models of the union of two normal programs coincides with the intersection of the classes of extended well-founded models of the two programs. Another difference between the approaches presented in [20, 42] and ours is the restrictive naming policy imposed on the predicate names of the programs to be composed. Namely, in contrast with our naming policy, predicate definitions cannot be spread over different programs.
An even more restrictive naming policy is considered in [13] for defining a compositional model-theory for definite and disjunctive programs. The author investigates the usability of minimal logic for modeling the meaning of extended logic programs by allowing "local" inconsistencies. The compositionality results are however restricted to pairs of programs which define disjoint sets of predicates and which do not interact with each other.
A compositional semantics for normal programs was also defined in [8] , where a family of program composition operations is considered. The semantics of programs and program compositions is defined in terms of three-valued logic by extending the three-valued immediate consequence operator for logic programs proposed in [21] .
Finally, a related work is [5] , where a set of operations for composing logic programs are studied in the context of intensional negation. Negation is handled in a constructive way by transforming normal programs into pairs of definite programs and by defining the composition operations on such pairs.
Other forms of program compositions
Program extension
The operation of union between programs can be employed to combine programs that fully cooperate in the deduction process. Namely one program may exploit partial conclusions of the other, and vice-versa.
Such a symmetric composition-by-union is not however the only form of program composition employed in program development. For instance, programs often import the functionalities of some existing module or library, where the latter does not in turn rely on the former for its computation [28] .
A typical example comes from deductive databases, where a set of (recursive) rules R is composed with an extensional database D defining the values of a set of relations and typically consisting of extensional clauses. An intriguing question is when R can be substituted with a different, possibly more efficient, set of rules R ′ without affecting the meaning of the whole system. Let us then consider here this form of program composition, that we call program extension to distinguish it from the composition-by-union considered in the previous sections. Formally, rather than considering arbitrary expressions of the form:
where P is a definite program, we now consider restricted compositions of the form:
where D is an extension, that is, an extensional program consisting of unit clauses only. We may also assume that the predicates defined by extensions are all members of a pre-fixed set of predicates π. The symbol ∪ π is hence both to record the set π and to distinguish program extension from the general compositionby-union considered in the previous sections. According to the above syntax, we therefore consider expressions of the form:
and so on and so forth. Notice that instead of introducing the new symbol ∪ π we may simply consider the union operation ∪ as a partial composition function which is defined only when its second argument is an extension. We now show that supported interpretations can be naturally employed to obtain a compositional denotation of programs also for this new form of composition-by-extension. Consider as the set of assumable hypotheses the following set:
where pred(A) denotes the predicate symbol of the atom A. Namely B π is the set of atoms in the Herbrand base with predicates in the set π. The corresponding set of supported interpretations therefore is:
and the induced equivalence relation is:
We observe that the equivalence relation ≡ SI(Bπ) is strictly coarser than ≡ SI(B) and strictly finer than ≡ LHM . It is perhaps even more interesting to observe that supported interpretations can be employed to define a compositional characterisation of program extension also in the case of normal programs.
Indeed, consider expressions of the form:
where P is a normal program and D is an extension, that is, an extensional program consisting of unit clauses only. Then we simply consider as the set of assumable hypotheses the set:
The corresponding set of supported interpretations therefore is: It is easy to observe that ≡ SI(Bπ∪not B) is strictly coarser than ≡ SI(B + ) and strictly finer than ≡ SI(not B) .
Proposition 9. ≡ SI(B + ) ⊂ ≡ SI(Bπ∪not B) ⊂ ≡ SI(not B) .
Moreover the equivalence relation ≡ SI(Bπ∪not B) is compositional for (≡ SI(not B)
, {∪ π }), as proved by the following proposition.
Proposition 10. ≡ SI(Bπ∪not HB) is compositional for (≡ SI(not B) , {∪ π }).
A family of program composition operations
A family of program composition operations has been studied in [7] . Besides the union operation, other three main composition operations have been considered: intersection (∩), encapsulation ( * ), and import (⊳). These operations are defined in a semantics-driven style, following the observation that if the meaning of a program P is denoted by the corresponding immediate consequence operator T (P ), then such a meaning is a homomorphism for several interesting operations on programs. The formal semantics of the operations is defined as follows:
T (P ∩ Q)(I) = T (P )(I) ∩ T (Q)(I)
T (P * )(I) = T ω (P )(∅)
T (P ⊳ Q)(I) = T (P ) (I ∪ T ω (Q)(∅)) Such a set of basic composition operations forms an algebra of logic programs with interesting properties for reasoning about programs and program compositions. From a programming perspective, the operations enhance the expressive power of logic programming by supporting a wealth of programming techniques, ranging from software engineering to artificial intelligence applications. A thorough discussion of the family of composition operations is outside the scope of the present paper. It is however worth mentioning here that [12] showed that the chain of equivalence relations ≡ T ⊂ ≡ T +Id ⊂ ≡ M ⊂ ≡ LHM (see Figure 2 ) coincides with the chain of fully abstract compositional equivalence relations for subsets of a family of program composition operations, as summarized in Figure 4 . 
Concluding remarks
As we already mentioned in the Introduction, our analysis of compositional semantics for logic programs was not intended to be exhaustive, in the sense of analysing all the (many) different proposals that have been developed over the last ten years.
We have rather tried to guide the reader across different compositional semantics for logic programs by highlighting the existing relations among them, and by establishing new relations and results on our way.
During our tour, the notion of supported interpretation has been shown to provide a general and unifying mechanism for obtaining compositional denotations of both definite and normal programs, also in the case of asymmetric compositions.
• We now show that: A ∈ LHM (Q∪R), that is, A ∈ T ω (Q∪R)(∅). Indeed: A ∈ T (Q)(F ) ⊆ T (Q)(T (R)(∅)) By definition of ∪ and by monotonicity of T :
T (Q)(T (R)(∅)) ⊆ T (Q)(T (Q ∪ R)(∅)) ⊆ T (Q ∪ R)(T (Q ∪ R)(∅)) hence A ∈ T 2 (Q ∪ R)(∅) ⊆ T ω (Q ∪ R)(∅) by continuity of T . (2) We have therefore shown that if P ≡ SI(B + ) Q then ∃R : LHM (P ∪ R) = LHM (Q ∪ R). Notice that, since we are considering positive versions of programs, R can be a finite program of the form: R = {B ←| B ∈ F } where F ⊆ (B ∪ not B). Namely R may be a finite program of the form: 
