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All theoretical models (Heisenberg, Ising etc.) assume a negligible role for thermal 
vibrations in alloy and magnetic phase transitions. Analysis of diffraction data 
conclusively proves that this assumption is incorrect. A simple criterion emerges that 
theoretical models can ignore the role of thermal vibrations only if the Debye-Waller 
Factor is ignored in the analysis of diffraction data. Diffraction data constrain all 
theoretical models to incorporate the role of thermal vibrations. This conclusion is also 
supported by other experimental results, the effect of thermal vibrations on ordering 
energy that is of the same order of magnitude as ordering energy and an isotope effect on 
magnetic phase transitions. An electron-phonon interaction (EPI) formalism that 
incorporates the Debye-Waller Factor in electronic structure calculations already exists 
and must be adopted for a correct understanding of phase transitions as it can account for 
all the different experimental results mentioned above. The discrepancy between 
experimental and theoretical ordering energy in Ni3V is direct evidence for the role of 
thermal vibrations in altering ordering energy. The inter-nuclear potential energy term 
converges if zero point vibrations are incorporated and this method can replace the Ewald 
sum method. The three dimensional Ising model cannot represent order-disorder 
transition in beta brass, CuZn. An isotope effect is predicted for magnetic phase 
transitions if the transition temperature is below Debye temperature. The long range order 
parameter obtained from diffraction data can only be compared with predictions of 
models that incorporate the role of thermal vibrations and not otherwise. 
 
1. Introduction 
 
Order-disorder transitions have been the subject of intense study over decades. The first 
model for order-disorder transition in alloys was the Bragg-Williams (BW) model [1-3] 
that proposed the existence of a long-range order parameter. The deficiencies [1-3] of this 
model include a higher transition temperature, Tc, and failure to account for specific heat 
above Tc due to the neglect of fluctuations. The cluster variation method [4] is a 
generalization of this approach that can be applied to the generalized Ising model where 
next nearest neighbor interactions are also incorporated. In parallel, models were 
proposed for magnetic ordering, the most influential among them being the Ising model. 
The Ising model is the simplest of nearest neighbor models that consider the cooperative 
interaction between neighboring spins. The exact solution to the two-dimensional (2D) 
Ising model [5] continues to be a landmark as the solution for the 3D Ising model has 
proved elusive. Recently, the author has described a method to determine the form of the 
exact partition function for the Ising model [6]. The BW model is equivalent to a mean-
field solution of the Ising model.  
 
The study of phase transitions has largely relied on models as first principles theories 
have proved difficult, especially in the study of magnetism. The prediction of phase 
diagrams [7-10] from first principles is a related problem of great interest and one where 
considerable progress has been made. The development of density functional theory [11-
13] is a landmark that has contributed significantly to this effort.   
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In most studies of phase transitions, a model is proposed where an interaction parameter, 
Jij, is assumed between neighboring elements. The Heisenberg model can be considered 
to be a prototype model and is represented as 
 ij i jH J= − ⋅∑ S S  (1) 
 
The Ising model is a special case of this model. In this paper we will consider Eq.1 to be 
representative of most models of alloy and magnetic phase transitions. All phase 
transitions occur at finite temperatures where thermal vibrations are present. However, 
the interaction parameter, Jij, in Eq.1 is for a static lattice. The implicit assumption in 
Eq.1 is that the role of thermal vibrations in phase transitions is negligible. According to 
this implicit assumption, whether the role of thermal vibrations is incorporated or ignored 
makes little difference to the understanding of phase transitions. One consequence of 
Eq.1 is that the ordering energy is assumed to be constant in all models of phase 
transitions. In this paper we examine the validity of the assumption that thermal 
vibrations play a negligible role and conclusively establish that this assumption is 
incorrect. That is, the interaction parameter, Jij, is a function of temperature due to the 
role of thermal vibrations and must be represented as Jij(T) in all theories and models of 
phase transitions. In addition, new insights into phase transitions are obtained from the 
analysis presented in this study. 
 
2. Preliminary Analysis 
 
Before embarking on a detailed analysis, we present a preliminary analysis of the role of 
thermal vibrations on phase transitions. 
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 The density functional theorem [11-13] states that for a given external potential V(r), the 
ground state energy is a functional of the charge density, E[ρ(r)], and is minimized for the 
correct charge density. Under static lattice conditions, the ordering energy can be 
symbolically represented as ( ) ( ( )ord ord disE E Eρ ρ⎡ ⎤ ⎡Δ = − ⎤⎣ ⎦ ⎣r ⎦r . However, it is routinely 
observed in x-ray diffraction experiments that thermal vibrations alter the charge density. 
It follows that the ground state energies of both the ordered and disordered phases will be 
different at finite temperatures from their static lattice values. Hence, the ordering energy 
is a function of temperature due to the role of thermal vibrations. 
 
The above conclusion is also supported by the following physical argument. At finite 
temperatures, various atomic configurations are accessed due to thermal vibrations and 
the electron distribution is in instantaneous equilibrium with them. The electron 
distributions in equilibrium with various configurations are of higher energy compared to 
the static lattice value. Clearly, the ensemble average over these configurations will result 
in higher energy when compared to the 0 K value. This result is valid for both the ordered 
and disordered state. At 0 K, the difference in energy between them is the conventional 
ordering energy. At finite temperatures, ordering energy is the difference in the ensemble 
average energies of the ordered and disordered state. It would be an extraordinary 
coincidence if this difference were to be exactly equal to the difference at 0 K and cannot 
be assumed without justification. Hence, the correct conclusion is that the differences in 
ensemble average energies between the ordered and disordered state at high temperatures 
are different from the 0 K value. Hence, ordering energy is a function of temperature.   
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 In an entirely different approach, the role of thermal vibrations on properties of materials 
is discussed in Ref.14. The basic premise is that thermal vibrations cause renormalization 
of physical properties due to which all properties are functions of temperature. Ref.14 
states that “the unrenormalized quantity Q0 is a theoretical construct which does not exist 
in nature”. From the discussion in Ref.14, it is clear that the theoretically correct 
representation of the interaction parameter is Jij(T) and the representation in most models 
as Jij is an approximation. The only question that needs to be addressed is how justified is 
the approximation or how significant is the role of thermal vibrations in phase transitions.  
 
One approach is to perform electronic structure calculations for specific systems under 
static lattice conditions and also at finite temperatures, e.g., at transition temperatures, Tc, 
by incorporating the role of thermal vibrations. Such a study is yet to be performed for 
any alloy that undergoes an order-disorder transition. The limitation of this approach is 
that while it may establish the importance (or lack of it) of thermal vibrations in a specific 
system or a few specific systems, it would be a gross exaggeration to reach universal 
conclusions that are applicable to all theories and models of phase transitions. The 
computational approach is particularly well suited to study the details of a specific system 
and not suited to reach universal conclusions on phase transitions. 
 
Another approach is to analyze experimental data that are universal to all systems that 
exhibit phase transitions. 
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The first experimental observation that we consider is that thermal vibrations alter 
electron energies. As stated in Ref.14, “Electronic quasiparticle energies are 
renormalized by lattice vibrations giving a T dependence, a zero-point shift and an 
isotope dependence”. The temperature dependence is in the range of 2-4 kBT per degree 
[14-16]. Even by taking the lower value, thermal vibrations shift electron energies by ~ 
0.2 meV/K in metals and semiconductors [15]. This implies shifts in electron energies of 
~ 10  meV near transition temperatures (~ 1000 K) for both ordered and disordered 
phases. 
B
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Their difference would be of the same order of magnitude as the ordering energy 
(10-100 meV) [8] and hence, the role of thermal vibrations cannot be ignored.  
 
A similar comment is made in Ref. 16 with regard to the importance of thermal vibrations 
in change of phase, though not phase transitions. Since the energy associated with order-
disorder transitions are usually lower than that associated with phase change, it is clear 
that the role of thermal vibrations will be significant and cannot be ignored. 
 
The analysis presented so far is based on extending existing ideas to phase transitions. 
This is sufficient to establish that the assumption that thermal vibrations play a negligible 
role in phase transitions is highly suspect and unjustified. That is, this assumption must 
be substantiated before it can be accepted as correct. However, it does not establish that 
this assumption is definitively incorrect. We present new analysis below that conclusively 
establishes that this assumption is incorrect. 
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3. Additional Analysis 
 
The next experimental observation that we consider are diffraction data. X-ray, electron 
and neutron diffraction experiments are the most common method to obtain the state of 
(partial) order at any temperature. A common observation that is universal to all alloy and 
magnetic phase transitions is the emergence of superlattice lines upon ordering in 
diffraction experiments. Hence, the analysis of superlattice lines will have universal 
implications applicable to all theories and models of phase transitions.  
 
In the analysis of x-ray, electron and neutron diffraction data to determine the state of 
partial order at any temperature, corrections for thermal vibrations through the Debye-
Waller factor is essential [17-23]. Ignoring other factors, the intensity of a superlattice 
line, G, at any temperature is given by [17-23]  
 ( ) 2 2 ( ,TI T I eη −= M GG G )  (2) 
where η is the order parameter, M is the Debye-Waller factor (DWF) and IG  is a constant 
that is the intensity of the superlattice line at T = 0 K where the order parameter η = 1. 
The order parameter is obtained from Eq.2 as  
 
1/ 22 ( , )( ) TI T I eη −⎡ ⎤= ⎣ ⎦M GG G  (3) 
 
Eq.3 can be used to examine the implicit assumption of all theoretical models that the 
role of thermal vibrations can be ignored as it makes little difference to the understanding 
of phase transitions whether the role of thermal vibrations is incorporated or ignored. To 
be consistent with this assumption, order parameter must be obtained from diffraction 
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data using Eq.3 with the DWF being ignored, i.e. with M = 0. In this case, the order 
parameter is given by [ ]1/ 2( )I T Iη = G G . One consequence is that different superlattice 
lines, G, will result in different order parameters. In addition, the correct order 
parameter, obtained by incorporating the DWF lies outside the range of values for the 
order parameter obtained under the assumption M = 0. Since different superlattice lines 
result in different order parameters, it is not possible to speak of a state of order if the 
role of thermal vibrations is ignored in the analysis of diffraction data. This is the reason 
that the role of thermal vibrations is always incorporated in the analysis of diffraction 
data. While the assumption of theoretical models is that the role of thermal vibrations can 
be ignored as incorporating or ignoring them has little consequence on phase transitions, 
diffraction data clearly show that the role of thermal vibrations must be incorporated and 
ignoring them has unacceptable consequences. Since experiments are the final arbiters of 
the correctness of theories, analysis of diffraction data conclusively prove that the 
assumption of all theoretical models of phase transitions that thermal vibrations play a 
negligible role is incorrect and hence, all such models must be corrected to incorporate 
the role of thermal vibrations. 
 
As an illustration of the above analysis, we consider the x-ray [18] and neutron 
diffraction [19] data for beta brass, β-CuZn, which is usually described by the three-
dimensional Ising model. Ref. 18, 19 describe in great detail the corrections necessary to 
extract the order parameter from diffraction data. The authors of Ref.18 state “It (the 
combined temperature factor) is the largest of the three correction factors. Its dominant 
contribution comes from the mean Debye-Waller factor ratio…”. Table 1 of Ref.19 
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presents all the relevant data in tabular form. The order parameter is listed in the last 
column and is obtained from an expression similar to Eq.3 except that η is normalized to 
1 at room temperature and not 0 K. From Table 1 of Ref.19, it is also possible to calculate 
the order parameter by ignoring the role of thermal vibrations, i.e. by setting XDW = 1 at 
all temperatures in Table 1 of Ref.19. For example, at reduced temperature t=0.017, the 
correct order parameter from both superlattice lines, (100) and (111), is 0.48. If the role 
of thermal vibrations is ignored, then the order parameter from (100) superlattice line is 
0.46 and from the (111) superlattice line is 0.41. We see that different superlattice lines 
give different order parameters and the correct value, 0.48, lies outside the range of 
values, in this case 0.46 and 0.41. Similar discrepancies can be calculated for other 
temperatures from the data in Table 1 of Ref.19. Clearly, the role of thermal vibrations 
cannot be ignored in the analysis of diffraction data. This explains why the role of DWF 
is always incorporated in the analysis of diffraction data. 
 
The diffraction data for beta brass, β-CuZn, clearly show that the role of thermal 
vibrations must be incorporated to reach meaningful conclusions. But the 3D Ising model 
neglects the role of thermal vibrations. This contradiction is seen starkly in Fig. 3 of 
Ref.19 where the order parameter obtained from x-ray and neutron diffraction data are 
compared with the predictions of the compressible and rigid Ising models. Since the 
former incorporate the role of thermal vibrations and the latter ignore the role of thermal 
vibrations, clearly the comparison in Fig.3 of Ref.19 is invalid. For the comparison to be 
valid, both the analysis of diffraction data and theoretical models must either ignore the 
role of thermal vibrations or incorporate them. Since the former leads to unacceptable 
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consequences when analyzing diffraction data, only the latter possibility is valid. That is, 
the order parameter obtained from diffraction data for beta brass, β-CuZn, must only be 
compared with predictions of those models that incorporate the role of thermal vibrations. 
Hence, the 3 D Ising model cannot represent phase transition in beta brass, β-CuZn. 
 
We have selected beta brass, β-CuZn, for illustration as the detailed description of the 
treatment of x-ray and neutron diffraction data to determine the order parameter exists in 
published literature [18,19]. It is clear that similar care would be employed in the analysis 
of diffraction data for other systems as well though the details may not be published in 
literature. Because analysis of diffraction data always incorporates the role of thermal 
vibrations, no theoretical model that ignores the role of thermal vibrations can be 
compared with the results of diffraction data. 
 
As seen above, analysis of diffraction data conclusively proves that the role of thermal 
vibrations must be incorporated in all theoretical models of phase transitions. The role of 
thermal vibrations enters analysis of diffraction data through the Debye-Waller factor 
(DWF). This is discussed in detail in standard references on x-ray diffraction theory [24-
27]. In the harmonic approximation, with the assumption of rigid ions or pseudo atoms, 
the effect of thermal vibrations is to change the Fourier Transform of the atomic charge 
density, atomic scattering factor, jf to 
jM
jf e
−  where Mj is the DWF [24-27]. In x-ray 
diffraction, the structure factor, FG, is defined as the Fourier transform of the thermal-
average charge density, ( )ρ r , and given by [24]  
 2 . 3( ) iGF ρ e d
π= ∫ G rr r  (4) 
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and the intensity of a Bragg reflection is proportional to |FG|2. The intensity measured in a 
x-ray diffraction experiment is due to elastic scattering from time varying electron 
distributions that are in instantaneous equilibrium with various atomic configurations due 
to thermal vibrations [24,25]. However, for crystals the difference between the two 
intensities is negligible and ΔI/IBragg ~ O(N-1) [24]. Therefore, “To an extremely good 
approximation, the scattering averaged over the instantaneous distributions is equivalent 
to the scattering of the time-averaged distribution of the scattering matter” [26]. Hence, 
scattering of x-rays by crystals can be interpreted as resulting from a thermal-average 
electron density, ( )ρ r , in a static lattice [24-26]. Similar arguments are applicable in 
analysis of electron diffraction data [20]. 
 
From the theory of x-ray and electron diffraction, it is clear that the role of thermal 
vibrations is to alter the Fourier transform of the charge density or the potential by the 
DWF. More correctly, this is applicable only to the charge density or potential that 
remains rigid or is unchanged by thermal vibrations. This suggests that, at finite 
temperatures, this correction would be applicable to the potential due to the nucleus and 
the core electrons.  
 
It is of great significance that a formalism for electronic structure calculations where the 
role of thermal vibrations is incorporated in an similar manner already exists [15,28]. 
This formalism, which we will call the electron-phonon interaction (EPI) formalism 
shows that the role of thermal vibrations result in two correction terms – one in which the 
role of DWF must be incorporated in electronic structure calculations (ES(DWF)) and a 
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self energy (SE) term.  The correct approach [15] at high temperatures is to first perform 
electronic structure calculations using the ES(DWF) formalism and use the results 
obtained to calculate the self-energy corrections. This formalism is the first recourse to 
account for the changes in valence electron properties in semiconductors and metals [29-
35]. Frequently in practice, only the DWF is incorporated through the ES(DWF) 
formalism and the results are compared with experiments [29-35]. The ES(DWF) 
formalism is of the greatest significance in any theoretical understanding of phase 
transitions as it is completely compatible with theory underlying diffraction techniques, 
which are the primary experimental tools to study phase transitions. 
 
Using the ES(DWF) formalism, it is possible to analyze the changes in various 
components of the total ordering energy with temperature. The total energy can be 
represented as  
  (5) tot kin n n c c c n v n v c v v xcE E E E E E E E E− − − − − −= + + + + + + +
While they are usually evaluated in real space, Fourier (or reciprocal space) methods 
have also been developed [36,37]. The latter incorporate the periodicity of the lattice and 
various terms are expressed as sums over reciprocal lattice vectors [36,37]. Since 
ES(DWF) also changes the potential in reciprocal space, it is compatible with the method 
of Ref.36,37 though corrections have to be made for the role of thermal vibrations. 
 
We begin with an analysis of the nuclear-nuclear energy term. From standard textbooks 
in electron microscopy [20], the structure factor due to nuclear charges, ZG, is given by  
  (6) 2 .
1
j
N
M i
j
j
Z Z e e π−
=
= ∑ G rG j
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where Zj and Mj are the charge and DWF for nucleus j, rj its position in the unit cell and 
the summation is over all (N) atoms in the unit cell. G is a reciprocal lattice vector whose 
magnitude is given by 2 21 hkld=G where  is the interplanar spacing [17]. In the 
above expression, since the nuclear charge distribution can be considered to be ‘rigid’ 
with respect to thermal vibrations, DWF accounts for their role to a very good 
approximation. From the Poisson equation it follows that the Fourier transform of the 
potential due to nuclear charges is given by  
hkld
  (7) 2/nV Z=G G G
 
 which is temperature dependent and similar to those found in electron microscopy 
textbooks [20]. This is the nuclear potential that must be used in the ES(DWF) 
formalism. The nuclear-nuclear repulsion energy, En-n, is given by  
 
2 2
2
0
M
n n
Z e
E
−
−
≠
=∑ G
G G
 (8) 
The same DWF (M) has been assumed for all atoms in the unit cell in Eq.8. The G = 0 
term is not considered as the average charge and potential in a unit cell is zero [38].  
  
Before, we analyze the change in En-n due to ordering, we discuss the Ewald summation 
method of evaluating En-n . It is well known [38,39] that the expression for En-n does not 
converge e.g. Eq.F13 of Ref.38 (appendix F, p-640) and artificial parameters are 
introduced to ensure convergence. This is because this term is usually represented in the 
static approximation which ignores the role of thermal vibrations. However, even at 0 K, 
zero point vibrations are present and their role must be incorporated. Hence, Eq.8 is the 
correct representation of En-n. It is readily seen that with M = 0, Eq.8 reduces to Eq.F13 
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of Ref.38. The low temperature approximation to DWF, ML, must be used in Eq.8 and is 
given by [38] 223 8L DM h mk= ΘG  where 2 21 hkld=G . It is readily seen that Eq.8 
converges due to the presence of an exponential term that decays as 
2
e−G ignoring 
constants. Thus the problem of convergence of En-n is overcome if zero point vibrations 
are incorporated. Since Eq.8 represents the physics correctly and does not require any 
artificial parameters, it should replace the Ewald sum technique in evaluating En-n. An 
important advantage of this method is that it allows En-n to be readily evaluated at any 
temperature if the DWF or mean-square displacements are known. 
 
We next consider the change in the nuclear-nuclear energy term upon ordering. There is 
no change in structure factors, ZG, upon ordering as the nuclear charge distribution 
remains “frozen”. In the disordered phase, the summation in Eq.8 is only over 
fundamental lines, Gf. In the ordered phase, the summation in Eq.8 is over fundamental 
lines, Gf, and superlattice lines, Gs. Comparison of the two shows that the change in 
nuclear-nuclear energy upon ordering, ordn nE −Δ , is stored only in superlattice wavevectors 
and is given by  
 
2 2
2
s
M
ord
n n
Z e
E
−
−Δ = ∑ G
G G
 (9) 
At finite temperatures, the high temperature form, MH, given by [17,38]  
 
22
2
3
2H D
h T
M
mk
= Θ
G
 (10) 
must be used. We stress that in both Eq.8 and Eq.9, we have approximated the DWF for 
different atoms, represented as Mj in Eq.6, to be the same (M). This has been done to 
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highlight explicitly the role of thermal vibrations on the En-n energy term. More correctly, 
this energy term is represented as 2 2/n nE Z− = G G  where ZG is given by Eq.6. It is 
readily seen that even in this more correct form, En-n will converge due to the Mj term. 
 
We consider next the core electron- core electron energy term, Ee-e, The core electron 
density is frequently assumed to be ‘rigid’. In this case, the effect of thermal vibrations 
can be incorporated by a DWF correction to the structure factor. The core electron – core 
electron interaction energy, , is given in terms of Fourier components by c cE −
 
2 2
2
0
M
c c
F e
E
−
−
≠
= ∑
c
G
G G
 (11) 
assuming same DWF (M) for all atoms.  is also given by  F cG
  (12) 2 .
1
j
N
M ic
j
j
F f e e π−
=
= ∑ G rcG j
where cjf is the atomic scattering factor of core electrons and is the Fourier Transform of 
the core atomic charge density of atom j. The potential due to core electrons is  
  (13) 2/c cV F=G G G
 and is temperature dependent. This is the potential due to core electrons that must be 
used in the ES(DWF) formalism. Following arguments as in case of En-n, the entire 
change in core electron-electron energy upon ordering, ordc cE −Δ , is given by  
 
2 2
2
s
M
ord
c c
F e
E
−
−Δ = ∑
c
G
G G
 (14) 
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and stored only in superlattice lines. We also see from Eq.14 that the energy is a function 
of temperature due to the DWF factor. From the above discussion, it follows that the 
ordering energy between the nucleus and core electrons, ordn cE −Δ , is also a function of 
temperature of the type e-2M and stored only in superlattice lines. Therefore, all core 
energy components of the total ordering energy, ordn nE −Δ , ordc cE −Δ , ordn cE −Δ , are stored only 
in superlattice lines and are functions of temperature.  
 
The core energy terms have been obtained from diffraction theory [20] according to 
which the core potentials are given by Eq.7 and Eq.13. But Eq.7 and Eq.13 are also the 
core potentials used in the ES(DWF) formalism [15,29-35]. Thus, diffraction theory is 
completely compatible with ES(DWF) formalism. Therefore, it is possible to use Eq.7 and 
Eq.13 to analyze other energy terms that contribute to total energy. Since the core lattice 
potentials, Eq.7 and Eq.13, are temperature dependent, it follows that the valence electron 
distribution and energies will also be temperature dependent. It is readily seen that 
ord
v nE −Δ and ordv cE −Δ will contain at least a temperature dependence of the type e-M that 
arises from the nuclear charge or core electron structure factors. It is clear that kinetic 
energy, valence electron-electron energy, exchange and correlation energy contributions 
to ordering energy will also be temperature dependent and these must be determined from 
electronic structure calculations. Thus, all energy terms that contribute to the total 
ordering energy are temperature dependent. 
 
It is also possible to conclude that thermal vibrations reduce the ordering energy at finite 
temperatures from the static lattice values. The core lattice potentials, Eq.7 and Eq.13, of 
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ordered and disordered phases differ only in the contributions from superlattice 
wavevectors in the former. The difference between the core potentials decreases at high 
temperatures due to the DWF. Since the core lattice potentials are “closer” at high 
temperatures than at 0 K, it follows that the total energies will also be “closer” at high 
temperatures than at 0 K. This strongly suggests that ordering energy will be less at high 
temperatures than at 0 K. 
 
The assumption of all theoretical models that the ordering energy is independent of 
temperature implies that all components of the ordering energy must be independent of 
temperature. This implies that in electronic structure calculations the core potentials are 
independent of temperature. That is, in the ES(DWF) formalism, the DWF dependence of 
the core potentials in Eq.7 and Eq.13 must be ignored. But, since Eq.7 and Eq.13 are the 
core potentials used in diffraction theory as well, it follows that DWF must also be 
ignored in the analysis of diffraction data. This conclusion is possible due to the 
compatibility of ES(DWF) formalism with diffraction theory, which allows a simple 
criterion to test the validity of the assumption. That is, ordering energy can be assumed 
to be independent of temperature only if the role of DWF can be ignored in the analysis 
of diffraction data. Conversely, since DWF is always incorporated in the analysis of 
diffraction data, ordering energy must be represented as a function of temperature.  
Currently, standard references in alloy theory [7-9] assume that ordering energy is 
independent of temperature which can now be seen to be incorrect. 
 
4. Evidence from specific systems 
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 We next consider evidence for a temperature dependent ordering energy from different 
systems.  
 
We consider beta-brass, β-CuZn, which exhibits an order-disorder transition [18,19] at 
741 K. It has a Debye temperature, ΘD = 263 K [40] and lattice parameter of a = 2.95 Å. 
Instead of calculating the DWF, 2M, for which temperature needs to be specified, we 
write as 2M = αT where the high temperature DWF (Eq.10) has been used. We see that α 
is independent of temperature. Its values for different superlattice lines are α100 = 1.5 10-4 
K-1 for (100), α111 = 4.5 10-4 K-1 for (111) and α300 = 1.3 10-3 K-1 for superlattice line 
(300). Usually, total energy is evaluated for a static lattice (M = 0) in electronic structure 
calculations. The change in ordn nE −Δ  at 725 K and 0 K (static lattice) can be determined 
from Eq.9. For β-CuZn, the inter-nuclear energy stored in different superlattice lines are 
reduced substantially. At 725 K, , and are reduced to 
89%, 72% and 37% of their respective 0 K values. Similar reductions would also occur 
for 
(100)ordn nE −Δ (111)ordn nE −Δ (300)ordn nE −Δ
ord
c cE −Δ and ordn cE −Δ as they have identical temperature dependence. These large changes 
in core energy contributions are alone sufficient to show that the 3D Ising model is 
incorrect as it does not contain a temperature dependence of ordering energy. Also, the 
DWF are different in the ordered and disorder phases of β-CuZn [18,19] which will 
contribute additionally to the difference in ordering energy at high temperatures 
compared to the 0 K value. 
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The simplest model of phase transitions is the Bragg-Williams model and the ordering 
energy can be made temperature dependent in the Modified Bragg-Williams model as  
  (15) 0( ) m
TordE T E e α−−Δ =
 
where  is the total disordering energy at 0 K in the BW model. The configuration 
entropy remains same in BW and MBW models with the assumption of random 
distribution. The critical temperature, T
0E
c, is given by  
 02
m c
m c
T
Tmft
c c
E eT T
R
α
α
−
−= = e  (16) 
In BW model, the (mean field) critical temperature is given by 02
mft
cRT = E . The value 
of parameter αm must be representative of thermal vibrations (~10-3-10-4 K-1). 
 
For beta-brass, β-CuZn, the experimental Tc is 741 K. Assuming a nearest neighbor Ising 
model [18,19] with 8 neighbors, the mean field (BW) critical temperature is given by the 
relation 0.79385mftc cT T =  [41] to be K. Assuming that T933.4mftcT = c in MBW model is 
the experimental value, 741 K, gives αm to be 3.11 10-4 K-1. This is within the range set 
by the lowest and highest observed superlattice lines as α100 is 1.5 10-4 K-1 and α300 is 1.3 
10-3 K-1 as discussed above. Thus, a mean αm that is representative of thermal vibrations 
is sufficient to lower Tc from the mean-field value of 933 K to the observed value of 741 
K. It is stressed that the above discussion is meant to highlight the role of thermal 
vibrations and is not meant to be accurate. This is seen from the expression for the 
ordering energy, , where the exponential form has been adapted from the inter-
nuclear and core electron energy terms, Eq.9 and Eq.14, as the temperature dependence 
0
mTE e α−
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of other energy terms is unknown. However, it is readily seen that Tc will be altered 
substantially if even a fraction of the total ordering energy has exponential temperature 
dependence. Thus, even a simple MBW model shows that the role of thermal vibrations 
cannot be ignored.  
 
Another example where the effect of thermal vibrations on ordering energy is very 
significant is Ni3V. In this alloy [42-44], the experimentally observed ordering energy (10 
meV/atom) at 1400 K and the theoretically determined ordering energy (100 meV/atom) 
at 0 K differ by almost a factor of 10. Electronic excitations and spin polarizations 
[42,44] do not fully account for this discrepancy. An explanation for the discrepancy 
relies on truncated cluster expansions [45] though there is no consensus in the alloy 
theory community [46]. There is no suggestion in literature till date that this discrepancy 
is due to the role of thermal vibrations in altering ordering energy. One possible reason 
could be the lack of awareness of the ES(DWF) or EPI formalism as evidenced from the 
absence of any mention of Ref.14-16 and Ref.29-35 in standard references on alloy 
theory [7-9] or in studies on Ni3V [42-46]. 
 
Based on the present study, the most probable reason for this discrepancy is the neglect of 
thermal vibrations that are present at 1400 K but absent in a static lattice calculation. 
Since thermal vibrations are the most significant difference at 1400 K over static lattice 
conditions, its effect on ordering energy must be considered first. If not, the role of DWF 
must be ignored in the analysis of diffraction data. Other explanations become necessary 
only if the role of thermal vibrations cannot fully account for changes in ordering energy. 
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Hence, Ni3V provides direct experimental evidence for the conclusion in this study that 
the ordering energy is a function of temperature due to the role of thermal vibrations. 
Performing electronic structure calculations using the EPI (ES(DWF) + SE) formalism 
would allow the determination of the contribution of thermal vibrations of ES(DWF) and 
SE corrections. Only if these two corrections terms cannot account for all the observed 
changes do other explanations become important. 
 
As mentioned earlier, no first principles electronic structure calculation exists till date 
where the role of thermal vibrations has been incorporated to study changes in ordering 
energy with temperature. However, such a calculation exists where the energy differences 
between two phases have been studied. Ab Initio Molecular dynamics (AIMD) 
simulations [47] reveal that the lattice stability of bcc Mo over fcc Mo is reduced to 0.2 
eV at 3200 K from 0.4 eV at 0K. This shows that the role of thermal vibrations on lattice 
stability is of the same order of magnitude as lattice stability itself. However, as 
mentioned earlier, such a prediction was made almost 30 years ago in Ref.16. 
Importantly, the prediction in Ref.16 is not based on any particular formalism, EPI or 
AIMD, but based on the universal experimental observation that changes in total energies 
due to thermal vibrations are of the same order of magnitude as energy differences 
between phases. The results of Ref.47 are thus a computational confirmation of the 
prediction [16] made 30 years ago, even though Ref.47 does not refer to Ref.16. Ref.47 
does not claim a universal role for thermal vibrations in altering energy differences 
between various phases. Given the motivation of Ref.47, such a universal conclusion is 
not warranted. In addition, it would be an exaggeration to generalize to all systems results 
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obtained from a single computational study. However, such a universal claim was made 
in Ref.16 thirty years ago and is correct as it is based on universal experimental 
observations mentioned above. Hence, the role of thermal vibrations must be 
incorporated in all first principles studies of phase changes. Since ordering energies, 
which are in the range 10-100 meV [8], are smaller than energy differences between 
competing phases, it follows that the role of thermal vibrations must be incorporated in 
all first principles studies order-disorder transitions. Because the results of Ref.47 can be 
seen as a confirmation of the prediction made in Ref.16 (that is also valid for order-
disorder transitions), it follows that AIMD studies on the role of thermal vibrations in 
phase transitions will reveal changes in ordering energy at finite temperatures. 
 
It is stressed that the definition of electron-phonon interactions in Ref.15,16 and Ref.28 is 
slightly different from the conventional definition. In the conventional definition, 
electron-phonon interactions result only in self-energy effects and AIMD does not 
incorporate electron-phonon interactions as is does not include self-energy corrections. In 
the EPI formalism used in Ref.15,16 and Ref.28 electron-phonon interactions result in 
two correction terms, self energy and DWF corrections. The EPI formalism is a complete 
theory that includes all effects due to thermal vibrations and the same is explicitly stated 
in Ref.48. Hence, the full EPI formalism includes the effects that are studied by the 
AIMD formalism.  
 
Before examining magnetic phase transitions, we briefly summarize the main conclusions 
of the analysis of alloy phase transitions. The universal experimental observation that 
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thermal vibrations alter total energies by the same order of magnitude as ordering energy 
implies that the assumption of theoretical models that ordering energy is a constant is 
highly suspect. Since diffraction data are universally corrected for thermal vibrations, all 
theoretical models of phase transitions are incorrect and must be corrected to incorporate 
the role of thermal vibrations. The ES(DWF) formalism for electronic structure 
calculations is completely compatible with the diffraction theory, due to which, 
diffraction data universally show that ordering energy is a function of temperature. In 
contrast, standard references in alloy theory [7-9] assume that ordering energy is 
independent of temperature, which can now be seen to be incorrect. A simple criterion is 
proposed that ordering energy can be assumed to be independent of temperature only if 
the DWF correction can be ignored in the analysis of diffraction data.  
 
5. Magnetic Phase Transitions 
 
An important question is whether the conclusions from the analysis of alloy phase 
transitions are of sufficient generality to be valid for magnetic phase transitions as well. 
 
Magnetic phase transitions are readily detected using neutron diffraction techniques [44-
46] as ordering of spins gives rise to additional intensity either at new superlattice lines in 
case of anti-ferromagnetism or at fundamental lines in case of ferromagnetism. Magnetic 
scattering amplitudes and form factors are reduced by thermal vibrations at finite 
temperatures and are corrected by a Debye-Waller factor [44-46]. These experimental 
observations for magnetic ordering are identical to those in binary alloys where ordering 
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is detected by x-ray diffraction. Therefore, the main conclusions from analysis of alloy 
ordering can be extended to magnetic phase transitions.  
 
In addition, the following argument also suggests a role of thermal vibrations in magnetic 
phase transitions. Magnetism originates in the exchange interaction involving the 
wavefunction of the unpaired electron and the total magnetic ordering energy depends 
crucially on the exchange energy. At finite temperatures, various nuclear configurations 
are accessed due to thermal vibrations and the electron distribution is in instantaneous 
equilibrium with them. Assuming that the exchange integral is independent of 
temperature is equivalent to assuming that the unpaired electron wavefunction is 
unchanged from the 0 K wavefunction for all configurations that are accessed due to 
thermal vibrations. It follows that the unpaired electron density and the magnetic form 
factor are identical at 0 K and finite temperatures. However, this is contradicted by 
neutron diffraction data where the magnetic form factor has a DWF dependence on 
temperature. This proves that the assumption that the unpaired electron wavefunction is 
unchanged by thermal vibrations at finite temperatures is incorrect. Therefore, the 
thermal-average exchange integral and energy is a function of temperature. A simple 
criterion is that the exchange energy can be considered to be a constant only if the DWF 
can be ignored in the analysis of magnetic neutron diffraction data. 
 
The ES(DWF) formalism [15, 29-35] allows the determination of band structures of all 
solids including magnetic solids at finite temperatures. Because this formalism uses 
temperature dependent core potentials, Eq.7 and Eq.13, the electron wavefunction and 
 24
exchange integral are temperature dependent due to which the latter must be represented 
as Jij(T). The role of thermal vibrations in both the ES(DWF) formalism and diffraction 
theory is incorporated by the DWF. Therefore, if the exchange energy is assumed to be 
independent of temperature, it implies that the DWF is ignored in the ES(DWF) 
formalism from which it follows that DWF must be ignored in the analysis of diffraction 
data as well. That is, exchange energy can be considered to be a constant only if the 
DWF can be ignored in the analysis of magnetic neutron diffraction data. 
 
Most significantly, in the analysis of neutron diffraction data, the role of thermal 
vibrations is incorporated. The discussion on pages 7-8, including Eq.2 and Eq.3, are 
correct for all diffraction techniques and are valid for magnetic neutron diffraction as 
well as seen from standard references [21,22]. As in the case of alloys, illustrated for beta 
brass, β-CuZn, if the role of thermal vibrations is ignored in analysis of diffraction data, 
different superlattice lines lead to different magnetic order parameters and it is not 
possible to speak of an order parameter. Hence, the role of DWF must be incorporated in 
the analysis of magnetic neutron diffraction data.  This shows that the assumption of most 
models, Eq.1, that incorporating or ignoring the role of thermal vibrations has negligible 
effect on phase transitions is incorrect. Since DWF is always incorporated in analysis of 
diffraction data, it follows that the magnetic form factor and the exchange integral are 
temperature dependent. Therefore, magnetic order parameter obtained from diffraction 
data can only be compared with theoretical models that also incorporate the role of 
thermal vibrations, or else the comparison is invalid. Thus, analysis of magnetic neutron 
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diffraction data constrains all theoretical models of magnetic phase transitions to 
incorporate the role of thermal vibrations.  
 
In the case of band ferromagnetism in Fe, Co and Ni, the density of states (DOS) at the 
Fermi level is a very important parameter [27]. Incorporation of the DWF alters the DOS 
[31] in Cd metal. AIMD simulations on Mo [47] also show that thermal vibrations alter 
the DOS at the Fermi level. Clearly, theories that seek to explain band ferromagnetism on 
the basis of DOS obtained from static lattice (0 K) calculations are incorrect. To correctly 
understand band ferromagnetism in Fe, Co and Ni, the ES(DWF) must be used in to 
follow the changes in DOS at the Fermi level with temperature. This formalism will also 
account for the changes in exchange integral that will follow from changes in band 
structure at high temperatures. 
 
We next discuss the possibility of isotope effect in phase transitions due to the role of 
thermal vibrations. The isotope effect is predicted to be a universal effect on all 
properties due to zero-point vibrations [14]. At low temperatures, vibration amplitudes of 
different isotopes are different leading to different values of all properties for different 
isotopes [14]. An isotope effect on band gap and EXAFS in Ge has been observed [49-
51] below Debye temperature and attributed to differences in electron-phonon 
interactions for different isotopes. The isotope effect is observed only at low temperatures 
where displacement is a function of mass and vanishes at high temperatures where the 
mean-square displacement is independent of mass [52,53]. 
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In the context of phase transitions, diffraction data clearly show that the role of thermal 
vibrations is important and cannot be ignored. Since different isotopes will have different 
mean-square displacements, it will lead to different core potentials, Eq.7 and Eq.13 in the 
ES(DWF) formalism. It follows that wavefunctions, exchange integrals and hence, 
transition temperatures will be different for different isotopes. Therefore, an isotope 
effect on magnetic phase transitions is predicted if Tc is below the Debye temperature, 
ΘD. In alloy phase transitions, Tc is higher than ΘD and hence, an isotope effect in alloy 
phase transitions is highly unlikely.  
 
Recent experimental results [54,55] where an isotope effect has been found in magnetism 
confirm the above predictions. A change in the Neel temperature ΔTN/TN ~ 4% and 
critical magnetic field ΔBBC/BC ~ 4% is reported for different isotopes in Ref.54. The 
authors of Ref.54 comment that since the material “is nonmetallic and so Fermi surface 
effects have no part in the observed isotope effect” and attribute the isotope effect to the 
changes in vibrational amplitudes due to different isotopes. The authors of Ref.55 state 
“We propose that the smaller J' for deuterated NDMAP is caused by the smaller zero-
point motion of deuterons leading to less overlap of the electronic wavefunctions in the 
exchange paths involving hydrogens”. These authors attribute the isotope effect to the 
differences in vibration amplitudes for different isotopes and clearly suggest that the 
exchange integral is a function of vibration amplitude and must be written as 2( )J u .   
 
However, semiconductors are non-metallic as well and as Ref.49-51 show, self energy 
effects and lattice expansion effects cannot be ignored. Therefore, the conclusion in 
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Ref.54,55 that only the DWF contribution to the isotope effect is significant should be 
considered as a preliminary conclusion and more experiments are necessary to separate 
out the contributions of different phenomena.  
 
The most significant conclusion from the isotope effect observed in Ref.54,55 is that it 
cannot be explained by Eq.1, i.e. by any of the existing models of magnetism such as 
Ising, Heisenberg, etc. since they do not incorporate the role of thermal vibrations on 
exchange energies. The authors clearly state that the result can only be explained if the 
exchange integral is a function of vibration amplitude, 2( )J u . The isotope effect 
observed in Ref.54,55 is due to the same universal phenomena of zero-point vibrations 
that lead to isotope effect in semiconductors [49-51] and therefore universal conclusions 
can be drawn that all models must incorporate the role of thermal vibrations. 
 
We can also see that the transition temperatures for two models, one which incorporates 
the role of thermal vibrations and the other which doesn’t will be very different. This is 
seen more clearly from the following argument. The isotope effect is due to the relatively 
small differences, ( 2 21 2u uΔ − ) , in zero point vibrational amplitudes for different isotopes. 
It follows that the differences in wavefunctions and exchange integrals, 2 21 2( ) ( )J u J u− , 
will also be relatively small. This relatively small difference in exchange integrals results 
in different transition temperatures for different isotopes. In contrast, the differences in 
vibrational amplitudes between two models where one accounts for vibrational amplitude 
and the other does not (as it assumes a static lattice) is ( )2u , which will be much larger 
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than ( 2 21 2u uΔ − ) . Clearly, the difference in wavefunctions and exchange integrals, 
2( ) (0)J u J− , between two such models will be much greater than the small difference, 
2
1( ) ( )J u J u− 22 , between two isotopes that leads to an observable isotope effect. Hence, 
the differences in critical temperatures, ΔTc/Tc between such models is likely to be much 
larger compared to ΔTN/TN observed due to different isotopes. To obtain correct results, 
vibration amplitudes must be incorporated in determining wavefunctions and exchange 
integrals must be represented as 2( )J u  in all theories and models. 
 
6. Universal role of diffraction data in constraining theoretical models 
 
On the basis of the observed isotope effect in Ref.54,55, the authors of Ref.54 state “The 
similarity between the proposed mechanisms suggests that it (an isotope effect) may be a 
common effect in low dimensional Heisenberg anti-ferromagnets”. But, from an analysis 
of magnetic neutron diffraction data, we reached the universal conclusion that an isotope 
effect can be predicted for all magnetic phase transitions, and not just low dimensional 
Heisenberg anti-ferromagnets, provided the transition temperature is lower than the 
Debye temperature. Both, analysis of magnetic neutron diffraction data and the isotope 
effect observed in Ref.54,55, imply that the exchange energy is a function of temperature 
due to the role of thermal vibrations. Therefore, in the case of magnetic phase transitions, 
two different experimental results, diffraction data and isotope effect, constrain 
theoretical models to incorporate the role of thermal vibrations. In the case of alloy phase 
transitions, two different experimental results, diffraction data and the fact that the effect 
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of thermal vibrations on ordering energy is of the same order of magnitude as the 
ordering energy itself, constrain theoretical models to incorporate the role of thermal 
vibrations. In both alloy and magnetic phase transitions, the role of diffraction data is 
common. As discussed in detail earlier, the fact that both the ES(DWF) formalism and 
diffraction theory incorporate the role of thermal vibrations through a DWF leads to a 
simple criterion. A simple criterion that emerges is that ordering energy or exchange 
energy can be assumed to be a constant only if DWF can be ignored in the analysis of 
diffraction data. However, this leads to the unacceptable consequence that different 
superlattice lines result in different order parameters. Therefore, to be consistent with the 
analysis of diffraction data, which always incorporates the DWF, ordering energy or 
exchange energy must be temperature dependent. Thus, diffraction data constrain all 
models of alloy and magnetic phase transitions to incorporate the role of thermal 
vibrations. It follows that the Heisenberg model, Eq.1, that is representative of theoretical 
models of alloy and magnetic phase transitions, must be modified to 
 ( ) ( )ij i jH T J T= − ⋅∑ S S  (17) 
 
As mentioned earlier, all properties are renormalized by thermal vibrations due to which 
they are temperature dependent [14]. The ES(DWF) formalism [15, 29-35] is the first 
step to determine band structures at finite temperatures to which self-energy corrections 
must be added. Because it uses temperature dependent core potentials, Eq.7 and Eq.13, 
the wavefunction and exchange integral are temperature dependent. Therefore, if Eq.1 is 
the representation of theoretical models under static lattice conditions, the proposed 
Eq.17 would be the correct representation at finite temperatures. The question that needs 
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to be addressed is if ignoring the temperature dependence and using Eq.1 (as is currently 
done) instead of Eq.17 justified in practice. This paper shows that it is completely 
unjustified as diffraction data conclusively prove that using Eq.1 is incorrect and the 
proposed correct form, Eq.17, must be used. This conclusion is also supported by other 
experimental evidences, changes in total energy with temperature in case of alloy phase 
transitions and isotope effect in case of magnetic phase transitions.  
 
It is important to note that analysis of diffraction data allows for both possibilities, 
inclusion or exclusion of the role of thermal vibrations or DWF. This is unlike, for 
example, band gap measurements at finite temperatures which includes the role of 
thermal vibrations and does not allow the possibility of excluding their role. With both 
options being available, if analysis of diffraction data always incorporates the DWF, it 
clearly implies that the role of thermal vibrations is intrinsic to phase transitions and 
hence, Eq.17 is the correct representation of theoretical models. We have discussed the 
example of beta-brass, β-CuZn, to highlight the unacceptable consequences of ignoring 
the role of thermal vibrations. 
 
A fundamental contradiction that persists till date, starting from the earliest studies in 
phase transitions, is that theoretical models are based on one set of assumptions that 
ignore the role of thermal vibrations while analysis of diffraction data is based on another 
set of assumptions that incorporate the role of thermal vibrations. Both theoretical models 
and analysis of diffraction data must be based on the same set of assumptions for any 
comparisons between the two to be valid. It is clear from Ref.14 that thermal vibrations 
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renormalize physical properties due to which wavefunctions and electron energies have a 
T dependence and must be represented as ( )nk Tψ and ( )nk Tε . The ES(DWF) formalism 
[15] is a general formalism that is valid at all temperatures that gives temperature 
dependent wavefunctions, ( )nk Tψ and electron energies, ( )nk Tε . Therefore, it is clear that 
the exchange integral (or interaction parameter) must be represented as Jij(T) in its 
general form. Assuming the static lattice value, Jij, is a deliberate choice that must be 
accompanied by a proper justification, which has never been done till date. This study 
shows that diffraction results do not justify assuming the static lattice value, Jij, in 
theoretical models of phase transitions. Therefore, predictions of the order parameter, 
magnetization, transition temperature, critical exponents etc. only from models 
represented by Eq.17 and not Eq.1 can be compared with results obtained from 
diffraction data.  
 
7. Conclusion 
 
All theoretical models (Heisenberg, Ising etc.) assume a negligible role for thermal 
vibrations in alloy and magnetic phase transitions. Analysis of diffraction data 
conclusively proves that this assumption is incorrect. Theoretical models can ignore the 
role of thermal vibrations only if the role of Debye-Waller Factor is ignored in the 
analysis of diffraction data. Diffraction data constrain all theoretical models to 
incorporate the role of thermal vibrations. This conclusion is also supported by other 
experimental results such as the effect of thermal vibrations on ordering energy which is 
of the same order of magnitude as ordering energy near transition temperatures and an 
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isotope effect on magnetic phase transitions. An electron-phonon interaction (EPI) 
formalism that incorporates the Debye-Waller Factor in electronic structure calculations 
already exists and must be adopted for a correct understanding of phase transitions as it 
can account for all the different experimental results mentioned above. The discrepancy 
between experimental and theoretical ordering energy in Ni3V is evidence for the role of 
thermal vibrations in altering ordering energy. The inter-nuclear potential energy term 
converges if zero point vibrations are incorporated and this method can replace the Ewald 
sum method. The three dimensional Ising model cannot represent order-disorder 
transition in beta brass, CuZn. An isotope effect is predicted for magnetic phase 
transitions if the transition temperature is below Debye temperature. The long range order 
parameter obtained from diffraction data can only be compared with predictions of 
models that incorporate the role of thermal vibrations and not otherwise. 
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