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Abstract
We discuss the dispersal of a chemical, emitted from a point source, into a reacting medium. The diffusion and reaction are
such that a front emerges, so that at all times the chemical remains confined to a bounded domain around the source. We focus
on the final stationary state which is a non-standard Stefan-type boundary value problem for an Emden–Fowler equation. We
prove its existence and uniqueness and obtain, analytically as well as numerically, bounds for the location of the front and for the
concentration profile.
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1. The model
Our starting point is the following Problem 1:
∂c
∂ t
= 1
r2
∂
∂r
(
r2
∂cm
∂r
)
− cn r > 0, t > 0 (1.1)
r2
∂cm
∂r
→ −Aq(t), r → 0+, (1.2)
c(r, 0) = 0, r > 0. (1.3)
All of variables are dimensionless, m, n and A are positive constants, q(t) is a non-negative continuous bounded
function. Power law dependence of the diffusion coefficient and of the rate of absorption through a chemical reaction
is supposed, q(t) is the emission rate from a point source, r is the distance from the source, t is the time (all scaled);
for details see [5,10].
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For a reason which will shortly become apparent we assume that
n < m. (1.4)
Remark 1.1. Close to the free boundary, where c ∼ 0, the intensity of the reaction, being proportional to cn−1, can be
very strong (n < 1), constant (n = 1) or weak (n > 1). In the first case the diffusion can also be very strong (m < 1)
while in the other cases it has to be weak (m > 1).
As we shall see in Section 2, (1.4) means that the support of the solution of Problem 1 is uniformly bounded in
time, and that
supp c(r, t) = {(x, t) : 0 < x < s(t), t > 0}.
On the free boundary s(t) the concentration and the flux are continuous:
c(s(t), t) = 0 and (cm)r (s(t), t) = 0 for t > 0. (1.5)
In view of (1.2) the function c(r, t) behaves like r−1/m as r → 0. It is natural to introduce the new dependent
variable u defined by u(r, t) = r1/mc(r, t). This yields the equation
r (m−1)/mut = (um)rr − r (m−n)/mun . (1.6)
The limit condition (1.2) at the origin becomes
um(r, t) → Aq(t) as r → 0+, (1.7)
and for the initial condition we obtain
u(r, 0) = 0, r > 0. (1.8)
Remark 1.2. Depending on the applications (see for example [9]) different boundary value problems and different
questions such as localization, extinction in finite time, and existence of dead-core can arise for Eq. (1.6). A good
survey for the autonomous case is [6].
As far as we know, the correctness of the problem (1.6)–(1.8) (Problem 2) is an open question and it is not our
purpose to deal with it here. The basic problem is related to the variable coefficients in (1.6). It is possible that the
existence, uniqueness theorems can be shown by using ideas from [11] for n ≥ 1 and from [4,8] for 0 < n < 1 (see
also [6] for more literature).
In this work we study the behaviour of solutions of Problem (1.6)–(1.8).
In Section 2 we prove an upper bound for u(r, t). Then, in Section 3 we establish the existence and uniqueness of
the stationary solution (u(x), s), and in Section 4 we give an upper and a lower bound for this equilibrium solution
v(x) of Problem 2 and its free boundary s.
2. Qualitative properties
In this section we establish two qualitative properties of the solution u(r, t) of Problem 2 and its free boundary
s(t). Write
L(u) def= −r (m−1)/mut + (um)rr − r (m−n)/mun = 0, r > 0, t > 0, (2.1)
um(r, t) → ϕ(t) ≤ 1 as r → 0+, t > 0, (2.2)
u(r, 0) = 0, r > 0. (2.3)
For simplicity we took A = 1; ϕ(t) is a nondecreasing function such that
ϕ(0) = 0 and lim
t→∞ ϕ(t) = 1. (2.4)
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We first introduce some notation, and set
q = n
m
, L(q) =
{
(1 + q)(3 − q)2
2(1 − q)
}1/(3−q)
. (2.5)
In addition, let
w(r, q, m) =
[
1 −
(
r
L(q)
)(3−q)/2]2/m(1−q)
+
, r ≥ 0, t > 0, (2.6)
where [ f ]+ = max{ f, 0}.
Theorem 2.1. Let (u(r, t; m, n), s(t; m, n)) be the solution of Problem 2. Then
s(t; m, n) < L(q) for t > 0, (2.7)
and
u(r, t; m, n) < w(x, q) for r > 0, t > 0. (2.8)
Proof. Consider the comparison function
z(r) =
[
1 −
( r
a
)γ ]ω
+
def= Aω, in {r > 0, t > 0},
where γ , a and ω are positive constants which will be chosen later. We have
L(z) = a−2γωm(ωm − 1)γ 2r2γ−2 Aωm−2 − a−γ ωmγ (γ − 1)γ 2rγ−2 Aωm−1 − r1−q Aωn
= a−2γ r2γ−2 Aωm−2[ωm(ωm − 1)γ 2 − aγ ωmγ (γ − 1)A − a2γ r3−q−2γ Aωn−ωm+2].
We choose γ and ω so that 3 − q − 2γ = 0 and ωn − ωm + 2 = 0. This yields
γ = 3 − q
2
and ω = 2
m(1 − q) .
Thus,
L(z) ≤ a−2γ r2γ−2 Aωm−2[−a2γ + ωm(ωm − 1)γ 2] ≤ 0,
if a ≥ L(q).
Because
L(u) = 0 for r > 0, t > 0
u(r, 0) = 0 ≤ z(r, 0) for r > 0
u(0, t) = ϕ(t) ≤ 1 = z(0), for t > 0,
it follows from the Comparison Principle that
u(r, t) ≤ z(r, t) for r > 0, t > 0,
and hence that
u(r, t) = 0 for r > L(q), t > 0,
as asserted.
In Section 3 we shall show that Problem 2 has a unique stationary solution v ∈ C1([0,∞)). Numerical experiments
suggest that at t → ∞ the solution u(r, t) of Problem 2 tends to this stationary solution. An L2 convergence result
was given for m = 1 in [2]. The proof used linearization and the inequality
1
2
d
dt
‖w(t)‖2 + 1
s2
‖w(t)‖2 ≤ k0{1 − ϕ(t)}wr (0, t) for t > 0,
w(r, t) = v(r) − u(r, t), and cannot be extended for m > 1 or to get a stronger stability result.
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3. The stationary problem
In this section we consider the following non-standard boundary value problem (Problem 3):
u′′(r) = r puq(r), u(r) > 0 for 0 < r < s (3.1)
u(0) = 1, u(s) = 0, u′(s) = 0, (3.2)
for some positive constant s. Here we have two unknown quantities: the function u(r) and the constant s. Both will
depend on the parameters p and q , which we choose to satisfy
p, q ∈ (0, 1). (3.3)
In the application to the stationary solution of Problem 2 we have
p + q = 1. (3.4)
Eq. (3.1) is an Emden–Fowler equation. Emden–Fowler equations have been studied for a long time from different
points of view and for different values of p and q; see e.g. [1,7,12]. Depending on applications, several standard and
non-standard boundary value problems arise, for instance the Thomas–Fermi problem with p = − 12 , q = 32 and
u(0) = 1, u(∞) = 0 (in our case, p + q need not equal 1).
Theorem 3.1. Suppose the p and q satisfy condition (3.3). Then there exists a solution (u(r), s) of Problem (3.1) and
(3.2).
Proof. Consider the initial value problem (Problem 4)
u′′ = r puq , u > 0 for r > 0 (3.5)
u(0) = 1, u′(0) = α, for α ∈ R, (3.6)
(“shooting”; see e.g. [3]).
First one shows that the set A = {α : y(α) < ∞, u′(y(α)) < 0}, where y(α) = sup{x : u > 0 on [0, x)}, is
nonempty. After that it is sufficient to exclude the possibility {y(α0) = ∞ and u′(x, α0) → 0 as x → ∞}.
Theorem 3.2. There exists at most one solution (u(r), s) of Problem (3.1)–(3.2)
Proof. Let (u1, s1) and (u2, s2) be two solutions and suppose that s1 < s2.
First we show that in that case
u2 > u1 on (0, s2). (3.7)
Suppose that (3.7) is not true and let r2 be the last and r1 the last but one points of intersection of the graphs of u1
and u2 before s1, i.e.
0 ≤ r1 < r2 < s1 and u2 < u1 on (r1, r2), (3.8)
where the inequalities are strict because of uniqueness.
We have u′1(r1) > u
′
2(r1) and u
′
1(r2) < u
′
2(r2); thus
{u′2(r2) − u′2(r1)} − {u′1(r2) − u′1(r1)} > 0. (3.9)
If we integrate Eq. (3.1) over (r1, r2) for u1 and u2 and subtract, we deduce from (3.9) that∫ r2
r1
t p[uq2(t) − uq1(t)]dt > 0.
This contradicts (3.8).
To conclude, we write αi = u′i (0), i = 1, 2. Plainly α2 > α1. Integration of the equation yields
αi = −
∫ si
0
t puqi (t)dt .
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Therefore,
0 < α2 − α1 =
∫ s1
0
t puq1dt −
∫ s2
0
t puq2dt =
∫ s1
0
t p(uq1 − uq2)dt −
∫ s2
s1
t puq2dt < 0.
This contradiction shows that s1 = s2 = s.
Repeating the argument used in the first part of this proof, it is easy to show that u1 = u2 on (0, s].
4. Two-sided estimates for s(q) and v(x, q)
The stationary problem corresponding to Problem 3 is
(um)′′ = r1−(n/m)un, u > 0 on [0, s), (4.1)
u(0) = 1 and u(s) = (um(s))′ = 0. (4.2)
When we put
v = um , p = 1 − n
m
and q = n
m
(4.3)
we obtain Problem (3.1) and (3.2), and thus, by Theorem 3.1, Problem (4.1) and (4.2) has a unique solution (v(r), s).
In this section we establish bounds for this solution, both analytical and numerical.
We write
L(q) =
{
(1 + q)(3 − q)2
2(1 − q)2
}1/(3−q)
and (q) =
{
2(1 + q)
(1 − q)2
}1/(3−q)
. (4.4)
Theorem 4.1. Let (u(r, m, n), s(m, n)) be the solution of Problem (4.1) and (4.2). Then
(q) < s(m, n) < L(q), (4.5)
and [
1 − r

]2/(1−q)
+
≤ um(r) ≤
[
1 −
( r
L
)(3−q)/2]2/(1−q)
+
. (4.6)
Remark 4.1. It is interesting to note that the asymptotic behaviour of L(q) and (q) as q → 1− is the same:
(q) ∼ 2
1 − q and L(q) ∼
2
1 − q as q → 1
−.
The following corollary is an immediate consequence of the bounds established in Theorem 4.1
Corollary 4.1. Let (u(r, m, n), s(m, n)) be the solution of Problem (4.1) and (4.2). Then
s(m, n) ∼ 2m
m − n as n → m
−,
and for any r > 0,
um(r) ∼
(
1 − m − n
2m
r
)2m/(m−n)
+
as n → m−.
Proof of Theorem 4.1. First we prove the upper bounds in (4.5) and (4.6). We consider the function
G(r) = 1
2
(v′(r))2 − r
p
q + 1v
q+1(r).
If v is a solution, differentiation yields
G′(r) = − p
q + 1r
p−1vq+1(r) ≤ 0.
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Table 1
q 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.95 1
L(q) 1.651 1.823 2.038 2.317 2.693 3.229 4.055 5.477 8.431 17.727 36.990 ∞
sit (q) 1.442 1.622 1.85 2.14 2.52 3.07 3.93 5.37 8.20 17.19 36.841 ∞
ssh(q) 1.442 1.622 1.847 2.134 2.520 3.070 3.897 5.268 7.684 12.979 – ∞
(q) 1.260 1.411 1.603 1.855 2.201 2.702 3.484 4.850 7.732 16.923 36.110 ∞
Because G(s) = 0 and G′ < 0 on (0, s), where v > 0, it follows that G(r) > 0 on [0, s). This means that
−v−(q+1)/2(r)v′(r) >
(
2
q + 1
)1/2
r p/2.
Integrating this inequality from r to s we obtain after some elementary computations
v(r)1−q >
( s
L
)3−q {
1 −
(r
s
)(3−q)/2}2
.
This is our new lower bound for v(r). The bound for s(q) is obtained by setting r = 0 and remembering that v(0) = 1.
In order to prove the left-hand inequalities in (4.5) and (4.6), we note that for r <  the function
w(r) =
(
1 − r

)2/(1−q)
+
,
is a solution of the equation w′′ = 1−qwq and hence a subsolution of Eq. (4.1). Thus s ≥  and, because w = 0 if
 ≤ r ≤ s, the theorem is proved.
In order to obtain a better idea about the free boundary s(q) we have calculated s(q) in two different ways.
The first method derives from the following remark: introducing a new independent variable y = r/s in Problem
3, we obtain an equivalent problem: find u(y, s) and s(q) such that
u(y) = s3−q
∫ 1
y
(t − y)uq(t)t1−q dt, sq−3 =
∫ 1
0
t2−q uq(t)dt .
An iterative process
un(y) = s3−qn
∫ 1
y
(t − y)uqn−1(t)t1−q dt,
sn =
(∫ 1
0
u
q
n−1(t)t
2−q dt
)1/(q−3)
, n = 1, 2, . . .
with u0(y) = (1 − y)2 has been used for a code. The results are in the third line of Table 1.
The second method is based on shooting (see Problem 4) and makes use of Maple V. For q ≤ 0.5 it gave practically
the same results as the previous one. For q > 0.5 it did not work because the “target” was too far for the given code.
For q > 0.5 a different shooting code was used; see the fourth line. It gave realistic results for q < 0.75 only. The
second and the fifth lines contain the corresponding upper and lower bounds.
Returning to the original variables one can compare the results with measurement data.
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