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You cannot say, or guess, for you know only
A heap of broken images’
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Abstract
This thesis starts by providing an overview of some amongst the essential aspects of
low-dimensional topologically nontrivial electronic phases (first chapter), and follows by
presenting four theoretical studies on novel phenomena that arise in two-dimensional
materials. In three of these four chapters, we put forward innovative routes for tailoring
the emergent topological properties of graphene (second and third chapters) and semi-
conducting quantum wells proximitized with superconductors (fourth chapter). The fifth
chapter deals instead with the rich spin and valley-dependend low-energy description of
semiconducting two-dimensional transition metal dichalcogenides.
In graphene, we propose two schemes for engineering two independent topological
phases of matter, both relying on the unconventional relativistic-like low-energy proper-
ties of this material. Specifically, in the second chapter we consider a graphene Hall bar
on top of a magnetic insulator as a possible detector for skyrmions, using as a working
priciple the anomalous Hall signal produced by these magnetic whirls. We demonstrate
that the linear semimetallic dispersion of graphene, which places it on the brink of be-
coming topological, is able to enhance the Hall signal. In addition, graphene’s one-atom
thickness make it especially suitable for extrinsic engineering through proximity with a
vast range of materials. We therefore suggest that these two properties combined render
the detection of skyrmions by means of graphene especially effective. In the third chapter
we focus on a special time reversal-broken quantum spin Hall phase that can be hosted
by samples of twisted bilayers of graphene in the quantum Hall state. We show that,
in the regime of large twisting angles where the two layers are virtually decoupled, the
interplay between electronic interactions and an applied electric field drives the system
into the targeted phase by lifting the eightfold degeneracy of the zero Landau level in
a nontrivial fashion. To implement this phase, crucially, no spin-orbit interactions nor
Zeeman fields are needed, which constitutes a rather novel and attractive feature of the
proposal.
In the fourth chapter we focus on a different platform based on a two-dimensional
electron gas with strong spin-orbit coupling in the quantum Hall regime. We study the
topological properties of this system when it is proximitized with a narrow supercon-
ducting strip and a Zeeman field is applied parallel to the strip direction, revealing un-
conventional features that provide for a novel implementation of a topological pi Joseph-
son junction. We exploit this finding to propose a protected route towards quantum
computational operations with Majorana zero modes at the junction.
Finally, in the last chapter we derive a k ·p low-energy description for transition metal
dichalcogenides based on rigorous symmetry-rooted group theoretical arguments. We
then allow for all possible symmetry breaking terms that preserve time reversal invari-
ance, and classify them according to the microscopic properties of different kinds of in-
teractions and defects. The resulting characterization is particularly interesting because
of the unconventional coupled spin and valley physics.
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Resumen
Esta tesis empieza ofreciendo una perspectiva general sobre algunos de los aspectos es-
enciales de las fases electrónicas de baja dimensionalidad topológicamente no triviales
(primer capítulo), y sigue con la presentación de cuatro estudios teóricos sobre fenó-
menos novedosos en materiales bidimensionales. En tres de los cuatro capítulos, pro-
ponemos rutas innovadoras para modelar las propiedades topológicas emergentes de
grafeno (segundo y tercer capítulo) y pozos cuánticos semiconductores proximizados
con superconductores (cuarto capítulo). Por otro lado, el quinto capítulo está centrado
en la descripción de baja energía de monocapas bidimensionales de dicalcogenuros de
metales de transición.
En grafeno, proponemos dos esquemas para realizar dos fases topológicas indepen-
dientes, ambas basadas en las propriedades relativistas de baja energía de este mate-
rial. Concretamente, en el segundo capítulo consideramos un sensor de efecto Hall de
grafeno acoplado a un aislante magnético como un posible detector de skyrmiones, uti-
lizando como principio de funcionamiento la señal Hall anómala producida por estos
remolinos magnéticos. Demostramos que la dispersión semimetalica lineal de grafeno,
una propiedad que le coloca en el borde de hacerse topológico, es capaz de magnificar
la señal Hall. Además, su grosor de tan solo un átomo hace que este material sea espe-
cialmente apto para ser manipulado extrínsecamente a través de efecto proximidad con
una amplia gama de materiales. Proponemos por lo tanto que la combinación de estas
dos propiedades hace que la detección de skyrmiones a través de grafeno sea especial-
mente eficaz. En el tercer capítulo nos centramos en una fase Hall cuántica de espín con
ruptura de simetría de inversión temporal, que puede darse en muestras de bicapas de
grafeno rotadas en el estado Hall cuántico. Demostramos que, en el régimen de ángulos
de rotación grandes en el cual las dos capas están prácticamente desacopladas, las inter-
acciones electronicas junto a un campo électrico aplicado fuerzan al sistema en la fase
deseada levantando de forma no trivial la degeneración de grado ocho del nivel cero de
Landau. Para implementar esta fase, crucialmente, no se necesitan ni interacción espín-
órbita ni campos Zeeman, lo cual constituye una característica novedosa y atractiva de la
propuesta.
En el cuarto capítulo, nos enfocamos en una plataforma diferente basada en un gas
electrónico bidimensional con fuerte interacción espín-órbita en el régimen Hall cuán-
tico. Estudiamos las propiedades topológicas de este sistema cuando está acoplado a una
tira superconductora estrecha y se aplica un campo Zeeman en la dirección de la tira,
revelando caracteristicas no convencionales que permiten una realización novedosa de
una unión Josephson topológica con una diferencia de fase pi. Explotamos este hallazgo
para proponer una ruta protegida hacia operaciones computacionales cuánticas con los
modos cero de Majorana de la unión.
Finalmente, en el último capítulo derivamos una descripción k ·p de baja energía para
dicalcogenuros de metales de transición a través de argumentos rigurosos de teoría de
grupos basados en simetría. A continuación, admitimos todos los términos que rompen
las simetrias del sistema excepto la invariancia bajo inversión temporal, y los clasificamos
según las propiedades microscopicas de diferentes tipos de interacciones y defectos. La
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caracterización resultante es especialmente interesante debido a la física no convencionál
generada por el acoplo entre espín y valle.
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1Chapter 1
Introduction
This thesis is mainly concerned with investigating the quantum transport properties of
two-dimensional (2D) systems, with a specific interest in their symmetries and emergent
topological properties. On a priviledged footing, three out of four chapters are dedicated
to hexagonal-lattice 2D systems, specifically graphene and semiconducting monolayers
of transition metal dichalcogenides (TMDCs) [1–4]. The remaining chapter deals instead
with a generic two-dimensional electron gas (2DEG), that serves as a paradigm for a
broad class of systems such as semiconducting quantum wells. However, while the for-
mer systems present an intrinsic interest rooted in their geometrical properties, the latter
merely serves as a building block to engineer a platform where non-trivial physical in-
gredients are combined to test the onset of exotic phenomena.
The interest in two-dimensional systems has witnessed a huge boost ever since the
discovery of graphene in 2004 [5] by the Manchester group of Professors Geim and
Novoselov, who were afterwards awarded a Nobel prize for having succeded for the first
time to isolate a single layer of graphite by mechanical exfoliation. This discovery gave
rise to a flourishing advancement of this field of research on both the theoretical [1,6–
12] and experimental side [13–20]. Many phenomena well-known in conventional ma-
terials were predicted and discovered in graphene, often presenting anomalous features
ascribable to its relativistic-like low-energy dispersion [13,21–28]. Also, composite struc-
tures such as graphene bilayers and trilayers, with a variety of stacking orders ranging
from higly ordered structures to compounds with misalignment faults were investigated,
usually presenting far from standard low-energy features [29–37].
During the following years, a richer collection of 2D materials has been progressively
uncovered, starting from the family of single-layer TMDCs. Specifically, in this thesis we
are interested on semiconducting monolayers with general formula MX2, with M=Mo, W
and X=S, Se [4,38–43]. These systems have a geometry very similar to that of graphene,
and they are characterized by akin low-energy properties [38,43–46]. However, addi-
tional effects stemming from the lack of inversion symmetry (due to the presence of two
different constituent elements rather than only one, as in graphene) and from a large
spin-orbit interaction inherited from the heavy transition metal atoms, further expand
the already diverse playground offered by graphene.
Along with these novel compounds, nowadays technologies are allowing an ever im-
proved ability to grow thin layers of a variety of materials. The experimental workability
of these platforms in a number of configurations has been well demonstrated, in particu-
lar for the class of 2D semiconducting quantum wells proximitized with superconductors
relevant to this thesis [47–53].
The reason to devote special attention to 2D materials is to be sought in at least two
key aspects: (i) their improved experimental flexibility and versatility as compared with
three-dimensional (3D) systems for a variety of applications, such as proximity effects,
response to external applied fields, exceptional suitability for gating and contacting; (ii)
the extended variety of physical phenomena that they can host owing to their reduced
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dimensionality, ranging from the celebrated quantum Hall effect (a topic which will be
tackled to a great extent in the course of this introductory chapter) to manifestations of
exotic non-Abelian statistics of particles that is forbidden in three dimensions, a subject
that we will study in detail in the fourth chapter.
This introductory chapter is divided into three sections. In the first section, we give
an account of the geometrical and electronic properties of honeycomb lattice systems,
namely graphene and TMDCs. In the second section we review the basic concepts un-
derlying the thriving field of topology in physics, a leitmotive that recurs troughout the
first chapters of the thesis, providing the reader with some key concepts that will prove
useful in the reading of these chapters. We defer instead a detailed account of the tools
needed for the fifth chapter, namely, symmetries and their role in condensed matter, to
appendices A and B. Finally, in the last section we briefly discuss the organization of the
rest of the thesis into chapters.
1.1 Hexagonal 2D platforms
In this section, we review the basic geometrical and electronic properties of systems with
honeycomb lattices: graphene and TMDCs.
1.1.1 Graphene
A graphene monolayer is composed of two interpenetrating sublattices of Carbon atoms,
that we label A and B for convenience, where the atoms pertaining to each individual
sublattice form a triangular Bravais lattice with lattice parameter a = 2.46 Å [1]. Sites A
occupy the positions
rAn,m = na1 + ma2 (1.1)
with
a1 = a
(
1
2
,
√
3
2
)
and a2 = a
(
−1
2
,
√
3
2
)
(1.2)
whereas the B atoms are displaced by a vector
δ =
1
3
(a1 + a2) = a(0, 1/
√
3) = a0(0, 1) (1.3)
where we have defined the Carbon-Carbon distance a0 = a/
√
3 = 1.42 Å. Therefore,
sites B occupy the positions
rBn,m = r
A
n,m + δ. (1.4)
The hexagonal lattice of graphene is depicted in Fig. 1.1a, where the primitive vectors a1,2
are explicitly shown. It is straightforward to see that the lattice has a basis of two atomic
sites per unit cell. The reciprocal vectors for this lattice are
b1 =
2pi
a0
(
1√
3
,
1
3
)
and b2 =
2pi
a0
(
− 1√
3
,
1
3
)
The graphene Brillouin zone (BZ) is the parallelogram formed by these two vectors, even
though it is common practice to refer to the BZ as the equivalent hexagon with corners
K =
4pi
3a
(1, 0) and K′ =
4pi
3a
(−1, 0) (1.5)
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FIGURE 1.1: (a) Hexagonal graphene lattice where the A and B sublattices are colored in blue
and red, respectively, and the primitive vectors a1,2 are explicitly shown. (b) Brillouin zone of the
graphene lattice where the reciprocal lattice vectors b1,2 and the two inequivalent valleys K and
K′ are explicitly shown. (c) Graphene band structure in the BZ. The zoomed region shows the
Dirac cone-like low-energy dispersion around one of the BZ corners. [Adapted with permission
from Ref. [1]]
also called valleys. The hexagonal BZ is shown in Fig. 1.1 along with the reciprocal
vectors b1,2. The simplest tight-binding Hamiltonian for graphene considers pz-orbitals
electrons that hop only between nearest neighboring sites with amplitude t ≈ 2.7 eV, that
is, between atoms on different sublattices separated by a distance a0, and can be written
as
H = −t ∑
<i,j>
[
c†i,Acj,B +H. c.
]
(1.6)
where the sum is limited to atoms within the same unit cell or within nearest neighboring
unit cells, where, as mentioned above, each cell contains two atomic sites, each belonging
to a different sublattice, that we have labeled A and B. The operators c†i,s and ci,s, with
s = A, B therefore respectively create and annihilate an electron on the sublattice s of the
i-th unit cell, whose position Ri is taken to be coincident with the position of the A atom
within the cell. By taking the Fourier transform of the creation and annihilation operators
as
ci,A =
1√
N
∑
k
ck,Aeik·Ri and ci,B =
1√
N
∑
k
ck,Beik·(Ri+δ) (1.7)
with N the number of unit cells, Hamiltonian (1.6) can be rewritten as
H = −t∑
k
[
c†k,Ack,B
3
∑
i=1
eik·δj +H. c.
]
(1.8)
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since each atom has three nearest neighbors belonging to the opposite sublattice that are
displaced by the three vectors
δ1 = δ = a0(0, 1) δ2 =
a0
2
(−
√
3,−1) δ2 = a02 (
√
3,−1) (1.9)
By defining the annihilation and creation spinorial operators in sublattice space as
ck = (ck,A, ck,B)T and c†k = (c
†
k,A, c
†
k,B) (1.10)
Eq. (1.8) can be rewritten in matricial form as
H =∑
k
c†kHkck (1.11)
with
Hk = −t
(
0 ∑3i=1 e
ik·δj
∑3i=1 e
−ik·δj 0
)
(1.12)
Upon explicitly expanding the sum around the K, K′ valleys up to first order in momen-
tum, one is left with the following Hamiltonian
HKk =
3ta0
2
(
0 kx − iky
kx + iky 0
)
(1.13)
and
HK
′
k =
3ta0
2
(
0 −kx − iky
−kx + iky 0
)
(1.14)
that is, by introducing the Pauli matrices σ = (σx, σy, σz) acting in sublattice space, and
defyining the Fermi velocity for graphene as vF = 3ta0/2
Hτk = vF(τkxσx + kyσy) (1.15)
where τ = 1 at K and τ = −1 at K′ and σx,y are Pauli matrices acting in sublattice
space. Note that the low-energy Hamiltonians at K and K′ are related by time-reversal
symmetry, that in a spinless system is implemented by the complex conjugation operator.
Diagonalization of this Hamiltonian yields, for both valleys, the linear dispersion
Ek,± = ±vF|k| (1.16)
associated to the valley-dependent eigenspinors
ψτk,± =
1√
2
(
e−τiθk/2
±eτiθk/2
)
(1.17)
where θk = arctan(kx/ky). One then sees that the low-energy dispersion of graphene
is a relativistic one characterized by a velocity vF ≈ 106 m/s, and its carriers are Dirac-
like fermions in 2D. From this very peculiar dispersion relation, shown in Fig. 1.1c, stem
all the unconventional properties that differentiate graphene from conventional systems
with standard parabolic dispersion. We will discuss one of these ‘anomalies’ in the next
section, where we will explicitly compute the unconventional Landau levels sequence of
graphene in the quantum Hall regime.
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FIGURE 1.2: Structure of a typical TMDC lattice with formula MX2 (a) seen from the top; (b) seen
from the side. Green and yellow atoms correspond respectively to the transition metal (M) atoms
and to the chalcogen (X) atoms. (c) Sketch of the low-energy dispersion of TMDCs around the
inequivalent corners of the BZ. Notice that the green colour represent spin unpolarized bands,
whereas blue and red colors represent oppositely spin-polarized states along the out-of-plane
quantization axis.
1.1.2 Transition metal dichalcogenides (TMDCs)
Transition metal dichalcogenides are Van der Waals layered materials with general for-
mula MX2, with each individual layer composed of three atomic planes, namely a one-
atom-thick plane of transition metal atoms (M) sandwiched between two layers of chalco-
gen atoms (X), all arranged in triangular arrays. The outer planes are rotated with respect
to the central one in such a way that the overall planar structure of the system realizes a
staggered honeycomb lattice equivalent to that of graphene, as shown in Fig. 1.2a, with
the A and B sublattices corresponding to the triangular lattice of transition metal atoms
M and to the two sublattices of chalcogen atoms X, respectively [3,4,43,46,54]. The struc-
ture as seen from the top and from the side is shown in Fig. 1.2a and b, respectively. The
lateral view is shown instead in Fig. 1.2b. The BZ zone is hexagonal as shown in Fig.
1.2c. However, building a tight binding model is a much more complicated task in these
systems than in graphene because of the many atomic orbitals involved [43,46,55]. Sev-
eral models for capturing the low-energy features of the spectrum by fitting it to the DFT
bands have been proposed with a number of involved orbitals ranging from three [46] to
eleven [43]. A different approach to derive a continuum model for the dispersion around
the high-symmetry points rests on a group theoretical approach based on symmetry con-
siderations [54,56]. We will deal with such a derivation in great detail in the fifth chapter.
At this level, it suffices to say that both approaches, as well as experimental confirma-
tions, reveal that monolayer samples of TMDCs are semiconductors with a direct band
gap located at the two inequivalent corners of the Brillouin zone K and K′ [43,54]. This
endows the spectrum of these systems with the same appealing multivalley structure as
graphene. However, at odds with graphene, TMDCs lack inversion symmetry because
the two interpenetrating sublattices are composed of different atomic species. Due to the
simultaneous presence of the heavy transition metal atoms, endowed with a large atomic
spin-orbit coupling (SOC), and to the lack of inversion symmetry, breaking of spin degen-
eracy is allowed. However, since the z → −z symmetry is preserved, the out-of-plane
spin polarization is protected against any type of mirror-preserving perturbation. This
enables the formation of a large spin splitting that affects the valence band more severly
than the conduction band due to their different orbital composition [54,56–58]. Also, due
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to the time reversal symmetry connecting the two valleys, this spin splitting is opposite
at K and K′. A minimal two-bands Hamiltonian that takes care of all these properties
is given by Eq. (1.15) with the addition of a mass term ∆ and a valley-dependent spin-
splitting term in the valence band sector [58]
Hτk = vF(τkxσx + kyσy) + ∆σz +
λ
2
τsz(1− σz) (1.18)
where σx,y,z are now Pauli matrices acting in the space spanned by the conduction and
valence bands (that do not coincide with sublattices, as was the case for graphene) and sz
is a Pauli matrix acting in spin space. All these features are sketched in Fig. 1.2c.
1.2 Topology in physics
Up to very recently, the underlying principle beyond the classification of quantum phases
of matter has been that of spontaneous symmetry-breaking. Specifically, phase transi-
tions from a given quantum state to a lower symmetry state where one or more symme-
tries have been broken are the object of the Ginzburg-Landau theory [59], that has been
the paradigm for explaining (almost) all of the exotic quantum phases discovered during
last century, among which superconductivity, ferromagnetism, Bose-Einstein condensa-
tion and many more. In this theory, the microscopic details of the system under analysis
are disregarded and quantum states are characterized by a local order parameter that as-
sumes a nonzero value only in the highly ordered symmetry-broken phase. However,
during the last decades its has become overwhelmingly clear that there are a number of
phases of matter that are not captured by this model, characterized by a higly non-local or-
der parameter, for which a Landau-Ginzurg theory cannot be developed in the standard
way. These phases are said to be topologically ordered, and their classification required
elaborating a novel paradigm that rests on concepts borrowed from the mathematical
notion of topology [60–62].
The mathematical concept of topological invariance is introduced to classify differ-
ent geometrical objects into broad classes distinguished by their shapes in spite of their
microscopic properties [63]. This leads to a crucial criterion underpinning topological
classes: according to this criterion, objects from a given class can be continuously de-
formed into one another, whereas objects from different classes require an abrupt and
discontinuous action to transform into each other. A well-known example is that of 2D
surfaces, classifiable according to the number of holes they contain. In this sense, objects
with the same number of holes, or genus - e. g. zero as in the case of a sphere or an
ellipsoid, or one as in the case of a donut or a teacup - belong to distinct topology classes
that can be labeled by their genus.
The concept of topological classification in physics is equivalent, and applies to
gapped Hamiltonians (either insulating or superconducting) of many-particle systems
[64]. In this context, the idea of a continuous deformation that preserves the topological
character of an Hamiltonian is that of a change that doesn’t close the gap. Therefore,
for two systems to be in the same class, they have to be described by Hamiltonians
whose low-energy spectra can be deformed one into the other without closing the gap.
In turn, if in order to deform one Hamiltonian into another the gap needs to close at
some point, this indicates that the two Hamiltonians belong to different topological
classes. In the same way in which 2D mathematical surfaces can be characterized by
the genus, distinct physical classes of topologically inequivalent Hamiltonians can
be characterized by a topological index playing the same role as the order parameter
in Ginzburg-Landau theories [60,61,64]. The topological index for a given system is
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determined by its dimensionality and the discrete symmetries of the Bloch Hamiltonian,
and it can be either aZ invariant, which can take on any integer value, or aZ2 invariant,
which can only be either 0 or 1. It has been shown that in every spatial dimension there
exist precisely five distinct classes of topological insulators or superconductors, and
within each class the different topological sectors can be distinguished by the topological
invariant [65,66]. The theory encompassing the topological classification of solid-state
gapped systems goes under the name of ten-fold way [66,67]. Here we will not go into
further details since a full treatment of the topic is beyond the scope of this thesis and
in the following we will concentrate only on the cases relevant to the topics covered
in it, that are 2D systems in the presence or absence of given symmetries, such as time
reversal invariance and charge conjugation.
1.2.1 Berry phase and Berry curvature
In this subsection, we present the idea of topological order as naturally emerging in the
context of the evolution of quantum systems with a parametric dependence [68–70].
Basic definitions Under an adiabatic evolution of a set of ‘slow’ degrees of freedom
R = (R1, R2, ...) that perform a closed path C in the parameter space, a non-degenerate
eigenstate of an Hamiltonian that depends on these parameters picks up a geometrical
phase. Two key requirements are that the state vectors |n(R)〉 (i) all reside in the same
Hilbert space, (ii) are single-valued throughout the whole evolution. The phase thus
acquired is called Berry phase by virtue of the physicist who first introduced it [68] and it
is given by
γn =
∮
C
dR · An(R) (1.19)
where An(R) is a vector called Berry connection, defined as
An(R) = i〈n(R)|∇R|n(R)〉 (1.20)
It is easy to see that, because the eigenvector |n(R)〉 is gauge-dependent,An(R) is gauge-
dependent as well. On the contrary, γn(R) is a gauge-independent quantity and only
depends on the geometric aspect of the closed path C on which the integration in Eq.
(1.19) is performed. By drawing an analogy with electrodynamics, one can think of the
Berry connection as a vector potential that, as in electromagnetism, is characterized by
an intrinsic degree of arbitrariness (in other words, an intrinsic gauge-dependence) stem-
ming from its lack of physical meaning. Following these premises, a gauge-field tensor
can be derived from An(R) as
Ωnµν(R) =
∂Anν
∂Rµ
− ∂A
n
µ
∂Rν
= i
[〈
∂n
∂Rµ
∣∣∣∣ ∂n∂Rν
〉
−
〈
∂n
∂Rν
∣∣∣∣ ∂n∂Rµ
〉]
(1.21)
called Berry curvature. In three and two dimensions, Eq. (1.21) can be recast in the more
compact form
Ωn(R) = ∇R ×An(R) (1.22)
whence it is clearer that, within the previously drawn electromagnetic analogy, the Berry
curvature plays the role of a magnetic field. The Berry curvature is gauge-invariant, and
therefore observable, and it is a local manifestation of the geometric properties of the
wavefunction in the parameter space. Because of Stoke’s theorem, we have that it can be
rewritten as
γn =
∮
C
dR · An(R) =
∫
S
dS ·Ωn(R) (1.23)
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where S is any surface enclosed by the curve C.
The Berry phase is somewhat special in that it is a potentially observable quantity
that nonetheless cannot be expressed in the usual form for observable physical quanti-
ties, that is, expectation values of Hermitian operators. This peculiarity stems from the
assumption made at the very beginning that the Hamiltonian depends on a set of pa-
rameters, what in general implies that the system it describes is not isolated. In fact, a
parametric dependence of the Hamiltonian always encodes a coupling with degrees of
freedom that are not included in the Hilbert space, and is due to the fact that the system
under analysis is not truly isolated but rather part of a larger system. The consequence
of this projection is that some observable quantities manifest as gauge-invariant phases
rather than expectation values of operators.
Berry phase effects on crystalline solids In crystalline solids, by performing an op-
portune unitary tranformation one can cast the original problem into one characterized
by a k-dependent Hamiltonian H(k) (k being the crystal momentum) with eigenstates
|un(k)〉 all living in the same Hilbert space [69,70]. This space is nothing but the Brillouin
zone, that can be considered as the parameter space for the transformed Hamiltonian
H(k). We therefore identify the Bloch momentum k with the parameter R. Since the
k-dependence of the eigenstates is inherent to the Bloch problem, as this parameter is
moved through a closed path in the Brillouin zone, the Bloch states will inevitably pick
up a Berry phase given by
γn = i
∮
C
dk · 〈un(k)|∇k|un(k)〉 (1.24)
with the Berry curvature now defined as
Ωn(k) = ∇k × i〈un(k)|∇k|un(k)〉 (1.25)
Notice that the Berry curvature is an intrinsic property of the band structure since it only
depends on the wavefunction.
Anomalous velocity A fundamental consequence of the Berry phase effects on the
properties of Bloch electrons is that the group velocity of electrons subject to an ex-
ternal electric field acquires an additional term, called the anomalous velocity, that is
proportional to the Berry curvature and to the applied field, namely
vn(k) = ∇kεn(k)→ vn(k) = ∇kεn(k)− eh¯E×Ωn(k) (1.26)
where εn(k) is the dispersion of the n-th non degenerate crystalline band [70,71]. It is
easy to see that since this additional term is always perpendicular to the direction of the
applied field, it will give rise to a transverse, or Hall, component in the velocity. This
phenomenon is at the basis of virtually every unquantized intrinsic Hall phenomena oc-
curing in metals, from the well-known Hall effect to more exotic ones such as the intrinsic
anomalous or the valley Hall effects.
Given that the group velocity must be invariant under the symmetries of the system,
one can obtain valuable information from Eq. (1.26). In fact, in the presence of time
reversal (TR) symmetry, imposing that vn and k change sign under TR whereas E does
not, results in the following condition for the Berry curvature:
Ωn(−k) = −Ωn(k) (1.27)
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Instead, in the presence of inversion symmetry, imposing that vn, k and E all change sign
under inversion results in the following condition on the Berry curvature:
Ωn(−k) = Ωn(k) (1.28)
Of course, this implies that when both symmetries are present the Berry curvature has
to vanish identically throughout the whole Brillouin zone. However, in systems where
either symmetry is broken or both are, the Berry curvature can be non-zero and in this
case the anomalous group velocity will be finite as well, thus originating a Hall current
in metals or, as we will see below, allowing for topological invariants such as the Chern
number to be nonzero.
Chern number In a 2D insulating system, the integral of the Berry curvature over the
full BZ, a closed manifold that has the topology of a torus, is quantized in the units of 2pi
and is nothing but the Chern number of the filled bands, where the Chern number of the
n-th band is defined as
Cn =
1
2pi
∫
BZ
dkxdky Ωn(k). (1.29)
This number is aZ topological invariant [66] that equals to the net number of monopoles
inside the BZ, that are degeneracy points in the parameter space. Notice that, because
of Eq. (1.27), the Chern number is identically zero if time reversal invariance holds. In
turn, it can be shown that the Chern number of 2D insulators is connected with the Hall
conductance as
σxy =
e2
h ∑n ∈ filled bands
Cn. (1.30)
The Chern number stays exactly quantized even in the presence of many-body interac-
tions and disorder. The reason is to be sought in the fact that it must be an integer, so it
can only be varied in a discontinuous way. Therefore, small perturbations (that result in
small changes of topologically trivial physical quantities) cannot change it [70]. This, in
turn, is physically reflected in the robustness of the Hall conductance against perturba-
tions.
We notice that the Chern number is a special case of aZ topological invariant charac-
terizing 2D systems with no TR symmetry. However, systems with different symmetries
and in different dimensions will be characterized by invariants (either Z or Z2) other
than the Chern number [66]. Importantly, since the protection discussed above is a gen-
eral outcome of topological invariance, it holds for any system characterized by any other
finite invariant.
Bulk-boundary correspondence The result of obtaining a nonzero conductance when
the Fermi level lies within a gap may at first sight seem puzzling. This apparent contra-
diction is clarified by the mathematical argumentations given above, stating that the gap
closure between two topologically distinct phases is unavoidable. This gap closure is the
key to understand the nonzero conductance: edge states must appear at the boundary
between systems belonging to different topological classes. In particular, since the vac-
uum can be considered as a trivial insulator, it is to be expected that any system with a
non-zero topological invariant presents edge modes at the boundary with vacuum. These
modes are responsible for carrying the protected quantized currents predicted by theory
in the form of an integer Hall conductance in the units of e2/h (cfr Eq. (3.22)), and are
therefore a robust property as long as the symmetries of the system are preserved. This is
true of course if the system size is larger than the typical extension of the edge states, that
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are exponentially localized on a distance given by the inverse of the gap, so that they do
not couple through the bulk. These ideas are part of a more general paradigm, known as
the bulk-edge correspondence, stating that at the boundary between two systems char-
acterized by different topological indexes will arise a number of edge modes equal to the
difference in topological indexes of the two systems [71].
1.2.2 Celebrated topological phases
In this subsection we encompass some of the topological phases relevant to this thesis.
Quantum Hall effect The paradigm example of the phenomenology described so far
is the integer quantum Hall effect (QHE), discovered by Klitzing et al. in 1980 [72], who
found that in a strong magnetic field the Hall conductance is exactly quantized in units of
e2/h. The origin of this quantized transverse conductivity must be sought not in the mere
formation of Landau levels but rather in their nontrivial topological character or, stated
more rigorously, in the fact that the Chern number of the bands is nonzero. In turn, this
is possible because the presence of a magnetic field breaks time reversal invariance, an
ingredient that is necessary to have a net nonzero Berry curvature in the magnetic BZ, as
made clear by Eq. (1.27). As seen above, the Chern number of the system corresponds
to the number of conductance channels emerging at the boundaries with vacuum, that in
the case of the QHE is also referred to as the filling factor ν. These channels are chiral,
meaning that they carry charge unidirectionally, and they are protected from backscat-
tering by the spatial separation of the counterpropagating channels, that are found at the
opposite edge of the sample. The physics of the QHE will be studied in detail in the next
subsection, and it will be a crucial ingredient of the phenomena discussed in the third
and fourth chapters of the thesis.
Topological insulators and quantum spin Hall effect A distinct topological class is
that of time reversal invariant systems with strong spin-orbit coupling. These systems
are also called topological insulators (TIs), and they can be either two-dimensional or
three-dimensional. One of the first theoretical poposal for 2D TIs, also called quantum
spin Hall (QSH) insulators, was cast by Bernevig, Hughes and Zhang in 2006 [73]. Specif-
ically, they predicted a thickness-dependent SOC-driven gap inversion in HgTe/CdTe
quantum wells associated with a topological quantum phase transition, a prediction that
was experimentally confirmed for the first time by Koning et al. in 2007 [74]. This phase is
characterized by two oppositely spin-polarized counterpropagating edge states. Because
of SOC, the spin polarization is bound to be perpendicular to the direction of motion,
and because of this spin-momentum locking these states are also referred to as helical
and they are protected from backscattering by time reversal symmetry. However, these
systems have a zero Chern number in the BZ because of TR invariance. However, non-
zero quantized responses are still possible. By defining a Chern number for each spin
polarization, Cσ with σ =↑, ↓, one can define a ‘spin Chern number’ as Cs = C↑ − C↓,
indicating that there is a net spin current circulating along the edges of the system. This
quantity is a Z2 topological invariant, fundamentally different from Z invariants as the
Chern number, which characterizes the topological nature of TR invariant bands of 2D
systems with well-defined spin polarization. When spin is not well defined Cs loses its
meaning, although a Z2 topological invariant can always be defined for time-reversal
symmetric 2D systems [66,67]. Remarkably, QSH phases are also possible in systems
with no TRS. Discussing a concrete realization of this possibility is the subject of chapter
three.
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Analogously to 2D TIs, 3D TIs are characterized by a bulk gap and gapless surface
states. Specifically, special compounds such as Bi2Te3, Sb2Te3 and Bi2Se3 exhibit surface
states consisting of a single Dirac cone [75–78].
Quantum anomalous Hall effect A state of matter that is closely related with the QSH
insulator but that exists in the absence of TR symmetry is the so-called quantum anoma-
lous Hall (QAH) insulator, that is a band insulator characterized by chiral quantized edge
conductance without an orbital magnetic field [64]. The simplest way of realizing this
phase is by introducing magnetic dopants into a TI, which has the effect of breaking TR
symmetry. Loosely speaking, doping the system with spin-polarized impurities changes
the spin-dependent chemical potentials of the two conducting spin species of the QSH
insulator, in turn modifying in opposite fashions the sizes of their bulk gaps. At a criti-
cal density of dopants, one of the two spin species is completely depleted, thus leaving
the system with only the edge states associated with the opposite spin polarization to
conduct. The original helical system (two oppositely spin-flavoured counterpropagating
states) is therefore converted into a chiral one (only one spin-polarized species conduct-
ing), corresponding to the evolution from a QSH phase to a QAH phase, or, equivalently,
from a system characterized by a Z2 to one characterized by a Z topological invari-
ant. Other possibilities exist, such as coupling 2D systems to non-trivial magnetic tex-
tures [79,80], decorating a honeycomb lattice with alternate positive and negative mag-
netic fluxes that sum to a net zero flux [81], or combining Rashba SOC and exchange in
graphene [11].
Anomalous Hall effect Analogously to the standard quantum Hall effect, also the
anomalous one presents an unquantized version, the anomalous Hall effect (AHE), a
phenomenon observed in conducting ferromagnets when spin-orbit interactions are
important [82]. This effect refers to the onset of a finite transverse Hall conductance
induced by the momentum-space Berry curvature-related anomalous contribution to the
group velocity. This is possible because, even though no magnetic field is needed for
this effect to occur, TR symmetry is broken by the ferromagnetic ordering of the system.
As we will see in chapter two, this physics can also arise in the presence of non-coplanar
spin structures (known as skyrmions) with associated spin-chirality and real-space Berry
curvature [82–84].
Topological supeconductors Insulating states such as those reviewed above are not the
only ones to which the idea of a topological order can be attached. Among other, an
additional topological phase of matter that is relevant to this thesis and specifically to
chapter four, is that of topological superconductivity [64,67,71,85]. There is a direct anal-
ogy between superconductors (SCs) and insulators because the Bogoliubov-de Gennes
Hamiltonian for the quasiexcitations of a superconducting condensate is analogous to
that of an insulator, in that they both have a gapped spectrum. Therefore, it is natural
to expect that the concepts borrowed from topology can be extended from the insulat-
ing to the superconducting state. In 2D, the classification of topological SCs is similar
to that of topological insulators. TR breaking SCs are classified according to an integer
N (Z invariant), similarly to how the Chern number classifies TR breaking topological
phases, whereas TR invariant SCs are classified by a Z2 invariant. TR breaking topologi-
cal SCs in 1D and 2D are specially interesting because of their relation with non-Abelian
statistics and their potential application in the field of topological quantum computation
[64,86]. The simplest model of a topological SC is that of theN = 1 px + ipy pairing state
for spinless fermions in 2D, characterized by one Majorana zero mode bound to each of
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its vortices (giving rise to exotic non-Abelian statistics when the vortices are moved one
around the other), plus a chiral Majorana edge state circulating along the boundary [86].
However, many more platforms have been proposed for engineering topological super-
conductivity. We postpone a more exhaustive discussion about this topic to chapter four,
that is entirely dedicated to exploring this phase of matter.
1.2.3 The quantum Hall effect
As mentioned above, the quantum Hall effect was the first phenomenon to be associated
with the existence of topological pahses of matter. Before its discovery in the eighties,
only the classical version of this effect was known, and it had been discovered a century
earlier by Edwin Hall [87]. This effect consists in the generation of a voltage difference
(the Hall voltage) across an electrical conductor, transverse to an applied electric current
and to a magnetic field perpendicular to the current. This phenomenon can be classically
explained by the transverse accumulation of charges driven by the Lorentz force that acts
on the carriers by deflecting their trajectory. The accumulated charges, in turn, give rise
to an induced electric field that explains the measured Hall voltage. An hand-waving ex-
planation of the QHE is that for large applied magnetic field, the cyclotron orbits traced
by the charges decrease in radius so that they tend to effectively localize. In this situa-
tion, the only electrons that can contribute to transport are those at the boundaries of the
sample that follow a path of skipping orbits through which thay can propagate across the
edges of the sample. A more rigurous quantum-mechanical account of this phenomenon,
though not involving topological concepts, is provided by the calculation of the spectrum
of a 2D system in an out-of-plane magnetic field. Given the importance of this effect for
large part of this thesis, we review below the calculation of the QH spectrum for two
different platforms, namely standard 2DEGs (relevant for chapter four) and graphene
(relevant for chapter three).
The quantum Hall effect in 2DEGs
The Hamiltonian for nearly-free electrons reads:
H =
p2
2m
where m is the effective mass near the conduction band edge. When an electromagnetic
field is present, described by a vector potential A, by performing the minimal coupling
the Hamiltonian results in:
H =
(p− qA)2
2m
in the case of electrons q = −e, therefore:
H =
(p+ eA)2
2m
(1.31)
By choosing the Gauge A = B(0, x, 0) one gets
H =
(px, py + eBx, 0)2
2m
=
p2x + (py + eBx)2
2m
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(a) (b)
FIGURE 1.3: (a) Dispersion of the first six Landau levels of a 2DEG as a function of the magnetic
field. (b) Hall conductance σxy as a function of the filling factor ν for a 2DEG.
By considering a trial solution of the kind ψ(x, y) = eikyyφ(x) the Schroedinger equation
associated with this Hamiltonian reads[
p2x + (py + eBx)2
2m
]
eikyyφ(x) = eeikyyφ(x)
By applying the derivative contained in the y component of the momentum operator, this
reduces to [
p2x + (ky + eBx)2
2m
]
φ(x) = eφ(x)
We define:
Hky(x, px) =
p2x
2m
+
e2B2
2m
(
x +
ky
eB
)2
=
p2x
2m
+
e2B2
2m
(
x + `2Bky
)2
with `B =
√
1/eB the magnetic length. By further defining the cyclotron frequency as
ωc = eB/m, the Hamiltonian becomes
Hky(x, px) =
p2x
2m
+
1
2
mω2c
(
x + `2Bky
)2
This is nothing other than the Hamiltonian of a quantum harmonic oscillator with fre-
quency given by the cyclotron frequency and centered around the guiding center coordi-
nate x∗ = −`2Bky. This entails that the position along the x direction and the momentum
along the y become correlated in such a way that the wavefunctions of electrons with op-
posite momenta ky and−ky are centered around opposite positions along the x direction,
x∗ and −x∗. Secondly, the energy levels are given by
en = ωc
(
n +
1
2
)
n = 0, 1, 2, ... (1.32)
that is, they are independent of ky and therefore they do not disperse. This result indicates
that the spectrum is organized in evenly spaced non-dispersing harmonic oscillator lev-
els, that are called Landau levels (LLs), whose energy grows linearly with the magnetic
field (see Fig. 1.3a). Due to the lack of dependence of the energy on ky, the degeneracy
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of each level is enormous. The total number of states in each Landau level can be cal-
culated to be N = Φ/Φ0 where Φ = BS is the flux of the magnetic field and Φ0 = h/e
the flux quantum. Therefore, the degeneracy of each LL is given by the number of flux
quanta penetrating the sample. To these eigenenergies correspond the harmonic oscilla-
tors eigenfunctions
ψn,ky(x, y) =
eikyy√
Ly
ϕn(x + `2Bky) (1.33)
where
ϕn(x) =
1√
2nn!pi1/2`B
Hn
(
x
`B
)
e−x
2/2`2B
and Hn(x) is a Hermite polynomial of order n. The Hall conductance associated with the
dispersion in Eq. (1.32) is
σ2DEGxy =
2e
h
n n = 0, 1, 2, ... (1.34)
and it is shown in see Fig. 1.3b.
The quantum Hall effect in graphene
We now provide the same derivation in graphene. By using the gauge as before, A =
B(−y, 0, 0), we perform the minimal coupling substitution into graphene’s Hamiltonian
H = vF
[
τpxσx + pyσy
]→ vF [τ(px + eAx)σx + (py + eAy)σy] =
vF
[
τ(px − eBy)σx + pyσy
]
(1.35)
The generic solution for the associated Dirac equation
vF
[
τ(−i∂x − eBy)σx − i∂yσy
]
ψ(x, y) = eψ(x, y) (1.36)
has the form ψ(x, y) = eikxxφ(y). Substituting into Eq. (1.36) we arrive at
vF
[
τ(kx − eBy)σx − i∂yσy
]
φ(y) = eφ(y) (1.37)
that in matrix form reads
vF
(
0 τ(kx − eBy)− ∂y
τ(kx − eBy) + ∂y 0
)
φ(y) = eφ(y) (1.38)
By defining the variable ξ = `Bkx − y/`B, with `B the previously introduced magnetic
length, this equation can be rewritten as
vF
`B
(
0 τξ − ∂ξ
τξ + ∂ξ 0
)
φ(ξ) = eφ(ξ) (1.39)
In valley K, where τ = 1, we have
vF
`B
(
0 −∂ξ + ξ
∂ξ + ξ 0
)
φ(ξ) = ωc
(
0 a†
a 0
)
φ(ξ) = eφ(ξ) (1.40)
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where ωc =
√
2vF/`B is the cyclotron frequency of graphene and a, a† are the standard
annihilation and creation harmonic oscillator operators, defined as
a =
1√
2
(∂ξ + ξ) and a† =
1√
2
(−∂ξ + ξ) (1.41)
Eq. (1.40) admits the solutions
φKn (ξ) =
(
Ψn(ξ)
±Ψn−1(ξ)
)
(1.42)
associated to the eigenenergies en = ±ωc
√
n, where the Ψn(ξ) are the solutions of the
quantum harmonic oscillators already encountered in Eq. (1.33). On the other hand, in
valley K′, where τ = −1, we have
vF
`B
(
0 −∂ξ − ξ
∂ξ − ξ 0
)
φ(ξ) = −ωc
(
0 a
a† 0
)
φ(ξ) = eφ(ξ) (1.43)
Eq. (1.43) admits the solutions
φK
′
n (ξ) =
(
Ψn−1(ξ)
∓Ψn(ξ)
)
(1.44)
associated to the eigenenergies en = ±ωc
√
n. The Landau levels at the opposite Dirac
points K and K′ have exactly the same spectrum and hence each Landau level is doubly
degenerate. Considering the spin degeneracy as well, the total degeneracy of each LL is
4. Notice also that the cyclotron frequency, that sets the scale of the separation between
LLs, is now proportional to
√
B in contrast with the nonrelativistic problem where the
cyclotron energy is linear in B, compare Fig. 2.3a with Fig. 1.3a. This implies that the
energy scale associated with the Dirac fermions is rather different from the one found
in ordinary 2DEGs, and it can be up to two orders of magnitude larger than the latter
for fields of the order of ≈ 10 T. The √n dependence of the LLs dispersion relation has
two important consequences: (i) LLs in graphene are not evenly spaced as they are in
standard 2DEGs; (ii) a LL of zero energy associated with n = 0 exists. This last property,
together with the additional valley degeneracy characteristic of graphene, is responsible
for the non conventional sequence of plateaus of the transverse conductivity in the QHE
regime
σxy = ±4eh
(
n +
1
2
)
n = 0, 1, 2... (1.45)
shown in Fig. 2.3b, where we notice in particular the absence of a plateau at n = 0. The
eigenfunctions for the anomalous ‘zero’ Landau level (ZLL) are
φK0 (ξ) =
(
Ψ0(ξ)
0
)
(1.46)
in valley K and
φK
′
0 (ξ) =
(
0
Ψ0(ξ)
)
(1.47)
in valley K′. This result is crucial. It entails that the ZLL at each valley is completely
sublattice polarized, and that the sublattice polarization at different valleys is opposite.
As we will see in the third chapter, the valley-sublattice locking of the ZLL together with
its fourfold degeneracy allow for interactions to split it nontrivially at high magnetic
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(a) (b)
FIGURE 1.4: (a) Dispersion of the first seven Landau levels (n ∈ [−3 : 3]) of graphene as a function
of the magnetic field. (b) Hall conductance σxy as a function of the filling factor ν for monolayer
graphene.
fields, with appealing consequences.
1.3 Organization of the thesis
The thesis is organized as follows.
In the second chapter we investigate the Hall response that non-coplanar spin struc-
tures are able to induce in graphene via proximization of the latter with a magnetic in-
sulating system. In particular, by calculating the Hall conductance of a graphene flake
placed on top of a magnetic material, we demonstrate that this device can be a powerful
detector of skyrmions, using as a working principle the anomalous Hall effect produced
by the exchange interaction of the graphene electrons with the noncoplanar magnetiza-
tion of these objects. The tool employed to calculate the conductance of a multiterminal
graphene quantum dot is that of Landauer-Buttiker formalism for quantum transport
on the lattice [88]. We show that for realistic exchange interactions a single skyrmion
yields Hall voltages well within reach of the experimental state of the art, and fairly
stronger than those that standard 2DEGs would develop in an analogous configuration.
This result is quite robust against a number of contingent effects that may condition the
measurement, among which the presence of random disorder in a dirty sample and the
periodic potential associated with the mismatch between the graphene sample and the
insulator underneath.
In the third chapter we study the possibility of stabilising a quantum spin Hall phase
in twisted graphene bilayer in the QH regime. Previous proposals to engineer such a
phase in graphene rested on either the intrinsic spin-orbit coupling of graphene [6] or on
interaction-induced broken-symmetry states of graphene monolayers in the presence of a
large Zeeman field [89]. However, the SOC strength in graphene is quite weak so that the
expected QSH gap is inadequately small for any practical purpose [7,90]. On the other
hand, the excessively strong Zeeman fields needed for the second implementation are
incompatible with the realistic objective of engineering Majorana physics in graphene by
proximity to a superconductor. The alternative set-up that we put forward, by contrast,
doesn’t rest on either of these two interactions, with the QSH phase being induced in-
stead by a combination of electronic interactions and gating. We notice that the proposed
phase is fundamentally different from the one extensively described in section 1.2 since
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in the present system TR symmetry is broken by the presence of a magnetic field. We an-
alyze how magnetic flux, electric field, interlayer rotation angle and interactions, treated
at a mean field level, combine to produce the targeted QSH phase. We compare our re-
sults with an experimental realization of this very scheme [91] and find, in particular,
that purely local electronic interactions are not sufficient to account for the experimental
observations, which demand at least nearest-neighbour interactions to be included.
In the fourth chapter we consider a 2DEG in the QH regime in the presence of a
Zeeman field, with the Fermi level tuned to filling factor ν = 1. We show that, in the
presence of spin-orbit coupling, contacting the 2DEG with a narrow strip of an s-wave
superconductor produces a topological superconducting gap along the contact as a re-
sult of crossed Andreev reflection processes across the strip. Remarkably, the sign of this
topological gap is found to depend periodically on the ratio between the strip width and
the Fermi wavelength. An interface between two halves of a long strip with topological
gaps of opposite sign implements a novel kind of pi junction, hosting a pair of Majo-
rana zero modes that do not split despite their overlap. We show that this junction is
robust and less sensitive to small perturbations if compared with standard Josephson pi
junctions. We finally propose that such a finding can be exploited to perform protected
non-Abelian tunnel-braid operations [92] that generalize standard braiding of Majorana
bound states. The superiority of executing this kind of operations in the proposed plat-
form is that they do not require any fine tuning of the parameters.
In the fifth chapter we use group theoretical arguments for classifying Bloch bands
and electronic operators relevant for the low-energy dispersion of 2D TMDCs at the in-
equivalent corners of the BZ, where we choose to triple the unit cell in such a way that
the valleys become equivalent and can be treated on equal footing. A k · p theory-based
approach then allows us to derive a low-energy effective Hamiltonian for describing the
lowest conduction and valence bands. This model captures several important features,
namely the trigonal warping of the bands, electron-hole symmetry breaking, and the ap-
pearence of a quadratically dispersing mass term. Starting from this model, we deduce
the most general form of disorder potential that break all the symmetries of the system
with the exception of time reversal.
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Chapter 2
Electrical detection of skyrmions in
graphene devices
2.1 Introduction
The interest in magnetic skyrmions, noncoplanar spin textures endowed with nontriv-
ial real-space topolgical features, has witnessed a momentous increase in recent years
owing to the improved ability to experimentally detect and manipulate them [93–95].
Skyrmions are predicted to occur in noncentrosymmetric magnetic crystals with chi-
ral interactions, and they have been observed forming lattices in a variety of materi-
als ranging from metallic and semiconducting [96–100] to insulating such as the chiral-
lattice magnet Cu2OSeO3 [101–104] and the scandium-doped hexagonal barium ferrite
BaFe12−x−0.05ScxMg0.05O19 with x = 0.16 [105]. To date, they are detected by means of
neutron scattering [96], tunneling electron microscopy (TEM) [97] and even individually,
with atomic scale resolution, by means of spin-polarized scanning tunneling microscopy
(SP-STM) [93,106,107] and atomic size sensors [108].
A variety of interactions can assist noncollinear arrangements, and sometimes more
than one contribute simultaneously [83]. These include: (i) long-ranged magnetic dipo-
lar interactions [109,110]; (ii) the relativistic Dzyaloshinskii-Moryia interaction [111,112]
in non-centrosymmetic magnets; (iii) frustrated exchange interactions [113] or (iv) four-
spin exchange interactions [107], and the size of an individual skyrmion can range from
1 nm to 1 µm depending on which specific mechanism is involved. The common phys-
ical phenomenon underlying all of these interactions is the competition felt by the spins
between aligning with their neighbors and being perpendicular to them, which favors
chiral ordering. In most cases, this happens in systems where inversion symmetry break-
ing combined with spin-active interactions stabilize a frustration-induced spin spiral (or
helical) ground state at zero field. A skyrmion lattice phase is then favored as a result
of applying a magnetic field, since, in contrast to the spin spiral state which is magnet-
ically compensated, the skyrmion lattice exhibits a net magnetization and is, therefore,
favored by the Zeeman energy [83]. By further increasing the magnetic field, the paral-
lel alignment of the magnetic moments becomes energetically more and more favorable,
until the skyrmion phase is eventually saturated to a conventional ferromagnetic phase
[83,93,98]. It is therefore the competition between the energy scales set by the external
field and the internal spin degrees of freedom what controls the phase space of these sys-
tems, and specifically the extension (and therefore the stability) of the skyrmionic phase,
that is attained for only a finite range of external fields and temperatures. An example of
the transition through these phases can be nicely observed in Fig. 2.2a, where a sequence
of SP-STM images of a PbFe bilayer on Ir(111) is shown as the magnetic field is ramped
up [93], and in Fig. 2.1a, that shows a series of Lorentz TEM images of a thin film of FeGe
as a function of both the magnetic field and the temperature [98]. Moreover, in thin films
the physics described above acquires an additional twist since the skyrmion lattice phase
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FIGURE 2.1: External magnetic field and temperature dependence of the skyrmion lattice in FeGe.
(a) to (d) Changes in the lateral magnetization distribution under magnetic fields applied normal
to the sample plane at a temperature T = 260 K. (e) to (h) Temperature dependence of the mag-
netic domain configuration (under-focused Lorentz transmission electron microscopy images) at
a constant magnetic field of B = 0.1 T. (i) Thin-plate thickness dependence of the phase dia-
grams in the (T, B) plane. H, SkX and FM stand for the helical, skyrmion lattice and ferromag-
netic phases, respectively. The colour bar indicates the skyrmion density per square micrometre.
[Adapted with permission from Ref. [98]]
space has been demonstrated to increase as the thickness of the sample is decreased [98].
This behaviour is shown in Fig. 2.1b, where the phase diagram of FeGe thin films is
shown at room temperature and for different thicknesses. As the sequence evidences, for
thickesses. 35 nm the skyrmionic phase extends over a fairly wide window in the (T, B)
plane, demonstrating the stabilization of a robust skyrmion lattice. These compounds
are especially appealing as the diameter of the skyrmions can exceed the film thickness,
which may be favorable for controlled skyrmion manipulation by surface techniques. At
the ultimate limit, a single atomic layer of Fe on Ir(111) exhibits a skyrmion lattice even
in the absence of an external field [93,107].
The topological nature of skyrmions combined with their particle-like nature and
high insensitivity to roughness has motivated proposals to use them as elementary units
to store classical digital information [114–116], inspired by the magnetic domain-wall
racetrack memories [117]. Such a perspective has become increasingly attractive since
the possibility of manipulating two-dimensional magnetic lattices by creating and de-
stroying individual skyrmions by means of spin-polarized currents in STM devices has
been experimentally proved [95] in an ultrathin film of a PbFe bilayer on Ir(111). This is
shown with vivid clarity in Fig. 2.2b, where the sequence of the individual writing and
deleting processes at four atomic defects is framed in a series of constant-current images.
The above possibility, along with the finding [114,118] of skyrmion motion driven by
ultralow current densities on the order of 10−6 A m−2, considerably smaller than those
needed for domain-wall motion in ferromagnets, makes skyrmions potentially optimal
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(a) (b)
FIGURE 2.2: PbFe bilayer on Ir(111). (a) (A)-(C) Perspective sketches of different magnetic phases
as the external field B is ramped up. (D) Overview SP-STM image of the sample at B = 0 T.
(E)-(G) PdFe bilayer at different finite magnetic fields (magnetically out-of-plane sensitive tip).
(E) Coexistence of spin spiral and skyrmion phase. (F) Pure skyrmion phase. (G) Ferromagnetic
phase. (b) Creation and annihilation of single skyrmions. (A) Constant current image of a sample
region with four defects, each hosting a skyrmion marked by a circle (magnetically in-plane sen-
sitive tip). (B)-(E) Sequence of difference SP-STM images showing the selective erasing of all four
skyrmions using local voltage sweeps. (F) The sample area without skyrmions (constant-current
image) and (G) to (J) their successive rewriting (difference images). (K) Schematic spin configu-
ration. Note that the asymmetric appearance of the skyrmions results from a canted SP-STM tip
magnetization. [Adapted with permission from Ref. [93]]
candidates for the next generation of magnetoelectronic readout devices.
Because of their real-space nontrivial topology, skyrmions are able to give rise to
anomalous Hall currents of intrinsic nature in the magnetic conductors that host them,
what has been shown to be ascribable to an emergent gauge field that couples with the
electrons’ spins [82,83,119–121]. Applying external currents to skyrmionic systems can
also induce the so-called skyrmion Hall effect, in which skyrmions drift through the ma-
terial hosting them with a transverse velocity component arising from current-induced
spin-orbit torque effects, much alike charged particles in the conventional Hall effect
[83,122–124]. Interestingly, the experimental demonstration of this possibility, remained
elusive for years, has been recently reported [125,126].
While many theoretical works on this topic are mainly concerned with skyrmion
transportation and related effects [116,122,124], here we concentrate on the low current
regime where the skyrmions stay frozen (below the critical or depinning current that is
able to drag them), and suggest that their topology can be instrumental to their very de-
tection, by using as a working principle the anomalous Hall current that they are able
to induce in the itinerant electrons to whose spins they couple [83,127]. Specifically, we
put forward the idea that this can be done in an exceptionally efficient way by coupling
graphene Hall probes to magnetic systems. Indeed, we believe that graphene unique
properties are ideal to implement such a device. First of all, being atomically thin max-
imizes proximity effects, making it an optimal material to grow on top of magnetic ma-
terials. To give a concrete example, the possibility of growing a graphene flake on top
of a single atomic layer of Fe on a Ir(111) substrate (a system known to host a skyrmion
lattice) has recently been demonstrated [80,94]. The controlled manipulation of the mag-
netic state of the hybrid graphene/Fe/Ir(111) islands (represented by red/green/grey
areas) achieved in Ref. [94] is shown in Fig. 2.3. Furthermore, the fabrication of high-
quality graphene electronic devices both at the micron and nanometer scale is absolutely
well established [128–130] and its use as a magnetic sensor for magnetic adsorbates has
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FIGURE 2.3: (a) Pseudo-three-dimensional representation of graphene islands in a monolayer of
Fe on Ir(111): the skyrmion lattice is depicted in light grey, whereas graphene/Fe/Ir islands (Gr-
FM units) are shown in green-red-grey. The magnetization directions (parallel or antiparallel,
indicated respectively as ↑↑ and ↓↑) of two representative Gr-FM units with respect to the tip’s
magnetization direction (black arrows) are indicated by green and red arrows, respectively. (b),
(c) SP-STM images of a Gr-FM unit in the ↓↑ and the ↑↑ states, respectively. (d) Change in magne-
tization visualized in a difference image: blue/red areas indicate a switch of magnetization from
↓↑/↑↑ to ↑↑/↓↑. [Adapted with permission from Ref. [94]]
been already tested experimentally [131,132] and studied theoretically [133]. Last but
not least, it has been theoretically demonstrated [79] that coupling the Dirac electrons of
graphene with a skyrmion lattice drives graphene into a quantum anomalous Hall phase
characterized by a Chern number C = 2N for N = ±1 already at very weak couplings,
whereas in standard 2DEGs one has to go the strong coupling regime in order to attain an
analogue phase [80,83,134]. All this hints at graphene as a material very sensitive to mag-
netic stimulii, able to generate estremely high responses if compared to non-relativistic
materials. To prove our point, we compute the skewness of the scattering and the associ-
ated Hall signal induced in a graphene island coupled to a single skyrmion in a multi ter-
minal geometry by making use of Landauer’s formalism for conductance [88]. We study
the magnitude of the effect as a function of the exchange interaction, skyrmion size, and
device dimensions, as well as comparing it with the one that would be generated in a
2DEG under comparable circumstances [127].
The chapter is organized as follows. In the second section we introduce the math-
ematical properties of skyrmions and then we briefly review the possible mechanisms
generating the anomalous Hall effect. In the third section we approach the problem ana-
lytically by discussing the 2D Dirac equation in the continuum coupled to a nonuniform
spin texture and, performing a standard rotation in spin space, we unveil two types of
influence on the Dirac electrons. In the fourth section we introduce the Landauer’s for-
malism tool employed throughout the rest of the chapter to study the conductance in
a multiterminal Hall bar geometry and describe the setup of the proposed Hall experi-
ment. Finally, in the fifth section, we discuss the results obtained by applying Landauer’s
formula to a graphene flake coupled to a single skyrmion, characterizing the Hall con-
ductance as a function of several parameters and comparing the effectiveness of graphene
with that of a standard two-dimensional electron gas. Also, in this section we contrast
the ideal case of a perfectly clean sample working in the balistic limit with a more real-
istic situation where a variety of deviations from ideality are taken into account, namely
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FIGURE 2.4: Planar and spherical representation of two skyrmions corresponding to the same
winding number N = −1 and different helicities γ = 0,pi/2.
the role of disorder, the effect of a periodic moiré potential induced by a mismatched
substrate, and the possibility of non-local exchange interactions.
2.2 Theoretical background
2.2.1 Mathematical properties of skyrmions
Mathematically, skyrmions are 2D topological objects that can be characterized by an
index, the winding number N, defined as
N =
1
4pi
∫
S
n(x, y) ·
(
∂n(x, y)
∂x
× ∂n(x, y)
∂y
)
dx dy (2.1)
where n(x, y) : R2 → R3 is a map from the 2D real space manifold to the unit sphere
S2 describing a classical unitary magnetization field, and the two-dimensional integral is
performed over the overall area S occupied by the skyrmion [83]. The winding number
N (also called topological charge) is an integer that counts how many times the spin
configuration n(x, y) wraps around the unit sphere S2. The configurations described by
the field n(x, y) can be classified according to their winding number: configurations that
can be smoothly deformed into each other have the same topological charge N, whereas
those that need an abrupt or discontinuous change to go from one to the other belong
to topological classes characterized by different winding numbers. This is the same as
saying that this parameter cannot be changed by local fluctuations, since it is a global
property, whereas the latter are purely local, and in this sense systems characterized by
an integer value of N are said to be topologically protected phases of matter.
A skyrmion is characterized by exhibiting an integer nonzero N. To mathematically
define it, one can express the magnetization field n(x, y) as a mapping from the polar
plane coordinates r = (r, φ) to the unit sphere coordinates (Φ,Θ),
n(r) = (cosΦ(φ) sinΘ(r), sinΦ(φ) sinΘ(r), cosΘ(r)) (2.2)
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provided the spin configuration at r = ∞ is φ-independent so that it can be mapped to a
single point on the sphere. The integral in Eq. (2.1) can be then calculated by making use
of the following transformation rules
∂x = cos φ∂r − 1r sin φ∂φ ∂y = sin φ∂r +
1
r
cos φ∂φ (2.3)
and by evaluating the vector product, that yields
∂n
∂x
× ∂n
∂y
=
∂rΘ∂φΦ
r
sinΘ (cosΦ sinΘ, sinΦ sinΘ, cosΘ) (2.4)
so that, finally,
1
4pi
∫
S
n ·
(
∂n
∂x
× ∂n
∂y
)
dx dy =
1
4pi
∫ ∞
0
dr sinΘ∂rΘ
∫ 2pi
0
dφ∂φΦ =
1
4pi
[Φ(2pi)−Φ(0)] [cosΘ(0)− cosΘ(∞)] (2.5)
Since Φ(φ) must be a single-valued function of φ, the difference Φ(2pi) − Φ(0) is an
integer multiple of 2pi,
Φ(2pi)−Φ(0) = 2piν (2.6)
On the other hand, the second factor within square brackets in Eq. (2.5) can only be
nonzero if Θ(0) 6= Θ(∞). Specifically, it will be equal to ±2 if
cosΘ(0) = − cosΘ(∞) (2.7)
In fact, in this case
N =
1
4pi
∫
S
n ·
(
∂n
∂x
× ∂n
∂y
)
dx dy =
1
4pi
× (2piν)× (±2) = ±ν (2.8)
Condition (2.7) is satisfied if Θ(0) = 0 and Θ(∞) = pi or viceversa. This means that a
necessary condition for the winding number to be a finite integer is that the spin polar-
izations picked up at r = 0 and r = ∞ must be out of plane and antiparallel. For the
mapping described above we adopt the following model [83]
Φ(φ) = Nφ+ γ (2.9)
where N is the winding number and γ is a phase called helicity that can be gauged away
by rotation around the z axis, and
Θ(r) =

pi for r = 0
f (r) = pi (1− r/R) for 0 < r ≤ R
0 for r > R
(2.10)
where f (r) = pi (1− r/R) is a function of the radial coordinate that describes a smooth
radial profile inside of the skyrmion radius R. Such a texture describes a magnetic config-
uration where the spins are all aligned perpendicular to the film plane with the exception
of those comprised within the radius R that progressively align along the antiparallel di-
rection, which is picked up exactly at r = 0. Two typical skyrmion configurations can
be seen in Fig. 2.4, both in a planar configuration (bottom line) and wrapped around
2.2. Theoretical background 25
(a) (b)
FIGURE 2.5: (a) The Hall effect in Ni. At temperatures T & 400◦ (paramagnetic phase), the Hall
response varies linearly with the field, as expected from the standard Hall effect. At temperatures
T . 400◦ C the curves saturate as a function of the field, indicating the presence of an anomalous
component in the Hall response. [Data from Ref. [136]] [Figure adapted with permission from
Ref. [137]] (b) Schematics of the current deflection experienced by a particle surfing a magnetic
skyrmion.
a sphere (top line) to make the mapping described by Eq. (4.44) more evident, corre-
sponding both to a winding number N = −1 and to helicities respectively of γ = 0 and
γ = pi/2. In the following we will forget about the helicity and set γ = 0 since, be-
ing a gauge-dependent quantity, it has no physical meaning and therefore no physically
observable effects.
2.2.2 The anomalous Hall effect
The so-called anomalous Hall effect (AHE) refers to the onset of large Hall currents in
magnetic systems without the need of an applied magnetic field [82]. It was first de-
tected as an additional, or ‘anomalous’, component in the Hall conductance summing
up to the standard Hall response when a planar ferromagnetic conductor in spite of a
nonmagnetic material is subject to an external magnetic field [135]. As seen in the in-
troductory chapter of the thesis, the conventional Hall effect refers to the emergence of
a voltage tranverse to an applied electric field in the presence of a perpendicular mag-
netic field [87]. This effect was discovered in 1879 by Edwin Hall who, already at the
time, noticed that the tranverse response generated by magnetic materials was signif-
icantly higher than in nonmagnetic compounds. Remarkably, the dependence of this
response on the external field is qualitatively different for the two kinds of compounds.
An example of this behaviour can be seen in Fig. 2.5a, where the Hall voltage of nichel
is plotted as a function of the magnetic field at different temperatures. It is clear that
the standard linear dispersion is obtained only at very high temperatures (T & 400◦ C),
when the system is paramagnetic, whereas at lower temperatures (T . 400◦ C), when
the system is a ferromagnetic phase, the curves saturate as a function of the field. While
this phenomenon remained largely uncomprehended for roughly a century, nowadays
considerable progresses have been made and light has been shed on the phenomenon
to a great extent. Surveying the present understanding of the AHE, we can group the
sources of the anomalous Hall currents into three broad classes: (i) skew-scattering con-
tribution; (ii) side-jump contribution; (iii) intrinsic contribution. As for the definition of
these three contributions, on which there is somewhat of a discrepancy in the literature,
we refer to the quite comprehensive review presented in Ref. [82]. The skew-scattering
mechanism (i) yields a Hall conductance σxy = σH that is proportional to the quasiparticle
transport lifetime τ, and it can be ascribed to the chiral features of the disorder-induced
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scattering off defects in spin-orbit coupled ferromagnets. It is therefore related to scatter-
ing, and the associated Hall resistance ρH is proportional to the longitudinal resistivity
ρH ∼ ρ. The other two contributions (ii) and (iii) are both scattering-independent, and
therefore the Hall conductivity does not depend on τ. Accordingly, the Hall resistivity
is proportional to the square of the longitudinal resistivity, ρH ∼ ρ2 [82]. Notice that it
is this qualitative behaviour that allows discriminating between the possible causes of
the observed anomalous response: the skew scattering dominates in very clean samples
(since τ can be very large in this case), whereas the remnant mechanisms are expected
to become important in dirty samples and at high temperatures. Among them, the side-
jump mechanism is merely identified as the contribution to the scattering-independent
Hall response that remains once the intrinsic contribution, for which a well-established
predictive theory exists, is subtracted to it. This intrinsic contribution is the one that we
have referred to in the introduction to the thesis when discussing topological features of
crystalline solids. Like all the topological properties that we have covered therein, the
intrinsic contribution to the anomalous Hall effect is dependent only on the Bloch eigen-
functions of the system, that in turn give information on the Berry phase and the Berry
curvature [70,82]. In a nutshell, the intrinsic anomalous Hall response is the result of the
onset of a finite anomalous component in the electrons group velocity that is proportional
to the Berry curvature of the bands, allowed to be nonzero in magnetic systems due to TR
symmetry breaking. However, notice that the presence of magnetic ordering alone is not
sufficient to induce a nontrivial reciprocal-space topology since it only couples with the
spin degrees of freedom and not with the orbital ones. It therefore needs to be comple-
mented with a spin-orbit interaction that, by locking the spin to the momentum, is able
to effectively give rise to a nonzero Berry curvature in the Brillouin zone.
However, ferromagnetic compounds with spin-orbit interactions are not the only can-
didates for developing an intrinsic anomalous response. Indeed, as has been established
both theoretically [82,83,119–121,138,139] and experimentally, an akin physics takes place
in non-coplanar spin-structures with associated spin-chirality and real-space Berry cur-
vature such as magnetic skyrmions, as sketched in Fig. 2.5b. In standard 2DEGs, it
has been shown that the noncoplanarity of the spins entails the formation of a solid an-
gle which can be described by a gauge field [82,83,119–121]. This gauge field, in turn,
produces an emergent electromagnetic field (EEMF) that, when the spin structure is cou-
pled with the conduction electrons, acts as an effective field allowing an anomalous kind
of Hall effect to take place. In the following section we show that an analogous phe-
nomenology, although with a number of key differences, holds for the relativistic-like
carriers of graphene when the latter is coupled to a skyrmion. In spite of the unalike
details, the topologically nontrivial character of the coupled 2D system-skyrmion Hamil-
tonian is a common feature of both Schrodinger and Dirac electrons, stemming directly
from the real-space topological properties of skyrmions.
2.3 Continuum approach
In this section we describe graphene electrons interacting with a noncoplanar magneti-
zation field n, as given by Eq. (4.44), using a 2D Dirac Hamiltonian:
H = H0 + Hex = −ivF
(
τ∂xσx + ∂yσy
)
+ Jn · s (2.11)
with s = (sx, sy, sz) the vector of Pauli matrices acting in spin space and σ = (σx, σy, σz)
the vector of Pauli matrices acting in pseudospin (or, equivalently, sublattice) space. Fol-
lowing the procedure introduced in previous works [80,83,140,141], we perform a ro-
tation of the Hamiltonian so that in every point of space the spin quantization axis is
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FIGURE 2.6: Mapping of a honeycomb lattice characterized by real hopping and with a double-
exchange interaction with a noncoplanar magnetic texture to one with spatially uniform mag-
netization field and with a complex hopping function mimicking the coexistence of spin-orbit
coupling with a vector gauge field.
chosen along the direction of the spin texture n. As a result, the representation of the
exchange term is diagonal in the rotated frame, but the Dirac Hamiltonian acquires new
terms that encode the influence of the exchange interaction of the Dirac electrons with
the noncoplanar field. This analytic model does not account for possible lattice mismatch
effects between the graphene sample and the magnetic substrate, which could be respon-
sible for valley mixing and/or coupling strenght renormalization [79]. In fact, the model
is intended to qualitatively isolate the individual physical effects that sum up to give
an anomalous response rather than providing an exhaustive description of the scatter-
ing problem. Microscopic effects at the lattice level will be included in the numerical
tight-binding approach that is the focus of the next sections. The unitary matrix R that
performs the above-mentioned transformation in the basis
ψ = (A ↑, B ↑, A ↓, B ↓)T (2.12)
is
R =

u 0 v 0
0 u 0 v
−v∗ 0 u∗ 0
0 −v∗ 0 u∗
 = ( u v−v∗ u∗
)
σ0 (2.13)
where
u = cos
Θ(r)
2
eiΦ(φ)/2 and v = sin
Θ(r)
2
e−iΦ(φ)/2 (2.14)
The transformed Hamiltonian H → H′ = RHR−1 reads
H′ = vF
[
τσx (px +Ax) + σy
(
py +Ay
)]
+
h¯vF
2
[−τσx (mysx + ∂rΘ cos φsy)+ σy (mxsx − ∂rΘ sin φsy)]+ Jsz (2.15)
with
A = (Ax,Ay) = ∂φΦ2r cosΘ (sin φ,− cos φ) sz (2.16)
and
m = (mx, my) =
∂φΦ
r
sinΘ(cos φ, sin φ) (2.17)
In the rotated frame of reference, the exchange term is manifestly diagonal. Besides, the
Hamiltonian has acquired additional kinetic terms. TheA field acts as a spin-dependent
gauge vector potential that couples with the momenta of the Dirac electrons, whereas the
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remaining two terms resemble a spin-orbit (SO) interaction of the Rashba type [6]. On the
lattice, this corresponds to mapping a system characterized by a noncollinear exchange
field and real hopping to a ferromagnetic system with a purely imaginary hopping mim-
icking the effect of SO coupling plus a complex hopping supported by a gauge field
entering as a Peierls phase, as shown in Fig. 2.6. From the gauge field, one can compute
the effective magnetic field acting on the system as
B = ∇×A = ∂φΦ∂rΘ
2r
sinΘ sz zˆ (2.18)
that, making use of the fact that ∂φΦ = N and of Eq. (2.10), becomes
B =
{ −piN2rR sin [pi (1− rR)] sz zˆ for r ≤ R
0 for r > R
(2.19)
This transformation of the Hamiltonian allows us to interpret the topological content
embedded in the skyrmion texture as a superposition of two effects: (i) the generation of
an effective emergent electromagnetic field (EEMF) described by the gauge potential A;
(ii) the coexistence of ferromagnetic exchange with a Rashba-like spin-orbit interaction,
which, as discussed in subsection 2.2.2, are the fundamental ingredients allowing for the
onset of an anomalous Hall phase [11,82]. Both ingredients are endowed with a topo-
logical character that the skyrmion real-space texture is able to imprint onto the Dirac
electrons and are therefore responsible for generating a Hall response in the system. Ex-
pressions analogous to Eqs. (2.16), (2.18) and (2.19) have been obtained in previous works
in the context of Schrodinger and band electrons [80,83,140,141], with the remarkable dif-
ference that in the strong coupling limit the spin-mixing terms vanish and the problem is
exactly mapped to a spinless one-band system where the electrons’ momenta are coupled
to a vector potential describing an emergent magnetic field. In the case of Dirac electrons,
the spin-mixing term survives at all coupling regimes and the mapping to a pure EEMF
is an incomplete description of the physics taking place in the system. While this picture
provides some physical insight into what happens to graphene Dirac electrons surfing a
skyrmion, it does not provide a straightforward method to compute the Hall response.
This will be the subject of the next sections, where we resort to a tight binding model
that we address numerically, allowing us to evaluate this quantity with a transparent
methodology that we introduce below.
2.4 Tight binding quantum transport approach
In this section we review the quantum transport methodology that we will employ
throughout the rest of the chapter. Notice that we are implicitly assuming that the
substrate material is an insulating skyrmion crystal such as Cu2OSeO3 [102–104] or
BaFe12−x−0.05ScxMg0.05O19, with x = 0.16 [105] in such a way that the current only
flows through graphene. Indeed, if the system hosting the skyrmions was metallic, an
anomalous current would be generated in the magnetic conductor in addition to the one
produced in the graphene flake, and it would be hard if not impossible to disentangle
the different contributions supplied by the two materials.
The graphene electrons are described with the standard tight-binding Hamiltonian
for the honeycomb lattice with one pz orbital per carbon atom [1], plus their exchange
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interaction with the classical magnetization of the skyrmion n:
H = −t ∑
<i,j>,σ
c†iσcjσ + J∑
i
Si · ni (2.20)
Here ni is the classical continuous magnetization texture (4.44) discretized over the
graphene lattice and evaluated at site i and Si = ∑σσ′ c†iσsσσ′ciσ′ is the spin-density
operator associated with the i-th lattice site, with s is the vector whose components are
the Pauli matrices acting in spin space. The < i, j > symbol implies summation over
all nearest neighboring pairs of atoms, and we are assuming that the magnitude of the
magnetization J is uniform over the whole graphene lattice. This Hamiltonian has been
considered before [79] for the case of 2D graphene interacting with a skyrmion lattice.
In contrast, here we consider a graphene device that is coupled with an individual
skyrmion. Notice that at this level we are treating the rather complex interaction of the
graphene carriers with the magnetic moments of the substrate as a purely local exchange
interaction, as well as neglecting the modulation of the on-site potential associated with
the mismatch of the graphene lattice with that of the underlying material. While this is
an approximation of the real problem, later on we will show that both assumptions are
quite reliable as deviations from them do not yield considerable changes in the relevant
results.
2.4.1 Landauer’s formalism for transport
The mathematical framework that we use to study quantum transport is based on Lan-
dauer’s formalism for conductance [88]. Given an experimental setup where a device is
attached to N metallic contacts, Landauer’s multi-terminal technique allows us to com-
pute the transmission amplitude between the m-th and the n-th contact from the relation
Tmn = Tr
(
G†dΓnGdΓm
)
(2.21)
where Gd and G†d are respectively the retarded and advanced Green’s functions of the
device, that is, the Green’s functions of the isolated device corrected by the self-energies
Σm of the N leads
Gd(e) =
[
(e+ iδ) I− Hd −
N
∑
m=1
Σm
]−1
(2.22)
with Hd the Hamiltonian of the isolated device. The Γm’s are antihermitian matrices
associated with the leads’ selfenergies as Γm = i
(
Σm − Σ†m
)
. The leads’ self-energies
incorporate the coupling between the device and the leads as Σm = t†mgmtm, with gm
the surface Green’s function [142] of the m-th lead, and tm the hopping matrix between
the device and the m-th lead. From the knowledge of the transmission amplitudes, the
expression for the total current flowing from the lead m follows straightforwardly:
Im =
e
h ∑n 6=m
+∞∫
−∞
de [ f (e− µm)− f (e− µn)] Tmn(e) (2.23)
with f (e − µ) the Fermi distribution function, so that at zero temperature the previous
expression reduces to
Im =
e
h ∑n 6=m
µm∫
µn
deTmn(e) (2.24)
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FIGURE 2.7: (a) Representative configuration for a direct Hall experiment. A voltage Vx is applied
along x that generates a current Ix along the same direction. A voltage Vy is measured in the
transverse direction. (b) Representative configuration for an ’inverse’ Hall experiment. A voltage
Vx is applied along x that generates a current Iy along the transverse direction. In both cases, the
inputs have been illustrated in red and the outputs in blue.
and for a sufficiently small energy interval µm − µn one can expand the transmission
coefficient Tmn (e) around the Fermi energy eF and stick to zeroth order. By doing so, one
finally finds that the formula for the current flowing from the lead m becomes:
Im =
e
h ∑n 6=m
(µm − µn)Tmn(eF) (2.25)
This equation can be used to derive the Hall response in a given multiterminal device in
two different ways, as we will see in the next subsection. In both cases, the first step of
the calculation is the numerical determination of the transmission coefficients Tmn (eF).
2.4.2 Calculation of the Hall response in a three-terminal geometry
As mentioned, there are two alternative choices to study Hall phenomena in conductors,
namely through a direct or through an inverse procedure.
The typical experimental setup for a direct Hall measurment, schematized in Fig. 2.7a
is one where a voltage difference is generated across an electrical conductor, transverse
to an electric current that is injected in the system. The strength of the Hall response
is measured in terms of a Hall resistance, that is the coefficient relating the generated
voltage with the applied current. In a two-dimensional system, the electrical resistance is
a matrix Rˆ, defined by the matricial relation
V = RˆI or
(
Vx
Vy
)
=
(
Rxx Rxy
Ryx Ryy
)(
Ix
Iy
)
(2.26)
The figure of merit of such an experiment, with reference to Fig. 2.7a, is the Hall resistance
RH = Ryx that directly links the applied current Ix to the generated voltage Vy through
the relation Vy = Ryx Ix when the current along y is zero.
Alternatively, one can go the other way around and design an inverse Hall measure-
ment, that consists in applying a voltage to a conductor and measuring the current gen-
erated in the direction tranverse to that of the applied voltage. In this case the quantity
that measures the Hall response of the system is the electrical conductance Gˆ, defined as
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FIGURE 2.8: Schematics of the three-terminal device setup employed in our calculations for sim-
ulating an inverse Hall measurement with C3 rotational symmetry. A voltage difference Vy = 2V
is applied along the y direction, and a transverse current Ix is generated along x because of the
left-right asymmetry of the transmission from the lead 0 to the leads 1 and 2.
the current response of a system to an applied voltage difference,
I = GˆV or
(
Ix
Iy
)
=
(
Gxx Gxy
Gyx Gyy
)(
Vx
Vy
)
(2.27)
It is easy to see that the two matrices are related by matrix inversion Gˆ = Rˆ−1. The
figure of merit of such an experiment, with reference to Fig. 2.7b, is the Hall conductance
GH = Gxy that directly links the applied voltage Vx to the generated current Iy through
the relation Iy = GyxVx when no tension along y is applied. Of course, in an isotropic
medium, Ryx = Rxy and Gyx = Gxy.
When the methods just described are implemented in an ordinary four-terminal ge-
ometry [127], the resulting relation between the Hall conductance and the transmission
coefficients is far from intuitive. Here, for the sake of simplicity, we consider a three ter-
minal device of the kind shown in Fig. 2.8. The most natural choice in such a setup is to
implement an inverse Hall measurement, were we fix the chemical potentials of the three
electrodes, labeled as 0, 1 and 2, and compute the resulting current. Specifically, we im-
pose that, with reference to Fig. 2.8, V0 = V and V1 = V2 = −V. In this way, the voltage
difference between leads 1 and 2 is automatically set to zero (Vx = 0) whereas the voltage
difference between lead 0 and leads 1,2 is Vy = V0 − V1,2 = 2V. The expression for the
currents flowing from leads 1 and 2 is Ii = 2VT0i, for i = 1, 2, with the transmissions T0i
given by Eq. (2.21). From these expressions it is straightforward to deduce the current
generated along the x direction, that reflects the presence of a transverse force,
Ix = I1 − I2 = 2 e
2V
h
(T01 − T02) (2.28)
whence we can derive the Hall conductance in this geometry by noticing that, from Eq.
(2.27),
Ix = GxxVx + GxyVy = GxyVy = GHVy ⇒ GH = IxVy (2.29)
since, as noticed before, Vx = 0. Finally, we get the Hall conductance in this geometry
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GH =
Ix
Vy
=
e2
h
(T01 − T02) ≡ e
2
h
∆T (2.30)
In the following we choose to present the numerical results for the normalized transmis-
sion imbalance, that is
TH =
∆T
T
≡ T01 − T02
T01 + T02
(2.31)
in order to work with quantities that do not depend on the number of conduction chan-
nels in the device. This three-terminal setup simplifies considerably the analysis of the
numerical results, and also matches the C3 symmetry of the graphene lattice. However, in
a real device, disorder and contact asymmetries might result in additional transmission
imbalances that might obscure the detection of skyrmions. Thus, in real devices a stan-
dard four terminal geometry should be used, given that the principles and magnitude of
the physical effect are expected to be the same.
2.5 Results
In this section, we present the results obtained by calculating the imbalance in the trans-
mission coefficients TH defined in Eq. (2.31) for a graphene quantum dot coupled to
a skyrmion. To match the three-terminal setup proposed in the previous section, the
graphene quantum dot is chosen to have the shape of an equilateral triangle with zigzag
edges. For a better physical insight, we provide an estimate for the equivalent magnetic
field Beq that would give rise to a conventional Hall response of the same magnitude of
that induced by the skyrmion. In order to determine this field, we have performed a cal-
culation of the transmission imbalance TH of a three-terminal triangular device where a
perpendicular magnetic field B⊥ is applied to the transmission region. To include such
field, we retain only the hopping term of Eq. (A.1) where we perform the standard Peierls
substitution t→ t exp
(
−i eh¯
∫ rj
ri
A · dr
)
such that
H = −t ∑
<i,j>,σ
c†iσcjσe
−i eh¯
∫ rj
ri A·dr (2.32)
By calculating the transmission imbalance between left and right lead, one gets a linear
relation TH ≈ 20 B⊥ as shown in Fig. 2.9. The linear relation between B⊥ and TH, in
the absence of a skyrmion, permits to assign an equivalent field Beq to characterize the
transmission imbalance calculated in the presence of a skyrmion at B⊥ = 0.
In the following we consider flakes with areas on the order of ∼ 50 nm2, and
skyrmions with radius on the order of 2-3 nm and, except when explicitly stated other-
wise, winding number N = 1. Also, we are solely interested in realistic [143,144] weak
exchange proximity effects, that do not alter the graphene spectrum substantially, so we
explore coupling constants up to J ∼ 100 meV [144–146]. DFT calculations for graphene
proximitized with EuO [144], BiFeO3 [145] and YIG [146] report exchange splittings
on the order of 37, 70 and 50 meV, placing the range of coupling constants considered
in our work fairly within the current state of the art. In order to simulate standard
metallic contacts we have employed either square leads or graphene hexagonal leads
with armchair edges (cfr Fig. 2.10). Results obtained with different leads geometries are
consistent, and we choose to present curves associated with one or the other geometry
in order to minimize effects associated with the transport properties of the leads or
with resonances due to confinement inside of the central island. We note that as an
anomalous current flows through the graphene dot, the magnetic skyrmion could
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FIGURE 2.9: Normalized transmission imbalance TH = δT/T as a function of an applied perpen-
dicular magnetic field B⊥.
(a) (b)
FIGURE 2.10: Comparison between two types of geometries considered. (a) Graphene triangular
dot with zigzag edges coupled to hexagonal leads with armchair edges. (b) Graphene triangular
dot with zigzag edges coupled to square leads with lattice parameter asq = a/2, with a = 2.46
Åthe lattice parameter of graphene.
undergo a current-driven rebound motion whose dynamics is governed by the Thiele’s
equation [122,125,126]. This can be avoided if the generated currents are sufficiently
low, that is, below the critical depinning current needed to excite skyrmions’ dynamics
[114,118]. However, such a phenomenon is beyond the scope of the present work, and
we refer the reader to the several theoretical and experimental works [115,125,126,147]
that focus on this topic for further details.
2.5.1 Hall response in the ideal case
We start by considering the ideal case where the interaction of the graphene electrons
with the magnetic moments of the substrate is treated as a purely local exchange interac-
tion, and no account is given of the moiré potential associated with the mismatch of the
graphene lattice with that of the underlying material. Computationally, this abridges to
modeling the graphene dot by means of the Hamiltonian of Eq. (A.1) with no additional
terms.
Dirac vs Schrodinger First of all, we investigate the magnitude and behaviour of the
transmission asymmetry TH as a function of the coupling constant J, comparing the re-
sults for Dirac electrons and Schrodinger electrons. Notice that, for semplicity and, more
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FIGURE 2.11: Normalized transmission imbalance TH and equivalent magnetic field Beq as a
function of the coupling constant J; comparison of a Dirac-like (undoped graphene, with the
Fermi level εF close to the Dirac point) and a Schrodinger-like (heavily doped graphene, with εF
much larger than the energy of the Dirac point εD) material for an island with side L = 10.6 nm
and a skyrmion radius R = 2.3 nm. Inset: a log-log representation of TH(J) and Beq(J).
importantly, to avoid introducing additional effects that could mask the difference in-
trinsic to the low-energy dispersions of these two classes of systems, we model Dirac
electrons by means of an half filled honeycomb lattice, with the Fermi energy εF close to
the Dirac point (εF = εD) and Schrodinger electrons with a heavily doped honeycomb
lattice, with the Fermi energy away from the Dirac point (εF  εD). The result is shown
in Fig. 2.11 in both linear and logarithmic scale, for a skyrmion with radius R = 2.3 nm
and a device of linear dimension L = 10.6 nm. The first thing to notice in this plot is that
in the Dirac case, even for small J ' 1 meV, the equivalent field Beq is on the order of 1
Tesla, showing that the anomalous Hall effect is very large. For J < 100 meV the trans-
mission imbalance TH of Dirac electrons exhibits an approximately linear behaviour with
J in contrast with the case of Schrodinger electrons for which TH ∝ J3. For all the values
of J, the Hall response for Dirac electrons is much larger than for Schrodinger electrons,
most notably for the experimentally relevant case of small J, for which the transmission
imbalance is up to 4 orders of magnitude larger. This difference is reduced and eventually
canceled at higher and unrealistic couplings larger than 100 meV. This result allows us to
establish with enough confidence the superiority of graphene for unveiling skyrmionic
phases of matter as opposed to parabolic dispersing standard 2DEGs, likely due to the
enhancement of the anomalous Hall response due to the unconventional relativistic-like
properties of Dirac electrons.
Hall response as a function of the system parameters We now characterize the Hall
conductance of a graphene three terminal device by investigating its dependence on the
system parameters, specifically the transmission energy ε, the skyrmion size R and the
linear size of the graphene island L.
The normalized transmission imbalance TH as a function of the transmission energy
is shown in Fig. 2.12b for L = 15.5 nm, R = 3.4 nm and J = 80 meV. This curve shows a
local maximum at charge neutrality, and two other local maxima of opposite sign at sym-
metric electron/hole dopings, a behaviour resembling graphene coupled to a skyrmion
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FIGURE 2.12: (a) Schematics of the effect on the electronic structure of graphene (in the ther-
modynamic limit) of being proximitized to a skyrmion, where the similarity with the exchange
plus SOC mechanism is stressed. (b) Normalized transmission imbalance TH and equivalent field
Beq of a graphene three terminal device as a function of the transmission energy of the leads ε
for an island of side L = 15.5 nm, a skyrmion radius R = 3.4 nm and for a coupling constant
J = 80 meV. Energies characterized by maximum absolute Berry curvature in the infinite system,
corresponding to avoided crossings in the band structure, are evidenced.
crystal [79]. Such phenomenology can be understood in terms of the modification of the
Dirac cone due to the noncoplanar magnetization field. As we have seen in section 2.3,
the problem can be mapped to one where spatially uniform exchange field and Rashba-
like spin-mixing terms coexist. The first contribution has the effect of splitting spin de-
generacy, whereas the latter favors the opening of small gaps at accidental degeneracy
points, corresponding to avoided band crossings both at the Fermi energy and at addi-
tional points at higher energies (in absolute value) on the order of ±J. This is clearly
visible in Fig. 2.12a. It is well known [82] that avoided crossings play a crucial role in
quantum transport since they act as magnetic monopoles for the Berry curvature in recip-
rocal space, so that the latter is always strongly enhanced near these points. Remarkably,
this enhancement occurs in opposite direction for the upper and lower bands involved
so that when both bands are populated the effect is virtually canceled out. However,
when the crossing is at the Fermi energy so that only one of the two bands is occupied,
a large contribution to the Hall conductance stems from the enhanced Berry curvature.
We therefore interpret the local maxima in the transmission asymmetry TH of our flake
as a function of the transmission energy ε as points where the absolute value of the Berry
curvature is enhanced because of avoided crossings in the associated band structure. Of
course, we cannot strictly speak of band structure in our problem because of the zero-
dimensionality of our system. It is however natural to guess that in the limit of relatively
large flakes, the energy distribution of levels in the dot will resemble more and more
closely the density of the states of an infinite graphene lattice, thus inheriting its physical
properties.
In Fig. 2.13a we show the behaviour of TH as a function of the skyrmion radius R,
keeping the dimension of the device constant and equal to L = 10.6 nm, and J = 80 meV.
We consider the case of small skyrmions with nanometric radius such as those found,
for instance, in systems with frustrated exchange interactions [113]. Two competing ef-
fects are at play as the radius of the skyrmion increases: on the one hand the change in
magnetization as a function of the distance from the skyrmion center becomes smoother,
so that the effective skew scattering is weaker, and on the other the surface where the
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(b)(a)
FIGURE 2.13: Transmission imbalance TH and equivalent field Beq of a graphene three terminal
device as a function of (a) the skyrmion radius R, with fixed flake size of L = 10.6 nm, and (b) the
flake size L, with fixed skyrmion radius of R = 1.4 nm. Both calculations have been performed
for a coupling constant of 80 meV and at the Dirac energy. Insets show log-log representation of
TH and Beq.
skew scattering is nonzero increases. The normalized scattering asymmetry resulting
from our calculations behaves as R4 indicating that the second mechanism is dominant,
and therefore that larger skyrmions yield a stronger Hall signal. The dependence of the
Hall response on the size of the graphene flake L is shown in Fig. 2.13b, for a fixed ra-
dius of R = 1.4 nm and an exchange of J = 80 meV. We see that by increasing the flake
size while keeping the skyrmion radius fixed, the Hall signal decreases as L−1. From
these two results we infer that the Hall conductance behaves as TH(R, L) ∼ R4/L as a
function of the radius and of the linear size of the central island. This scaling reflects the
fact that the Hall response is proportional to the probability that the electrons surf over
the skyrmion, which is manifestly an increasing function of R and a decreasing function
of L. By changing both the radius and the device size by a common factor α, TH scales
as TH(αR, αL) ∼ α3TH(R, L) indicating that the Hall conductance is not scale invariant
under simultaneous rescaling of R and L. A general example of this nonlinear scaling
trend is shown in Fig. 2.14a where a comparison of two systems with L and R scaled by
a common factor is presented.
We also performed a calculation of TH and the equivalent field Beq as a function of the
leads’ energy for different winding numbers N = 1, 2, 3. We see from Fig. 2.14b that the
Hall response is finite, though suppressed at the avoided crossing points as N increases.
This result is interesting since it was demonstrated [79] that for an infinite monolayer of
graphene coupled to a lattice of skyrmions the Chern number is C = 2N for |N| = 1,
and zero otherwise. However, given their higher energy cost, skyrmions characterized
by winding numbers |N| > 1 are quite rare in nature since they have higher energies and
are therefore generally unstable. On the other hand, switching the sign of the winding
number has merely the effect of reversing the sign of the response.
We recall that most systems in the brink of hosting skyrmion lattices need a nonzero
external magnetic flux to drive them into the skyrmionic phase, as they typically exhibit
spiral spin phases at zero magnetic field. This implies that an additional nonzero Hall
contribution is to be expected from the external field that sums up to the one driven by the
skyrmion alone. An effective way to discriminate between the two effects relies on their
different symmetry properties. In fact, while the skyrmionic contribution is electron-hole
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(a) (b)
FIGURE 2.14: (a) Comparison of two calculations of TH and Beq as a function of the leads energy ε
where the radius of the skyrmion and the linear size of the flake are scaled linearly by a common
factor α = 1.25, for J = 80 meV. The legend shows the values of L and R employed for the
calculations. (b) Comparison of two calculations of TH and Beq as a function of the leads energy
ε with L = 15.5 nm, R = 3.4 nm and J = 80 meV, for two different winding numbers, N = 1
(purple curve), N = 2 (red curve) and N = 3 (orange curve).
symmetric (as made clear by Fig. 2.12) and only changes sign by switching the sign of
either J or N, the Hall effect induced by the magnetic field is electron-hole asymmetric as
holes have opposite charge with respect to electrons and thus respond with an opposite
velocity to an applied external field. It is thus the ε → −ε asymmetry of the overall
scattering cross section that allows one to subtract the spurious external contribution and
determine the intrinsic skyrmionic one. We also note that the anomalous Hall response
will be nonzero if other noncoplanar spin textures, that are not skyrmions, are present in
the background material. However, in most systems it is to be expected that the magnetic
configurations that do not make it to the skyrmionic phase are structures that are coplanar
but noncollinear, like spin spirals. These kinds of structures, because of coplanarity, are
not able to generate an anomalous Hall signal. A very clear explanation for this feature
can be found in Ref. [79].
2.5.2 Deviations from ideality
So far we have dealt with an ideal situation where the graphene flake is perfectly clean,
the exchange interaction perfectly local and no account for lattice mismatch driven effects
with the substrate is given. Therefore, in order to provide a more faithful description of
the targeted phenomenon, in this section we explore the effects of realistic perturbations
in the quantum Hall conductance. In particular, we study: (i) scalar disorder (ii) the moiré
potential induced by the substrate, (iii) the renormalization effects on the exchange cou-
pling between the graphene electrons and the substrate, associated with the mismatch
between the two lattices, and (iv) the existence of a nonlocal component of the exchange
interaction. As we will see, all of these results indicate that taking into account devia-
tions from the ideal case does not affect the strength of the anomalous signal in a sizable
manner, thus demonstrating the robustness of the results provided in the previous sub-
section.
Effects of disorder
We first analyze the Hall current degradation brought about by defects or impurities in
the sample. In order to provide a more realistic estimate of the extent to which the Hall
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 W/2
FIGURE 2.15: Panels (a) and (b) show typical realizations of disordered configurations with (a)
and without (b) y → −y symmetry. In panels (c) and (d) we present the associated curves of TH
and Beq as a function of the disorder strength W for fixed values of J = 80 meV, L = 10.6 nm and
R = 2.3 nm. Error bars associated with the standard deviation of the data are shown.
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responses that our results anticipate are robust with respect to this loss of conductance,
we analyze the Hall current degradation brought about by scalar disorder, as could be
ascribed to defects or impurities in the sample. We do so by averaging over N = 50
Anderson disorder configurations in each of which we assign a random scalar on-site
potential Wi ∈ [−W/2 : W/2] to each atom in the quantum dot and tune the parameter
controlling the disorder degree W from 0 to a maximum of ∼ 400 meV, an upper limit
for the energy scale associated with disorder that is consistent with the assumption of
Coulomb long-range scattering [146,148]. The clean limit is recovered for W = 0.
We compare two disorder configurations with different symmetry: one where the dis-
order distribution preserves mirror symmetry with respect to the y axis and one where
the distribution is completely random in the whole sample. A realization of each of these
different disorder profiles is shown in Fig. 2.15a and b. Error bars associated with the
standard deviation of the data are shown for completeness. The resulting TH curves are
shown in Fig. 2.15c and d, where a graphene island of side L = 10.6 nm, a skyrmion
with radius 2.3 nm and an exchange coupling constant J = 80 meV have been consid-
ered. We see that symmetric disorder barely affects the Hall response of the problem,
as it provokes insignificant changes in the normalized transmission imbalance. On the
other hand, a randomly distributed disorder that does not respect y → −y symmetry
affects the conductance more sizeably, yielding variations ∆TH on the order of TH. The
difference is to be attributed to the fact that in the symmetric case the defects simply
act as a fluctuating potential that does not contribute to the asymmetry of the scatter-
ing, whereas in the random case (that is the one natural to expect in a real sample) an
additional transverse conductance driven by the disorder asymmetry rather than by the
skyrmion-induced anomalous Hall effect is generated. However, significant alterations
of the Hall response only take place at relatively high values of the disorder potential on
the order of ∼ 300 meV, whereas for weaker and more reasonable disorder strengths the
change in the conductance is smaller and comparable to the one obtained in the sym-
metric configuration. More in general, as mentioned before, this effect will be naturally
wiped out in a four-terminal measurement where the geometry allows spurious contri-
butions to the conductance to be kept out. We can therefore rely on the results obtained
so far for pristine graphene, as the unavoidable presence of a low concentration of scalar
defects in the actual samples is not expected to be able to turn down the figure of merit
of the problem.
Effects of lattice mismatch
Here, we consider the fact that a substrate with a lattice parameter that differs from that of
graphene will result in a modulation of the local potential felt by the graphene electrons
on a characteristic scale that depends on the lattice parameter of the underlying material.
This could have important consequences for the magnitude of the anomalous response,
since the existence of a moiré pattern could fold the Brillouin zone and generate interval-
ley scattering. In fact, the latter has been found to be detrimental to the observation of
topologically nontrivial phenomena in the case of graphene coupled to a skyrmion lattice
[79]. In this situation, valley mixing has the effect of opening a trivial gap at the Fermi
level with no associated finite Berry curvature. We account for the effect of the potential
modulation by means of the following contribution to the graphene Hamiltonian:
Hm =∑
i
µic†i ci with µi = µ
(
∑
j
e−|ri−Rj|/Λ − η
)
(2.33)
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FIGURE 2.16: Panel (a) displays a specific configuration of the site-dependent potential associated
with the moiré pattern for atr = 1.4a = 3.44, Λ = 0.3a = 0.74 nm, and µmax = 0.04 eV. In panels
(b) and (c) we study the effect of adding the term in Eq. (2.33) to the Hamiltonian in Eq. (A.1).
Specifically, panel (b) shows TH and Beq as functions of µmax for different lattice parameters of
the substrate, and panel (c) shows TH and Beq as functions of atr for different values of µmax. Both
calculations are performed for Λ = 0.5a = 1.23 Å, L = 10.6 nm, R = 2.6 nm, J = 80 meV and
d = 2a.
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FIGURE 2.17: In panel (a) we have substituted Eq. (2.35) to the exchange Hamiltonian employed
in the main text, Eq. (A.1), and calculated TH and Beq as functions of λ for three different values of
atr. In (b) we show the behaviour of TH and Beq as functions of the nonlocal exchange amplitude
J1/J when the Hamiltonian term in Eq. (2.34) is added to Eq. (A.1). All calculations are performed
for L = 10.6 nm, R = 2.6 nm, J = 80 meV, and d = 2a.
where we choose η such that 〈µi〉 = 0 which implies that the charge neutrality point is at
ε = 0. For a fixed µ, the local potential µi varies within the interval µi ∈ [−µmax, µmax],
depending on the value of Λ. Note that the limit Λ→ ∞ corresponds to the pristine case
µi = 0 for every site i. The vectors Rj indicate the positions of the atoms of the magnetic
substrate, that we model as a triangular array [149] with a lattice parameter atr that is
not commensurate with that of graphene, whereas the vectors ri refer to the positions of
the atoms in graphene. The results are shown in Fig. 3.2, where a graphene island of
side L = 10.6 nm, a skyrmion with radius 2.6 nm, an exchange coupling constant J = 80
meV and a distance d = 2a (with a = 2.46 Å the graphene lattice parameter) between the
graphene plane and the substrate have been considered.
In Fig. 3.2b we plot the normalized transmission asymmetry and equivalent magnetic
field as a function of µmax = max (µi) for three different values of the lattice parameter
of the substrate atr and for Λ = 0.5a = 1.23 Å. We observe that even in the presence of
sizable on-site modulations of 0.1 eV, the anomalous Hall signal remains at a magnitude
similar to that of the ideal case. Interestingly, the smaller the lattice parameter of the
substrate, that is, the closer its periodicity is to that of graphene, the ‘sooner’ the ideal
approximation breaks down, meaning that fluctuations in TH appear at lower values of
µmax.
In Fig. 3.2c we report instead the normalized transmission asymmetry as a function
of the lattice parameter of the substrate, for three different values of the potential modu-
lation strength µmax and for Λ = 0.5a = 1.23 Å. We see that the modifications of TH are
negligible throughout the whole range of parameters considered. Again, we see that a
spike-like feature occurs in the proximity of atr = a.
Effects of nonlocal exchange interaction
Here we account for the fact that nonlocal exchange interactions can be present, in addi-
tion to local ones. In order to relax the assumption of purely local exchange, we introduce
a term in the Hamiltonian that mimics the effect of an induced nonlocal exchange inter-
action. From a microscopic point of view, such term can be thought of as arising from
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electrons hopping from a carbon atom to a site in the skyrmion material where the in-
teraction with the localized magnetic moment flips their spin, and then hopping back to
a different carbon atom in graphene. Such phenomena can be accounted for by a spin-
dependent hopping term that we take to be the average between the induced on-site
magnetization of the two sites involved. The nonlocal exchange Hamiltonian thus reads
HJ1 = ∑
<i,j>
Sij · nij (2.34)
where Sij = ∑σσ′ c†iσsσσ′cjσ′ and nij = (ni + nj)/2. In Fig. 2.17b we show the behaviour
of the anomalous response with J1/J for L = 10.6 nm, R = 2.6 nm and J = 80, whence it
appears evident that the signal is left almost unchanged by values of J1 up to J.
Effects of neighbors-averaged exchange
The last effect that we consider accounts for the renormalization of the exchange coupling
constant due to the fact that the exchange exerted by each localized magnetic moment
of the substrate is not contact-like but rather decays exponentially over a distance on
the order of the lattice parameter. Therefore, graphene electrons feel an exchange that
is given by a superposition of the slightly misaligned magnetic moments of its nearest
neighboring atoms in the substrate. In order to account for such an effect, we rewrite the
exchange term of the Hamiltonian as
HJ = J∑
i
Si · 〈ni(λ)〉 (2.35)
with
〈ni(λ)〉 = C∑
i
mje−|ri−Rj|/λ (2.36)
where the vectors Rj indicate once again the positions of the atoms of the substrate, mj
is a unit vector pointing in the direction of the local magnetization on the j-th site of
the substrate, and C is a normalization constant chosen so that max |〈ni〉| = 1. In the
limit where graphene and the substrate are commensurate (if the substrate had also a
honeycomb lattice), and λ → 0, the previous formula would yield 〈ni〉 = mi and we
would recover the contact-like and commensurate limit explored in the main text. On
the contrary, for noncommensurate lattices, the limit λ → 0 would restrain the exchange
only to selected atoms, so that this regime is to be considered nonphysical in the present
model. In any other situation, the previous parametrization yields a local exchange in
graphene that is a local average of the magnetization of the substrate, with the range of
the averaging set by the length scale λ. In the limit λ → ∞, all the sites in graphene
would feel the same exchange coupling, yielding a vanishing Hall response. The result
is shown in Fig. 2.17a as a function of the range of decay λ, for three different values
of atr and for L = 10.6 nm, R = 2.6 nm, J = 80 meV and d = 2a. As is clear from this
plot, TH has a maximum on the order of the one that would be obtained for a contact-like
interaction with a commensurate lattice, that is attained at a small atr-dependent value
of λ, and decays smoothly as λ increases. This behaviour shows that a weighted average
over the magnetic moments of the electrons’ closest neighbors can moderately affect the
anomalous Hall signal. This allows us to anticipate that for reasonable values of λ on
the order of a the transmission asymmetry will be approximately halved with respect to
the one that is expected in the (unrealistic) purely local case. However, a factor of ≈ 2,
though being the most severe effect among those considered in this subsection, is not a
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heavy divergence from the ideal case, so that we consider the local exchange interaction
used through the main text to be a fairly acceptable approximation.
2.6 Conclusions
In this chapter we have presented numerical calculations for transport across triangu-
lar graphene quantum dots coupled to skyrmionic textures and attached to three exter-
nal contacts. We have explored different exchange strengths, island sizes and skyrmion
radiuses, and highlighted the different behaviour of Dirac and Schrodinger electrons.
Finally, we have tested the reliability of our results by comparing the ideal Hall con-
ductance with the one that results from taking into account several deviations from the
faultless configuration of the proposed experiment.
Our results strongly indicate that graphene would be an excellent skyrmion detector
at realistic exchange couplings on the order of ∼ 1-10 meV, exhibiting minimum Hall
conductances GH on the order of 10−5-10−4 G0 for J ≈ 1 meV, R ≈ 2 nm and L ≈ 10 nm,
several orders of magnitude larger than the minimum experimentally detectable conduc-
tance on the order of 10−10 G0 [150,151], and corresponding to an equivalent magnetic
field Beq ≈ 1 T. Our results also show that Schrodinger electrons are less sensitive to the
nontrivial magnetic ordering and respond with a conductance that is several orders of
magnitude smaller than that displayed by Dirac electrons, especially at very weak cou-
pling strengths, that we deem to be more realistic in actual experiments. This suggests
that the underlying physical principle of our proposal, that is the anomalous Hall effect
generated by the real-space topology of skyrmions, is enchanced as a consequence of the
interaction between these noncoplanar spin textures and the ‘unconventional’ carriers of
graphene.
Furthermore, we notice that in our calculations we have considered flakes of the min-
imum experimentally achievable dimensions proximitized with the smallest skyrmions
experimentally detected so far (of the order of nanometers, whereas observation of
skyrmions with radius of up to 100 nm has been reported [97,152]). It is therefore
straightforward to conclude that the scaling argument provided in section 2.5, showing
that the normalized transmission imbalance behaves as TH ∼ R4/L, evidences that our
estimates of Hall conductances merely set a lower bound for the range of values that this
parameter can assume in actual laboratory measurements where sample dimensions and
skyrmion radius can be consistently larger than those considered in this work. Amongst
the realistic sources of noise introduced to assess the faithfulness of our findings, the
most detrimental was found to be the loss of conductance due to averaging over the
misaligned magnetic moments of the electrons’ closest neighbors, able to reduce the Hall
response by a factor of ≈ 2. This indicates that, altogether, none of the effects taken into
consideration is able to significantly turn down the figure of merit of the problem.
In conclusion, we suggest that graphene might be exploited as a preliminary tool to
readout the presence of an individual skyrmion in a magnetic insulator underneath, prior
to resorting to more invasive electron microscopy probes such as SP-STM [93,106,107] or
TEM [97,98], thus establishing the principles of hybrid devices combining graphene Hall
probes and insulating skyrmionic materials [102–104].
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Chapter 3
Quantum Spin Hall Effect in Twisted
Bilayer Graphene
3.1 Introduction
Topologically non-trivial phases of matter have been intensively pursued ever since the
pioneering prediction that protected conducting states were to appear at the edges of
HgTe/CdTe quantum wells, a material with an otherwise insulating bulk [73,153]. This
remarkable feature, observed in 2007 for the first time [74] is associated to a spin-orbit
coupling driven gap inversion occuring in the bulk of the system. During the follow-
ing years many more materials, known as topological insulators, have been theoretically
predicted and/or experimentally shown to host the same phase of matter [75–78].
Stated more rigorously, a topological insulator is a material characterized by an insu-
lating time reversal invariant band structure where strong spin orbit interactions lead to
an inversion of the band gap at an odd number of time reversed pairs of points in the
Brillouin zone. This gap inversion endows the system with a nontrivial topological index
associated with the emergence of conducting states that close the bulk gap at the sur-
face similarly to a two-dimensional electron gas in the quantum Hall regime. However,
whereas the latter is characterized by chiral edge modes that allow one-way transport
around the sample perimeter, topological insulators host helical edge states, i. e. coun-
terpropagating modes composed of oppositely spin polarized Kramers pairs that realize
a so-called quantum spin Hall (QSH) phase [64,71], thus called because its edge states
carry unidirectional spin current. Both types of edge states are protected from disorder-
induced loss of conductance: the former because there are no low energy channels mov-
ing in the opposite direction available for backscattering, and the latter on account of
the protection supplied by time-reversal invariance that prevents non-magnetic impuri-
ties from elastically backscattering a ‘right’ moving edge electron into its ‘left’ moving
Kramers partner (and viceversa). This property underlies the outstanding hallmark of
2D topological insulators of showing a perfectly quantized conductance of G = 2e2/h
in a two-terminal measurement, given that the two opposite edges behave as oppositely
spin-polarized perfectly transmitting wires carrying a quantum of conductance each.
Beyond the fundamental interest intrinsic to topological phases of matter, the per-
fect quantization of the conductance resulting from robustness against disorder is what
makes these systems attractive for many practical implementations. In addition, QSH
phases proximitized with s-wave superconductors have been shown to be ideal hosts
to topological superconductivity [86,154], since the time-reversal paired edge states of
TIs satisfy the two basic requirements for artificially inducing p-wave superconductiv-
ity, namely a finite singlet amplitude and violation of fermion doubling (only possible
at the surface by virtue of the holographic principle). This potential application fueled
further both theoretical and experimental research in the field, motivated by the promise
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held by Majorana anyons to revolutionize the field of quantum computation by beating
decoherence at the hardware level.
Apart from the aforementioned compounds, graphene with intrinsic spin-orbit cou-
pling has been suggested by Kane and Mele in 2005 to host a two-dimensional QSH
phase.[6] This system is a time-reversal invariant realization of two identical copies of
the Haldane model [81], one for each spin polarization. While the proposal of engineer-
ing a QSH phase in a versatile material as graphene is appealing, the intrinsic spin-orbit
coupling of this material is too weak to yield a sizeable gap [7,155]. Ever since, alterna-
tive routes have been pursued for tailoring the properties of graphene into this special
topological phase. Among them, it has been suggested that a pseudo-QSH phase can
be realized in the QH regime by means of a combination of electron-electron interac-
tions (triggered by strong enough magnetic fluxes) and the Zeeman field. This phase,
which manifestly breaks time-reversal symmetry (hence the qualifier ‘pseudo’) because
of the involved magnetic fields, has been demonstrated experimentally in 2014 [89]. This
achievement encourages optimism towards the possibility of realizing graphene-based
Majorana physics [20]. However, the strong in-plane fields required for inducing a sig-
nificant Zeeman splitting of the spectrum (larger than 20 T) are hardly compatible with
superconductivity, which in most systems is suppressed at much smaller magnetic fields.
This limitation calls for futher efforts to look for alternative implementations of QSH
phases in graphene, that involve neither spin-orbit coupling (SOC), that is too weak to
induce significant topological gaps, nor large magnetic fields, that are liable to spoil su-
perconductivity.
In this chapter, we present an alternative implementation that meets the above criteria
and is therefore highly compatible with the targeted objective of implementing topolog-
ical superconductivity in a graphene-based platform. More specifically, we investigate
the conditions under which twisted bilayer graphene (TwBG) in the QH regime can be
driven into a pseudo-QSH phase prompted by the combination of an interlayer bias with
electron-electron interactions. We do so motivated by an experiment performed at MIT
by the group of Prof. Jarillo-Herrero that reports evidence of helical edge states in layer-
biased TwBG under a perpendicular magnetic flux [91].
The reasons for choosing graphene over other candidate systems rest on its well estab-
lished suitability for fabricating highly transparent junctions. More specifically, a signif-
icant degree of transparency has been demonstrated for graphene-superconductor junc-
tions that operate in the ballistic limit [156] in the quantum Hall regime [157], enabling
the use of this material as a particularly appealing platform for Majorana bound states
and potentially more within reach of current lab technologies with respect to alternative
and more challenging implementations involving TIs.
The chapter is organized as follows. In the second section, we review the most rele-
vant aspects of the geometrical and electronic properties of twisted bilayer graphene. In
the third section, we study the features of graphene systems in the quantum Hall regime,
first focusing on the monolayer and then on the twisted bilayer. In both cases, we put an
accent on the regime with interaction-induced broken symmetries and carefully study the
band structure and ground-state ordering at the filling factors corresponding to broken
symmetry states. In the fourth section, we consider the system at charge neutrality when
an electric field that induces an interlayer bias is turned on. This regime, for a specific
range of values of the bias, pushes the system into the targeted pseudo-QSH phase. We
compare our results with those obtained experimentally in Ref. [91] and consequently
adjust our interaction model to fit the measurements therein, which reveals important
information about the range of interactions in the system. Finally, we discuss the order of
magnitude of the QSH gap as a function of the magnetic field and of the twisting angle,
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constrasting it with the competing energy scale set by the broadening of the Landau lev-
els away from the Landau regime, in order to assess the range of parameters where we
expect the examined physics to be relevant.
3.2 Twisted bilayer graphene
Bilayer graphene is a composite structure made of two graphene monolayers displaced
along the z axis by a distance d = 3.35 Å and it exists in three possible stacking ge-
ometries, commonly referred to as the AA, the AB (or Bernal) and the twisted graphene
bilayer [36]. The first two types are highly regular structures where the two monolayers
are either perfectly superimposed on each other (AA) or displaced by the in-plane vector
δ (AB). A twisted bilayer graphene is realized instead when the two monolayers are put
one on top of the other and then rotated by an angle θ around an AB stacking point.
The electronic properties of graphene bilayers are extremely sensitive to the stacking
order [36]. The spectra of the two highly ordered AA and AB confugurations already
exhibit dramatical differences. The AA bilayer has a spectrum that consists of two copies
of the single-layer spectrum, either of which is symmetrically displaced to higher and
lower energies by a energy shift proportional to the interlayer hopping. Because of this,
the AA-stacked graphene bilayer is a metal at zero doping and the Fermi surface is finite.
On the other hand, AB bilayer bands have parabolic dispersion near the two inequivalent
valleys K and K′, and they touch at the Fermi energy [33]. Therefore, the Fermi surface
is pointlike and the system is a semimetal like monolayer graphene. These features are
clearly visible in the spectra for these two differently stacked structures sketched in Fig.
3.1. Twisted bilayer graphene exhibits yet a different spectrum. Given that this system is
the focus of the work presented in this chapter, we devote the whole next subsections to
describe its geometrical and electronic structure in detail.
FIGURE 3.1: Low-energy band structures of pure AB (Bernal) and pure AA stacking bilayers
around one valley. [Adapted with permission from Ref. [158]]
3.2.1 Geometric properties
We take the positions of the atoms of the bottom layer (that we label ‘b’) to be coincident
with the definitions in Eqs. (1.1) and (1.4), that is rAbn,m = rn,m and r
Bb
n,m = rn,m + δ. Then, in
the top layer (that we label ‘t’) the positions are specified by rBtm,n = r′n,m = na′1 + ma
′
2 and
rAtm,n = r′n,m − δ′ where the primitive vectors in Eq. (1.2) are rotated by an angle θ as
a′1,2 = a1,2
(
cos θ ± sin θ√
3
)
± a2,1 2 sin θ√
3
(3.1)
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FIGURE 3.2: STM images of several moiré patterns with different twisting angles θ. The scale bar
is 5 nm. [Adapted with permission from Ref. [159]]
and
δ′ = a0 (cos θ, sin θ) . (3.2)
A twisted graphene bilayer exhibits a pseudo-periodic superstructure made of alternat-
ing dark (AB-like) and light (AA-like) regions that is dubbed moiré pattern. The typical
scale of these patterns is given by the moiré period
`M =
a
2 sin(θ/2)
=
a0
√
3
2 sin(θ/2)
(3.3)
a quantity that increases continuously with decreasing angle as shown in Fig. 3.2. How-
ever, this system is not truly periodic in general and only a finite number of discrete
angles yield perfectly commensurate superlattices, that is, proper structures made of su-
percells repeated over a definite period. In general, a supercell of a commensurate su-
perlattice contains more a number ≥ 1 of moiré cells. The condition for a commensurate
structure to occur is that given a stacking point AbBt placed at the origin, the exact same
stacking takes place somewhere else in the structure. In other words, the positions rAbm,n
and rBtl,k defined above need to coincide for some values of m, n and l, k different from
0. The primitive vectors of commensurate superlattices can be defined in terms of two
indexes m0 and r as
R1 = m0a1 + (m0 + r)a2 (3.4)
R2 = −(m0 + r)a1 + (2m0 + r)a2 (3.5)
if r 6= 3n, with n an integer and
R1 =
(
m0 +
r
3
)
a1 +
r
3
a2 (3.6)
R2 = − r3a1 +
(
m0 +
2r
3
)
a2 (3.7)
if r = 3n. The number of sites in a supercell specified by these vectors is
N =
4
g
(
3m20 + 3m0r + r
2) (3.8)
with g = 1 if r 6= 3n and g = 3 if r = 3n. These two cases are also called odd (r 6= 3n)
and even (r = 3n) according to their symmetry under sublattice exchange: superlattices
with r = 3n are invariant under inversion symmetry, whereas those with r 6= 3n are not.
In both cases, the commensurate twisting angle associated to the integers (m0, r) is given
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by
cos θ =
3m20 + 3m0r + r
2/2
3m20 + 3m0r + r2
(3.9)
For the sake of simplicity, in the rest of the chapter we choose to concentrate on the subset
of commensurate structures spanned by the choice r = 1 and m0 arbitrary, corresponding
to a special case of the structures having odd parity symmetry and a single moiré cell per
unit cell. These are so-called minimal moiré patterns. It can be shown that in the vicinity
of any angle θ belonging to this subset there is an infinite set of commensurate structures
with different m′0 and r′ 6= 1. These structures have larger size supercells, but their moiré
patterns are almost periodic repetitions of the structure with (m0, r = 1) [160]. As a result,
the low-energy Hamiltonian for these structures can be effectively reduced to that of the
structures with r = 1 and m0 an arbitrary integer such that θ(m0, r = 1) ≈ θ(m′0, r′),
thus allowing us to focus on the structures with r = 1 solely. What is peculiar about this
special subset is that the moiré period coincides with the size of the superlattice unit cell
`M = `SC = |R1,2| = a
√
N/2, where N is the number of sites in the elementary unit cell
of the superlattice. For any other choice of (m0, r 6= 1) one has intead that `SC > `M, see
Fig. 3.3a for comparison. For r = 1 a one-to-one mapping exists between the angles θ and
the corresponding integers m0, and in the following we will refer to each commensurate
structure belonging to this subsect interchangeably by means of one or the other label. In
table (3.1) we show how the integer m0 links to the twisting angles θ, supercell sizes `SC
and number of atoms in a unit cell N for m0 ∈ [1 : 8].
m0 θ [◦] `SC [a0] N
1 21.79 4.58 28
2 13.17 7.55 76
3 9.43 10.53 148
4 7.34 13.53 244
5 6.01 16.52 364
6 5.08 19.52 508
7 4.41 22.52 676
8 3.89 25.51 868
TABLE 3.1: Table of the commensurate angles θ (in degrees), supercell sizes `SC (in units of the
Carbon-Carbon distance a0) and number of atoms in a unit cell N corresponding to different
values of m0 ∈ [1 : 8].
The primitive vectors of the reciprocal space for the r = 1 case are
B1 =
(2m0 + 1)b1 + (m0 + 1)b2
3m20 + 3m0 + 1
(3.10)
B2 =
−(m0 + 1)b1 + m0b2
3m20 + 3m0 + 1
(3.11)
with
b1 =
2pi
a0
(
1
3
,− 1√
3
)
and b2 =
2pi
a0
(
1
3
,
1√
3
)
the reciprocal lattice vectors of monolayer graphene. The Brillouin zone is an hexagon
with side Q = |B2 − B1|/3. Given the two corners (or valleys) of the Brillouin zones of
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the two separate layers
Kb =
4pi
3a
(0, 1) = m0B2 +
1
3
(B1 + 2B2) (3.12)
and
Kt =
4pi
3a
(− sin θ, cos θ) = m0B2 + 13 (B2 − B1) (3.13)
it is easy to see that he distance between them ∆K = |Kb − Kt| = 2K sin(θ/2) (where
K = |K| = 4pi/3a) equals the side of the Brillouin zone of the bilayer Q. Likewise,
it is easy to see that the inequivalent valleys of the two layers K′b and K
′
t are equivalent
respectively to Kt and Kb, meaning that they are related through a reciprocal vector of the
superlattice. Therefore, for any commensurate angle, there are two doubly degenerate
non-equivalent Dirac points of the twisted bilayers, the two valleys
K1 =
B1 + 2B2
3
and K2 =
2B1 + B2
3
(3.14)
coinciding respectively with the valleys Kb and K′t and with the valleys K′b and Kt. The
structure of the BZ for the superlattice corresponding to (m0, r) = (1, 1) is shown explic-
itly in Fig. 3.3b.
(m0, r) = (2, 1) : ✓ = 13.2
  (m0, r) = (5, 2) : ✓ = 11  (m0, r) = (3, 1) : ✓ = 9.43 
(a) (b)
FIGURE 3.3: (a) Atomic structures of TwBGs with θ = 13.2◦, θ = 11◦ and θ = 9.43◦. Red and blue
parallelograms correspond to the moiré unit cell and superlattice unit cell, respectively. [Adapted
with permission from Ref. [161]] (b) Geometry of the reciprocal lattice for the twisted bilayer
graphene. The green hexagon near the center shows the Brillouin zone of the twisted bilayer
graphene corresponding to the indexes (m0, r) = (1, 1). The large hexagons show the Brillouin
zones of individual layers: the red dashed hexagon corresponds to the bottom layer and the blue
dot-dashed hexagon to the top layer. Some of the next Brillouin zones of the TwBG are depicted
by black solid hexagons. Notice that in this figure the vectors G1,2 correspond to the vectors B1,2
defined in Eqs. (3.10) and (3.11) of the main text, whereas K(K′) correspond to Kb(K′b) of the
main text, and Kθ(K′θ) correspond to Kt(K
′
t). Notice that the vector ∆K = |Kb −Kt| = |K−Kθ |
coincides with the reciprocal vector of the superlattice. [Adapted with permission from Ref. [162]]
In general the two layers will be not only rotated one with respect to the other, but
also shifted by a distance ρ. In most of the literature, however, this shift is not considered.
Indeed, the authors of Ref. [163] demonstrated that, by constructing an effective Hamil-
tonian in the continuum approximation for twisted bilayer grapehene with a non-zero
shift between the layers, this Hamiltonian coincides with that for ρ = 0 upon a unitary
transformation, therefore the electronic spectrum is independent of the shift. This is be-
cause, in this approximation, the microscopic details of the superlattice are averaged out,
and the effect of a finite ρ is reduced to shifting the whole moiré pattern in space, which
3.2. Twisted bilayer graphene 51
does not affect the spectrum. In the following, we will neglect this shift.
3.2.2 Band structure
Several studies employing either fully numerical calculations (often based on a combi-
nation of density functional theory with tight binding models [161,162,164–168]) or con-
tinuum low-energy approximations [29,160,163] have been performed to unveil the elec-
tronic structure of graphene bilayer systems with rotational stacking faults. Here, we
choose a tight binding model for the pz orbitals of the Carbon atoms that closely follows
the one reported in Ref. [161]. Within this model, the Hamiltonian (that we take to be
spinless for the moment) reads
H0 =∑
ij
c†i tijcj (3.15)
where tij is a 2× 2 matrix in layer space, and the operators ci, c†i are two-dimensional
spinors acting in this space, ci = (cib, cit)T, where c†il creates an electron on the site i of
layer l = b, t. The indexes i, j = 1, ..., N/2 label the in-plane two-dimensional positions
ρi = (xi, yi) of the atoms within each layer. The vector indicating the position of atomic
sites in three-dimensional space is ri = (ρi, z), where z = d/2 if the atom is in the top
layer and z = −d/2 if it is in the bottom layer. The matrix tij reads
tij =
 tbbij tbtij
ttbij t
tt
ij
 (3.16)
where each component tll
′
ij = t
ll′(|ρi − ρj|) indicates the distance and layer dependent
hopping amplitude between site i of layer l and site j of layer l′. The hopping amplitude
tll
′
(ρ) is given by
tll
′
(ρ) = −t (ρ/r)2 e−β(r−a0)/a0 if r ≤ R and l = l′
tll
′
(ρ) = −t (ρ/r)2 e−β(r−a0)/a0 + t1 (d/r)2 e−β(r−d)/a0 if r ≤ R and l 6= l′
tll
′
(ρ) = 0 if r > R
(3.17)
with ρ =
√
x2 + y2 the in-plane distance between two atoms, r =
√
x2 + y2 + z2 the total
distance, d the interlayer distance, β a dimensionless parameter that controls the range of
the hopping function and R a threshold distance beyond which the atoms are decoupled.
The parameters choice that fits best the DFT bands is d = 2.36a0, R = 4a0, t1 = −0.178t
where we take t to be t = −2.7 eV, and β = 3.14.
In Fig. 3.4 we show the band dispersion calculated with this model for an infinite
lattice of twisted bilayer graphene with r = 1 and m0 ranging from 1 to 6 along the
Γ− K1 −M− K2 − Γ path in the Brillouin zone of each different superlattice. Notice that
particle-hole symmetry is broken in these spectra, as a result of the specific modelization
employed that includes hoppings beyond nearest neighboring atoms. Specifically, the
hopping between first and second nearest neighbors within the same sublattice is respon-
sible for this asymmetry. whereas in Fig. 3.5 we depict the unit cells associated to m0
ranging from 1 to 6.
As is clear from the spectra in Fig. 3.4, the low-energy spectrum for the considered
angles consists of two linearly dispersing Dirac cones centered around the two inequiva-
lent valleys K1 and K2, with reference to the definitions given in the previous subsection.
This feature is confirmed by several theoretical studies and, more importantly, by numer-
ous experimental studies exploiting different techniques ranging from STM [159,169,170],
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FIGURE 3.4: Spectra of infinite twisted bilayer graphene systems with m0 ∈ [1 : 6] and r = 1 along
the high symmetry lines Γ− K−M− K′ − Γ. Energies are in units of the hopping t = −2.7 eV.
ARPES [171–173], to Raman [174–177] spectroscopies. However, the Fermi velocity v˜F of
the low-energy excitations in these systems appears to be strongly renormalized as a
function of the twisting angle with respect to that of monolayer graphene vF = 3a0t/2.
This can be appreciated in the plots of Fig. 3.4 in the form of increasingly ‘squeezed’
Dirac cones with a reduced Fermi velocity v˜F as θ is reduced. The analytical and numer-
ical dependence of the Fermi velocity on θ, v˜F = v˜F(θ), was addressed in several works
[160,162,163]. In [29], one of the seminal paper on the topic where a continuum approach
was first used, the following dependence was derived:
v˜F = vF
[
1−
(
3t˜⊥
h¯vF∆K
)2]
(3.18)
where t˜⊥ is the effective interlayer coupling of the low-energy model employed. The
curve associated to this expression is presented in Fig. 3.6a, where a comparison with the
one obtained numerically by exact diagonalization of the secular equation is also shown.
Several approaches that followed [162,163] confirmed that for not too small angles θ & 3◦
the Fermi velocity is very well described by the approximate formula (3.18). However,
a characteristic that was pointed out by several theoretical works [160,166,178] is that
the renormalized Fermi velocity goes to zero for a set of discrete so-called magic angles
smaller than a given critical angle θc, whose exact value is not derivable analytically but
has been estimated to be of the order of θc ≈ 1◦. Specifically, Ref. [160] calculated the
density of states (DOS) for different twist angles. It resulted that when θ > θc , the DOS is
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FIGURE 3.5: Sketch of the unit cells corresponding to r = 1 and m0 ∈ [1 : 6]. Atoms from the
top and bottom layers have been colored in red and purple to distinguish them. Distances are in
units of the Carbon-Carbon distance a0.
zero at the Fermi level and increases linearly at small energies, consistent with the pres-
ence of low-energy Dirac cones. For θ < θc, the DOS at the Fermi level is non-zero and
its value oscillates as a function of the angle. These oscillations were related to a quan-
tization condition of the electrons that for very small angles tend to be confined in the
AA-like regions of moiré systems with large periods [160,178]. Such a behaviour of the
density of states at small twist angles has been confirmed in STS and STM measurements
by L.-J. Yin et al. in Ref. [179].
The strong Fermi velocity renormalization associated to this phenomenology is ac-
companied by the appearence of a van Hove singularity at the M high-symmetry point
for notably lower energies EM  t than in single-layer graphene. The energy at which the
saddle point makes its appearence is itself a decreasing function of the angle, as clearly
visible in both the experimental local density of states curves presented in Fig. 3.6b and
in the calculated spectra of Fig. 3.4. In the framework of the continuum approximation
the energy of the saddle point can be estimated as [29,160,163] as
EM ≈ 2h¯v∗FK sin(θ/2)− 2t˜⊥. (3.19)
In this thesis we are interested in the effectively decoupled regime where the low-
energy spectrum displays two Dirac cones that are far in energy from the saddle point,
similarly to monolayer graphene. Since, as we have seen above, for very small angles
(θ < θc ≈ 1◦) the validity of such a description starts to fail, in the following we stick to
large twisting angles corresponding to small values of the integer m0 < 31 (the integer
corresponding to the first magic angle).
3.3 Theory of the quantum Hall effect in twisted bilayer
graphene
We now study the electronic properties of twisted bilayer graphene in the large angle
regime when an out-of-plane magnetic field is applied to the system to drive it into the
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(a) (b)
FIGURE 3.6: (a) Comparison between the velocity renormalization obtained by perturbation the-
ory in the parameter t˜⊥/h¯vF∆K and given in Eq. (3.18) (red line), and by numerical diagonaliza-
tion of the secular equation (purple line). [Adapted with permission from Ref. [160]] (b) Local
density of states spectra taken on four different moiré patterns. The appearence of a van Hove sin-
gularity at ever decreasing energies with decreasing angles is evident from these plots. [Adapted
with permission from Ref. [159]]
quantum Hall regime. An exhaustive account of the topological properties of two dimen-
sional electron systems in this regime has been given in the introduction, where special
emphasis has been put on the differences between this regime in standard Schroedinger-
like crystals and in monolayer graphene. As for the QH effect in the latter, we have
seen how its distinguishing feature, namely, the anomalous series of its conductance
plauteaus, derives from the relativistic-like nature of its carriers around zero energy.
However, it has also been shown that interactions play an important role in breaking
the degeneracies that affect graphene Landau levels (LLs) as a result of spin and valley
degeneracies. We review the role of interactions in single-layer graphene, concentrating
in particular on their effect on its unique zero Landau level (ZLL). We will cover the most
important theories that have been formulated in past years along with the most impor-
tant experimental results, and finally back-up the discussion with numerical calculations
performed within a standard tight binding description of the pi orbital of carbons, with
the addition of electron-electron interactions treated at the mean field level. We then pro-
ceed to tackle the more complicated issue of the properties of twisted bilayer graphene in
this regime. Again, we will review the most relevant works on the topic, and present the
results obtained by adding electron-electron interactions treated at the mean field level.
3.3.1 Quantum Hall effect in monolayer graphene
General theory
As already seen, both the sequence of Hall plateaus in the conductance and the degen-
eracy of the Landau levels are unconventional in graphene. In fact, due to its relativistic
dispersion at low energies, this system exhibits a sequence of Landau levels at energies
En = sign(n)
√
|n|h¯ωc = sign(n)
√
2|n|h¯v2FeB (3.20)
where we have defined the cyclotron frequency as ωc =
√
2vF/`B, in which `B =
√
h¯/eB
is the magnetic length. This is to be compared with the energies of Landau levels in
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standard 2DEGs:
E2DEGn = h¯ωc
(
n +
1
2
)
(3.21)
with ωc = eB/m. The energies (3.20) imply the existence of a field-independent Lan-
dau level at zero energy corresponding to n = 0. This level, also called zero Landau
level (ZLL), is responsible for altering the plateaus sequence with respect to conventional
2DEGs, where now plateaus occur at the half integer values:
σxy = ± ge
2
h
(
|n|+ 1
2
)
n = 0, 1, 2, ... (3.22)
where g = gsgv = 4 is the total degeneracy of each level, originating from the concurrence
of spin and valley degeneracies (gs = gv = 2). The LLs with n > 0 (n < 0) are electron-
like (hole-like) and they disperse by bending upward (downward) at the boundaries of
the system. To confirm its exceptionality, the ZLL distinguishes itself from the rest of
n 6= 0 levels in two key respects: (i) of the four levels that are degenerate in the bulk,
two are electron-like and two are hole like, as corroborated by the fact that close to the
edges they disperse in opposite directions; (ii) the ZLL eigenfunctions belonging to the
two inequivalent valleys are localized on opposite sublattices, so that these two degrees
of freedom are effectively locked and the valley degeneracy manifests as a sublattice
degeneracy.
Already from the early days of graphene, however, a body of experimental works per-
formed at relatively high magnetic fields in weakly disordered samples uncovered that
the sequence of Hall plateaus is altered with respect to the one predicted theoretically (Eq.
(3.22)) at the single-particle level, signaling a splitting of the multiply degenerate Landau
levels [22,27,28,180–182]. This is not unexpected because the quenching of the kinetic en-
ergy induced by the strong fields renders the system susceptible to spontaneous degener-
acy breaking. Pioneering experiments were only able to distinguish additional plateaus
at filling factors ν = 0,±1 and ±4 [22,180], triggering a huge amount of theoretical ef-
forts aimed at explaining the full symmetry rupture at the ZLL but not at the n 6= 0 levels
[8,10,183–188]. Successive experiments in high quality samples were able to demonstrate
the appearence of all possible integer filling factors ν = 0,±1,±2,±3, ... [28,181,182]. Sev-
eral effects have been suggested to lie at the heart of this observation, ranging from lattice
distortions [12,186] to the Zeeman effect [184] to interactions [8,12,183,189]. However, it
is now widely accepted that the most likely responsible for inducing broken-symmetry
ground states are electron-electron interactions [190]. The phenomenon of interaction-
induced gaps and broken symmetries at integer filling factors in N ≥ 2 degenerate LLs is
known as quantum Hall ferromagnetism [10,182], and its concrete realization in graphene
has been the focus of an impressive amount of theoretical work, based on both numerical
and analytical models, aimed at determining the ground-state ordering associated to the
symmetry broken states of each filling factor [12,189,191]. Below, we review some of the
most relevant studies concerning the symmetry breaking effects at filling factors ν = 0
and ν = ±1.
Filling ν = 0 At charge neutrality, corresponding to ν = 0, it is convenient for the
system to lift the SU(4) degeneracy of the ground state, while leaving a residual SU(2)
degeneracy in the two splitted levels. Although long-range Coulomb interactions and
Landau levels mixing have been proved able to renormalize the parameters at play [8],
there is strong consensus that the many-body ground state of the system depends on the
relative strength of the on-site Hubbard interaction, intersublattice repulsion and Zee-
man field [12,188,189]. In the absence of in-plane components of the magnetic field,
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the three ground-state candidates allowed for by the competition between these inter-
actions are antiferromagnetic (AF), charge density wave (CDW) and ferromagnetic (FM)
[12,89,189,192]. The former corresponds to a spin-density wave with both inversion sym-
metry and spin rotational invariance broken, with the two sublattices A and B being se-
lectively occupied by oppositely polarized spins (see Fig. 3.7a). The charge density wave
state is such that only one of the two sublattices is occupied by both spin species (see Fig.
3.7b). In this case, therefore, only inversion symmetry is broken. Finally, ferromagnetic
ordering implies breaking of the spin symmetry, given that the spins of both sublattices
are all aligned parallel (see Fig. 3.7c). If an in-plane magnetic field component B‖ is
added to the one perpendicular to the graphene sheet, the system can develop an addi-
tional ordering, namely canted antiferromagnetic (CAF) [12,89,189,192]. In this phase the
orientation of the spins is tilted along the direction pointed at by the total applied mag-
netic field B =
√
B2⊥ + B
2
‖ (see Fig. 3.7d). Calculations in finite-size systems have shown
(a)
A B
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(b)
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(c) (d)
bulk edges bulk edges
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A B
A A
B B
A B
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bulk edges
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⌫ =  1
⌫ = 1
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(e)
FIGURE 3.7: (a)-(d) Possible ground states at ν = 0. For every ground state, the magnetic or-
derings and the spectra in the bulk and at the edges are shown, along with the sublattice and
spin flavors of each band. (a) AF. (b) CDW. (c) FM. (d) CAF. Red and blue lines correspond to up
and down spin polarizations with respect to the quantization axis. (e) Ground state at ν = ±1.
The ferrimagnetic ordering and the spectra in the bulk and at the edges are shown. Black curves
indicate that the spin and sublattice polarization of each band is undetermined.
that while all these ground-states are characterized by an incompressible bulk, the AF,
CDW and CAF also display gapped edges whereas the FM is gappless [189,191,192]. Re-
markably, it exhibits two branches of edge states with opposite velocities for opposite
spins, much like what happens in quantum spin Hall systems, the only difference being
that time reversal symmetry is broken by the presence of the magnetic field. The four
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competing ground states described above are sketched in Fig. 3.7a, b, c and d, where
both the magnetic orderings and the schematic band dispersion in the bulk and at the
edges are displayed for each.
Experiments performed at zero in-plane field invariably exhibit a high resistance at
ν = 0 that signals that the ground state is fully insulating, both at the edges and in the
bulk [28,89,181,182]. The competition between the two configurations compatible with
this observation, AF and CDW, has been shown to be sensitive to the relative strength
between on-site and intersite electron-electron interactions [8,189]. For larger intra than
intersite interaction the system favors AF ordering, since the large on-site repulsion re-
sults in a high energy cost for putting two electrons on the same site, so that the system
prefers to accomodate one electron on each site, paying instead the energy cost of the
intersite repulsion. In the opposite regime where the ratio of onsite to intersite repulsion
is small, the energy cost of having one electron per site exceeds that of doubly populating
each atomic site, and the system prefers to generate a CDW. It has been suggested in Ref.
[189] that either ground-state might be favored or disfavored depending on the concrete
experimental configuration. Specifically, the conclusion reached by the authors is that,
as a result of the relatively high dielectric constant, and consequent screening effects,
the former regime could be realized in graphene on SiO2 and other typical substrates,
whereas the latter could be realized in suspended graphene. To shed light on the actual
ground-state of the system at half filling, a groundbreaking experiment was performed in
2014 [89] on graphene/hBN/graphite stacks in the QH regime where the in-plane com-
ponent of the field was increased from zero to a maximum value of B‖ ≈ 34 T without
changing the strenght of the out-of-plane component B⊥ = 1.4 T. Two-terminal conduc-
tance measurements showed that the conductance is increased from 0 to a value close to
2G0, with G0 = e2/h the conductance quantum, as B‖ is ramped up, see Fig. 3.8a. These
measurements are compatible with the suppression of the edge gap culminating into its
full closure by means of edge states for high in-plane fields in a system with an other-
wise incompressible bulk. This interpretation was confirmed by capacitance (see Fig.3.8b
and c) and non-local resistance measurements. The interpretation of these measurements
points to a system with an AF ordering at B‖ = 0 that evolves into a CAF phase for finite
B‖, until it reaches a FM ground state characterized by edge transport via helical states
that effectively realize a time-reversal broken quantum spin Hall phase. In the simplified
scenario where the ground state is determined by the competition between the scales set
by the onsite and intersite interactions, this result points to the probable interpretation
that the former is stronger than the latter, as expected for a dominant role of screening in
the sample employed in the experiment.
Filling ν = ±1 Determining the ground state ordering of the system at quarter filling
(ν = −1) and three quarter filling (ν = 1) is much more straightforward than in the
ν = 0 case. In fact, independently of the specific mechanism at play, quantum Hall fer-
romagnetism requires that the spin and valley SU(4) symmetry be completely removed
when the occupation of the ZLL is odd. Therefore, since each of the four singly degen-
erate states in which the ZLL splits is singly spin and sublattice polarized, in all possible
scenarios and at both filling factors the ground-state ordering is ferrimagnetic (FI), cor-
responding to a spin-polarized charge density wave [8]. The associated conductance is
G = G0 (see Fig. 3.8a) given that the Fermi level intercepts one spin and sublattice po-
larized electron-like (hole-like) dispersing channel for ν = 1 (ν = −1). A less trivial
issue is to unambiguously identify the spin and sublattice polarization of the conducting
channels at these two filling factors. However, since at half filling the system is in all
likelyhood in an insulating antiferromagnetic phase at zero in-plane field, it is reasonable
to assume that the further lifting of the residual SU(2) degeneracy affecting the bands
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FIGURE 3.8: (a) Conductance at B⊥ = 1.4 T for different values of the total magnetic field BT . As
BT increases, the insulating state at ν = 0 is gradually replaced by a high conductance (G ≈ 2G0)
state. (b) Capacitance (opaque lines) and dissipation (semi-opaque lines) at B⊥ = 2.5 T. The low
dissipation confirms that the measurements are in the low-frequency limit, such that the dips in
capacitance can be interpreted as corresponding to incompressible states. (c) Conductance under
the same conditions. The absence of a detectable change in capacitance when the two-terminal
conductance undergoes a transition from an insulating state to a metallic state suggests that the
conductance transition is due to the emergence of gapless edge states. [Adapted with permission
from Ref. [89]]
at ν = 0 will take place between states with opposite spin and sublattice polarizations,
cfr Fig. 3.7b. Still, it is unclear in what order. We tackle this question in what follows
by selfconsistently solving a tight binding model for graphene with interactions at the
mean field level. The magnetic ordering and band structure at ν = ±1 filling have been
sketched in Fig. 3.7e. We haven’t colored the bands since, as we have seen, whereas de-
termining the magnetic ordering of the ground state is straightforward, it is less clear, a
priori, which spin and sublattice/valley flavour to assign to each band.
Tight binding model in the QH regime
The tight binding modelization employed for a non-interacting graphene monolayer sub-
ject to an out-of plane magnetic field B is the following:
H0 = − ∑
<ij>
tijc†i cj +VZ∑
i
c†i szci (3.23)
Here, ci and c†i are spinors in spin-space such that ci = (ci,↑, ci,↓)
T where the operators
ci,σ and c†i,σ respectively destroy and create an electron at site i and with spin σ =↑, ↓,
sz is a Pauli matrix acting in spin space and the symbol < ij > refers to restriction of
summation to nearest neighboring atomic sites. The coupling of the magnetic field to
the orbital degrees of freedom is included in the field-dependent hopping amplitude
tij = teiφij (t = 2.7 eV in graphene) between the nearest neighboring sites ri = (xi, yi) and
rj = (xj, yj), while its coupling to the spin degree of freedom is included in the Zeeman
field VZ = gµBB. The phase φij is the Peierls phase acquired by electrons moving in a
magnetic field and it depends on the line integral of the vector potential A(r) along the
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trajectory linking the two lattice sites as
φij =
∫ rj
ri
A(r) · dr (3.24)
Calculations are carried out numerically by means of a Python code for graphene
nanoribbons with periodic boundary conditions (PBCs) along the x direction and ei-
ther zigzag or armchair terminations along the y direction. For these calculations, we
choose to work within the Landau gauge, where the vector potential is chosen as A(r) =
B(y, 0, 0) to preserve translational invariance along the x direction. In this gauge, the
phase φij is given by φij = B2 (xj − xi)(yi + yj). Calculations on ribbons with PBCs along
both axes were performed as well. In this case, since the presence of a vector potential
associated with the out-of-plane magnetic field breaks the translational symmetry along
the y direction, we have to choose out-of-plane magnetic fluxes Φ commensurate with
the lattice, or, equivalently, a system with an enlarged magnetic cell that is q times (along
y) the original unit cell, such that Φ/Φ0 = 2pip/q with p and q coprime integers and
Φ0 = h/e the flux quantum. This choice allows to recover periodicity along y. In Fig. 3.9
we present the typical the band structure for VZ = 0 for armchair and zigzag nanorib-
bons with widths W = 30a = 8 nm and W = 89a0 = 12.6 nm respectively, and magnetic
field B = 0.05 B0, where B0 = h¯/ea20 = 3.26 10
4 T. This value of B is unphysical and
much larger than the magnetic fields within the reach of typical experiments, of the or-
der of ≈ 0− 50 T. Such high fields are called for due to numerical limitations. In fact, a
calculation of the actual stripes, with one micron width, is beyond the reach of our com-
putational resources, and thus we are bound to consider narrower stripes with widths
W of the order of 10 nm. This forces us to consider high magnetic fields in order for
the magnetic length `B, that controls interedge coupling, to be much smaller than W. In
subsection 3.4.3, however, we show how a rescaling of these parameters is possible that
provides for a quantitative assessment of the relevant observables, calculated at rescaled
magnetic fields of the order of some Teslas and much wider nanobibbons.
FIGURE 3.9: Noninteracting spectrum of a nanoribbon of monolayer graphene in the quantum
Hall regime translationally invariant along one direction and with armchair (left) or zigzag (right)
terminations along the other. The magnetic field has been chosen as B = 0.05 in units of B0 and
the energy is plotted in units of the hopping t.
Electron-electron interactions
As outlined above, several theoretical studies point at the conclusion that the competi-
tion between the allowed ground states is most likely settled by the relative strenght of
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the on-site to intersite repulsion. This motivates us to developing an interacting model
limited to short-range interactions, that is sufficient to account for the broken-symmetry
ground states that the system can take on. Namely, we restrain the possible interactions
to occur between electrons either on the same atomic site (parametrized by a coefficient
U) or on nearest neighboring sites (parametrized by a coefficient V). We decouple these
terms within a mean field approximation and solve the problem numerically with a self-
consistent approach. A similar technique was employed for calculating the ground state
of graphene at filling factors ν = 0,±1 in [192] for the case with U 6= 0, V = 0, that is,
neglecting intersublattice interactions. As the authors show in the paper, and as we will
see in the following, this model is sufficient to generate all the expected broken symme-
try states of quantum ferromagnetic graphene, while not being realiable in quantitative
terms when it comes to estimate the order of magnitude of the generated gaps.
We address the problem of solving the following Hamiltonian:
H = H0 + Hint (3.25)
where H0 is given in Eq. (3.23), while the interaction term reads
Hint =
1
2 ∑ij,σσ′
Vijc†i,σc
†
j,σ′cj,σ′ci,σ (3.26)
If we limit ourselves to on-site and nearest-neighboring interactions, Hint becomes
Hint =
U
2 ∑i,σ
c†i,σc
†
i,−σci,−σci,σ +
V
2 ∑
<ij>,σσ′
c†i,σc
†
j,σ′cj,σ′ci,σ (3.27)
where U = Vii and V = Vij for |ri − rj| = a0. Notice that in the first (also called Hub-
bard) term only one of the two summations over spin indexes survives because of Pauli
exclusion principle. We then operate a mean field approximation under which the many
body problem turns into a single-electron problem. For a generic product of two opera-
tors A and B this approximation consists in neglecting terms which are of second order
in the fluctuations of the operators with respect to their average values. To show this, we
rewrite the product 〈AB〉 as
AB = A〈B〉+ 〈A〉B− 〈A〉〈B〉+ (A− 〈A〉) (B− 〈B〉) (3.28)
where the last term is of second order in the fluctuations. By neglecting it, we are left
with
AB ≈ A〈B〉+ 〈A〉B− 〈A〉〈B〉 (3.29)
which is precisely the mean field decoupling of the product AB. This is equivalent to say
that the correlation function between the two operators vanishes, since from Eq. (3.29)
stems that
〈AB〉 = 〈A〉〈B〉. (3.30)
For what concerns the interaction Hamiltonian (3.27) this approximation consists in de-
coupling all the physically meaningful averages of products of fermion operators. The
only non-zero terms are those that act as corrections to the terms entering the non inter-
acting Hamiltonian H0, yielding the mean-field decoupled Hamiltonian
HMFint = U∑
i,σ
〈c†i,σci,σ〉c†i,−σci,−σ +V ∑
<ij>,σσ′
(
〈c†i,σci,σ〉c†j,σ′cj,σ′ − 〈c†i,σcj,σ′〉c†j,σ′ci,σ
)
(3.31)
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plus an unimportant constant that has been omitted for the sake of simplicity. The orig-
inal many-body Hamiltonian has been converted into a single-particle Hamiltonian bi-
linear in the fermionic operators such that the role of the overall electron cloud has been
downgraded to that of effective fields acting on single electrons. Still, the electrons are
correlated as all of these averages are computed on the ground state of the interacting
Hamiltonian. The Hamiltonian, in turn, depends on these averages. A selfconsistent
protocol can then be applied, where the averages in Eq. (3.31) are calculated on a trial
ground-state wavefunction that is updated at each iteration until the total energies con-
verge to six significant figures. High accuracy is required because the ground state order-
ing occurs primarily in the n = 0 Landau level, involving only a very small percentage
of the electrons, so that the competing orderings are very close in energy. This accuracy
proved sufficient for the algorithm to converge within a number of iterations of the order
of 102.
At this stage, we limit ourselves to consider the case where only the Hubbard term
is present (U 6= 0, V = 0) in combination with an arbitrarily small Zeeman field VZ that
is added to the non-interacting Hamiltonian and then subtracted from the final result.
This procedure is justified in that a Zeeman field, however small, is patently present
in the system owing to the applied out-of-plane field that couples to the spin degrees of
freedom on top of the orbital ones. However, because of the relatively low magnetic fields
needed for prompting the quantum Hall regime in graphene, the Zeeman splitting of the
bands induced by such small fields is very weak and likely the smallest energy scale of
the problem, so we present the final results with the VZ contribution subtracted. This
procedure is reliable since the resulting gaps that open at both ν = 0 and ν = ±1 fillings,
once the Zeeman field is subtracted, are independent of VZ. Notice also that in our study
we only consider the case with no in-plane field. An in-plane component of the field, as
we have seen, would have the effect of tilting the spins to give rise to a CAF phase, that
is not allowed when B‖ = 0. The value of U is largely uncertain. It has been estimated
to range approximately between 2 and 10 eV [1,189,193]. However, within the present
model we are bound to explore values of the on-site interaction U < Uc = 2.2t ≈ 6 eV,
that is the value at which graphene becomes antiferromagnetic at B = 0 within a tight
binding Hubbard interaction model solved self-consistently such as the one used here
[194]. Since it is well known that no interaction-driven gaps are opened in graphene in
the absence of an applied magnetic field, it is then clear that within this model we have
to stick to values of U smaller than this critical threshold.
We fully characterize the system at the desired filling factor by both its band structure
and its magnetic ordering. In order to define the latter, we first calculate the average spin
polarization at each atomic site of the nanoribbons unit cells, defined as
mi = 〈ψ|s|ψ〉 (3.32)
where the index i runs over all the lattice sites of this unit cell, and 〈ψ|s|ψ〉 indicates the
expectation value taken on by the vector of pauli matrices s = (sx, sy, sz) on the ground
state wavefunction |ψ〉 calculated by the iterative procedure described above. If the mag-
netic field is applied along the z direction as in our case, the magnetic ordering of the
selfconsistent solution is completely determined by the quantity mi = 〈ψ|(sz)i|ψ〉. The
degree and type of magnetic ordering is then described by the following site-dependent
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parameters
Mi =
1
2
∣∣∣∣∣mi + 1N ∑j∈nn mj
∣∣∣∣∣ (3.33)
Ni =
1
2
∣∣∣∣∣mi − 1N ∑j∈nn mj
∣∣∣∣∣ (3.34)
whereN is the coordination number of the i-th atom, that is the number of nearest neigh-
boring sites, and j runs over these sites. In this way, if the system is ferromagnetic, then
for all sites i Ni = 0 whereas Mi is finite. Instead, if the order is antiferromagnetic, then
adjacent A and B sites have opposite magnetizations and therefore Mi = 0 whereas Ni is
finite. Finally, a ferrimagnetic ground state will be characterized by Mi and Ni both finite.
We expect Ni and Mi to be finite and equal to the value that they would attain in a vir-
tually infinite system only in the nanoribbon bulk whereas edge effects can substantially
alter the bulk magnetic ordering, as shown in Ref. [192].
Filling ν = 0 In Fig. 3.10 we present the typical band structure obtained by solving
the interacting problem selfconsistently at the mean field level and at half filling for
U 6= 0, V = 0, with the associated Mi and Ni fields as functions of the nanoribbon width
W for armchair and zigzag nanoribbons (left and right panels, respectively). The mag-
netization in the bulk is identical for both terminations and it coincides with the value
(that we indicate simply as M and N) that it would attain in an infinite graphene sheet,
whereas the edges behave differently. As evident from the finite N and zero M, the mag-
netic ordering of the bulk fostered by on-site repulsions when no intersite repulsion is
present is antiferromagnetic, characterized by an incompressible bulk and gapped edges,
and the fourfold degeneracy of the ZLL of the non-interacting system is partially lifted.
The analysis of the spin and sublattice polarization of these two levels (not dispalyed
in the figure) shows that they have opposite spin and opposite sublattice polarizations,
resulting in a state with a special spin-sublattice locked SU(2) symmetry. The bulk gap
opened by the system is proportional to N as ∆AF = UN.
In Fig. 3.11a we present the bulk values of the AF gap ∆AF as function of the applied
magnetic field for different values of U, and in Fig. 3.11b as a function of U for different
values of B. We see that the dependence on the field is almost linear, what confirms the
experimental observations [182].
Filling ν = ±1 In Fig. 3.12 we present the typical band structure obtained by solving
the interacting problem selfconsistently at the mean field level for U 6= 0, V = 0 at fillings
ν = 1 and ν = −1 (left and right panels, respectively), with the associated Mi and Ni
fields as functions of the nanoribbon width W for an armchair nanoribbon. We have
omitted the results for the zigzag termination since, as seen before, the magnetization in
the bulk is identical for both terminations, and only the edges behave differently. Because
of the finite Zeeman field present in the non-interacting Hamiltonian (and eventually
subtracted, as explained above), the residual SU(2) symmetry of the ZLL observed at
ν = 0 is lifted, resulting in four levels separate in energy. The magnetic ordering is
ferrimagnetic since both M and N are finite and the bulk gap opened by the system
behaves proportionally to the difference χ = |M − N| as ∆FI = Uχ. The line color of
the bands of the upper panel encodes the spin polarization 〈sz〉 along the quantization
axis, whereas that of the central panel expresses the sublattice polarization 〈σ〉 indicating
whether the states live prevalently on one or the other sublattice. Interestingly, we find
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FIGURE 3.10: (a) Spectra (top panel) and magnetization parameters as defined in Eqs. (3.33) and
(3.34) (bottom panels) of an interacting (U = 1.5t, V = 0) nanoribbon of monolayer graphene in
the quantum Hall regime translationally invariant along one direction and with armchair (left) or
zigzag (right) terminations along the other at ν = 0. The magnetization parameters are plotted
as functions of the nanoribbon width W, given in units of the Carbon-Carbon distance a0. The
shaded blue region in the top panels distinguishes the occupied from the empty levels found
respectively below and above the Fermi energy. The magnetic field has been chosen as B = 0.05
in units of B0 and the energies are plotted in units of the hopping t. (b) Schematic depiction of the
AF ordering associated with the self-consistent solution at half filling.
that the two conducting channels for ν = −1 and ν = 1 have opposite spin polarizations
and live on the same sublattice.
In Fig. 3.13a we present the bulk values of the AF gap ∆FI as function of the applied
magnetic field for different values of U, and in Fig. 3.13b as a function of U for different
values of B.
3.3.2 Quantum Hall effect in twisted bilayer graphene
General theory
In this section we encompass the features of the QH phase in twisted bilayer graphene.
In the absence of electron-electron interactions, this topic has been thoroughly studied in
the literature [32,195–197]. It has been shown that, as is resonable to expect for what we
have seen in section 3.2, the energies of the LLs and their dispersion as a function of the
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FIGURE 3.11: Behaviour of the gap ∆AF opened by on-site interactions at half filling. Left panel:
∆AF as a function of the magnetic field B, for different values of U. Right panel: ∆AF as a function
of the on-site repulsion U for different values of the applied field B. The magnetic fields are given
in units of B0 and the energies in units of t.
magnetic field strongly depend on the twisting angle, resembling that of Bernal-stacked
bilayer graphene (i. e., linear in the field by virtue of the mass) at small angles while
converging towards that of monolayer graphene at larger angles [195,196]. Interestingly,
the situation is specular as a function of the magnetic field: for large fields the spectrum
resembles that of the Bernal bilayer, whereas for small fields it behaves like of monolayer
graphene [196]. In the regime of large angles or small fields, the degeneracy of each
level is merely doubled because of the additional layer flavour [198]. By contrast, in the
opposite regime the LLs with n 6= 0 undergo a splitting of the degeneracy that involves
the layer degree of freedom and is likely due to a symmetry breaking induced by the
interlayer coupling. On the other hand, the eightfold degenerate ZLL has been shown to
be protected against this kind of splitting [195].
Another remarkable property of the QH effect in TwBG, shared by a whole class of
other systems exhibiting either a moiré pattern or subject to a spatially modulated peri-
odic potential, is that of developing a fractal support of the spectrum as a function of the
field at relatively small fields [18,32,197,199]. This support is known as the Hofstadter
butterfly and it characterizes periodic systems in which the magnetic flux per unit cell
Φ is of the same order of magntitude or larger than the magnetic flux quantum Φ. The
Hofstadter butterfly has been well known and extensively studied theoretically in both
standard 2DEGs and in monolayer graphene since its first uncovering by Hofstadter in
1976 [200]. However, this effect requires fields of the order of 104 T, much larger that
those attainable in a lab, to be visible in systems that are periodic on the Armstrong scale.
Conversely, it can be observed at relatively low fields of the order of ∼ 30 T, easily acces-
sible in the lab for systems with unit cells of the order of 10− 100 nm, as is twisted bilayer
graphene at relatively small angles (recall from 3.1, that the supercell size `SC is already
of the order of 25 nm for a twist angle of ≈ 4◦. For even smaller angles of the order of
≈ 1◦, unit supercells can be as large as ∼ 103 nm2 [32]. This phenomenon has been stud-
ied in this platform theoretically [32,197], and observed experimentally [18,28,199]. As an
example of the typical spectrum obtained when Φ/Φ0 ≥ 1, as compared to one observed
in the opposite regime Φ  Φ0, see Fig. 3.14. The top and bottom panels refer to the
two rotation angles θ = 9.43◦ and θ = 3.89◦, respectively. Left and middle panels display
the energy spectrum and the quantized Hall conductivity as functions of magnetic field,
whereas the rightmost panel shows the spectrum at B = 0. It is easy to see that, due to the
different sizes of the supercells associated to these angles (`SC ≈ 10 nm and `SC ≈ 25 nm,
respectively), only the latter exhibits the Hofstadter fractal support in the range of fields
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FIGURE 3.12: (a) Spectrum (top and central panels) and magnetization parameters Mi, Ni as
defined in (3.33) and (3.34) (bottom panels) of an interacting (U = 1.5t, V = 0) nanoribbon of
monolayer graphene in the quantum Hall regime translationally invariant along one direction
and with armchair termination along the other at fillings ν = 1 (left) and ν = −1 (right). The
magnetization parameters are plotted as functions of the nanoribbon width W, given in units
of the Carbon-Carbon distance a0. The shaded blue regions distinguish the occupied from the
empty levels found respectively below and above the Fermi energy. The line color codes of the
top and central panels encode, respectively, the spin polarization < sz > along the quantization
axis and the sublattice polarization < σ >, with red and blue indicating solutions that are either
oppositely spin polarized or localized on different sublattices. The magnetic field has been chosen
as B = 0.05 in units of B0 and the energies are plotted in units of the hopping t. (b) Schematic
depiction of the FI ordering associated with the self-consistent solution at odd fillings.
considered. Another remarkable hallmark of the Hofstadter regime, visible in the middle
panel of the bottom row, is that the Hall conductivity σxy is a non-monotonic function of
the Fermi energy. This unconventional feature has been explained in terms of the change
66 Chapter 3. Quantum Spin Hall Effect in Twisted Bilayer Graphene
FIGURE 3.13: Behaviour of the gap ∆FI opened by on-site interactions at fillings ν = ±1. Left
panel: ∆FI as a function of the magnetic field B for different values of U. Right panel: ∆FI as a
function of the on-site repulsion U for different values of the applied field B. The magnetic fields
are given in units of B0 and the energies in units of t.
of the nature of the bands at the van Hove singularity (occuring at increasingly low ener-
gies as the twist angle is diminished, as discussed in section 3.2), that passes from being
electron-like below the singularity to being hole-like above [197]. Additional changes in
the convexity of the bands, resulting in a switch of electron-like to hole-like properties or
viceversa, are clearly spottable at higher energies (in absolute value) as well, resulting in
a further change of sign in the conductance.
In the following, we will concentrate on the large twisting angles regime, when the
two graphene monolayers are virtually decoupled. In this regime, the sequence of Hall
plateaus is expected to be merely doubled with respect to that of monolayer graphene,
yielding, in the absence of interactions,
σxy = ± g˜e
2
h
(
|n|+ 1
2
)
n = 0, 1, 2, ... (3.35)
where g˜ = gsgvgl = 8, with gs = gv = gl = 2 being spin, valley and layer degeneracies
[198]. Here we are interested in the effect of electron-electron interactions on the ZLL, a
subject that went somewhat overlooked in the past years. We recall that, as mentioned
above, the ZLL is the only level that does not undergo the interlayer coupling-induced
splitting of the LLs suffered by n 6= 0 LLs, and therefore, even in the regime very low
angles and large fields, it has its layer degeneracy preserved.
Tight binding model in the QH regime
Before turning interactions on, we discuss the spectra of twisted bilayer graphene in the
presence of an out-of-plane magnetic field B within our tight-binding model, see Eqs.
(3.38)-(3.17). As in the case of single-layer graphene, an external magnetic field enters the
tight binding Hamiltonian in Eq. (3.38) as a phase factor in the hopping amplitudes tll
′
ij →
tll
′
ij e
iφij . Notice that because the field is directed along the z direction, the z component of
the trajectory linking two atoms on different layers has associated zero Peierls phase, so
that the phase φij only depends on the in-plane coordinates ρi, ρj of the atoms and not on
their layer indexes l, l′.
We construct nanoribbons that are translationally invariant along the direction fixed
by the vector R1 given in Eq. (3.6) and terminated along the direction pointed at by R2
(Eq. (3.7)), with an edge that is neither zigzag nor armchair because of the θ rotation (see
the unit cells of the infinite system plotted in Fig. 3.5 for comparison). For modelling the
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FIGURE 3.14: Energy spectrum and quantum Hall effect in TwBG with rotation angles of θ = 9.43◦
(top) and θ = 3.89◦ (bottom). In each row, the left and middle panels display the energy spectrum
and the quantized Hall conductivity as functions of magnetic field strength, respectively. The
rightmost panels show instead the band structure in the absence of magnetic field. Red slopes
around K indicate the dispersion of monolayer graphene. In the middle panels, the quantized
values of Hall conductivity inside energy gaps are indicated by numbers as well as colors filling
the gaps. [Adapted with permission from Ref. [197]]
effect of an out-of-plane magnetic field that doesn’t break translational invariance in such
a nanoribbon, we choose a gauge such that the directional derivative of the vector poten-
tial A is zero along the R1 direction, that is we set ∇R1 Ax = ∇R1 Ay = 0 or, equivalently
R1 · ∇Ax = R1 · ∇Ay = 0. The easiest, though non-symmetric choice, is that of setting
one component to zero, e.g. Ay = 0 and impose that R1 · ∇Ax = 0 holds for the other.
This results, for r = 1 and a generic m0, in
Ax = −x +
√
3
2
(2m0 + 1) y (3.36)
affecting the hopping amplitude with the Peierls phase
φij =
∫ ρj
ρi
A · dρ (3.37)
The non-interacting Hamiltonian thus reads
H =∑
ij
c+i tije
iφij cj +VZ ∑
ij,ll′
c†i szci (3.38)
Where, as in Eq. (3.23) we consider a Zeeman field besides the kinetic term. Notice that
by tij we indicate the a 4× 4 matrix tijs0 diagonal in spin space and with a structure in
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layer space given by Eq. (3.16). Analogously, with sz we indicate the four-dimensional
matrix szτ0 where τ0 indicates the identity matrix in layer space. The operators ci, c†i are
now four-dimensional spinorial operators such that ci = (cib↑, cib↓, cit↑, cit↓)T where c†ilσ
creates an electron on the site i of layer l = b, t, with spin polarization σ =↑, ↓. In Fig.
FIGURE 3.15: Bands in the QH regime for r = 1, m0 = 1, 3, 5 and an applied magnetic field of
B = 0.05 B0 for TwBG nanoribbons with a unit cell made of 10 superlattice unit cells of the infinite
2D system stacked along R2.
3.15 we present the spectrum of TwBG nanoribbons translationally invariant along R1
and with a unit cell along the R2 direction made of 10 repeated superlattice unit cells
such as those depicted in Fig. 3.5, for r = 1 and m0 = 1, 3 and 5 under the application
of a perpendicular magnetic field B = 0.05 B0. We see that the Landau level structure
arising in monolayer graphene ribbons is preserved, but with a qualitative difference
residing in the broadening undergone by these levels to a finite width with spaghetti-like
shape, at odds with the monolayer graphene case where they are perfectly flat (cfr Fig.
3.9), for an equivalent value of B. A second difference is that the number of edge states
within each gap between two adjacent LLs is doubled with respect to the monolayer
case, as expected from the doubling of the levels degeneracy due to the layer degree of
freedom. Each level is therefore, in the absence of interactions, SU(8)-symmetric because
of the simultaneous spin, valley and layer degeneracy. The broadening is consistent with
the manifestation of the Hofstader butterfly support of the spectrum that is expected for
large enough magnetic fluxes as discussed above and shown in Fig. 3.14. To get a better
insight onto this feature, in the top row of figure (3.16) we show how the lowest LLs
behave at k = 0 as a function of the magnetic field for m0 = 1, 3 and 5. In the bottom
row, we zoom the spectra around zero energy to focus on the broadening of the ZLL,
δZLL. A very interesting feature that can be seen from these spectra is that because of
their fractal nature, they appear to be repetitions of each other for given combinations
of the magnetic field B and twist angle θ. In fact, each spectrum exibiths the replication
of the same pattern at a given scale that is set by the ratio between these two quantities,
that can be expressed in terms of the dimensionless parameter `B/`SC. To prove this self-
similarity, we have plotted the ZLL broadening δZLL as a function of B ∈ [0 : 0.1] B0 for
four different angles in Fig. 3.17a associated to m0 ∈ [3 : 6] (in the inset, corresponding
to the grey shaded area of the main figure, we show the behaviour at smaller fields B
∈ [0 : 0.01] B0). We then show that such a behaviour scales identically if renormalized
with respect to the magnetic flux over a unit cell area, that is we replot δZLL as a function
of Φ0/Φ ∝ (`B/`SC)
2 in Fig. 3.17b. This plot shows that the curves do all collapse on
a single curve, thus exhibiting a universal behaviour as a function of the ratio Φ0/Φ
in the inspected regime of angles and fields (it has been noticed elsewhere [197] that for
angles smaller than the critical angle θc this behaviour changes qualitatively as the system
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FIGURE 3.16: Top row: spectra of TwBG nanoribbons at k = 0 as a function of the magnetic field
B expressed in units of B0. Each panel corresponds to a different value of m0 = 1, 3, 5. Bottom
row: zoom of the spectra of the top row around the ZLL.
increasingly converges to Bernal-stacked bilayer graphene limit) Finally, in Fig. 3.17c we
plot the behaviour of the ZLL for m0 = 6 as a function of the dimensionless parameter
Φ/Φ0, that, as we have commented above, discriminates between the flat Landau regime
and the dispersing Hofstadter regime, and goes as inverse of the squared magnetic field.
We compare this behaviour of the spectrum around zero energy, obtained with our tight-
binding simulations for an angle θ ≈ 5◦, with that derived within the continuum limit
in [32] for a twisting angle of θ = 2◦, plotted in Fig. 3.17d as a function of α = Φ/Φ0.
The two spectra are in a very nice agreement, in spite of the different models employed.
There are some differences between the two pictures: (i) our system is 1D at odds with
the infinite 2D system considered in [MacDonald]: due to the finiteness of the ribbon
along one direction, edge states appear within the gaps between different LLs and, even
more remarkably, in those gaps arising within each individual level as the magnetic flux
is ramped up (their number is associated to the conductance calculated in [] and shown in
Fig. 3.14e); (ii) our modelization doesn’t have electron-hole symmetry due to hoppings
between atoms farther away than nearest neighors; (iii) the unit cell area associated to
the angle that we consider is significantly smaller than the one associated to the angle
considered in [MacDonald] and we consider a limited range of magnetic fields B ∈ [0 :
0.1] B0, therefore we are able to discern only a portion of the whole butterfly support.
Electron-electron interactions
To study interactions, we add a term such as the one first introduced in Eq. (3.27), and
decoupled as in Eq. (3.31), to the non-interacting Hamiltonian for TwBG in a magnetic
field, Eq. (3.38). Again, by doing this we limit ourselves to the case where only on-site
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FIGURE 3.17: Study of the spectrum support as a function of the magnetic field and twisting
angle. (a) and (b) Behaviour of the ZLL width δZLL as a function of the magnetic field B in units of
B0 and of the parameter Φ0/Φ for four different twist angles corresponding to m0 ∈ [3 : 6]. When
plotted againstΦ0/Φ, all curves collapse on one another, thus following a universal dispersion as
a function of this parameter. (c) Spectrum at k = 0 as a function ofΦ/Φ0 in the regime whereΦ ≤
Φ0 (Hofstadter regime) for m0 = 6. The fractal figure that emerges is known as the Hofstadter
butterfly. Inset: Same spectrum as a function of B. (d) The Hofstadter butterfly calculated by
Bistritzer and McDonald in [32] within the continuum low-energy model for a twist angle θ = 2◦.
Here α = Φ/Φ0.
and nearest neighbors repulsions are considerable. The mean-field decoupled interaction
Hamiltonian for TwBG therefore reads
HMFint = U∑
i,l,σ
〈c†i,l,σci,l,σ〉c†i,l,−σci,l,−σ+V ∑
<ij>,l,σσ′
(
〈c†i,l,σci,l,σ〉c†j,l,σ′cj,l,σ′ − 〈c†i,l,σcj,l,σ′〉c†j,l,σ′ci,l,σ
)
(3.39)
where, with respect to the monolayer case treated previously, we have added the layer
index to the creation and annihilation operators. Notice that no interlayer repulsions are
taken into consideration and that, as before, we have omitted an unimportant constant.
Employing the same definitions used before for the parameters Mi and Ni (cfr Eqs.
(3.33) and (3.34)), we can evaluate the magnetization as a function of the nanoribbon
width W, along with computing the band structure at different filling factors. We charac-
terize the filling of the bilayer system with the tuple (νb, νt), where νb and νt are the filling
factors of the bottom and top layers, respectively. In this section we will focus on phases
where the fillings of the two layers are the same, and therefore the state of the system
can be fully characterized by defining the total filling factor νtot = νb + νt. In the next
section, in turn, we will explore the regime in which they are different, giving a special
emphasis to the case in which they are opposite. Independent filling of the two layers
can be achieved by applying an electric field to the bilayer system by means of top and
bottom gates. When these gatings are equal, no electric field is present and the νb = νt
regime is achieved. When they are different, a finite electric field is generated across the
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bilayer that allows looking into the richer scenario where νb 6= νt. We will provide a more
quantitative description of this physics in the next section.
(a)
(b)
FIGURE 3.18: (a) Spectrum (top panels) and magnetization parameters of the bottom and top lay-
ers as defined in Eqs. (3.33) and (3.34) (central and bottom panels, respectively) of an interacting
(U = 2t, V = 0) nanoribbon of twisted bilayer graphene in the quantum Hall regime at νtot = 0.
The magnetization parameters are plotted as functions of the nanoribbon width W, given in units
of the Carbon-Carbon distance a0. The shaded blue region in the top panels distinguishes the
occupied from the empty levels found respectively below and above the Fermi energy. The mag-
netic field has been chosen as B = 0.05 in units of B0 and the energies are plotted in units of the
hopping t. (b) Schematic depiction of the AF ordering associated with the self-consistent solution
at half filling.
Filling νtot = 0 In Fig. 3.18 we present the typical band structures for U 6= 0, V = 0 at
half filling with the associated Mi and Ni fields for the three twisting angles associated
to m0 = 1, 2 and 3. The applied magnetic field is B = 0.05 B0 and the on-site interaction
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strength is U = 2t. Again, the magnetic ordering of the bulk favored by on-site repul-
sion alone is antiferromagnetic as illustrated by the bulk parameters M and N, and the
originally eightfold degenerate ZLL splits into two spin-sublattice-layer locked fourfold
degenerate bands such that intial fourfold degeneracy of the ZLL of the non-interacting
system is only partially lifted. The system, as expected, is gapped both in the bulk and at
the edges. We notice that, while the spin and sublattice (or valley) characters are perfectly
defined, the layer index is not, since a non-zero tunneling amplitude exists between the
two layers. Nonetheless, as we will show later on in greater detail, the degree of layer
polarization is quite high for the regime of large twisting angles considered here.
Interestingly, several features stand out with respect to the monolayer case: (i) the
bulk parameters M and N do not depend on the angle; (i) the parameter N exhibits
oscillations over a scale given by the superlattice period `SC; (ii) the magnetic ordering
is equal in the two layers (as shown in the cartoon of Fig. 3.18b); (iii) the interaction-
driven antiferromagnetic gap ∆AF is reduced with decreasing angle as a consequence of
the increasing broadening of the levels; (iv) the value of N differs from that of monolayer
graphene (compare UN to the magnitude of the gap ∆AF for the same value of U = 2t
shown in Fig. 3.11), being comparatively larger. This last feature is due to the fact that
the system tendency to develop interaction-induced broken symmetry states depends on
the ratio between the on-site repulsion U and the Fermi velocity, with the latter (as seen
in section 3.2) being reduced in TwBG as a decreasing function of the angle, with respect
of that of the monolayer.
Filling νtot = ±2 In Fig. 3.19 we present the typical band structure obtained by solving
the interacting problem selfconsistently at the mean field level for U 6= 0, V = 0 at fillings
νtot = 2 and νtot = −2 (left and right panels, respectively), with the associated Mi and
Ni fields as functions of the nanoribbon width for a TwBG with m0 = 1. Similarly to
before, the residual SU(4) symmetry of the splitted ZLL is lifted, resulting in four levels
separate in energy where a SU(2) layer symmetry is still present. The magnetic ordering
is ferrimagnetic and the bulk gap opened by the system behaves proportionally to the
difference χ = |M − N| as ∆FI = Uχ. Notice that, because of the parameters chosen,
the FI gap ∆FI is smaller than the ZLL broadening. This has the effect of concealing
this gap, in such a way that it is not possible to discern the edge states therein. It is
reasonable to assume that the bulk gap is closed at the edges by two states equally spin-
polarized and prevalently localized on one layer or the other. Different values of the
parameters, however, would lead to a finite gap, at least for a given set of fields and
angles. A quantitative analysis of the minimum ratio `B/`SC needed in order for this
kind of gap to be visible will be performed in subsection 3.4.5.
3.4 Quantum spin Hall effect in Twisted bilayer graphene
3.4.1 Twisted bilayer graphene in an electric field
As anticipated, in this section we explore more exotic combinations of filling factors of
the two layers, away from the case νt = νb considered above. This can be achieved by
applying an electric field to the bilayer system by means of uneven gating potentials
applied to the top and bottom layers. In this subsection we explore, specifically, the
regime relevant to the QSH phase, that is the one where (νb, νt) = (±1,∓1). To do
so, we begin by introducing the onsite potentials applied to the bottom and top layers
respectively, Vb and Vt, and combining them into the two parameters
Vg = (Vb + Vt)/2 Vbias = Vb − Vt (3.40)
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FIGURE 3.19: (a) Spectrum (top panel) and magnetization parameters of the bottom and top layers
as defined in (3.33) and (3.34) (central and bottom panels, respectively) of an interacting (U =
1.5t, V = 0) nanoribbon of twisted bilayer graphene in the quantum Hall regime at νtot = 2 (left)
and νtot = −2 (right). The magnetization parameters are plotted as functions of the nanoribbon
width W, given in units of the Carbon-Carbon distance a0. The shaded blue region in the top
panels distinguishes the occupied from the empty levels found respectively below and above the
Fermi energy. The magnetic field has been chosen as B = 0.05 in units of B0 and the energies are
plotted in units of the hopping t. (b) Schematic depiction of the FI ordering associated with the
self-consistent solution at filling factors νtot = ±2.
where the former indicates the total gating of the two layers, and the latter the bias in-
duced between them by means of the applied field. In this language, the regime explored
before is the one where Vg 6= 0, Vbias = 0 whereas now we consider the case Vg = 0,
Vbias 6= 0. To explore this physics, we add the following term to the Hamiltonian
HEF =∑
i,σ
c†iσ
[Vbiasτz + Vgτ0] ciσ (3.41)
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(a)
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FIGURE 3.20: (a) Spectrum (top panel) and magnetization parameters of the bottom and top
layers as defined in (3.33) and (3.34) (left and right panels of the bottom row, respectively) of
an interacting (U = 1.5t, V = 0) nanoribbon of twisted bilayer graphene in the quantum Hall
regime at (νb, νt) = (1,−1). The line color of the top left and right panels encode spin and layer
polarization, indicated as < sz > and < τz >. The magnetization parameters are plotted as
functions of the nanoribbon width W, given in units of the Carbon-Carbon distance a0. The left
and right central panels display the magnetization of the bottom and top layers respectively. The
shaded blue region in the top panels distinguishes the occupied from the empty levels found
respectively below and above the Fermi energy. The magnetic field has been chosen as B = 0.06
in units of B0 and the energies are plotted in units of the hopping t. (b) Schematic depiction of the
FI ordering associated with the self-consistent solution at filling factors (νb, νt) = (1,−1).
to the Hamiltonian H = H0 +HintMF, where H0 is given in Eq. (3.38) and H
int
MF is given in Eq.
(3.39), with V = 0. We recall that the operators ciσ, c†iσ in Eq. (3.41), are four-dimensional
spinors in spin and layer space. The matrices τz and τ0 act in layer space. Their spin
structure is implied since they both behave like the identity in this space. According to
what we observed in monolayer graphene, we expect that by superimposing the spectra
of two graphene monolayers at filling factors ν = 1 and ν = −1 respectively, the gap
will be closed at the edges by a pair of helical states, each of which is perfectly spin and
layer polarized. This situation corresponds to the ideal case of a TwBG with uncoupled
individual layers. We now study how this picture is changed when dealing with a true
bilayer where interlayer tunneling is allowed. To so so, we consider a TwBG nanoribbon
with m0 = 1 to which we apply a nonzero electric field such that Vb = −Vt = V . At
odds with what we did in the previous section, no total gating Vg is applied in this case
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so that the overall system is at charge neutrality, even though each individual layer is
not. For an opportunely chosen value of V , the spin-sublattice locked degeneracy of
each layer is simultaneously broken, and a FI gap opens, as shown in Fig. 3.20. As
expected, four edge states populate the gap (two for each edge) that are perfectly spin
polarized (left panel of Fig. 3.20), what prevents them to backscatter into one another.
The layer localization of the bands is shown in the right panel Fig. 3.20, where we see
that though not perfectly, oppositely spin-polarized edge states are strongly confined
on different layers. The system in this phase thus effectively realizes a quantum spin
Hall insulator, where helical edge states that are protected from non magnetic disorder-
induced backscattering close the gap at the edges of the system. We recall, however, that
our system lacks time-reversal invariance, what places it in the unitary symmetry class
A, like the QH phase, characterized by aZ invariant in 2D, instead of the symplectic class
AII of the conventional QSH phase, characterized by a Z2 invariant [66].
3.4.2 Experimental evidence
We compare our results with a closely related experimental effort that has been per-
formed concomitantly with our theoretical investigation by the MIT group of Prof. Jarillo-
Herrero in Boston [91]. In their work, Prof. Jarillo-Herrero and coworkers, carry out
two-probe conductance and non-local resistance measurements in a graphene bilayer
encapsulated in hexagonal boron nitride (hBN) and dual-gated with a top and bottom
gate electrodes (see Fig. 3.21b). The two graphene monolayers have a relatively large
twist misalignment (see Fig. 3.21a) causing them to be virtually decoupled, and they
are contacted with graphite leads. Because graphite has a work function similar to that
of graphene, the graphite-graphene contact interface presents no local doping, thus pre-
serving the electron/hole/neutral character of the graphene sample. The QH regime of
this system is explored for a range of external magnetic fields B applied perpendicular
to the graphene plane between 0 and 8 T. The double-gating allows to separately control
the filling factors of the two monolayers upon independently varying the top and bot-
tom electrostatic potentials Vt and Vb (notice that in this subsection we partly adapt the
notation used in the paper to the one introduced above). Appying equal top and bottom
gatings Vb = Vt changes the filling factor of the two layers in the same fashion, thus
charging them evenl. In turn, applying uneven gatings Vt 6= Vb generates an interlayer
bias that causes the two layers to have different filling factors. Changes in these two pa-
rameters have been absorbed into two parameters, the total filling factor νtot = hntot/eB,
where ntot = (CtVt + CbVb)/e is the total induced density, and the displacement field
D = (CtVt − CbVb)/2, that measures the charge imbalance between the two layers. Ct
and Cb are the capacitances per unit area of the top and bottom layers respectively. No-
tice that νtotis the analogue of our total gating Vg, whereas the displacement field D is
proportional to our interlayer bias Vbias.
The sequence of two-probe conductance plateaus that results from equally gating
the two layers (D = 0) at the relatively small field B = 1 T is twice that of monolayer
graphene, namely G/G0 = 4, 12, 20, ... (G0 = e2/h), where the additional factor 2 repre-
sents the layer degeneracy (see Fig. 3.21d). This sequence is a confirmation of the large
twist misalignment, i. e. that the layers are sufficiently rotated one with respect to the
other so to be weakly coupled and far away from the Bernal-stacked bilayer limit, where
the electronic properties of the QH regime change dramatically. When the magnetic field
is increased further to B = 4 T and a small non-zero displacement field D is imposed,
interactions are able to break all degeneracies, thus yielding a sequence of QH plateaus
in the conductance at every integer multiple of G0, see Fig. 3.21e. Additional two-probes
conductance measurements were performed by exploring the region of the phase space
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FIGURE 3.21: (a) Sketch of a twisted bilayer graphene system, with the angle-dependent low-
energy Dirac spectrum explicitly shown. (b) Device schematic of twisted bilayer graphene encap-
sulated in hBN with dual gates and contacted with metallic leads at the extremities. (c) Cartoon
of twisted bilayer QH edge states when both layers are at filling factor νtot = −2. (d) Two-probe
conductance at B = 1 T as a function of the total filling factor νtot. The sequence doubles exactly
that of monolayer graphene. (e) Two-probe conductance of the same device at B = 4 T showing
broken-symmetry states. These data have been taken with a small interlayer displacement field
D 6= 0 in order to observe all integer steps. Cartoons depict the edge states configurations in the
(0, 1) and (1, 0) states. [Adapted with permission from Ref. [91]]
where the total filling is zero, while D is varied. Remarkably, it was found that by in-
crementing the displacement field D to negative and positive values upon oppositely
doping the two layers with Vt = −Vb 6= 0, the conductance jumps from its zero value at
D = 0 (indicating that both layers are fully insulating at half filling) to a non-zero value
at |D| 6= 0. This value varies from 0.8 to 1.5 in units of G0 for samples with different edge
lengths ranging from 0.2 to 16 µm. By increasing |D| further, the conductance drops again
to zero. This behaviour of the conductance at νtot = 0 is compatible with the transition
from the state (0, 0) to the states (1,−1) and (−1, 1) (for negative and positive values of D,
respectively), associated to conductance values oscillating around G0, and successively to
the states (2,−2) and (−2, 2), associated to zero values of the conductance. The expla-
nation for the latter feature is that at filling factors νt = −νb = ±2, no symmetry pro-
tects the edge states agains backscattering because of fermion doubling. In fact, channels
with the same spin polarization that are predominantly localized on different layers can
backscatter owing to the allowed interlayer tunneling. (see bottom panel of Fig. 3.22a).
If the (±1,∓1) states were associated to equally spin polarized states, similar interlayer
backscattering processes would be allowed resulting in a cancellation of the conductance
that would yield a zero value in this regime as well. The fact that the conductance is fi-
nite suggests a different scenario where some source of protection against backscattering
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FIGURE 3.22: (a) Cartoons depicting edge state configurations with νt = −νb. (b) Two-probe
conductance for νtot = 0 as a function of displacement field D at B = 4 T. The (−1, 1) state is
conductive while the (−2, 2) state is insulating. (c) Magnetic field dependence of the νtot = 0 line
(white dashed line shows the location of the line trace in (b). (d) Two-probe conductance map as
function of νtot and D. (e) Schematic map of all possible filling factor combinations. [Adapted
with permission from Ref. [91]]
must be present, likely connected with the opposite spin polarization of the two coun-
terpropagating channels. However, the expected conductance in such a regime would
be ideally 2G0. The discrepancy of the experimental data with respect to this prediction
led to further investigation into the nature of these states, to rule out other possible ex-
planations such as conductance through bulk states or through chiral in spite of helical
edge carriers. This was done by means of non-local resistance measurements. In these
measurements, a non-local voltage was measured at B = 4 T away from the source and
drain electrodes. This resistance was found to be from 10 to 1000 times larger than that of
any other conductive state, signaling that: (i) the conductance of the order of G0 cannot
be attributed to a single chiral edge state carrying a quantum of conductance because in
that case the non-local voltage drop would be zero; (ii) the measured signal cannot be
ascribed to bulk states since in a diffusive bulk conductor the voltage drop away from
the drain and source electrodes is suppressed. This leaves one with the only possibility
that conduction occurs through counterpropagating edge modes that have a suppressed
backscattering probability likely connected with their opposite spin polarization. A more
thorough investigation of the whole pahse space as a function of the total filling factor νtot
and D was performed, yielding the two-probe conductance map shown in Fig. 3.22d. A
systematic assignment of the different conductance states to different (νb, νt) was carried
out and is presented in Fig. 3.22e. The measured conductances of nearly all the filling
factor configurations are given by G/G0 = νtot, with only the (±1,∓1) states departing
from this pattern.
To sum up, these results are highly compatible with the observation of a time-reversal
broken quantum spin Hall regime characterized by helical edge states when the magnetic
field is such as to prompt quantum Hall ferromagnetism in the system, and by oppor-
tunely doping individual graphene layers. The observed conductance of≈ G0 is reduced
by a factor 2 with respect to the expected conductance of G = 2G0, likely due to the
presence of some source of spin-active backscattering. The data are nonetheless encour-
aging since four-probe measurements suggest that the backscattering leading to the loss
of conductance in the (±1,∓1) states decreases to zero with increasing magnetic field.
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3.4.3 Rescaling of the parameters
In this subsection, we present a scaling (coarse graining) approach for monolayer
graphene that allows us to accurately obtain the low-energy electronic properties of
the model with numerical efficiency. Up to here, we have worked with observables
expressed as functions of the parameters t, a0 and B0. As previously noticed, by using
the actual values of these parameters in physical units, that is t = 2.7 eV, a0 = 1.42 Å
and B0 = 3.26 104 T, the fields that we are able to explore due to the contraints imposed
by the relatively narrow ribbons that we can address numerically (W ≈ 10 nm) are
of the order of 104 T. These fields are indeed unphysical, so we resort to a rescaling
procedure that allows us to work with more down-to-earth magnetic fields, of the order
of 1− 10 T. To do so, we rescale the Carbon-Carbon distance a0 by a factor λ, a˜0 = λa0.
If this parameter is changed, then the hopping between nearest neighboring atoms
needs to be rescaled as well t → t˜ in such a way that the Fermi velocity stays fixed,
vF = 3ta20/2 = 3t˜a˜
2
0/2, whence t˜ = t/λ. The parameter B0 is consequently rescaled as
B˜0 = h¯/ea˜20 = h¯/eλ
2a20 = 3.26/λ
2 104. We make the choice that the fields employed in the
simulations, B = η 10−2 B˜0, be equal to η T in physical units. From this choice, it follows
that λ2 = 3.26 102, that is, λ ≈ 18. In order to obtain the value of any other observable in
physical units, we have to use the rescaled parameters in spite of the original ones. This
reduces to the very simple rule that the adimensional energies of the rescaled system
must be multiplied by a factor t/λ = 0.15 eV, and the lengths by a factor a0λ = 2.56 nm.
A similar rescaling procedure is possible in twisted bilayer graphene (see e. g. the pro-
tocol followed in [201]), but it yields reliable results only for λ < 4. We cannot, therefore,
perform an analogue rescaling of the parameters to supply us with physically meaning-
ful observables in the regime of magnetic fields that is relevant for the experimens. As a
consequence, all the quantitative results of this work, except those regarding estimates of
δZLL (provided in subsection 3.4.5), are the outcome of calculations performed on single-
layer graphene. This is justified by the previously shown validity of the uncoupled layers
approximation in the regime where the angles are sufficiently large. The rigurous assess-
ment of the range of validity of this assumption will be the focus of subsection 3.4.5.
3.4.4 Effects of intersite repulsion
In order to make our comparison with the experimental results more quantitative, we
reproduce the phase diagram shown in Fig. 3.22c, where a map of the two-terminal con-
ductance as a function of the displacement field and of the magnetic field is show. We
do so by employing two decoupled monolayers of graphene instead of a twisted bilayer
having shown in the previous section that for relatively large angles the interlayer cou-
pling plays virtually no role in the QSH phase that we are interested in. We evaluate the
phase diagram in terms of the FI gap that is opened at odd filling factors (see Fig. 3.13),
where, in spite of the displacement field, we use as a control parameter the interlayer bias
Vbias defined in Eq. (3.40). In this section, we present the results in physical units, where
the rescaling procedure presented in subsection 3.4.3 has been applied, so to obtain quan-
titative predictions that can be juxtaposed with the experimental data. We obtain the map
shown in Fig. 3.23. By comparing this phase diagram with that in Fig. 3.22c, it appears
evident that while the relative sizes of the the FI gaps and of the AF gaps are comparable
in the experimental results, our theoretical calculations hinging on purely on-site interac-
tions yield FI gaps of about an order of magnitude smaller than the AF gaps (see as well
Figs. 3.11 and 3.13). We therefore conjecture that the computation of the phase diagram
in Fig. 3.22c, with ∆AF/∆FI ≈ 1, that is, a ratio that closely matches the experiment,
requires the inclusion of the so-far neglected nearest-neighbour interactions V 6= 0. We
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FIGURE 3.23: Map of the two terminal conductance G (in units of G0), calculated theoretically
as the number of edge states propagating in a given direction for U = 1.5t and V = 0, in the
(Vbias, B) space.
FIGURE 3.24: Comparison of the size of the AF gap opened at ν = 0 (left panel) and of the FI gap
opened at odd fillings (right panel) in monolayer graphene as functions of the magnetic field, for
the two cases where the intersublattice repulsion is either V = 0 and V = 0.28U, with varying
values of U. The legends refer to both panels.
therefore turn on the intersite repulsion V 6= 0, and calculate the change in the resulting
gaps for different values of V. A value that yields a nice agreement between theory and
results is found to be V ≈ 0.28U. In Fig. 3.24a we show how both the ∆AF and the ∆FI
gaps are renormalized by this value of V. We see that switching on the repulsion between
nearest neighbors has the effect of slightly reducing the magnitude of the AF gap while
at the same time strongly enchancing the FI gap. This is reasonable in that this kind of
interaction favors a charge density wave ground state, that on the one hand competes
with the AF order at half filling, thus reducing the gap induced by the latter, while at the
same time favoring the spin-polarized charge density wave ordering that occurs at odd
fillings. Indeed, since this kind of ordering naturally breaks inversion symmetry, we are
now allowed to get rid altogether of the Zeeman field that we employed at V = 0 to break
spin invariance (we recall that the two twofold degenerate level in which the ZLL splits
at half filling have a locked spin-sublattice SU(2), that can be lifted by breaking either
inversion or spin symmetry).
In Fig. 3.25a we plot the renormalized phase diagram of the conductance in the
(Vbias, B) space at U = 1.5t, V = 0.28U (compare with Fig. 3.23 where the U = 1.5t, V = 0
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FIGURE 3.25: (a, b) Map of the two terminal conductance G (in units of G0), calculated theoreti-
cally as the number of edge states propagating in a given direction for U = 1.5t and V = 0.28U
(a) in the (Vbias, B) space, (b) in the (Vg,Vbias) space. (c) Sketch of the edge state spin-polarization
(indicated by red and blue for opposite polarizations), direction of propagation and layer local-
ization in the four regions indicated with numbers in panel (b). The regions labeled by (1) and
(2), encircled with a white dotted line, correspond to the two possible realizations of the QSH
phase, and are associated respectively with the states (−1, 1) and (1,−1). The regions labeled by
(3) and (4) correspond instead to two-fold degenerate QH phases associated to the states (1, 1)
and (−1,−1), where each layer supplies the total conductance G = 2G0 with an equally spin
polarized quantum of conductance.
case is shown, and with Fig. 3.22). It is obvious that this calculation matches the experi-
mental data very closely.
In Fig. 3.25b we calculate the phase diagram of the conductance of the system with
U = 1.5t, V = 0.28U in the (Vbias,Vg) space, to compare it with the experimental one (Fig.
3.22d). Deviations between the two phase diagrams occur mostly in the shape of each re-
gion. This is expected, as the control parameters in the experiment are not the actual po-
tentials Vbias and Vg on the two layers, but rather the applied potentials before interlayer
screening. Notice that, of the regions colored in yellow that are characterized by an ideal
conductance G = 2G0, only those labeled by numbers represent broken-symmetry states
of the bilayer system, whereas the remnant areas represent the four non-interacting states
(0,±2) and (±2, 0), characterized by a layer that is at charge neutrality and the other with
two oppositely spin-polarized edge states that propagate with the same chirality. On the
other hand, the possible broken symmetry states with total conductance G = 2G0, labeled
by numbers, are (1, 1), (−1,−1), corresponding to the states with zero interlayer bias and
nonzero total gating (numbers 3 and 4), and the states (−1, 1), (1,−1), corresponding to
the QSH states with finite interlayer bias and zero total gating (numbers 1 and 2). In Fig.
3.25c we present a skecth of the edge states for these four states,
Finally, we present the conductance phase diagram in the (Vbias, U) space at fixed
B = 5 T, by comparing the two cases where V = 0 and V = 0.28U.
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FIGURE 3.26: Map of the two terminal conductance G (in units of G0), calculated theoretically
as the number of edge states propagating in a given direction, for B = 5 T and (a) V = 0, (b)
V = 0.28U, in the (Vbias, U) space.
3.4.5 Discussion
In this subsection, we present analytical expressions for the curves previously derived
and establish the quantitative bounds required for the onset of a robust pseudo-QSH
regime in twisted bilayers, an important issue in view of future implementations of this
regime within quantum technological applications, such as the generation of Majorana
bound states in twisted graphene bilayers without spin-orbit or Zeeman couplings. In
standard QSH insulators, the essential condition that must be satisfied for the QSH phase
to be robust is that the associated gap be larger than thermal excitations and bulk disor-
der amplitude. However, in the system under examination, the scale set by the QSH gap
competes with an additional scale, that is the broadening of the ZLL due to the potential
modulation introduced by the moiré pattern that could, in a given regime of parameters,
be able to wipe out the former completely. For the gap to be appreciable, it is therefore
crucial that the ZLL broadening does not exceed the FI gap, δZLL  ∆FI . From the simu-
lations of Fig. 3.17, we obtain a phenomenological equation for δZLL that reads
δZLL =
{
0 for (`SC/`B)2 ≤ xc
α
[
`SC/`B)2 − xc
]
for (`SC/`B)2 > xc
(3.42)
with α ≈ 57 meV and xc ≈ 0.9. Such a fit is valid for every twisting angle θ > 0.64◦
for fields up to 10 T, that is, angles well within the range for which the decoupled layer
approximation considered in the paper holds. On the other hand ∆FI (Fig. 3.24) can be
accurately fitted to
∆FI =
{
β(U − δU)B for U > δU
0 for U ≤ δU
(3.43)
where the parameters β and δU depend on the choice of V. For V = 0, we have β = 7.2
10−5 T−1 and δU = 1.73 eV, while for the value adjusted to the experiment V = 0.28U,
we have β = 3.2 10−4 T−1 and δU = 1 eV.
We recall that the relevant value of U is unknown. Here we choose a reasonable
value of U = 1.8t ≈ 5 eV, roughly consistent with calculations [1,193,194] and with the
experimentally observed ZLL splitting [22,28,91,180,182]. Then, at a field B of 1 Tesla
(`B = 25.66 nm), we have an FI gap ∆FI ≈ 1.2 meV (14 K) whereas at a field of 10
Tesla (`B = 8.1 nm), the gap is ∆FI ≈ 12 meV (140 K). This scale sets the maximum
temperature at which QSH phenomena could in principle be visible in this system, and,
importantly, comes out much larger than in any other QSH platform based on spin-orbit
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coupling. The condition δZLL < ∆FI at a given field B then becomes a constraint on the
twist angle θ > θc for the pseudo-QSH phase, since θ enters Eq. (3.42) through `SC. The
Landau regime δZLL ≈ 0 of virtually decoupled layers is reached for (`SC/`B)2 ≤ xc,
which corresponds to θc = 1.83◦ at 10 T and θc = 0.58◦ at 1 T. This implies that for the
range of fields B < 10 T most relevant to realistic experiments, an angle θ & 2◦ is already
guaranteed to satisfy the condition δZLL < ∆FI . Note that this also corresponds to the
high-angle regime with weakly renormalized Fermi energy in twisted graphene bilayers
[29].
3.5 Conclusions
To summarize, we have characterized theoretically the electronic structure of twisted bi-
layers in the quantum Hall regime, including interactions and interlayer bias. We have
found that, in agreement with previous results for monolayers [8,12,189,192], the SU(4)-
symmetric zero Landau level on each layer experiences spontaneous symmetry breaking
associated to interaction-induced quantum Hall ferromagnetism, with either an antifer-
romagnetic or ferrimagnetic ground state depending on the filling. We demonstrated that
at realistic magnetic fields and for large enough angles (θ & 2◦), the interlayer coupling
does not qualitatively modify this picture. The ferrimagnetic phase, in combination with
an interlayer bias that leaves the overall system at charge neutrality, allows for the imple-
mentation of a pseudo-QSH phase with helical edge states for conveniently tuned top and
bottom gatings of the two layers that drive the system in the desired (νb, νt) = (±1,∓1)
filling factor phase. This implementation of a QSH phase is unique, in that neither spin-
orbit nor Zeeman couplings are involved, unlike in all previous approaches [6,182]. De-
spite the broken time-reversal symmetry, the pseudo-QSH edge states remain gapless
in this system for arbitrary spin-independent disorder, like in a conventional QSH insu-
lator. The spin-polarization of the carriers is a consequence of interactions alone, which
control the scale of the associated QSH gap. Our theoretical description matches the mea-
surements performed in this system [91], which allow us to constrain the relevant set of
microscopic parameters, such as the interaction model and the interlayer rotation angle.
In particular, we find that non-local interactions beyond the Hubbard model are required
to explain the experimental results. In fact, while purely local interactions in graphene
account for the type of symmetry breaking of the QH regime observed experimentally, a
quantitative agreement requires sizeable interactions at least between nearest neighbour-
ing atoms. This observation matches ab initio calculations that predict non-negligible
interactions beyond the local Hubbard U model [193]. This is a natural conjecture, given
the poor screening of interactions expected in twisted bilayer graphene around neutrality,
where the density of states vanishes as in the monolayer. We note that the problem with
fully unscreened non-local interactions is considerably more subtle, and has been pre-
dicted to give ferromagnetic ground states in graphene monolayers at charge neutrality,
with Luttinger liquid-like helical edge states [183]. Such a pseudo-QSH phase is different
from the one discussed here, and has not yet been demonstrated experimentally.
Given the fundamental importance of QSH phases in the emergent field of topologi-
cal quantum computation [86], along with the substantial advantages and potential of
the graphene-based implementation discussed here, twisted graphene bilayers in the
quantum Hall regime under the special conditions assessed in this chapter and contacted
with an s-wave superconductor promise to realize a valuable platform for implementing
topological superconductivity, that in turn supports Majorana modes and can therefore
be exploited to design protected Majorana qubits. As already stressed, the presented
phenomenology depends on interactions rather than on spin-orbit coupling or Zeeman
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fields. This entails a great advantage for the purpose of engineering topological super-
conductivity in that, on the one hand, the gaps will be significantly larger than those
provided by spin-orbit related mechanisms (which leads to strongly confined Majorana
zero energy modes), and, on the other, in that no large Zeeman fields that could spoil the
proximity-induced superconductivity are needed.
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Chapter 4
Topological pi-junctions from crossed
Andreev reflection in the quantum
Hall regime
4.1 Introduction
The pursuit of Majorana zero modes (MZMs) in condensed matter has witnessed a
huge boost in the past decade, both theoretically and experimentally [51,52,86,202–211].
The pivotal motivation fueling this quest is the aspiration to design a Majorana-based
scheme for implementing fault-tolerant topological quantum computation [212]. While
an unambiguous experimental signature of these quasiparticle has remained elusive for
a long time, with experimental efforts providing nonconclusive evidence of their detec-
tion [202,204,206], a number of recent breakthroughs are finally providing convincing
proof of their observation in a variety of different platforms and by means of several
independent detection protocols [51,210,211].
On the theoretical side, many proposals have been cast so far for both Majorana
modes generation [86,154,213,214] and implementation of quantum gates to manipulate
them [215–217]. However, an important obstacle remains that hampers the way towards
the achievement of universal Majorana-based quantum computation, that is the inade-
quacy of the operations implemented by braiding for realizing a universal set of quantum
gates [86,212]. In fact, the remarkable non-Abelian statistics obeyed by these anyons only
allows for a restricted set of single-qubit quantum gates [86,215,218]. Nonetheless, opti-
mism is sanctioned since progress have been made with theoretical proposals that rely on
mechanisms alternative to braiding for quantum gates implementation [92,216,217,219–
224]. In addition, extending the range of allowed operations upon adding unprotected
gates has been predicted to exhibit remarkably high error thresholds that make topolog-
ical qubits less prone to decoherence with respect to conventional quantum computing
platforms [92,212,225–233].
In this chapter we put forward a scheme for Majoranas generation and manipulation
that combine simple ingredients within reach of the current experimental state of the
art, namely the integer quantum Hall effect and s-wave superconductivity. This scheme
allows to overcome some of the issues obstructing the way towards the realization of a
universal set of single-qubit gates.
The proposed device, sketched in Fig. 4.1, involves a two-dimensional electron gas
(2DEG) subject to an out-of-plane magnetic field to drive it into a quantum Hall (QH)
phase with well-developed edge modes. Since the fields needed to induce a robust QH
regime in a 2DEG are relatively weak, we expect only orbital effects from this field to be
sizeable and disregard its coupling with the spin degree of freedom. The 2DEG is con-
tacted with a narrow stripe of a superconductor (SC) able to induce, by proximity, s-wave
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superconductivity in the region below the strip. Such an effect is well demonstrated ex-
perimentally [49,51,234,235] and it has been shown that remarkably hard gaps can be
induced in this way in the limit of sufficiently transparent contacts [49,50,52,53]. We thus
consider the proximitized portion of the 2DEG as a superconducting region that inherits
all the properties of the parent superconductor. Finally, by applying a large enough mag-
netic field directed along the strip that couples with the spin degree of freedom, a Zeeman
interaction can be generated that lifts spin degeneracy. This allows to selectively populate
the Landau levels with the desired integer filling factor by tuning the chemical potential
of the 2DEG. In the following, we will concentrate on the ν = 1 regime where only the
lowest Landau level is occupied. We notice that for superconductivity to survive the ap-
plication of an external magnetic field, the latter has to be smaller than the characteristic
critical field of the superconductor Hc2 [236]. Indeed, for fields H < Hc2 the superconduc-
tor expels the field by generating superficial persistent currents that induce an opposite
field able to cancel the total magnetic field within the bulk. This phenomenon is known
as the Meissner effect [237]. However, when the field is too large, this effect breaks down
and the field penetrates the superconductor, thus destroying superconductivity. In our
calculations, we employ out-of-plane magnetic fields of the order of less than half a Tesla,
already sufficient to generate a robust QH phase. On the other hand, the in-plane mag-
netic fields needed to open a sizeable Zeeman gap of the order of the meV are larger and
critically depend on the g-factor of the 2DEG. For g-factors of the order of unity, mag-
netic fields of the order of ≈ 10 T are needed, whereas for higher g-factors of the order
of 10, magnetic fields of ≈ 1 T are already sufficient. It is therefore crucial to make use
of superconductors with a critical magnetic field Hc2 larger than these fields. Supercon-
ductors that meet the above requirement are typically type-II superconductors among
which, remarkably, Niobium-based alloys such as NbTi (Hc2 = 15 T), Nb3Sn (Hc2 = 30
T) and Nb3Ge (Hc2 = 37 T), are appealing candidates for implementing the proposed
device, by virtue of their especially high crticial fields of the order of dozens of Teslas.
An alternative possibility consists in employing more conventional superconductors that
exhibit an anisotropic out-of-plane to in-plane critical field, because of the significantly
higher in-plane fields required by our set-up. Along this line, it was recently shown [51]
that by growing thin epitaxial layers of Al on top of shallow InAs quantum wells, the
hybrid structure develops a hard superconducting gap, ballistic tunneling contact, and
in-plane critical fields up to 3 T, significantly enhanced with respect to the critical out-
of-plane field, of the order of ∼ 10 mT. We then show that if some source of spin-orbit
coupling (SOC) is present either in the 2DEG or in the superconductor, edge states from
opposite sides of the superconducting region of the system can pair to open a topologi-
cal gap. The mechanism underlying this phenomenon is the so-called crossed Andreev
reflection [236,238,239]. Loosely speaking, Andreev reflection is a process whereby an
electron impinging on a superconductor from a normal lead is reflected as a hole. If this
phenomenon occurs locally at a single normal-superconductor (NS) interface so that the
hole is retroreflected, we speak of local Andreev reflection (LAR). If it occurs at a normal-
supeconductor-normal (NSN) junction instead, and the hole is reflected to the normal
lead opposite to that of the incoming electron, then crossed Andreev reflection (CAR) is
at play. This effect aquires an additional twist when the normal leads are in the QH phase
due to the chirality of the carriers [234,240–242].
The idea of inducing superconducting correlations in the edge states of quantum Hall
systems to engineer non-Abelian phases of matter is not new. It traces back to a num-
ber of pioneering works [241,243–246] where it was put forward that a device assembled
by contacting two 2DEGs in the QH regime at fractional filling factors (especially, fo-
cus has been devoted to the ν = 1/m and ν = 2/3 regimes) with a superconductor
supports parafermionic zero modes, that is, a generalization of Majoranas involving a
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FIGURE 4.1: Schematic depiction of the geometry considered.
further fractionalization of the degrees of freedom. These anyons have been pointed out
to be specially appealing as they underpin a richer non-Abelian statistics than Majoranas
allowing for a wider set of quantum logical operations under spatial braiding [241,243].
As a pathological case of this phenomenon, it appears natural to postulate that the ν = 1
filling factor with a finite spin-singlet amplitude should support Majorana modes in spite
of parafermions as end modes excitations.
Despite the potential of the above proposals, experimental signatures of superconduc-
tivity in the QH regime have remained scarce and elusive for a long time. Fundamental
steps forward in this direction were taken in recent years [157,247], reporting the observa-
tion of a supercurrent in graphene in the QH regime, thus setting an important precedent
in the quest for exotic topological excitations such as Majorana modes and parafermions
in hybrid QH-SC systems. Short afterwards, an outstanding experiment lead by the MIT
group of Prof. Kim in Boston was able to demonstrate the occurrence of CAR processes
in a graphene sample in the quantum Hall regime contacted with a narrow supercon-
ducting finger at integer filling factors [234]. Kim and coworkers performed non-local
resistance measurements in a multi-terminal hBN-encapsulated graphene device with a
superconducting drain electrode as shown in Fig. 4.2a. NbN was chosen for the latter,
since its high upper critical field (Hc2 ≈ 25 T) and high critical temperature (Tc = 12 K)
enable to experimentally access a wide range of magnetic fields where superconductivity
and the QH effect in graphene coexist. The non-local measurements were performed by
monitoring the voltage drop VD between the electrodes e and c shown in Fig. 4.2a, when
a current I flows between the electrodes a and d. The resistance associated to this voltage
drop, RD = VD/I, is shown in Fig. 4.2b as a function of the filling factor ν of graphene
that is controlled by the back-gate voltage Vbg, at B = 14 T and for different tempera-
tures. The measurement of a negative resistance at very low temperatures T  Tc and
for given integer filling factors (namely, ν = 1, 2, 6) signals the presence of a downstream
flow of crossed Andreev converted holes, thus proving the occurrence of CAR processes
enabled by the superconducting electrode. As expected, when the filling is away from the
bulk-gapped regime so that the current flows through the bulk part of the graphene, the
resistance RD recovers its positive value. Remarkably, the observation of a negative resis-
tance at ν = 1 suggests that a non-zero spin singlet amplitude, allowing for pairing and
likely resulting from the large SOC inherited from NbN, has been induced into the edge
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(a) (b)
FIGURE 4.2: (a) False-colour scanning electron microscopy image of one of the devices used in
the experiment with a skecth of the measurement configuration. Ti/Au normal electrodes (yel-
low) and a NbN superconducting electrode (green) contact the graphene Hall bar (blue). In the
inset, the narrow NbN contact is highlighted with a dashed red line. The distance between two
graphene/NbN contacts is estimated to be 50 nm. VU and VD are the upstream and downstream
chemical potentials, respectively, and I is the current. (b) Filling factor dependence of the down-
stream resistance RD at different temperatures, for B = 14 T. [Adapted with permission from Ref.
[234]]
states. The system at this special filling factor is indicated by the authors as a promis-
ing candidate for hosting topological superconductivity and, accordingly, Majorana zero
modes at its edges.
In this work we show that this is indeed the case in a generic 2DEG at ν = 1. More-
over, we demonstrate that the sign of the CAR-induced topological gap depends period-
ically on the Fermi wavelength and superconducting region width and can be externally
tuned. As we will see, this allows one to engineer an unconventional kind of topological
pi-junction, that is found to be more robust against fluctuations in the system parameters
than externally tuned pi-junctions. We propose to exploit this phenomenon to implement
tunnel-braid operations [92] on systems of Majoranas coupled to quantum dots.
The chapter is organized as follows. In the second section, we introduce Majorana
bound states contextualizing them in the field of consensed matter. After a brief account
of the most important concepts underlying quantum computation, we show how the
non-Abelian statistics of Majoranas renders them promising candidates for implementing
topologically protected qubits. Finally, we review the pivotal theoretical proposals that
have been put forward for Majoranas generation. We then present, in the third section,
the mechanism that is at the basis of our proposal: the crossed Andreev reflection in QH
systems. We proceed to calculate the CAR-induced gap, first analytically (third section)
and then numerically (fourth section). We exploit the numerical tool to fully characterize
finite-size systems, thus unveiling the generation of MZMs. Remarkably, we will show
that by tuning the system parameters, a domain wall hosting a topological pi junction
with two localized Majoranas can be created. Finally, in the fifth section we review the
proposal originally cast by Flensberg [92] of performing non-Abelian operations on sets
of Majoranas coupled to a quantum dot and study how, by applying this protocol to our
CAR-induced pi junction, most of the issues presented by the original implementation
can be elegantly overcome.
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4.2 Majorana zero modes
It has been long known that in three dimensions quantum mechanics restrains the possi-
ble statistics obeyed by elementary excitations to be either the Fermi-Dirac or the Bose-
Einstein, implying respectively that the wavefunction either stays invariant or changes
sign upon exchanging particles [212]. In essence, this is due to the fact that a double ex-
change of two particles that restore their initial positions is equivalent to a process where
one particle is adiabatically taken around the other. In turn, this is equivalent to a process
where none of the particles moves at all, and therefore the final wavefunction must be
identical to the initial one. This restricts the wavefunction transformations under a single
exchange to the two cases listed above. In two dimensions, however, the exchange statis-
tics can be richer. In fact, due to the dimensional confinement, the trajectory of a particle
that encircles another one cannot be continuously deformed to a point without intercept-
ing the other. Consequently, the double interchange of two particles involves a nontrivial
winding of the wavefunction, that needs now not be the same as the initial one. The
particles that obey these more exotic statistics are called anyons. Anyons can be divided
into two subclasses depending on whether the order in which successive exchanges are
performed matters or not. In the latter case one talks about Abelian anyons, whose wave-
function simply acquires a phase eiφ under interchange of particles. In this sense, bosons
and fermions can be thought of as particular cases of Abelian anyons whose wavefunc-
tion acquires a phase that is repsectively zero and pi under exchange. On the other hand,
non-Abelian anyons are characterized by a ground state degeneracy that allows the ini-
tial state to be rotated in the ground state manifold in a non-trivial fashion under particle
exchange, so that the end state of the operation can be a completely different state from
the inital one. This rotation in the degenerate subspace is implemented by a unitary tran-
formation whose matrix representation is non-commutative, hence the non-Abelianity of
this kind of statistics. MZMs probably constitute the best known and most studied class
of non-Abelian anyons, with a statistics that is determined by the braid group. We will
go through this topic in detail in the next subsection. Here we briefly mention that even
more exotic classes of non-Abelian anyons have been theoretically put forward, such as
the parafermions arising in some fractional quantum Hall phases [241,243,246] or the Fi-
bonacci anyons [212,248] that obey non-Abelian statistics different from the one followed
by Majoranas.
Majorana anyons were first introduced by the italian physicist Ettore Majorana in the
context of high-energy physics as a special class of particles that have the remarkable
property of being their own self-adjoint [249,250]. The wavefunctions of these particles
obey an alternative representation of the Dirac equation, namely
(iγ˜µ∂µ −mc)ψ˜ = 0 (4.1)
where the matrices γ˜µ satisfy the Clifford algebra {γ˜µ, γ˜ν} = 2ηµν with ηµν =
diag(−1, 1, 1, 1) the Minkowski metric like in Dirac’s equation, but are imaginary and
specifically given by
γ˜0 = σy ⊗ σx
γ˜x = iσx ⊗ σ0
γ˜y = iσz ⊗ σ0
γ˜z = iσy ⊗ σy
(4.2)
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where with σx, σy and σz represent Pauli matrices, σ0 is the identity and the structure of a
tensor product of the kind σy ⊗ σx is
σy ⊗ σx =
(
0 σy
σy 0
)
Since the matrices iγ˜µ are purely real, the corresponding field ψ˜ is also real, which leads to
the so-called reality condition that ψ˜ = ψ˜†. This property implies that creating a Majorana
is the same physical process as annihilating it.
While in the particle physics community the debate on whether neutrinos could
be Majorana excitations (following Majorana’s initial suggestion) is still open, in the
condensed matter world it is natural to look at superconductors as potential hosts for
these exotic particles. Loosely speaking, the reason can be sought in the fact that the
Bogoliubov-de Gennes (BdG) quasiparticles are complex fermions given by a super-
positions of electrons an holes, with the latter being the antiparticles of the former.
A simplicistic expression for operators that create and annihilate the excitations in a
superconducting condensate is
γ = uc†↑ + vc↓ γ
† = v∗c†↓ + u
∗c↑
It is clear from these expressions that γ and γ† are physically distinct operators so that
generic BdG quasiparticles are not Majorana anyons. However, the distinction can be
removed by imposing that u = v∗ and, more importantly, by getting rid of the spin de-
gree of freedom. In this situation, the creation and annihilation operators for Bogoliubov
quasiparticles are the same, so that γ = γ†, that is, they obey the reality condition en-
countered above. Furthermore, it can be shown that BdG quasiparticles at zero energy
are MZMs. This derives from the redundancy of the Bogloliubov Hamiltonian, resulting
in the particle-hole symmetry that Bogoliubov quasiparticles satify, that is, for any solu-
tion with positive energy E there must be a solution with energy −E, and that these two
solutions are related by
γ(E) = γ†(−E)
This implies, in turn, that excitations at zero energy in a superconductor obey the Majo-
rana condition that γ = γ†. Also, it implies that Majoranas always come in pairs.
4.2.1 Elements of quantum computation
Quantum computing is a form of computation based on qubits, that is two-states (that we
label |0〉 and |1〉 for convenience) quantum-mechanical systems that differ from classical
bits in that they exist in a coherent superposition of the two basis states |0〉 and |1〉. By
extension, the quantum state of an n-qubit system (or n-size quantum register) is a su-
perposition of 2n states, and it is represented by a 2n-dimensional complex vector, where
each entry represents the probability amplitude of each of the possible 2n basis states of
the system. Therefore, while an n-size classical register is able to store a single value of
the 2n possibilities spanned by n classical bits, a quantum register is able to store all 2n
possibilities spanned by quantum pure qubits at the same time.
An algorithm performed by a quantum computer usually begins with an inizializa-
tion of the qubits, similarly to a classic computer. Then a set of quantum gates performs
the logic operations, and the calculation ends with a measurement. The fundamental dif-
ference with respect to classical computation is that whereas the initialization and mea-
surement of a qubit has the same possible realizations as a bit (namely, |0〉 or |1〉), a huge
amount of additional information is stored in the quantum correlations between all the
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qubits in an ensemble while the logic operations are performed. The basis vectors that
span the space of all possible quantum states of the system are therefore the possible out-
comes of a measurement, and a quantum state is a linear combination of these outcomes.
A quantum logic gate is a basic quantum circuit operating on a small number of qubits.
Complex quantum circuits can be built by composing several gates. Quantum gates act-
ing on n qubits are represented by 2n × 2n unitary matrices and the quantum states of
an n-qubit register are the variables that the gates act upon. The most common quantum
gates operate on spaces of one or two qubits. A single qubit can be represented as
|ψ〉 = α|0〉+ β|1〉 (4.3)
where α and β are probability amplitudes and are in general complex numbers. When
we measure this qubit in the standard basis, the probability of outcome of |0〉 is |α|2 and
the probability of outcome of |1〉 is |β|2, and these two probabilities must sum to unity,
|α|2 + |β|2 = 1. There are therefore only three degrees of freedom left, which can be
treated as the equation for a 3-sphere embedded in 4-dimensional space with a radius of
1 (unit sphere). This means, with a suitable change of coordinates, that one can eliminate
one of the degrees of freedom. By choosing Hopf coordinates, for instance, one can express
α = eiψ cos(θ/2)
β = ei(ψ+φ) sin(θ/2)
(4.4)
and since the overall phase eiψ has no observable physical consequences, we can choose
α to be real such that two degrees of freedom remain and the possible states for a single
qubit can be visualised using a Bloch sphere, where the states |0〉 and |1〉 identify the
north and south pole, respectively (see Fig. 4.3). A set of universal quantum gates is any
FIGURE 4.3: Sketch of the Bloch sphere that identifies the possible quantum states of a qubit.
set of gates to which any operation possible on a quantum computer can be reduced, that
is, any other unitary operation can be expressed as a finite sequence of gates from the set.
The DiVincenzo Criteria [251] that a quantum computer implementation must satisfy
are:
1. A scalable physical system with well-characterized qubits
2. The ability to initialize the state of the qubits to arbitrary states
3. A universal set of quantum gates
4. Decoherence times much longer than gate-operation times
5. Capability of reading out the qubits
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The harshest challenge for meeting the DiVincenzo criteria rests on the need for long
coherence times. In fact, interaction with the environment causes the system to deco-
here in most implementations relying on standard qubits (for instance, the polarization
of photons or the spin polarization of spin-1/2 electrons) [252]. As a result, time con-
suming tasks may render some quantum algorithms inoperable, as maintaining the state
of qubits for a long enough duration may corrupt the quantum superposition during
the execution of the logic operation, thus spoiling the whole quantum computation. It
is because of this complication that the idea of a topological quantum computation rest-
ing on Majorana-based qubits has taken root. As we will see, on account of the high
non-locality of the ground state wavefunction, the quantum states generated by these
anyons are insensitive to local perturbations. This topological protection is inherited by
the quantum computation protocols that employ Majorana states as building blocks for
qubits, provided the logic operations are performed adiabatically such that the ground
state manifold remains decoupled from external degrees of freedom.
4.2.2 Non-Abelian statistics and braiding
By virtue of the ‘spinlessness’ of the superconductors supporting Majoranas, these
anyons have half the degrees of a freedom of a regular fermion. Two Majoranas can be
therefore combined to give rise to a fermion characterized by creation and annihilation
operators expressed as function of the two Majorana operators γ1 and γ2 as
d =
1
2
(γ1 + iγ2) d† =
1
2
(γ1 − iγ2) (4.5)
so that, in turn,
γ1 = d + d† γ2 = −i(d− d†) (4.6)
These relations allow to derive the anticommutation relations obeyed by the Majoranas
from those of regular fermions, yielding{
γi,γj
}
= 2δij (4.7)
whence γ2 = (γ†) = 1. If the Majoranas are sufficiently far apart so that their wave-
functions do not overlap, they are true zero energy solutions of the system. Since the
wavefunction of an excitation in a superconducting condensate lives on a scale given by
the coherence length ξ = h¯vF/pi∆, the Majoranas will not overlap as long as they are lo-
cated at a distance L ξ. If they are brought closer together, they will split by an energy
that scales exponentially with the distance as e−L/ξ . At this point it is crucial to note that
the composite fermions into which Majoranas can be combined are regular fermions in
that they obey standard Fermi-Dirac statistic, still they have a peculiar feature that dis-
tinguish them from normal fermions. In the regime where L ξ, the composite fermion
is higly delocalized on the scale set by L and, more importantly, it will be a zero-energy
solution of the problem, meaning that one can empty or fill the non-local state described
by d with no energy cost, which results in a degeneracy of the ground state. Namely,
the two states |0〉 and |1〉 = d†|0〉 are degenerate in energy. This fermionic state is topo-
logically protected by virtue of its high non-locality, since no local perturbation (that is,
no environmental degrees of freedom that couple locally to fermionic field operators) can
measure its quantum state. It is on account of this protection that a qubit defined by these
two states is envisioned as the ideal basis for implementing quantum computational logic
operations able to beat decoherence. In the opposite regime where L < ξ the degeneracy
of the ground state is lifted and it costs a finite energy to excite the composite fermion
4.2. Majorana zero modes 93
described by d. In this regime, no topological protection holds and the fermion is in most
respects a standard one.
In order to understand how the the ground state degeneracy (and consequent non-
Abelian statistics) arises, one can consider a system of 2N Majoranas γ1,γ2, ...,γ2N . Sim-
ilarly as argued above, these 2N Majoranas can be arbitrarily combined to generate N
complex fermions defined by operators dj = (γ2j−1 + iγ2j)/2 and d†j = (γ2j−1 − iγ2j)/2,
with j = 1, ..., N. If the Majoranas are sufficiently far apart from each other such that
they all have energies pinned to zero, the N fermions they combine into are zero-energy
states, and do not change the ground state energy by being filled or empty. As a conse-
quence, 2N MZMs give rise to a 2N degenerate ground state of zero-energy states, that
can be labeled by specifying the occupation numbers (that can be either 0 or 1) of the N
composite fermions dj, nj = d†j dj:
|ψgs〉 = |n1, n2, ..., nN〉 (4.8)
Therefore in principle, given an initial state, swapping the positions of two Majoranas
can have the effect of unitarily rotating the wavefunction in the ground state manifold
in a non-commutative fashion, with the system ending up in a final state given by an
arbitrary superposition of states of the kind of Eq. (4.8) characterized by different strings
of occupation numbers. This possibility is demonstrated in the following.
In order to provide a simple and intuitive account of how the non-Abelian statistics
of the Majorana emerges from their exchange, we follow the treatment first given by
Ivanov [215]. The model system is that of a p-wave superconductor either spinless and
allowing for single-quantum vortices or spinful and allowing for half-quantum vortices
as low-lying subgap excitations, but applies equally well to all the platforms for Majorana
anyons engineering that have been put forward in the last decade (see next subsection).
The non-Abelian statistics of half-quantum vortices in spinful p-wave superconductors
was first derived by Moore and Read [253] for the Pfaffian state, corresponding to frac-
tional quantum Hall states with even denominators. The excitations of the Pfaffian state
are vortices and their statistics has been obtained in the context of quantum field theory.
Ivanov proposes a much more intuitive treatment relying on the transformation proper-
ties of MZMs under U(1) gauge transformations. The phase of the superconducting or-
der parameter changes by 2pi at a vortex. If the superconducting gap is changed by φ as
∆ = 〈dd〉 → eiφ, the fermionic operators change as d→ deiφ/2, and d† → d†e−iφ/2. There-
fore, Majorana operators defined as functions of the fermionic operators as γ = d + d†,
change as γ → ψeiφ/2 + ψ†e−iφ/2. Under a change of phase of φ = 2pi of the order pa-
rameter, therefore, the Majorana operator γ goes to deipi + d†e−ipi = −(d + d†) = −γ,
indicating that the Majoranas carry odd charge with respect to the vortex gauge field.
Since MZMs are trapped by vortices in topological superconductors, one can describe
this phenomenology by introducing a branch cut emanating from each vortex such that
the phase of the order parameter is single-valued away from the branch cut and jumps by
2pi when the branch cut is crossed. As a consequence, during the clockwise exchange of
two Majoranas γ1 and γ2 that are nearest neighbors, that is, that have no other Majoranas
between them such as the one shown in Fig. 4.4, one of them necessarily has to cross a
branch cut and consequently change sign, whereas the other stays invariant, resulting in
the transformation rule:
T :
{
γ1 → γ2
γ2 → −γ1 (4.9)
where T is the generator of the elementary interchanges between γ1 and γ2 for the braid
group B2. For 2N Majorana modes, the braid group B2N comprises all the interchanges
between Majoranas that return the particles to their initial positions but in a different
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γ1 γ2
FIGURE 4.4: Clockwise braid of γ1 and γ2. While moving, γ1 crosses a branch cut (dashed lines),
thus acquiring a minus sign, whereas γ2 remains unchanged. This sign change of only one of the
two Majoranas leads to non-Abelian statistics.
order. The generators of B2N are the operators Ti, with i = 1, 2, ..., 2N − 1, that satisfy the
relations
TiTj = TjTi |i− j| > 1
TiTjTi = TjTiTj |i− j| = 1
(4.10)
and result in the general transformation rule for Majorana operators
Ti :

γi → γi+1
γi+1 → −γi
γj → γj for j 6= i, i + 1
(4.11)
The statistics of the braid group is defined by the unitary operators that act on the 2N
degenerate ground state manifold to represent the elements of the group, whose expres-
sions can be given in terms of Majorana operators. These operators, that we call τ(Ti)
must be such that
τ(Ti)γj [τ(Ti)]
−1 = Ti(γj) (4.12)
with Ti(γj) given by Eq. (4.11). The expression for τ(Ti) that satisfies 4.12 is
τ(Ti) = epiγi+1γi/4 =
1+ γi+1γi√
2
(4.13)
In the case of two Majoranas γ1 and γ2 there is only one generator of the group, and it
obeys Eq. (4.9). The unitary operator that represents this braid group element can be
expressed as
τ(T) = epiγ2γ1/4 = eipi(2di
†d−1)/4 = e−ipiσz/4 (4.14)
where σz is the Pauli matrix acting in the space spanned by the states |0〉 and |1〉 =
d†|0〉. In this space the operator τ(T) performs a rotation of the wavefunction by an
angle pi/2 around the z axis, and as a consequence the wavefunction only acquires a
phase. Therefore, at this level, no change of state from the inital to a fundamentally
different one is observed. This is due to the fact that the braiding operation leaves the
parity of the Majorana system unchanged (mathematically, this is reflected by the fact
that the τ(Ti) operators are even in Majorana operators), so that it is not possible for the
system to go from |0〉 to |1〉 or viceversa, because this would violate parity conservation.
To observe the non-commutative statistics of Majoranas, one has to consider a system
with a higher number of MZMs. The smallest of such systems involves four Majoranas
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FIGURE 4.5: Illustrative sketch of the operations implemented on the Bloch sphere by the opera-
tors τ(Ti) representing the Braid group B4 elements Ti with i = 1, 2, 3 defined in Eq. (4.15).
γ1, γ2, γ3 and γ4. One can form two composite fermions described by d1 = (γ1 + iγ2)/2
and d2 = (γ3 + iγ4)/2 that act in the space generated by the tensor product of the basis
states of the two fermions: {|00〉, |01〉, |10〉, |11〉} and because parity is conserved the even
and odd parity blocks (respectively, {|00〉, |11〉} and {|01〉, |10〉}) are decoupled. It is easy
to see that the three operators representing the generators T1, T2, T3 of the braid group B4
in the even parity subsector (or, equivalently, in the odd parity one) read
τ(T1) = epiγ2γ1/4 = e−ipiσz/4
τ(T2) = epiγ4γ3/4 = e−ipiσz/4
τ(T3) = epiγ3γ2/4 = e−ipiσx/4
(4.15)
From these expression, it is evident that braiding Majoranas that belong to the same
fermion has the trivial effect of multiplying the wavefunction by a phase (the same effect
that it had for a system of only two Majoranas), whereas exchanging two nearest neigh-
boring Majoranas that belong to two different fermions results in a non-trivial rotation of
the wavefunction within the even-parity subspace of the ground-state manifold.
It is now clearer why it is customary to refer to the exchange of two non-Abelian
anyons with the term braiding: because of the presence of branch cuts emanating from
MZMs-trapping vortices, when interchanging the positions of the anyons it is funda-
mental to keep track of their history in order to know whether branch cuts are being
crossed during the exchange. In other words, the world lines of Majorana anyons need to
be known at all times, the world line being the 2 + 1-dimensional (two spatial and one
temporal dimensions) trajectory of the particle consisting of the sequence of spacetime
events in the history of its motion in the two-dimensional space in which it is embedded.
Whenever a trajectory crosses a brach cut, the sign of the involved Majorana changes. The
visual effect of the drawn world lines of multiple Majoranas interchanging positions has
the appearence of a braid, as schetched in Fig. 4.6. The braiding operation corresponds,
as we have seen, to a rotation of a single qubit by pi/2. Because of the topological pro-
tection supplied by the spatial delocalization of Majoranas, this operation serves as a
protected single-qubit quantum gate for performing topolgical quantum computational
tasks. However, this braiding-based single-qubit operation does not exhaust single-qubit
operations since not all the Hilbert space can be explored by means of rotations by pi/2.
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FIGURE 4.6: Sketch of the world lines of four Majorana anyons interchanging positions. The
vertical axis indicates the time evolution of the system.
One needs to be able to perform rotations by arbitrary angles, in addition to two-qubits
operations.
Summarizing, the previous discussion shows how Majoranas provide, through real-
space exchange or braiding, a topologically stable realization of unitary operators for
quantum computing. However, in order to obtain a universal gate set, one needs to
supplement braiding with two-qubit measurements plus a single-qubit φ = pi/8 phase
gate [212], implemented by the operator
Rφ =
(
1 0
0 eiφ
)
(4.16)
that has the effect of leaving the basis state |0〉 unchanged and maps |1〉 to eiφ|1〉. The
probability of measuring a |0〉 or |1〉 is unchanged, however it modifies the phase of the
quantum state. It is equivalent to tracing a horizontal circle on the Bloch sphere of φ,
and thus allows to extend the range of rotations on the Bloch sphere allowed by braiding
(restricted to pi/2 angles) to rotations by arbitrary angles.
4.2.3 Platforms that support Majoranas
The first among the countless amount of proposed platforms for Majorana anyons gener-
ation can be thought to be the Pfaffian state introduced by Moore and Read in a seminal
paper [253]. Subsequent works were able to prove that a possible realization of this state
is the ν = 5/2 filling factor of the fractional quantum Hall state [212,254–256]. Later on,
it was recognized by Read and Green that topological spinless two-dimensional p + ip
superconductors share the same non-Abelian statistics as the Pfaffian state [257]. The
quantum vortices present in this system host Majorana anyons, and in addition chiral
Majoranas circulate at the boundaries [64,258]. Ivanov further showed that a spinless
p-wave superconductor with single quantum vortices is equivalent to a spinful p-wave
superconductor with half-quantum vortices [215].
Besides these ‘intrinsically’ topological states, a significant body of work has been
devoted to looking for engineered topological phases in hybrid platforms. These phases
result from combining different physical systems and interactions in a clever way so as to
cause non-trivial Majorana physics to emerge. Remarkably, most of the proposals include
all ingredients that are well within the reach of current laboratory technologies and easy
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to find in nature, such as s-wave superconductivity, semiconductors with strong spin-
orbit interaction and magnetic fields. These hybrid structures are highly needed since
intrinsic p-wave superconductivity is extremely rare in nature.
As we will see later in more detail, there are three ingredients that allow for Majorana
bound states generation, namely:
1. Proximity effect, consisting in the tunneling of Cooper pairs from a superconductor
to a normal conductor when they are placed close to each other.
2. Time reversal symmetry breaking (usually induced by means of magnetic fields).
3. Spin orbit coupling (SOC).
The first ingredient allows to induce superconductivity (of the s-wave standard kind)
into the desired platforms. The two last ingredients, combined, allow to overcome the
fermion doubling problem and to effectively get rid of one of the two spin degrees of
freedom, at the same time as ingeniously endowing counterproagating carriers with op-
positely spin-canted polarizations so that they are able to form the spin singlet needed
for superconducting pairing. The candidate systems exploiting this wise combination
of ingredients can be collected into two classes depending on whether the platform is
one-dimensional or two-dimensional.
The groundbreaking proposal for 1D quantum wires to support bound Majorana zero
modes at their ends was cast simultaneously in the two seminal papers by Lutchyn et
al [213] and Oreg et al [214] in what is generally called the Oreg-Lutchyn model. The
host system is a semiconducting wire with Rashba SOC made of e.g. InAs or InSb in
the limit where only the lowest transverse subband is populated. Upon proximitising
the wire with an s-wave superconductor, and appliying a magnetic field Bx along the
direction of the wire (chosen as the x direction, see Fig. 4.7a), the system is described by
a Hamiltonian
H = H1D + H∆ (4.17)
where
H1D =
∫
dxψ†(x)
(
− ∂
2
x
2m
− µ− iασy∂x +VZσx
)
ψ(x) (4.18)
and
H∆ =
∫
dx
(
∆ψ↑(x)ψ↓(x) +H. c.
)
(4.19)
In the expressions above, VZ is the strength of the Zeeman splitting induced by the ap-
plied magnetic field Bx, α is the magnitude of Rashba SOC, µ is the chemical potential in
the wire and ∆ is the pairing potential induced by proximity to the s-wave superconduc-
tor. The system described by H1D is spinless for values of the chemical potential |µ| < VZ
(see right panel of Fig. 4.7b) and it is easy to show that the system described by the full
Hamiltonian H can be driven into a topologically non trivial phase for values of the Zee-
man energy such that VZ >
√
∆2 + µ2 (see Fig. 4.7c and d). It is interesting to notice that
the Hamiltonian in Eq. (4.17) is mappable to the Kitaev toy model Hamiltonian [259],
describing spinless fermions hopping on a 1D chain with p-wave superconductivity
HK = −µ∑
n
c†ncn −
t
2∑n
(
c†ncn+1 +H. c.
)
− ∆
2 ∑n
(
eiφcncn+1 +H. c.
)
(4.20)
The formal proof is given explicitly in [260].
On the other hand, we have the 2D platforms. Pioneering in this sense was the pro-
posal for using 2D topological insulators proximitized with s-wave superconductors first
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(a) (b) ↵ 6= 0, VZ = 0 ↵ 6= 0, VZ 6= 0
(c) (d)
  6= 0 VZ/ 
µ/ 
Bx
FIGURE 4.7: (a) Illustrative representation of a 1D Rashba quantum wire proximitised with an s-
wave superconductor and with a magnetic field Bx applied along the wire direction. (b) Evolution
of the single-particle spectrum of a 1D quantum wire (with a parabolic band dispersion in the
absence of interactions) as SOC (left panel) and a Zeeman field (right panel) are progressively
added to the system. The blue shaded region indicates the effectively spinless energy window,
where topological superconductivity can arise via proximity-induced pairing. (c) Bogoliubov
spectrum of the 1D wire with an induced pairing ∆ when the Fermi level is in the spinless energy
window. The line color of these spectra represents the spin polarization along the direction of
the spin-orbit field. (d) Phase diagram of the system in the (VZ/∆, µ/∆) plane. [Adapted with
permission from Ref. [86]]
cast by Fu and Kane [154]. A 2D topological insulators is characterized by an insulat-
ing bulk with conducting gapless helical edge states, that is, oppositely spin-polarized
counterpropagating states connected by time-reversal symmetry (see Fig. 4.8a and b).
Provided this symmetry is preserved, backscattering between the two spin-filtered edge
states is prohibited. This property provides the system with one crucial ingredient, that
is the fermion doubling removal, since when the Fermi level is tuned within the bulk gap
there is only a pair of Fermi points. These states can be gapped out by proximitization
with a standard superconductor, and the pairing gap arising is topological because of the
‘spinless’ feature exemplified above. The Hamiltonian describing such a system is
H = H2DTI + H∆ (4.21)
with
H2DTI =
∫
dxψ†(x) (−µ− ivσz∂x)ψ(x) (4.22)
and
H∆ =
∫
dx
(
∆ψ↑(x)ψ↓(x) +H. c.
)
(4.23)
Again, the phase of matter described by this Hamiltonian is mappable to the Kitaev
model (Eq. (4.20)) if a Zeeman field that breaks time-reversal symmetry perpendicular to
the spin-orbit coupling field (chosen along z) is applied (see Fig. 4.8b):
H → H′ = H2DTI + H∆ + HZ (4.24)
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(a) (b) (c) VZ/ 
FIGURE 4.8: (a) Illustrative representation of the helical edge states of a 2D topological insulator.
(b) Spectrum of a 2D topological insulator with and without magnetic field (gapless colored and
gapped black spectra, respectively). (c) Phase diagram of the system in the (VZ/∆, µ/∆) plane.
[Adapted with permission from Ref. [86]]
with
HZ = −VZ
∫
dxψ†(x)σxψ (4.25)
It can be shown that the system described by H′ can be driven in a topologically non
trivial phase for values of the Zeeman energy such that VZ <
√
∆2 + µ2 (see Fig. 4.8).
Another class of 2D platforms that has become increasingly attractive is that of
SNS junctions with strong Rashba SOC in the normal part. It has been recently shown
[261,262] that by inducing a phase difference of pi between the two superconducting
leads (see Fig. 4.9a), the magnetic field applied along the direction of the quasi-1D region
occupied by the 2DEG needed to originate topological superconductivity in the system
is sensibly reduced (see Fig. 4.9b). Even more remarkably, in a setup where the phase
is not controlled externally, the system is found to undergo a first-order topological
phase transition when the Zeeman field is varied. At the transition, the phase difference
between the superconducting leads changes abruptly from a value close to zero, for
which the system is trivial, to a value close to pi, for which the system is topological (see
Fig. 4.9c).
(a) (b) (c)
FIGURE 4.9: (a) Sketch of the SNS planar junction considered in [261]. (b) Phase diagram of the
system as a function of the phase difference φ between the two superconducting leads and of the
in-plane Zeeman field EZ,J . The shaded region indicates the superconducting topological phase.
(c) The phase difference φGS that minimizes the ground state energy calculated for two different
temperatures as a function of the applied Zeeman field obtained numerically from a tight binding
model of the junction. [Adapted with permission from Ref. [261]]
We conclude this section by mentioning that another interesting class of platforms
for Majorana engineering is that of time-reversal invariant systems. In these systems
Kramers doublets of protected Majoranas that do not split despite their spatial proximity
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(as long as time reversal symmetry is preserved) appear at the borders of conveniently
prepared systems [263–267].
4.3 The Crossed Andreev reflection (CAR) mechanism in quan-
tum Hall systems
In this section we discuss Andreev reflection processes in several types of junctions and
with different kinds of physical ingredients.
4.3.1 Andreev reflection processes in normal platforms
The term local Andreev reflection (LAR) refers to the remarkable property of normal-
superconducting (NS) junctions of retroreflecting a hole when an electron with an energy
smaller than the superconducting gap tunnels into the superconductor from the normal
lead [238,239,268]. During this process, a Cooper pair forms in the superconductor (see
Fig. 4.10a). This hallmark of NS junctions reflects the capability of superconductors to
accept electrons only in pairs, such that a single electron cannot penetrate a superconduc-
tor if another electron is not available to form a pair. As a consequence, when an electron
tunnels, another has to tunnel at the same time. The Andreev reflected hole is nothing
but the empty state left behind by the electron that is captured with the incident one to
form a Cooper pair. Phase-coherence is mantained between the incoming electron and
outgoing hole during this reflection process.
Since Cooper pairs are composed by states related by time reversal, that is electrons
with opposite momenta and spins, the reflected hole will have opposite spin and ve-
locity, but equal momentum, with respect to the incoming electron. As an important
consequence, if the system is spin-polarized and only one spin is occupied by the con-
duction electrons, Andreev reflection is impossible because there are no available states
in the normal conductor to form a Cooper pair, or, alternatively, there is no channel for
retroreflected holes with opposite spin.
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FIGURE 4.10: (a) Schematic illustration of a local Andreev reflection (LAR) at a NS junction. (b)
Schematic illustration of a crossed Andreev reflection (CAR) at a NSN junction.
When multiple interfaces are present, exotic physics can take place. In SNS junctions,
for instance, bound states of co-existing electrons and holes with energies below the su-
perconducting gap can be formed, called Andreev bound states [238].
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A process similar to LAR, termed crossed Andreev reflection (CAR), is instead pe-
culiar to NSN junctions and occurs when an electron is injected from one of the normal
terminals to the superconductor, and a hole is reflected out at the other normal terminal.
In this process a Cooper pair forms in the superconductor as was the case with LAR,
with the difference that the ‘matching’ electron that forms a pair with the incoming elec-
tron comes from the opposite lead [269–272]. This process takes place on a characteristic
length given by the coherence length of the superconductor ξ = vF/h¯∆, and as a conse-
quence CAR can only occur if the width of the superconducting region is smaller than
this length. For larger widths, this process is exponentially suppressed. In a generic SNS
junction the CAR process competes with the LAR one, with the latter occurring indepen-
dently at each of the two individual NS junctions. Which of the two dominates critically
depends on the specific system taken into account and on the width of the superconduct-
ing region, that controls the strength of CAR while leaving the LAR unaltered. Notice
that if the LAR can be suppressed and the width of the central region is shorter than the
coherence lenght, the CAR dominates the transport features of the junction. This is the
central aspect of our proposal.
The inverse process of Andreev reflection is the Cooper-pair splitting, consisting in a
process where a Cooper pair tunnels in a normal conductor proximitised with a super-
conductor. Again, this process can be either local (at a single NS interface) or crossed (if
there are two successive NS interfaces with a narrow superconductor in between). This
splitted pair of electrons is phase-coherent and, therefore, entangled. It is interesting to
note that there is an intimate connection between the process of Cooper pair splitting
and the proximity effect, since the latter is nothing but the leakage of Cooper pairs from
a superconductor to a normal metal.
4.3.2 Andreev reflection processes in quantum Hall systems
This picture qualitatively changes when a strong magnetic field perpendicular to the NS
interface is applied. In this situation time-reversal symmetry is broken and a special kind
of Andreev bound state, that was first introduced in [240], can originate. Provided that
the magnetic flux is strong enough to prompt quantum Hall physics in the normal lead
and can nevertheless be expelled by the superconductor, the bound state that forms is a
coherent superposition of an electron and a hole that propagates in the same direction
along the interface.
In a classical description of the dynamics of an electron moving in two dimensions
in an external magnetic field, the LAR processes that occur at the NS interface can be
thought of as an alternating path of skipping orbits of electrons and holes, as shown in
Fig. 4.11a. Quantum-mechanically, the more appropriate model for describing this mech-
anism is in term of quantum Hall edge states characterized by mixed electron and hole
currents that flow parallel to the interface and in the same direction, as shown in Fig.
4.11b and c. The fact that electrons and holes propagate in the same direction stems from
the intrinsic chirality of the carriers associated to the breaking of time reversal symmetry
of the QH phase. This has the remarkable consequence that, at odds with what happens
at standard NS junctions, the Andreev bound state characterized by chiral copropagating
electron-like and hole-like edge states arising at NS interfaces in the QH regime is a gap-
less edge mode. In fact, having the same velocity, the electrons and holes forming this
LAR-induced bound state cannot couple to develop a gap.
If we now introduce a second NS interface so as to generate an NSN junction as in Fig.
4.12, it is easy to see that, because of chirality, the two interfaces host oppositely propagat-
ing edge states [234,241,242,273]. Because of this, in the limit where the superconducting
region is narrower than the coherence length, an electron-like state with momentum at
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FIGURE 4.11: (a) Classical picture of electrons and holes in alternating skipping orbits at the
boundary bewteen a QH system and a superconductor. (b) Quantum-mechanical picture of the
Andreev bound state generated at the boundary bewteen a QH system and a superconductor via
LAR processes. (c) Qualitative picture of the LAR-induced Andreev bound state dispersion.
the first interface can be reflected as a hole-like state at the opposite interface with the
same momentum and opposite velocity. Analogously, an electron-like state at the second
interface (that has opposite velocity and momentum with respect to electron-like states
at the first interface) can be scattered across the superconducting region and reflected as
a hole at the first interface, with the hole having the same momentum as the incoming
electron and opposite velocity because of chirality (see panel a of Fig. 4.12a for the classi-
cal picture, and panel b for the quantum-mechanical one). Now, since electron and hole
states at opposite interfaces have equal momenta and opposite velocities, unlike LAR-
induced electron-hole pairs, they can combine to open a gap (see Fig. 4.12c). Note how-
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FIGURE 4.12: (a) Classical picture of CAR processes at a NSN junction when the normal leads
are in the QH regime. (b) Quantum-mechanical picture of CAR-induced electron and hole states
at a NSN junction when the normal leads are in the QH regime. (c) Qualitative picture of the
CAR-induced electron and hole edge states dispersion.
ever that the pairing induced by the CAR mechanism does not guarantee the opening of
a topological superconducting gap. In fact, a gap is allowed only if a non-zero singlet
amplitude is present, that is, a channel for reflected holes with a spin component oppo-
site to that of the incoming electron. Moreover, this gap may be topologically nontrivial,
but only if the system is effectively ‘spinless’.
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4.3.3 Induced pairing
We now wish to develop a more rigorous understanding of the kind of gap that can arise
as a result of crossed Andreev reflection. In this first subsection, we compute the pairing
∆˜ induced in the 2DEG by a superconducting strip that is translationally invariant along
the x axis and confined between y = 0 and y = WS along the y axis.
The effect of this strip on the surrounding 2DEG (that we take to be infinite in the
xy plane) can be taken into account upon integrating out its degrees of freedom. This
induces a self-energy Σ(ω) in the 2DEG, whose off-diagonal Nambu components, in the
limit of zero frequency, are proportional to the induced pairing ∆˜. If we neglect spin-orbit
and Zeeman interaction effects in the strip, the induced pairing is formally given by
∆˜ =
1
2
Tr [τxΣ(ω = 0)] (4.26)
with τx acting in the particle-hole space spanned by the two-component Nambu spinor
Ψ = (ψ↑,ψ†↓)
T. Neglecting SOC in the strip is justified because its role is merely that
of canting the spin polarizations of the edge states along a direction perpendicular to
that of the Zeeman field. We take into consideration the dependence of the induced gap
on this canting in the next subsection, by inserting a SOC term in the effective Hamilto-
nian for the edge states of the 2DEG in the QH phase. The same holds for the Zeeman
field, even though a more profound reason for neglecting this interaction in the super-
conducting strip is rooted in the screening of the field associated to Meissner effect, a
phenomenon ‘inherited’ by the proximitised region from the parent superconductor. On
the other hand, taking the zero frequency limit is justified in the physically relevant situ-
ation where ∆˜  ∆, with ∆ the parent gap. In this regime, the frequency dependence of
the parent Green’s function becomes negligible.
The self energy Σ(ω) induced between the two NS boundaries by the strip, in turn, is
related to the tight binding Green’s function of the isolated system G(0)tb (ω; y, y
′), evalu-
ated at the edges, by the relation
Σ(ω) = t′∗G(0)tb (ω; y, y
′)t′
∣∣∣
y=0,y′=WS
(4.27)
with t′ the coupling amplitude between the superconducting strip and the 2DEG. When
t′ = 0, the superconductor cannot pair the chiral states from opposite edges, and con-
sequently the system is gapless with counterpropagating states at both side of the strip.
It is only fot t′ 6= 0 that the superconductor becomes able to pair the edge states, thus
opening a SOC and Zeeman dependent gap.
The tight-binding Green’s function G(0)tb (ω; y, y
′) is related to that of the continuous
limit as
G(0)(ω; y, y′) = lim
a→0
G(0)tb (ω; y, y
′)
a
with a the lattice parameter of the system. However, we cannot simply make use of this
equality in computing the self-energy in Eq. (4.27), since the former has to be calculated
at the boundaries (y = 0, y′ = WS), where the continuum Green’s function vanishes by
definition. As was shown in [274], the tight binding Green’s function at the outermost
sites of an isolated system can be directly related to the double derivative with respect to
y and y′ of the continuous Green’s function as
G(0)tb (ω; y, y
′) = −a3∂y∂y′G(0)(ω; y, y′) (4.28)
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in the limit where a → 0. Therefore one has that, by making successive use of equations
(4.26)-(4.28) backwards, the following expression for ∆˜ as a function of the continuum
Green’s function G(0)(ω; y, y′) is found
∆˜ = − a
3|t′|2
2
∂y∂y′
(
Tr
[
τxG(0)(ω = 0; y, y′)
])
y=0,y′=WS
(4.29)
We are now left with the task of computing the continuum Green’s function
G(0)(ω; y, y′). To this end, we consider an isolated superconducting strip described by
the Hamiltonian
HS =
(
− ∂
2
x
2m
− ∂
2
y
2m
− µ
)
τz + ∆τx (4.30)
where m is the effective mass, µ is the chemical potential and ∆ the pairing potential
induced in the strip by the parent superconductor. The τ’s are Pauli matrices acting
in the Nambu space, spanned by the previously introduced two-dimensional spinor
Ψ = (ψ↑,ψ†↓)
T. When solving the eigenvalue problem associated with this system, trans-
lational invariance in the x direction allows us to write the wavefunction as
Ψ(x, y) = eikxxϕ(y)
with ϕ = (ϕ↑, ϕ†↓)
T a two-component spinor in Nambu space. The eigenvalue equation
for ϕ(y) becomes therefore[(
− ∂
2
y
2m
− µ˜
)
τz + ∆τx
]
ϕ(y) = eϕ(y)
Where we have defined
µ˜ = µ− k
2
x
2m
(4.31)
If we further assume that
ϕ(y) =
(
u
v
)
eikyy
The eigenvalue problem becomes[(
k2y
2m
− µ˜
)
τz + ∆τx − e
]
ϕ(y) = 0
That yields the solutions
eη = η
√√√√( k2y
2m
− µ˜
)2
+ ∆2 = η
√
ξ2 + ∆2 η = ±1
where we have defined
ξ =
k2y
2m
− µ˜
and the associated normalized spinor is given by
ϕη =
(
uη
vη
)
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where
uη = η
√
eη + ξ
2eη
vη =
√
eη − ξ
2eη
For a given eigenvalue of the problem, the most general solution is given by
ϕη(y) =
(
uη
vη
) [
Aηeikyy + Bηe−ikyy
]
(4.32)
The coefficients Aη and Bη are found by imposing the boundary conditions that the wave-
function of the isolated strip needs to vanish at the boundaries:
ϕη(y = 0) = ϕη(y = WS) = 0
that yields Aη = −Bη and the quantization of the wavevector along the y direction
kny = npi/WS (4.33)
The energy, dependent on ky, is quantized as well
enη = η
√√√√( (kny)2
2m
− µ˜
)2
+ ∆2 = η
√√√√( n2pi2
2mW2S
− µ˜
)2
+ ∆2 = ηµ˜
√√√√(n2λ˜2F
4W2S
− 1
)2
+
(
∆
µ˜
)2
(4.34)
where we have introduced the Fermi wavelength
λ˜F =
2pi√
2mµ˜
(4.35)
The spinors become n-dependent as well
ϕnη(y) =
i√
2enη
(
unη
vnη
)
sin(knyy)
where unη and vnη depend on n through kny (Eq. (4.33)) and enη (Eq. (4.34)). We are now able
to compute the Green’s function of the system
G(0)(ω; y, y′) =
∞
∑
n=0
G(0)n (ω; y, y′) =
∞
∑
n=0
∑
η=±1
ϕnη(y)⊗ [ϕnη(y′)]†
ω− enη
(4.36)
where
G(0)n (ω; y, y′) = ∑
η=±1
ϕnη(y)⊗ [ϕnη(y′)]†
ω− enη
At zero frequency:
G(0)n (y, y′) = G
(0)
n (ω = 0; y, y′) = ∑
η=±1
ϕnη(y)⊗ [ϕnη(y′)]†
en−η
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Calculation of the off-diagonal or anomalous component of G(0)n (y, y′) yields
1
2
Tr
[
τxG
(0)
n (y, y′)
]
=
2 sin(knyy) sin(knyy′)
WS
∑
η=±1
√
(enη)
2 − ξ2n
2(enη)2
(4.37)
In order to obtain the induced gap, we have to take the double derivative, sum over n
and evaluate the result at the boundaries as explained in eqs. (4.28)-(4.29) and Eq. (4.36).
We perform the derivatives and evaluate the result at y = 0, y′ = WS first:
∂y∂y′
(
1
2
Tr
[
τxGn(y, y′)
])
y=0,y′=WS
=
1
W3S∆
(npi)2 cos(npi)
1+ (µ˜/∆)2
[
1− (nλ˜F/2WS)2
]2
Finally, upon performing the sum over n one gets:
∆˜ = −a3|t′|2
∞
∑
n=0
∂y∂y′
(
1
2
Tr
[
τxGn(y, y′)
])
y=0,y′=WS
= a3|t′|2 4pi
2
µ˜WSλ˜2F
Im(z csc z) (4.38)
where
z =
2piWS
√
1+ i∆/µ˜
λ˜F
(4.39)
We recall that both µ˜ and λ˜F depend on the wavevector kx along the translationally in-
variant direction. One can rearrange the expression for ∆˜ in order to facilitate its under-
standing. We rewrite
z = α
√
1+ iβ
where α = 2piWS/λ˜F and β = ∆/µ˜. To find the real and imaginary parts of z, we write√
1+ iβ = ρeiφ, such that 1+ iβ = ρ2ei2φ. From this equality, one sees that ρ = [1+ β2]1/4
and φ = arctan(β)/2. Therefore
z = α[1+ β2]1/4ei
arctan(β)
2 = x + iy (4.40)
where
x = α[1+ β2]1/4 cos
(
arctan(β)
2
)
y = α[1+ β2]1/4 sin
(
arctan(β)
2
) (4.41)
Through some simple algebra, ∆˜ can be rewritten as a function of x and y as
Im(z csc z) =
x cos x sinh y + y sin x cosh y
(cos x sinh y)2 + (sin x cosh y)2
(4.42)
From this expression, combined with eqs. (4.38) and (4.41) one already can see that ∆˜
is an oscillatory function of the ratio α = 2piWS/λ˜F. We can relate this behaviour of ∆˜
with the number of transverse modes in the superconducting region. This number is as
a function of the strip width and of the chemical potential of the proximitized region.
In fact, the chemical potential of a quasi-1D system translationally invariant along the x
direction and confined along the y direction with n transverse modes pupulated, is given
by
µ =
k2x
2m
+
(kny)2
2m
(4.43)
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with kny = pin/WS as noted above. Eq. (4.43) can be therefore rewritten as
µ˜ =
(pin)2
2mW2S
(remebering Eq. (4.31)) whence the number of modes
n =
⌊
WS
√
2mµ˜
pi
⌋
=
⌊
2WS
λ˜F
⌋
(4.44)
Now that we have identified the number of transverse modes entering the superconduct-
ing strip with b2WS/λ˜Fc, it is easy to see that the sign of the induced gap changes with
the number of modes hosted by the superconductor (see Fig. 4.14). We will give a more
quantitative description of this sign change in the next section.
4.3.4 Induced gap
We now have to calculate the effective gap ∆∗ opened by the chiral edge states of the
2DEG in the presence of a Zeeman field and a Rashba spin-orbit interaction.
To this aim, we employ a simple model to describe the transport properties of the
2DEG at the boundaries with the superconducting strip. When the chemical potential is
within the bulk gap, one is entitled to focus only on the chiral edge states of the ν = 1 fill-
ing factor, that intersect the Fermi level at the two wavevectors ±kF. At the boundaries,
they move along the x direction so they can be effectively considered one-dimensional.
At t′ = 0, that is, when the 2DEG is uncoupled to the superconducting strip, and upon
including both Zeeman and SO interactions, the edge states can be modeled by the con-
tinuum Hamiltonian
H1D = − ∂
2
x
2m
− µN +VZσx − iα∂xσy (4.45)
where the σ’s are Pauli matrices acting in spin space. Coupling to a narrow supercon-
ducting strip (t′ 6= 0) induces an effective pairing ∆˜ in the counterpropagating and oppo-
sitely spin polarized chiral states, that we have calculated in the previous subsection as
the off-diagonal component of the zero-frequency self-energy of the isolated strip. In the
4-dimensional spinorial basis Ψ = (ψ↑,ψ↓,ψ†↑,ψ
†
↓)
T we can write the Hamiltonian of the
edge modes coupled to the superconductor as
H1D + H∆˜ =
(
− ∂
2
x
2m
− µN +VZσx − iα∂xσy
)
τz − ∆˜τyσy (4.46)
where µN is the chemical potential in the unproximitised region, τ acts in particle hole
space and σ in spin space. When acting on plane waves dispersing along the x direction,
Eq. (4.46) becomes
H1D + H∆˜ =
(
k2x
2m
− µN +VZσx + αkxσy
)
τz − ∆˜τyσy (4.47)
In this expression, remember that ∆˜ is itself a function of the wavevector kx at which the
edge states intersect the Fermi level. This Hamiltonian is equivalent to the of the Oreg-
Lutchyn Hamiltonian [213,214] presented in the introduction (cfr. Eq. (4.17)), although
expressed in a different basis. The gap opened at µN = 0 by the system described by Eq.
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FIGURE 4.13: Plot of the ratio ∆∗/∆˜ between the induced gap and the induced pairing as a func-
tion of the spin-orbit energy αkF when the Zeeman energy is fixed at VZ = 0.6meV (purple line)
and of the Zeeman energy VZ when the spin-orbit energy is fixed at αkF = 0.6meV (blue line).
(4.47) is given by
∆∗(kx) =
1
m
√
k2x + 4m2(γ− Γ/m) (4.48)
where
γ = V2Z + (αkx)
2 + ∆˜2 and Γ =
√
(αk3x)2 + (VZk2x)2 + (2mVZ∆˜)2
In the approximation where ∆˜ is the smallest scale of the problem, the wavevector at
which the gap opens can be approximated by the Fermi wavevector of the unproximi-
tised 2DEG kF (corresponding to the t′ = 0 limit, described by Eq. (4.45) with µN = 0),
given by
kx ≈ kF =
√
2m2α2 + m
√
V2Z + m2α4 (4.49)
By inserting the expression for kF in Eq. (4.48) one obtains
∆∗ ≈ ∆∗(kF) = 2
√√√√√β
1+ ∆˜2
β
−
√
1+
(
2VZ∆˜
β
)2 (4.50)
where
β = 2(V2Z + α
2k2F) (4.51)
One can now expand ∆∗ in series as a function of ∆˜ to obtain, to first order,
∆∗ ≈
√
1− 2V
2
Z
β
∆˜ =
∆˜√
(VZ/αkF)
2 + 1
(4.52)
By defying
θ = arcsin
 1√
(VZ/αkF)
2 + 1
 (4.53)
we can write
∆∗ = sin θ∆˜ (4.54)
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FIGURE 4.14: Behaviour of the gap ∆∗ obtained analytically as a function of WS/λ˜F. Vertical
lines indicate the number of normal modes n = bWS/λ˜Fc in the strip. Panel (a) refers to a ratio
µ˜/∆ = 1.95, whereas (b) refers to a ratio µ˜/∆ = 20, one order of magnitude larger.
where θ is an angle measuring the spin-orbit-induced deviation of the edge states spin
polarization away from the direction of the Zeeman field. In Fig. 4.13 we show the
behaviour of ∆∗ as a function of VZ for a finite value of α (blue curve) and as a function
of αkF for a finite value of VZ (purple curve). From these behaviours, we see that when
only the Rashba interaction is present (α 6= 0, VZ = 0) a finite gap is opened. However,
even if spin degeneracy is lifted, at any energy there are four Fermi points. Thefeore, the
gap that opens is not topological. If, on the other hand, only the Zeeman field is present
(α = 0, VZ 6= 0), the spin degeneracy is lifted but no spin singlet can be formed since
the spins are parallel. In this case, no gap (either trivial or non-trivial) can open. Finally,
when both interactions are turned off (α = 0, VZ = 0) and the filling factor is adjusted to
ν = 2 a gap opens, but it is topologically trivial because of spin degeneracy.
In Fig. 4.14 we present two plots of ∆∗ as a function of the ratio WS/λ˜F for two
different values of the ratio µ˜/∆, with µ˜ the chemical potential of the proximitized region
normalized with respect to the wavevector along the translationally invariant direction
and ∆ the gap induced into the 2DEG by the parent superconductor. We recall from
Eq. (4.44) that the quantity WS/λ˜F corresponds to half the number of transverse modes
in the central strip. From the behaviour of ∆∗, it is clear that the induced gap changes
sign with the parity of the number of modes. This feature is more evident in the regime
where ∆ µ˜. It is also interesting to note that the induced gap rapidly decays to zero as
WS increases, a clear indication that the CAR processes on which the pairing mechanism
is rooted are being exponentially suppressed as the width of the superconducting strip
exceeds the superconducting coherence length ξ. Notice that, in line with this argument,
the induced gap of panel (b) outlives that of panel (a) because the parent gap ∆ is one
order of magnitude smaller, which in turn yields a larger coherence length that ensures a
non-zero CAR amplitude for a wider range of strip widths.
4.4 Numerical calculations
In this section, we confirm the previous analysis with full numerical calculations based
on a tight binding approximation for square lattice ribbons supplied with all the ingre-
dients described in section 4.1. We calculate the spectra of systems with both periodic
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boundary conditions (PBC) and open boundary conditions (OBC), that is finite-size sys-
tems that allow us to investigate the end modes that develop at the boundaries of our
platform. We will consider two configurations. In the first the Rashba SOC is intrinsic to
the 2DEG and thus present in the whole system (case I). In the second, the 2DEG has no
SO interaction of its own, and this interaction is present only in the superconductor. This
may happen if the superconducting compound is made of heavy elements, and in this
case the SO interaction is inherited only from the region of the 2DEG that is contacted
with the superconducting strip1 (case II). Interestingly, the physics does not change qual-
itatively, and the reason is that the SO interaction is merely needed for canting the spins
of the edge states in opposite directions at opposite boundaries.
4.4.1 Tight binding model
We consider a two-dimensional square lattice that extends from −L/2 to L/2 along the
x axis, and from −W/2 to W/2 along the y axis. The central superconducting strip,
oriented along the x axis, occupies the area that goes from y = −WS/2 to y = WS/2
(see for reference Figs. 4.21-4.23). The tight binding Hamiltonian that we use for all the
calculations is given by
H = H0 + HZ + HS + HSOC (4.55)
where
H0 = −∑
mn
µnc†mncmn − t ∑
〈mn,m′n′〉
c†mncm′n′e
−iφmn,m′n′ (4.56)
HZ =∑
mn
VZn c
†
mnσxcmn (4.57)
HS =∑
mn
∆n
[
cmn,↓cmn,↑ + c†mn,↑c
†
mn,↓
]
(4.58)
HSOC = i ∑
〈mn,m′n′〉
(
αn/a2
)
c†mn (σ × rmn)z cm′n′ (4.59)
Where
• rmn = (ma, na), with a the lattice parameter of the square lattice.
• 〈mn, m′n′〉 indicates restriction to nearest neighboring sites.
• µn = µN for n ∈ [−W/2,−WS/2] and n ∈ [WS/2, W/2], and µn = µ 6= µN for n ∈
[−WS/2, WS/2].
• φmn,m′n′ is the Peierls phase acquired by the electrons under an external mag-
netic field, defined as φmn,m′n′ =
∫ rmn
rm′n′
A · dr if n ∈ [−W/2,−WS/2] and
n ∈ [WS/2, W/2] and that is 0 if n ∈ [−WS/2, WS/2] due to the Meissner effect.
Under the choice of the gauge A = (Ax(n), 0, 0), with
Ax(n) =

B(na +WS/2) for n ∈ [−W/2,−WS/2]
0 for n ∈ [−WS/2, WS/2]
B(na−WS/2) for n ∈ [WS/2, W/2]
(4.60)
1Notice that this possibility has been demonstrated in [234], where a CAR-mediated electron-to-hole
conversion has been experimentally detected in the ν = 1 filling factor of quantum Hall ferromagnetic
graphene, a circumstance that is made possible only by the presence of SOC. In turn, such an interaction
cannot be ascribed to graphene since this interaction is negligibly small in this compound [6,7,90,275], so
that one has to conclude that the NbN superconducting electrode was able to imprint a SO interaction in the
graphene portion underneath it.
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FIGURE 4.15: Spectra of a NSN junction with PBC along both x and y for α, VZ = 0 at ν = 2. (a)
Spectrum of the system with pairing ∆ = 0. (b) Spectrum of the system with pairing ∆ 6= 0. The
energies are plotted in units of the superconducting gap ∆ = 0.95 meV.
and performing the integral, φmn,m′n′ becomes
φmn,m′n′ =

Ba(m−m′) [a(n + n′)/2+WS/2] for n ∈ [−W/2,−WS/2]
0 for n ∈ [−WS/2, WS/2]
Ba(m−m′) [a(n + n′)/2−WS/2] for n ∈ [WS/2, W/2]
(4.61)
• VZn = VZ 6= 0 for n ∈ [−W/2,−WS/2] and n ∈ [WS/2, W/2] and VZn = 0 for
n ∈ [−WS/2, WS/2].
• ∆n = 0 for n ∈ [−W/2,−WS/2] and n ∈ [WS/2, W/2] and ∆n = ∆ 6= 0 for
n ∈ [−WS/2, WS/2].
• αn = α 6= 0 for n ∈ [−W/2, W/2] (case I); αn = α 6= 0 for n ∈ [−WS/2, WS/2]
(case II).
• The creation and annihilation operators are two-component vectors in spin space
c†mn =
(
c†mn,↑, c
†
mn,↓
)
4.4.2 Spectra of systems with PBC
Here we calculate the band structure of ribbons with periodic boundary conditions along
both the x and the y directions, for which the discussion presented in subsection 3.3.1 of
previous chapter holds. We consider a system with WS = 100 nm, W = 700 nm, B = 0.34
T, ∆ = 0.95 meV, µ = 4.4 meV and: (i) α = 0, VZ = 0; (ii) α = 0, VZ = 0.5 meV; (iii)
α = 1.3 10−13 eV m, VZ = 0.5 meV. We calculate the band structures for these three to see
how the low-energy sector evolves upon adding these interactions.
(i) α = 0, VZ = 0 We consider the situation where both interactions are absent and the
Fermi level is tuned in such a way that only the lowest Landau level (ν = 2, taking into
account spin degeneracy) is occupied. Because both spin polarizations are poulated, CAR
processes will pair spin up (down) electronic states from an interface with spin down (up)
holes from the other interface, thus opening a gap. This is clear from Fig. 4.15, where the
Bogoliubov spectrum of an NSN junction at ν = 2 with and without pairing (panels
(a) and (b) respectively) is shown. This gap, associated to the pairing induced in the
edge modes from opposite interfaces by the superconducting region, is not topological.
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FIGURE 4.16: Spectra of a NSN junction with PBC along both x and y for α = 0, VZ 6= 0 at ν = 1.
(a) Spectrum of the system with pairing ∆ = 0. (b) Spectrum of the system with pairing ∆ 6= 0.
The line color encodes the spin polarization along the direction of the applied magnetic field. The
energies are plotted in units of the superconducting gap ∆ = 0.95 meV.
In fact, in order to engineer p-wave like superconductivity, it is fundamental to freeze
out the spin degree of freedom. In a finite system this can be interpreted in terms of
two MZMs appearing at each termination, each arising from one of the two gaps that
open (spin-up electrons paired with spin-down holes, and spin-down electrons paired
with spin-up holes), or, equivalently, from the double degenereracy of the Hamiltonian
eigenstates. These Majoranas are spatially close and not protected by any symmetry, so
they are allowed to couple to form a standard fermion with non-zero energy. Notice that
a similar scenario occurs for every even filling factor, even in the presence of Rashba and
Zeeman interactions.
(ii) α = 0, VZ 6= 0 A different scenario can arise by getting rid of one of the two spin
flavours, what can be realized by applying a magnetic field along the x direction that
couples with the electronic spin degree of freedom to produce a Zeeman field. This has
the effect of spin splitting the bands. Now, if the Fermi level is tuned in such a way that
only one spin species conducts (say, spin up) corresponding to filling factor ν = 1, CAR
processes are suppressed since there is no available state with spin down for reflected
holes to occupy. This is reflected in Fig. 4.16, where the Bogoliubov spectrum of an NSN
junction at ν = 1 with and without pairing is shown. When the pairing is turned on
(panel (b)), no gap opens.
(iii) α 6= 0, VZ 6= 0 If a degree of spin mixing is introduced in the ν = 1 filling factor
as a result of SOC (that in this case we choose to be present only in the superconducting
region, case II), the spins of the edge states acquire a component that is orthogonal to
their velocity. Since carriers at opposite NS interfaces propagate with opposite velocities,
their spins will cant in opposite fashion along the direction perpendicular to their motion,
the y axis. As a consequence, CAR processed are allowed since a reflected hole due to
the injection of an electron at one interface, with a given canting of the spin polarization,
has an available channel to occupy with opposite canting of the spin a the other interface
and they can pair to open a gap, as shown in Fig. 4.17. This gap is topological since the
system is effectively spinless, and it supports individual Majorana zero modes at its ends,
as we will see in the next subsection. Notice furthermore that any other odd filling factor
phase endowed with a finite singlet amplitude will always generate one protected pair
of spatially separated Majorana zero modes.
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FIGURE 4.17: Spectra of a NSN junction with PBC along both x and y for α, VZ 6= 0 at ν = 1
with Rashba SOC only in the superconducting strip (case II). (a) Spectrum of the system with
pairing ∆ = 0. (b) Spectrum of the system with pairing ∆ 6= 0. The line color encodes the spin
polarization along the direction of the spin-orbit field. The energies are plotted in units of the
superconducting gap ∆ = 0.95 meV.
In Fig. 4.18 we present examples of bands structures (with both α 6= 0, VZ 6= 0) in
two different regimes, namely WS  ξ (panels (a) and (c)) and WS  ξ (panels (b) and
(d)), where panels (a) and (b) have been calculated for case I (SOC everywhere) whereas
panels (c) and (d) for case II (SOC only in the proximitised region). The parameters used
for these calculations are: B = 0.87 T, ∆ = 0.95 meV, α = 3 10−13 eV m, VZ = 0.8 meV,
µ = 10 meV, and WS = 190 nm, W = 380 nm (panels (a) and (c)) or WS = 1.3 µm,
W = 1.45 µm (panels (b) and (d)). As expected, in both cases I and II, the spectrum is
gapped in the former regime and gapless in the latter. The only qualitative difference
between the two cases is the dispersion of the edge states at the edges of the Brillouin
zone.
In Fig. 4.19a we present the induced gap calculated numerically for case I and for
W −WS = 800 nm, B = 0.52 T, ∆ = 0.05 meV, VZ = 0.76 meV, µ = 1.9 meV and WS ∈ [0 :
600] nm. Notice that we have used the same ratio µ/∆ ≈ 1.95 as in the analytical result
of Fig. 4.14a, replotted in Fig. 4.19b to make the comparison clearer. From these curves,
one sees clearly that the analytical and numerical results are in very nice agreement.
Notice however that the parameter used in the numerical calculation is µ as opposed to
µ˜ = µ− k2x/2m, and consequently also λF differs from the λ˜F employed in the analytical
calculation. This explains why the nodes and the maxima of ∆∗ are slightly displaced
in the numerical results with respect to the analytically predicted curve. In Fig. 4.20 we
compare the induced gaps obtained for the same set of parameters in cases I and II. We
see that the two curves, as expected, are highly consistent.
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FIGURE 4.18: Spectra of a NSN junction with PBC along both x and y for α, VZ 6= 0 at ν = 1.
(a) Regime WS  ξ, case I. (b) Regime WS  ξ, case I. (c) Regime WS  ξ, case II. (d) Regime
WS  ξ, case II. The energies are plotted in units of the superconducting gap ∆ = 0.95 meV.
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FIGURE 4.19: (a) Induced gap ∆∗ in units of the parent gap ∆ as a function of WS/λF obtained
from tight binding calculations on the lattice. The grey region corresponds to the trivial gap that
is connected adiabatically with the nonzero bulk gap of the QH regime opened at WS = 0. (b)
Induced gap ∆∗ (arbitrary units) as a function of WS/λ˜F obtained analytically in section 4.3.
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FIGURE 4.20: Comparison of ∆∗/∆ as a function of WS/λF obtained from tight binding calcula-
tions on the lattice in case I (blue curve) and case II (red curve). The grey region corresponds to
the trivial gap that is connected adiabatically with the nonzero bulk gap of the QH regime opened
at WS = 0.
4.4.3 Spectra of finite-size systems
We now proceed to calculate the spectra of finite size systems (with either the whole rib-
bon being finite or just the superconducting region) in order to confirm that the gaps
induced by CAR across the superconducting strip are indeed topological and to explore
their end excitations. In particular, we expect that Majorana anyons will appear as zero-
energy modes at the terminations of the proximitized region with a topological gap. No-
tice that all the calculations of this subsection and in the next section are performed for
the configuration where the SOC is only inherited by the superconducting region (case
II). We will therefore omit this information in what follows. The parameters used in figs.
4.21 and 4.22 are WS = 98 nm, W = 587 nm, B = 0.52 T, ∆ = 0.95, α = 2.3 10−13 eV
m, VZ = 0.76 meV and µ = 7.6 meV. In Fig. 4.21 we consider a ribbon with PBC along
both the x and the y directions but such that the proximitised region occupies only half
the length of the whole ribbon. It thus has two ends embedded inside the bulk of the
2DEG, where the system is gapped because it is in the QH regime. As a consequence,
by calculating the spectrum of the system one finds two zero-energy eigenmodes within
the topological gap (panel (a) of Fig. 4.21). Notice that we employ PBC in order to get
rid of the external edge states of the 2DEG in the QH regime and obtain a fully gapped
spectrum. We calculate the local density of the states (LDOS) at zero energy as
N(r, e = 0) = ∑
ψe :e=0
|〈 r |ψe〉|2 (4.62)
where ψe is the eigenfunction associated to the eigenvalue e. The LDOS at zero energy of
a strip with both ends inside the 2DEG is shown in panel b of Fig. 4.21. As expected, two
zero energy Majorana modes have localized at the ends of the strip.
In Fig. 4.22 we consider a ribbon with OBC along both the x and the y directions.
Again, the proximitized region occupies only half the length of the whole ribbon but it
is such that the strip has one end inside de 2DEG (as before), whereas the other end lies
close to its boundary Two Majorana modes pinned at zero energy appear at the two ends
(see inset of Fig. 4.22a). However, since the 2DEG is now finite, it has chiral edge states
propagating at its boundaries. This is clearly discernable in the spectrum of Fig. 4.22a
where the topological gap, apart from the two Majoranas localized at zero energy, is now
occupied by a continuum of states that cross zero-energy, associated to the dispersing
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FIGURE 4.21: Ribbon with PBC along both x and y and with a strip that occupies half of the ribbon
along the x direction. (a) Eigenvalues (in units of the parent gap ∆) in the low-energy sector of
the spectrum. (b) LDOS at zero energy N(r, e = 0).
edge states of the QH regime. As a consequence, the Majorana end mode that appears
close to the system boundary delocalizes into the continuum away from the end of the
strip. The LDOS at zero energy of a system in this configuration is shown in Fig. 4.22b,
where it appears clearly that while one Majorana is perfectly localized at one end as
before, the other has now delocalized into the continuum.
4.4.4 Topological pi junctions
The most strinking feature of the behaviour of the induced gap ∆∗, first derived analiti-
cally in subsection 4.3.4 and then calculated numerically with tight binding simulations
on a square lattice, is its periodic sign change as a function of the number of transverse
modes that enter the strip. As shown above, the number of transverse modes can be
controlled either through the chemical potential of the contacted region or through the
width WS of the superconducting strip. Modulating the chemical potential of hybrid
semiconductor-superconductor structures has been shown to be feasible in several recent
experiments [51,235]. Moreover, apart from litographically, the effective width of the
strip can also be tuned electrostatically, since a strong and positive gate potential, even if
largely screened by the superconductor, would deplete the electrons at either side of the
strip, thus reducing the effective value of WS.
The possibility of controlling the sign of the gap by tuning these external parameters
opens an interesting scenario. Indeed, being able to abruptly change either of them across
the strip, one can effectively generate a domain wall where the sign of the induced gap
at the two interfacing halves is opposite. This kind of set-up is a realization of an uncon-
ventional topological pi junction. We recall that Josephson junctions, either topological
or not, are usually engineered by threading a superconducting ring with a magnetic flux
Φ [276]. By separating two sides of the ring by a thin insulating barrier, the supercon-
ducting order parameter at the two opposing edges of the junction develops a phase
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(b)
N(r, ✏ = 0)
FIGURE 4.22: Ribbon with OBC along both x and y and with a strip that occupies half of the
ribbon along the x direction. (a) Eigenvalues (in units of the parent gap ∆) in the low-energy
sector of the spectrum. In the inset we zoom on the eigenvalues closer to zero energy. (b) LDOS
at zero energy N(r, e = 0).
difference of φ = Φ/Φ0, with Φ0 = h/2e being the superconducting flux quantum. If
the applied magnetic field is then tuned to a value such that Φ = piΦ0/2, a so-called pi
junction is generated where if the pairing is equal to ∆ at one side of the junction, at the
other it is given by ∆eipi = −∆. However, to generate this kind of junction following the
conventional approach, the magnetic flux through the ring needs to be finely tuned. Any
deviation from this finely tuned value would result in a complex phase of the pairing gap
at either side of the strip that cannot be gauged away. A pi junction is especially inter-
esting if the gap ∆ is topological, since in this case two Majorana zero modes that do not
split despite their spatial overlap localize at the junction [213,214]. To confirm that this is
indeed the case in the unconventional kind of pi junction propsed here, in Fig. 4.23 we
consider a ribbon with PBC along both the x and y directions, with a superconducting
strip that covers the overall length of the ribbon along the x direction, and has PBC as
well. The parameters employed are: WS = 163 nm, W = 652 nm, B = 0.52 T, ∆ = 0.95
meV, α = 2.3 10−13 eV m and VZ = 0.76 meV. We then consider two cases: one in which
the chemical potential (and therefore the ratio WS/λF, our control parameter) is uniform
throughout the whole strip (µ = 17 meV), and another where it varies discontinuously
across the strip (µ1 = 17 meV and µ2 = 12 meV). In the former case the induced gap
has uniform sign, whereas in the latter the control parameter WS/λF of half of the strip is
such that the induced gap ∆∗1 if finite and positive whereas in the other it is such that the
induced gap ∆∗2 is finite and negative. Notice that because of PBC, two separate topolog-
ical pi junctions are generated in this configuration. In Fig. 4.23a we compare the spectra
of these two systems, where we see that in the former case the system is fully gapped
because of the PBC applied along the x direction (even though the gap is topological, no
zero modes arise since the ribbon has no edges), whereas in the latter four Majorana zero
modes appear at zero energy, two at each junction. We then show the LDOS at zero en-
ergy for this case in Fig. 4.23b, where it is easy two see that these zero modes are localized
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⇤
2 > 0
 ⇤1 
⇤
2 < 0
∆2* < 0∆1* > 0∆2* < 0
FIGURE 4.23: Ribbon with PBC along both x and y and with the strip occupying the whole ribbon
length along x. The strip is divided in two halves whose induced gaps ∆∗1 and ∆
∗
2 can be tuned
independently. (a) Comparison of the eigenvalues (in units of the parent gap ∆) in the low-energy
sector of the spectrum for the two cases ∆∗1∆
∗
2 > 0 (blue squares) and ∆
∗
1∆
∗
2 < 0 (red circles). (b)
LDOS at zero energy N(r, e = 0) for the case ∆∗1∆
∗
2 < 0.
at the two domain walls between induced gaps with opposite signs.
4.4.5 Stability of CAR-induced topological pi junctions
Now that the possibility of enigineering a topological pi junction through CAR-induced
pairing is established, it seems reasonable to ask oneself whether this configuration is a
stable solution for the system. To do so, we allow for variations in the phase difference φ
of the parent superconducting gap at the junction and check that the Josephson free en-
ergy as a function of phase difference φ has indeed a stable minimum at φ = pi. Bardeen
et al. [277] and Beenakker and van Houten [278] demonstrated, using complementary
approaches, that the free energy of a generic Josephson junction may be written, at fnite
temperature T and up to a phase-independent constant, as
EJ(φ) = −kBT ∑
e<0
ln
(
2 cosh
e(φ)
2kBT
)
(4.63)
Notice that the sum is performed over both spin flavours and over both particle- and
hole-like levels. In the low temperature limit EJ(φ) reduces to
lim
T→0
EJ(φ) = −12 ∑e<0
e(φ) (4.64)
We employ the same configuration as the one considered in the previous subsection,
where the system has PBC along both directions and the proximitised region is split in
two halves with independently controllable WS/λF ratios such that two different gaps
∆∗1 and ∆
∗
2 are induced in the two portions. We define φ
∗ = φ−Arg(∆∗1/∆∗2) as the total
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FIGURE 4.24: Study of the stability of two different Josephson junctions, one where the two facing
superconducting strips have induced gaps of the same sign (∆∗1∆
∗
2 > 0, panel (a)) and one where
they have induced gaps of opposite signs (∆∗1∆
∗
2 < 0, panel (b)). The bottom row of both panels
show the Josephson free energy δEJ(φ)/∆ as a function of the phase difference φ in the parent
superconductor and of the overall phase difference calculated as φ∗ = φ − Arg(∆∗1/∆∗2) in the
two configurations described above. The minimum of the free energy shows that the junctions
are thermodynamically stable at φ∗ = 0 and φ∗ = pi respectively.
phase difference at each junction (we recall that there are two junctions because of PBC)
that takes into account both the phase difference developed as a consequence of CAR
processes (Arg(∆∗1/∆
∗
2)) and the one deriving from changes in the phase of the parent gap
(φ). We consider the two different scenarios already studied before, namely ∆∗1∆
∗
2 > 0 and
∆∗1∆
∗
2 < 0, and calculate the variation in Josephson free energy δEJ(φ) = EJ(φ)− EJ(0)
in units of ∆ as a function of both φ and φ∗.
The result of this calculation is plotted in Fig. 4.24 where the panel a represents the
former case and the panel b the latter. Remarkably, in both cases the minimum of the
Josephson free energy is found at φ = 0, corresponding to an overall phase φ∗ = 0 and
φ∗ = pi respectively. It is interesting to notice that the range of variation of δEJ(φ)/∆ is
of unity in the former case, indicating that the phase rigidity of the junction is entirely
controlled by the order parameter of the parent superconductor, whereas in the latter
it is smaller, indicating that there is a competition between the phase rigidities of the
parent gap and of the CAR-induced gap. The fact that the minimum of the energy is
found in φ = 0 in this case is a strong indication that the phase rigidity of the parent
gap is larger with respect to that of the induced gap, and as a consequence fluctuations
in the former do not affect the stability of the latter. Rephrasing it, for the system it is
energetically more convenient to support a phase difference of pi in the induced gap than
to generate an equal phase in the parent gap that compensates the former to induce a zero
overall phase difference at the junction. We deduce that, in the case where ∆∗1∆
∗
2 < 0, the
φ∗ = Arg(∆∗1/∆
∗
2) = pi configuration is thermodynamically stable.
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4.5 Tunnel-Braid operations
As we have seen in section 4.2, the great limitation of braiding in two dimensions is its
inability to exhaust the universal set of operations needed for quantum computation. A
number of methods have been proposed to bypass this problem, but they mostly rest
on supplementing the protected gates supplied by braiding with non-protected opera-
tions that involve merging Majoranas [226] or combining topological and conventional
qubits [229,231,232]. While these operations exhibit extraordinary high error thresholds,
it would nonethless be ideal to generate all the quantum gate operations needed for uni-
versal computation in a protected fashion. Another route that is being actively pursued
is that of topological quantum error-correcting codes [279].
In a letter from 2011 [92], Flensberg proposed an alternative route to achieve effective
rotations of the Majorana wavefunction in the ground state manifold with no need for
real space exchange of the anyons. These so-called tunnel-braid operations are based on
the exchange of electrons between a quantum dot and a set of MZMs. There are, however,
a number of drawbacks that make them sensitive to small fluctuations in some of the
system parameters.
In this section, we review the idea of tunnel-braid operations as originally presented
by Flensberg. We will then put forward an alternative implementation of the tunnel-
braiding scheme performed on a platform based on CAR-induced unconventional topo-
logical pi junctions, where we show that the most severe limitation of the original set-up
can be overcome.
4.5.1 Conventional topological pi junctions
In essence, the idea of tunnel-braid operations is based on the adiabatical exchange of
electrons between a quantum dot and a set of Majorana zero modes. When the dot is
in the Coulomb blockade regime, the electrons create strong repulsions preventing other
electrons to flow, such that only a single, spin-polarized quantum state is available and
the number of electrons is bound to fluctuate between N and N + 1. If n MZMs are
coupled to the dot, the dot-Majoranas Hamiltonian can be written as
H = HD + Ht (4.65)
where
HD = εc†c (4.66)
is the isolated dot Hamiltonian, and
Ht =
n
∑
i
(vicγi +H. c.) =
n
∑
i
(
vicγi + v∗i γic
†
)
=
n
∑
i
(
vic− v∗i c†
)
γi (4.67)
In the previous expressions, c† and c are the dot creation and annihilation operators, vi is
the tunneling amplitude from the dot to the i-th MZM and viceversa, γi is the Majorana
operator such that γi = γ†i and γ
2
i = 1 and e is the dot energy measured relative to the
chemical potential in the superconductor.
Coupling to a single Majorana When the dot is coupled to a single Majorana, that we
label γ1, the total Hamiltonian of the system is simply
H = εc†c +
(
v1c− v∗1c†
)
γ1 (4.68)
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However, since Majoranas always come in pairs, a second Majorana γ2 exists (see Fig.
4.25a) that, together with γ1, defines a fermionic operator
d =
1
2
(γ1 + iγ2) d† =
1
2
(γ1 − iγ2) (4.69)
such that γ1 = d + d† and γ2 = −i(d− d†). Therefore, we can rewrite
H = εc†c +
(
v1c− v∗1c†
) (
d + d†
)
(4.70)
The Hilbert space of the dot-Majoranas system is given by the tensor product of the quan-
tum states of the dot (D) and the d fermion: |ψ〉 = |i〉D ⊗ |j〉d, and the basis of such space
is
{|0〉D ⊗ |0〉d, |0〉D ⊗ |1〉d, |1〉D ⊗ |0〉d, |1〉D ⊗ |1〉d} (4.71)
where the 0 or 1 denotes respectively an empty or full fermionic state. The states |0〉D ⊗
|0〉d and |1〉D ⊗ |1〉d have even fermion parity, whereas the states |0〉D ⊗ |1〉d and |1〉D ⊗
|0〉d have odd fermion parity. Since parity is conserved by H, the Hamiltonian is block-
diagonal in the basis of even and odd parity states, with the even and odd blocks He and
Ho having the same form
He = Ho =
(
0 v1
v∗1 ε
)
(4.72)
We now introduce an operation P that evolves e/t from −∞ to +∞ adiabatically (the
charging energy is assumed even larger than this range, so that double dot occupancy is
never reached) . We assume that the dot is initially full, that is, in the state |1〉D, and that
the system of the two Majoranas is the state |i〉d = α|0〉d + β|1〉d. While the operation P1
is performed, the dot state passes from full to empty, and its evolution with e/t can be
expressed as
|ψ〉(ε) = a(ε)|1〉D ⊗ (α|0〉d + β|1〉d) + b(ε)|0〉D ⊗ (α|1〉d + β|0〉d)
where the evolution is such that a(ε) = 1, b(ε) = 0 for ε/t → −∞ and a(ε) = 0, b(ε) = 1
for ε/v1 → +∞. Except for these two limiting states, the system is entangled during the
whole operation, and its overall energy is
E =
ε
2
−
√
ε
2
+ |v1|2 (4.73)
This operation has the effect of adding the electron to the Majorana system, thus changing
its parity (such that the component that was in the state |0〉d with probability amplitude
α evolves to the state of opposite parity |1〉d with the same probability amplitude, and
the same happens for |1〉d that transforms to |0〉d with probability amplitude β), see Fig.
4.25a. This inversion of occupation of the Majorana system is described by the operator
γ1, in fact
γ1(α|0〉d + β|1〉d) = (d + d†)(α|0〉d + β|1〉d) = αd†|0〉d + βd|1〉d = α|1〉d + β|0〉d (4.74)
that is, formally:
P1 : |i〉d → γ1|i〉d (4.75)
If the dot is connected to a number of Majorana modes {γ1,γ2, ...,γm}, upon performing
consequent operations P1, P2, ..., Pm, the Majorana state |i〉 is acted upon by the sequence
122
Chapter 4. Topological pi-junctions from crossed Andreev reflection in the quantum
Hall regime
of operators γ1γ2...γm:
P1P2...Pm : |i〉d → γ1γ2...γm|i〉d (4.76)
implying that the repeated application of tunnel operations that empty or fill by one
electron the dot rotates the wavefunction in the degeneracy manifold of the ground states.
However, owing to the anticommutation relation {γi,γj} = 2δij satisfied by the Majorana
operators, the set of possible operations that can be performed this way is limited.
FIGURE 4.25: (a) Top: scheme of a single Majorana (M1) coupled to a quantum dot (D). Bottom:
evolution of the energy spectrum of the system as the parameter ε/v1 is varied adiabatically from
−∞ to +∞, corresponding to the operation P1 defined in the main text. This operation empties
the dot while inverting the parity of the Majorana system so that the total parity of the system
remains unchanged. The subscript M12 is the equivalent of the subscript d employed in the main
text. (b) Top: scheme of multiple MZMs coupled to a number of quantum dots. Bottom: Total
energy of even and odd parity sectors of a quantum dot coupled to two Majoranas as the phase
between the two is swept from 0 to 4pi. [Adapted with permission from Ref. [92]]
Coupling to two Majoranas A different scenario arises when the dot is coupled simul-
taneously to two Majoranas γ1 and γ2 (see Fig. 4.25b) that form a fermion such that
γ1 = d + d† and γ2 = −i(d− d†). The total Hamiltonian of the system in this case is
H = εc†c +
(
v1c− v∗1c†
)
γ1 +
(
v2c− v∗2c†
)
γ2 =
εc†c + (v1 − iv2)cd− (v∗1 − iv∗2)c†d + (v1 + iv2)cd† − (v∗1 + iv∗2)c†d†
that, by defining ve = v1 − iv2 and vo = v1 + iv2, can be rewritten as
H = εc†c + vecd− v∗o c†d + vocd† − v∗e c†d† (4.77)
The operators cd and c†d† act on the even parity sector (hence the subscript e) and the
operators c†d and cd† act on the odd parity sector (hence the subscript o), so that the total
Hamiltonian has again a block form but now the even and odd parity sectors differ in the
tunneling amplitudes:
He/o =
(
0 ve/o
v∗e/o ε
)
(4.78)
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The energies associated to the even and odd parity sectors of the system are now differ-
ent:
Ee/o =
ε
2
−
√
ε
2
+ |ve/o|2 = ε2 −
√
ε
2
+ |v1|2 + |v2|2 ∓ 2|v1||v2| sin(ϕ1/2) (4.79)
where ϕ1 = 2(φ1 − φ2) and v1 = |v1|eiφ1 , v2 = |v2|eiφ2 . It is straightforward to see that
these two energies are different unless ϕ1 = 2npi as also shown in Fig. 4.25c, that is,
for fine-tuned values of the phase difference between the tunneling amplitudes. These
may be adjusted by means of a magnetic flux Φ that threads the superconducting loop
at whose ends the Majoranas γ1 and γ2 reside, such that Φ1/Φ0 = ϕ1 (see Fig. 4.25b).
This energy difference for generic values of the phase difference between the Majoranas
implies that the minimal duration of the adiabatic process that removes (or add) an elec-
tron from (to) the dot is limited by the inverse of the energy difference between the even
and odd sectors. Only at the degeneracy points ϕ1 = 2npi this operation is topologically
protected, but this protection is weak since the magnetic flux needs to be finely tuned. At
ϕ1 = 2npi, sin(ϕ1/2) = 0, and therefore
Ee = Eo =
ε
2
−
√
ε
2
+ |v1|2 + |v2|2 = ε2 −
√
ε
2
+ |v|2 (4.80)
with |v|2 = |v1|2 + |v2|2 and the Hamiltonian can be rewritten as
H = εc†c +
(
v1c− v∗1c†
)
γ1 +
(
v2c− v∗2c†
)
γ2 = εc†c +
(
vc− v∗c†
) |v1|γ1 + |v2|γ2
|v|
where v = |v|eiφ1 . Therefore, the case of a dot connected to two MZMs simultaneously
at the degeneracy point is described by an Hamiltonian that has the same structure of
the case of a dot connected to a single MZM. By analogy, application of an adiabatic
operation P12 that empties the dot by one electron, has the effect of applying the operator
γ12 =
|v1|γ1 + |v2|γ2
|v| = u1γ1 + u2γ2
with u1 = |v1|/|v| u2 = |v2|/|v|, to the initial state |i〉 of the Majorana system:
P12|i〉 : |i〉 → γ12|i〉 (4.81)
As before, we ask ourselves which rotations are realized by one or more successive appli-
cations of the P12 operation in the Bloch sphere where the possible quantum states of the
topological qubit realized by the Majoranas live. We define a set of Pauli matrices acting
on the two levels space spanned by the two Majoranas γ1 and γ2: σx = γ1, that realizes a
rotation of pi about the x axis, σy = γ2, that realizes a rotation of pi about the y axis, and
σz = −iγ1γ2 that realizes a rotation of pi about the z axis. With this choice, the operation
P12 realizes a rotation by pi around the axis u1 xˆ + u2yˆ in the xy plane (see Fig. 4.26a). As
a consequence, upon varying the ratio u1/u2 it is possible to tune the axis around which
the rotation occurs. Upon applying the operator P12 twice, i. e. first emptying the dot
(N + 1 → N operation) and then refilling it (N → N + 1 operation), and varying the
coupling strengths between the two operations, one gets
P′12P12 = (u
′
1γ1 + u
′
2γ2)(u1γ1 + u2γ2) = u
′
1u1 + u
′
2u2 + i(u
′
1u2 − u1u′2)σz
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thus obtaining a rotation about the z axis by an arbitrary angle determined by the tunnel-
ing amplitudes employed (see Fig. 4.26a). In contrast, we recall that the standard braid-
ing that is performed in real space by physically moving two Majoranas only rotates the
ground state around the z axis by a fixed angle of pi/2 (see Fig. 4.5 for comparison).
x
y
z
⇡
x
y
z
P12
P12P
0
12
P12P
0
12
P34P
0
34
P23P
0
23
(a) (b)
FIGURE 4.26: Illustrative sketch of the operations implemented on the Bloch sphere by applying
the operations P and PP′ between a quantum dot in the Coulomb blockade regime and a system
of (a) two MZMs, (b) four MZMs.
Coupling to four Majoranas Even more strikingly, it is possible to generate a universal
set of single-qubit operations by connecting the dot to four Majorana states γ1,γ2,γ3
and γ4 that combine to generate two standard fermions d1 = (γ1 + iγ2)/2 and d2 =
(γ3 + iγ4)/2, and stick to the even parity sector spanned by |0〉12⊗ |0〉34 and |1〉12⊗ |1〉34.
This space defines a qubit, and pairs of successive P operations such as those defined in
Eq. (4.81) can be shown to allow universal single-qubit operations. In fact, while the
operators P′12P12 and P
′
34P34 (acting on Majorana pairs that belong to the same composite
fermion) perform a rotation about z by an arbitrary angle as in the two Majoranas case,
the operator P′23P23 that act on Majoranas belonging to two different composite fermions
performs a rotation by an arbitrary angle about the x axis (see Fig. 4.26b). Again, a
comparison with braiding of four MZMs reveals that tunnel-braid operations extend the
range accessed by the former, that only allows for rotations by pi/2 (see Fig. 4.5 for
comparison).
While this result is quite nice and extends the range of possible operations performed
by braiding sets of Majorana zero modes, it is in order to notice that the tunnel-braid
operations are sensitive to electrical noise on the tunneling amplitudes and, most impor-
tantly, that they are strictly protected only for a fine-tuned phase difference between the
involved Majoranas. The first complication renders quite challenging the possibility of
designing with precision the wavefunction rotations that one wants to perform, because
small errors may make the system end up in a different state with respect to the targeted
one. The second one is even more insidious as any small deviation from the finely tuned
values of ϕ = 2pin hinders the completion of time-independent protected operations as
would be desirable.
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4.5.2 CAR-induced topological pi junctions
QDt1 t2
γ2˜γ2
G
γ1γ1˜  ⇤1  ⇤2
FIGURE 4.27: Sketch of a tunnel-braiding operation performed in our set-up, with the two inner
MZMs γ1 and γ2 from strips 1 and 2 coupled to a dot (QD) in the Coulomb blockade regime
through tunnel barriers. The dot occupancy is controlled by a gate (G), which shifts the dot level
εD.
We now demonstrate the improved stability of the tunnel-braid operations that can be
performed in a platform that involves CAR-induced Majorana zero modes. We employ a
set-up like the one shown in Fig. 4.27, where a 2DEG is contacted with two separate su-
perconducting strips (red regions in the figure) whose ratios WS/λF can be independently
controlled by means of two independent gates (purple regions in the figure). Specifically,
in this subsection we will employ the Fermi energy of the superconducting regions as
the control parameter. This gives rise, in turn, to two independent topological gaps ∆∗1
and ∆∗2 with tunable magnitudes and signs. One end of each strip terminates inside the
2DEG, so that the corresponding MZMs γ1 and γ2 lie within a finite distance from each
other, and both coupled to a common quantum dot. The MZMs γ˜1 and γ˜2 generated at
the other two ends of the strips are assumed sufficiently far from the junction so as to
become decoupled from γ1 and γ2. We will thus disregard them in the following as they
do not play any role. If the two strips are completely decoupled by a very high barrier,
then the two ‘inner’ Majorana modes γ1 and γ2 do not overlap. However, they can be
coupled through the quantum dot upon independently tuning the energy barriers that
separate them (dark blue regions in the figure). Now, as exemplified in the previous sub-
section, if the dot is in the Coulomb blockade regime, one can adiabatically sweep its
energy through a gate (in dark grey in the figure) εD from −∞ to +∞ in order to change
its occupation by one electron (P operation). If the available dot level is initially full, this
operation has the effect of transferring the electron to the Majoarana system of γ1 and γ2,
thus changing its parity. We perform this operation in two configurations, namely one
where ∆∗1∆
∗
2 > 0 and one where ∆
∗
1∆
∗
2 < 0. The parameters used for this calculation are:
WS = 115 nm, W = 575 nm, B = 0.4 T, ∆ = 0.95 meV, α = 1.25 10−13 eV m, VZ = 0.95
meV and µ1 = 9 meV, µ2 = 4.2 meV. The resulting Bogoliubov spectrum of the coupled
dot-Majoranas system is shown in Fig. 4.28a where we indicate the Majorana-like energy
levels with solid lines and the dot-like levels with dashed lines. We see that in the case
where the gaps have the same sign (blue curves), the energies of the two Majoranas split
when they become resonant with the dot. This has the consequence of rendering the P
operation time-dependent, as explained in the previous subsection. By contrast, when
they have opposite signs (red curves), their energies stay pinned in zero throughout the
whole operation. The operation of emptying the dot is then independent of timing and
insensitive to noise in the dot energy εD. If we now fix the dot energy to be εD = 0 (that is,
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FIGURE 4.28: (a) Comparison of the low energy spectra of the composite system for gaps ∆∗1,2
in the two strips of equal (blue) and opposite (red) sign. The dotted and solid lines correspond
predominantly to dot and Majorana states, respectively. (b) Energy of the MZMs as they hybridize
through the dot as a function of the changing chemical potential between the left and right strips
∆µ = µ1 − µ2, for µ2 = 4.2 meV and εD = 0 fixed. The blue regions indicate phases where ∆∗1,2
have opposite sign, and γ1,2 do not hybridise through the dot.
the energy at which the composite dot-Majoranas system is resonant) and the Fermi level
of one of the two proximitized regions while continuously varying the Fermi level of the
other, we obtain the spectrum of Fig. 4.28b. This spectrum represent the energies of the
two Majoranas as the chemical potential is varied through gating while that of the other
stay fixed. The control parameter is thus the chemical potential difference ∆µ = µ1 − µ2
between the two. While the gate voltage is swept, the induced gap of the associated strip
oscillates periodically between positive and negative values, while closing in between.
This is reflected in the alternation of the red and blue shaded regions in Fig. 4.28b, cor-
responding respectively to regions where ∆∗1∆
∗
2 > 0 and ∆
∗
1∆
∗
2 < 0. At the boundaries
between these regions, the curves exhibit a cusp because of the gap closures. This curve
is reminescent of the one plotted in Fig. 4.25b where the control parameter was the phase
difference ϕ between the tunneling couplings t1 and t2 between the Majoranas and the
dot. As is clear from comparing these curves, the regions where the Majoranas have en-
ergies pinned to zero are finite in the control parameter ∆µ in the present case, whereas
in Flensberg’s set-up they are degenerate only for finely tuned values of the control pa-
rameter satisfying ϕ = 2pin.
Finally, we put forward a protocol for performing a universal set of single qubit op-
erations, relying on the coupling of the dot with four Majorana zero modes γ1,γ2,γ3 and
γ4 generated at the edges of four superconducting strips. These Majoranas combine to
give rise to two conventional fermions d1 and d2. The strips parameters are adjusted in
such a way that two of them have a positive CAR-induced gap (∆∗2 and ∆∗4 , depicted as
red strips in Fig. 4.29) and the remaining two have negative induced gaps (∆∗1 and ∆
∗
3 ,
depicted as blue strips in Fig. 4.29). In this way, by transferring an electron from the dot
to two Majoranas belonging to the same fermion (γ1,2, corresponding to t3,4 = 0 and γ3,4,
corresponding to t1,2 = 0) and viceversa (which amounts to performing two successive
P operations) a rotation by an arbitrary angle controlled by either t1,2 or t3,4 about the z
axis is performed, much alike the case of having a dot coupled to only two Majoranas.
However, if one couples Majoranas from two different fermions (γ2,3, corresponding to
t1,4 = 0 and γ1,4, corresponding to t2,3 = 0) and viceversa, a rotation by an arbitrary angle
about the x axis is achieved. Both these operations (between Majoranas from the same
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FIGURE 4.29: Sketch of the set-up ideal for performing tunnel-braid operations between four
Majorana modes and one quantum dot. Transferring an electron from the dot to two Majoranas
and viceversa allows to explore the whole Hilbert space of states defined on the Bloch sphere.
fermion or from different fermions) are topologically protected since they always involve
zero modes hosted by strips with opposite CAR-induced gaps. Therefore, by combining
this kind of operations with variable tunneling amplitudes one is allowed to explore the
whole Hilbert space, thus obtaining a universal set of protected and time-independent
single-qubit operations.
4.6 Conclusions
Wrapping up, we have presented a scheme towards one-dimensional topological super-
conductivity that extends previous approaches based on the proximity effect of spin-
less helical electronic phases coupled to superconductors [154,213,214]. While such ap-
proaches produce a topological order parameter, its phase is fixed by that of the parent
superconductor. By contrast, schemes that rest on crossed Andreev reflection processes,
relevant in geometries as those discussed here, produce a topological order parameter
with a sign that may be either the same as or opposite to that of the parent one, depend-
ing on the CAR amplitude itself. We note that a closely related class of systems where
a similar phenomenology occurs is that of double nanowires contacted with a supercon-
ductor [264,280,281]. However, at odds with our platform where chirality forbids local
Andreev pairing of the carriers, these systems allow for both LAR and CAR processes.
A theoretical work by Reeg et al. [280] investigates the interplay between these two
processes in a noninteracting double-nanowire system as a function of the interwire sep-
aration. They find out that the two pairing types always interfere destructively, leading
to up to an order of magnitude reduction in the size of the excitation gap of the system.
Interestingly, they also find out that, similarly to our case, the excitation gap of the sys-
tem varies periodically on the scale of the Fermi wavelength. However, no sign change
of the gap is observable due to the competition of the two processes. Going in this di-
rection, a very recent experiment lead by Prof. Tarucha [282] reported the observation of
Cooper-pair splitting (a phenomenon that is complementary to the CAR mechanism) in a
related platform, namely an InAs double nanowire device coupled to a superconducting
electrode, demonstrating an interwire interaction, paving the way for the realization of a
physics closely related to the one discussed in [280].
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The control of the sign of the topological gap, unique to our platform, has many rami-
fications. Here, we have concentrated on how it may be exploited to produce topological
pi junctions that are robust against fluctuations in the system parameters. These junc-
tions are interesting because they host pairs of Majorana zero modes that do not split
in energy despite their spatial overlap. Importantly, we have demonstrated that these
junctions are energetically stable with respect to fluctuations in the phase of the parent
superconductor, and therefore that, under the appropriate combination of the involved
parameters, the CAR-induced topological pi-junction is a true ground state of the system.
We have proposed to employ these unconventional junctions to perform parametric non-
Abelian operations on Majoranas that do not involve their spatial exchange. Specifically,
we have concentrated on how to implement tunnel-braiding schemes in platforms based
on CAR-induced topological superconductivity, what allows the original proposal by
Flensberg to become significantly more realistic. It is also interesting to note that the spe-
cific implementation of the CAR-induced topological gap described here, based on QH
phases enriched with Zeeman and Rashba interactions at odd filling factors, is just one
conceptually simple possibility, but it is not unique. Other phases, such as the quantum
anomalous Hall states exhibited by topological insulators with magnetic dopants, could
also support the requisite ν = 1 spin-singlet states. CAR-induced topological supercon-
ductivity is thus proposed as a promising road forward towards the next landmark in the
field, the realization of protected non-Abelian operations in the lab.
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Disorder in Transition Metal
Dichalcogenides
5.1 Introduction
Two-dimensional monolayers of seminconducting transition metal dichalcogenides
(TMDCs), with general formula MX2, where M=Mo, W and X=S, Se, have been attract-
ing a lot of attention in recent years for being promising candidates for applications
in electronics [283–287], optoelectronics [288–291], spintronics [292] and valleytronics
[293–296]. Their hallmarks include an appealing multivalley structure and a strong spin-
orbit coupling that, together with the lack of inversion symmetry, is able to spin-split
the bands substantially [43,46,58]. Also, the time reversal symmetry connecting the two
valleys results in a singular spin-valley coupling that has been proposed to be exploited
in several different configurations [58,297,298]. Interestingly, this spin-orbit-induced
spin-valley coupling protects the valley degree of freedom against nonmagnetic defects
in lightly hole doped samples (that is, the regime of motion where the Fermi energy
resides in between the two spin-splitted valence bands) [58]. In fact, due to their different
orbital composition [43,46,292,299], the conduction and valence bands are unevenly
affected by SOC, in such a way that the fomer remains virtually degenerate at the K, K′
points whereas the latter splits by a consistent amount (ranging from λ ≈ 148 meV in
MoS2 to λ ≈ 460 meV in WSe2 [300], see Tab. 5.1). As a consequence, flipping of either
index cannot happen without the simultaneous flipping of the other, so that a special
protection of the quantum state of the carriers can be achieved. In a recent work [301],
it has been shown that, besides the spin-valley coupling, the symmetry and position of
atomic defects give rise to unconventional selection rules for intervalley scattering in 2D
TMDCs. Specifically, the authors find that for defects with threefold rotational symmetry
C3, intervalley scattering in the conduction band is forbidden for defects centered on
the X site while being allowed for M centered defects. In the valence band, intervalley
scattering is forbidden in both cases.
Because of all of the above reasons, studying disorder in these systems is crucial in or-
der to assess the conditions under which one can obtain sufficiently long valley and spin
lifetimes, that are important prerequisites for the implementation of valleytronics and
spintronics applications. The way that external perturbations couple to the low-energy
degrees of freedom around a high-symmetry point of the Brillouin zone is derivable by
symmetry arguments. The power of the resulting analysis is that one can then classify
the type of perturbation corresponding to each term, and study disorder-dependent phe-
nomena accordingly. Nice examples of the usefulness of classifying disorder according
to symmetry in TMDCs can be found in Refs. [56,298,300,302], whereas similar analyses
have been performed in graphene [303–307]. Here, we develop a low energy model for
time-reversal invariant disorder in TMDCs based on group theoretical arguments, thus
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λc [meV] λv [meV]
MoS2 3 148
MoSe2 22 186
WS2 −32 430
WSe2 −37 460
TABLE 5.1: Spin-orbit splittings λc/v of the conduction and valence bands of the four compounds
of the family of monolayer semiconducting TMCDs.
spawning a readily accessible inventory of the disorder potential terms allowed by sym-
metry in different cases of interest, what can be employed in a number of different appli-
cations, among which, remarkably, assessment of spin and valley relaxation mechanisms
[300,302], study of quantum transport effects [56,304], study of coherent spin transport
and related phenomena (spin Hall effect, spin to charge conversion..) [308–310], study of
adatom/vacancy-induced resonances [311], computation of cross-sections for scattering
off different kind of defects and in different regimes of motion [308].
The chapter is organized as follows. We first of all perform, in the second section, a
symmetry analysis of the compounds of interest, by using a peculiar approach where the
unit cell is tripled with respect to the original one (what enables to treat the two inequiva-
lent valleys on the same grounds) and determine the character table of the corresponding
point group at the high symmetry points K±. In the third section, we classify the Bloch
functions of the orbitals that dominate the conduction and valence bands at K± accord-
ing to the irreducible representations of the point group, and in the fourth section we do
the same but for the electronic operators acting on the space spanned by the valence and
conduction band states around the two valleys. This allows determining the most general
form of the low-energy Hamiltonian in the fifth section, by requiring that it trasnforms
as a scalar under the symmetry group of the system. Finally, in the sixth section, we
build the most general form of a disorder Hamiltonian that breaks all symmetries but
time reversal, and discuss its microscopic origin.
5.2 Symmetry analysis
Transition metal dichalcogenides are Van der Waals layered materials with general for-
mula MX2. Bulk MX2 crystals show different polytypes which vary in stacking and atom
coordination [312,313]. Their electronic properties range from metallic to semiconduct-
ing, depending, overall, on the transition metal. In this chapter we focus on semiconduct-
ing monolayers [57] such as molybdenum disulfide (MoS2), tungsten disulfide (WS2),
molybdenum diselenide (MoSe2), and tungsten diselenide (WSe2). The main difference
between the bulk and monolayer materials is that the bulk structure is centrosymmet-
ric, whereas the monolayer is not. As seen in the introductory chapter, two-dimensional
unit cells of semiconducting TMDCs consist of a X-M-X sequence of atomic planes, with
each plane being arranged in a triangular array with lattice parameter a = 3.16 Å. The
chalcogen layers are perfectly stacked one on top of the other, sandwiching in the middle
a transition-metal layer that is rotated in such a way that the overall structure realizes a
honeycomb lattice. This lattice is generated by the two primitive vectors
a1,2 =
a
2
(
±1,
√
3
)
, (5.1)
see Fig. 5.1a for reference. The point group of this family of compounds is D3h. This
group can be obtained as the direct product of either D3 or C3v with C1h, where both D3
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FIGURE 5.1: (a) Lattice of MX2 compounds with the basis vectors of the lattice a1,2 explicitly
shown. (b) Hexagonal Brillouin zone with the reciprocal lattice vectors b1,2 and the inequivalent
valleys K± explicitly shown.
and C3v comprise the identity E, a three-fold rotational axis perpendicular to the crystal
plane C3 and, respectively, three two-fold in-plane axes C′i2 with i = 1, 2, 3 or three vertical
mirror planes that pass for the three-fold rotational axis σvi, with i = 1, 2, 3, so that
C3v = {E, C3, C23 , σv1, σv2, σv3}
and
D3 = {E, C3, C23 , C′12 , C′22 , C′32 }
and C1h = {E, σh} contains the identity and inversion with respect to a horizontal mirror
σh. The direct product group D3h = D3 × C1h = C3v × C1h includes all the possible com-
posite operations (twelve) formed by pairing members of these groups. These elements
are divided into six conjugacy classes, what yields six irreducible representations.
The Brillouin zone of monolayer semiconducting TMDCs is an hexagon with corners
K+ =
2pi
3a
(−1,
√
3) = K K− = −K+ = −K, (5.2)
see Fig. 5.1b for reference. Notice that they are the same as those defined in Eq. (5.2)
modulo a reciprocal lattice vector, even though we have slightly changed the notation for
reasons that will become clearer later on. The group of the wavevector at the Γ point has
the full symmetry of the point group, whereas the symmetry at the two inequivalent K+
and K− valleys is lowered to that of the group C3h = {E, C3, C23} × C1h on account of the
fact that a reflection about one of the verical planes σvi, with i = 1, 2, 3 interchanges K+
with K−. However, for our purpose of classifying time-reversal invariant disorder we are
interested to treat the two valleys on equal grounds so that our description will naturally
account for the presence of scattering centers able to generate intervalley scattering. A
rather compact way to do this is to consider the new point group D′′3h = D3h + D3h ×
ta1 + D3h × ta2 , where ta1,2 are the operations generating the two elementary translations
a1,2 defined in Eq. (5.1) that generate the lattice. This group is obtained by tripling the
area of the unit cell such that it contains nine inequivalent sites in spite of three, see Fig.
5.2 (remember that the number of chalcogen atoms is to be doubled). This is equivalent
to factorizing the two elementary vectors a1,2 of the translation group and adding them
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FIGURE 5.2: Comparison between standard (left) and tripled (right) unit cells.
to the D3h point group. The unit vectors of the lattice with enlarged unit cell are
a′1,2 =
a
2
(±3,
√
3) (5.3)
The new reciprocal lattice vectors are
b′1,2 =
2pi
3a
(±1,
√
3) (5.4)
and the inequivalent valleys of the new Brillouin zone are
K′± =
4pi
3
√
3a
4pi(0,±1) (5.5)
The new Brillouin zone is folded in such a way that the old Γ point and the old K± points
are mapped onto the new Γ′ point (see Fig. 5.3), thus allowing us to treat them on equal
grounds. This, in turn, implies that the point group at the K± points is the full D′′3h group.
The most convenient way for determining the character table of this group is to first
consider the groups C′′3v = C3v + C3v × ta1 + C3v × ta2 and C1h = {E, σh} separately, and
successively obtaining the character table of the product group D′′3h = C
′′
3v × C1h as the
direct product of their characters table. This is possible on account of the fact that all
elements in C′′3v commute with all the elements in C1h. To derive the character table of
C′′3v, one needs to first compute the multiplication table of the group, that is composed of
eighteen elements:
C′′3v = {E, ta1 , ta2 , C3, C23 , ta1 C3, ta2 C3, ta1 C23 , ta2 C23 ,
σv1, σv2, σv3, ta1σv1, ta2σv1, ta1σv2, ta2σv2, ta1σv3, ta2σv3}
The multiplication table of the group is useful in that it allows to group the elements in
conjugacy classes, that is sets of elements A1, ..., An related by a similarity transformation
Ai = XAjX−1 where X is an element of the group. We will not go through the full
derivation of the multiplication table and the conjugacy classes because it is lenghty and
quite standard, and will just claim that the elements of C′′3v are divided into 6 conjugacy
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FIGURE 5.3: Folded and unfolded Brillouin zone.
C′′3v C1 C2 C3 C4 C5 C6
Γ(1) ≡ A1 1 1 1 1 1 1
Γ(2) ≡ A2 1 1 1 1 1 −1
Γ(3) ≡ E 2 2 −1 −1 −1 0
Γ(4) ≡ E1 2 −1 2 −1 −1 0
Γ(5) ≡ E2 2 −1 −1 2 −1 0
Γ(6) ≡ E3 2 −1 −1 −1 2 0
TABLE 5.2: Character table of the group C′′3v.
classes:
C1 = E, C2 = {ta1 , ta2}, C3 = {C3, C23},
C4 = {ta1 C3, ta2 C23}, C5 = {ta2 C3, ta1 C23},
C6 = {σv1, σv2, σv3, ta1σv1, ta2σv1, ta1σv2, ta2σv2, ta1σv3, ta2σv3}
The number of irreducible representations for the group is the same as the number of
classes, and the following rule for determining their dimensionalities hold:
6
∑
i=1
`2i = 18 (5.6)
The only possible combination of positive values for {`i}, with i = 1, ...6 that satisfy Eq.
(5.6) is the following:
`1 = `2 = 1, `3 = `4 = `5 = `6 = 2
that is, there are two one-dimensional representations (one of them being the identical
representation) and four two-dimensional representations. The character table of this
group is easy to determine, yielding the result tabulated in Tab. 5.2. The character table of
D′′3h is obtained by taking the direct product of this table with that of the group C1h, shown
in Tab. 5.3 (notice that is it an abelian group where each class contains only an element).
The character table of D′′3h is obtained straightforwardly, and it is shown in Tab. 5.4. where
both the number of classes and of irreducible representations has doubled, and the latter
have been classified according to their symmetry properties with respect to the z → −z
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C1h E σh
Γ(1) ≡ A′ 1 1
Γ(2) ≡ A′′ 1 −1
TABLE 5.3: Character table of the group C1h.
D′′3h C1 C2 C3 C4 C5 C6 σhC1 σhC2 σhC3 σhC4 σhC5 σhC6
Γ(1) ≡ A′1 1 1 1 1 1 1 1 1 1 1 1 1
Γ(2) ≡ A′2 1 1 1 1 1 −1 1 1 1 1 1 −1
Γ(3) ≡ E′ 2 2 −1 −1 v 0 2 2 −1 −1 -1 0
Γ(4) ≡ E′1 2 −1 2 −1 −1 0 2 −1 2 −1 −1 0
Γ(5) ≡ E′2 2 −1 −1 2 −1 0 2 −1 −1 2 −1 0
Γ(6) ≡ E′3 2 −1 −1 −1 2 0 2 −1 −1 −1 2 0
Γ(7) ≡ A′′1 1 1 1 1 1 1 −1 −1 −1 −1 −1 −1
Γ(8) ≡ A′′2 1 1 1 1 1 −1 −1 −1 −1 −1 −1 1
Γ(9) ≡ E′′ 2 2 −1 −1 −1 0 −2 −2 1 1 1 0
Γ(10) ≡ E′′1 2 −1 2 −1 −1 0 −2 1 −2 1 1 0
Γ(11) ≡ E′′2 2 −1 −1 2 −1 0 −2 1 1 −2 1 0
Γ(12) ≡ E′′3 2 −1 −1 −1 2 0 −2 1 1 1 −2 0
TABLE 5.4: Character table of the group D3h.
reflection: even (representations that have a prime symbol) and odd (representations that
have a double prime symbol). The classes σhCi, with i = 1, ..., 6 contain new symmetry
elements for the system, namely the operations of C′′3v followed by the σh operation:
σhC1 = σh, σhC2 = {σhta1 , σhta2}, σhC3 = {σhC3 = S3, σhC23 = S23},
σhC4 = {σhta1 C3 = ta1 S3, σhta2 C23 = ta2 S23}, σhC5 = {σhta2 C3 = ta2 S3, σhta1 C23 = ta1 S23},
σhC6 = {σhσv1 = C′12 , σhσv2 = C′22 , σhσv3 = C′32 ,
σhta1σv1 = ta1 C
′1
2 , σhta2σv1 = ta2 C
′1
2 ,
σhta1σv2 = ta1 C
′2
2 , σhta2σv2 = ta2 C
′2
2 ,
σhta1σv3 = ta1 C
′3
2 , σhta2σv3 = ta2 C
′3
2 }
5.3 Classification of the Bands at K±
In this section, we develop a theory for classifying the bands around the K± points ac-
cording to the irreducible representations of the point group D′′3h. Notice that, because
K+ and K− are related by time reversal, in order to classify the Bloch wavefunctions at
K− it is sufficient to classify the functions at K+ = K and then obtain those for K− = −K
by complex conjugation. To do so, we first remind that the Bloch wavefunction associ-
ated to the wavevector k in a crystal with a basis of Nb atoms with positions {Ri + tη}Nbη=1
within the i-th unit cell is a Nb-dimensional vector whose entries represent the amplitude
of the relevant atomic orbitals at the Nb different atoms of the unit cell:
φk(r) =∑
i
 eik·(Ri+t1)ϕ(r−Ri − t1). . .
eik·(Ri+tNb )ϕ(r−Ri − tNb)
 (5.7)
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Here, i sums over the lattice sites and ϕ(r− Ri − tη) is a vector whose components are
the relevant atomic orbitals for the atom centered around position tη within the i-th unit
cell. In our problem, we can consider the M and X atoms as decoupled as they are not
mixed by any of the operations of the group. We therefore consider functions of the kind:
φMK (r) =∑
i

eiK·(Ri+t1M)ϕM(r−Ri − t1M)
eiK·(Ri+t2M)ϕM(r−Ri − t2M)
eiK·(Ri+t3M)ϕM(r−Ri − t3M)
 (5.8)
φX(b/ab)K (r) =∑
i

eiK·(Ri+t1X)ϕX(b/ab)(r−Ri − t1X)
eiK·(Ri+t2X)ϕX(b/ab)(r−Ri − t2X)
eiK·(Ri+t3X)ϕX(b/ab)(r−Ri − t3X)
 (5.9)
where
t1M = a0
(√
3,−1
)
/2, t2M = a0
(
−
√
3,−1
)
/2, t3M = a0 (0, 1) (5.10)
and
t1X = a0
(√
3, 1
)
/2, t2X = a0 (0,−1) , t3X = a0
(
−
√
3, 1
)
/2 (5.11)
with reference to the labels assigned in Fig. 5.2, and with a0 = a/
√
3. Notice that, in
the case of the X atoms, in spite of considering a 6-dimensional vector comprising three
orbitals from the top X atoms and three orbitals from the bottom X atoms, we have built
either bonding (b) or antibonding (ab) combinations of top (T) and bottom (B) orbitals
from these atoms, as
ϕ(b/ab)(r) =
1
2
[
ϕ(T)(r)± ϕ(B)(r)
]
(5.12)
This is quite convenient since these combinations of orbitals have defined symmetry
properties with respect to the mirror reflection about the xy plane, σh.
The way to proceed in order to classify the bands at the K± points according to the
irreducible representations of the group of the crystal is the following. We first of all
consider the orbital character of the conduction and valence bands at the high symmetry
points of interest. DFT calculations [43,46] show that at K+ and K− the valence band is
predominantly composed of the dx2−y2 and dxy atomic orbitals of the M atoms, whereas
the conduction band is mainly composed of the dz2 atomic orbital of the M atoms. Both
have also a smaller component from the px and py atomic orbitals of the S atoms. Start-
ing with these atomic orbitals, one has to build Bloch functions with defined symmetry
properties under the elements of the group, that is, functions that are eigenfunctions of
the symmetry operators of the group. As we have seen, the symmetry group of MX2 at
both the Γ and the K± point is D′′3h = C
′′
3v × C1h, but we can stick with C′′3v and succes-
sively classisfy the functions as even or odd with respect to σh. The relevant operations
of this group are the rotations C3 and C23 around the z axis, the translations ta1 , ta2 , the
reflections σv1, σv2, σv3 and all the composite operations that can be built from these. For
starters, functions that are eigenstates of C3 and C23 are the spherical armonics Y
m
l , such
that CnYml = e
2pii/nYml . Specifically, one has that
C3Yml = e
2pii/3Yml = w3Y
m
l (5.13)
and
C23Y
m
l = e
−2pii/3Yml = w
∗
3Y
m
l (5.14)
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where w3 = e2pii/3. We therefore build the symmetry-adapted basis functions
ϕdz2 ∼ Y02 ϕdxz±idyz ∼ Y±12 ϕdx2−y2±idxy ∼ Y±22
and
ϕpz ∼ Y01 ϕpx±ipy ∼ Y±11
These symmetrized atomic orbitals are relevant for the M atoms and X atoms respectively.
However, these functions are not eigenstates of the reflections σvi, i = 1, 2, 3 as these
operations have the effect of mixing opposite projections of the angular momenta along
z. Specifically, if we take σv1 to be the reflection about the y axis, one has that
σv1

Y00,1,2 = Y
0
0,1,2
Y±11,2 = −Y∓11,2
Y±22 = Y
∓2
2
(5.15)
And, from the multiplication table, it is easy to see to derive the effect of the other two
reflections, given that σv2 = C23σv1 and σv3 = C3σv1. Finally, the effect of the elementary
translations ta1,2 is that of shifting rigidly the atoms. All these operations have also the
property of interchanging the (inequivalent by contruction) atoms within the unit cell,
since, as seen in Eqs. (5.8) and (5.9) our Bloch functions are three-dimensional vectors.
An element C of the group that does not involve a translation is represented by a
matrix that, for an atom in position tαη , operates on the (K, lm) component of the Bloch
function as
Cφη,αK,lm(r) = e
iK·(tαη−tβη)ωmm′(C)φ
η,β
K,lm′(r) (5.16)
where ωmm′(C) is a phase factor that depends on the m and m′ indexes and on the sym-
metry operation C. For pure rotations, m′ = m, whereas for reflections, if m 6= 0, then
m′ 6= m. Similarly, a translation tai of the group is represented by a matrix that, for an
atom in position tαη , operates on the (K, lm) component of the Bloch function as
taiφ
η,α
K,lm(r) = e
−iK·aiφη,βK,lm(r) (5.17)
where tβη = tαη + ai. From the last equality it is clear that (as expected) the translations,
as well as the pure rotations, do not mix different projections of the angular momentum
along the out of plane direction, and the wavefunction merely acquires a phase under
their effect. On the other hand, as made explicit by Eq. (5.15), the operations invoving
a mirror reflection σvi, with i = 1, 2, 3, change m to −m. However, we can notice the
following. Because of our choice of treating the two inqeuivalent valleys (degenerate
in energy) on equal grounds, we have by default a double degeneracy calling for two-
dimensional representations alone to classify the low-energy spectrum around the K±
points. The two dimensional representations of C′′3v are E, E1, E2 and E3. Remarkably, all
these two-dimensional irreps have characters equal to zero for the reflection operations
σvi and tajσvi with i = 1, 2, 3 and j = 1, 2, that flip the sign of the m index when m 6= 0.
Therefore, these operations will have virtually no role in our classifications at K±, so that
we can make use of a three-dimensional basis with fixed m:
φMK,lm(r) =∑
i

eiK·(Ri+t1M)ϕMlm(r−Ri − t1M)
eiK·(Ri+t2M)ϕMlm(r−Ri − t2M)
eiK·(Ri+t3M)ϕMlm(r−Ri − t3M)
 =

φM,1K,lm(r)
φM,2K,lm(r)
φM,3K,lm(r)
 (5.18)
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and
φX(b/ab)K,lm (r) =∑
i

eiK·(Ri+t1X)ϕX(b/ab)lm (r−Ri − t1X)
eiK·(Ri+t2X)ϕX(b/ab)lm (r−Ri − t2X)
eiK·(Ri+t3X)ϕX(b/ab)lm (r−Ri − t3X)
 =

φX(b/ab),1K,lm (r)
φX(b/ab),2K,lm (r)
φX(b/ab),3K,lm (r)
 (5.19)
From Eq. (5.2) and Eqs. (5.10)-(5.11) we have:
eiK·(t
1
M−t2M) = eiK·(t
2
M−t3M) = eiK·(t
3
M−t1M) = w∗3
eiK·(t
1
X−t2X) = eiK·(t
2
X−t3X) = eiK·(t
3
X−t1X) = w3
eiK·a1 = w3 eiK·a2 = w∗3
In order to see to which irreps a given function φηK,lm(r) belongs, we calculate the
coefficients
ai =
1
g∑R
χ(R)χ(i)(R)∗ (5.20)
where g is the number of elements of the group. Also, we do not consider the reflections
σvi with i = 1, 2, 3 as they play no practical role by virtue of having zero associated char-
acter for the irreps relevant for the low-energy description around the valleys. If, for a
given function φηK,lm(r), ai = 0, it means that the function has no components transform-
ing like the i-th irrep. In turn, if ai 6= 0, then the function has a component transforming
like the i-th irrep. Once the factors ai are calculated, in order to see which combination
of the φηK,lm(r) Bloch function transforms according to each representation to which it
belongs, we make use of the projection operator, defined as
P(i) =∑
R
χ(i)(R)∗PR (5.21)
where PR is the matricial representation of the symmetry operation R on the basis func-
tions. To give a concrete example of how this protocol for the classification works, we
consider for instance the Bloch function φK,22, relevant for M atoms at the valence band:
φMK,22(r) =

φM,1K,22(r)
φM,2K,22(r)
φM,3K,22(r)
 (5.22)
We operate on this function with the relevant elements of the group C′′3v:
ta1φ
M
K,22(r) = w
∗
3

φM,2K,22(r)
φM,3K,22(r)
φM,1K,22(r)
 =
 0 w∗3 00 0 w∗3
w∗3 0 0
 φMK,22(r) (5.23)
ta2φ
M
K,22(r) = w3

φM,3K,22(r)
φM,1K,22(r)
φM,2K,22(r)
 =
 0 0 w3w3 0 0
0 w3 0
 φMK,22(r) (5.24)
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C3φMK,22(r) = w
∗
3

w3φM,3K,22(r)
w3φM,1K,22(r)
w3φM,2K,22(r)
 =
 0 0 11 0 0
0 1 0
 φMK,22(r) (5.25)
C23φ
M
K,22(r) = w3

w∗3φ
M,2
K,22(r)
w∗3φ
M,3
K,22(r)
w∗3φ
M,1
K,22(r)
 =
 0 1 00 0 1
1 0 0
 φMK,22(r) (5.26)
ta1 C3φ
M
K,22(r) = w3

w3φM,1K,22(r)
w3φM,2K,22(r)
w3φM,3K,22(r)
 =
 w∗3 0 00 w∗3 0
0 0 w∗3
 φMK,22(r) (5.27)
ta2 C3φ
M
K,22(r) =

w3φM,2K,22(r)
w3φM,3K,22(r)
w3φM,1K,22(r)
 =
 0 w3 00 0 w3
w3 0 0
 φMK,22(r) (5.28)
ta1 C
2
3φ
M
K,22(r) =

w∗3φ
M,3
K,22(r)
w∗3φ
M,1
K,22(r)
w∗3φ
M,2
K,22(r)
 =
 0 0 w∗3w∗3 0 0
0 w∗3 0
 φMK,22(r) (5.29)
ta2 C
2
3φ
M
K,22(r) = w
∗
3

w∗3φ
M,1
K,22(r)
w∗3φ
M,2
K,22(r)
w∗3φ
M,3
K,22(r)
 =
 w3 0 00 w3 0
0 0 w3
 φMK,22(r) (5.30)
We now calculate the characters of the above matrices in order to determine to which
irreps of the group C′′3v the Bloch function φMK,22(r) belongs:
χ(ta1) = χ(ta2) = χ(C3) = χ(C
2
3) = χ(ta2 C3) = χ(ta1 C
2
3) = 0
χ(E) = 3 χ(ta1 C3) = 3w
∗
3 χ(ta2 C
2
3) = 3w3
whence:
aE = aE1 = aE3 = 1 aE2 = 0
implying that it belongs to the irreps E, E1 and E3. To find out which combination of the
functions φM,αK,22(r) belongs to E, we employ the projection operator defined in Eq. (5.21)
to φMK,22(r):
P(E)φMK,22(r) =
[
2E + 2ta1 + 2ta1 − C3 − C23 − ta1 C3 − ta2 C23 − ta2 C3 − ta1 C23
]
φMK,22(r) =
3
 1 w∗3 w3w3 1 w∗3
w∗3 w3 1
 φMK,22(r) =
 ϕw3ϕ
w∗3ϕ

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where we have defined
ϕ = 3
[
φM,1K,22(r) + w
∗
3φ
M,2
K,22(r) + w3φ
M,3
K,22(r)
]
By applying the operator C3 to this function, one gets
C3ϕ = 3
[
φM,3K,22(r) + w
∗
3φ
M,1
K,22(r) + w3φ
M,2
K,22(r)
]
= w∗3ϕ
implying that φMK,22(r) acquires a phase w
∗
3 under C3 when transforming according to the
irrep E. To find out which combination of the functions φM,αK,22(r) belongs to E1, we employ
the projection operator defined in Eq. (5.21) to φMK,22(r):
P(E1)φMK,22(r) =
[
2E− ta1 − ta1 + 2C3 + 2C23 − ta1 C3 − ta2 C23 − ta2 C3 − ta1 C23
]
φMK,22(r) =
3
 1 1 11 1 1
1 1 1
 φMK,22(r) =
 ϕϕ
ϕ

where we have defined
ϕ = 3
[
φM,1K,22(r) + φ
M,2
K,22(r) + φ
M,3
K,22(r)
]
By applying the operator C3 to this function, one gets
C3ϕ = 3
[
φM,3K,22(r) + φ
M,1
K,22(r) + φ
M,2
K,22(r)
]
= ϕ
meaning that φMK,22(r) acquires a phase 1 under C3 when transforming according to the
irrep E1. Finally, to find out which combination of the functions φM,αK,22(r) belongs to E3,
we employ the projection operator defined in Eq. (5.21) to φMK,22(r):
P(E3)φMK,22(r) =
[
2E− ta1 − ta1 − C3 − C23 − ta1 C3 − ta2 C23 + 2ta2 C3 + 2ta1 C23
]
φMK,22(r) =
3
 1 w3 w∗3w∗3 1 w3
w3 w∗3 1
 φMK,22(r) =
 ϕw∗3ϕ
w3ϕ

where we have defined
ϕ = 3
[
φM,1K,22(r) + w3φ
M,2
K,22(r) + w
∗
3φ
M,3
K,22(r)
]
By applying the operator C3 to this function, one gets
C3ϕ = 3
[
φM,3K,22(r) + w3φ
M,1
K,22(r) + w
∗
3φ
M,2
K,22(r)
]
= w3ϕ
meaning that φMK,22(r) acquires a phase w3 under C3 when transforming according to the
irrep E3. Since this function is symmetric under σh, one has that
φMK,22(r) ∼ E′ + E′1 + E′3
Performing an analogous analysis for the rest of all the orbitals relevant for the M and for
the X atoms, one can build Tabs. (5.5) and (5.6) respectively.
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D′′3h σh C3 (K) Wavefunctions (K) C3 (−K) Wavefunctions (−K)
E′ 1 w∓13 φ
M
K,2±2(r) w
∓1
3 φ
M
−K,2∓2(r)
E′′ −1 w±13 φMK,2±1(r) w±13 φM−K,2∓1(r)
E′1 1 1 φ
M
K,2±2(r) 1 φ
M
−K,2∓2(r)
E′′1 −1 1 φMK,2±1(r) 1 φM−K,2∓1(r)
E′2 1 w3 φMK,20(r) w
−1
3 φ
M
−K,20(r)
E′′2 −1 − − − −
E′3 1 w
±1
3 φ
M
K,2±2(r) w
±1
3 φ
M
−K,2∓2(r)
E′′3 −1 w∓13 φMK,2±1(r) w∓13 φM−K,2∓1(r)
TABLE 5.5: Classification of the Bloch functions built from the atomic orbitals of the M atoms.
The phases acquired under the operations C3 and σh are shown.
D′′3h σh C3 (K) Wavefunctions (K) C3 (−K) Wavefunctions (−K)
E′ 1 w−13 φ
X(b)
K,1±1(r) w3 φ
X(b)
−K,1±1(r)
E′′ -1 w−13 φ
X(ab)
K,1±1(r) w3 φ
X(ab)
−K,1±1(r)
E′1 1 1 φ
X(b)
K,1±1(r) 1 φ
X(b)
−K,1±1(r)
E′′1 - 1 1 φ
X(ab)
K,1±1(r) 1 φ
X(ab)
−K,1±1(r)
E′2 1 w3 φ
X(b)
K,1±1(r) w
−1
3 φ
X(b)
−K,1±1(r)
E′′2 -1 w3 φ
X(ab)
K,1±1(r) w
−1
3 φ
X(ab)
−K,1±1(r)
E′3 1 w
−1
3 φ
X(ab)
K,10 (r) w3 φ
X(ab)
−K,10(r)
E′′3 -1 w
−1
3 φ
X(b)
K,10(r) w3 φ
X(b)
−K,10(r)
TABLE 5.6: Classification of the Bloch functions built from the atomic orbitals of the X atoms. The
phases acquired under the operations C3 and σh are shown.
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The conduction band is composed, at the K± points, predominantly by the dz2 or-
bitals of the M atoms, plus a smaller contribution from the px and py orbitals from the
X atoms. As we have seen, the Bloch functions are formed from the symmetry-adapted
combinations of these functions φM20 ∼ dz2 and φX(b/ab)1±1 ∼ px ± ipy. The former trans-
forms according to the irreducible representation E′2 of the D′′3h group, acquiring a phase
w±13 under the rotation C3 at K± (see Tab. 5.5), whereas the latter transform according
to the irreps E′, E′1 and E
′
2 (bonding) and E
′′, E′′1 and E
′′
2 (antibonding) of D
′′
3h, acquiring
respectively a phase w∓13 , 1 and w
±1
3 under C3 at K± (see Tab. 5.6). We deduce that the
conduction band transforms according to the irrep E′2, the one that is common to all the
relevant orbitals.
The valence band is composed, at the K± points, predominantly by the dx2−y2 and dxy
orbitals of the M atoms, and a smaller contribution from the px and py orbitals from the
X atoms. As we have seen, the Bloch functions are formed from the symmetry-adapted
combinations of these functions φM2±2 ∼ dx2−y2 ± idxy and φX(b/ab)1±1 ∼ px ± ipy. The former
transform according to the irreps E′, E′1 and E
′
3 of D
′′
3h, acquiring respectively a phase
w∓13 , 1 and w
±1
3 under C3 at K+ and a phase w
±1
3 , 1 and w
∓1
3 under C3 at K−. The latter,
in turn, transform according to the irreps E′, E′1 and E
′
2 (bonding) and E
′′, E′′1 and E
′′
2
(antibonding) of D′′3h, acquiring respectively a phase w
−1
3 , 1 and w3 under C3 at K+ and
a phase w3, 1 and w−13 under C3 at K−. Because the atomic orbitals coming from the M
atoms are symmetric under z → −z reflection, we can discard the irreps E′′, E′′1 and E′′2 .
Also, we can discard the irreps E′2 and E′3 as the former only accounts for the atomic
orbitals of the X atoms, whereas the latter only for those of the M atoms. We are left
with the two irreps E′ and E′1 and we identify the correct irrep according to which the
valence band transforms as being E′1 based on the transformation properties of the Bloch
functions φM2±2 and φ
X
1±1 at K± under C3.
5.4 Classification of the operators
5.4.1 Spinless system
Having identified the conduction and valence bands as transofrming, respecively, ac-
cording to the irreps E′2 and E′1, we can build our low-energy theory by considering the
space of 4-vectors (E′2, E′1) whose entries are the projection of the Bloch wavefunctions on
the conduction and valence bands at K±. We can build an effective k · p Hamiltonian by
considering the possible 16 hermitian matrices acting on this 4-dimensional space, whose
reduction in terms of irreducible representations of D3h is deduced by taking the direct
product
(E′2, E′1)× (E′2, E′1) = E′2 × E′2 + E′1 × E′1 + 2E′1 × E′2 (5.31)
The irreducible representations of D′′3h can be deduced once again by calculating the num-
ber of times that each irrep enters the 4-dimensional reducible representation (5.31) by
means of formula (B.9), yielding
(E′2, E′1)× (E′2, E′1) = 2A′1 + 2A′2 + 2E′ + E′1 + E′2 + 2E′3 (5.32)
The space of the matrices acting on these 4-vectors can be built by introducing two sets of
mutually commuting Pauli algebras Σi and Λi, with i = x, y, z. The 16 possible operators
are generated by considering all products of elements from the two algebras plus the
identity. We identify the valley off-diagonal irreps with Λx and Λy, and the conduction-
valence bands off-diagonal irreps with Σx and Σy. We choose to work in the basis ψ =
(ψc,K+ ,ψv,K+ ,ψv,K− ,−ψc,K−)T. In this basis, the time reversal operator, that has the effect
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of interchanging valleys, reads T = ΛyΣyK, where K represents complex conjugation.
With this choice for the basis, it is then clear that all the matrices Σi and Λi are odd under
time reversal:
TΣiT† = ΣyKΣiK†Σ†y = −Σi (5.33)
TΛiT† = ΛyKΣiK†Λ†y = −Λi (5.34)
whereas all the products of the kind ΣiΛj with i, j = x, y, z are time reversal invariant.
Therefore the only possible operators that can enter the Hamiltonian in the absence of
time-reversal breaking perturbations are products of this kind plus the identity. In order
to classify these operators with respect to the irreps of the group D′′3h, we have to work
out the operatorial form of the elements of the group in this basis (cfr with Tab.s 5.5 and
5.6), obtaining
ta1 = e
−2piiΛz/3 ta2 = e2piiΛz/3
C3 = e−2pii(Λz+Σz)/3 C23 = e
2pii(Λz+Σz)/3
ta1 C3 = e
−2pii(Σz−Λz)/3 ta2 C3 = e−2piiΣz/3
ta1 C
2
3 = e
2piiΣz/3 ta2 C
2
3 = e
2pii(Σz−Λz)/3
σv1 = ΣyΛy σv2 = e2pii(Λz+Σz)/3ΣyΛy σv3 = e−2pii(Λz+Σz)/3ΣyΛy
(5.35)
In the following, we will make use of the results below:
eζ2piiσz/3σxe−ζ2piiσz/3 = 12 (−σx + ζ
√
3σy)
eζ2piiσz/3σye−ζ2piiσz/3 = 12 (−ζ
√
3σx − σy)
(5.36)
where,
eζ2piiσz/3 = −1
2
+ ζiσz
√
3
2
, (5.37)
ζ = ±1, and the σi with i = x, y, z are a generic set of matrices satisfying the Pauli matrix
algebra. Notice that to see to which irrep a given operator belongs, it suffices to compute
the trace associated with just one element for each class, since, by definition, elements
within the same class have the same trace. We start by classifying the operators Σx, Σy
and Σz. It is clear from the operatorial form of the elements of the group, Eqs. (5.35), that
Σz trasforms as a scalar whereas
(
Σx,Σy
)
transform as a vector. By applying the elements
of the group to
(
Σx,Σy
)
, one finds the following characters
χ(tai) = 2 χ(C3) = −1 χ(tai C3) = −1 χ(σv1) = 0 (i = 1, 2) (5.38)
By comparing Eq. (5.38) with Tab. 5.2, it follows that (Σx,Σy) ∼ E′. On the other hand,
since CΣzC† = Σz for C = tai , C3, C
2
3 , tai C3, tai C
2
3 and CΣzC
† = −Σz for C = σv, Σz ∼
A′2. We can proceed in the same way for the operators Λx, Λy and Λz. By applying the
elements of the group to
(
Λx,Λy
)
, one finds the following characters
χ(ta1) = −1 χ(C3) = −1 χ(ta1 C3) = −1 χ(ta2 C3) = 2 χ(σv1) = 0 (5.39)
It follows that (Λx,Λy) ∼ E′3. Since CΛzC† = Λz for C = tai , C3, C23 , tai C3, tai C23 and
CΛzC† = −Λz for C = σv, Λz ∼ A′2. Next we consider the product ΣzΛz, that we can
classify by noticing that A′2 × A′2 = A′1, thus ΣzΛz ∼ A′1. Also, since E′ × A′2 = E′, we
can classify the product of (Σx,Σy) with Λz as transforming according to E′. Specifically,
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D′′3h Spinless operators (TR even) Spinless operators (TR odd)
A′1 I, ΣzΛz −
A′2 − Σz, Λz
E′ (−ΛzΣy,ΛzΣx) (Σx,Σy)
E′1 (ΣxΛx + ΣyΛy,ΣxΛy − ΣyΛx) −
E′2 (−ΣxΛx + ΣyΛy,−ΣxΛy − ΣyΛx) (Λx,Λy)
E′3 (−ΣzΛy,ΣzΛx) −
TABLE 5.7: Classification of the spinless operators.
the vector that transforms as (Σx,Σy) is (−ΛzΣy,ΛzΣx) as is straightforward to demon-
strate by applying the same procedure as above. Analogously, since E′3 × A′2 = E′3, we
can classify the product of (Λx,Λy) with Σz as transforming according to E′3. Specifically,
the vector that transforms as (Λx,Λy) is (−ΣzΛy,ΣzΛx). Finally, since E′ × E′3 = E′1 + E′2,
the vectors containing linear combinations of operators like ΣiΛj with i, j = x, y trans-
form according to these two irreps. Specifically, the vector (ΣxΛx + ΣyΛy,ΣxΛy − ΣyΛx)
transforms as E′1 whereas the vector (−ΣxΛx + ΣyΛy,−ΣxΛy − ΣyΛx) transforms as E′2.
The resulting classification of operators is summarized in Tab. 5.7.
5.4.2 Spinful system
Rigorous treatment of the spin degree of freedom requires to redo our classification of the
Bloch wavefunctions according to the irreducible representations of the corresponding
double group associated to the original symmetry group D′′3h. The new group is obtained
by multiplying all the elements of the old group by a new element that represents a ro-
tation by 2pi, that is not the same as the identity, since the identity for spinful particles is
represented by a rotation by 4pi, and considering the union of the old elements with the
new elements, what doubles the order of the group. However, this approach can be sim-
plified in the case in which the strength of the spin-orbit coupling is much weaker than
the typical energy separation between the bands (governed by crystal fields that are typ-
ically of the order of several eV), that is, when the SOC is not strong enough as to invert
the order of the ‘spinless’ bands, and their orbital character is virtually unaltered. This is
the case for MX2 compounds, where the SOC is larger than in graphene but yet smaller
than the typical separation of the bands. The way of including the spin degree of free-
dom in this case is to introduce an additional set of Pauli matrices {si}i=x,y,z commuting
with the {Σi}i=x,y,z and {Λi}i=x,y,z matrices. The transformation rules of these operators
are easily determined by considering that spin is an angular momentum operator, that
is, it behaves as a pseudo-vector. One can go further by treating on different grounds the
in-plane spin components s‖ = (sx, sy) and the out-of-plane spin component s⊥ = sz on
account of the fact that MX2 is a monolayer system with strong in-plane to out-of-plane
anisotropy, and as a consequence the s‖ and s⊥ components decouple and can be treated
separately: the former will transform accordingly to a pseudo-vectorial irrep (that is, it
transforms like a vector under a proper rotation, but gains a sign flip under an improper
rotation such as a reflection), whereas the latter belongs to a pseudo-scalar irrep (that
is, it changes sign under a parity inversion). s‖ is therefore odd under σh whereas s⊥ is
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D′′3h Spinful operators (TR even) Spinful operators (TR odd)
A′1 Σzsz, Λzsz −
A′2 − sz
A′′1 Σxsx + Σysy −
A′′2 Σxsy − Σysx −
E′ (−szΣy, szΣx) −
E′′ (sxΣz, syΣz), (sxΛz, syΛz) (−sy, sx)
(syΣx + sxΣy, sxΣx − syΣy)
E′′1 (syΛx − sxΛy, sxΛx + syΛy) −
E′′2 (syΛx + sxΛy,−sxΛx + syΛy) −
E′3 (−szΛy, szΛx) −
TABLE 5.8: Classification of the spinful operators.
even under σh. When the spin degree of freedom is taken into account, the time rever-
sal operator becomes T = isyΛyΣyK (see Appendix A). This allows, when constructing
the Hamiltonian, to take into account operators that respect the time-reversal invariance
of the problem as products of the kind Σisj and Λisj in addition to those considered in
the spinless case. To classify the spinful operators under the irreps of D′′3h we have to
update the operators in Eq. (5.35) to include their effect on the spin degrees of freedom.
The translation operators ta1,2 do not act on the spin, whereas the rotations C3, C
2
3 and the
reflections act as:
C3 = epiisz/3 C23 = e
−piisz/3
σv1 = sx σv2 = e−piisz/3sx σv3 = epiisz/3sx
σh = sz (5.40)
By applying a procedure analogue to the one employed above, one obtains the classifica-
tion of these operators shown in Tab. 5.8.
5.5 Hamiltonian of Pristine TMDC’s
In order to construct a low-energy Hamiltonian we make an expansion in powers of the
2D momentum p = (px, py). This vector transforms as the irrep E′. We can classify ac-
cordingly higher powers of the momentum: p2x + p2y ∼ A′1, and (2px py, p2x − p2y) ∼ E′. By
considering that (i) odd powers of the momentum are odd under time inversion, whereas
even powers are even and that (ii) the Hamiltonian must be invariant under all the op-
erations of the group, that is, it must transform as A′1, the prescription for generating the
Hamiltonian is to take all products between the isospins (conduction/valence and valley
degrees of freedom) operators acting in the basis ψ = (ψc,K+ ,ψv,K+ ,ψv,K− ,−ψc,K−)T and
the momentum operators that belong to the same irrep. In fact, upon taking the direct
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D′′3h Momenta Isospins Products TR
A′1 p
2
x + p2y I, ΣzΛz p2x + p2y, (p2x + p2y)ΣzΛz even
E′ (px, py) (Σx,Σy) (px, py) · (Σx,Σy) even
(px, py) (−ΛzΣy,ΛzΣx) (px, py) · (−ΛzΣy,ΛzΣx) odd
(2px py, p2x − p2y) (Σx,Σy) (2px py, p2x − p2y) · (Σx,Σy) odd
(2px py, p2x − p2y) (−ΛzΣy,ΛzΣx) (2px py, p2x − p2y) · (−ΛzΣy,ΛzΣx) even
TABLE 5.9: Classification of the products between momentum operators and isospins (conduc-
tion/valence and valley) operators.
product of an irrep with itself, one always has the identical representation as an output.
Therefore, with the double constraint of constructing Hamiltonian terms that belong to
A′1 that are even under time reversal, we end up with a spinless Hamiltonian
H0 = γ(Σx px + Σy py) +
∆
2
ΛzΣz +
α+ β
2
p2 +
α− β
2
p2ΛzΣz +
κ
[
(p2x − p2y)ΛzΣx − 2px pyΛzΣy
]
(5.41)
The criteria for building the Hamiltonian (5.41) have been summarized in Tab. 5.9. In
matrix form, Eq. (5.41) reads
H0 =

∆/2+ αp2 γp− + κξ+ 0 0
γp+ + κξ− −∆/2+ βp2 0 0
0 0 −∆/2+ βp2 γp− − κξ+
0 0 γp+ − κξ− ∆/2+ αp2
 (5.42)
We want to project this Hamiltonian on the conduction and valence band respectively,
and to do this it is convenient to rearrange our basis vector in the following way:
ψ′ =

ψc,K
ψc,K′
ψv,K
ψv,K′
 =

1 0 0 0
0 0 0 −1
0 1 0 0
0 0 1 0


ψc,K
ψv,K
ψv,K′
−ψc,K′
 = Uψ (5.43)
with
U =

1 0 0 0
0 0 0 −1
0 1 0 0
0 0 1 0
 (5.44)
The Hamiltonian H0 in this new basis is H′0 = UH0U†, that is, in matrix form,
H′0 =

∆/2+ αp2 0 γp− + κξ+ 0
0 ∆/2+ αp2 0 −γp+ + κξ−
γp+ + κξ− 0 −∆/2+ βp2 0
0 −γp− + κξ+ 0 −∆/2+ βp2
 (5.45)
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or, in block form,
H′0 =
(
H(0)c V
V† H(0)v
)
(5.46)
with
H(0)c = (∆/2+ αp2)12, (5.47)
H(0)v = (−∆/2+ βp2)12 (5.48)
and
V =
(
γp− + κξ+ 0
0 −γp+ + κξ−
)
(5.49)
Now, we can apply the Lipmann-Schwinger method in order to project the Hamiltonian
H′ onto a single band (either the conduction or the valence). We block-divide the wave-
function ψ′ as
ψ′ =

ψc,K
ψc,K′
ψv,K
ψv,K′
 = ( ψcψv
)
, (5.50)
with
ψc =
(
ψc,K
ψc,K′
)
ψv =
(
ψv,K
ψv,K′
)
,
and consider the eigenvalue equation H′0ψ′ = eψ′. Explicitly,
H(0)c ψc +Vψv = eψc (5.51)
V†ψc + H
(0)
v ψv = eψv (5.52)
To project onto the conduction band, one can express ψv as a function of ψc from the
second row, as
ψv =
[
e− H(0)v
]−1
V†ψc
and insert it in the first row to obtain an equation for ψc:[
H(0)c +V
[
e− H(0)v
]−1
V†
]
ψc = eψc (5.53)
that we can rewrite as Hc(e)ψc = eψc where we have defined the Hamiltonian for the
conduction band
Hc(e) = H
(0)
c +V
[
e− H(0)v
]−1
V† (5.54)
An effective Hamiltonian for low concentrations of electrons can be constructed by fixing
the energy to be at the bottom of this band, e ≈ ∆/2, whence
H˜c = H
(0)
c +V
[
∆/2− H(0)v
]−1
V† (5.55)
To lowest order in ∆−1,
[
∆/2− H(0)v
]−1 ≈ ∆−112, so that, finally
H˜c = H
(0)
c + ∆−1VV† (5.56)
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Explicit calculation of VV† yields (up to third order in the momentum)
VV† = γ2 p2 + 2κγpx(p2x − 3p2y)τz
so that, finally
H˜c =
∆
2
+ αp2 +
γ2
∆
p2 + 2
κγ
∆
px(p2x − 3p2y)τz =
∆
2
+
p2
2m∗c
+ µc px(p2x − 3p2y)τz (5.57)
where we have defined
m∗c =
2
α+ γ2/∆
µc = 2
κγ
∆
Analogously, one can derive the effective equation for the valence band by solving Eq.
(5.51) for ψc, obtaining
ψc =
[
e− H(0)c
]−1
Vψv
and insert it in Eq. (5.52) to obtain a selfconsistent equation for ψv:[
H(0)v +V†
[
e− H(0)c
]−1
V
]
ψv = eψv (5.58)
that again we can rewrite in the form Hv(e)ψv = eψv where
Hv(e) = H
(0)
v +V†
[
e− H(0)c
]−1
V (5.59)
An effective Hamiltonian for low concentrations of holes can be defined by fixing the
energy to be at the top of this band, e ≈ −∆/2, whence
H˜v = H
(0)
v +V†
[
−∆/2− H(0)c
]−1
V (5.60)
To lowest order in ∆−1,
[
−∆/2− H(0)c
]−1 ≈ −∆−112, so that
H˜v = H
(0)
v − ∆−1V†V (5.61)
with
V†V = γ2 p2 + 2κγpx(p2x − 3p2y)τz
so that, finally
H˜v = −∆2 + βp
2 − γ
2
∆
p2 − 2κγ
∆
px(p2x − 3p2y)τz = −
∆
2
+
p2
2m∗v
+ µv px(p2x − 3p2y)τz (5.62)
where we have defined
m∗v =
2
β− γ2/∆ µv = −2
κγ
∆
Evidently, once the two bands are considered for separate, one can forget about the offset
energies. Also, by applying the above procedure to the spinful part of the Hamiltonian
Hs, one is left with
Hc,v =
p2
2m∗c,v
+ µc,v px(p2x − 3p2y)τz (5.63)
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Adding the spin degree of freedom to the above description and sticking to zeroth order
in the momentum, it is easy to see that the only spinful terms allowed by symmetry are
Σzsz and Λzsz, so that the most general spinful part of the Hamiltonian reads
Hs0 = λ1szΣz + λ2szΛz (5.64)
or, in matrix form
Hs0 = sz

λ1 + λ2 0 0 0
0 λ2 − λ1 0 0
0 0 λ1 − λ2 0
0 0 0 −(λ1 + λ2)
 (5.65)
By applying the same procedure as above, we end up with
Hsc,v = λc,vszτz (5.66)
where λc,v = λ2 ± λ1.
5.6 Disorder Potential
We now introduce all types of position-dependent disorder associated to time reversal
invariant perturbations that are of zeroth order in the momentum. For the spinless case,
we consider all the products ΣiΛj (i, j = 0, x, y, z) of matrices from our two sets of mu-
tually commuting Pauli algebras that are even under time inversion. This corresponds
to neglecting all perturbations associated to external magnetic fields or magnetic impuri-
ties. We have seen that the operator for time inversion in this basis reads T = ΣyΛyK in
the spinless case and T = isyΣyΛyK in the spinful case. When spin-dependent disorder is
considered as well, we introduce also products of the kind ΣiΛjsk (i, j, k = 0, x, y, z). How-
ever, in the basis that we have chosen all odd powers of pauli matrices {Σi}, {Λi} and
{si} with i = x, y, z are odd under time-reversal. We are therefore allowed to consider all
products of the kind ΣiΛj, Σisj and Λisj with i, j = x, y, z, in addition to the identity. We
classify these terms according to their structure in valley and spin space.
Spin-independent disorder We discriminate between intravalley and intervalley dis-
order.
1. Spin-independent intravalley (valley-conserving, vc) disorder. The products of op-
erators for this type of disorder are 14 and ΣiΛz with i = x, y, z. We notice that the
terms of the kind ΣxΛz, ΣyΛz enter as a valley-dependent gauge-like potential. We
therefore have
δHvc(r) = U(r) + M(r)ΣzΛz + Σ ·A(r)Λz
2. Spin-independent intervalley (valley-flipping, v f ) disorder. The products of oper-
ators for this type of disorder are ΣiΛj with i = x, y, z and j = x, y. We therefore
write
δHv f (r) = ∑
i = x, y, z
j = x, y
Vij(r)ΣiΛj
In matrix form:
δHvc(r) + δHv f (r) =
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
U(r) + M(r) A∗(r) D∗(r) S−(r)− iR+(r)
A(r) U(r)−M(r) S+(r) + iR−(r) −D∗(r)
D(r) S+(r)− iR−(r) U(r)−M(r) −A∗(r)
S−(r) + iR+(r) −D(r) −A(r) U(r) + M(r)
 (5.67)
where we have defined
A(r) = Ax(r) + iAy(r)
D(r) = Vzx(r) + iVzy(r)
S±(r) = Vxx(r)±Vyy(r)
R±(r) = Vyx(r)±Vxy(r)
Spin-dependent disorder We discriminate between spin-conserving (even under σh,
that we indicate with ⊥) and spin-flipping (odd under σh reflection, that we indicate
with ‖) disorder, and between intravalley (vc) and intervalley (v f ) disorder.
1. Even spin-dependent intravalley disorder. The products for this type of disorder
are szΛz and szΣi with i = x, y, z. We have
δHs⊥,vc(r) = V
e
z (r)szΛz + ∑
i=x,y,z
Uei (r)szΣi
2. Even spin-dependent intervalley disorder. The products for this type of disorder
are szΛi with i = x, y. We have
δHs⊥,v f (r) = ∑
i=x,y
Vei (r)szΛi
3. Odd spin-dependent intravalley disorder. The products for this type of disorder
are sjΛz and sjΣi with j = x, y and i = x, y, z. We have
δHs‖,vc(r) = ∑
j=x,y
Vojz(r)sjΛz + ∑
i = x, y, z
j = x, y
Uoji(r)sjΣi
4. Odd spin-dependent intervalley disorder. The products for this type of disorder
are sjΛi with i, j = x, y. We have
δHs‖,v f (r) = ∑
i = x, y, z
j = x, y
Voji(r)sjΛi
In matrix form:
δHs⊥,vc(r) + δHs⊥,v f (r) =
Uez(r) +Vez (r) Ue−(r) Ve−(r) 0
Ue+(r) −Uez(r) +Vez (r) 0 Ve−(r)
Ve+(r) 0 Uez(r)−Vez (r) Ue−(r)
0 Ve+(r) Ue+(r) −Uez(r)−Vez (r)
 sz (5.68)
where
Ue±(r) = Uex(r)± iUey(r)
and
Ve±(r) = Vex (r)± iVey (r)
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and
δHs‖,vc(r) + δHs‖,v f (r) =
∑
j=x,y

Uojz(r) +V
o
jz(r) U
o
j−(r) V
o
j−(r) 0
Uoj+(r) −Uojz(r) +Vojz(r) 0 Voj−(r)
Voj+(r) 0 U
o
jz(r)−Vojz(r) Uoj−(r)
0 Voj+(r) U
o
j+(r) −Uojz(r)−Vojz(r)
 sj
(5.69)
where
Uoj±(r) = U
o
jx(r)± iUojy(r)
and
Voj±(r) = V
o
jx(r)± iVojy(r)
The total Hamiltonian, in the original basis and before single-band projection, is therefore
H(r) = H0 + Hs + δHvc(r) + δHv f (r) + δHs⊥,vc(r) + δHs⊥,v f (r) + δHs‖,vc(r) + δHs‖,v f (r)
(5.70)
In order to obtain the corrections δHc(r) and δHv(r) brought about by time-reversal in-
variant disorder to the single-band Hamiltonians H˜c and H˜v derived before, we apply
the same procedure indicated in the previous section, first by deriving the Hamiltonian
H′(r) = UH(r)U† and then by projecting it onto the conduction and valence band sec-
tors, respectively.
5.6.1 Disorder Corrections to the Conduction Band
1. Spin-conserving and valley conserving, ∼ s0τ0, s0τz, szτz and szτ0.
δH˜csc,vc = u1(r) + u2(r) szτz + {p, u3(r)}τz + {p, u4(r)} sz (5.71)
where
u1(r) = U(r) + M(r) +
γ
∆
[∇×A(r)]z
u2(r) = Uez(r) +V
e
z (r) +
γ
∆
[∇×Ue(r)]z
u3(r) =
γ
∆
A(r)
u4(r) =
γ
∆
Ue(r)
As we see, this correction is divided into one part that is associated with gauge-
field-like perturbations (∼ s0τz, szτ0), and one that is not (∼ s0τ0, szτz).
2. Spin-conserving and valley-flipping, ∼ s0τi and szτi with i = x, y.
δH˜csc,v f = u5(r) · τ + ∑
i=x,y
{p, ui6(r)} τisz (5.72)
where
u5,x(r) = −(Vxx(r)−Vyy(r))− γ∆
(
∂xVzy(r) + ∂yVzx(r)
)
u5,y(r) = −(Vyx(r) +Vxy(r))− γ∆
(
∂yVzy(r)− ∂xVzx(r)
)
ux6,x(r) = −
γ
∆
Vex (r)
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ux6,y(r) =
γ
∆
Vey (r)
uy6,x(r) = −
γ
∆
Vey (r)
uy6,y(r) = −
γ
∆
Vex (r)
Again, the correction is divided into the one that is associated with gauge-field-like
perturbations (∼ szτi), and the one that is not (∼ s0τi).
3. Spin-flipping and valley-conserving, ∼ siτ0 and siτz, with i = x, y.
δH˜cs f ,vc = ∑
i=x,y
{p, ui7(r)} si + u8(r) · s τz (5.73)
where
ux7(r) =
γ
∆
Uox(r)
uy7(r) =
γ
∆
Uoy(r)
u8,i(r) = Uoiz(r) +V
o
iz(r) +
γ
∆
[∇×Uoi (r)]z i = x, y
This correction is divided into the one that is associated with gauge-field-like per-
turbations (siτ0), and the one that is not (siτz).
4. Spin-flipping and valley-flipping, ∼ siτj, with i, j = x, y.
δH˜cs f ,v f = ∑
i,j=x,y
{p, uij9 (r)} siτj (5.74)
uxx9,x(r) = −
γ
∆
Voxx
uxx9,y(r) = −
γ
∆
Voxy
uyx9,x(r) = −
γ
∆
Voyx
uyx9,y(r) = −
γ
∆
Voyy
uxy9,x(r) = −
γ
∆
Voxy
uxy9,y(r) =
γ
∆
Voxx
uyy9,x(r) = −
γ
∆
Voyy
uyy9,y(r) =
γ
∆
Voyx
This correction is entirelely associated with gauge-field-like perturbations.
5.6.2 Disorder Corrections to the Valence Band
1. Spin-conserving and valley conserving, ∼ s0τ0, s0τz, szτz and szτ0.
δH˜vsc,vc = v1(r) + v2(r) szτz + {p, v3(r)}τz + {p, v4(r)} sz (5.75)
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where
v1(r) = U(r)−M(r) + γ∆ [∇×A(r)]z
v2(r) = −Uez(r) +Vez (r) +
γ
∆
[∇×Ue(r)]z
v3(r) = −γ∆A(r)
v4(r) = −γ∆U
e(r)
As we see, this correction is divided into one part that is associated with gauge-
field-like perturbations (∼ s0τz, szτ0), and one that is not (∼ s0τ0, szτz).
2. Spin-conserving and valley-flipping, ∼ s0τi and szτi with i = x, y.
δH˜vsc,v f = v5(r) · τ + ∑
i=x,y
{p, vi6(r)} τisz (5.76)
where
v5,x(r) = Vxx(r) +Vyy(r) +
γ
∆
(
∂xVzy(r)− ∂yVzx(r)
)
v5,y(r) = −(Vyx(r)−Vxy(r))− γ∆
(
∂yVzy(r) + ∂xVzx(r)
)
vx6,x(r) = −
γ
∆
Vex (r)
vx6,y(r) = −
γ
∆
Vey (r)
vy6,x(r) = −
γ
∆
Vey (r)
vy6,y(r) =
γ
∆
Vex (r)
Again, the correction is divided into the one that is associated with gauge-field-like
perturbations (∼ szτi), and the one that is not (∼ s0τi).
3. Spin-flipping and valley-conserving, ∼ siτ0 and siτz, with i = x, y.
δH˜vs f ,vc = ∑
i=x,y
{p, vi7(r)} si + v8(r) · s τz (5.77)
where
vx7(r) = −
γ
∆
Uox(r)
vy7(r) = −
γ
∆
Uoy(r)
v8,i(r) = −Uoiz(r) +Voiz(r) +
γ
∆
[∇×Uoi (r)]z i = x, y
This correction is divided into the one that is associated with gauge-field-like per-
turbations (siτ0), and the one that is not (siτz).
4. Spin-flipping and valley-flipping, ∼ siτj, with i, j = x, y.
δH˜vs f ,v f = ∑
i,j=x,y
{p, vij9 (r)} siτj (5.78)
vxx9,x(r) = −
γ
∆
Voxx
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vxx9,y(r) =
γ
∆
Voxy
vyx9,x(r) = −
γ
∆
Voyx
vyx9,y(r) =
γ
∆
Voyy
vxy9,x(r) = −
γ
∆
Voxy
vxy9,y(r) = −
γ
∆
Voxx
vyy9,x(r) = −
γ
∆
Voyy
vyy9,y(r) = −
γ
∆
Voyx
This correction is entirelely associated with gauge-field-like perturbations.
5.7 Discussion and Conclusions
The corrections w1(r) and w2(r) szτz represent intravalley disorder, the former being spin
and valley-degenerate and the latter being sensitive to the spin polariztion in each val-
ley. The corrections {p, w3(r)}τz and {p, w4(r)} sz account for both lattice deformations
that preserve the z→ −z symmetry (responsible for a pseudomagnetic field, respectively
valley and spin- dependent [314,315]) and the Berry curvature specific for the bands at
the corners of the Brillouin zone. The corrections w5(r) · τ and ∑i=x,y{p, wi6(r)} τisz ac-
count for intervalley disorder ascribable to the presence of defects on the atomic scale
that leave the spin-polarization unaltered. The former correction is spin-degenerate,
whereas the latter is sensitive to the spin-polarization of the carriers. On the other hand,
∑i=x,y{p, wi7(r)} si and w8(r) · s τz account for intravalley spin-flipping disorder, that may
be induced by deformations that are smooth on the atomic scale and break the z → −z
symmetry, like flexural phonons [300]. Finally, ∑i,j=x,y{p, wij9 (r)} siτj represents inter-
valley spin-flipping disorder that is associated to the presence of spin-active (though
non-magnetic, since time reversal symmetry is preserved) defects on the atomic scale.
Following the notation introduced above, w = u in the conduction band and w = v in
the valence band. We notice that all the terms that enter as pseudomagnetic gauge fields
are momentum dependent and therefore these kind of corrections are absent at the edge
of both the conduction and valence bands, where p = 0. One can also notice that in the
new basis of conduction and valence band-projected states, the time reversal operator is
T = isyτxK, and it is such that T(siτj)T−1 = −siτj for i, j = x, y. This implies that dis-
order of the kind siτj with no momentum-dependence is forbidden by the requirement
that time-reversal symmetry is preserved, whence such kind of spin and valley flipping
disorder is allowed only at finite momentum.
As an interesting application of the disorder potential derived in this chapter, we men-
tion the calculation of the phase-coherent corrections to the conductivity due to quantum
interference between time-reversal paired trajectories of carriers calculated in Ref. [56].

155
Conclusions
In this thesis we have dealt with two of the most thriving topics in contemporary con-
densed matter physics, namely transport properties and topological hallmarks of two-
dimensional systems. Despite their by now long-term presence in the condensed matter
community, few-atoms thick systems, among which a key role is played by graphene and
transition metal dichalcogenides, have not ceased to be a top-ranking research theme.
Strongly overlapping with this field, another privileged spot is occupied by topology, as
the Nobel prize awarded in 2016 to Thouless, Haldane and Kosterlitz attests. In most of
this thesis we have combined these subjects, obtaining notable results that further prove
the high-impact prominence that they still have in both applied and fundamental re-
search. To lay the ground for it, in the first chapter we have provided an overview of the
aspects that are more relevant to the topics covered in the rest of the thesis.
The second and third chapters, focusing on graphene materials, make a clear case
that the quest for unconventional effects stemming from the linear dispersion of two-
dimensional Dirac carriers is far from over. In fact, both the remarkably high anoma-
lous Hall current brought about in a graphene quantum dot by proximity to a magnetic
skyrmion (chapter two) and the time reversal-broken quantum spin Hall phase real-
ized by twisted graphene bilayers (chapter three) are distinctive features originating in
graphene’s far-from-standard electronic structure. The second phenomenon, indeed, re-
quires graphene’s unique zero Landau level to split in a nontrivial fashion. This is made
possible by the enhanced density of states peculiar to the quantum Hall phase and by the
special nature of twisted bilayer graphene’s zero Landau level, eightfold degenerate be-
cause of an interplay of spin, valley, sublattice and layer degrees of freedom. Combined,
these features are responsible for triggering interaction-induced quantum Hall ferromag-
netism in the system, that can be further tuned by applying an interlayer bias. The first
phenomenon, in turn, is not unique to graphene as the anomalous Hall signal generated
by noncoplanar magnetic textures is a well-studied effect that has been known to occur
in two-dimensional systems for a long time now. However, this signal is found to be
significantly amplified by the resonant low-energy properties of Dirac electrons.
In the fourth chapter we exploit the topological character of the chiral carriers of quan-
tum Hall systems to engineer a phase-coherent state of matter where electrons and holes
counterpropagating within a finite distance from each other pair in an unconventional
way through a superconducting region separating them. This special crossed electron-
hole pairing produces a periodic sign change of the induced gap as a function of the
system parameters. This, in turn, makes it possible to engineer a phase difference of pi at
a domain wall between portions of the system with differing parameters. The mechanism
underlying this effect is the well known crossed Andreev reflection that, remarkably, ac-
quires an unconventional twist in the quantum Hall regime on account of the chirality of
the carriers. Once again, therefore, it is the low-dimensionality of the platform, together
with the topological properties of the carriers, what endows a blend of a few conventional
ingredients with a novel and appealing range of phenomena.
In closing, we notice that also the band structure of transition metal dichalcogenides
(subject of the fifth chapter) presents a number of unconventional features placing them
in a privileged spot, similarly to graphene, although for complementary reasons. In fact,
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the two inequivalent valleys act as monopoles for the Berry curvature, as well as inde-
pendenty controllable degrees of freedom related by time reversal. Moreover, because of
the combination of inversion-symmetry breaking and large spin-orbit coupling, the val-
ley flavour and the spin are entangled. All these ingredients make these systems far from
standard.
We conclude by commenting on the exciting prospects of current research in the field
of low-dimensional topological materials. As we have tried to highlight throughout the
thesis, this is extremely fertile ground for the discovery of new physical phenomena and
for a deeper understanding of non-trivial electron phases. It is our firm belief that topo-
logical two-dimensional materials will deeply affect and enrich our future technologies,
and also greatly expand our vocabulary by creating conceptual bridges between seem-
ingly unrelated fields such as topological spaces, non-Abelian anyons, unconventional
superconductivity and novel two-dimensional crystals.
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En esta tesis nos centramos en dos de los temás más relevantes dentro de la física de la
materia condensada contemporánea, concretamente las propiedades de transporte y los
distintivos topológicos de los sistemás bidimensionales. No obstante su presencia ya de
largo plazo en la comunidad de la materia condensada, los sistemás de pocos átomos de
grosor no han dejado de ser un tema puntero. Entre ellos, grafeno y dicalcogenuros de
metales de transición juegan un papel clave. Con un fuerte solape con este campo, otro
sitio privilegiado está ocupado por la topología, como el premio Nobel otorgado en 2016
a Thouless, Haldane y Kosterlitz avala. En la mayor parte de esta tesis hemos combi-
nado estos tópicos, obteniendo resultados sorprendentes que demuestran ulteriormente
la importancia de alto impacto que todavía tienen tanto en la investigación fundamental
como en la aplicada. Para preparar el terreno, en el primer capítulo hemos proveído una
perspectiva general sobre algunos de los aspectos que son mas relevantes para los tópicos
cubiertos en el resto de la tesis.
El segundo y el tercer capítulo, enfocados en grafeno, evidencian que la búsqueda de
efectos no convencionales que resulten de la dispersión lineal de los portadores de Dirac
bidimensionales está lejos de su conclusión. Desde luego, tanto la corriente Hall anómala
sorprendentemente alta provocada en un punto cuántico de grafeno por proximidad con
un skyrmion magnético (capítulo dos) como la fase Hall cuántica de espín con ruptura
de simetría de inversión temporal realizada por bicapas de grafeno rotadas (capítulo tres)
son características distintivas que tienen su origen en la estructura electrónica extraordi-
naria de grafeno.
El segundo fenómeno, en efecto, requiere que el nivel cero de Landau que le es exclu-
sivo a grafeno se separe de una manera no trivial. Eso es posible gracias a la alta densi-
dad de estados específica de la fase Hall cuántica y a la naturaleza especial del nivel cero
de Landau en bicapas de grafeno rotadas, caracterizado por una degeneración de grado
ocho debida a una interacción entre grados de libertad de espín, de valle, de subred y de
capa. Estas características, en combinación, son responsables por provocar en el sistema
ferromagnetismo cuántico de Hall inducido por interacciones, que puede ser modulado
ulteriormente aplicando un voltaje entre las capas. El primer fenómeno, en cambio, no le
es específico a grafeno ya que la señal Hall anómala generada por texturas magnéticas no
coplanares es un efecto bien estudiado, conocido por ocurrir en sistemás bidimensionales
desde hace mucho tiempo. Sin embargo, hemos encontrado que esta señal se ve consid-
erablemente amplificada por las propiedades resonantes de baja energía de los electrones
de Dirac.
En el cuarto capítulo explotamos el caracter topológico de los portadores quirales
de sistemás cuánticos de Hall para realizar un estado de la materia donde electrones
y huecos que se propagan en direcciones opuestas a una distancia finita se aparean de
una forma no convencional a través de una región superconductora que los separa. Este
apareamiento cruzado especial entre electrones y huecos produce un cambio de signo
periódico en el gap inducido en función de los parametros del sistema. Esto, a su vez,
permite que se genere una diferencia de fase de pi en un muro de dominio entre por-
ciones del sistema caracterizados por parámetros diferentes. El mecanismo subyacente
a esta física es la bien conocida reflexión Andreev cruzada que, notablemente, adquiere
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un carácter no convencional en el régimen Hall cuántico debido a la quiralidad de los
portadores. Una vez más, entonces, la baja dimensionalidad de la plataforma, junto con
las propiedades topológicas de los portadores, es lo que le da un alcance novedoso y
atractivo a una combinación de pocos ingredientes convencionales.
Para finalizar, notamos que también la estructura de banda de los dicalcogenuros de
metales de transición, tema que tratamos en el quinto capítulo, presenta varias carac-
terísticas que los colocan en un lugar privilegiado parecido a grafeno, aunque por ra-
zones complementarias. En efecto, los dos valles inequivalentes actúan como monopolos
para la curvatura Berry, al mismo tiempo que como grados de libertad conectados por
inversión temporal que se pueden controlar de forma independiente. Además, debido a
la combinación entre ruptura de simetría de inversión espacial y un acoplo espín-órbita
grande, los grados de libertad de espín y de valle están enredados. Todos estos ingredi-
entes hacen que estos sistemás estén lejos de ser estandár.
Concluimos comentando sobre las perspectivas fascinantes de la investigación ac-
tual en el campo de los materiales topológicos de baja dimensionalidad. Como hemos
intentado destacar a lo largo de la tesis, se trata de un terreno extremadamente fértil
para descubrir nuevos fenómenos físicos y para entender más profundamente fases elec-
trónicas no triviales. Estamos firmemente convencidos de que los materiales topológi-
cos bidimensionales afectarán y enreciquerán nuestras tecnologías futuras, al mismo
tiempo expandiendo nuestro vocabulario a través de la creacion de puentes conceptuales
entre campos aparentemente no relacionados como espacios topológicos, anyones no
Abelianos, superconductividad no convencional y cristales bidimensionales novedosos.
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Time reversal symmetry
The operation of time reversal symmetry consists in reversing the direction of propa-
gation of time, that is changing t to −t. In classical mechanics only systems subject to
conservative forces are invariant under this operation. To treat quantum system under
this operation, one has to distinguish between spinless and spinful systems.
Spinless Particles Given a particle in a static potential with Hamiltonian:
H(r, p) =
p2
2m
+V(r) (A.1)
Since time reversal acts on the time variable, it only affects the velocity, and therefore the
momentum, that aquires a negative sign, whereas the position of the particle at time t
in the original solution is the same as the position of the particle at time −t in the time-
reversed solution:
r(−t) = r(t) p(−t) = −p(t)
This can be expressed by introducing a transformation, called time reversal and denoted
by T, that has the following property:
TrT† = r TpT† = −p (A.2)
Considering the time-dependent Schroedinger equation associated to Hamiltonian (A.1):
i
∂
∂t
ψ(r, t) =
[
−∇
2
2m
+V(r)
]
ψ(r, t)
if we replace t→ −t we obtain
−i ∂
∂t
ψ(r,−t) =
[
−∇
2
2m
+V(r)
]
ψ(r,−t)
where the wave function ψ(r,−t) does not satisfy the same Schroedinger equation as
ψ(r, t). However, by taking the complex conjugate of both members in the last equation,
we have
i
∂
∂t
ψ∗(r,−t) =
[
−∇
2
2m
+V(r)
]
ψ∗(r,−t)
where we see that the function ψ∗(r,−t) satisfies the same equation as ψ(r, t). This im-
plies that for spinless particles the complex conjugation operator plays the role of revers-
ing the direction of propagation of time. Therefore the operator of complex conjugation
K has the same effect on r and p as the time reversal T:
KrK† = r KpK† = −p (A.3)
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Therefore, for spinless particles the time reversal operator T is proportional to K up to a
phase factor, that we can choose to be unity, so that T = K and Tψ(r) = ψ∗(r). Since the
momentum appears quadratically in Hamiltonian (A.1), we have that
TH(r, p)T† = H(r,−p) = H(r, p)
that is to say, the Hamiltonian and the time reversal operator commute (when the Hamil-
tonian does not depend on odd powers of the momentum, or equivalently, when H is
real):
[T, H] = 0
The time reversal operator is antiunitary (as well as the complex conjugation), meaning
that given a vector space L, for any φ,ψ ∈ L:
〈Tφ|Tψ〉 = 〈φ∗|ψ∗〉 = 〈φ|ψ〉∗ = 〈ψ|φ〉
and
T(aψ+ bφ) = a∗Tψ+ b∗Tφ
Spinful Particles For spinful particles, we need to know what is the action of the time
reversal operator on the angular momentum. As for the orbital angular momentum, we
know that this is given by L = r× p, so it is straightforward to show that
T(r× p)T† = −(r× p)
that is, the time reversal operator and the orbital angular momentum anticommute. The
spin operator s, being an angular momentum even if not of orbital origin, anticommutes
as well with T, that is
TsT† = −s (A.4)
In the standard representation in which the projection of the spin operator on the z axis is
taken to be diagonal, then the matrices representing sx and sz are real, whereas the matrix
representing sy is purely imaginary. Therefore, under the action of complex conjugation,
one has
KsxK† = sx KsyK† = −sy KszK† = sz (A.5)
Therefore, for a particle with spin we need to modify the operator T by introducing a
new operator U such that
T = UK → TK = UK2 = U
and that satisfies eq. (A.4). From the latter equality we deduce that since both T and K are
antiunitary, then U must be unitary. Also, we can easily deduce its effect on the position
and momentum operators:
UrU† = (TK)r(TK)† = T(KrK†)T† = TrT† = r
UpU† = (TK)p(TK)† = T(KpK†)T† = T(−p)T† = p
implying that U commutes with both. On the other side, its action on the matrices sx, sy
and sz representing the spin operators can be calculated, yielding:
UsxU† = (TK)sx(TK)† = T(KsxK†)T† = TsxT† = −sx
UsyU† = (TK)sy(TK)† = T(KsyK†)T† = T(−sy)T† = sy
Appendix A. Time reversal symmetry 161
UszU† = (TK)sz(TK)† = T(KszK†)T† = TszT† = −sz
by virtue of eqs. (A.4) and (A.5). Matricially, this reads:
U(sx, sy, sz) = (sx, sy, sz)
 −1 0 00 1 0
0 0 −1
 = (sx, sy, sz)Ry(pi)
where
Ry(φ) =
 cos φ 0 sin φ0 1 0
− sin φ 0 cos φ

Now, since the generator of a transformation of SO(3) corresponding to rotation around
an arbitrary axis u is Iu = −L ·u/|u|, the corresponding rotation operator by an arbitrary
angle φ can be written as
Ru(φ) = eiφIu = e−iφL·u/|u|
Therefore, the operator generating a rotation of pi about the y axis can be written as
U = e−ipisy
and thus
T = UK = e−ipisy K
If one has a system of n particles having arbitary spins, the time reversal operator can be
written as
T = e−ipis
1
y e−ipis
2
y ...e−ipis
n
y K (A.6)
where sjy is the spin operator for the j-th particle. It is interesting to notice that all of the
operators comprising the above product commute with each other, because all matrices of
the kind e−ipis
j
y are real (since the operators sjy have been chosen to be purely imaginary),
and therefore commute with K that does not act on them, and also with each other since
they operate on the spin variables of different particles. Therefore the order of the factors
in U is unimportant.
Spin-1/2 particles In the case of spin-1/2 particles, si = σi/2 for i = x, y, z. Therefore
T = e−ipiσy/2K
In order to rewrite the time reversal operator, we notice that we can expand the exponen-
tial eiφσy as
eiφσy = cos φσ0 + i sin φσy
where we have made use of the fact that σ2ny = σ0 and that σ2n+1y = σy. In matricial form:
eiφσy =
(
cos φ sin φ
− sin φ cos φ
)
Thus, for φ = −pi/2:
e−ipiσy/2 = −iσy
So that finally one has
T = −iσyK
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Kramer’s Theorem By squaring eq. (A.6), one gets
T2 = e−2ipis
1
y e−2ipis
2
y ...e−2ipis
n
y
The j-th factor of this product will be equal to +1 or −1 depending on whether the spin
of the j-th particle sjy is an integral or half-odd-integral. Therefore T2 can be equal to +1
or −1 depending on whether the number of particles with half-odd-integral spin is even
or odd.
Theorem (Kramer’s Theorem). A system with an odd number of electrons that is invariant
under time reversal (that is, such that T2 = −1 and that [T, H] = 0) has energy levels that are
evenfold degenerate. This degeneracy is known as Kramer’s degeneracy.
Proof. We have seen that if a system has time reversal symmetry, then the Hamiltonian
and the time reversal operator commute. This implies that:
THψ = HTψ
and at the same time
THψ = TEψ = ETψ
Consequently
H(Tψ) = E(Tψ)
Therefore ψ and Tψ are solutions of the same Hamiltonian corresponding to the same
eigenenergy E. Let’s suppose that ψ is a non-degenerate eigenfunction. Then Tψ must be
proportional to ψ: Tψ = cψ. We consider the effect of T2 on ψ:
T2ψ = T(Tψ) = T(cψ) = c∗Tψ = c∗cψ = |c|2ψ
Here, if T2 = 1, it means that |c|2 = 1 and therefore c is a phase factor. However, if
T2 = −1, then one should have |c|2 = −1, which is impossible. We deduce that if
T squares to −1, then the eigenfunctions of the Hamiltonian must be degenerate and
the degeneracy must be at least twofold since ψ and Tψ are independent eigenfunctions
of H associated to the same energy E. By further noticing that T2 commutes with the
Hamiltonian, and that T2ψ = −ψ, that is, a multiple of ψ, the net degeneracy must be
even.
Lemma. In a system with an odd number of electrons that is invariant under time reversal, the
functions ψ and Tψ are orthogonal.
Proof. Consider the product 〈T2ψ|Tψ〉:
〈T2ψ|Tψ〉 = 〈T(Tψ)|Tψ〉 = 〈ψ|Tψ〉
However, it is also true that
〈T2ψ|Tψ〉 = −〈ψ|Tψ〉
Therefore
〈ψ|Tψ〉 = −〈ψ|Tψ〉 ⇒ 〈ψ|Tψ〉 = 0
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Elements of Group Theory
In this appendix we review some basic concepts of group theory that prove useful for
understanding the analysis carried our in the fifth chapter.
B.1 Groups and their Properties
Definition B.1.1 (Group). A group is a set of elements with a binary operation (or group
multiplication) defined between them, that satisfy the following properties:
1. Closure. Given any two elements A and B in the group, the product of the mul-
tiplication operation between these elements AB = C is itself an element of the
group.
2. Associativity. The multiplication is associative, meaning that A(BC) = (AB)C
3. Existence of a unit element E. This element is such that for each element A in the
group, AE = EA = A.
4. Existence of the inverse. For each element A in the group, there exists an element
A−1 that is itself in the group and such that AA−1 = A−1A = E.
Definition B.1.2 (Order of a Group). The order of a (finite) group is the number of ele-
ments in the group.
Definition B.1.3 (Abelian Group). A group is said to be Abelian or commutative if for
each pair of elements A and B in the group holds AB = BA.
Definition B.1.4 (Covering Operation). A covering operation of a symmetrical object is
any operation (rotation, reflection..) that brings the object into a form that is indistin-
guishable from its original form.
Definition B.1.5 (Group-multiplication Table). A multiplication table of a group of order
g is a g× g table where each entry is the product of the row element times the column
element.
Definition B.1.6 (Homomorphism). An homomorphism is a mapping f : G → G′ of a
group G onto another group G′ that preserves multiplication. This means that given two
elements A and B in G that are mapped by f into two elements A′ = f (A) and B′ = f (B)
in G′, then the product element C = AB is mapped onto the product element of the
mapped elements C′ = A′B′ = f (C).
Definition B.1.7 (Isomorphism). An isomorphism is an homomorphism where the map-
ping is one-to-one. If AB = C, this implies that A′B′ = C′ and viceversa. Two groups
with the same multiplication table are isomorphic. If the isomorphism is between two
groups G and G′ such that G = G′, then its is called an automorphism.
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Definition B.1.8 (Subgroup). A subgroup of a group G is a subset of G that in itself forms
a group.
Definition B.1.9 (Order of an Element). The order of an element A in a group is the least
positive integer m such that Am = E.
Definition B.1.10 (Period of an element/Cyclic Group). Given an element A (of order
m) in a group, its period is the sequence formed by all its inequivalent powers A =
{A, A2, A3, ..., Am = E}. It is a group in itself and it is called a cyclic group of order m.
If it is part of a larger group, then it is called a cyclic subgroup. All cyclic groups are by
definition Abelian.
B.1.1 Conjugacy and Classes
Definition B.1.11 (Conjugated Elements). Two elements A and B in a group are said
to be conjugated if there is another element X in the group such that A = XBX−1 or,
equivalently, B = X−1AX. This property is a reciprocal property of the two elements.
Theorem B.1.1. Two elements A and B in a group that are cojugated with a third element C, are
conjugated between them.
Definition B.1.12 (Conjugacy Class). All the elements of a group that are cojugated
among themselves form a conjugacy class. The class including the element Ai is formed
by all the elements Ai = {EAiE−1, A2Ai A−12 , ..., Ag Ai A−1g } (with g the order of G), some
of which might be repetitions. By doing so, one can divide all the elements of the group
into different classes.
Note that:
• The identity is always in a class by itself, given that XEX−1 = XX−1 = E for all X
in G.
• All the other classes don’t include the identity.
• Abelian groups only admit classes formed by a single element, since XAX−1 =
XX−1A = A.
• If the elements are matrices, then all the elements of a class must have the same
trace.
Theorem B.1.2. If C is a complete class of a group G, then X−1CX = C, with X ∈ G.
Theorem B.1.3. Any collection C of elements of a group that satisfies the relation X−1CX = C
is a complete class or composed of only complete classes.
Remark. A product of two complete classes satisfies CiCj = X−1CiXX−1CjX = X−1CiCjX,
meaning that CiCj consists of complete classes. Formally, this means that a product of two
complete classes can be express as a linear combination of complete classes:
CiCj =∑
k
cijkCk
where the coefficients cijk count the number of times a given complete class Ck appears in
the product CiCj.
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B.1.2 Direct Product Group
Definition B.1.13 (Direct Product Group). Given two groups A = {E, A2, ..., Aa} of order
a and B = {E, B2, ..., Bb} of order b, the direct product of A and B, G = A× B is defined
as the group of order g = ab consisting of elements obtained by taking the products of all
elements of A with all elements of B
G = A× B = {E, A2, ..., Aa} × {E, B2, ..., Bb} =
{E, B2, ..., Bb, A2, A2B2, ..., A2Bb, ..., Aa, AaB2, ..., AaBb} =
provided that: (1) A and B have no elements in common except the identity E and (2) all
the elements of A commute with all elements of B.
Proposition B.1.4. The direct-product group is a group.
B.2 Theory of Group Representations
B.2.1 Representations and their Properties
A representation of a group is a collection of concrete mathematical objects that is ho-
momorphic with the original group. We restric our attention to representations that are
square matrices with nonzero determinant where the multiplication operation is given by
the standard matrix product. By the properties of groups, this means that we associate a
square matrix Γ(A) to each element of the group A ∈ G, such that:
1. Multiplication is preserved, so that if AB = C, then Γ(A)Γ(B) = Γ(AB) = Γ(C)
2. Multiplication is associative because of the properties of matrices
3. Γ(E) = E, where γ(E) is the identity matrix
4. Since the matrices have nonzero determinant, they can be inveerted
Definition B.2.1 (Representation). A collection of square matrices that satifies the above
criteria is said to be a representation of the group G.
Definition B.2.2 (Dimensionality of a Representation). The Dimensionality (or dimen-
sion) of a representation is given by the dimension of the square matrices composing the
representation.
Action of a Representation Let Ln be an n-dimensional vector space on which the op-
erators of G act and let φni=1 be an orthonormal basis in Ln. The operation of the element
A of the group G on one of these basis functions is:
A|φi〉 =
n
∑
j=1
Γij(A)|φj〉 (B.1)
where Γ(A)ji is the matrix representing the group element A in the basis φni=1. By project-
ing both sides of (B.1) on the function φk, one has:
〈φk|A|φi〉 =
n
∑
j=1
Γ(A)ji〈φk|φj〉 =
n
∑
j=1
Γ(A)jiδjk = Γik
These matrices, obtained for all the elements of the group, generate all the representations
of G.
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Theorem B.2.1. Similarity transformations between representations of the kind Γ(1)(A) =
S−1Γ(2)(A)S leave matrix operations unchanged.
Definition B.2.3 (Equivalent Representations). If two representations are related by a
similarity transformation of the kind Γ(1) = S−1Γ(2)S, they are said to be equivalent.
Definition B.2.4 (Irreducible Representations or Irreps). A representation is said to be
irreducible if it is possible to express all the matrices comprising the representation in
block form by means of the same similarity transformation and with the blocks having
the same structure for all the elements of the group.
B.2.2 Great Orthogonality Theorem
Lemma B.2.2. It is always possible to find an equivalent unitary matrix representation from a
given matrix representation of a group by a similarity transformation.
Lemma B.2.3. Given two different irreducible representations of a group Γ(1)(Ai) and Γ(2)(Ai)
of dimensionalities l1 and l2 respectively, if a rectangular matrix M exists such that MΓ(1)(Ai) =
Γ(2)(Ai)M, then:
1. If l1 = l2, then M = 0 or det(M) 6= 0 and the matrix M is invertible, and therefore the
two irreps are equivalent, given that one can be expressed via a similarity transformation
with respect to the other: Γ(1)(Ai) = M−1Γ(2)(Ai)M.
2. If l1 6= l2, then M = 0.
Theorem B.2.4 (Great Orthogonality Theorem). Considering all the possible representations
of a group that are: (i) inequivalent; (ii) irreducible; (iii) unitary, the following equality holds:
∑
R
Γ(i)(R)µνΓ(j)(R)αβ =
g
li
δijδµαδνβ (B.2)
where: (i) li is the dimensionality of the i-th representation, g is the order of the group and R runs
over all the elements of the group.
Theorem B.2.5 (Dimensionality Theorem). Given a group of order g and given all its inequiv-
alent irreducible representations Γ(i) (each of dimensionality li and therefore comprising matrices
with l2i entries each), the following relation holds:
∑
i
l2i = g (B.3)
where the sum runs over all the possible inequivalent irreducible representations.
B.2.3 Characters
Given the high degree of arbitrariness of a representation, one is led to look for the in-
variant properties that characterize all equivalent irreducible representations: since these
are related by a similarity transformation, the property that is preserved is their trace: all
equivalent irreps have the same trace. Of course each representation has g elements, that
is, matrices that represent the g elements of the abstract group, and each matrix has a
distinc trace. We therefore define the character of the i-th representation as the sequence
of the traces of its g elements:
(
χ(i)(E),χ(i)(A2), ...,χ(i)(Ag)
)
, where
χ(i)(R) = Tr Γ(i)(R) =
l1
∑
µ=1
Γ(i)(R)µµ (B.4)
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Now, since the elements of a class are all related by conjugacy, then their matrix rep-
resentations are related by similarity transformations. This means that all the matrices
representing elements in a same class have the same traces. Therefore a concise form of
specifying the character of a representation os that of listing the traces of one element for
each classe instead than of all its elements, given that elements of the same class have the
same traces: (
χ(i)(E),χ(i)(A2), ...,χ(i)(Ag)
)
→
(
χ(i)(C1), ...,χ(i)(Cn)
)
where Ck indicate the k-th class, and n ≤ g.
Proposition B.2.6 (First Orthogonality Relation for Characters).
n
∑
k=1
χ(i)(Ck)∗χ(j)(Ck)Nk = gδij (B.5)
Definition B.2.5 (Character Table). The character table is a square matrix whose rows
indicate the different irreps and whose columns indicate the classes in which the elements
of the group are arranged. Each entry is the trace of the class indicated by the column for
a given irreducible representation.
Proposition B.2.7 (Second Orthogonality Relation for Characters).
h
∑
i=1
χ(i)(Ck)∗χ(j)(Ck′) =
g
Nk
δkk′ (B.6)
Remark. The first orthogonality relation for characters implies that if one takes the rows of
the table and take the vector product multiplying each term of the product by the number
of elements in the corresponding class (Nk), they are mutually orthogonal. The second
orthogonality theorem, instead, implies that if one takes the columns of the table and
take the vector product multiplying each term of the product by the number of elements
in the corresponding class, they are mutually orthogonal (basically, same as the first but
interchanging rows ad columns).
Rules for Constructing a Character Table
1. The number of irreducible representations is equal to the number of classes.
2. The dimensionalities of the irreducible representations li can be deduced by making
use of Eq. (B.3). with g the order of the group. There are two further notions that
can be employed: (i) There is always a unit element E, that always forms a class
by itself, and it is always represented by an identity matrix. Therefore for a given
representation of dimensionality li, the trace of the matrix that is the representation
of E is χ(i)(E) = li ∀ i: the character of the class constituted by E is the sequence
(χ(1)(E) = l1,χ(2)(E) = l2, ...) and it always represents the first column of the table.
(ii) There is always a one-dimensional representation in which each group element
is represented by unity, therefore the first row of the table can always be written as
a sequence of 1: (χ(1)(C1) = 1,χ(1)(C2) = 1, ...).
3. The rows of the table (each referring to a different irrep) must be orthogonal and
normalized to g, with a weighing factor given by Nk, the number of elements
present in each class. This is mathematically expressed by the first orthogonality
relation, Eq. (B.5).
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4. The columns of the table (each referring to a different class Ck) must be orthogonal
vectors normalized to the factor g/Nk. This is mathematically expressed by the
second orthogonality relation, Eq. (B.6).
5. Elements within a row are related by:
Njχ(i)(Cj)Nkχ(i)(Ck) = li∑
l
cjkl Nlχ(i)(Cl) (B.7)
B.2.4 Decomposition of Reducible Representations
The character of a reducible representation Γ is given by the sum of its constituent ir-
reducible representations Γ(i), weighted by the number of times they appear in the re-
ducible representation ai, that is
χ(R) =∑
i
aiχ(i)(R) (B.8)
Where ai is easily determined to be given by
ai =
1
g∑R
χ(R)χ(i)(R)∗ =∑
k
χ(Ck)χ(i)(Ck)∗Nk (B.9)
meaning that the number of times that an irreducible representation is present in a re-
ducible one is uniquely determined by the characted of the representation, assuming
that the character table is know (and specifically the corresponding row).
B.2.5 Representations in Quantum Mechanics
Transformation of Coordinates and Functions The group that one is typically inter-
ested in, in a determined quantum mechanics problem, is the group of symmetry oper-
ations (and the operators generating them) that leave the Hamiltonian of the problem
invariant. The operators generating these symmetry operations are given by real orthog-
onal matrices R (such that UT = U−1) that implement a transformation of coordinates
x → x′ = Rx. Components-wise:
x′i =∑
j
Rijxj
By inverting this relation, one has that
xi =∑
j
R−1ij x
′
j =∑
j
Rjix′j
One can introduce a group of operators {PR} that is isomorphic to this group of orthogo-
nal transformations {R}, but that acts on functions of coordinated in spite of coordinates.
The new operators are defined such that the combined application of PR on a function of
the coordinates f (x) and the application of the associated coordinate transformation R
must compensate, that is
PR f (Rx) = f (x)
Rephrased:
f (Rx) = P−1R f (x) = PR−1 f (x)
or
PR f (x) = f (R−1x) (B.10)
B.2. Theory of Group Representations 169
Proposition B.2.8. The group formed by the operators {PR} is isomorphic with the group of
operators {R}, that is, it is a group and satisfies the multiplication operation PRPS = PRS.
Definition B.2.6 (Group of the Schroedinger Equation). The group of the Schroedinger
equation is the group formed by all the operators PR that commute with the Hamilto-
nian, representing all the coordinate transformations that leave the Hamiltonian invari-
ant. This group is a group because: (i) inverse coordinate transformations exist; (ii) the
product of two operators that leave the Hamiltonian invariant must leave the Hamilto-
nian invariant as the application of the first operator yields the Hamiltonian itself and
same goes with the successive application of the second operator.
Proposition B.2.9. Given an eigenfunction ψn of the Hamiltonian H associated to the eigenvalue
En such that the eigenvalue problem that is satisfied is Hψn = Enψn, then H(PRψn) = En(PRψn)
for all the operators PR associated to operations on the coordinates that leave the Hamiltonian
invariant.
Representations of the Group of the Schroedinger Equation
Given an eigenvalue En of an Hamiltonian H, ln times degenerate, one can choose an ln-
dimensional set of orthonormal eigenfunctions belonging to this eigenvalue. By applying
one of the operators PR that commute with the Hamiltonian on one of these functions,
then an eigenfunction belonging to the same eigenvalue En is found. This implies that
this function can be expressed as a linear combination of the functions of the orthonormal
set, that is, the set forms an ln-dimensional basis for the ln-dimensional space of the eigen-
functions belonging to En. This ln-dimensional space is a subspace of the whole space of
eigenfunctions of H, invariant under all the operations of the group of the Schroedinger
equation. Thus, the application of each operator PR on a function in this subspace is ex-
pressible in terms of the application of a matrix Γ(n)(R) on all of the basis functions. In
matricial form, being (ψ1,ψ2, ...,ψln) the set of orthonormal basis functions:
PRψ
(n)
i =
ln
∑
j=1
Γ(n)ij (R)ψ
(n)
j (B.11)
The matrices Γ(n)ij (R) form an ln-dimensional representation of the group of the
Schroedinger equation corresponding to the eigenvalue En. This representation can
be based on each ln-dimensional set of eigenfunctions belonging to the same eigen-
value. This representation is irreducible because applying an operator of the group
of the Schroedinger equation to any eigenfunction, one obtains another eigenfunction
degenerate with it. Thus no smaller matrices could be employed to express general
transformations.
Proposition B.2.10. The matrices defined above do form a representation of the Schroedinger
equation group, that is Γ(RS) = Γ(R)Γ(S).
Remark. The set of ln degenerate eigenfunctions {ψi}lni=1 belonging to the eigenvalue
En form a basis for the irreducible ln-dimensional representation Γ of the group of the
Schroedinger equations.
Proposition B.2.11. If the set is orthonormal, then the representation is unitary.
Quantum Numbers
Proposition B.2.12. Two representations associated with a different choice of basis functions are
related by a similarity transformation and therefore are equivalent.
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As a consequence, two representations of the group of the Schroedinger equation be-
longing to the same eigenvalue but having different basis eigenfunctions are related by
a symilarity transformation. This means that, modulo a similarity transformation, the ir-
reducible representation of the Schroedinger equation associated to a given eigenvalue is
unique. Each set of eigenfunctions can uniquely be classified according to the irreducible
representation to which it belongs, that is the representation for which those eigenfunc-
tions form a basis. When one choses a representation, then each eigenfunction can be
specified even more precisely by giving the row index within the representation. This
corresponds to defining the quantum number of the problem: the index of the repre-
sentation plus the index of the row within that representation corresponding to a given
function. The degeneracy of the quantum number is the dimensionality of the represen-
tation.
Abelian and Cyclic Groups In Abelian groups all elements stand in a class on their
own, and thefeore there are as many classes (each comprising a single elements) as ele-
ments in the group. Same goes for representations. Owing to the rule (B.3), this means
that all the representations are unidimensional and therefore are given by complex num-
bers. As a consequence, if the symmetry group of a given Hamiltonian is Abelian, this
means that the Hamiltonian admits no degeneracies of its eigenvalues. Cyclic groups are
Abelian and therefore they admit only one-dimensional representations. Since a cyclic
group of order g comprises the elements {E, A, A2, ..., Ag = E}, then if the complex num-
ber that is the representation of A is Γ(A) = r, then Γ(An) = Γ(A)n = rn. For the
periodicity of the group, one has that rg = 1, satisfied by r = e2piin/g. A way of fomaliz-
ing this is to define the n-th one-dimensional representations of a cyclic group of order g
as Γ(p) = e2piin/g.
2D Rotation Group and Conservation of Angular Momentum If we consider rotations
by an arbitrary angle about an axis of a system with full rotational symmetry, then there
are infinite elements in the group (group of infinite order) of its symmetry operations
(that is, rotations of all angles). Also, this group is Abelian and therefore the represen-
tations are merely numbers. If we indicate the angles of rotation by φ the multiplication
property of the group must enforce the identity Γ(φ1)Γ(φ2) = Γ(φ1 + φ2) that can be
satisfied by an exponential relation:
Γ(−φ) = eimφ m = 0,±1,±2, ...
where the restriction of the values of m stems from the fact that Γ(φ = 2pi) = 1. Now, if
one considers a function ψm(r, θ, φ) and rotates it by φ0, one gets that:
ψm(r, θ, φ− φ0) = Pφ0ψm(r, θ, φ) = Γ(m)(φ0)ψm(r, θ, φ) = e−imφ0ψm(r, θ, φ)
that is, it depends on the angle φ via the factor eimφ. This tells us that an eigenfunction
of an Hamiltonian that is invariant under rotations about an axis (in other words: whose
symmetry group is the group of rotations about an axis) has a dependence on the angle
of rotation about that axis of the kind ψm(r, θ, φ) = f (r, θ)eimφ, that is a consequence of
the fact that the angular momentum about that axis of symmetry is conserved and has as
a consequence the existence of a good quantum number m.
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B.2.6 Basis Functions for Irreps
If the irreducible representations with which we have to deal have a dimensionality larger
than one, then two labels (or indices) are needed in order to identify the basis functions:
(i) the index j of the representation (there is an irreducible representation for each eigen-
value of the Hamiltonian); (ii) the row κ of the representation to which the function be-
longs. We denote the basis function belonging to the κ-th row of the j-the representation
as ϕ(j)κ . All the other functions of the basis, {ϕ(j)λ }
lj−1
λ=1 are called the partners of this func-
tion. As we know from before, the result of operating with one of the symmetry operators
of the group of the Schroedinger equation on this function, yields a linear combination of
the very operator plus all of its partners with coefficients given by the irreducible repre-
sentation that has a basis those functions:
PRϕ
(j)
κ =
lj
∑
λ=1
Γ(j)κλ(R)ϕ
(j)
λ (B.12)
If we now apply the operator Γ(i)µν(R)∗ and sum over R both sides of this equation, we get:
∑
R
PRΓ
(i)
µν(R)∗ϕ
(j)
κ =
g
li
δµκδijϕ
(j)
ν
Therefore, we can define a transfer operator as
P(i)µν =
li
g∑R
PRΓ
(i)
µν(R)∗ (B.13)
where the effect of applying this operator on the basis function belonging to the κ-th row
of the j-th representation is
P(i)µν ϕ
(j)
κ = δµκδijϕ
(j)
ν (B.14)
this is nonzero only when i = j and µ = κ, that is, this operation returns non-zero only if
the operator P(i)µν is applied on the µ-th row of the i-th representation, and in this case it
yields ϕ(i)ν :
P(i)µν ϕ
(i)
µ = ϕ
(i)
ν (B.15)
Remark. Since P(i)µµ is a linear operator, this results tell us that any given combination
of two or more functions belonging to the same row (say, the µ-th) of different but
equivalent representations (that is, related by a similarity transformation) like f (i)µ =
αϕ
(i)
µ + βψ
(i)
µ , will itself be a function belonging to the µ-th row of the i-th representa-
tion.
Theorem B.2.13. Given c irreps Γ(1), Γ(2), ..., Γ(c) of a group of operators PR = {PE, PA2 , ..., PAg}
then any function defined in the space operated by these operators F is expressible as the sum
F =
c
∑
j=1
lj
∑
κ=1
ϕ
(j)
κ
where ϕ(j)κ is a function that belongs to the κ-th row of the j-th irrep.
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As a consequence, summing both sides of Eq. (B.14) with ν = µ over j and κ, one gets:
P(i)µµ∑
j,κ
ϕ
(j)
κ =∑
j,κ
δµκδijϕ
(j)
µ
that is:
P(i)µµF = ϕ
(i)
µ (B.16)
This makes P(i)µµ a projection operator that projects out of any function F the part of it that
belongs to the µ-th row of the j-th representation.
Basis Function Generating Machine Given any representation, we have now all the
ingredients to generate a set of basis functions. Given a generic function F, we project
out one function ϕ(j)µ by means of P
(i)
µµ . Then, the use of the transfer operator P
(i)
λµ allows
to generate all the vectors of the basis that are partners of this vector.
Theorem B.2.14. Two functions that belong to different irreps of different rows of the same irrep
are orthogonal.
If instead of knowing the entire representation of a given group, we only have the
character table, we still can know something about the basis of the representation. This
can be seen by taking the definition of the transfer operator for µ = ν and summing over
µ. One obtains
P(i) =
li
∑
µ=1
P(i)µµ =∑
R
PRχ(i)(R)∗ (B.17)
where χ(i)µ (R)∗ are the characters of the representation. Here one can repeat argumenta-
tions analogous to those presented previously, and see that:
P(i)ϕ(i) = ϕ(i)
meaning that any function expressible as a combination of only functions belonging to a
given representation is an eigenfunction of the operator P(i) with eigenvalue 1, and
P(i)F = ϕ(i) (B.18)
telling us that the operator P(i) has the effect of projecting out of a generic function F the
component that belongs to the i-th representation.
B.2.7 Direct Products and Representations
Proposition B.2.15. Given two representations a and b of a same group G, the matrices that are
obtained as the direct product of these two representations form a representation of G.
Proposition B.2.16. The basis of the direct product of two irreducible representations is given by
all the products of the basis functions of the constituent irreducible representations. The Hilbert
space space spanned by these basis functions is the direct product of the Hilbert spaces spanned by
the original basis functions.
Proposition B.2.17. The representation built as the direct product of the representations of two
commuting groups H and G is a representation of the direct product group K = H × G.
Proposition B.2.18. If the two representations Γ(h) or Γ(g) of H and G are irreducible, then their
direct product is an irreducible representations of the direct product group.
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Proposition B.2.19. All irreducible representations of the direct product group H are direct prod-
ucts of an irreducible representation of H and one of G.
Proposition B.2.20. The character of any direct-product representation is the product of the
characters of the component representations.
B.3 Crystallographic Symmetries
The geometrical symmetry transformations of a crystal are of three types: (i) translations,
(ii) rotations, reflections and inversions and (iii) combinations of the above.
B.3.1 Point Groups and Space Groups
The transformations of type (ii) are also called point symmetry operations, and they have
the property of leaving at least one point undisplaced. The set of such symmetry trans-
formations for a crystal define its so called point group. The group of transformations that
include the point group of a system, plus itstranslational symmetry, defines instead its
space group. The only n-fold rotations (that is, rotations by an angle 2pi/n around an axis
passing through a lattice point) consistent with translational symmetries are those with
n = 1, 2, 3, 4, 6. This allows for the existence of 32 point groups. If one chooses as the
origin of the cartesian coordinates the point which is invariant under the point group,
then the latter only contains:
• rotations about axes passing through the origin
• reflections in planes passing through the origin
• inversion, that is a rotation followed by a reflection or viceversa (also called im-
proper rotation)
The full symmetry group of the crystal Hamiltonian is the space group to which the crys-
tal belongs. The reciprocal lattice has the same point group symmetry as the direct lattice.
According to the Bloch theorem, the Hamiltonian eigenfunctions have definite transla-
tional properties determined by a wave vector k and the values of an eigenfunction at
equivalent points in different unit cells are related by a phase factor:
ψ(r+ t) = eik·rψ(r) (B.19)
This tells us that every value of k gives an irreducible representation of the translational
group. Now, since k′ = k + G, all the points of the reciprocal lattice that are related to
k by a primitive reciprocal vector G correspond to the same irreducible representation
of the translational group. In order to characterize each irrep univoquely by a single k,
we choose a unit cell in the reciprocal lattice and from the set of all the equivalent k+G
points we single out the one that lives within that unit cell (the Wigner-Seitz cell or first
Brillouin zone of the crystal). The cell thus chosen has the full point group symmetry
of the lattice. The group of the Schroedinger equation is the space group to which the
system belongs. The electronic energy levels and their degeneracies are thus determined
by the irreps of the space group.
Star Group of the Wave Vector Given a wave vector k, if we apply on t all the transfor-
mations of the point group G, of order g, in general we obtain g wave vectors, of which
only q ≤ g are distinct. The set of these q vectors is the star group of k. If q = g, then
we have a general vector k, otherwise if q < g, this means that k must be on a line of
symmetry (in two dimensions) of the Brillouin zone.
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Group of the Wave Vector The set of elements {B} of the point group G that leave the
wave vector unchanged modulo a vector G:
Bk = k+G
forms a group, that is called the group of the wave vector K, and it is a subgroup of G. For a
k that is a special point of symmetry, the order of K, k, is larger than one, and specifically
it satisfies the following equality
g = k× q
All the irreps of a space group can be obtained from those of the group K of the wave
vector k and letting it run throughout the Brillouin zone.
Compatibility relations In general there is more degeneracy at special points than on
lines of symmetry, and more on the lines of symmetry than at a generic point k where the
degeneracy is completely lifted. As a consequence when one moves away from one point
of higher to one of lower symmetry an irrep at the former point will split into the direct
sum of different irreps, where the reduction can be obtained by inspecting the character
tables of the two different groups of the wave vector at the two different points.
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