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Summary 
Combined optical imaging and electrophysiological 
techniques were used to assess directly the functional 
nature of long-range excitatory and inhibitory synaptic 
interactions between orientation columns in area 17 
of ferret visual cortex. A significant correlation was 
found between the layout of iso-orientation columns 
and the pattern of evoked synaptic inputs between cor- 
tical sites: the largest-amplitude inhibitory and excit- 
atory synaptic responses were evoked in single neu- 
rons when stimulation and recording electrodes were 
located in orientation columns sharing the same angle 
preference. Both excitatory and inhibitory synaptic re- 
sponses decreased in amplitude when stimulation and 
recording electrodes were located in orientation col- 
umns with orthogonal angle preferences. Changing 
the stimulus intensity altered the balance of evoked 
excitation and inhibition without changing the colum- 
nar specificity of inputs. These results directly demon- 
strate that horizontal connections modulate both ex- 
citatory and inhibitory synaptic interactions between 
iso-orientation columns. 
Introduction 
A prominent feature of mammalian primary visual cortex is 
the extensive system of long-range horizontal connections 
(Gilbert and Wiesel, 1979; Rockland and Lund, 1982, 
1983; Livingston and Hubel, 1984; Martin and Whitteridge, 
1984). By linking cells across large regions of visual cortex, 
these connections may allow neurons to integrate visual 
information from outside their classical receptive field. An- 
atomical studies indicate that horizontal axonal projec- 
tions originate primarily from excitatory pyramidal cells 
(Gilbert and Wiesel, 1979; Martin and Whitteridge, 1984) 
and preferentially link cortical columns with similar orienta- 
tion selectivity (Gilbert and Wiesel, 1989; Malach et al., 
1993). However, predicting the physiological conse- 
quences of activation of horizontal connections is difficult, 
as they make excitatory synapses onto other excitatory 
pyramidal cells as well as onto inhibitory cells (Kisvarday 
et al., 1986; McGuire et al., 1991). Furthermore, in vitro 
studies indicate that stimulation of horizontal connections 
evokes both monosynaptic excitatory as well as multisyn- 
aptic inhibitory postsynaptic responses (Hirsch and Gil- 
bert, 1991). 
The orientation specificity of excitatory and inhibitory 
horizontal pathways has been similarly controversial, with 
some studies reporting only excitation (T'so et al., 1986; 
Hata et al., 1993) and others suggesting cross-orientation 
inhibition (Crook and Eysel, 1992). Furthermore, the re- 
sponses of visual cortical neurons can be suppressed or 
facilitated in an orientation-specific manner by stimuli 
placed outside the classical receptive field. Iso-orientation 
surround suppression (Blakemore and Tobin, 1972; Maffei 
and Fiorentini, 1976; Nelson and Frost, 1978; Born and 
Tootell, 1991; Knierim and Van Essen, 1992; Grinvald et 
al., 1994) and facilitation (Jones, 1970; Maffei and Fioren- 
tini, 1976; Nelson and Frost, 1985) have both been ob- 
served physiologically, whereas only iso-orientation sur- 
round suppression has been observed psychophysically 
(Blakemore et al., 1970; Tolhurst and Thompson, 1975; 
Westheimer, 1990). These effects can vary according to 
the surround brightness and contrast (Gilbert and Wiesel, 
1990). We sought to clarify the functional role of horizontal 
connections by directly examining the orientation specific- 
ity of inhibitory and excitatory synaptic inputs onto single 
layer 2/3 neurons. 
In previous work, we found that the amplitude of synaptic 
inputs onto single cells evoked from distant cortical sites 
was not uniform (Weliky and Katz, 1994). Stimulating a 
strip of cortex 1.2 mm long at 24 discrete sites evoked a 
cyclical pattern of large and small amplitude responses; 
this pattern of inputs was correlated for neighboring cells 
and shifted systematically with changes in recording posi- 
tion. Computer simulations predicted that this pattern of 
synaptic inputs would occur when iso-orientation columns 
were synaptically linked (Weliky and Katz, 1994). In the 
present study, we tested this hypothesis directly by com- 
paring in vivo optically imaged orientation maps to in vitro 
whole-cell patch-clamp recordings of horizontally evoked 
excitatory and inhibitory synaptic inputs onto single neu- 
rons. Our results demonstrate that the largest excitatory 
and inhibitory synaptic inputs are evoked when the re- 
cording and stimulation electrodes are located within ori- 
entation columns sharing the same angle. Furthermore, 
changes in stimulus intensity can alter the balance of 
evoked excitation and inhibition without changing the co- 
lumnar specificity of inputs. 
Results 
Experiments were done in area 17 of primary visual cortex 
of juvenile ferrets (postnatal day [P] 45-56). At these ages, 
orientation tuning (Chapman and Stryker, 1993) and hori- 
zontal connections (Durack and Katz, 1995) are adult like. 
Synaptic connections between orientation columns were 
functionally mapped using combined in vivo optical im- 
aging of intrinsic signals and in vitro electrophysiotogical 
techniques in the same animal (Figure 1). Optical imaging 
of intrinsic signals (T'so et al., 1990) was first used to map 
the layout of orientation preference across a region of vi- 
sual cortex. Tangential brain slices were subsequently cut 
from the upper layers of the imaged cortex, and whole-cell 
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Figure 1. Illustration of Procedures to Combine Optical Imaging of
Intrinsic Signals In Vivo and Single-Cell Recording and Stimulation In 
Vitro 
(1) Orientation maps are acquired using optical imaging while the ani- 
mal views bar gratings presented at eight different orientations on a 
television monitor, 
(2) A block of tissue is removed from the imaged cortical area, and 
tangential slices are cut. 
(3) Whole-cell patch-clamp techniques are used to record synaptic 
inputs onto a single neuron evoked from a 1400 I~m strip of cortex 
using a 24 element multielectrode stimulation array. The orientation 
preferences of all stimulation and recording sites in the slice are known 
from the orientation map. The orientation map and tangential slice are
aligned using reference injection sites. 
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patch-clamp techniques were used to record synaptic re- 
sponses evoked from surrounding cortical sites using a 
24 element multielectrode stimulation array. 
In Vivo Imaging and In Vitro Electrophysiology 
in the Same Animal 
Optical imaging revealed that orientation preference 
smoothly changes across the cortical surface with the ex- 
ception of "orientation centers," where it is radially orga- 
nized in a pinwheel-l ike fashion. This organization of orien- 
tation columns is consistent with previous reports in 
monkey, cat, and ferret (Blasdel, 1992; Bonhoeffer and 
Grinvald, 1993; Weliky and Katz, 1994). To align these 
orientation maps with subsequent stimulation and re- 
cording sites in vitro, three to five small injections of fluo- 
rescent latex microspheres were placed in the mapped 
cortical area before tangential brain slices containing layer 
Figure 2. Alignment of Orientation Preference Maps with Recording 
and Stimulation Sites 
(A) Orientation preference map of a region of primary visual cortex 
(area 17) obtained by optical imaging of intrinsic signals in vivo. The 
angle of preferred orientation is represented by the color code shown 
to the right of the map. 
(B) Image of the intact brain showing the same region mapped in (A). 
Arrows 1-4 point to injection sites of fluorescent microspheres. 
(C) Histologically processed tangential brain slice cut from the pre- 
viously imaged area of primary visual cortex. Arrows mark the four 
injection sites shown in (B). Tracks made from the 24 element multi- 
electrode stimulation array are also clearly seen, together with 5 bio- 
cytin filled neurons (a-e) from which whole-cell patch recordings were 
made, 
(D) Stimulation and recording positions from the tangential slice 
aligned and transferred to the orientation map. Rostral is up and medial 
is to the right in each panel, 
The scale bar in (A) applies to all panels. 
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2/3 were prepared from the mapped area. The reference 
injection sites could be easily visualized in the intact cortex 
(Figure 2B) as well as in histologically processed (Figure 
2C) and fresh (see Figure 3) slices. 
To determine the spatial distribution of long-range syn- 
aptic inputs onto single layer 2/3 neurons, electrically 
evoked synaptic responses were recorded (n = 30 cells, 
in 8 slices) using conventional whole-cell patch-clamp 
techniques (Blanton et al., 1989). Using a multielectrode 
stimulation array, electrical stimuli (100 I~s, 1-10 V, mono- 
polar) were applied at 24 discrete sites along a 1400 ~m 
tong strip of cortex located 500-1300 t~m away from the 
recorded neuron (Figures 2C, 2D, 3, and 4A) (Weliky and 
Katz, 1994). For each neuron, the same voltage was ap- 
plied at each stimulation site. Before each experiment, 
the resistance of all stimulation electrodes was tested to 
ensure that they did not vary by more than 10%. In this 
way, all electrodes hould stimulate an equivalent volume 
of tissue. Recorded neurons were filled with biocytin and 
were subsequently morphologically identified as pyrami- 
dal cells. The positions of the recorded neurons and the 
stimulation array were determined relative to the reference 
injections in the slice, which allowed usto align these posi- 
tions accurately within the orientation map (see Figure 2D). 
Separation of Excitatory and Inhibitory Inputs 
Excitatory and inhibitory postsynaptic currents (PSCs) 
were distinguished by holding the neurons at a membrane 
potential of -15 to -25 mV, at which excitatory currents 
were inwardly directed and inhibitory currents outwardly 
directed (Figure 4B). With our pipette solution, these hold- 
ing potentials are above the reversal potential of y-aminobu- 
tyric acid type A (GABAA)-mediated currents (calculated 
chloride equilibrium potential of -45 mV) and below the 
reversal potential of glutamatergic excitatory PSCs of 
about +10 mV. At these holding potentials, typical synaptic 
responses consisted of an initial short latency, presumably 
monosynaptic, excitatory inward current, and a long- 
latency (presumably disynaptic) inhibitory outward current 
with peak amplitudes ranging between 10 and 150 pA. 
Inhibitory currents could be abolished by bicuculline 
methchloride (2-10 I~M; n = 4), indicating that they were 
evoked by activation of GABAA receptors (Figure 5A). In 
addition, since all synaptic responses could be blocked 
by the glutamate antagonist 6-cyano-7-nitroquinoxaline- 
2,3-dione (CNQX; 20 ~M; n = 4; Figure 5B), our observed 
long-latency GABAergic responses were evoked by acti- 
vation of a multisynaptic pathway involving at least one 
glutamatergic synapse. At a holding potential of -66 mV, 
activation of either excitatory or inhibitory inputs elicited 
only inward PSCs, revealing the "total" synaptic currents 
(sum of excitatory and inhibitory currents) onto a cell (see 
Figure 4B). 
Patterns of Excitatory and Inhibitory Inputs 
Are Correlated with the Layout of 
leo-Orientation Domains 
To reveal the spatial pattern of excitatory and inhibitory 
synaptic connections, we plotted the peak amplitudes of 
inward (excitatory), outward (inhibitory), and total (com- 
bined excitatory and inhibitory at -86 mV) currents for 
each stimulation site (Figure 4B; Figures 6B-6C). Layer 
2/3 neurons received spatially clustered inputs consisting 
of one or more cortical areas from which large PSCs were 
evoked, separated by areas from which only small PSCs 
were evoked. This clustered input pattern was found for 
both excitatory and inhibitory inputs, and in many cases 
clustered excitatory and inhibitory PSCs were evoked from 
the same or neighboring electrodes (Figure 4B; Figure 
6B). Since the orientation preference of all recording and 
stimulation sites in the slice was known (Figure 6A), we 
could directly relate the spatial distribution of synaptic in- 
puts onto layer 2/3 neurons to the spatial pattern of orienta- 
tion domains. The most effective stimulation sites gener- 
ally had the same orientation preference as the area in 
which the recorded neuron was located. For example, for 
neuron a in Figure 6, the largest inhibitory responses and 
an excitatory peak response were evoked from cortical 
sites having the same orientation preference as the re- 
cording site (angle = 30°; color coded in green). For a 
Figure 3. Photograph of a Tangential Brain 
Slice with the 24 Element MultieBectrode Stimu- 
lation Array and the Whole-Cell Recording Pi- 
pette 
Reference injection sites are visible as dark 
circles numbered 1-3. 
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Figure 4. Examples of Excitatory and Inhibitory Currents Evoked from Different Stimulation Sites 
(A) Stimulation and recording electrode geometry for one experiment. Boxes show inward (excitatory) and outward (inhibitory) PSCs evoked by 
each stimulation electrode at a holding potential of -20 mV. 
(B) The pattern of PSC amplitudes evoked by the 24 stimulation electrodes at two different holding potentials. At -20 mV, a nonuniform pattern 
of clustered inhibitory and excitatory inputs is observed in which the inhibitory input has a single peak, while the excitatory input has two. Both 
inhibitory and excitatory inputs have a cluster of large responses at electrodes 1-3, while the excitatory input has a second cluster at electrodes 
15-18. At -66 mV, the combined excitatory and inhibitory input shows the two input clusters observed for the separated inputs. Individual traces 
are shown at the two holding potentials for electrode 2 (marked by asterisks in the graphs). Current traces are the average of 10 single sweeps. 
sa, stimulus artifact. 
second cell (b) recorded from the same slice, the largest 
excitatory and inhibitory responses were also evoked from 
cortical sites having the same orientation preference as 
the recording site (angle = 10°; yellow). By moving the 
recording site from cell a to cell b, the most effective stimu- 
lation sites shifted in a way that could be predicted from 
the orientation map. 
To quantitate the degree of orientation-specific connec- 
tivity, we compared the synaptic input pattern of each cell 
with a computer-simulated input pattern generated using 
a model of iso-orientation connectivity (Figure 6D). In this 
computer model, we assumed that the strength of synaptic 
connections between cortical sites varied linearly from 0 
to 1 depending on the difference in orientation preference 
(Weliky and Katz, 1994). Sites with the same orientation 
preference were maximally connected (value 1), and sites 
having orthogonal orientation preferences were not con- 
nected (value 0). The strength of the synaptic connection 
was calculated between each cell's recording site and all 
stimulation sites aligned onto the orientation map. For 
most cells, experimentally obtained and computer-simula- 
ted input patterns closely matched (Figure 6). To quanti- 
tate the match, we calculated the correlation coefficient 
(r~,gn) between the experimental (excitatory, inhibitory, and 
total currents) and simulated input patterns for each cell 
(see Experimental Procedures). High correlation values 
indicated that the experimentally observed and computer- 
simulated input patterns were similar. Histograms of these 
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Figure 5. Pharmacology of Excitatory and Inhibitory Inputs 
Bicuculline methchloride (2-10 pM; A) blocks evoked inhibitory cur- 
rents (n = 4 cells), while CNQX (20 p.M; B) blocks both excitatory and 
inhibitory currents (n = 4 cells). Traces in (A) and (B) show evoked 
currents from 1 electrode of the stimulation array. Similar esults were 
seen at all stimulation sites from which synaptic responses could be 
elicited. Current races are the average of 10 single sweeps, sa, stimu- 
lus artifact. 
correlation coefficients are shown in Figures 7A-7C. The 
distribution of correlation coefficients was skewed toward 
high values for the inhibitory, excitatory, and total inputs. 
This indicates a bias toward iso-orientation synaptic inputs 
onto single neurons. 
We further determined the statistical significance of the 
bias toward high values of correlation coefficient ra,g,. This 
was done by assessing whether this bias remained when 
cells were simply placed at random locations in the orienta- 
tion map. For each cell, we first calculated the correlation 
coefficient (rran~om) between the experimental and 10,000 
simulated inputs generated at random orientation map lo- 
cations and then counted how often ralign exceeded rrandom 
(Figures 7D-7F). In roughly one-third of the cells, ra,g, ex- 
ceeded 90% of all rrandom values, and in almost half of the 
cells, ra~n exceeded 80% of all rrandom values (~2 test, p < 
.05 for inward and outward current at -15 to -25 mV; 
p < .005 for total current at -66 mV; see Experimental 
Procedures). This indicates that the observed frequency 
of iso-orientation connections exceeded what we would 
expect by chance alone. 
Synaptic Inputs Are Not Correlated with Other 
Connectivity Models 
Our conclusion that leo-orientation columns are preferen- 
tially linked is further supported by the fact that other con- 
nectivity models failed to describe the spatial distribution 
of synaptic inputs to layer 2/3 neurons. We first tested 
a simulation model that assumed maximal connection 
strength between sites with orientation preferences hifted 
by 45 °, This resulted in a roughly uniform distribution of 
correlation frequencies that was not statistically different 
from randomly placing cells onto the orientation map (~2 
test, p < .995; Figure 8A). If we applied a model assuming 
cross-orientation connections, the distribution of correla- 
tion frequencies was the inverse of the iso-orientation 
model and was statistically different from randomly placing 
cells onto the orientation map (p < .025; Figure 8B). To- 
gether, these results show that the spatial distribution of 
synaptic excitatory and inhibitory inputs of layer 2/3 pyra- 
midal neurons in primary visual cortex is best described 
by a model that assumes iso-orientation connectivity. 
Stimulus Intensity Alters the Balance of Evoked 
Excitation and Inhibition 
Previous work demonstrated that changes in stimulus in- 
tensity could alter the relative contribution of excitatory 
and inhibitory responses evoked from a single cortical site 
(Hirsch and Gilbert, 1991). At a low stimulus strength, di- 
rect excitatory inputs predominated, while combined excit- 
atory and inhibitory inputs were activated only at higher 
intensities. These results are consistent with anatomical 
work which demonstrates that horizontal projections origi- 
nate primarily from excitatory pyramidal cells (Gilbert and 
Wiesel, 1979; Martin and Whitteridge, 1984) whose axons 
synapse onto both excitatory and inhibitory, GABAergic 
postsynaptic neurons (Kisvarday et al., 1986; McGuire et 
al., 1991). Thus, stimulation of horizontal pathways can 
result in monosynaptic excitation and/or disynaptic inhibi- 
tion. We tested whether the recruitment of inhibitory inputs 
at higher stimulus strengths occurs preferentially at sites 
of peak excitatory inputs (n = 9 cells; Figure 9). At a low 
stimulus intensity, inhibitory responses were either absent 
or very weak and without clear spatial organization. As 
the stimulus intensity was increased, the amplitude of in- 
hibitory currents evoked from different sites increased to 
varying degrees, while the amplitude of excitatory currents 
either did not change or was moderately reduced. At high 
stimulus strengths, the largest inhibitory responses were 
evoked from the same sites at which the largest excitatory 
inputs had been observed at the lower stimulus strength. 
These results demonstrate that, although the balance of 
excitation and inhibition shifted with changes in stimulus 
intensity, the overall spatial pattern of inputs remained 
fixed and independent of the stimulus strength. Thus, the 
columnar specificity of inputs was maintained. 
Discussion 
Previous studies on the organization of horizontal connec- 
tions in visual cortex have relied primarily on anatomical 
methods and have demonstrated that horizontal connec- 
tions preferentially ink cortical columns with similar orien- 
tation specificity (Gilbert and Wiesel, 1989). However, ana- 
tomical methods alone cannot determine the physiological 
sign and strength of these connections. For example, al- 
though these connections arise primarily from excitatory 
pyramidal cells, the physiological response to activation of 
horizontal connections has been difficult o predict, since 
their postsynaptic targets include both excitatory and in- 
hibitory neurons. Thus, activation of horizontal connec- 
tions evokes direct excitatory as well as multisynaptic in- 
hibitory effects (Hirsch and Gilbert, 1991). Furthermore, 
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Figure 6. Spatial Patterns of Excitation and Inhibition Correlate with the Orientation Preferences of Stimulation and Recording Sites 
(A) Map of orientation preferences across a region of area 17. The angle of preferred orientation is represented by the color code shown to the 
right of the map. The positions of the 24 stimulation electrodes are shown by the dotted line, and a and b mark the locations of 2 recorded neurons. 
(B) The pattern of inward (excitatory; red) and outward (inhibitory; blue) PSC amplitudes voked by the 24 stimulation electrodes at a holding 
potential of -20 mV in cells a (left) and b (right)• Each bar represents the average of 10 trials• For each cell, average current traces are shown 
for two stimulation sites. For cell a, stimulation of sites near electrodes 6 and 17 (angle = 30°; green) evoked the largest inhibitory responses 
and a large excitatory response. For cell b, stimulation of sites near electrodes 11 and 22 (angle = 10°; yellow) evoked the largest excitatory 
responses and a large inhibitory response. The locations of these electrodes and the recorded neurons were in orientation columns having similar 
angle preferences (cell a, angle = 30 ° [green]; cell b, angle = 10 ° [yellow]). sa, stimulus artifact. 
(C) Average PSC amplitudes at a holding potential of -66 mV reveal the pattern of combined excitatory and inhibitory input onto cells a (left) and 
b (right)• Large synaptic responses were elicited when the electrodes were located in orientation columns having similar angle preferences as the 
neurons• 
(D) Predicted synaptic inputs for cells a (left) and b (right) according to a model of linked iso-orientation domains• Note the correspondence between 
the location of peaks in the simulated and experimentally observed input patterns• 
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Figure 7. A Model of Linked Iso-Orientation Columns Is the Best Predictor of Synaptic Input Patterns 
(A-C) Histograms representing the distribution of correlation coefficients between simulated and experimental inputs when cells were aligned 
onto the orientation map. The simulated inputs were calculated according to a model of linked iso-orientation domains. Correlation coefficients 
were determined in (A) using excitatory currents at a holding potential of -25 to -15 mV, in (B) using inhibitory currents at --25 to -15 mV, and 
in (C) using total inward currents at -66 inV. In all three histograms, the distribution is skewed toward high correlation values. 
(D-F) Histograms representing the distribution of frequencies that correlation coefficient ra,gn exceeds rrandom. Simulated inputs were calculated 
according to a model of linked iso-orientation domains. Frequencies were determined in (D) using excitatory currents at a holding potential of -25 
to -15 mV, in (E) using inhibitory currents at -25 to -15 mV, and in (F) using total inward currents at -66 mV. In all three histograms, the distribution 
is skewed toward high frequencies. These distributions statistically deviated (~ test) from a distribution produced by placing each cell at 500 
random locations in the orientation map, as indicated by the dotted line (see Experimental Procedures). 
the lateral spread of the multisynapticatly evoked inhibitory 
inputs has been unclear, since the axons of inhibitory neu- 
rons may also activate surrounding cortical regions with 
different orientation selectivity. In the present study, we 
used a combination of in vivo and in vitro techniques to 
demonstrate that activation of horizontal connections 
evokes inhibitory and excitatory inputs onto single layer 
2/3 neurons that are statistically correlated with the layout 
of iso-orientation columns. 
Although our results show a statistically significant rela- 
tionship between synaptic inputs and iso-orientation col- 
umns, the clustered excitatory and inhibitory inputs onto 
individual neurons did not always match the layout of iso- 
orientation columns. One possibility for these mismatches 
could be that we stimulated fibers of passage that added 
spurious peaks to the evoked pattern of synaptic inputs. 
However, we also cannot rule out the possibility that these 
mismatches are real. If this is true, the physiological pat- 
tern of long-range excitatory and inhibitory inputs onto sin- 
gle neurons may be more complicated than what earlier 
anatomical studies have suggested and may reflect other 
levels or systems of organization. Nevertheless, in spite of 
these issues, our results indicate a statistically significant 
bias toward iso-orientation connectivity. 
Model Cort ical  Circuit  
Our finding of iso-orientation excitatory and inhibitory in- 
puts evoked by activation of long-range horizontal connec- 
tions suggests a simple cortical circuit incorporating both 
long- and short-range lateral connections. Previous physi- 
ological (Crook and Eysel, 1992) and anatomical (Kisvar- 
day and Eysel, 1990) studies have demonstrated that most 
cortical inhibition arises primarily from non-orientation- 
selective synaptic connections within 200-600 p.m of a 
given cell. This is consistent with our results demonstra- 
ting that inhibitory inputs were not directly evoked when 
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Figure 8. Synaptic Input Patterns Do Not Cor- 
relate with Other Connectivity Models 
Histograms represent he distribution of fre- 
quencies that correlation coefficient ra,i0~ ex- 
ceeds rrandom- 
(A) Histogram produced according to a model 
in which maximal connection strength occurs 
between cortical sites with orientation prefer- 
ences shifted by 45 ° . The distribution did not 
statistically deviate from that produced by plac- 
ing cells at random locations in the orientation 
map, as shown by the dotted line. 
(B) Histogram produced by a model of linked 
cross-orientation columns. The distribution is
roughly the inverse of the linked iso-orientation 
model shown in Figure 7F and statistically devi- 
ated from that produced by randomly placing 
cells in the orientation map. These distributions 
were calculated for total currents at -66 mV, 
but similar distributions were produced using 
excitatory and inhibitory currents at -25 to -15 
mV (data not shown). 
the stimulating electrode was >600 ~m from a cell, but 
were activated by a polysynaptic pathway involving at least 
one glutamatergic synapse. Thus, the inhibition we ob- 
served was most likely activated near the postsynaptic 
neuron. This suggests that excitatory long-range connec- 
tions modulate the activity in a cortical column by regulat- 
ing the activity of both local inhibitory and excitatory neu- 
rons (Figure 10). 
Relationship between Excitatory and 
Inhibitory Inputs 
Although we found a statistically significant correlation be- 
tween the layout of iso-orientation columns and the pattern 
of excitation and inhibition evoked by horizontal connec- 
tions, the spatial relationship between excitatory and inhib- 
itory inputs varied from cell to cell. In some cells, a large 
inhibitory input was evoked from a site without, or with a 
relatively, small excitatory input (see Figure 6B). Since we 
found that a strong inhibitory input could mask or truncate 
an excitatory current (see Figure 9), it is possible that the 
amplitudes of excitatory currents were sometimes under- 
estimated at sites where large inhibitory inputs were also 
present. In other cells, clustered iso-orientation excitatory 
inputs were observed without evoking inhibitory inputs 
from the same site (see Figure 4B; Figure 6B). This might 
imply that the spatial pattern of inhibitory and excitatory 
connections is not always identical. However, since these 
observations were made in slices in which some horizontal 
connections might have been severed, additional in vivo 
experiments are necessary before specific functional con- 
clusions can be drawn. 
Synaptic Inputs from Different Orientations 
Although most input patterns we observed in layer 2/3 
neurons could be best explained by a model of linked iso- 
orientation columns, we also observed some weak cross- 
orientation inputs, as indicated by the small peak at low 
frequencies seen in Figure 7F. The remaining non-iso- 
oriented responses may be genuine and attributable to 
weak nonoriented inputs, or to connections linking other 
systems of columnar organization, including ocular domi- 
nance and on-off patches (Zahs and Stryker, 1988). How- 
ever, some non-iso-oriented inputs might also result from 
activation of fibers of passage that have their point of origin 
at other cortical sites. In addition, we did not include the 
magnitude of orientation selectivity when comparing the 
orientation map to the electrophysiological data. For ex- 
ample, the actual orientation preference of stimulation or 
recording sites within low orientation-selective r gions 
may be difficult to predict, since these regions may be 
responsive to a number of different orientations. In fact, 
low magnitude regions of the orientation map are found 
primarily at pinwheel centers. Since pinwheels were en- 
countered infrequently at our stimulation and recording 
sites, we do not believe this problem substantially affected 
our results. 
In spite of these concerns, we still found strong correla- 
tions between the layout of iso-orientation domains and 
the observed pattern of synaptic inputs onto single cells. 
If these patterns of synaptic input reflected the system of 
orientation columns, one would expect that neighboring 
cells within the same orientation column would have simi- 
lar input patterns, while cells located within orthogonal 
orientation columns would have dissimilar input patterns. 
This appears to be the case, since previous work using 
the same electrical stimulation methods showed that neu- 
rons in close proximity had very similar patterns of synaptic 
inputs, with no similarity for neurons that were separated 
by >450 I~m (Weliky and Katz, 1994). This distance is very 
close to the average distance between cortical sites having 
orthogonal orientation preference, which we found to be 
470 p,m in ferrets (Weliky and Katz, 1994). Thus, it is un- 
likely that artifactual errors substantially disrupted the pat- 
tern of synaptic inputs, and our data suggest that these 
inputs, in fact, had an underlying functional organization 
related to the system of orientation columns. In addition, 
the location of peak input responses was independent of 
the stimulus strength. Thus, higher stimulus intensities did 
Patterned Excitation and Inhibition in Visual Cortex 
549 
A 
inhibition 
20 
( /3  i i i  i ' r~ " ! i l  }i 
20 i ii ii J~  
~.) 
"" 40 
1 24 
electrode number 
6O 
1 24 
electrode number 
5V stimulus 7V stimulus 
100- 
50 
0 
lOOJ 
1 
B C 
~ s v  stimulus 
20 ms 
electrode number 24 . ~ /  "~-~"  
I __ 
10V stimulus w lov stimulus 
40- 
• excitation ~"  
<:i 8 ; ~  o inhibition 8 0 ~  ~ 2o-CL -
(EL 60 60 E 
¢0 O; 
40 40 O 
n 2 20 13- 20 
, 0 m 
o. 5 7 10 5 7 10 c). 4 
stimulus intensity stimulus intensity 24 
electrode number 
electrode 11 electrode 23 
5V st imulus 
9°t  45 
0i 
45- 
9G 
1 
24 
electrode number 
lOV st imulus  
Figure 9. Changes in Stimulation Intensity Shift the Sign but Not the Spatial Pattern of Synaptic Inputs 
(A) Stimulation at 5 V evokes low amplitude and relatively uniform inhibitory responses, while a large excitatory response is evoked at electrodes 
22-24. Increasing the stimulation intensity to 7 V results in a large increase in inhibitory responses from electrodes 19-24, while the responses 
from the remaining electrodes increase only slightly. These nonuniform changes result in the emergence of a peak in the inhibitory input at 
electrodes 19-24, while the pattern of excitatory response does not change. At a stimulation intensity of 10 V, the peak in the inhibitory input 
remains at electrodes 19-24. The overall amplitudes of excitatory inputs are reduced, but their spatial distribution is the same as that at lower 
stimulus intensities. Current traces are shown for electrode 23 (asterisk in graph) at different stimulus intensities. 
(B) Changes in excitatory and inhibitory responses as a function of stimulus intensity for 2 electrodes. Electrode 23 is located within the region 
of peak excitatory and inhibitory inputs shown in (A), whereas electrode 11 is located outside this region. For electrode 11, the excitatory response 
is weak at all stimulus intensities, while the inhibitory response increases only moderately at higher stimulus intensities. For electrode 23, there 
is a large excitatory response and a weak inhibitory response at 5 V. At higher stimulus intensities, the excitatory response decreased due to 
truncation by the significantly increased inhibitory response. 
(C) For a second cell, stimulation at 5 V evokes unclustered inhibitory responses, while three clustered excitatory responses are evoked. Increasing 
the stimulation intensity to 10 V evokes a large clustered inhibitory response at the same electrodes at which the large central excitatory response 
was evoked at 5 V. At the higher stimulus intensity, the amplitude of the central excitatory response decreased due to truncation by the increased 
inhibitory response. Current amplitudes and current traces are the average of 10 consecutive sweeps. 
not alter the spatial pattern of evoked inputs by activating 
additional stray inputs. Another method, photostimulation 
using caged glutamate (Dalva and Katz, 1994), activates 
only cell bodies and dendrites. However, because this 
method activates only a small number of cells at a site, 
it is not capable of activating the disynaptic long-range 
inhibitory connections we were interested in studying, 
Cortical Origin of Orientation-Specific 
Surround Effects 
Previous studies demonstrated that the responses of neu- 
rons in primary visual cortex are both suppressed and 
facilitated in an orientation-specific manner by visual stim- 
uli placed outside their classical receptive fields (Gilbert 
and Wiesel, 1990). Iso-orientation surround suppression 
has been implicated in a number of perceptual phenom- 
ena such as texture segregation and pop-out (Knierim and 
Van Essen, 1992) as well as visual illusions such as the 
tilt illusion (Tolhurst and Thompson, 1975; Blakemore et 
al., 1970; Westheimer, 1990; Gilbert and Wiesel, 1990). 
Although horizontal connections are believed to mediate 
these effects, the functional pattern of excitation and inhi- 
bition mediated by horizontal connections, and its relation- 
ship to the system of orientation columns, has never been 
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Figure 10. Model Cortical Circuit Incorporating Long- and Short- 
Range Horizontal Connections 
Long-range excitatory clustered projections originate from pyramidal 
cells and link iso-orientation domains. Within each orientation domain 
(inset), these long-range projections make synapses onto other pyra- 
midal as well as nearby inhibitory neurons, which are locally intercon- 
nected. Activation of horizontal connections can evoke direct iso- 
orientation excitatory as well as multisynaptic inhibitory inputs onto 
pyramidal cells. Iso-orientation excitatory inputs are evoked when hori- 
zontal connections are weakly activated, since this is below the thresh- 
old to trigger inhibitory cells. Stronger activation evokes both iso- 
orientation inhibitory and excitatory inputs. 
examined directly. The iso-or ientat ion exc i tatory  and in- 
hibitory inputs we have observed  in the present  study rein- 
force the hypothes is  that hor izonta l  connect ions  mediate  
both suppress ive  and faci l i tatory or ientat ion-speci f ic  sur- 
round effects. 
Previous studies  also reveal  complex  sur round effects 
consist ing of combined  faci l i tatory and suppress ive  ef- 
fects, such as panor ientat ion  suppress ion  combined  with 
iso-or ientat ion faci l i tation (Ne lson and Frost, 1978). Such 
complex  effects could, in pr inciple,  ar ise f rom the patterns 
of  inputs we observed,  s ince the pattern of  exc i tatory and 
inhibitory inputs onto a cell was  not a lways  identical, and 
non- iso-or ientat ion inputs were  also observed.  Further-  
more,  we have also shown that the relat ive ba lance of  
exc i tatory and inhibitory inputs changed with changing 
st imulus intensity, provid ing a direct phys io logica l  corre- 
late for prev ious ly  reported sur round ef fects  that change 
their  sign and magn i tude  with changes  in br ightness  and 
contrast  (Gi lbert and Wiesel ,  1990). In this way, or ienta- 
t ion-select ive responses  cou ld  be dynamica l ly  modulated 
by hor izontal  connect ions  accord ing to the context  in 
which visual st imuli  are presented.  
Experimental Procedures 
Optical Imaging and Brain Slice Preparation 
Optical imaging and preparation of brain slices were performed as 
described in Weliky and Katz (1994). Images were acquired using an 
enhanced video acquisition system (Optical Imaging Inc.). We used an 
acquisition protocol that was similar to previously described methods 
(Bonhoeffer and Grinvald, 1993). Ferrets were monocularly stimulated 
through the contralateral eye with moving high contrast square-wave 
gratings presented on a video monitor placed 30-40 cm from the ani- 
mal. The gratings consisted of 0.98 ° wide bars at a spacing of 5.8 ° 
and drifted at 13°/s; they were presented at eight different orientations 
between 0 ° and 158 °. Gratings were drifted successively back and 
forth in opposite directions during each image acquisition trial, which 
lasted 3 s. From 10 to 30 trials were averaged for each grating. For 
each experiment, four presentation sessions were conducted: each 
session consisted of presenting one pair of orthogonal gratings. We 
found that the signal to noise ratio in images obtained by presenting 
orthogonal gratings in one session was much higher than that in im- 
ages obtained by randomly interleaving all eight orientations in one 
session. In a separate set of experiments, we confirmed that this paired 
method of stimulus presentation produced the same orientation map 
as when all eight g rating orientations were randomly interleaved. How- 
ever, fewer trials were needed by this method to produce high quality 
maps, which greatly reduced the acquisition time. 
To construct maps of orientation preference across a cortical region, 
responses were first obtained for gratings presented at the eight differ- 
ent orientations. Next, differential orientation images were produced 
by subtracting responses obtained from orthogonal orientations (Blas- 
del, 1992). Intensity variations over intervals larger than 1.2 mm were 
removed by smoothing the image with an appropriately sized convolu- 
tion kernel (all pixels uniformly weighted) and subtracting the result 
from the original. These images were normalized by dividing the devia- 
tion from mean at each pixel by the average absolute value deviation 
over the entire image. The resulting eight differential images were 
summed vectorially to produce a map of orientation preference ac- 
cording to previously described methods (Bonhoeffer and Grinvald, 
1993). For each pixel, the orientation preference was coded according 
to the colors shown to the right of the images in Figure 2A and Figure 
6A. The accuracy of the orientation maps was confirmed using single 
unit recording in a separate set of experiments. These experiments 
confirmed that the orientation preference of single units matched the 
orientation map produced by optical imaging. 
Either before or following the acquisition of images, reference injec- 
tions were made using glass pipettes (tip diameter - 30 p.m) filled with 
rhodamine-labeled fluorescent latex microspheres (Katz et al., 1984). 
The pipettes were inserted into the cortex to a depth of - 1-2 ram, 
and the microspheres were pressure injected using a Picrospritzer II 
(General Valve Corp., Fairfield, NJ). As the tip was withdrawn from 
the cortex, additional injections were periodically made at different 
cortical depths. Following the optical recording session, animals were 
deeply anesthetized with Nembutal (60 mg/kg, intraperitoneally). A 
block of occipital cortex, including the optically imaged cortical region, 
was cut from the brain and immediately placed into ice-cold artificial 
cerebrospinal fluid (ACSF; 125 mM NaCI, 1.3 MgSO4, 3.2 mM CaCI2, 
5 mM KCI, 5.2 mM KH2PO4, 10 mM dextrose, 25.7 mM NaHCO3). 
Tangential slices (350-400 ~m) were cut from this block of tissue and 
maintained in a heated interface chamber in an atmosphere of 95% 
02, 5% CO2. Only slices obtained from the first two tangential cuts 
were used, to ensure that primarily layers 2/3 would be contained 
within the slices. Whole-cell patch-clamp recordings were performed 
at room temperature while the slices were submerged and constantly 
perfused with oxygenated ACSF. 
Slice Electrophysiological Recording and Stimulation 
Recordings and stimulations were performed as described previously 
(Weliky and Katz, 1994). In brief, electrodes (5-9 M~) were pulled 
from glass capillary tubing and filled with a solution containing 110 
mM D-gluconic acid, 110 mM CsOH, 11 mM EGTA, 10 mM CsCI2, 1 
mM MgCI2, 1 mM CaCI2, 10 mM HEPES, 0.3 mM ATP, and 1.8 mM 
GTP. The recording pipette also contained biocytin (0.50/0) to label the 
recorded neurons. Conventional "blind patching" methods and instru- 
mentation were used to record from neurons in voltage-clamp mode 
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(Axopatch-1 D; Blanton et al., 1989). Neurons were held at -15 to -25 
mV to observe separated excitatory and inhibitory synaptic inputs, or 
at -66 mV to observe the combined or total excitatory and inhibitory 
synaptic input onto a cell. At the end of the experiment, slices were 
fixed (1-3 days in 4o/o paraformaldehyde in PBS [pH 7.4] at 4°C) and 
histologically processed as described elsewhere (Horikawa and Arm- 
strong, 1988). For electrical stimulation, a multielectrode array was 
used, which consisted of 24 monopolar electrodes arranged in a single 
row with - 60 p.m between adjacent electrodes. Each stimulating elec- 
trode consisted of a 25 ~m diameter tungsten wire, insulated except 
at the tip. Single test pulses were delivered to successive electrodes 
with a t0-30 s interval between pulses. Stimulus intensities were 
adjusted so that synaptic responses were below spike-generating 
thresholds. 
Alignment of Optical Maps with Recording and 
Stimulation Sites in Slices 
To align in vivo orientation maps with in vitro stimulation and recording 
position, we used camera lucida drawings and computer graphics soft- 
ware (Designer 3.1 [Micrografx] and custom programs). Only linear 
transformations such as scale and rotation were used for the alignment 
procedure. The accuracy of the alignment was ensured by a number 
of procedures. First, we optically recorded from a region of visual 
cortex that had relatively little curvature, and after removal from the 
brain, the block of visual cortex was carefully trimmed to optimize a 
parallel cut to the cortical surface. Second, we determined the accu- 
racy of our alignment procedure and predicted the magnitude of errors 
that could potentially arise. The injection sites were 90-180 p.m in 
diameter (mean = 125 ± 30 i~m). Linear transformations were applied 
to the two images being aligned until all injection sites were completely 
or greater than 50% overlapping. Thus, the average alignment error 
should not have been greater than half the average diameter of the 
injection sites, or about 60 p.m. We calculated that this spatial error 
on the orientation maps would only produce an orientation preference 
error of 8 ° ± 1 o. This orientation error is relatively small, since orienta- 
tion preference smoothly shifts across almost all areas of the optical 
maps, except at pinwheel centers and "fractures." Thus, most cells 
were located in regions where only small orientation preference 
changes occurred over a 60 ~m distance. Even at distances of 120 
~.m, average orientation changes of only 16 ° -+ 2 ° were observed. 
Calculation of Correlation Coefficients 
To determine quantitatively the similarity of experimental and com- 
puter-simulated synaptic input maps, the Pearson product-moment 
correlation coefficient (r) was calculated between pairs of cells (Glantz, 
1981): 
r = E[(X - XM)(Y - YM)]/[E(X - XM)2T_,(Y - YM)2] '~, 
where X and Y are the observed responses in cells 1 and 2, respec- 
tively, at each electrode, and XM and YM are the mean responses for 
each map. The magnitude of r describes the strength of the association 
between the two sets of responses, and the sign of r describes the 
direction of this association. For each electrode, X and Y responses 
will be positively correlated when they deviate from the mean in the 
same direction, and they will be negatively correlated when they devi- 
ate from the mean in opposite directions. 
Generation of Frequency Histograms 
First, each cell was placed at its aligned location in the orientation 
map, and the correlation coefficient ralign was determined between the 
cell's experimental input and the simulated linked iso-orientation input 
pattern. Next, each cell's stimulation and recording sites were shifted to 
10,000 random locations in the orientation map and randomly rotated 
without changing their geometrical relationship. At each of the random 
locations, a simulated input pattern was first calculated according to 
the model of linked iso-orientation columns, and then the correlation 
coefficient r,,,,~om was determined between the cell's experimental input 
and this simulated input pattern. We then counted how often ra~,g, ex- 
ceeded rra°uo~, which was graphed as a histogram in Figures 7D-7F. 
To determine the statistical significance of these distributions, new 
frequency histograms were calculated. Instead of calculating rali0n for 
each cell at its aligned location in the map, these new histograms 
were produced by calculating a new "ralign" for each cell at 500 random 
locations in the orientation map. These histograms revealed no bias 
toward cells for which "r~gn" exceeded rra,dom with a high frequency (see 
Figures 7D-7F, dotted lines), which is in contrast to the bias observed 
when cells were aligned (see Figures 7D-7F). Rather, uniformly flat 
distributions were produced in which an equal number of cells were 
found at all frequencies. 
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