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ABSTRACT 
In many applications, a controller must accommodate a plant with changing 
objectives, operating conditions, and behaviors. Such plants include a wide variety of 
complex mechanical systems including turbofan engines, aircraft, wind turbines, and 
internal combustion engines. Frequently, a fixed controller cannot accommodate such 
changes without significant deterioration in performance. A practical alternative involves 
switching or blending among a family of controllers in response to changing objectives 
and behaviors, thereby allowing improved performance over a fixed controller. 
Bumpless-transfer and gain scheduling are two common techniques that rely on 
controller switching or blending. The broad appeal of such techniques arises from 
addressing each situation individually rather than the entire set simultaneously. 
Consequently, each controller may be optimized and tuned for its respective situation 
without incurring trade-offs that compromise performance for the remaining situations. 
However, switching and blending controllers may induce undesirable transients, 
which may lead to performance losses and instability. For example, switching between 
controllers with integrators may severely degrade performance due to a phenomenon 
called integrator windup. Even very simple controllers and systems can suffer ill effects 
from controller switching. In brief, closed loop performance degradation resulting from 
  iii 
controller switching and blending can be attributed to "controller fighting" or improper 
coordination and sharing of a single set of plant inputs among the controllers. 
This research focuses on designing the dynamic transition between controllers, 
termed controller interpolation, to meet stability and performance objectives. First, an 
intuitive definition of the controller interpolation problem is presented. The resulting set 
of controller interpolation criteria is translated into a parameterization of all stabilizing 
interpolated controllers leveraging a Youla controller parameterization. Second, an 
interpolation framework is proposed for cases that lack an appropriate controller 
parameterization. The proposed framework mediates the interaction among controllers 
and includes interpolated controller parameterizations as a special case. For a class of 
linear parameter-varying plants, a convex optimization problem was formulated using the 
framework, and the framework is applied to optimize the gain scheduled controller 
interpolation with respect to an H∞ norm. 
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CHAPTER 1   INTRODUCTION 
In this dissertation, controller interpolation defines the transition among a family 
of controllers. Under that definition, controller interpolation is a component of a wide 
variety of controller implementations that involves switching or blending among a family 
of controllers. For example, controller interpolation has been an intrinsic component of 
switched control and gain scheduled control for decades. By quickly changing or 
switching the controller behavior among a family of controller behaviors, the switched 
controller can be used to quickly adjust the control law for the operating condition. Two 
applications of the basic philosophy of switched control include bumpless transfer and 
adaptive control. Similarly, a gain scheduled controller accommodates a priori known 
variations in plant behavior with complementary variations in controller behavior. The 
variations in plant behavior are captured by a measurable scheduling variable, thereby 
allowing the controller to be ‘scheduled’ according to the online measurements of the 
scheduling variables.  
As an example of controller switching, consider a chemical process operator 
manually switching among a set of proportional-integral-derivative (PID) gains in order 
to accommodate for changes in operating conditions. By switching or retuning the PID 
gains, the PID gains become a function of the operating condition. In contrast, a 
controller that is not a function of the operating condition may be tuned to perform well 
  Chapter 1   Introduction 
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at one operating point only to perform poorly at another. Consequently, an operating 
condition dependent controller exhibits improved performance over a broader range of 
operating conditions. That simple example illustrates one of the primary attractors to 
switched and gain scheduled controller approaches in industrial applications. Although 
controller interpolation is present in a broad range of industrial applications, and more 
recently theoretical applications, little effort has been explicitly directed towards 
controller interpolation design with analytical guarantees. 
The following presents a conceptual view of controller interpolation. An overview 
of the controller interpolation literature is presented in the context of controller 
parameterization. Provided an interpolated controller may be viewed as part of a 
parameter-varying or switched system, literature discussing stability and performance 
analysis of such systems is reviewed. Lastly, the gain scheduling problem is discussed in 
the context of the four steps of its design cycle. 
1.1 CONTROLLER INTERPOLATION 
Consider the design of a linear controller to meet a set of non-simultaneous design 
objectives. When the current objective is measurable but the sequence of objectives is 
unknown a priori, a classical approach may involve designing a linear controller to 
simultaneously address all the objectives. Nevertheless, limitations such as the Bode 
Sensitivity Integral Relation [25],[94] can make a single parameter-invariant linear 
controller unsuitable to simultaneously satisfy all of the objectives. Instead, some sort of 
trade-off may be established, for example, by sacrificing one objective for another. The 
dashed line in Figure 1.1 represents the desired normalized performance level for two 
different objectives. The curve represents the normalized performance of a parameter-
  Chapter 1   Introduction 
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invariant linear controller design for combinations of two objectives. Figure 1.1 presents 
a case where the prescribed performance level is met for combinations of the objectives, 
but the linear controller is unable to simultaneously meet the performance specifications 
for both objectives. An alternative approach entails designing a controller specifically for 
each of the two objectives, see Figure 1.2. Assuming the current objective is a 
measurable parameter, the controller corresponding to the current objective is employed, 
thereby allowing both objectives to be met.  
pe
rfo
rm
an
ce
obj. 1 obj. 2
Objectives
Classical
pe
rfo
rm
an
ce
obj. 1 obj. 2
Objectives
Alternative
Figure 1.1: Classical multi-objective controller 
design approach 
Figure 1.2: Alternative multi-objective controller 
design approach 
When the objective varies with time, either over the discrete set or combination of 
objectives, the transitions between objectives causes the composite controller to 
effectively behave like combinations of the individual controllers. Assuming the 
individual objectives and their corresponding controllers are the primary focus, the 
behavior and the performance for transitions between objectives is not specified by the 
individual controller designs. The combinations of controller behavior produced may be 
thought of as a type of controller interpolation. Figure 1.3 provides a conceptual 
illustration, where xi represents an objective and yi represents the corresponding 
controller behavior. The corresponding question that accompanies controller interpolation 
is “What is the desirable or ‘optimal’ method to interpolate between controllers?” The 
purposeful simplicity in Figure 1.3 suggest perhaps a good interpolation between (x1, y1) 
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and (x2, y2) might be the shortest path connecting the two points, which is the straight line 
b in Figure 1.3. However, in practice linear controller interpolation is not so easily 
captured as a linear interpolation of behaviors. In the following chapters we look at 
designing the interpolated controller by optimizing the closed loop performance system 
subject to a set of constraints.  
 
Figure 1.3: Interpolation of controller behavior 
1.2 CONTROLLER PARAMETERIZATION FOR INTERPOLATION 
A basis of parameters by which controller behavior is described is called a  
controller parameterization. For classical control methods, the input-output behavior of a 
LTI controller is described by its frequency-dependent transfer function. In single-input-
single-output (SISO) systems, a rational transfer function may be stated in terms of its 
polynomial numerator and polynomial denominator. Consequently, the parameters of the 
transfer function, hence the parameters describing the controller, are often related in 
terms of the coefficients of the numerator and denominator polynomials or the gain, the 
roots of the denominator polynomial (poles), and the roots of the numerator polynomial 
(zeroes). 
  Chapter 1   Introduction 
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1.2.1 Classic Parameterization 
In terms of parameterization for the purpose of controller interpolation, it is of 
interest to choose a parameterization that lends insight for effective controller 
interpolation design. As one might expect, interpolating controllers in terms of the 
transfer function coefficients or poles and zeroes [64] were among the initial attempts at 
effective controller interpolation. Many other ad-hoc parameterizations have followed, 
including interpolating the balanced realization state-space matrices, Riccati solutions 
[71], observer and state-feedback gains [42], etc. [74]. In large part, such approaches lack 
any formal stability or performance guarantees, thus requiring analysis and extensive 
simulations to validate stability and performance.  
1.2.2 Controller Blending and Bumpless Transfer 
Perhaps the simplest and most easily implemented form of controller 
parameterization is done by running multiple controllers in parallel and switching 
between the controller outputs. Oftentimes referred to as controller blending [77], it does 
not require controllers to have matching sets of gains, poles, zeros, states, etc. However, 
blending unstable controllers is not without its own problems, as evident in literature 
dealing with parameterizing stable controllers [28], bumpless transfer [92],[32],[50], 
integrator windup [32],[50], and starting up unstable controllers [92],[78]. 
Bumpless transfer evolved from the simple notion of initializing the states of the 
offline controller such that its output matched the output of the online controller 
[32],[50]. By doing so, control practitioners hoped to ensure a smooth switch from the 
online controller to the offline controller. Bumpless transfer focuses on minimizing the 
transients induced by a single discrete switch between two stabilizing controllers [92]. 
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Given the controllers may not be directly modifiable, the inputs and outputs of the 
controllers are injected with signals from a bumpless compensator. Typically, the 
controller handoff is performed at or near steady-state operating conditions in order to 
facilitate a safe handoff for a complex nonlinear plant. Consequently, [79] only considers 
a quadratic cost controller output matching problem and does not consider the plant 
model. Beyond dwelling a sufficient period of time between controller switches, 
techniques that are not model-based can guarantee little in the way of closed loop 
stability. 
The L2 (l2) bumpless transfer problem, as defined in [92] and [93], seeks to 
minimize the difference between a target trajectory and the actual trajectory. In [93], the 
solution to the L2 (l2) bumpless transfer problem is a model-based solution utilizing linear 
matrix inequalities to construct a bumpless transfer compensator. As discussed in [92], 
the model-based solution can provide stability for arbitrary switching. Similar to the 
model-based bumpless compensator design, [10] addresses bumpless transfer via Youla 
parameterization. However, [78] and [10] do not explicitly seek to minimize a bumpless 
transfer metric as in [92] and [93]. 
1.2.3 Youla Parameterization 
Sometimes termed Youla-Bongiorno-Jabr-Kucera (YBJK) parameterization, 
Youla parameterization was originally introduced by Dante Youla in 1976 as a 
parameterization mapping all stabilizing controllers to a class of stable systems [89],[90]. 
Explicit Youla parameterized state-space formulas based on observer-based controllers 
have been thoroughly discussed in the literature for LTI [31],[37],[94], linear time-
varying (LTV) [37],[91], and linear parameter-varying (LPV) [88] systems. In regards to 
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the controller interpolation problem, Youla parameterization has been proven to be quite 
useful [10],[9],[65],[70],[77]. Quite similar to controller blending, the outputs of the 
Youla parameters are blended in [10] , [9], [65], and [70], thereby constituting a variation 
of controller blending with some level of stability guarantees. Hespanha and Morse 
guarantee closed loop stability for arbitrarily fast switching by switching between 
appropriate state-space realizations of the Youla parameters [39]. Similarly, [77] blends 
the state-space coefficients of the Youla parameters to produce an interpolated controller 
that is guaranteed to stabilize for rate-limited interpolation. In [1],[67], state 
transformations are used to restate stabilizing controllers in observer-based form, thereby 
guaranteeing a stabilizing interpolated controller via the rate-limited  state space 
interpolation techniques applied in [77].  
1.2.4 Parameterization via Linear Matrix Inequalities 
Linear matrix inequalities (LMIs) are used to synthesize controllers for a broad 
range of control problems [24],[62]. LMI-based finite-dimensional controller 
parameterizations parameterize the class of controllers satisfying a given H∞ performance 
level [34],[43]. Unlike Youla parameterization, [43] uses a set of two positive definite 
matrices and a norm bounded matrix to parameterize each finite-dimensional controller. 
Similarly, [62] provides an explicit controller parameterization for a class of objectives 
amenable to an LMI formulation. 
1.3 STABILITY ANALYSIS AND CONTROLLER SYNTHESIS 
Interpolating among stabilizing controllers does not necessarily imply the 
interpolated controller is stabilizing. Consequently, controller interpolation is 
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interminably linked to stability analysis of the resulting parameter-varying or switched 
closed loop system. Another closely related topic is the stabilization of parameter-varying 
systems via stabilizing parameter-varying controllers. The following reviews literature 
dealing with stability analysis and stabilization of LPV and switched systems for several 
classes of switching and time-varying parameters. 
Linear parameter-varying (LPV) systems are linear systems that depend on a set 
of parameters. In the case of an interpolated controller, the parameter dependence is due 
to the interpolation of multiple linear controllers. If the LPV closed loop system is stable 
for every frozen member of the parameter set, then the LPV system is stable if the 
parameter is time-invariant. Furthermore, the closed loop system is stable for sufficiently 
slow parameter variation [74],[76]. Normally the parameter set is considered to be a 
continuum, but in other cases the parameter set may be considered to be a discrete, 
possibly uncountable, set. Such LPV systems with discrete parameter sets may be 
referred to as switched systems. 
A switched system, in the context of this discussion, means a hybrid dynamical 
system consisting of a family of subsystems and a rule that orchestrates the switching 
among them [56]. For the interpolated closed loop system, each subsystem corresponds 
with the closed loop system produced by constituent controllers of the interpolated 
controller. If the switched system is stable for each member of the subsystem family, then 
obviously the switched system is stable in the absence of switching. Similar to LPV 
systems, conventional wisdom holds that stability is usually ensured if switches between 
subsystems happen sufficiently infrequent to allow transient effects to dissipate [56],[57].  
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1.3.1 Arbitrarily Fast 
On the other end of the spectrum from sufficiently infrequent switching and 
sufficiently slow parameter variation are arbitrarily fast switching and parameter 
variation. The state trajectories of switched and LPV systems under arbitrarily fast 
switching and parameter variation, respectively, can be represented by the convex hull of 
the family of subsystems, thereby forming a differential inclusion [25],[57]. Such systems 
are stable if and only if there exists a common Lyapunov function [14],[16],[19],[57]. 
One type of common Lyapunov function is composed of hyperplanes forming a 
convex polyhedral function. The existence of a polyhedral Lyapunov function is a 
necessary and sufficient condition for stability and stabilizability [14],[15]. For plants 
that are affinely dependent upon the time-varying parameters, it has been shown via 
polyhedral Lyapunov functions that if there exists a nonlinear gain scheduled (parameter-
dependent) stabilizing state feedback control law then there exists a linear gain scheduled 
stabilizing state feedback control law [16],[18],[19]. In the continuous-time case, 
existence of a gain scheduled stabilizing control law implies existence of a robust 
(parameter-independent) control law [16],[19]. In contrast, the existence of a gain 
scheduled stabilizing control law does not imply the existence of a robust control law, 
and the notion of duality holds for detectability and the separation principle [18],[19]. 
Nevertheless, polyhedral Lyapunov functions for determining stability and stabilizability 
are computationally difficult to determine [21],[22]. In addition, there are difficulties 
associated with deriving explicit formulas for implementing a stabilizing state feedback 
control law [17].  
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The existence of a quadratic Lyapunov function is a necessary and sufficient 
condition for exponential stability of linear time-invariant (LTI) and linear time-varying 
(LTV) systems. Unlike polyhedral Lyapunov functions, quadratic Lyapunov functions 
readily yield stabilizing control laws. The study of stability in the context of quadratic 
Lyapunov functions gave rise to the term quadratic stability, which is stability verified 
via quadratic Lyapunov function [8],[25]. Consequently, a broad class of closed loop 
analysis and design problems are associated with the quadratic stability framework 
[8],[24], [25],[31],[35],[39],[43],[62],[68],[75],[88],[94]. Analysis and synthesis via 
quadratic stability is greatly facilitated by the use of computationally efficient linear 
matrix inequalities. Linear matrix inequalities are a form of semi-definite programming, 
and the computation time increases in polynomial-time with respect to the complexity of 
the semi-definite program [63],[82]. 
As a result, quadratic Lyapunov functions are one of the earliest and most 
dominant forms of common Lyapunov functions; however, the existence of a quadratic 
Lyapunov function is sufficient, not necessary, for stability of LPV and switched systems 
[15],[25],[57]. The explicit construction of LPV controllers with theoretical guarantees is 
largely associated with gain scheduling [3],[51],[66],[74]. Driven by work on 
quadratically stabilizing control laws in [8],[25], [3] and [66] discuss robust LPV 
controller design for arbitrarily fast parameter variation for a quadratic H∞ performance 
metric. Gahinet and Apkarian [3] addressed LPV controller synthesis for LPV plants with 
affine parameter dependence in the state-space, whereas Packard [66] used a scaled small 
gain theorem framework for parameter-dependence expressed in the form of a linear 
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fractional transformation composed of a linear plant and a structured parameter-varying 
matrix. 
In general, determining the stability of discrete-time hybrid systems is considered 
to be undecidable [21],[22],[23]. Lee and Dullerud have recently introduced necessary 
and sufficient conditions for stability of discrete-time switched and parameter-varying 
systems [54], [53]. The result relies on path-dependent quadratic Lyapunov functions to 
prove uniform stability for LTV system produced by each path. The conditions do not 
completely remove the NP-hard (non-deterministic polynomial time) computational 
aspect due to the absence of a bound on path length required to certify stability. 
1.3.2 Rate and Dwell-Time Limited 
A variation upon quadratic Lyapunov functions is parameter-dependent quadratic 
Lyapunov functions. The existence of a parameter-dependent Lyapunov function is a 
necessary and sufficient condition for stability of parameter-invariant LPV systems. In 
the parameter-varying case, a parameter dependent Lyapunov function can be used to 
certify stability for rate-limited parameter variation [6],[77]. Parameter dependent LMIs 
produce sufficient conditions for the existence of a parameter dependent Lyapunov 
functions. Robust semidefinite programming problems, associated with parameter 
dependent LMIs, are known to be NP-hard.  Apkarian and Tuan [6] introduce systematic 
relaxations to repose such problems in the form of standard LMI problems. Placing a 
bound on the parameter variation rate offers two advantages: an increased interval of 
stable parameter interval and an improved performance metric. The advantages offered 
by bounded parameter rates are emphasized by closely related LPV controller synthesis 
techniques. However, parameter dependent Lyapunov functions can destroy the convex 
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nature of the synthesis conditions, thus creating parameter-dependent LMIs requiring an 
infinite number of constraints. Initial convex synthesis techniques were developed by 
gridding the parameter-space and assuming the parameter-rate, as well as the parameter, 
was measurable [84]. Apkarian and Adams focused on reducing the computational effort 
and eliminating the assumption of measurable parameter-rate [5]. Wu [85] discusses a 
generalized framework for rate bounded LPV systems that unifies the small-gain and 
control Lyapunov function perspectives. Recent work by Wu and Dong [86] 
parameterizes the matrices associated with the parameter dependent Lyapunov function 
via linear fractional transformations (LFTs), thereby allowing the associated synthesis 
condition to be specified as a finite number of LMIs. 
Dwell-time limited switching ensures that the transients sufficiently dissipate 
before switching again. Dwell-time switching stability analysis in [30] and [57] employs 
multiple Lyapunov functions, where each Lyapunov function corresponds with a discrete 
mode. Note the mode-dependent Lyapunov function is analogous to the parameter-
dependent Lyapunov function. Average dwell-time allows bursts of switching to occur as 
long as the average dwell-time constraint is met [57]. Based on results certifying stability 
for switched systems with a given dwell-time, [58] introduces non-convex conditions, 
with convex special cases, for synthesis of LPV controller with hysteresis or average 
dwell-time constraints. Bett and Lemmon discuss issues related to dwell-time, bounded 
amplitude performance, and estimation of switching times [11].  
1.3.3 State-Dependent 
Oftentimes a switching law may be a function of system states, and such systems 
can be modeled as piecewise linear systems [44],[45]. On the other hand, piecewise linear 
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systems can also be used to analyze smooth nonlinear systems with arbitrary accuracy 
[44],[69]. Furthermore, piecewise linear systems possess particularly interesting 
properties such as stable and stabilizable systems composed of unstable and 
uncontrollable systems, respectively, and vice versa. Determining stability and 
stabilizability for discrete-time piecewise linear systems is considered to be undecidable 
or NP-hard, as illustrated by a simple two-component example in [21]. Consequently, 
various forms of candidate Lyapunov functions are used to certify stability in place of 
exact, well understood stability tests used for linear systems. Piecewise quadratic 
Lyapunov functions offer one form of candidate Lyapunov function for verifying stability 
of piecewise linear systems [45],[72],[73]. Rantzer and Johansson investigate a patched 
linear quadratic optimal control law that produces a lower bound for the quadratic cost 
using Hamilton-Jacobi-Bellman inequalities. Synthesis of state feedback control laws 
guaranteeing stability and excluding chattering are discussed in [72],[73]. 
1.4 GAIN SCHEDULING 
In contrast to changing the controller behavior to accommodate changing tasks or 
objectives, gain scheduling changes the controller behavior to accommodate changing 
plant behaviors. For example, a well-behaved nonlinear plant linearized at several 
operating points may present different plant behavior in the form of linear models. In the 
simplest case, the changing plant behavior can be represented by a switched or LPV plant 
model. Thus, in addition to the arguments introduced above for controller interpolation, 
Blondel has shown the existence of a controller simultaneously stabilizing three or more 
plants is rationally undecidable [20]. However, if a stabilizing controller can be designed 
for each plant model, stability can generally be assured for sufficiently large dwell-times 
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or slow parameter variation [76]. Consequently, it is advantageous from a stability and 
performance standpoint to have a controller that is scheduled to correspond with plant 
behavior.  
Gain-scheduling derives its name from individual controllers, or gains, being 
interpolated, or scheduled, based on a scheduling variable. The scheduling variable 
captures the changing plant behavior, and the scheduling variable which is measurable 
online [76]. Traditionally, gain scheduling has been used to provide improved 
performance over an enlarged portion of the scheduling space by creating a patchwork 
consisting of local controllers optimized and tuned for their respective regions in the 
scheduling space. As a result, gain scheduling can be viewed as an approach that breaks 
down the control design problem for a plant with implicitly changing behavior into 
several smaller linear sub-problems. The divide-and-conquer nature of the problem is 
captured in the basic steps of gain scheduling [46],[51],[74]: 
1. Choose the operating points or regions in the scheduling space that are of interest. 
2. Design a local controller for each operating point or region. 
3. Integrate the local controllers as a function of the scheduling variable to form a 
gain scheduled controller. 
4. Assess the gain scheduled closed loop stability and performance. 
The following discussion of the gain scheduling literature is placed in the context of the 
above gain scheduling steps. 
1.4.1 Step 1: Choose Family of Design Points 
The first step involves computing a LPV model of the plant. The most common 
approach uses Jacobian linearization to obtain a linearized model of the nonlinear plant 
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for a family of equilibrium points or operating points [74]. Linearization scheduling 
derives a parameterized family of plant models corresponding to fixed values of 
scheduling variables. Scheduling variables are functions of exogenous or endogenous 
signals. Another approach, known as quasi-LPV scheduling, disguises plant 
nonlinearities as time-varying parameters defined as scheduling variables. Quasi-LPV 
representations are not necessarily unique, and there may be difficulty in finding a 
suitable representation for controller design [74]. 
In some cases, it is infeasible to derive nonlinear models of complex systems for 
explicit linearization. In such cases, a collection of operating points is often 
experimentally identified, and a bumpless transfer philosophy is adopted that is more 
amenable to a hybrid-like model. Note we use the term hybrid model loosely in the likely 
absence of meaningful input, output, and state correlation between operating points, 
thereby disallowing a LPV model.  
The choice of the individual design points are often performed in a manner 
satisfying what is called the covering condition [77]. Given that gain scheduling is 
motivated by the fact that no single linear controller provides adequate performance over 
the entire scheduling space, each controller is said to cover a portion of the scheduling 
space. In order to ensure the existence of a gain scheduled controller that covers the entire 
scheduling space, the covering condition requires the union of the local covered regions 
cover the entire scheduling space. Anderson et al. [2] provide one technique for 
determining an appropriate model set to meet the covering condition. If the covering 
condition is not met, then more design points are chosen until the covering condition is 
met. Once the covering condition is met, the existence of a stabilizing gain scheduled 
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controller is guaranteed for slow enough scheduling [76],[77]. The basic argument for 
existence of a gain scheduled controller is based on the intuitive notion that at least one 
local controller stabilizes the plant for each point in the scheduling space, and stability is 
ensured by properly interpolating or switching among the controllers based on the 
scheduling variable [74]. 
1.4.2 Step 2: Design Local Controllers 
Perhaps, the least has been written about this particular step, because it has served 
as the practical foundation for the gain scheduling approach. Local controller design via 
powerful linear design tools has traditionally focused on closed loop performance for a 
given frozen-parameter. As discussed in step 3, local controller designs addressing only 
frozen-parameter closed performance will necessitate some form of interpolation to yield 
a scheduled controller. On the other hand, LPV control synthesis techniques directly 
produce a scheduled controller that accommodates time-varying parameters, thereby 
coupling step 2 and 3. In a sense, LPV control techniques simultaneously design all the 
frozen-parameter local controllers. Due to the coupling of the frozen-parameter closed 
loop behavior over parameter space, some of the ability to divide-and-conquer the 
controller design is forfeited.  
1.4.3 Step 3: Gain Schedule Local Controllers 
The local controllers are integrated into a gain scheduled controller in a manner 
that guarantees at least some level of stability and performance for the gain scheduled 
closed loop. The construction of a gain scheduled controller will be discussed in two 
aspects [64]: 
a) Construct an LPV controller stabilizing the corresponding LPV plant.  
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b) Ensure the linearized nonlinear closed loop system is equivalent to the linear 
closed loop system consisting of the LPV plant and LPV controller. 
In the context of the gain scheduling design steps, synthesis of an LPV controller 
involves patching together the local controllers into a single parameter-varying controller. 
However, there is a limited discussion on controller interpolation in the literature, as 
apparent by Rugh and Shamma’s comment [74]: 
Much of the literature assumes a continuous interpolated controller is available 
and ignores the need to interpolate controllers in the case of isolated point 
designs.  
Only recently has the literature begun to address the dearth of controller interpolation 
techniques with theoretical guarantees, as highlighted by the recent surge of papers on the 
topic [9],[10],[39],[70],[77],[92],[93]. For further discussion on the subjects of the 
individual papers, see the above discussion on controller parameterization. 
Provided the covering condition discussed in Step 1 is satisfied, existence of a 
stabilizing gain scheduled controller is ensured by once again evoking the sufficiently 
slow scheduling mantra [51],[77]. Stilwell [77] presents a unique contribution 
guaranteeing the existence of an interpolated controller for some parameter-rate bound 
via a constructive proof. The interpolation results in [77] rely on a parameter dependent 
plant model to construct the interpolated controller. In contrast, the bumpless-transfer 
type of approach typically assumes the handoff between controllers takes place at a safe 
design point with linearly approximated dynamics [9],[10],[92],[93]. 
The linearization-based gain scheduling approach produces an LPV controller 
corresponding to the LPV plant produced by linearizing the plant over the scheduling 
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space. Direct implementation of an LPV controller on the nonlinear plant may result in 
loss of performance and even instability due to the presence of hidden coupling terms 
[46]. Hidden coupling terms can appear in addition to the linear closed loop system, 
consisting of the linearized plant and LPV controller, when linearizing the nonlinear 
closed loop system [51],[64]. Hidden coupling terms arise due to deviations from 
equilibrium values being fed through the scheduling variable [64]. Lawrence and Rugh 
provide necessary and sufficient conditions for the recovery of the linear closed loop 
systems, and note the importance of the placement of integrals in linearly equivalent 
realizations of a controller [51]. Kaminer et al. highlight the importance of integrator 
placement through a combination of integral control and measurement differentiation to 
mitigate the effects of the hidden coupling terms [46]. 
1.4.4 Step 4: Evaluate Closed Loop System 
Closed loop performance and stability evaluation involves two primary 
components: evaluation using analytical techniques and qualitative evaluation of the 
global closed loop performance and stability. In the best case, global performance metrics 
are an integral component of the local controller integration into a gain scheduled 
controller in step 3. However in the more classical gain scheduling techniques, aspects 
such as closed loop performance and stability are not guaranteed due to factors such as 
ad-hoc controller interpolation, incomplete plant parameterization, hidden coupling 
terms, etc. Consequently, it is all the more important that stability and performance is 
ascertained either by the performance and stability analyses discussed above or extensive 
simulation and testing [74]. In the case that the global closed loop stability and 
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performance results are not satisfactory, the gain scheduling design cycle steps are 
repeated, making appropriate design corrections along the way. 
1.5 A MOTIVATING EXAMPLE 
The behavior of many types of mechanical systems changes with respect to 
operating condition. Examples of gain scheduling being used for such systems include 
control of wind turbines [13], engine control [83], vehicle control [41],[59], and aircraft 
control [4],[36]. The aircraft example discussed in [4] and [36] will be further discussed 
in a demonstrative example in Chapter 4 of this dissertation. The following briefly 
discusses the vehicle dynamics dependency on speed and road conditions. 
Various control technologies have been developed to help drivers accommodate 
for adverse driving condition changes in emergency situations. For example, the 
Electronic Stability Program (ESP) technology—recently developed by Mercedes and 
adopted by many other automobile manufactures under various other labels, such as 
Electronic Stability Control (ESC)—is a safety technology aimed at helping the driver to 
maintain control under adverse driving conditions. The ESP compares the drivers’ 
intended direction, inferred by the steering angle, with actual direction. If necessary the 
ESP compensates for understeer or oversteer with a combination of individual wheel 
braking and engine power reduction. According to a National Highway Transportation 
Safety Administration (NHTSA) study, ESC is approximately 30% effective in 
preventing fatal single-vehicle passenger car and 63% for sport utility vehicles. For all 
single vehicle crashes, the corresponding statistics are 35% and 67% [29],[80]. As a 
result, the NHTSA has mandated in the federal motor vehicle safety standard (FMVSS) 
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No. 126 that ESC be included on every new light vehicle under 4,536 kg (10,000 lbs) by 
September 2011 [80],[81]. 
In order to illustrate how the driving conditions can effect the vehicle response to 
steering inputs, consider a simple linear bicycle model [26] 
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Table 1.1 defines the model parameters in (2.1), and Figure 1.4 presents a basic diagram 
of the bicycle model. The parameter values specified in Table 1.1 are for a Mercedes E-
class sedan [12]. 
Table 1.1: Closed loop performance measured by ||e||2 for elliptical parameter trajectories 
Symbol Description Value 
a Distance from front axle to vehicle center of gravity 1.30 m 
b Distance from rear axle to vehicle center of gravity 1.50 m 
m Vehicle mass 1640 kg 
Iz Vehicle moment of inertia 3500 kg·m2 
Cαf Cornering stiffness of vehicle front tires 1.0E5 kg·m/s2 
Cαr Cornering stiffness of vehicle rear tires 1.6E5 kg·m/s2 
U Vehicle longitudinal velocity [10,30] m/s 
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Figure 1.4: Bicycle model diagram 
 
The dynamics of the vehicle can change significantly with changes in the vehicle 
velocity and cornering stiffness. Note very low cornering stiffness is similar to low 
friction conditions [26] (Section 5.4). Figure 1.5 illustrates the variations of the pole 
locations of the bicycle model for various vehicle velocities, where the vehicle behavior 
becomes more oscillator as velocity increases. Similarly, Figure 1.6 illustrates how the 
effective steady-state gain changes with respect to velocity. Especially in emergency 
situations, the vehicle velocity and road conditions are not time-invariant; therefore the 
bicycle model can be regarded as a parameter-varying system. An appropriate control 
system accommodates for the changes in velocity and driving condition, thereby 
enhancing vehicle safety. Gain-scheduled control is one such control methodology that 
has been used to accommodate changing vehicle dynamics [41],[59]. 
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Figure 1.5: Parameter root locus with respect to velocity 
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1.6 THESIS OUTLINE 
As discussed above, theoretical controller interpolation results are, in large part, 
absent from control systems literature. Chapter 2 focuses on the controller interpolation 
problem for the simplest case first, parameter-invariant linear systems. The controller 
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interpolation problem is rigorously defined in terms of the controller interpolation 
criteria. Leveraging a Youla parameterization, the controller interpolation criteria are 
equivalently restated as the controller parameterization criteria. With the additional 
insight provided by the controller parameterization criteria, the discussion concludes that 
there always exists an interpolated controller satisfying the controller interpolation 
criteria for both the nominal and robust H∞ cases. 
Chapter 2 relies upon the existence of an appropriate controller parameterization 
in its arguments for the existence of an admissible interpolated controller. In contrast, 
Chapter 3 proposes perspectives that may be used in cases where such a parameterization 
is not readily available. A critical aspect of controller interpolation involves how 
controllers designed for different tasks coordinate and share information in order to attain 
a common goal. In order to allow the discussion in Chapter 3 to be readily related to the 
results of Chapter 2, Chapter 3 focuses on designing the controller interpolation to 
optimize the closed loop performance in the H∞  norm sense. Two complementary 
perspectives for controller interpolation enable the controller interpolation problem to be 
discussed from a convex optimization perspective. As a result, a set of linear matrix 
inequalities are shown to be necessary and sufficient conditions for the existence of an 
admissible interpolated controller. 
Chapter 4 applies the results of Chapter 3 towards interpolating local controllers 
to form a gain scheduled LPV controller. To the best of the author’s knowledge, no work 
to date has provides theoretical guarantees by construction for interpolating local 
controllers to form a gain scheduled LPV controller, with the exception of [77] and 
associated work. The LMI-based LPV controller synthesis techniques discussed above 
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yield self-scheduled controllers that simultaneously design the local controller behavior 
along with the global LPV controller behavior. Besides addressing the synthesis of a gain 
scheduled LPV controller with respect to a quadratic H∞ performance metric, the results 
of Chapter 4 include the self-scheduled LPV controller synthesis results of [4] as a 
special case. An example involving the control of the longitudinal dynamics of a missile 
is used to illustrate the advantages of the robust gain scheduling approach. 
Last, Chapter 5 discusses future work in the context of the research presented in 
this dissertation. Chapter 5 seeks to highlight future opportunities and challenges in 
applying this work to other situations not addressed in this dissertation. 
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CHAPTER 2 CONTROLLER INTERPOLATION 
Much of the literature assumes a continuous interpolated controller is available and 
ignores the need to interpolate controllers in the case of isolated point designs.—
(Shamma and Rugh, 2000) 
2.1 INTRODUCTION 
This chapter considers the controller design problem where it is desired to meet 
not one but several objectives changing with time. The classical design approach attempts 
to simultaneously address all the objectives with a single controller, whereas an 
alternative approach switches or blends among a family of controllers that correspond to 
the objectives.  Arbitrary switching and blending between controllers is not necessarily a 
stable or robust process and is a problem of both practical and theoretical interest 
[39],[57],[74]. The transition between controllers is defined by the controller 
interpolation, and the composite of the individual controllers and the controller 
interpolation is termed the interpolated controller. This chapter addresses the design of 
interpolated controllers using Youla parameterization and a similar robust controller 
parameterization. 
The foremost constraint for controller interpolation is to preserve closed loop 
stability, whereas the secondary goal pertains to optimizing closed loop performance. 
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Numerous examples are available in the literature demonstrating that switching or 
blending among stabilizing controllers can destabilize the closed loop system [57],[77]. 
Recent work [39],[65],[70] has leveraged Youla parameterization as a vehicle for 
ensuring a stable closed loop system while switching or blending among stabilizing 
controllers. However, no work to date has explicitly addressed how to interpolate 
controllers such that a prescribed performance level is maintained while switching or 
blending among stabilizing controllers.  
2.1.1 Chapter Outline 
In the remainder of Section 2.1, the controller interpolation problem for linear 
time-varying (LTV) systems is defined by setting forth a set of criteria for admissible 
interpolated controllers. As suggested in Chapter 1, controller interpolation depends on 
how the behavior of the controllers are parameterized. This chapter considers 
parameterizations presented in the framework of a lower linear fractional transformation 
(LFT). Two controller interpolation problems, nominal and robust controller 
interpolation, are addressed in this chapter; therefore, two variants of the LFT 
parameterizations are used. Nominal controller interpolation is concerned with satisfying 
the controller interpolation criteria for a plant with precisely known dynamics. In Section 
2.2 the controller interpolation criteria are reformulated in terms of the Youla 
parameterization. Youla parameterization readily dispatches the nominal controller 
interpolation problem, however it yields little, if any, direct insight into the interpolation 
of a set of controllers stabilizing an uncertain system, termed the robust controller 
interpolation problem. Section 2.3 discusses the robust controller interpolation problem 
in terms of H∞ theory, which is also conducive to viewing controller interpolation in 
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terms of a performance metric. Last, Section 2.4 summarizes the contributions of the 
chapter. 
2.1.2 Linear Time-Varying Systems 
Consider the nonlinear system, 
 
( )
( )
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y h t x u
=
=

, (2.1) 
where mu ∈\ , nx ∈\ , py ∈\ , F and h are locally Lipschitz functions of x and u. Let 
( ) ( ) ( ) ( )( ), ,t x t u t y tΞ =  denote an explicit trajectory satisfying the dynamics (2.1) of 
the nonlinear system. Ignoring the higher order terms of the series expansion, the 
nonlinear system may be locally approximated along the trajectory as the LTV system 
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where x x xδ = − , u u uδ = − , y y yδ = − , 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), , , ,,  ,  , and F x u F x u h x u h x uA t B t C t D t
x u x u
∂ ∂ ∂ ∂= = = =∂ ∂ ∂ ∂ , (2.3) 
and A(t), B(t), C(t), and D(t) are continuous, bounded, and well defined for all t. 
In the following, asymptotic stability of the LTV system (2.2), 
 0 as x tδ → → ∞ , (2.4) 
will be referred to as stability. Asymptotic stability implies convergence to the trajectory 
( )tΞ . The Lyapunov function V(x,t) is a sufficient condition for local stability, whereas 
the existence of a quadratic Lyapunov function is necessary for local uniform asymptotic 
stability, as well as local exponential stability. 
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For notational convenience, the δ notation for the linearized system (2.2) will be 
dropped in the ensuing discussion. Furthermore, without a loss in generality only systems 
of the form 
 
( ) ( )
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P
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= +⎧⎪= ⎨ =⎪⎩

, (2.5) 
will be considered. As reflected in (2.5), it is assumed ( ) 0D t = . Given a controller 
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 (2.6) 
stabilizing (2.5), the stabilizing controller for the general case (2.2) is recovered by 
setting 
 ( )1y y D t u= + , (2.7) 
and applying the loop transformation to the controller 
 ( ) ( )( ) 1 1Ku I D t D t Ky−= + . (2.8) 
In order to assure the existence of a stabilizing controller, we assume the LTV system 
(2.2) is both stabilizable and detectable. The system (2.2) is stabilizable if for every 
(0) nx ∈\  there exists ( ) : unu t \6 \  stabilizing ( ) 0x t → , whereas a system is 
detectable if a state estimate ˆ( )x t  converging to ( )x t  can be constructed based on ( )y t  
and ( ) 0u t = .  
 
Definition 2.1: The pair (A,B)(t) is said to be stabilizable if every unstable eigenvalue is 
controllable. [37]  ○ 
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Definition 2.2: The pair (C,A)(t) is detectable if every unstable eigenvalue is observable. 
[37] ○ 
2.1.3 Exponential Stability 
In order for the LTV closed loop system, 
 ( )cl cl clx A t x= , (2.9) 
to be a good approximation of the of the nonlinear system (2.1) along the system 
trajectory ( )tΞ . In particular, we would like to implicitly assure there exists a small 
neighborhood along the trajectory such that the nonlinear closed loop system remains 
stable. If the linear closed loop system is exponentially stable, then the linear closed loop 
system (2.9) is bounded-input-bounded-state stable, Theorem 5.1 in [48]. Given the plant 
is locally Lipschitz, the approximation error for a sufficiently small neighborhood about 
the trajectory can be modeled as a bounded-input that does not cause the states to exit the 
neighborhood of the trajectory. In this chapter, stability implies exponential stability by 
default, because exponential stability ensures a linear approximation. In addition, the 
exponential stability condition takes a closed form that is discussed in the following 
lemma. 
Lemma 2.1: Given a continuous, bounded, positive definite matrix Q(t), the LTV system 
(2.9) is exponentially stable if and only if there exists a continuously differentiable, 
bounded, positive definite matrix X(t) satisfying the Lyapunov equation 
 ( ) ( ) ( ) ( ) ( ) ( )X t X t A t A t X t Q t∗− = + + . (2.10) 
Proof: For an explicit proof, the reader is directed to Theorem 4.12 of [48].  □ 
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The above lemma is a common result in the literature that produces a necessary 
and sufficient condition for exponential stability based upon the existence of the 
quadratic Lyapunov function 
 ( , ) ( ) ( ) ( )V t x x t X t x t∗=  (2.11) 
with a time derivative satisfying 
 ( ), ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )V t x x t X t X t A t A t X t x t x t Q t x t∗ ∗ ∗⎡ ⎤= + + = −⎣ ⎦  . (2.12) 
Remark 2.1: The matrix differential equation (2.10) may be restated as the matrix 
inequality 
 ( ) ( ) ( ) ( ) ( )X t X t A t A t X t Iε∗+ + ≤ −  (2.13) 
where ε>0 may be chosen to be sufficiently small. Equation (2.13) implies there exists 
bounded, symmetric, positive semi-definite δQ(t) such that 
 ( ) ( ) ( ) ( ) ( ) ( )X t X t A t A t X t Q t∗+ + = − , (2.14) 
where ( ) ( )( )Q t I Q tε δ= + . ○ 
Remark 2.2: As shown in Theorem 4.11 of [48], the LTV system (2.9) is exponentially 
stable if and only if it is uniformly asymptotically stable. ○ 
Conditions similar to the Lyapunov equations arise for the stabilizability and 
detectability of LTV systems. In particular, we end up with a form of a differential 
Riccati equation that implicitly suggests a control law for stabilizing the system or a 
output injection signal for estimating the state of the system. 
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Lemma 2.2: The pair ( , )( )A B t  is stabilizable if and only if there exists continuously 
differentiable, bounded, positive definite X(t) and a continuous, bounded, positive 
definite Q(t) satisfying the differential Riccati equation 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )X t X t A t A t X t X t B t B t X t Q t∗ ∗− = + − + . (2.15) 
 
Remark 2.3: Given X(t) satisfying (2.15), a stabilizing state feedback control law 
satisfying may be defined as 112( ) ( ) ( ) ( )u t B t X t x t−= − . ○ 
 
Lemma 2.3: The pair ( , )( )C A t  is detectable if and only if there exists continuously 
differentiable, bounded, positive definite X(t) and a continuous, bounded, positive 
definite Q(t) satisfying the differential Riccati equation 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )X t A t X t X t A t X t C t C t X t Q t∗ ∗= + − + . (2.16) 
 
Example 2.1: In order to understand the limitations of uniform asymptotic stability, as 
discussed in Example 4.18 of [48], consider the first-order, LTV system 
 1
1
x x
t
= − + , for t≥0 (2.17) 
possessing the solution 
 ( ) ( ) ( )
0
0
0 0
11exp
1 1
t
t
tx t d x t x t
t
ττ
+−⎛ ⎞= =⎜ ⎟+ +⎝ ⎠∫ . (2.18) 
Even though x(t) →0 as t→∞, the LTV system (2.18) is merely asymptotically stable 
rather than uniformly asymptotically stable. ○ 
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As mentioned above, exponential stability assures bounded-input-bounded-state 
stability. The following lemma demonstrates this aspect when several exponentially 
stable systems are connected in series, and provides one particular form for the Lyapunov 
function. 
 
Lemma 2.4: The LTV systems ( ) ( )1 11 1x A t x t=  and ( ) ( )2 22 2x A t x t=  are exponentially 
stable if and only if the LTV system 
 
( ) ( )
( )
11 121 1
222 20
A t A tx x
A tx x
⎡ ⎤⎛ ⎞ ⎛ ⎞= ⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦

  (2.19) 
is exponentially stable. 
Proof: Given the subsystems are exponentially stable implies there exists Xi(t) such that 
 ( ) ( ) ( ) ( ) ( )T Ti i ii ii i iX t X t A t A t X t Iσ+ + = − , (2.20) 
where σi>0. Applying a Lyapunov matrix of the form 
 ( ) ( ) ( )
1
2
0
0
X t
X t
X t
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (2.21) 
to the differential Lyapunov equation (2.10) implies 
 ( ) ( ) ( )( ) ( )1 1 1212 1 2T
I X t A t
Q t
A t X t I
σ
σ
−⎡ ⎤= ⎢ ⎥−⎣ ⎦
. (2.22) 
Normalizing 1σ  to 1, Q(t) (2.22) is positive definite if and only if 2σ  can be chosen 
sufficiently large such that 
 ( ) ( ) ( ) ( )1 12 12 1 2 0TI X t A t A t X t σ− > , t∀ . (2.23) 
It is readily evident there always exists a bounded 2σ  satisfying (2.23). Consequently, we 
have a Lyapunov function for the composite system (2.19). In the other direction, the 
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absence of feedback between the two subsystems requires both subsystems to be stable. 
Consequently, X of the form (2.21) is also necessary. □ 
2.1.4 Controller Interpolation 
Inherently some explicit or implicit form of supervisory controller (SC) is 
responsible for discerning and managing the broader objectives. The supervisory 
controller assesses the current objective or operating condition by monitoring measurable 
closed loop and exogenous signals. Based upon the current objectives or operating 
conditions, the supervisory controller discerns which combination of local controllers to 
use at a given instant. As shown in Figure 2.1, the supervisory controller subsequently 
generates an interpolation signal α that reflects the desired combination of active 
controllers. 
 
Figure 2.1: Supervisory controller in the loop 
The interpolation signal describes to what degree each controller in the family of 
controllers is active. The class of piecewise continuous arbitrary interpolation signals 
 ( ) [ ) ( ) ( ){ }1: 0, | 1, 0rr i iit t tα α α== ∞ → = ≥∑A \ , (2.24) 
includes prevalent concepts in the literature such as controller switching [39] and 
controller blending [57]. The class of arbitrary interpolation signals can be contrasted 
with subsets of A  such as dwell-time switching [57] and rate limited blending [77].  
Dwell time switching ensures stability by allowing switching induced transients to 
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sufficiently decay between switches. As illustrated in Figure 2.3, dwell-time switching 
restricts the set of switched interpolation signals 
 ( ) ( ) ( ) { }{ }1| 1, 0,1rsw i iit t tα α α== = =∑A , (2.25)  
to remain in each mode for at least some positive dwell time dτ  
 ( ) ( ) ( ) { } [ ){ }1| 1, 0,1 , ,rdt i i s s dit t t t t tα α α τ== = = ∀ ∈ +∑A . (2.26) 
For an in depth discussion of dwell-time switching, the interested reader is directed to 
[57]. Just as switching may induce undesirable transients, continuous variation of the 
interpolation signal may also lead to undesirable dynamics. Rate-limited blending, as 
shown in Figure 2.2, limits how quickly the interpolation signal can change 
 ( ) [ ) ( ) ( ) ( ){ }1: 0, : 1, 0,  rrrl i i iit t t tα α α α β== ∞ → = ≥ <∑ \A , (2.27) 
thereby reducing how quickly the interpolation signal moves the system among the 
family of controller. Lastly, note (2.27) reduces to the frozen-parameter case for β=0, and 
(2.27) recovers the arbitrary interpolation case as β → ∞ . 
αi
t
1
β
1
 
αi
t
1
t1 t2 t3
τd τd τd
 
Figure 2.2: Rate-limited interpolation signal Figure 2.3: Interpolation signal with dwell-time 
switching constraint 
The controller interpolation technique discussed in this chapter seeks to guarantee 
stability apart from the supervisory control algorithm used to specify the interpolation 
signal. Consequently, the controller interpolation and supervisory control algorithm 
designs are decoupled and two design paradigms are circumvented: (a) tailor the 
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controller interpolation based upon the particular class of interpolation signal produced 
by a given supervisory controller algorithm and (b) the controller interpolation is given 
and the supervisory controller algorithm is limited by the class of interpolation signals 
that guaranteed closed loop stability. In this thesis, controller interpolation design for 
arbitrary interpolation signals is discussed, thereby allowing unrestricted supervisory 
controller design. Thus, a particular supervisor controller design will not be discussed, 
and the interpolation signal is assumed to be measurable. 
Controller interpolation describes the dynamic transition among a family of 
controller commanded by the interpolation signal. The controller interpolation should be 
designed in a manner that ensures the innate, motivating philosophies behind controller 
blending and switching are preserved. The following sets forth a set of criteria stipulates 
a set of basic tenets that maintain those motivations. 
 
Definition 2.3: For a given family of r controllers Ki i=1,…,r, the interpolated controller 
Kα satisfies the controller interpolation criteria if 
A1)  The interpolated controller K(α) is stabilizing for any arbitrary interpolation 
signal α ∈A . 
A2)  The local controller Ki is input-output equivalent to K(α) when αi(t)≡1. 
A3)  The interpolated controller is a continuous function of α(t). ◊ 
 
The first criterion, (A1) stipulates the interpolated controller is stabilizing for all 
arbitrary interpolation signals generated by the supervisory controller. The second 
criterion (A2) ensures that the desirable attributes designed into each controller are 
recovered and not modified by the controller interpolation technique. The third criterion 
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(A3) ensures discontinuities in the control signal are not induced solely by a continuous 
interpolation signal. 
2.1.5 Controller Parameterization via Linear Fractional 
Transformation 
The following is a controller parameterization framework using lower linear 
fractional transformations (LFTs).  The basic concepts will be used, not only in this 
section but also for several concepts to follow in this chapter. Consider an LTV system K 
parameterized by LFT( , )J Q , as shown in Figure 2.4, for some system Q, where the 
central controller and controller parameter are respectively defined 
 
1 2
1 11 12
2 21 22
ˆ ˆ
ˆ
ˆ
J J J
J J J
J J J
x A x B y B u
J u C x D y D u
y C x D y D u
⎧ = + +⎪= = + +⎨⎪ = + +⎩
 

 
, (2.28) 
and 
 q q q q
q q q
x A x B y
Q
u C x D y
= +⎧⎪= ⎨ = +⎪⎩
 
  . (2.29) 
yu
 
Figure 2.4: Controller parameterization K(Q)=LFT(J,Q) via lower linear fractional transformation 
We would like to choose J such that given any K of appropriate input-output dimensions 
there exists a Q guaranteeing ~ LFT( , )K J Q , where ‘~’ denotes input-output 
equivalence.  
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Lemma 2.5: Given LTV systems J and K, there exists Q such that ~ LFT( , )K J Q  if both 
 11 12
21 22
J J
J J
D D
D D
⎡ ⎤⎢ ⎥⎣ ⎦
 and 11 12
21 22
J K J
J J
D D D
D D
−⎡ ⎤⎢ ⎥⎣ ⎦
 (2.30) 
are full rank , 12JD  and 21JD  are square invertible. 
Proof: The arguments for the proof follow directly from Lemma 10.4 in [94]. □ 
Lemma 2.5 yields a formula for Q  if 12JD  and 21JD  are square invertible and the 
two matrices in (2.30) are full rank. Given 12JD  and 21JD  are square invertible, and 
setting 22 0JD = , then both matrices in (2.30) always have full rank, regardless  of KD . 
Consider the system 
 
1
ˆ ˆ 1 2 12
1
ˆ1 11 12
1 1
ˆ21 2 21
ˆ ˆ
ˆˆ ˆ
J J J JJ J
J J JJ
J J JJ
x A x B y B D u
J u C x D y D u
y D C x D y
−
−
− −
⎧ = + +⎪⎪= = + +⎨⎪ = − +⎪⎩
 
 

, (2.31) 
and 
 ( )
1 1 1
11 12 11 21 1 1 21 2 11
1 1
1 12 1 11 2 1 2 2 12 1
ˆ ˆ ˆ
ˆ ˆˆ ˆ
J J J J J J J J J
J J J J J J J J J J J J
D D D D B B D B D
C D C D C A A B C B D C
− − −
− −
= − = +
= − + = − − , (2.32) 
and the parameterization ˆLFT( , )Q J K=  yielding the relationship 
ˆLFT( , ) LFT( ,LFT( , ))J Q J J K= . 
Jˆ
ˆLFT( , )Q J K=
y u
u y
 
Figure 2.5: Controller parameter ˆLFT( , )Q J K=   
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Through the star product, LFT( , )J Q  can be rewritten as  
 ˆ ˆLFT( ,LFT( , )) LFT(star( , ), )J J K J J K= , (2.33) 
where the interconnection 
 
1 2
1
2
ˆstar( , )
J J JJ J
J J
J J
x A x B y B u
J J u C x u
y C x y
⎧ = + +⎪⎪= = +⎨⎪ = +⎪⎩
 


  


 (2.34) 
is shown in Figure 2.6. 
J
u
y u
yu
y
Jˆ
ˆstar( , )J J
 
Figure 2.6: Redheffer star product of ˆand J J  
The state space realization of ˆstar( , )J J  is explicitly written as 
 
1
2 11 2 2 1 1 2 11 21 2 12
1 2 1
1 2 1 21 2 12
1
1 12 11 2 12 1
2 1 1
12 2 21 2
ˆˆ ˆ
ˆˆ ˆ
0
ˆˆ 00
0
J J J J J J J J J J J J
J J J
J J J J J J J
J
J J J J J J
J
J J J J
A B D C B C B B D D B D
A B B
B C A B D B DC I
C D D C D C IC I
D C D C I
−
−
− −
⎡ ⎤+ +⎡ ⎤ ⎢ ⎥−⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
  


. 
Applying the state space transformation 1 Jx Tx=  , where 
 
0
I I
T
I
⎡ ⎤= ⎢ ⎥−⎣ ⎦ , (2.35) 
provides the alternate state space realization 
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 ( )
1
1 2
1
1
1
2
2 11 1 2
1
1 2 1 2 1 21 2 12
12 1
1
12 2
0
0
ˆ ˆ 0 0 0
ˆˆ ˆ ˆ
ˆ 0 0
0 0
J J J
J
J
J J J J J
J J J J J J J J J
J J
J J
TA T TB TB
C T I
C T I
A B D B C
B C A B C B D B D
D C I
D C I
−
−
−
−
−
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
⎡ ⎤+ +⎢ ⎥⎢ ⎥− − −= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  


, (2.36) 
Therefore zero initial condition ( )0Jx   implies  
 ( ) 0ˆstar , 0IJ J I⎡ ⎤= ⎢ ⎥⎣ ⎦ , (2.37) 
u u≡ , y y≡ , and ~ LFT( , )K J Q  for ˆLFT( , )Q J K= . 
 
Lemma 2.6: Given LTV systems K and J in (2.28) with 22 0JD =  and square invertible 
12JD  and 21JD . Then LFT( , )J Q  is input-output equivalent to K  for ˆLFT( , )Q J K= . 
2.2 NOMINAL CONTROLLER INTERPOLATION 
Given a family of LTV controllers stabilizing the LTV plant (2.5), the nominal 
controller interpolation problem seeks to design an interpolated controller satisfying the 
controller interpolation criteria (A1-A4). In the following section, Youla parameterization 
[89],[90] is introduced as a technique for parameterizing all stabilizing controllers, 
including interpolated controllers. The controller interpolation criteria are reformulated as 
an equivalent set of Youla parameter interpolation criteria. In addition to parameterizing 
the set of admissible interpolated controllers via the set of interpolated Youla parameters, 
the Youla parameter criteria leads to a proof showing there always exists a solution to the 
nominal controller interpolation problem. 
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2.2.1 Youla Parameterization 
One particularly useful type of controller parameterization, know as Youla 
parameterization, parameterizes all exponentially stabilizing controllers through the class 
of exponentially stable controller parameters. 
 
Lemma 2.7: Let F(t) and L(t) be bounded functions such that A+BF and A+LC are 
exponentially stable. All finite-dimensional LTV controllers that exponentially stabilize 
the LTV system (2.5) can be parameterized as K(Q)=LFT(J,Q), where the central 
controller 
 
( )ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( )
ˆ( )
ˆ( )
x A t B t F t L t C t x L t y B t u
J u F t x u
y C t x y
⎧ = + + − +⎪= = +⎨⎪ = − +⎩
 


 (2.38) 
and the exponentially stable Youla parameter system 
 
( ) ( )
( ) ( )
q q q q
q q q
x A t x B t y
Q
u C t x D t y
= +⎧⎪= ⎨ = +⎪⎩
 
   (2.39) 
are interconnected as shown in Figure 2.4. 
Proof:  Although the proof is well represented in the literature—e.g. [91], [94], etc.—the 
following proof is intended to provide intuition for subsequent arguments and 
calculations. 
First given some exponentially stable Q of the form (2.39), we show the controller 
K(Q)=LFT(J,Q) exponentially stabilizes Pyu. Noting that J takes a form similar to an 
observer-based controller, and the estimation error is denoted by ˆ( ) ( ) ( )e t x t x t= − . The 
rearranged state space equations for the closed loop system take the upper triangular form 
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 0
0 0
q q
q q
x A BF BC BF D C x
q A B C q
e A LC e
+ − +⎛ ⎞ ⎡ ⎤ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎢ ⎥=⎜ ⎟ ⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥+⎝ ⎠ ⎣ ⎦ ⎝ ⎠



. (2.40) 
As shown in Lemma 2.4, the closed loop system with an upper triangular form (2.40) is 
exponentially stable, if the subsystems dynamics A+BF, A+LC, and Aq are stable. 
For the remainder of the proof, we show there exists an exponentially stable LTV 
Youla parameter Q such that K~LFT(J,Q). Based on the definition of J in (2.38), Lemma 
2.5 infers there always exists Q  such that K~LFT(J,Q). Setting ˆLFT( , )Q J K=  and 
 ˆ
A Ly Bu
J u F u
y C y
ξ ξ
ξ
ξ
⎧ = − +⎪= = − +⎨⎪ = +⎩
 


, (2.41) 
the internal dynamics of Q are the equivalent to the closed loop internal dynamics for K 
and Pyu, thereby guaranteeing  Q is exponentially stable. □ 
2.2.2 Interpolation of Youla Parameters 
For a given interpolation signal trajectory 0α ∈A , an admissible interpolated 
controller ( )K α  produces a stabilizing LTV controller 0( )K α .  In addition, Lemma 2.7 
implies 0 0ˆ( ) LFT( , ( ))Q J Kα α=  is a stable Youla parameter corresponding to 0( )K α  for 
every 0α ∈A . All of which suggests there may be certain advantages to addressing the 
controller interpolation problem in a Youla parameterization framework. Consequently, 
we raise the question, “How does the controller interpolation criteria translate into the 
domain of Youla parameters?”  
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Definition 2.4: Given a set of Youla parameters Qi i=1,…,r, the interpolated Youla 
parameter Q(α) satisfies the Youla parameter interpolation criteria if 
B1)  The interpolated Youla parameter Q(α) is stable for all arbitrary interpolation 
signals. 
B2)  The local Youla parameter Qi is input-output equivalent to Q(α) when αi(t)≡1. 
B3)  The interpolated Youla parameter is a continuous function of α(t). ◊ 
 
Theorem 2.1: Consider the set of local controllers Ki and corresponding Youla 
parameters Qi satisfying ~ LFT( , )i iK J Q  for i=1,..,r. There exists ( )K α  satisfying the 
controller interpolation criteria if and only if there exists ( )Q α  satisfying (B1-B3). 
Proof: We show the satisfaction of the Youla parameter interpolation criteria implies the 
controller interpolation criteria are also satisfied by setting ( ) LFT( , ( ))K J Qα α= . First, 
criterion (B1) implies criterion (A1) is satisfied as a consequence of Lemma 2.7. Criterion 
(B2) yields ( ) ~ iQ Qα  when αi(t)≡1, thus implying criterion (A2) is satisfied by noting 
( ) ~ iK Kα  when αi(t)≡1. The interpolated Youla parameter ( )Q α  is a continuous 
function of α(t), because J is parameter-invariant,  and LFT( , ( ))J Q α  is well-defined for 
all α(t). Consequently, ( )K α  is a well-defined, rational composition of two continuous 
functions of α(t), thereby guaranteeing continuity for criterion (A3). By setting 
ˆ( ) LFT( , ( ))Q J Kα α= , the proof is shown for the other direction by making arguments 
analogous to the ones presented above. □ 
Definition 2.4 presents Youla parameter interpolation criteria that are analogous 
to the controller interpolation criteria presented in Definition 2.3, and Theorem 2.1 shows 
that Definition 2.4 is an equivalent restatement of the controller interpolation criteria. As 
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we will see, the Youla parameter interpolation criteria offer several advantages over the 
controller interpolation criteria. Similar to optimal regulator design approaches via 
optimization of Q [31],[37], one may search for an optimal ( )K α  satisfying (A1-A3) by 
searching over ( )Q α  satisfying (B1-B3).  
Turning the discussion towards the construction of admissible interpolated Youla 
parameters, we note several controller interpolation techniques [9], [39], [65], and [70] 
happen to satisfy the Youla parameter interpolation criteria. For the following theorem, 
consider 
 ( )
1
( ) ( )
( ( ))
( ) ( ) ( )
qi qi qi qi
r
i qi qi qi
i
x A t x B t y
Q t
u t C t x D t y
α α
=
= +⎧⎪= ⎨ = +⎪⎩ ∑
 
  . (2.42) 
This simple weighted blending of the outputs of the Youla parameters Qi was previously 
investigated in the context of controlling a plant described by a local model network in 
[70]. 
 
Theorem 2.2: Given the parameter-invariant plant Pyu in (2.5) and stabilizing controllers 
Ki for i=1,…,r, an interpolated controller ( )K α  satisfying the controller interpolation 
criteria (A1-A3) always exists. 
Proof: Set ( ) LFT( , ( ))K J Qα α= , where J and ( )Q α  are defined in (2.41) and (2.42). 
The interpolated Youla parameter ( )Q α  is a continuous function of α, therefore criterion 
(B3) is satisfied. The interpolated Youla parameter satisfying ( ) ~ iQ Qα  whenever αi≡1 
means ( ) ~ LFT( , ) ~i iK J Q Kα , thereby implying criterion (B2) is satisfied. 
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From Lemma 2.7, each Youla parameter Qi is guaranteed to be exponentially 
stable because each controller Ki exponentially stabilizes the plant. Given some bounded 
symmetric positive definite Qqi(t), Lemma 2.1 guarantees there exists a bounded positive 
definite Xqi(t) satisfying  
 ( ) ( ) ( ) ( ) ( ) ( )qi qi qi qi qi qiX t X t A t A t X t Q t∗− = + + . (2.43) 
Concerning criterion (B1), the interpolated Youla parameter ( )Q α  is shown to be 
exponentially stable by showing 
 ( ) ( )( )1diag , ,q q qrX t X X tα = …  (2.44) 
satisfies the differential Lyapunov equation 
 ( ) ( ) ( ) ( ) ( ) ( )q q q q q qX t X t A t A t X t Q tα α α α α α∗− = + + , (2.45) 
where ( ) ( )( )1diag , ,q q qrA t A A tα = …  and ( ) ( )( )1diag , ,q q qrQ t Q Q tα = … . □ 
 
Remark 2.4: An alternate Youla parameter interpolation approach is discussed in [39]. 
For the set of Youla parameters of order n, there exists a bounded positive definite Xqi(t) 
satisfying (2.43). Defining the state transformations 1/ 2( ) ( )qi qiT t X t=  for i=1,…,r, the 
resulting alternate realization 1 1( ) ( ) ( ) ( ) ( )qi qi qi qi qi qiA t T t A t T t T T t
− −= +   satisfies 
 1( ) ( ) ( ) ( ) ( ) 0qi qi qi qi qiA t A t T t Q t T t
∗ −∗ −+ + =  . (2.46) 
Interpolating the state space coefficients of the alternate realizations of the Youla 
parameters yields an interpolated Youla parameter 
 
( , ) ( , )
( ( ))
( , ) ( , )
q q q q
q q q
x A t x B t y
Q t
u C t x D t y
α αα α α
⎧ = +⎪= ⎨ = +⎪⎩
  
   , (2.47) 
where 
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1 1
1
1
( )( ) ( )( )( , ) ( , )
( )
( )( ) ( )( , ) ( , )
r
qi qi qi qi qi qi qiq q
i
i qi qi qiq q
T A T T T t T B tA t B t
t
C T t D tC t D t
α α αα α
− −
−
=
⎡ ⎤ ⎡ ⎤+=⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ∑
 
  , (2.48) 
that is exponentially stable for all α ∈A .  ○ 
Thus far it has been determined there always exists an interpolated controller 
satisfying the controller interpolation criteria. Therefore, there always exists a way to 
stably interpolate a family of stabilizing controllers. Theorem 2.1 suggests the closed loop 
performance can be optimized by searching over ( )Q α  satisfying the Youla parameter 
interpolation criteria. However, if there is an overarching objective or requirement other 
than closed loop stability, it has yet to be determined how to select among the set of 
interpolated controllers satisfying the controller interpolation criteria. Consequently, we 
turn to look at the particular objective of robust stability stated in terms of the H∞ norm. 
2.3 ROBUST CONTROLLER INTERPOLATION 
Now consider the case where the plant model is uncertain. Uncertainty is used to 
address various aspects in the model definition and objective specification including 
model parameters, unmodeled dynamics, nonlinearities, and performance. For example, a 
nominal linear model implicitly approximates the behavior of the nonlinear system along 
the nominal trajectory, whereas an uncertain model may be used to explicitly include the 
behavior of the nonlinear system for some neighborhood of the nominal trajectory.  
Although several techniques are present in the literature to describe uncertain 
models, we will focus upon a norm-based description using the small gain theorem [48]. 
According to the small gain theorem (Theorem 5.6 in [48]), the uncertain model, 
described via the feedback loop in Figure 2.7, is (input-output) stable if the uncertainty 
satisfies 1/
i
γΔ <i  and 
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 zw iT γ≤i , (2.49) 
where 
i ii  represents an induced norm on an operator between two vector spaces. 
Generally, it is desired to design a controller minimizing γ , thereby maximizing the size  
of the allowable set of uncertainties satisfying 1/
i
γΔ <i . In the following section, γ  
will often be normalized  to 1, and 1zw iT ≤i  referred to as contractive to reflect the 
decaying norm of the signals flowing around the feedback loop in Figure 2.7. 
z
Δ
Tzw
wδ zδ
w
dδ
d
_
 
Figure 2.7: Closed loop system Tzw=LFT(P,K) formed via lower linear fractional transformation 
2.3.1 Parameterization of Robust Controllers 
The following section utilizes results from theory developed for the H∞ norm, 
which is the induced L2 norm of a linear system. The H∞ theory produces necessary and 
sufficient conditions described by the existence of a solution to a matrix differential 
Riccati equation. Consequently, we start our robust controller interpolation investigation 
from a non-conservative theoretical base. 
  
Lemma 2.8: Consider the LTV system 
 
( ) ( )
( ) ( )zw
x A t x B t w
T
z C t x D t w
= +⎧⎪= ⎨ = +⎪⎩

. (2.50) 
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with initial condition (0) 0x = . The system Tzw is exponentially stable and 2zw iT γ≤  if 
and only if ( )
2i
D γ⋅ ≤  and there exists a bounded nonnegative definite function X 
satisfying the differential Riccati equation 
 ( )( ) ( )12 TT T T T TXA A X C C XB C D I D D XB C D Xγ −+ + + + − + = −  , (2.51) 
such that ( ) ( )12 TT TA B I D D XB C Dγ −+ − +  is stable. 
Proof: The proof can be found in [37],[91],[94]. □ 
 In the context of our investigation, Tzw is described by the interconnection of the plant 
 
1 2
1 11 12
2 21
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
x A t x B t w B t u
P z C t x D t w D t u
y C t x D t w
= + +⎧⎪= = + +⎨⎪ = +⎩

 (2.52) 
and the controller 
 
( ) ( )
( ) ( )
K K K K
K K K
x A t x B t y
K
u C t x D t y
= +⎧= ⎨ = +⎩

, (2.53) 
where the interconnection is described in shorthand via the lower fractional 
transformation Tzw(K)=LFT(P,K), as shown in Figure 2.8. 
 
Figure 2.8: Closed loop system Tzw(K)=LFT(P,K) formed via lower linear fractional transformation 
In order to simplify ensuing discussions, let the plant take the particular form 
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1 2
1 12
2 21
( ) ( ) ( )
( ) ( )
( ) ( )
x A t x B t w B t u
P z C t x D t u
y C t x D t w
= + +⎧⎪= = +⎨⎪ = +⎩

. (2.54) 
Note input-output loop transformations, described in Section 17.2 of [94], may be 
performed to take the general plant (2.52) into the general form (2.54). We make the 
following basic assumptions to simplify the calculations for the discussion, as done in 
[91], [94],  
C1) (A, B1) is stabilizable and (C1, A) detectable; 
C2) (A, B2) is stabilizable and (C2, A) detectable; 
C3) [ ] [ ]12 1 12 0TD C D I= ; 
C4) [ ]21 1 21 0T TD B D I⎡ ⎤ =⎣ ⎦ . 
The following lemma presents well known conditions for the infinite horizon H∞ 
regulator problem, Theorem 8.3.2 in [37] and Theorem 3 in [91]. 
 
Lemma 2.9: There exists a controller K ensuring 
2
( )zw iT K γ≤  for a plant P (2.54) 
satisfying assumptions (C1-C4) if and only if there exist bounded nonnegative definite 
solutions X ∞  and Z∞  to the coupled Riccati equations 
 ( )21 1 2 2 1 1T T T TX X A A X X B B B B X C Cγ∞ ∞ ∞ ∞ ∞− = + + − +  (2.55) 
and 
 ( )22 2 2 2 1 1T T T Twc wcZ A Z Z A Z X B B X C C Z B Bγ∞ ∞ ∞ ∞ ∞ ∞ ∞= + + − + . (2.56) 
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Proof: In the following proof we concern ourselves with sufficiency and leave the proof 
of necessity to the literature, e.g. [91], [94]. For the following let γ  be normalized to 1 
and Tzw(K) satisfying 2( ) 1zw iT K <  is referred to as contractive. 
Given bounded nonnegative definite solutions X∞  and Z∞  satisfying (2.55) and 
(2.56), consider the controller 
 2
( )
( )
T
K K
K
x A t x Z C y
K
u F t x
∞ ∞
∞
⎧ = += ⎨ =⎩

, (2.57) 
where 
 
( ) ( )
2
2 1 1 2
2 2
1 11
,
, ,
, and .
T
T T
A A B F B B X N L C
F B X L Y C
Y Z X N I Y X
γ −∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ ∞
− −−
∞ ∞ ∞ ∞ ∞ ∞
= + + +
= − = −
= + = −
 (2.58) 
In order to verify Tzw(K) is contractive, consider a solution to the Riccati equation (2.51) 
of the form 
 
1 1
1 1
Y Z
X
Z Z
− −
∞ ∞
− −
∞ ∞
⎡ ⎤−= ⎢ ⎥−⎣ ⎦
. (2.59) 
Note the veracity of the differential Riccati equation (2.51) is not altered by post-
multiplying (2.51) by a nonsingular matrix Π  and pre-multiplying by its transpose. 
Consequently, consider the conformal transformation matrices 
 1
0I
I Z∞
⎡ ⎤Π = ⎢ ⎥⎣ ⎦
 and 2
0X
I I
∞⎡ ⎤Π = ⎢ ⎥−⎣ ⎦
. (2.60) 
yielding the meaningful relationships 1 2
T XΠ = Π , 
 1 1 2 1
0
0
T XX
Z
∞
∞
⎡ ⎤Π Π = Π Π = ⎢ ⎥⎣ ⎦
, 12 2 1 2
0
0
T T T XX
Z
∞−
∞
⎡ ⎤Π Π = Π Π = ⎢ ⎥⎣ ⎦
, (2.61) 
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 and 1 1
0
0
T XX
Z
∞
∞
⎡ ⎤Π Π = ⎢ ⎥⎣ ⎦
  . (2.62) 
Note the relation 1 1 1M M MM− − −= −   may be used to verify (2.62) 
 ( )1 1Z Z Y Y Y X Z− −∞ ∞ ∞ ∞ ∞ ∞ ∞= +   . 
Equation (2.61) relates X to the coupled Riccati equations of the form (2.55) and (2.56). It 
may be readily verified that post-multiplying by 1Π  and pre-multiplying by its transpose 
yields the coupled Riccati equations (2.55) and (2.56). □ 
 
Remark 2.5: If there exists nonnegative definite, time-invariant solutions to the Riccati 
equations 
 ( )21 1 2 2 1 10 T T T TX A A X X B B B B X C Cγ∞ ∞ ∞ ∞= + + − + , (2.63) 
 ( )21 1 2 2 1 10 T T T TAY Y A Y C C C C Y B Bγ∞ ∞ ∞ ∞= + + − + , (2.64) 
and 1 1( )Z Y Xγ γ γ− −∞ ∞ ∞= − , a LTI controller of the form (2.57) ensures 2( )zw iT K γ< . 
The LTI case replaces the differential Riccati equation (2.56) with the algebraic Riccati 
equation (2.64) to emphasize the optimal observer gain L∞  and the modification 
necessary to accommodate the change in dynamics due to the state feedback F∞ . In this 
case, the above proof may be adapted by applying the conformal transformation matrices 
 1 0
I Y
I
∞⎡ ⎤Π = ⎢ ⎥⎣ ⎦
 and 2 1
0X
I Y Z
∞
−
∞ ∞
⎡ ⎤Π = ⎢ ⎥−⎣ ⎦
, (2.65) 
in lieu of (2.60), to verify X of the form (2.59) satisfies (2.51). ○ 
Lemma 2.9 established existence of a robust controller K satisfying 
2
( )zw iT K γ≤  
if and only if there exists solutions to the coupled Riccati equations (2.55) and (2.56). In 
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order to use the same controller interpolation techniques discussed before, we turn our 
attention to parameterizing all K satisfying 
2
( )zw iT K γ≤ . Since Youla parameterization 
provides a parameterization of the entire class of stabilizing controllers, it is readily 
evident that only a subset of Youla parameters produces contractive closed loop systems. 
Rather than describing the subset of Youla parameters producing contractive closed loop 
systems, we present a parameterization that provides a convenient mapping for all 
robustly stabilizing controllers. The following lemma presents a parameterization of H∞ 
regulators satisfying 
2
( )zw iT K γ< , as discussed in Theorem 4 in [91] and Theorem 16.5 
in [94]. 
 
Lemma 2.10: Given a plant P in (2.54) satisfying assumptions (C1-C4), the set of all 
finite dimensional LTV stabilizing controllers K ensuring 
2
( )zw iT K γ<  are 
parameterized as ( )LFT ,K J Q∞= , where 
 
( )22 2
2
ˆ ˆ
ˆ
ˆ
Tx A x Z C y I Z X B u
J u F x u
y C x y
γ −∞ ∞ ∞ ∞
∞ ∞
⎧ = + + +⎪⎪= = +⎨⎪ = − +⎪⎩
 


, (2.66) 
and Q is a robust controller parameter 
 q q q q
q q q
x A x B y
Q
u C x D y
= +⎧⎪= ⎨ = +⎪⎩
 
  . (2.67) 
satisfying 
2i
Q γ< , where andA F∞ ∞  are defined in (2.58), and X∞  and Z∞  are 
nonnegative definite solutions for the coupled Riccati equations (2.55) and (2.56).  
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u y
 
 Figure 2.9: Robust Youla parameterization of all robust controllers  
Proof: The interested reader is directed towards Theorem 4 in [91], Theorem 16.5 in [94] 
for more in depth discussions. □ 
In order to understand the ramifications of the above, consider a robust Youla 
parameter Q of the form (2.67) such that 
2i
Q γ< . Such a robust Youla parameter 
guarantees the existence of nonnegative positive definite solution Xq satisfying the 
Riccati equation 
 ( )( ) ( )12 TT T T T Tq q q q q q q q q q q q q q q q qX A A X C C X B C D I D D X B C D Xγ −+ + + + − + = −  .(2.68) 
For the closed loop dynamics ( )( )LFT , LFT ,zwT P J Q∞= , consider a solution to the 
Riccati equation (2.51) of the form 
 
1 1
1 1
0
0
0 0 q
Y Z
X Z Z
X
− −
∞ ∞
− −
∞ ∞
⎡ ⎤−⎢ ⎥= −⎢ ⎥⎢ ⎥⎣ ⎦
. (2.69) 
A similar approach as in the proof of Lemma 2.9 may be used to confirm X is indeed the 
solution to (2.51). In this case, consider the conformal transformation matrices 
 1
0 0
0
0 0
I
I Z
I
∞
⎡ ⎤⎢ ⎥Π = ⎢ ⎥⎢ ⎥⎣ ⎦
 and 2
0 0
0
0 0 q
X
I I
X
∞⎡ ⎤⎢ ⎥Π = −⎢ ⎥⎢ ⎥⎣ ⎦
, (2.70) 
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possessing the properties 1 2
T XΠ = Π  and 
 11 1 2 2
0 0
0 0
0 0
T T
q
X
X Z X
X
∞
−
∞
⎡ ⎤⎢ ⎥Π Π = = Π Π⎢ ⎥⎢ ⎥⎣ ⎦
. (2.71) 
Once again, post multiplying (2.51) by 1Π  and pre-multiplying by its transpose 
demonstrates the satisfaction of (2.51) is equivalent to the set of Riccati equations (2.55), 
(2.56), and (2.68). Thus X of the form (2.69) satisfies (2.51). 
Next, we would like to construct Q for a given controller K satisfying 
2
( )zw iT K γ< . According to Lemma 2.5, there exists Q such that ( )~ ,K LFT J Q∞ . The 
discussion following Lemma 2.5 shows that ˆ( , )Q LFT J K∞= satisfies ( )~ ,K LFT J Q∞ , 
where 
 
( )2 2
2
ˆ
ˆ
TA Z C y I Z X B u
J u F u
y C y
ξ ξ γ
ξ
ξ
−
∞ ∞ ∞ ∞ ∞
∞ ∞
⎧ = + + +⎪⎪= = − +⎨⎪ = +⎪⎩
 


 (2.72) 
and 22 1 1ˆ
TA A Z X B F B B Xγ −∞ ∞ ∞ ∞ ∞= + + .  
2.3.2 Interpolation of Robust Controller Parameters 
According to Lemma 2.10, for every local controller Ki satisfying ( ) 2zw i iT K γ<  
there exists 
 qi qi qi qii
i qi qi qi
x A x B y
Q
u C x D y
= +⎧⎪= ⎨ = +⎪⎩

  . (2.73) 
satisfying ( )~ ,i iK LFT J Q∞  and 2i iQ γ< . Similar to the nominal controller 
interpolation case, for every K(α) satisfying both the controller interpolation criteria and 
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( )
2
( )zw iT K α γ< , there exists ( )Q α  satisfying 2( ) iQ α γ< . Furthermore, the 
translation from controller interpolation criteria to controller parameter interpolation 
criteria also holds. 
 
Corollary 2.1: Consider the set of local controllers Ki satisfying ( ) 2zw i iT K γ<  and 
corresponding Youla parameters Qi satisfying ~ LFT( , )i iK J Q  and 2i iQ γ<  for i=1,..,r. 
There exists ( )K α  satisfying the controller interpolation criteria and ( )
2
( )zw iT K α γ<  if 
and only if there exists ( )Q α  satisfying (B1-B3) and 
2
( )
i
Q α γ< . 
Proof: The arguments in the proof of Theorem 2.1 also follow for this proof by 
exchanging Lemma 2.6 for Lemma 2.10. □ 
 
One might incorrectly suppose ( )Q α  of the form (2.42) used for the nominal 
controller interpolation would also be effective for robust controller interpolation. As will 
be seen shortly, it may be shown that not every ( )Q α  in (2.42) satisfies 
2
( )
i
Q α γ<  for 
all α ∈A . 
 
Example 2.2: Consider two single-input-single-output (SISO) LTI systems 
2
1i iQ =  
i=1,2. Recall, since Qi is an exponentially stable LTI system, 2i iQ  is equivalent to 
 ( )
2
supi iQ Q jω
ω∞ ∀ ∈= \ , (2.74) 
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where ( ) ( ) 1i qi qi qi qiQ s C sI A B D−= − +  denotes the frequency response of the system. 
Since we may select among all stable systems satisfying 
2
1i iQ = , let the critical 
frequency ωc corresponding with  
 ( ) ( ) ( )
2 2
1i cj ji c i cQ j M j e
φ ωω ω= = , (2.75) 
be the same for both i=1,2 and ( ) ( )1 2 / 2c cj jφ ω φ ω π− = . Consider a sinusoidal input 
( ) ( )sin cy t tω=  and the interpolation signal 
 ( )
[ )
[ )
[ )
[ )
1
1
1
1
1
1 if 2 / 4, / 4
0 if 2 / 4,3 / 4
1 if 2 3 / 4,5 / 4
0 if 2 5 / 4,7 / 4
c
c
c
c
t n
t n
t
t n
t n
ω π φ π π
ω π φ π πα ω π φ π π
ω π φ π π
⎧ + − ∈ −⎪ + − ∈⎪= ⎨ + − ∈⎪⎪ + − ∈⎩
 (2.76) 
and ( ) ( )2 11t tα α= − , where n ∈] . 
 
Figure 2.10: Steady state response for ωc=π rad/s and γ=1 
The output for each Qi asymptotically approaches its steady state response 
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 ( )( ) sini c iu t tω φ= + . (2.77) 
For sufficiently large n, the norm of ( )u t  for a one period interval may be arbitrarily 
closely approximated as 
 ( )( )( ) 11
2 7 / 4 2
2 1/ 4
2n
n
c
u t dt
π φ
π φ
π
ω
+ −
− −
+=∫  , (2.78) 
where ( ) ( ) ( ) ( ) ( )1 1 2 2u t t u t t u tα α= +   . Given 
 ( )( )( ) 11
2 7 / 4 2
2 1/ 4
n
n
c
y t dt
π φ
π φ
π
ω
+ −
− − =∫  , (2.79) 
the worst case 
2i
Qα  for all α ∈A  is lower bounded by 
 
( )
( ) 2
2
21
u t
y t π= +

 , (2.80) 
where (2.78) and (2.79) infer that (2.80) can be approximated arbitrarily well. 
Consequently, the above counterexample shows ( )Q α  of the form (2.42) is not 
necessarily contractive. ○ 
Since ( )Q α  in (2.42) could yield 
2
( ) iQ α γ≥  for some α ∈A , such a ( )Q α  
implies  by Lemma 2.10 ( )( )
2
LFT , LFT , ( )
i
P J Q α γ∞ ≥  for some α ∈A . As an 
alternative to ( )Q α  defined in (2.42), consider an output blended robust Youla parameter 
of the form 
 
1
( )
( ( ))
( )( )
qi qi qi qi
r
i qi qi qi
i
ix A x B y
Q t
u t C x D
t
y
α α
α
=
= +⎧⎪= ⎨ = +⎪⎩ ∑
 
  . (2.81) 
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Note, the interpolated Youla parameter of the form (2.81) uses both output and input 
blending based on the interpolation signal, whereas (2.42) uses only output blending. The 
following lemma verifies the modifications indeed produce 
2
( )
i
Q α γ< .  
 
Lemma 2.11: Given a set of LTV systems Qi of the form (2.73) satisfying 2i iQ γ< ,  
( )Q α  of the form (2.81) satisfies 
2
( )
i
Q α γ<  for all α ∈A . 
Proof: Given 
2i i
Q γ< , there exists solutions Xq,i to the differential Riccati equations 
 ( )( ) ( )12
T T
qi qi qi qi qi qi
TT T T
qi qi qi qi qi qi qi qi qi qi qi
X A A X C C
X B C D I D D X B C D Xγ −
+ +
+ + − + = −  . (2.82) 
In order to verify 
2
( )
i
Q α γ< , there must exist positive definite qX α  satisfying the 
differential Riccati matrix inequality  
 ( )( ) ( )12 0
T T
q q qi q q q
TT T T
q q q q q q q q q q q
X A A X C C
X B C D I D D X B C D X
α α α α α
α α α α α α α α α α αγ −
+ +
+ + − + + ≤ , (2.83) 
where 
 
( )1 1 1
1 1
1 1
( ) , , ( ) ,
( ) , and ( ) .
q q qr q q r qr
q
q q q r qr
r qr
A diag A A C C C
B
B D D D
B
α α α α
α
α α α α
α
⎡ ⎤= = ⎣ ⎦
⎡ ⎤⎢ ⎥= = + +⎢ ⎥⎢ ⎥⎣ ⎦
… "
# "
 (2.84) 
Consider the positive definite matrix 
 ( )1diag , ,q q qrX X Xα = … , (2.85) 
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where Xqi for i=1,…,r are the solutions for the set of Riccati equations (2.82). Applying 
the Schur Complement in [25] to (2.83) to equivalently restate the differential Riccati 
inequality (2.83) in as the conditions 
 
( )
0
( )
q
q
I D
D I
γ α
α γ
∗⎡ ⎤− <⎢ ⎥−⎢ ⎥⎣ ⎦
 (2.86) 
and 
 ( )
( ) ( ) ( ) ( )
( ) ( ) 0
( ) ( )
q q q q q q q q
q q q
q q
X A A X X X B C
X B I D
C D I
α α α α
α
α α α α
α γ α
α α γ
∗ ∗
∗ ∗
⎡ ⎤+ +⎢ ⎥⎢ ⎥− ≤⎢ ⎥−⎢ ⎥⎣ ⎦

. (2.87) 
Normally, the parameter dependent matrix inequalities (2.86) and (2.87)  must be 
evaluated for all α ∈A  in order to determine compliance with the conditions. Since 
matrix inequality (2.86) and (2.87) is an affine functions of α, the necessity to evaluate 
(2.86) and (2.87) for infinite parameter combinations may be reduced to a finite set of 
matrix inequalities 
 
( 1)
0
( 1)
q i
q i
I D
D I
γ α
α γ
∗⎡ ⎤− = <⎢ ⎥= −⎢ ⎥⎣ ⎦
 (2.88) 
and 
 ( )
( 1) ( 1) ( 1) ( 1)
( 1) ( 1) 0
( 1) ( 1)
q q i q i q q q q i q i
q q i q i
q i q i
X A A X X X B C
X B I D
C D I
α α α α
α
α α α α
α γ α
α α γ
∗ ∗
∗ ∗
⎡ ⎤= + = + = =⎢ ⎥⎢ ⎥= − = ≤⎢ ⎥= = −⎢ ⎥⎣ ⎦

 (2.89) 
for i=1,…,r. For a given i, (2.89) is ensured by the inequalities 
 0 for Tqj qj qj qj qjX A A X X j i+ + ≤ ≠  (2.90) 
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and the Riccati equality (2.82) evaluated for i, which is guaranteed by 2|| || 1i iQ < . Finally, 
the original matrix inequalities (2.86) and (2.87) are recovered by multiplying each (2.88) 
and (2.89) by iα  and summing over i.  □ 
 
Theorem 2.3: Consider a plant P satisfying assumptions (C1-C4) and a set of stabilizing 
controllers Ki satisfying 2|| ( ) ||zw i iT K γ<  for i=1,…,r. Then there exists an interpolated 
controller ( )K α  satisfying the controller interpolation criteria (A1-A3) and 
2|| ( ( )) ||zw iT K α γ<  for all α ∈A . 
Proof: Set ( )( ) LFT , ( )K J Qα α∞= , where J∞  and ( )Q α  take the forms in (2.66) and 
(2.81), respectively. The existence of local controllers satisfying 2|| ( ) ||zw i iT K γ<  implies 
there exists solutions to the differential Riccati equations (2.55) and (2.56). As a result, 
J∞  may be constructed from the solutions of the differential Riccati equations. Given 
J∞ , Qi satisfying 2|| || 1i iQ <  can be constructed such that ( )~ LFT ,i iK J Q∞ . The 
interpolated robust Youla parameter ( )Q α  in (2.81) satisfying 2|| ( ) || 1iQ α <  is then 
constructed from the local robust Youla parameters Qi. 
The central controller J∞  and ( )Q α  are a continuous functions of α, and 
( ) LFT( , ( ))K J Qα α∞=  is a well-defined, rational function of J∞  and ( )Q α . Therefore, 
( )K α  is a well-defined continuous function of α  for all α ∈A , and criterion (B1) is 
satisfied. Whenever αi≡1, (2.81) implies ( ) ~ iQ Qα  and ( ) ~ iK Kα , thereby implying 
criteria (B2) is satisfied. Lemma 2.11 implies 
2
( )
i
Q α γ<  and Lemma 2.10 implies 
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( )K α  satisfies 2|| ( ( )) ||zw iT K α γ< , thereby implying (B3) is satisfied and the conditions 
of Corollary 2.1 are met as well. □ 
 
Remark 2.6: An approach similar to the Youla parameter interpolation approach 
discussed in Remark 2.4 can be use to construct an interpolated controller parameter  
satisfying 
2
( )
i
Q α γ<  for all α ∈A . For each controller parameter Qi, the alternate 
realization 
 
1 1
1
( )( ) ( )( )
( )( ) ( )
qi qi qi qi qi qi qi qi qi
i
qi qi qi qi
x T A T T T t x T B t y
Q
u C T t x D t y
− −
−
⎧ = + +⎪= ⎨ = +⎪⎩
 
  , (2.91) 
where 1/ 2( ) ( )qi qiT t X t=  and Xqi(t) is a bounded positive definite matrix satisfying (2.82), 
satisfies  
 ( )( ) ( )12 0qi qi qi qi qi qi qi qi qi qi qi qiA A C C B C D I D D B C Dγ ∗−∗ ∗ ∗ ∗ ∗+ + + + − + =       . (2.92) 
Interpolating the state space coefficients of (2.91) yields an interpolated controller 
parameter, defined in (2.47) and (2.48), that satisfies 
2
( )
i
Q α γ<  for all α ∈A .  ○ 
 
Remark 2.7: Intuitively, an interpolated controller can at best offer the same closed loop 
performance as the worst performing local controller that it is comprised of. In other 
words, the performance of the robust interpolated controller ( )K α  can be no better than 
 2max || ( ) ||opt zw i ii T Kγ =  (2.93) 
  ○ 
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2.4 CONTRIBUTIONS 
This chapter has a number of contributions stemming from a precise, yet generic, 
definition of the controller interpolation problem via the controller interpolation criteria. 
The controller interpolation criteria provided a focused investigation of the ensuing 
nominal and robust controller interpolation problems. The controller interpolation criteria 
were restated in terms of the Youla parameterization and a similar robust controller 
parameter. Those restatements of the controller interpolation criteria demonstrated how 
an appropriate parameterization of the controllers can serve to illuminate and greatly 
simplify the construction of an admissible interpolated controller. The simplified 
interpolated controller design was further demonstrated through the generic construction 
of the interpolated parameters satisfying the restated controller interpolation criteria, and 
the resulting interpolated controller. The results conclude there always exists an 
interpolated controller composed of stabilizing controllers, and its robust stability level, 
as characterized by the H∞ norm, is only limited by the worst performing stabilizing 
controller it contains. 
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CHAPTER 3 CONTROLLER INTERPOLATION 
OPTIMIZATION 
3.1 INTRODUCTION 
In Chapter 2, an explicit parameterization of all admissible interpolated 
controllers was presented in the framework of Youla parameterization and robust H∞ 
controller parameterization. The complete parameterization of all interpolated controllers 
satisfying the controller interpolation criteria largely hinged on the satisfaction of 
Lyapunov equations or Riccati equations. Consequently, the proof of the existence of an 
admissible interpolated controller relied upon the availability of appropriate controller 
parameterization. However, many control objectives may not have such an appropriate 
parameterization, thereby limiting the scope of the results discussed in Chapter 2. 
This chapter takes a more general outlook on controller interpolation by looking 
at how to coordinate controllers designed for different tasks to attain a common goal. One 
way controllers may be coordinated is by sharing information among the controllers. In 
order to do so, the information shared in one controller could be transformed into a form 
that is meaningful for another controller, but determining how one controller’s 
information relates to another does not necessarily have a clear answer. This chapter 
seeks out a way of determining how to share information among controllers in the context 
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of a common objective. In order to provide practical design tools, this chapter focuses on 
a search for a “Rosetta stone” capable derived via a convex optimization framework. 
In particular, an initial framework enabling the optimization of interpolated 
controllers via linear matrix inequalities (LMIs) is developed. LMIs have been heavily 
used for a broad range of design objectives such as H2 norm [62],[75], H∞ norm [35], 
multi-objective problems [62],[75], and robust regional pole placement [27]. The primary 
motivation for framing the discussion in terms of the powerful LMI machinery for 
controller interpolation is that LMIs provides a computationally efficient method for 
optimizing a multitude of control design metrics. Consequently, if the controller 
interpolation problem can be stated in terms of LMIs, the multitude of controller design 
metrics expressed in terms of LMIs can potentially be leveraged for controller 
interpolation design. 
3.1.1 Chapter Outline 
The following chapter seeks to develop insights into designing the controller 
interpolation from a convex optimization perspective. In Section 3.2, the conditions for 
LMI-based H∞ robust controller synthesis are reviewed, thereby providing context for the 
results to follow, and contrast for the results in Chapter 2 based upon Riccati equations. 
Section 3.3 presents two complementary perspectives for controller interpolation: 
stabilizing signals and controller information sharing. Stabilizing signals are proposed as 
a method to mediate the interactions among local controllers, whereas controller 
information sharing is discovered in the process of determining the existence of a 
common Lyapunov function. Motivation for both perspectives is presented in terms of 
the controller parameterization interpolation techniques discussed in Chapter 2. Section 
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3.4 focuses upon generating stabilizing signals for a single local controller that are 
compliant with a common Lyapunov function shared with the other local controllers. In 
Section 3.5, the results for a single local controller are expanded and some basic 
properties of the algebraic Riccati inequalities are leveraged to show optimality. 
3.1.2 Some Useful Results 
The following briefly presents some of the methods, tools, and manipulations 
used for the ensuing sections. First, the Schur complement proves useful when searching 
for a matrix that appears as an inverse in the matrix inequalities. 
 
Lemma 3.1: The inequalities 
 0Q <  and 1 0R SQ S− ∗− <  (3.1) 
are satisfied if and only if 
 0
R S
S Q∗
⎡ ⎤ <⎢ ⎥⎣ ⎦ . (3.2) 
Proof: The reader is directed to [31],[25] for further details. □ 
 
An important property for optimality is the well-ordered property of algebraic 
Riccati equations. Consider the equation  
 * *( )Q X XA A X C C XRX+ + + . (3.3) 
The matrix nX ∈H  is known as the stabilizing solution for algebraic Riccati equation 
(3.3) if ( ) 0Q X =  and *A BB X+  is stable. 
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Lemma 3.2: Suppose *R BB=  and nX∞ ∈H   is a stabilizing solution. Then 0X X∞> ≥  
for all nX ∈H  satisfying ( ) 0Q X < . 
Proof: Rearranging ( ) 0Q X∞ =  into the form * * *X A A X C C X BB X∞ ∞ ∞ ∞+ = − −  implies 
0X∞ ≥ . The remainder of the proof is discussed in Corollary 13.13 in [94]. □ 
 
LMIs allow certain forms of matrix equalities to be replaced with more versatile 
inequality based forms. One particularly useful example is known as the Kalman-
Yakubovich-Popov Lemma [31], [68]. 
 
Lemma 3.3: Consider the LTI system  
 zw
x Ax Bw
T
z Cx Dw
= +⎧= ⎨ = +⎩

. (3.4) 
The system Tzw is exponentially stable and 2zw iT γ<  if and only if there exists positive 
definite nX ∈H  satisfying 
 ( , , ) 0
T T
T T
zw
XA A X XB C
X T B X I D
C D I
γ γ
γ
⎡ ⎤+⎢ ⎥Φ − <⎢ ⎥⎢ ⎥−⎣ ⎦
 . (3.5) 
Proof: The proof can be found in [31], [68]. □ 
 
If a matrix inequality is an affine function of a search variable, in certain cases the search 
variable may be eliminated from the matrix inequality. The following Lemma is often 
referred to as the Elimination Lemma or Projection Lemma. 
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Lemma 3.4: Given G, H, and symmetric Ψ , there exists Θ  satisfying 
 0H G G H∗ ∗ ∗Ψ + Θ + Θ <  (3.6) 
if and only if the inequalities 
 ( ) ( ) 0H H∗ Ψ <N N  and ( ) ( ) 0G G∗ Ψ <N N  (3.7) 
hold, where ( )HN  and ( )GN  form the bases for the null spaces of H and G, respectively. 
Proof: The reader is direct to [31] and [25] for the proof. □ 
 
Corollary 3.1: Given a symmetric matrix UH HU=  and G , Ψ , and invertible U, there 
exists Θ  satisfying 
 0U UH G G H
∗ ∗ ∗Ψ + Θ + Θ < , (3.8) 
if and only if the inequalities 
 1( ) ( ) 0UH H−
∗ Ψ <N N  and ( ) ( ) 0G G∗ Ψ <N N  (3.9) 
are both satisfied, where 1 1U U U−
−∗ −Ψ = Ψ . 
Proof: Given U is invertible, it follows that 
 ( ) 1Ker KerUH U H−= . (3.10) 
Invoking Lemma 3.4 to eliminate Θ  from (3.8), then applying (3.10) yields the necessary 
and sufficient conditions (3.9). □ 
In certain cases, Lemma 3.4 or Corollary 3.1 may eliminate submatrices of a 
positive definite matrix 
 
1
22 22
T T
S N R M
X
N X M Y
−⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
. (3.11) 
  Chapter 3 Controller Interpolation Optimization 
 
 67 
contained in Ψ or 1U −Ψ . The following lemma, known as the Matrix Completion Lemma, 
guarantees the existence of X satisfying (3.11) given the remaining submatrices (R,S). 
 
Lemma 3.5: Suppose , nR S ∈H  are positive definite and 1 0n ≥  is an integer. Then there 
exists 1, n nN M ×∈\  and  positive definite 122 22, nX Y ∈H  satisfying (3.11) if and only if 
 1 0S R−− ≥  and ( )1 1rank S R n−− ≤ . (3.12) 
Proof: See the Matrix Completion Lemma in [31]. □ 
 
Remark 3.1: Applying Lemma 3.1, condition (3.12) is equivalent to 
 0
S I
I R
⎡ ⎤ ≥⎢ ⎥⎣ ⎦  and 1rank
S I
n n
I R
⎡ ⎤ ≤ +⎢ ⎥⎣ ⎦ , (3.13) 
where (3.13) possesses the advantage of being a function of R versus 1R− . ○ 
 
Remark 3.2: If 1n n≥  then the rank constraint is removed, leaving only the LMI portion 
of (3.13). ○ 
3.2 LMI-BASED ROBUST CONTROL 
This section discusses LMI-based robust control design for LTI systems, whereas 
Chapter 2 presented a Riccati equation-based approach. In contrast to the Riccati 
equation-based approach, an LMI-based approach may be extended to a class of systems 
beyond LTI systems, such as LPV systems. Consequently, in this section we parallel the 
Riccati-based approach using LMIs. 
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Once again, we focus on a norm-based description using the small gain theorem 
[48]. According to the small gain theorem (Theorem 5.6 in [48]), the uncertain model, 
described via the feedback loop in Figure 2.7 is (input-output) stable if the uncertainty 
satisfies 1/
i
γΔ <i  and 
 zw iT γ≤i , (3.14) 
where 
iii  represents an induced norm on an operator between two vector spaces. Thus 
the allowable uncertainty set may be maximized by designing Tzw that minimizes γ.  
z
Δ
Tzw
wδ zδ
w
dδ
d
_
 
Figure 3.1: Closed loop system Tzw=LFT(P,K) formed via lower linear fractional transformation 
The following section presents theory developed for synthesizing a controller to 
minimize the H∞ norm, which is the induced L2 norm for linear systems. The literature 
(e.g. [27],[31],[35],[62],[43]) contains what is now considered standard necessary and 
sufficient LMI conditions for the existence of a solution. In the sections to follow, the 
tools used to address the robust controller synthesis problem provide context for 
controller interpolation optimization. 
In the context of our investigation, Tzw is described by the interconnection of the 
plant 
 
1 2
1 11 12
2 21
x Ax B w B u
P z C x D w D u
y C x D w
= + +⎧⎪= = + +⎨⎪ = +⎩

 (3.15) 
and the controller 
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 K K K K
K K K
x A x B y
K
u C x D y
= +⎧= ⎨ = +⎩

, (3.16) 
where the interconnection is described in shorthand via the lower linear fractional 
transformation Tzw(K)=LFT(P,K), as shown in Figure 3.2. 
 
Figure 3.2: Closed loop system Tzw=LFT(P,K) formed via lower linear fractional transformation 
The closed loop system Tzw(K), originally viewed as an interconnection between 
plant P and dynamic output feedback K, can be reposed as an interconnection with a 
static output feedback gain 
 K K
K K
A B
C D
⎡ ⎤Θ = ⎢ ⎥⎣ ⎦
 (3.17) 
by restating the closed loop system as 
 21
12
cl cl
zw
x xBA B
T C D
z wDC D
⎧ ⎛ ⎞⎡ ⎤⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ ⎡ ⎤= = + Θ⎜ ⎟⎨ ⎢ ⎥⎢ ⎥⎜ ⎟ ⎜ ⎟⎣ ⎦⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎪ ⎝ ⎠⎩

, (3.18) 
where [ , ]T T Tcl Kx x x= , 
 [ ]1 1 110 , , 0 ,0 0 0
A B
A B C C D D⎡ ⎤ ⎡ ⎤= = = =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  (3.19) 
 2
0
0
Kn
B
B
I
⎡ ⎤= ⎢ ⎥⎣ ⎦
, [ ]12 120D D=  (3.20) 
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2
0
,
0
Kn
I
C
C
⎡ ⎤= ⎢ ⎥⎣ ⎦
 and 21
21
0
D
D
⎡ ⎤= ⎢ ⎥⎣ ⎦
. (3.21) 
The closed loop system can also be expressed as 
 ( ) cl cl cl clzw
cl cl cl
x A x B w
T K
z C x D w
= +⎧⎨ = +⎩
 , (3.22) 
where 
 21
12 12 21
cl cl
cl cl
A A B C B B B D
C C D C D D D D
= + Θ = + Θ
= + Θ = + Θ . (3.23) 
 
Lemma 3.6: There exists a LTI controller K of order nK ensuring 2( )zw iT K γ<  for the 
plant P (2.52) if and only if there exist symmetric R0 and S0 satisfying the coupled linear 
matrix inequalities 
 0 0( , , ) ( , , ) 0S zw SS P N S P Nγ γ∗Γ Φ < , (3.24) 
 0 0( , , ) ( , , ) 0
T
R zw RR P N S P Nγ γ∗′Γ Φ < , (3.25) 
 0
0
0
R I
I S
⎡ ⎤ ≥⎢ ⎥⎣ ⎦
 and ( )10 0rank KR S n−− ≤ , (3.26) 
where 2 21([ 0])SN C D= N  and 2 12([ 0])RN B D∗ ∗= N .  
Proof: Given the above result is well represented in the literature (e.g. [31],[35],[43]), the 
following is only a sketch of the proof. Regarding necessity, suppose there exists a 
controller K of order nK satisfying 2( )zw iT K γ< , then according to Lemma 3.3 there 
exists positive definite Kn nclX
+∈H  satisfying ( ), ( ), 0cl zwX T K γΦ < . Invoking Lemma 
3.5, clX  is of the form (3.11), where the pair 0 0( , )R S  satisfies (3.26). Rewrite 
  Chapter 3 Controller Interpolation Optimization 
 
 71 
( ), ( ), 0cl zwX T K γΦ <  as the inequality (3.6), where Θ is defined in (3.17). Lemma 3.4 
and Corollary 3.1 imply 0( , , ) 0S P γΓ <  and 0( , , ) 0R P γ′Γ <  are both satisfied, where 
diag( , )
w zcl n n
U X I += . Sufficiency can be proven by performing the steps for proving 
necessity in reverse order.  □ 
 
Remark 3.3: If Kn n≥ , then the rank constraint in (3.26) is removed, and only the 
convex conditions for Lemma 3.6 remain. ○ 
 
Remark 3.4: As discussed in Theorem 4.3 in [35], for Kn n= , 0( , , ) 0S P γΓ < , 
0( , , ) 0R P γ′Γ < , and (3.26), reduce to the coupled algebraic Riccati inequalities 
 ( )21 1 2 2 1 1 0XA A X X B B B B X C Cγ∗ ∗ ∗ ∗+ + − + < , (3.27) 
 ( )21 1 2 2 1 1 0AY YA Y C C C C Y B Bγ∗ ∗ ∗ ∗+ + − + < , (3.28) 
and ( ) 1XYρ ≤  whenever the simplifying assumptions 
 21 1 21( ) (0 )D B D I
∗ ∗ = , 12 1 12( ) (0 )D C D I∗ = , and D11=0 (3.29) 
are applied. For a sketch of the procedure, consider the basis  
 12
12 2 12
0 0
0R
I W
N
D B U I+∗ ∗
⎛ ⎞ ⎛ ⎞= ⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠
, (3.30) 
for the null space ( )2 12B D∗ ∗  of the form, where W12 is a basis for the null space of 
12 12 2( )I D D B
+ ∗−  and 12D+  is the pseudo-inverse of 12D . Applying RN  of the explicit form 
(3.30) to (3.25) and substituting 1R Xγ −= , yields the algebraic Riccati inequality (3.27) 
for system matrices satisfying the simplifying assumptions (3.29). The same procedure 
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may also be applied to show that (3.24) and (3.28) are equivalent whenever (3.29) is 
satisfied. ○ 
 
Remark 3.5: The assumptions in (3.29) require full column rank D12 and 21D
∗  which is 
known as the regular case, whereas conditions (3.24) and (3.25) also address when D12 
and 21D
∗  are not column full rank, which is known as the singular case. ○ 
 
Remark 3.6: Let , 0X Y∞ ∞ ≥  be the unique solutions to Riccati equality versions of (3.27) 
and (3.28), such that  2 1 1 2 2( )A B B B B Xγ − ∗ ∗ ∞+ −  and 2 1 1 2 2( )A C C C C Xγ − ∗ ∗ ∞+ −  are Hurwitz. 
Invoking Lemma 3.2, all , 0X Y >  solutions satisfying (3.27), (3.28), and ( ) 1XYρ ≤ , 
also satisfy the well-ordered property X X ∞>  and Y Y∞>  of Riccati inequalities. ○ 
3.3 STABILIZING SIGNALS AND INFORMATION SHARING 
Now we depart from our review of linear matrix inequalities and robust H∞ 
control and introduce a framework that encompasses the controller parameterization-
based interpolation framework discussed in Chapter 2. This section proposes a controller 
interpolation framework that weights the outputs of the local controllers based upon the 
interpolation signal and employs stabilizing signals to satisfy the controller interpolation 
criteria stated in Chapter 2. Since closed loop stability is not necessarily guaranteed by 
merely weighting the local controllers’ outputs, the controller interpolation criteria is not 
always satisfied. Each local controller was designed under the premise of full control 
authority, thus each local controller is designed without consideration for any sort of 
interaction with other local controllers. Furthermore, interactions among controllers 
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designed with conflicting objectives results in what may be characterized as “controller 
fighting”. The key proposition in this section is the use of stabilizing signals to mediate 
interaction among controllers. 
The proposed controller interpolation technique blends the output signals of each 
controller 
 ( ) ( ) ( )1r i iiu t t u tα== ∑  (3.31) 
where ui(t) is the output of the local controller  
 Ki Ki Ki Kii
i Ki Ki Ki
x A x B y
K
u C x D y
= +⎧= ⎨ = +⎩

, (3.32) 
where KinKix ∈\ . In order to mediate the interaction of the local controllers, each local 
controller Ki is altered by a stabilizing signal ( ) ( ) ( )1 2i i it t tζ ζ ζ= ⎡ ⎤⎣ ⎦  yielding the 
dynamics 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
2
ˆ Ki Ki ki Ki i
i
i Ki K Ki i
x t A x t B y t t
K
u t C x t D y t t
ζ
ζ
= + +⎧⎪⎨ = + +⎪⎩
 . (3.33) 
The stabilizing signals are defined in manner that ensures the controller interpolation 
criteria are satisfied. Note, this framework does not necessarily preclude various forms of 
state sharing. 
# ### 1
Kˆ
ˆ
rK
 
Figure 3.3: Conceptual structure of blended controller with stabilizing signals 
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3.3.1 Stabilizing Signals in Controller Parameterization-Based 
Interpolation 
Stabilizing signals are implicitly a part of the controller parameterization-based 
interpolation techniques discussed in Chapter 2. Chapter 2 interpolated the controller 
parameters  
 ˆLFT( , ) Qi Qi Qi Qii i
i Qi Qi Qi
x A x B y
Q J K
u C x D y
= +⎧⎪= = ⎨ = +⎪⎩
 
  , (3.34) 
to form an interpolated controller ( )LFT ,K J Qα α= , where i i iu K y=  
 
1 2
1 11 12
2 21
J J J J J
J J J J
J J J
x A x B y B u
J u C x D y D u
y C x D y
= + +⎧⎪= = + +⎨⎪ = +⎩
 


, (3.35) 
 
1
ˆ ˆ 1 2 12
1
ˆ1 11 12
1 1
ˆ21 2 21
ˆ ˆ
ˆˆ ˆ
J J J J iJ Ji
i J J J iJi
i J J JJi
x A x B y B D u
J u C x D y D u
y D C x D y
−
−
− −
⎧ = + +⎪⎪= = + +⎨⎪ = − +⎪⎩
 
 

, (3.36) 
and 
 ( )
1 1 1
11 12 11 21 1 1 21 2 11
1 1
1 12 1 11 2 1 2 2 12 1
ˆ ˆ ˆ
ˆ ˆˆ ˆ
J J J J J J J J J
J J J J J J J J J J J J
D D D D B B D B D
C D C D C A A B C B D C
− − −
− −
= − = +
= − + = − − . (3.37) 
For an interpolated controller parameter of the form 
 ( )
1
( )
Qi Qi Qi i Qi
r
i Qi Qi Qi
i
x A x B y
Q
u C x D y
α
α α
=
= +⎧⎪= ⎨ = +⎪⎩ ∑
 
   (3.38) 
the interpolation signals are 
 
( )( ) ( )
( )
1
1 21 2
1
2 1 11 21 2
1 1i K J J i J Ji i
i J J J J Ji
B D C x e y
C D D C e
ζ α α
ζ
−
−
⎡ ⎤= − + + −⎣ ⎦
= − , (3.39) 
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where ˆJi J Jie x x= − . In particular, the interpolation signals take the form 
 
( )( ) ( )1 2
2
1 1i K j i J i
i j
B C e x y
Fe
ζ α α
ζ
⎡ ⎤= − + − + −⎣ ⎦
=  (3.40) 
for the nominal controller interpolation. The stabilizing signals in (3.40) are a function of 
xJ, eJ, and y. When αi(t)=1, the stabilizing signal is only influenced by eJ. It can be shown 
that eJ exponentially decays in time via the discussion in Section 2.1.5. Consequently, the 
stabilizing signal exponentially decays in time after αi(t)=1. 
Note the interpolation signals are produced by subsystems J  and Jˆ . Rather than 
searching over all stabilizing signals that produce a ( )K α  satisfying the controller 
interpolation criteria, consider searching for a linear subsystem 
 
( ) ( )
( ) ( )
,
( )
,
K
K
x A x B x y
C x D x y
λ λ λ λ
λ λ λ
α αα
ζ α α
∗∗ ∗
∗∗ ∗
⎧ ⎡ ⎤= + ⎣ ⎦⎪Λ = ⎨ ⎡ ⎤⎪ = + ⎣ ⎦⎩

. (3.41) 
where 1[ , , ]rζ ζ ζ∗ ∗ ∗= … , 1[ , , ]K K Krx x x∗ ∗ ∗= … , and ( )K α  is the interconnection of ˆ iK  in 
(3.33) for i=1,…,r and ( )αΛ . The controller parameterization-based interpolation 
techniques from Chapter  2 provide an explicit form for ( )αΛ  such that ( )K α  satisfies 
the controller interpolation criteria. Also, since ( )αΛ  is finite dimensional, it provides 
some hope there may be a computationally feasible way to search for ( )αΛ . 
3.3.2 Information Sharing 
For each local LTI controller Ki, the closed loop performance 2( )zw i iT K  can be 
readily evaluated using computationally efficient algorithms. However, verifying closed 
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loop stability and robustness for ( ( ))zwT K α  is not quite so clear cut. In Theorem 2.3, 
2
( ( ))zw iT K α γ≤  is confirmed via a solution to the Riccati inequality 
 
0
0
cl
q
X
X
X
⎡ ⎤= ⎢ ⎥⎣ ⎦
, (3.42) 
where 
1 1
1 1cl
Y Z
X
Z Z
− −
∞ ∞
− −
∞ ∞
⎡ ⎤−= ⎢ ⎥−⎣ ⎦
, ( , )Y Z∞ ∞  is the solution to the Riccati equations for 
controller synthesis, and Xq is a solution to the Riccati inequality verifying 2( ) iQ α γ< . 
Thus Theorem 2.3 suggests that searching for both a ( )K α  and a symmetric positive 
definite matrix X  satisfying ( , ( )) 0zw iX T KΦ <  may be sufficient for ensuring robust 
controller interpolation. The following investigates under which circumstances a common 
positive definite matrix X proves useful for controller interpolation. 
 
Lemma 3.7: Given a set of controllers Ki of order nk and Kn nX +∈H  satisfying 
( , ( ), ) 0zw iX T K γΦ <  for i=1,…,r; then there exists an admissible interpolated controller 
( )K α  satisfying  ( ( ))zwT K α γ< . 
Proof: Consider the interpolated controller 
 
( ) ( )
( )
( ) ( )
K K K K
K K K
x A x B y
K
u C x D y
α αα α α
= +⎧= ⎨ = +⎩

 (3.43) 
where 
 
1
( ) ( )
( ) ( )
r
Ki KiK K
i
i Ki KiK K
A BA B
C DC D
α α αα α =
⎡ ⎤⎡ ⎤ = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑ . (3.44) 
Given ( , ( ), ) 0zw iX T K γΦ < , then summing over iα  yields 
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 ( )( ) ( )( )1 , , , ( ) , 0r i zw i zwi X T K X T Kα γ α γ= Φ = Φ <∑ . (3.45) 
Therefore, ( , ( ), ) 0zw iX T K γΦ <  for i=1,…,r  implies there exists ( )K α  satisfying 
( ( ))zwT K α γ< . □ 
 
Lemma 3.7 provides a technique of interpolating a limited class of controllers. 
One notable limitation is that ( , ( )) 0zw iX T KΦ <  is dependent upon the state space 
realization of each Ki. For example, a controller Ki and an alternate state space realization 
 
1
1
Ki Ki Ki Ki Ki Ki Ki
i
i Ki Ki Ki Ki
x T A T x T B y
K
u C T x D y
−
−
′ ′⎧ = +⎪′ = ⎨ ′= +⎪⎩

, (3.46) 
do not necessarily share a common positive definite Kn nX +∈H  satisfying both 
( , ( ), ) 0zw iX T K γΦ <  and ( , ( ), ) 0zw iX T K γ′Φ < . Consequently, the next step is to 
determine an appropriate realization for each Ki such that ( , ( )) 0zw iX T K ′Φ <  for i=1,…,r. 
For the following lemma, let , Kn niX X
+∈H  be written as 
 
1
0 12 0 12
12 22 12 22
S X R Y
X
X X Y Y
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 and 
1
0 ,12 0 ,12
,12 ,22 ,12 ,22
i i
i
i i i i
S X R Y
X
X X Y Y
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
, (3.47) 
where 0 0,
nR S ∈H  and 10 0 0S R−− > . 
 
Lemma 3.8: Given a set of r controllers Ki of order Kn  and positive definite matrices 
Kn n
iX
+∈H  of the form (3.47) satisfying ( )( ), , 0i zw iX T K γΦ <  for i=1,…,r. Then there 
exists an interpolated controller ( )K α  such that ( ( ))zwT K α γ< .  
Proof: Let the state transformation for the alternate realization iK ′  be 
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 ( ) 1/ 21 1,22 ,12 1 ,12 ,12 ,22 ,12( ) ( ) ( )Ki i i i i i iT X X V X X X X −− − ∗ ∗⎡ ⎤= ⎢ ⎥⎣ ⎦N N N , (3.48) 
where 1 2[ ]V V V= , 1diag( ,0)Σ = Σ , 1 0Σ >  form the components of the singular value 
decomposition satisfying 10 0V V S R
∗ −Σ = −  and 11 1 0 0 1( )V S R V∗ −Σ = − . Note that 
( )( ) ( )( )1 1, , , ,
i ii i i zw i T i zw i T
T X T T K U X T K Uγ γ−∗ − −∗ −′Φ = Φ  and 
 
1
0 ,12 10 12
1
,12 ,2212 22
i Ki
i i i
Ki i Ki i Ki
S X TS X
X T X T
T X T X TX X
−
−∗ −
−∗ ∗ −∗ −∗
⎡ ⎤⎡ ⎤= = =⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
 (3.49) 
where diag( , )i n KiT I T= , diag( , )i w zT i n nU T I += , [ ]12 1 0X V= Σ , and 22 1diag( , )X I= Σ , 
implies ( )( ), , 0zw iX T K γ′Φ < . Now the set of alternate realization controllers satisfy 
( )( ), , 0zw iX T K γ′Φ <  for i=1,…,r. Invoking  Lemma 3.7 proves the existence of ( )K α  
satisfying ( ( ))zwT K α γ< . □ 
 
On the surface, Lemma 3.8 determines alternate realizations for the local 
controllers such that the state-space matrices of the local controllers may be directly 
interpolated for use in the interpolated controller. Controller states are often devoid of 
obvious, physical significance, thereby causing difficulties in translating the information 
into a form that is useful for other controllers. However, Lemma 3.8 shows how 
information stored in the states xKi of one local controller Ki may be mapped into 
meaningful information for another controller Kj, see Figure 3.4. This mapping may be 
thought of as information sharing towards a common goal of closed loop stability, 
performance, etc. 
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zK∈ZK
xKi∈XKi
xKj∈XKj
zK=TKixKi
1
Kj Kj Kx T z
−=
 
Figure 3.4: Controller state information mapping from Ki to Kj 
3.4 STABILIZING SIGNALS FOR A SINGLE CONTROLLER 
In the following section, the stabilizing signal and Lyapunov shaping perspectives 
of the previous section are combined. The Lyapunov shaping perspective stipulates 
0 0,
nR S ∈H  in iX  of (3.47) are shared among the entire family of controllers. By 
assuming 0 0 and R S  are fixed for the family of controllers, the focus is shifted to a single 
controller K and a subsystem Λ generating the controller’s stabilizing signals. That is, 
this section focuses on establishing a method to search for a subsystem Λ that enables a 
common Lyapunov function to be constructed. 
Consider the augmented controller 
 
( ) ( ) ( )
( ) ( ) ( )
K K K K
K K K
x t A x t B y t
K
u t C x t D y t
= +⎧⎪⎨ = +⎪⎩
   
  
   (3.50) 
produced by the interconnection of  
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1
2
ˆ K K K K
K K K
x t A x t B y t t
K
u t C x t D y t t
ζ
ζ
= + +⎧⎪⎨ = + +⎪⎩
 , (3.51) 
and 
 
,Kx A x B x y
C x
λ λ λ λ
λ λζ
∗∗ ∗⎧ ⎡ ⎤= +⎪ ⎣ ⎦Λ = ⎨ =⎪⎩

. (3.52) 
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where 1 2[ , ]ζ ζ ζ∗ ∗ ∗= , ,KKx x xλ ∗∗ ∗⎡ ⎤= ⎣ ⎦ , KnKx ∈\ , and nx λλ ∈\ . In order to satisfy the 
interpolation criteria, ( ) ~K KΛ  and 2 2|| ( ( )) || || ( ) ||zw i zw iT K T KΛ = . The induced norm 
2|| ( ( )) ||zw iT K γΛ <  is satisfied if and only if there exists a positive definite Kn n nX λ+ +∈ H  
such that ( , ( ( )), ) 0zwX T K γΦ Λ <  . In order to search for Λ that is compliant with a 
common Lyapunov function, the structure of Kn n nX λ+ +∈ H is restricted, as suggested by 
Lemma 3.8. Consequently, this section seeks to answer the question:  given some 
0 0,
nR S ∈H , does there exist Λ and positive definite Kn n nX λ+ +∈ H  of the form 
 
1
0 12 0 12
12 12 12 22
S X R Y
X
X X Y Y
−
∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
      , (3.53) 
such that ( , ( ( ))) 0zwX T KΦ Λ <   and ( )K Λ  is input-output equivalent to the original 
controller K ? 
3.4.1 Insights from Controller Parameterization 
As highlighted above, the controller interpolation technique discussed in Theorem 
2.3 implicitly leverages a controller parameterization of a form that allows 
2|| ( ( )) ||zw iT K α γ<  to be verified via a positive definite matrix X  satisfying 
( , ( )) 0zwX T KαΦ < . In order to better understand the stabilizing signal generation, we 
examine the state space structure of the closed loop system ( )zwT K , shown in Figure 3.5,  
produced by an augmented controller K . Here LFT( , )K J Q= , ˆLFT( , )Q J K= , K is a 
minimal realization of the controller K , and J and Jˆ  are respectively defined in (3.35) 
and (3.36). 
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u
y
u
y
Jˆ
u
y
ˆLFT( , )Q J K=
w
z
LFT( , )K J Q=
 
Figure 3.5: Parameterized controller in closed loop system 
In order for ~K K , Figure 3.5 suggests u u≡  and y y≡  for zero initial 
condition. As discussed in Chapter 2, u u≡  and y y≡  for zero initial condition is 
guaranteed by the construction of J  and Jˆ , and reflected by the Redheffer star product 
of J  and Jˆ , 
 ( ) 1 21
2
ˆstar ,
J J JJ J
J J
J J
x A x B y B u
J J u C x u
y C x y
⎧ = + +⎪⎪= = +⎨⎪ = +⎪⎩
 


  


, (3.54) 
shown in Figure 3.6. 
J
u
y u
yu
y
Jˆ
ˆstar( , )J J
 
Figure 3.6: Redheffer star product of ˆand J J  
The transformed state space realization of ˆstar( , )J J  is written as 
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 ( )
1
1 2
1
1
1
2
2 11 1 2
1
1 2 1 2 1 21 2 12
12 1
1
12 2
0
0
ˆ ˆ 0 0 0
ˆˆ ˆ ˆ
ˆ 0 0
0 0
J J J
J
J
J J J J J
J J J J J J J J J
J J
J J
TA T TB TB
C T I
C T I
A B D B C
B C A B C B D B D
D C I
D C I
−
−
−
−
−
⎡ ⎤⎢ ⎥ =⎢ ⎥⎢ ⎥⎣ ⎦
⎡ ⎤+ +⎢ ⎥⎢ ⎥− − −⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  


, (3.55) 
which verifies u u≡  and y y≡  for zero initial condition. 
Figure 3.5 can be redrawn as Figure 3.7 by utilizing the structure of ˆstar( , )J J  in  
(2.36). Consequently, Figure 3.7 reveals two subsystems beyond the minimal realization 
of the closed loop system Tzw. Subsystem Λ2 injects signals into the closed loop system, 
whereas subsystem Λ1 receives signals from the closed loop system. In terms of 
controller interpolation, Λ2 produces stabilizing signals, and Λ1 may be thought of as 
storing information for coordination with the other local controllers. 
u
y
u
y
 
Figure 3.7: Stabilizing signals due to initial conditions 
3.4.2 Augmented Controller Design Synthesis 
Allowing Λ1 and Λ2 to take on a slightly more general structure, let the two 
subsystems be defined as 
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1 1 1
1 11 1
21 1
x A x
C x
C x
λ λ λ
λ λ
λ λ
μ
ζ
⎧ =⎪Λ = =⎨⎪ =⎩

 (3.56) 
and 
 {2 2 2 2 21 1 22[ , ]Kx A x B x B x yλ λ λ λ λ λ μ∗ ∗ ∗Λ = = + + + . (3.57) 
uy
( )K Λ
ˆ
iK
1[ ]
T T Txλμ
 
Figure 3.8: Λ1 and Λ2 in augmented controller ( )K Λ  
The augmented closed loop system, depicted in Figure 3.8, is the interconnection Kˆ , Λ1, 
and Λ2 defined in (2.52), (3.51), (3.56), and (3.57). Figure 3.8 illustrates there is no 
feedback path from [ , ]Kx y
∗ ∗ ∗  to ζ , thereby ensuring the input-output behavior remains 
unmodified if Λ2 is exponentially stable. 
As an alternative perspective, we can discuss the augmented controller K  in 
terms of its uncontrollable and unobservable subspaces via the Kalman canonical 
decomposition. Assuming K is a minimal realization, all augmented controllers K  that 
are input-output equivalent to K can be written as 
 
2
1
1 1
2 222 11 21 2 34 22
42
21
[ 0] 0 0
0 0 0 0
0
0
0 0 0
[0 ] 0 0
K
K
u
u
K n K
K K
n
n
co co
co
K n K
A I C B
x xA
x x
I
x xB C B A A BK I
x x
A Au y
C I C D
λ
λ
λ λ
λ λλ λ λ λ λ
λ
⎧ ⎡ ⎤⎪ ⎢ ⎥⎛ ⎞ ⎛ ⎞⎪ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎪ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎡ ⎤⎡ ⎤⎪ ⎢ ⎥⎜ ⎟ ⎜ ⎟+= = ⎢ ⎥⎢ ⎥⎨ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎣ ⎦ ⎣ ⎦⎪ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎪ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎪⎝ ⎠ ⎝ ⎠⎢ ⎥⎪ ⎢ ⎥⎣ ⎦⎩


 

 (3.58) 
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where Kx  is controllable and observable, 1xλ  is observable but uncontrollable, 2xλ  is 
controllable but unobservable, and cox  is both uncontrollable and unobservable. 
For our purposes, it is unnecessary that 1xλ  represent only the uncontrollable and 
observable subspace. The subspace represented by 1xλ  may also include the subspace that 
is both uncontrollable and unobservable. A similar statement pertaining to 2xλ  can also 
be made. Consequently, the search for ~K K  and 0X X ∗= >   of the form (3.53) and 
satisfying ( , ( ), ) 0zwX T K γΦ <  , can be reframed as a search for Λ1 in (3.56) and Λ2 in 
(3.57) and X . 
The augmented closed loop system 
 ( )
1
1 1
1,12
2
2 2 2,21
0
0
cl cl
cl cl
zw
B xA Bx C
D wC Dz
T K
xB
C D
w
λ
λ
λ
λ
λ λ
⎧ ⎛ ⎞⎡ ⎤⎛ ⎞ ⎡ ⎤ ⎛ ⎞⎡ ⎤= + Θ⎪ ⎜ ⎟⎜ ⎟ ⎢ ⎥⎢ ⎥ ⎜ ⎟⎣ ⎦⎜ ⎟⎪ ⎝ ⎠⎝ ⎠ ⎣ ⎦ ⎣ ⎦⎝ ⎠= ⎨ ⎡ ⎤ ⎛ ⎞⎪ ⎡ ⎤+ Θ⎢ ⎥ ⎜ ⎟⎪ ⎣ ⎦ ⎝ ⎠⎣ ⎦⎩
 


, (3.59) 
may be restated in terms of two static output feedback gains 
 1 1 11 21
TT T TA C Cλ λ λ⎡ ⎤Θ = ⎣ ⎦  and [ ]2 2 21 22A B Bλ λ λΘ =  (3.60) 
where 1 2[ , , ]clx x x xλ λ
∗ ∗ ∗ ∗= , 
 [ ]
0 0
0 0 0 , 0 , 0 0 ,
0 0 0 0
cl cl
cl cl cl cl cl cl
A B
A B C C D D
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= = = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (3.61) 
 
1
21 1,12
12
0 0 0
0 0 0
0 0
n
T T
n
T T
I
B D I
B D
λ
λλ λ
⎡ ⎤⎢ ⎥⎡ ⎤ = ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
, 
11
0
0
T
nC I λλ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
, (3.62) 
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1
22 2,21
21
0 0 0
0 0 0 ,
0 0
n
n
I
C D I
C D
λ
λλ λ
⎡ ⎤⎢ ⎥⎡ ⎤ = ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
 and 
2
2
0
0
n
B
I λ
λ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
, (3.63) 
, , ,cl cl cl clA B C D  are defined in (3.22), and 12 21, , ,B C D D  are defined in (3.20),(3.21). 
Similar to the robust controller synthesis in the previous section, the closed loop 
system dynamics are stated as an affine function of the state-space coefficients of 
subsystems Λ1 and Λ2. Given some Θ1 and Θ2, Lemma 3.3 asserts that the inequality 
2zw i
T γ≤  is satisfied if and only if there exists positive definite X  such that 
( , ( ), ) 0zwX T K γΦ <  . However, we are interested in simultaneously searching for Θ1 and 
Θ2 and X  of the form (3.53) satisfying. Given ( , ( ), ) 0zwX T K γΦ <   is affine in Θ1, Θ2, 
and X , individually. Unfortunately, the matrix inequality ( , ( ), ) 0zwX T K γΦ <   is not 
jointly affine in the unknown optimization variables X , Θ1, and Θ2. Thus it is desirable 
to restate the problem in terms of an equivalent convex problem. Two techniques are 
typically used to restate a Nonlinear Matrix Inequality as an LMI: change of variables 
and elimination of variables. The following discussion will use the elimination of 
variables technique supported by Lemma 3.4. 
The matrix inequality ( , ( ), ) 0zwX T K γΦ <   can be restated as an affine function of 
Θ1 and Θ2,  
 2
1
0i i i iX Xi Xii H G G H
∗ ∗ ∗
=Ψ + Θ + Θ <∑   , (3.64) 
where 
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cl cl cl cl
cl clX
cl cl
XA A X XB C
B X I D
C D I
γ
γ
∗ ∗
∗ ∗
⎡ ⎤+⎢ ⎥Ψ = −⎢ ⎥⎢ ⎥−⎣ ⎦

  
 , (3.65) 
 1 1,121
22
0
0 0
T
X
TX
X
H B X D
H H B X
λ λ
λ
⎡ ⎤⎡ ⎤= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦




 , and 
1 1
2 2 1,21
0 0
0
G C
G G C D
λ
λ λ
⎡ ⎤⎡ ⎤= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
. (3.66) 
 
Lemma 3.9: Given a symmetric matrix XΨ   and matrices XiH   and iG  for i=1,2. Then 
there exists Θ1 and Θ2 satisfying (3.64) if and only if the inequalities 
 ( ) ( )2 1 1 1 2 1( ) ( ) ( ) ( ) 0XG G G G G G∗ ∗ Ψ <N N N N N N  (3.67a) 
 ( ) ( )1 1 1 12 2( ) ( ) ( ) ( ) 0X X XH G G G H G∗ ∗ Ψ <N N N N N N    (3.67b) 
 ( ) ( )2 21 1 1 1( ) ( ) ) ( ) 0X X X X XG H H H G H∗ ∗ Ψ <N N N N( N N      (3.67c) 
 ( ) ( )2 1 1 1 2 1( ) ( ) ( ) ( ) 0X X X X X X XH H H H H H∗ ∗ Ψ <N N N N N N        (3.67d) 
are all satisfied. 
Proof:  Invoking Lemma 3.4 yields the necessary and sufficient conditions  
 ( ) ( ) ( )1 2 2 2 2 12 2 0X X XG H G G H G∗ ∗ ∗ ∗Ψ + Θ + Θ <N N    (3.68) 
and 
 ( ) ( ) ( )2 2 2 21 2 2 1 0X X X X XH H G G H H∗ ∗ ∗ ∗Ψ + Θ + Θ <N N      (3.69) 
for the existence of Θ1 satisfying (3.64). Applying Lemma 3.4 again, there exists Θ2 
satisfying matrix inequality (3.68) if and only if (3.67a) and (3.67b) are both satisfied, 
and there exists Θ2 satisfying matrix inequality (3.69) if and only if (3.67c) and (3.67d) 
are both satisfied. 
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In order to assure the Θ2 satisfying (3.68) is the same as the Θ2 satisfying (3.69), 
the process can be reversed by first eliminating Θ2 from (3.64) and then eliminating Θ1. 
Doing so yields the following set of inequalities 
 ( ) ( )1 2 2 2 1 2( ) ( ) ( ) ( ) 0XG G G G G G∗ ∗ Ψ <N N N N N N  (3.70a) 
 ( ) ( )1 12 2 2 2( ) ( ) ( ) ( ) 0X X X X XG H H H G H∗ ∗ Ψ <N N N N N N      (3.70b) 
 ( ) ( )2 2 2 21 1( ) ( ) ( ) ( ) 0X X XH G G G H G∗ ∗ Ψ <N N N N N N    (3.70c) 
 ( ) ( )1 2 2 2 1 2( ) ( ) ( ) ( ) 0X X X X X X XH H H H H H∗ ∗ Ψ <N N N N N N        (3.70d) 
which must be equivalent to (3.67a)-(3.67d). Equivalence can be shown by noting a 
matrix of the form ( )1 2 2( ) ( )G G GN N N  satisfies 
 ( ) 11 2 2 1 2
2
Im ( ) ( ) Ker Ker Ker
G
G G G G G
G
⎡ ⎤⎡ ⎤ = = ⎢ ⎥⎣ ⎦ ⎣ ⎦
N N N ∩ . (3.71) 
Consequently, the matrix inequalities (3.70a)-(3.70d) are equivalent to the matrix 
inequalities (3.67a)-(3.67d), and both sets are necessary and sufficient conditions for the 
existence of Θ1 and Θ2 satisfying (3.64). □ 
 
For the following lemma, submatrices ( ), , Kn nR S S +∈H  of the positive definite 
1 2( )Kn n n nX λ λ+ + +∈ H  satisfy 
 
1
12 3 2 13
1
12 22 23 2 22 23
3 23 33 13 23 33
S X N R M Y
X X X X M Y Y Y
N X X Y Y Y
−
∗ ∗ −
∗ ∗ ∗ ∗
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 
     
   
 (3.72) 
and 
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11
3 13
2
3 33 13 33
S N S Y
X
N X Y Y
−−
∗ ∗
⎡ ⎤⎡ ⎤= = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
 and 
1
2 12
1
2 22 12 22
.
R M S X
Y
M Y X X
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (3.73) 
 
Lemma 3.10: Suppose 1 2( )Kn n n nX λ λ+ + +∈ H  is a positive definite matrix with submatrices 
( ), , Kn nR S S +∈H  defined in (3.72) and (3.73). Then (3.67a)-(3.67d) are satisfied if and 
only if 
 ( , ( )) 0zwS SN S T K N
∗Φ < , (3.74a) 
 ( , ( )) 0zwS T KΦ < , (3.74b) 
 *( , ( )) 0zwR RN R T K N
∗Φ < , (3.74c) 
where ( )21 0SN C D⎡ ⎤= ⎣ ⎦N , ( )120T TRN B D⎡ ⎤= ⎣ ⎦N , and 12 21( , , , )B C D D  is defined in 
(3.20), (3.21). 
Proof: The following proof, retraces parts of the proof for Lemma 3.9 and utilizes 
Corollary 3.1 to clarify its conditions. First, observe that 11X XH H U=   and 22X XH H U=  , 
where diag( , , )
w zn nX
U X I I=   and 
 1 1 1,12
2 2
0
0 0
H B D
H H B
λ λ
λ
∗ ∗
∗
⎡ ⎤⎡ ⎤= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
. (3.75) 
Invoking Corollary 3.1, (3.69) is equivalent to 
 ( ) ( ) ( )11 2 2 2 2 2 2 1 0X X X XH U U H G G H U U H∗ −∗ ∗ ∗ ∗ ∗ −Ψ + Θ + Θ <N N    , (3.76) 
and the fact ( )2 1 0H H =N  implies that (3.76) can be rewritten as 
 ( ) ( )11 1 0X XH U U H∗ −∗ −Ψ <N N  . (3.77) 
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Thus, (3.77) is equivalent to (3.67c) and (3.67d). Furthermore, evaluating (3.77) in the 
context of (3.73) reveals that (3.77) is equivalent to (3.74c). 
Applying Corollary 3.1 again, (3.67b) is equivalent to  
 ( ) ( )
2 2
1
2 1 1 1 2 1( ) ( ) ( ) ( ) 0X XXH G U G G U H G
∗ −∗ ∗ −Ψ <N N N N N N , (3.78) 
because 
21 2 12
( ) ( ) XXH G H G U=N N , where 2 2diag( , , )w zX n nU X I I=  and X2 is defined in 
(3.73). Evaluating (3.78) shows that (3.67b) is equivalent to (3.74b). Since (3.70b) is 
equivalent to (3.67b), (3.67b) and (3.74b) are equivalent via Corollary 3.1, 
12 1 21
( ) ( )Y YG H G H U=N N  , and 1 1diag( , , )w zY n nU Y I I= . Last, (3.70a) is equivalent to  
 2 2( ) ( ) 0XG G
∗ Ψ <N N , (3.79) 
since 1 2( ) 0G G =N , thereby implying (3.79) is equivalent to (3.67a). □ 
 
The following lemma presents the conditions the submatrices ( ), , Kn nR S S +∈H  of 
1X Y −=   must satisfy in order to guarantee the existence of a positive definite 
1 2( )Kn n n nX λ λ+ + +∈ H  satisfying (3.72) and (3.73). 
 
Lemma 3.11: Given positive definite matrices ( ), , Kn nR S S +∈H , there exists a positive 
definite 1 2( )Kn n n nX λ λ+ + +∈ H  satisfying (3.72) and (3.73) if and only if 
 1 0R S −− ≥ ,  1 1rank( )R S nλ−− ≤  (3.80) 
and 
 0S S− ≥ , 2rank( )S S nλ− ≤  (3.81) 
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Proof: We start by completing Y1. Lemma 3.5 guarantees there exists  12 12,
n nM X λ×∈\  
and 122 22,
nY X λ∈H  satisfying (3.73) if and only if (3.80) is satisfied. Completing X , 
Lemma 3.5 guarantees there exists 23 13,
n nN Y λ×∈ \ , 1 223 23, n nX Y λ λ×∈  \ , and 233 33, nX Y λ∈ H  
satisfying (3.72) if and only if 
 11 1 0X Y
−− ≥  and 11 1 2rank( )X Y nλ−− ≤ , (3.82) 
where 
 121
12 22
S X
X
X X∗
⎡ ⎤= ⎢ ⎥⎣ ⎦

  . (3.83) 
Letting 12 12X X=  and 22 22X X=  reduces (3.82) to (3.81). As a consequence, 23 0X =   
and 3 33, , ,S S N X  satisfy the definition of X2 in (3.73). In order to show necessity, suppose 
there exists 1 2( )Kn n n nX λ λ+ + +∈ H  satisfying (3.72) and (3.73), then submatrices , ,R S S  
satisfy (3.80) and (3.81) by Lemma 3.5. □ 
 
Taking a closer look at ( ), , Kn nR S S +∈H ,  let the submatrices be defined as 
 0 12
12 22
R R
R
R R∗
⎡ ⎤= ⎢ ⎥⎣ ⎦
, 0 12
12 22
S S
S
S S∗
⎡ ⎤= ⎢ ⎥⎣ ⎦
, and 
1
11 12 11 12 1
12 22 12 22
S S R R
S R
S S R R
−
−
∗ ∗
⎡ ⎤ ⎡ ⎤= = =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
, (3.84) 
where 0 0 11, ,
nR S S ∈H , 12 12, Kn nR S ×∈\ , and 22 22, K Kn nR S ×∈\ . Recall, the original problem 
only assumed R0 and S0 are given, thus 12 12 22 22, , ,R S R S  may be chosen in order to reduce 
inλ  for i=1,2 satisfying rank constraints (3.80) and (3.81). 
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Corollary 3.2: Suppose there are matrices , , Kn nR S S +∈H  of the form (3.84), and 
0inλ ≥ for i=1,2, there exists a positive definite 1 2( )Kn n n nX λ λ+ + +∈ H  satisfying (3.72) and 
(3.73) if and only if 
 
0
11 12
12 22
0
0
0 T
R I
I S S
S S
⎡ ⎤⎢ ⎥ ≥⎢ ⎥⎢ ⎥⎣ ⎦
,  
0
11 12 1
12 22
0
rank
0
K
T
R I
I S S n n n
S S
λ
⎡ ⎤⎢ ⎥ ≤ + +⎢ ⎥⎢ ⎥⎣ ⎦
 (3.85) 
and 
 0 11 0S S− ≥ , 0 11 2rank( )S S nλ− ≤ . (3.86) 
Proof: Starting with Lemma 3.11, by setting 12 12S S=  and 22 22S S= , (3.81) is equivalent 
to (3.86). Similarly, setting 12 12R R=  and 22 22R R=  transforms (3.80) into 
 0 11 0R R− ≥ , 0 11 1rank( )R R nλ− ≤ . (3.87) 
In order to restate (3.87) in terms of S, note [ ] [ ]10 11 0 0 0R R R I S I ∗−− = − , and invoke 
Lemma 3.1 to establish equivalence between (3.87) and (3.85) . □ 
 
This section has been concerned with searching for a subsystem Λ used to 
augment the controller K such that X  with structure (3.53) satisfies ( , ( ), ) 0zwX T K γΦ <  . 
Now we state the necessary and sufficient conditions for the existence of two subsystems 
Λ1 and Λ2 used to generate stabilizing signals for the augmented controller K  defined in 
(3.50) and shown in Figure 3.8.  
 
Theorem 3.1: Given P of order n in (2.52), controller K of the order nK, scalar 0γ ≥ , and 
0 0,
nR S ∈H  satisfying 0( , , ) 0S P γΓ <  and 0( , , ) 0R P γ′Γ < , as defined in (3.24) and (3.25)
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. Then there exists an augmented controller ~K K  and 0X X ∗= >   of the form (3.53) 
satisfying ( , ( ), ) 0zwX T K γΦ <   if and only if there exists a positive definite Kn nS +∈H  
satisfying 
 ( , ( ), ) 0zwS T K γΦ < , (3.88) 
 
0
11 12
12 22
0
0
0 T
R I
I S S
S S
⎡ ⎤⎢ ⎥ ≥⎢ ⎥⎢ ⎥⎣ ⎦
,  and 0 11 0S S− ≥ . (3.89) 
Proof: Begin with necessity by supposing Λ1 and Λ2 exists. According to Lemma 3.9, 
there exist Λ1 and Λ2 if and only if there exists positive definite 1 2( )Kn n n nX λ λ+ + +∈ H  
satisfying inequalities (3.67a)-(3.67d). Lemma 3.10 states (3.67a)-(3.67d) are equivalent 
to (3.74a)-(3.74c), and (3.74a)-(3.74c) are equivalent to (3.25), (3.24), and (3.88). Last, 
Corollary 3.2 yields necessary and sufficient conditions (3.89) for the existence of X  
whenever 1 2n n nλ λ= = . Sufficiency can be shown in the reverse order by using (3.89) to 
construct X  and conditions (3.24), (3.25), and (3.88) to show the existence of Λ1 and Λ2 
through Lemma 3.10 and then through Lemma 3.9. □ 
 
Remark 3.7: Theorem 3.1 places several intuitive limits on an allowable choice for 
gamma. First, condition (3.88) implies 
2
( )zw iT Kγ > . Second, (R0,S0) satisfying 
conditions 0( , , ) 0S P γΓ < , 0( , , ) 0R P γ′Γ < , and (3.89) implies the conditions of Lemma 
3.6 are satisfied and γ  is restricted accordingly. ○ 
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Corollary 3.3: Given P of order n in (2.52), controller K of order nK, scalar 0γ ≥ , 
integers 1 2, 0n nλ λ ≥ , and 0 0, nR S ∈H  satisfying 0( , , ) 0S P γΓ <  and 0( , , ) 0R P γ′Γ < . Then 
there exists an augmented controller ~K K  of order 1 2KKn n n nλ λ= + +  and positive 
definite Kn nX +∈H   of the form (3.53) satisfying ( , ( ), ) 0zwX T K γΦ <   if and only if there 
exists a positive definite Kn nS +∈H  satisfying (3.88), (3.89), 
 
0
11 12 1
12 22
0
rank
0
K
T
R I
I S S n n n
S S
λ
⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥ ≤ + +⎜ ⎟⎢ ⎥⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
,  and 0 11 2rank( )S S nλ− ≤ . (3.90) 
Proof: The proof follows from a slightly modified proof of Theorem 3.1. Choosing 
1 2,n n nλ λ <  introduces (3.90) from Corollary 3.2, thereby providing necessary and 
sufficient conditions for the existence of K  with order Kn  . □ 
 
Algorithm 3.1: Suppose S satisfying Corollary 3.3 has been found for a given P of order 
n, controller K of the order nK, scalar 0γ ≥ , integers 1 2, 0n nλ λ ≥ , and 0 0, nR S ∈H  
satisfying 0( , , ) 0S P γΓ <  and 0( , , ) 0R P γ′Γ < . The following algorithm presents the 
construction of an augmented controller ~K K  of order 1 2KKn n n nλ λ= + +  and positive 
definite 1 2( )Kn n n nX λ λ+ + +∈ H  of the form (3.53) satisfying ( , ( ), ) 0zwX T K γΦ <  : 
Step 1: Constructing X  based upon Lemma 3.11 yields 
 
1
2
0 12 1 2
12 22
1
2
0 0
0 0
0 0
n
n
S S N N
S S
X N I
N I
λ
λ
∗
∗
∗
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 , (3.91) 
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 where 
 1 12 2 0 1 1 11 12 22 12 0 and ( )N N S S N N S S S S R
∗ ∗ − −= − = − − . (3.92) 
Step 2: Search for Θ1 and Θ2 satisfying the linear matrix inequality (3.64). 
Step 3: Reconstruct the augmented controller 
 
1
1 1
1,12
2
2 2 2,21
0
0
K KK K
K K
K
Bx xA BK C
Du yC D
xB C D
y
λ
λ
λ
λ
λ λ
⎧ ⎛ ⎞⎡ ⎤⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ ⎡ ⎤= = + Θ⎜ ⎟⎨ ⎢ ⎥⎢ ⎥⎜ ⎟ ⎜ ⎟⎣ ⎦⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎪ ⎝ ⎠⎩
⎡ ⎤ ⎛ ⎞⎡ ⎤+ Θ⎢ ⎥ ⎜ ⎟⎣ ⎦ ⎝ ⎠⎣ ⎦
 

    
  
, (3.93) 
 where 1 2[ , , ]KKx x x xλ λ
∗ ∗ ∗ ∗= , 
 [ ]
0 0
0 0 0 , 0 , 0 0 ,
0 0 0 0
K K
K K K K K K
A B
A B C C D D
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= = = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
    (3.94) 
 
1
2
1 1,12
0 0 0
0 0 0
0 0 0
0 0 0
K
u
n
nT T
n
n
I
I
B D
I
I
λ
λ
λ λ
⎡ ⎤⎢ ⎥⎢ ⎥⎡ ⎤ = ⎢ ⎥⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦
  , 
11
0
0
T
nC I λλ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
 , (3.95) 
 
1
2
2 2,21
0 0 0
0 0 0
,
0 0 0
0 0 0
K
y
n
n
n
n
I
I
C D
I
I
λ
λ
λ λ
⎡ ⎤⎢ ⎥⎢ ⎥⎡ ⎤ = ⎢ ⎥⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦
   and 
2
2
0
0
n
B
I λ
λ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
 , (3.96) 
 ○ 
3.5 LMI-BASED ROBUST INTERPOLATED CONTROLLER 
This section considers necessary and sufficient conditions for the construction of 
a robust interpolated controller ( )K α  satisfying the controller interpolation criteria and 
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( ( ))zwT K α γ< . Lemma 3.8 presented sufficient conditions for the existence of a robust 
interpolated controller Kα  if each local controller Ki of order Kn n≥  satisfies 
( , ( ), ) 0i zw iX T K γΦ < , where iX  is of the form (3.47). However, the restriction placed 
upon iX  potentially limits the minimum γ  satisfying Lemma 3.8. Theorem 3.1 discussed 
augmenting Ki with unobservable and uncontrollable subsystems that allow γ  to be 
minimized for a restricted iX . Now the above ideas are integrated in order to prove the 
existence of an interpolated controller ( )K α  satisfying 
2
( ( ))zw iT Kγ α> , for any γ γ ∗> , 
where 
 
2( )
inf ( ( ))zw iK T Kαγ α∗ ∈= K , (3.97) 
and K  denotes the set of controllers satisfying the controller interpolation criteria. 
Combining Theorem 3.1 with Lemma 3.8 provides sufficient conditions for the 
existence of ( )K α  satisfying 
2
( ( ))zw iT K α γ< . For the following discussion, let the pair 
1 1
0 0( , ) ( , )R S X Yγ γ∗ ∗ − −∞ ∞=  denote the maximal elements satisfying (3.25), (3.24), and (3.26), 
where ( , )X Y∞ ∞ are solutions to the Riccati equation version of (3.25), (3.24). Also let 
 
1
,11 ,12 ,11 ,12
,12 ,22 ,12 ,22
i i i i
i
i i i i
S S R R
S
S S R R
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
. (3.98) 
 
Theorem 3.2: Given a set of r controllers iK  of order nKi. Then there exists an 
interpolated controller ( )K α  satisfying ( ( ))zwT K α γ<  if there exists a positive definite 
Kin n
iS
+∈H   and 0 0, nR S ∈H   satisfying 0( , , ) 0S P γΓ < , 0( , , ) 0R P γ′Γ <  
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 ( , ( )) 0i zw iS T KΦ < , (3.99) 
 
0
,11 ,12
,12 ,22
0
0
0
i i
i i
R I
I S S
S S∗
⎡ ⎤⎢ ⎥ ≥⎢ ⎥⎢ ⎥⎣ ⎦
,  and 0 ,11 0iS S− ≥  (3.100) 
for i=1,…,r. 
Proof: In order to show sufficiency, suppose there exists Kin niS
+∈H  and 0 0, nR S ∈H  
satisfying 0( , , ) 0S P γΓ < , 0( , , ) 0R P γ′Γ < , (3.99), and (3.100). Then from Theorem 3.1 
there exists augmented controllers iK  of order ( 2 )Kin n+  and positive definite 
3 Kin n
iX
+∈ H  of the form (3.53), such that  ( , ( )) 0i zw iX T KΦ <   for i=1,…,r. Then the 
augmented controllers satisfy the conditions of Lemma 3.8, therefore ensuring the 
existence of an interpolated controller ( )K α  satisfying ( ( ))zwT K α γ< . 
For some γ γ ∗> , suppose there exists ( )K α′  satisfying the controller 
interpolation criteria and ( ( ))zwT K α γ′ < . Concerning necessity, since all admissible 
interpolated controllers ( )K α′  must satisfy the controller interpolation criteria, then 
2
max ( )zw i ii T Kγ ∗ ≥ . For some γ γ ∗> , according to Lemma 3.3 there always exists 
0i iS S
∗= >  satisfying (3.99). The pair ,11 ,11( , )i iR S  can be thought of as a particular 
solution of 0 0( , )R S  satisfying Lemma 3.6. As noted by Remark 3.6, the solutions of the 
algebraic Riccati inequalities are well ordered, implying there always exists 0 0( , )R S  
satisfying 0 0 ,11iR R R
∗ > ≥ , 0 0 ,11iS S S∗ > ≥ , 0( , , ) 0S P γΓ < , and 0( , , ) 0R P γ′Γ < . □ 
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Remark 3.8: For the single local controller case (r=1), the LMI conditions reduce to  
0i iS S
∗= >  and (3.99) by setting  0 ,11iS S=  and 0 ,11iR R= . ○ 
 
Remark 3.9: If a local controller Kj is yet to be determined, the conditions of Theorem 
3.2 corresponding to Kj reduce to 0( , , ) 0S P γΓ < , 0( , , ) 0R P γ′Γ < , and 0
0
0
R I
I S
⎡ ⎤ ≥⎢ ⎥⎣ ⎦
 by 
setting ,11 0iS S= . ○ 
 
Corollary 3.4: Given P of order n in (2.52), r controllers Ki of the order nKi, a scalar 
0γ ≥ , and an integer K Kin n≥ . Then there exists an interpolated controller ( )K α  of the 
order Kn  satisfying ( ( ))zwT K α γ<  if and only if there exists positive definite matrices 
0 0,
nR S ∈H  and Kin niS +∈H   satisfying (3.99) and (3.100) in Theorem 3.2 as well as 
 
0
,11 ,12 1,
,12 ,22
0
rank
0
i i Ki i
T
i i
R I
I S S n n n
S S
λ
⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥ ≤ + +⎜ ⎟⎢ ⎥⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
,  0 ,11 2,rank( )i iS S nλ− ≤  (3.101) 
 1, 2,K Ki i in n n nλ λ= + + , and 1, 2,, 0i in nλ λ ≥  (3.102) 
for i=1,…,r. 
Proof: The proof follows from the proof of Theorem 3.2. In order to accommodate the 
introduction of the rank constraints (3.101), replace Theorem 3.1 with Corollary 3.3. □ 
 
Algorithm 3.2: Suppose R0, S0, and Si satisfying Corollary 3.4 have been found for a 
given P of order n, r controllers Ki of the order nKi, scalar 0γ ≥ , and an integer K Kin n≥ . 
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The following algorithm presents the construction of an augmented controller ( )K α  of 
order 1, 2,max( )K Ki i iin n n nλ λ= + +  such that ( 1) ~i iK Kα =  for i=1,…,r and 
2
( ( ))zw iT K α γ<  for all α ∈A : 
Step 1: Via Algorithm 3.1, construct augmented controllers 
 
( ) ( ) ( )
( ) ( ) ( )
Ki Ki Ki Ki
i
Ki Ki Ki
x t A x t B y t
K
u t C x t D y t
= +⎧⎪⎨ = +⎪⎩
   
  
   (3.103) 
 and 
 
1
0 ,12 0 ,12
,12 ,22 ,12 ,22
i i
i
i i i i
S X R Y
X
X X Y Y
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
       (3.104) 
 satisfying ~i iK K  and ( , ( ), ) 0i zw iX T K γΦ <  , for i=1,..,r. 
Step 2: Construct an alternate augmented controller realization 
 
1
1
( ) ( ) ( )
( ) ( ) ( )
K Ki Ki Ki K Ki Ki
i
Ki Ki K Ki
z t T A T z t T B y t
K
u t C T z t D y t
−
−
⎧ = +⎪′ = ⎨ = +⎪⎩
      
   
 , (3.105) 
 where 
 ( ) 1/ 21 1,22 ,12 1 ,12 ,12 ,22 ,12( ) ( ) ( )i i i i i iKiT X X V X X X X −− − ∗ ∗⎡ ⎤= ⎢ ⎥⎣ ⎦N N N       , (3.106) 
 1 2[ ]V V V= , and 1diag( ,0)Σ = Σ , 1 0Σ >  form the components of the singular 
value decomposition satisfying 10 0V V S R
∗ −Σ = −  and 11 1 0 0 1( )V S R V∗ −Σ = − ; 
thereby satisfying ( , ( ), ) 0zw iX T K γ′Φ <   for i=1,..,r. 
Step 3: Construct the interpolated controller  
 
( ) ( )
( )
( ) ( )
K K K K
K K K
x A x B y
K
u C x D y
α αα α α
= +⎧= ⎨ = +⎩

 (3.107) 
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 where 
 
1
1
1
( ) ( )
( ) ( )
r
K K Ki Ki Ki Ki Ki
i
iK K Ki Ki Ki
A B T A T T B
C D C T D
α α αα α
−
−
=
⎡ ⎤⎡ ⎤ = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑
    
  
. (3.108) 
 ○ 
3.6 CONTRIBUTIONS 
This chapter investigated the controller interpolation problem from an 
optimization  perspective. In contrast to the differential Algebraic Riccati equations from 
Chapter 2, the LTI H∞ control design problem was restated in the context of LMIs 
[31],[35],[43]. A framework was proposed for optimizing interpolated controllers via the 
stabilizing signals and information sharing perspectives. Notably, the parameterization of 
admissible interpolated controllers in Chapter 2 can be viewed as a special case of the 
framework, thus lending additional credence to the approach. Using insights from 
Chapter 2, the stabilizing signals and information sharing perspectives were restated as 
LMIs. The linear matrix inequalities results were shown to be non-conservative in 
Theorem 3.1 and Theorem 3.2. Finally, this chapter illustrates that controller interpolation 
design may be performed using convex optimization, therefore opening up the possibility 
to perform interpolated controller design for a broad range of constraints and objectives. 
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CHAPTER 4 GAIN-SCHEDULED CONTROL 
Gain-scheduling is perhaps one of the most popular approaches to nonlinear control 
design and has been widely and successfully applied in fields ranging from aerospace to 
process control. —(Shamma and Rugh, 2000) [74] 
4.1 INTRODUCTION 
In contrast to the class of time-invariant plants discussed in Chapter 2, this chapter 
considers plant with varying behavior. The varying behavior is assumed to be sufficiently 
described in terms of a family of linear plant models that is a function of a scheduling 
variable ρ(t) in the scheduling space R . The trajectory ρ(t) is not known a priori, 
therefore LTV techniques are all but eliminated as a feasible approach. However, it is 
assumed the current value of ρ(t) is deducible from readily available online 
measurements, thereby allowing the controller to change or adapt as a function of ρ(t). 
The approach for designing a controller that is a function of the measured value of ρ(t) is 
known as gain scheduling. This chapter discusses the extension of the previously 
discussed controller interpolation techniques to gain scheduled controller design.  
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4.1.1 Linear Parameter-varying System 
In this chapter common notation persists representing the plant disturbance w, 
plant input u, plant performance output z, the plant measurement y, and scheduling 
variable ρ. Consider the nonlinear system, 
 
( )
( )
( )
, ,
, ,
, ,
x F x u w
z g x u w
y h x u w
=
=
=

, (4.1) 
where unu ∈\ , nx ∈\ , yny ∈\ , znz ∈\ , and F,  h, and g are locally Lipschitz functions 
of x, u, and w. Let ( ), ,x u wΞ =  denote an equilibrium point of (2.1) satisfying 
 ( ) ( ) ( )0 , , ,  , , , , ,F x w u z g x w u y h x w u= = = . (4.2) 
Suppose a linear parameter-varying (LPV) system 
 
( ( )) ( ( ))
( ( )) ( ( ))
x A t x B t u
y C t x D t u
δ ρ δ ρ δ
δ ρ δ ρ δ
= +
= +

, (4.3) 
sufficiently approximates the nonlinear system (2.1), where x x xδ = − , u u uδ = − , 
y y yδ = − , and ρ ∈R  is a measurable variable that captures the variations in linear 
behavior of the system. For the remainder of the discussion, the δ notation representing 
deviation from the equilibrium point will be dropped. 
This chapter focuses on quadratic stability [3],[25], which pertains to a specific 
form of Lyapunov functions, thereby allowing the direct extension of the controller 
interpolation results from the previous chapter. Consider the LPV closed loop system  
  
( ( )) ( ( ))
( ( ))
( ( )) ( ( ))
cl cl cl cl
zw
cl cl cl
x A t x B t w
T t
z C t x D t w
ρ ρρ ρ ρ
= +⎧= ⎨ = +⎩

, (4.4) 
  Chapter 4 Gain-scheduled Control 
 102 
where clnclx ∈\ , wnw∈\ , znz ∈\ , and ( )tρ ∈R . This chapter focuses on developing 
gain scheduled controllers with closed loop stability and performance  validated via 
quadratic Lyapunov functions of the form *( )V x x Xx= .  
Definition 4.1: The LPV system Tzw(ρ) in (4.4) is quadratically stable if there exists 
* 0X X= >  such that 
 ( ) ( ) 0cl clXA A Xρ ρ∗+ <  (4.5) 
for all ρ ∈R . ◊ 
 
Definition 4.2: The LPV system Tzw(ρ) in (4.4) has quadratic H∞  performance γ if there 
exists symmetric 0X >  such that 
 
( ) ( ) ( ) ( )
( , ( ), ) ( ) ( ) 0
( ) ( )
cl cl cl cl
zw cl cl
cl cl
XA A X XB C
X T B X I D
C D I
ρ ρ ρ ρ
ρ γ ρ γ ρ
ρ ρ γ
∗ ∗
∗ ∗
⎡ ⎤+⎢ ⎥Φ − <⎢ ⎥⎢ ⎥−⎣ ⎦
  (4.6) 
for all ρ ∈R . ◊ 
 
Remark 4.1: If the LPV system Tzw(ρ) has quadratic H∞  performance γ , then 
2|| ( ) ||zw iT ρ γ<  for all ρ ∈R  [25]. For a brief sketch, inequality (4.6) is first rewritten via 
the Schur complement as  
 
/ /
0
( / ) ( / )
cl cl cl cl cl cl cl
cl cl cl cl cl
XA A X C C XB D C
XB D C I D D
γ γ
γ γ γ
∗ ∗ ∗
∗ ∗ ∗
⎡ ⎤+ + + <⎢ ⎥+ − −⎣ ⎦
, (4.7) 
where the parameter-dependence is inferred. Pre-multiplying and post-multiplying (4.7) 
by [x,w] yields the inequality 
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2
( )
( ) ( )
cl cl cl cl
cl cl cl cl
x XA A X x w B Xx x XB w x x
w w C x D w C x D w
ε
γ
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗
+ + + +
< − + +
   
 (4.8) 
where /X X γ=  and 0ε >  is a sufficiently small constant. Consider the Lyapunov 
function  candidate *( )V x x Xx=  . From (4.8), the time derivative ( )V x  is upper bound by 
 22 ( ) ( ( ) ( )) ( ) ( ) ( ) ( ) ( ) ( )cl clV x t X A x t B w t w t w t z t z t x t x tγ ε∗ ∗ ∗ ∗= + < − −  . (4.9) 
Integrating both sides of (4.9) from 0 to T, with (0) 0x = , yields  
 2
0
0 ( ) ( ) ( ) ( ) ( ) ( ) ( )
T
V T w t w t z t z t x t x t dtγ ε∗ ∗ ∗≤ < − −∫ . (4.10) 
Then we conclude 
2 2
( ) / ( )
L L
z t w t γ≤  since ( ) 0V T ≥  for all 0T ≥ .  ◊ 
 
In this investigation, the LPV closed loop system (4.4) is composed of an LPV 
plant 
 
1 2
1 11 12
2 21 22
( ( )) ( ( )) ( ( ))
( ( )) ( ( )) ( ( )) ( ( ))
( ( )) ( ( )) ( ( ))
x A t x B t w B t u
P t z C t x D t w D t u
y C t x D t w D t u
ρ ρ ρ
ρ ρ ρ ρ
ρ ρ ρ
= + +⎧⎪= = + +⎨⎪ = + +⎩

, (4.11) 
interconnected with an LPV controller 
 
( ( )) ( ( ))
( ( ))
( ( )) ( ( ))
K K K K
K K K
x A t x B t y
K t
u C t x D t y
ρ ρρ ρ ρ
= +⎧= ⎨ = +⎩

, (4.12) 
where KnKx ∈\ , unu ∈\ , yny ∈\ , and ( )tρ ∈R . In order for the plant (4.11) to be 
internally quadratically stabilized by a controller (4.12), the unstable modes of the plant 
must be controllable as well as observable. 
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Definition 4.3: The LPV pair 2( , )( )A B ρ  is quadratically stabilizable if there exists 
symmetric 0X >  and ( )K ρ  such that ( )2( ) ( ) ( )FA A B Fρ ρ ρ ρ= +  is quadratically 
stable for all ρ ∈R . ◊ 
 
Definition 4.4: The LPV pair 2( , )( )C A ρ  is quadratically detectable if there exists 
symmetric 0X >  and ( )L ρ  such that ( ) 2( ) ( ) ( )LA A L Cρ ρ ρ ρ= +  is quadratically stable 
for all ρ ∈R . ◊ 
 
Determining if conditions such as (4.5) or (4.6) are satisfied for all ρ ∈R  often 
entails evaluating the conditions at an infinite number of points. For the special case 
where R  is precisely one point, then the LPV system reduces to an LTI system. As a 
result, quadratic stability becomes necessary, in addition to sufficient, for exponential 
stability, and quadratic H∞  performance γ is necessary for 2|| ( ) ||zw iT ρ γ< . Otherwise, 
the fact that an infinite number of conditions require an infinite amount of time to 
computationally evaluate, implores us to search for another way to ascertain quadratic 
stability and the like. One technique that is especially common for rate-limited ρ  is to 
grid over R  in order to approximate the infinite number of conditions. Conversely, the 
approach used in this chapter models the LPV system as a differential inclusion model 
[25] which includes the points in ρ ∈R  as well as intermediate points. As we will see, 
projecting an LPV system onto a polytopic differential inclusion allows the quadratic 
stability and like conditions to be reduced to a finite number of conditions. 
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4.1.2 Polytopic Linear Parameter-varying Systems 
Let the convex hull of a finite number of matrices be denoted as the matrix 
polytope 
 
1
Co{ , 1, , } ( ) :
s
j j j
j
A j s A Aβ β β
=
⎧ ⎫= ∈⎨ ⎬⎩ ⎭∑ B…    
where 1 1Co{ [ , , ] : 0, 1}
s
s j jj
β β β β β=≥ =∑B   … . 
Definition 4.5: The LPV system (4.4) is said to be a polytopic LPV system if for all 
ρ ∈R  the state space matrices can be represented as 
 
( ) ( )
Co , 1,...,
( ) ( )
i i
i i
A BA B
i s
C DC D
ρ ρ
ρ ρ
⎧ ⎫⎡ ⎤⎡ ⎤ ∈ =⎨ ⎬⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎩ ⎭
. ◊ 
 
Now considering the polytopic LPV closed loop system 
 
( ) ( )
( ( ), )
( ) ( )
cl cl cl cl
zw
cl cl cl
x A x B w
T K
z C x D w
β ββ β β β
= +⎧⎨ = +⎩
 , (4.13) 
formed from the interconnection of the polytopic LPV plant 
 
1 2
1 11 12
2 21
( ) ( )
( ) ( ) ( )
x A x B w B u
P z C x D w D u
y C x D w
β β
β β β
= + +⎧⎪= = + +⎨⎪ = +⎩

 (4.14) 
and polytopic LPV controller 
 
( ) ( )
( )
( ) ( )
K K K K
K K K
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

, (4.15) 
where KnKx ∈\ , unu ∈\ , uny ∈\ , and β ∈B . In (4.14) it is assumed D22=0. 
Nevertheless, the polytopic controller ( )K β  can be modified to absorb any parameter-
invariant D22, based on the discussion in Section 2.2. Furthermore, 2 2 12 21, , ,B C D D  are 
  Chapter 4 Gain-scheduled Control 
 106 
assumed to be parametric invariant in order to produce closed loop dynamics that are 
affine in β. Passing input signals u and output signals y through high band-width filters is 
one ad-hoc technique [4] for enforcing the parameter invariance. A more elegant 
approach for dealing with parameter-varying 2 2 12 21, , ,B C D D  involves extending the 
approach discussed in this chapter to descriptor systems [60],[61]. 
Freedom to design the local behavior of the plant, controller, and closed loop 
system is an important focus of the work discussed in this chapter. Let the vertices of a 
polytopic LPV system, such as ( )zwT β , be denoted as  
 , ,
, ,
( 1) .cl j cl jzw j
cl j cl j
x A x B w
T
z C x D w
β = +⎧⎪= = ⎨ = +⎪⎩

 (4.16) 
Due to the nature of polytopic LPV systems, the conditions for quadratic stability, 
stabilizability, detectability, and performance can be restated as a set of finite conditions 
dependent on the characteristics of the vertices of the polytopic LPV systems. For a more 
in depth discussion see [25]. 
Lemma 4.1: The polytopic LPV system ( )zwT β  in (4.4) is quadratically stable if and 
only if there exists symmetric 0X >  such that 
 , , 0
T
cl j cl jXA A X+ < , for j=1,…,s. (4.17) 
Proof: Necessity and sufficiency follow from the fact that  
 , ,
1 , ,
( ) ( )
( ) ( )
s
cl i cl icl cl
i
i cl i cl icl cl
A BA B
C DC D
β β ββ β =
⎡ ⎤⎡ ⎤ = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑  
and 
1
( , ( 1), ) ( , ( ), ) 0
s
j zw j zw
j
X T X Tβ β γ β γ
=
Φ = = Φ <∑ , for all β ∈B . □ 
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Lemma 4.2: The polytopic LPV closed loop system ( )zwT β  in (4.13) has quadratic H∞  
performance γ if and only if there exists symmetric 0X >  such that 
 ( , ( 1), ) 0zw jX T β γΦ = < , for j=1,…,s. (4.18) 
Proof: The proof is similar to the proof for Lemma 4.1. □ 
 
Lemma 4.3: The polytopic LPV pair 2( ( ), )A Bβ  is quadratically stabilizable if and only 
if there exists symmetric 0Y >  such that 
 ( )2 2( ) ( ) 0j jB A Y YA B∗ ∗ ∗ ∗+ <N N , for j=1,…,s. (4.19) 
Proof: The proof follows by invoking Lemma 3.4 to determine necessary and sufficient 
conditions for the existence of  ( )K β  satisfying 
 ( ) ( )2 2( ) ( ) 0XA B K XA B Kβ β∗+ + + < , for all β ∈B . (4.20) 
Condition (4.20) and (4.19) can be shown to be equivalent by pre-multiplying and post-
multiplying by 1Y X −=  and using the arguments used in the proof of Lemma 4.1. □ 
 
Lemma 4.4: The polytopic LPV pair 2( , ( ))C A β  is quadratically detectable if and only if 
there exists 0X X ∗= >  such that 
 ( )2 2( ) ( ) 0j jC XA A X C∗ ∗ ∗+ <N N , for j=1,…,s. (4.21) 
Proof: The proof follows directly from the proof for Lemma 4.3 by substituting 
2( ( ), )A Cβ∗ ∗  for  2( ( ), )A Bβ . □ 
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The Finsler’s Lemma [25] allows LMIs (4.19) and (4.21) to be equivalently 
restated as 
 2 2 0j j BjA Y YA B Bσ∗ ∗+ − <  and 2 2 0j j CjXA A X C Cσ∗ ∗+ − <  for j=1,…,s (4.22) 
for some , 0Bj Cjσ σ > . Given the conditions of Lemma 4.3 are satisfied, then there exists a 
state feedback gain of the form 12 21( )
Bj
s
jj
F B Yσβ β ∗ −== −∑  such that ( )FA β  is 
quadratically stable. Similarly, if there exists 0X X ∗= >  such that (4.21) is satisfied, 
then there exists an observer gain of the form 12 21( )
Ci
s
jj
L Y Cσβ β − ∗== −∑  such that 
( )LA β  is quadratically stable. 
4.1.3 Gain Scheduled Control 
Faced with significant variations in the plant behavior, a parameter-invariant 
controller K may achieve acceptable closed loop performance in only a subset of the 
scheduling space region R . Gain-scheduling seeks to provide improved performance 
over an enlarged portion of the scheduling space by creating a patchwork of local 
controllers optimized and tuned for their respective regions in the scheduling space. The 
manner in which the individual patches are stitched together and whether the transition is 
seamless is reliant on the controller interpolation. This chapter investigates the gain 
scheduled controller design for the class of polytopic LPV systems, and the controller 
interpolation tools developed in the previous chapters are directly leveraged in the 
following discussion. 
The broad appeal of gain scheduling for practical applications may be attributed 
to its divide-and-conquer nature. The gain scheduling approach allows the control 
designer to focus upon tuning the local closed loop behavior at each point or region of 
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interest without interference or coupling from the other design points. A point or region 
of interest could be characterized as a scheduling space neighborhood iR  where ρ(t) 
remains for significant periods of time, or a neighborhood where the closed loop behavior 
is critical. As discussed in Chapter 1, the following relatively simple steps enumerate 
how the gain scheduling approach breaks down the complex process of designing a 
controller for the family of linear plant models [74]: 
1. Choose the operating points or regions in the scheduling space that are of interest. 
2. Design a local controller for each operating point or region. 
3. Integrate the local controllers as a function of the scheduling variable to form a 
gain scheduled controller. 
4. Assess the gain scheduled closed loop stability and performance. 
 
P1 P2P(β)
Step 1: Choose design points Step 3: Interpolate local controllers
P1 P2P(β)
K1
K(β)
K2
Step 2: Design local controllers
P1 P2P(β)
K1 K2
Step 4: Evaluate closed loop performance
P1 P2P(β)
K1
K(β)
K2
Figure 4.1: Gain-scheduling design steps 
Figure 4.1 illustrates the above steps in terms of a polytopic LPV plant P(β), 
where the polytope is represented as a line. As implicitly prescribed by the nature of the 
gain scheduling process in the form of the above steps, decoupling steps 3 & 4 from step 
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2 is a crucial part of allowing unfettered design of the local controllers. A consequence of 
the decoupled steps, the entire gamut of diverse, powerful, intuitive linear control design 
algorithms may be used to design each local controller, rather than being constrained to a 
limited class of control design algorithms. The gain scheduling steps are repeated in a 
iterative design cycle until the closed loop performance objectives in step 4 are met. In 
the iterative design setting, the step 2 decoupled from 3 & 4 allows each local controller 
to be independently retuned based on the results of step 4. 
4.1.4 Chapter Outline 
This chapter broken into two gain scheduling problems analogous to the nominal 
and robust controller interpolation problem discussed in Chapter 2. First gain scheduling 
is discussed with respect to nominal quadratic stability in Section 4.2. Much like nominal 
controller interpolation in Chapter 2, Youla parameterization for quadratically 
stabilizable plants [88] is leveraged to gain schedule a set of local controllers. Section 4.3 
addresses gain scheduling with respect to the quadratic H∞  performance metric. 
Necessary and sufficient conditions for the existence of an LPV controller guaranteeing 
quadratic H∞  performance γ are reviewed from [3]. The controller interpolation 
optimization approach from Chapter 3 is extended for the gain scheduling of local 
controllers to form a gain scheduled LPV controller. The gain scheduling results 
presented in this chapter are discussed with respect to the self-scheduled results in the 
literature [3]. Last, the benefits and tradeoffs of the robust gain scheduling approach in 
this chapter are examined via a missile example from the literature. 
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4.2 NOMINAL GAIN SCHEDULING 
The following discussion focuses upon the polytopic LPV plant ( )yuP β  in (4.14) 
satisfying the following assumptions: 
A1) (A(β), B2) is quadratically stabilizable; 
A2) (C2, A(β)) ( )β  is quadratically detectable. 
First, let us discuss a direct extension of the ideas discussed in Chapter 2 to LPV local 
controllers. In contrast to the local parameter-invariant controllers 
 Ki Ki Ki Kii
Ki Ki Ki
x A x B y
K
u C x D y
= +⎧= ⎨ = +⎩

 (4.23) 
in Chapter 2, consider the set of r LPV local controllers 
 
( ) ( )
( )
( ) ( )
Ki Ki Ki Ki
i
Ki Ki Ki
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

, (4.24) 
where ( )iK β  quadratically stabilizes ( )yuP β  for all β ∈B . An interpolated controller 
 
( , ) ( , )
( , )
( , ) ( , )
K K K K
K K K
x A x B y
K
u C x D y
β α β αβ α β α β α
= +⎧= ⎨ = +⎩

, (4.25) 
consisting of local controllers that are quadratically stabilizing for all β ∈B  and 
satisfying the controller interpolation criteria in Definition 2.3 for all arbitrary 
interpolation signals 
 ( ) ( ) ( ){ }1( ) | 1, 0r i iit t t tα α α α=∈ = = ≥∑A , (4.26) 
is constructed via the nominal controller interpolation techniques discussed in Section 
2.3. 
Next, we turn our attention to gain scheduling a set of set of LPV controllers 
( )iK β  stabilizing ( )yuP β  over a subset of the parameter space i ⊂C B . The previous 
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controller interpolation technique is extended by defining interpolation signal α as a 
function of β , producing the stabilizing gain scheduled LPV controller 
 
( ) ( )
( )
( ) ( )
K Ki K K
K K K
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

 (4.27) 
in place of ( , )K β α  in (4.27). 
4.2.1 Linear Parameter-varying Controller Parameterization 
Given 2( ( ), )A Bβ  and 2( , ( ))C A β  are quadratically stabilizable and detectable, 
respectively, then there exists ( )F β  and ( )L β  producing a stabilizing, observer-based, 
polytopic LPV controller of the form 
 ( )2ˆ ˆ ˆ( ) ( )( )
ˆ( )
Fx A x L C x yK
u F x
β ββ β
⎧ = + −⎪= ⎨ =⎪⎩

. (4.28) 
Closed loop stability is readily shown via the arguments of the separation principle, 
where the state transformation ˆ( ) ( ) ( )e t x t x t= −  is applied to yield the internal closed 
loop system dynamics 
 2
( ) ( )( )
0 ( )
F
L
A B Fx x
Ae e
β β
β
−⎡ ⎤⎛ ⎞ ⎛ ⎞=⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

 . (4.29) 
As discussed in Lemma 2.4, the upper-triangular form of Acl allows for a positive definite 
matrix of the form 11diag( , )clX X Yσ −= , where 0X X ∗= >  and 0Y Y ∗= >  satisfy 
 2 2( ) ( ) 0j j j jA B F Y Y A B F
∗+ + + <  and 2 2( ) ( ) 0j j j jX A L C A L C X∗+ + + <  (4.30) 
for j=1,…,s and 1 0σ >  is a sufficiently large yet bounded scalar such that 
( ) ( ) 0cl cl cl clX A A Xβ β∗+ < . 
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As discussed in Lemma 2.7, all exponentially stabilizing, parameter-invariant, 
linear controllers K(Q)=LFT(J,Q) can be parameterized by the class of exponentially 
stable linear systems Q. Using a similar framework, consider the polytopic LPV central 
controller defined as 
 
( )2
2
ˆ ˆ ˆ( ) ( )
ˆ( ) ( )
ˆ
x A x L C x y
J u F x u
y C x y
β β
β β
⎧ = + −⎪= = +⎨⎪ = − +⎩



, (4.31) 
where 2( )( )A B F β+  and 2( )( )A LC β+  are stable, and the quadratically stable Youla 
parameter ( )Q β  defined as 
 
( ) ( )
( )
( ) ( )
q q q q
q q q
x A x B y
Q
u C x D y
β ββ β β
= +⎧⎪= ⎨ = +⎪⎩
 
  . (4.32) 
Consider the closed loop system in (4.13) formed by the interconnection of ( )yuP β  in 
(4.14) and LFT( ( ), ( ))J Qβ β . The rearranged the state space equations takes for the 
closed loop system ( )cl cl clx A xβ= , where [ , , ]cl qx x x e= , produces the upper triangular 
form 
 
2 2 2
2
( )
( ) 0 ( )
0 0
F q q
cl q q
L
A B C B F D C
A A B C
A
β β
− +⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
. (4.33) 
As shown in Lemma 2.7, the closed loop system with an upper-triangular form and stable 
subsystems dynamics AF, AL, and Aq is guaranteed to be stable. In particular, the upper-
triangular form of Acl allows a positive definite matrix of the form 
1
1 2diag( , , )cl qX X X Yσ σ −=  to verify stability, where qX  satisfies 0q qj qj qX A A X∗+ <  for 
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all j=1,…,s, X  and Y  satisfy (4.30), and 1 2, 0σ σ >  are sufficiently large yet finite 
scalars. 
 
Lemma 4.5: Given a quadratically stabilizable plant ( )yuP β . For all quadratically stable 
( )Q β , an LPV controller of the form ( ( )) LFT( ( ), ( ))K Q J Qβ β β=  quadratically 
stabilize the system ( )P β  for all β ∈B .  
 
Next we investigate whether for each quadratically stabilizing, polytopic LPV 
controller 
 
( ) ( )
( )
( ) ( )
Ki Ki Ki Ki
i
Ki Ki Ki
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

, (4.34) 
there exists some quadratically stable ( )iQ β  such that ( ) ~ LFT( ( ), ( ))i iK J Qβ β β , where 
‘~’ implies input-output equivalence. For these purposes, consider  
 
( ) ( )ˆ( ) ( ( ), ( ))
( ) ( )
qi qi qi qi
i i
qi qi qi
x A x B y
Q LFT J K
u C x D y
β ββ β β β β
= +⎧⎪= = ⎨ = +⎪⎩
 
  . (4.35) 
where  
 
2
2
( ) ( )
ˆ( ) ( )
A L y B u
J u F u
y C y
ξ β ξ β
β β ξ
ξ
⎧ = − +⎪= = − +⎨⎪ = +⎩
  


. (4.36) 
Observe that ( )iQ β  has the same internal dynamics as the closed loop system 
( ( ), )zw iT K β β . As a result, ( )iQ β  is quadratically stable, and ( ) ~ ( ( ), ( ))i iK LFT J Qβ β β  
is shown by the discussion in Section 2.2.1. 
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Theorem 4.1: The set of polytopic LPV controllers ( ) LFT( ( ), ( ))K J Qβ β β=  
quadratically stabilizing the plant ( )P β  in (4.14) for all β ∈B  is parameterized by the 
set of quadratically stable Youla parameters ( )Q β  in (4.32). 
  
Remark 4.2: Blanchini shows that if there exists a nonlinear parameter-varying control 
law stabilizing an LPV plant, then there exists an LPV control law stabilizing the LPV 
plant [14],[18],[19]. Furthermore, [19] demonstrates the separation principle for 
separating the observer dynamics from the state feedback dynamics holds for gain 
scheduling stabilizable and detectable LPV plants. Consequently, the above results may 
be readily applied to such LPV plants. ◊ 
4.2.2 Gain Scheduled Controller Interpolation 
Now that the set of all quadratically stabilizing LPV controllers has been 
parameterized, we discuss the interpolation of LPV controllers. As will be shown, LPV 
controller interpolation follows logically from the discussion of LTV controller 
interpolation.  
Lemma 4.6: Suppose there is a set of polytopic LPV controllers 1{ ( ), , ( )}rK Kβ β…  
quadratically stabilizing ( )P β  for all β ∈B . Then there always exists an interpolated 
LPV controller ( , )K β α  satisfying the controller interpolation criteria in Definition 2.3 
for all arbitrary interpolation signals ( )tα . 
Proof: From Theorem 4.1, we know there exists a set of quadratically stable, polytopic 
LPV Youla parameters 1{ ( ), , ( )}rQ Qβ β…  corresponding to 1{ ( ), , ( )}rK Kβ β… , where 
( )iQ β  is defined in (4.35). Similarly, for any interpolated LPV controller ( , )K β α  
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satisfying the controller interpolation criteria, there exists a corresponding interpolated 
Youla parameter ( , )Q β α  satisfying the Youla parameter interpolation criteria discussed 
in Chapter 2. One such interpolated Youla parameter takes the form 
 ( )
1
( ) ( )
( , )
( ) ( )
qi qi qi i qi
r
i qi qi qi
i
x A x B y
Q
u C x D d
β α β
β α α β β
=
= +⎧⎪= ⎨ = +⎪⎩ ∑
 
, (4.37) 
and may be shown to be quadratically stable by invoking the arguments in the proof of 
Lemma 2.4. □ 
 
Consider a set of local LPV controllers 1{ ( ), , ( )}rK Kβ β… , where each controller 
( )iK β  quadratically stabilizes ( )yuP β  for a closed convex subset of the scheduling space 
iβ ∈ ⊂C B . Define the projection 
 
ˆ
ˆ( ) arg min
i
i
β
β β β β
∈
−
B
 , (4.38) 
thereby implying iβ β=  when iβ ∈C  and iβ β≠  when iβ ∉C . As a result, the local 
LPV controller ( ) ~ LFT( ( ), ( ))ii iK J Qβ β β  is recovered when iβ ∈C , the Youla 
parameter ˆ( ) ( ( ), ( ))i i ii iQ LFT J Kβ β β=  is quadratically stable for all β ∈B , and 
LFT( ( ), ( ))iiJ Qβ β  quadratically stabilizes ( )yuP β  for all β ∈B .  
 
Lemma 4.7: Suppose 2( ( ), )A Bβ  and 2( , ( ))C A β  are quadratically stabilizable and 
detectable for all β ∈B  and ( )iK β  quadratically stabilizes ( )yuP β  for all iβ ∈C . Then 
there exists an LPV controller LFT( ( ), ( ))iiJ Qβ β  that satisfies 
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LFT( ( ), ( )) ~ ( )i iJ Q Kβ β β  for all iβ ∈C  and quadratically stabilizes ( )yuP β  for all 
β ∈B . 
 
A set of quadratically stabilizing controllers 1{ ( ), , ( )}rK Kβ β…  resulting from 
Lemma 4.7 can be interpolated to form an interpolated controller ( , )K β α , as discussed 
in  Lemma 4.6. The controller interpolation criteria ensure ( , ) ~ LFT( ( ), ( ))iK J Qβ α β β  
when 1iα = . Therefore, ( , ) ~ ( )iK Kβ α β  if iβ ∈C  and 1iα = , but 1iα =  and iβ ∉C  
does not imply ( , ) ~ ( )iK Kβ α β . 
It is desirable that ( , )K β α  behaves like the local controller ( )iK β  when iβ ∈C , 
thereby motivating defining the interpolation signal α  as a function of β . One possible 
definition for the interpolation signal 
 
1
1, if 
( )
( ) ( ) otherwise
i j
j ii
r
i jj
βα β
μ β μ β
≠
=
⎧ ⎛ ⎞∈ −⎪ ⎜ ⎟⎪= ⎝ ⎠⎨⎪⎪⎩ ∑
C C∪
 (4.39) 
for i=1,…,r, where ( ) ( )
pi
iμ β β β β −= − , p>0, and iβ  is defined in (4.38). A smoother 
version of (4.39) takes the form 
 
1
( ) ( ) ( )ri i jjα β μ β μ β=∑ , for i=1,…,r (4.40) 
where ( ) exp(|| ( ) ||)iiμ β β β β= −  is a radial basis function. Equation (4.40) only 
guarantees that ( )iα β  is close to one when iβ ∈C . Nevertheless, both candidate 
interpolation signals α(t) defined in (4.39) and (4.40) satisfy the basic interpolation signal 
description given in Chapter 2; that is α(t) satisfies ( )1 1r ii tα= =∑  and ( ) 0i tα ≥ . 
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Example 4.1: Consider the polytope described by { }22 1: 1, 0i iiβ β β β=∈ = ∈ = ≥∑\B  
and three design points 
 1 2 3
0.25 0.75 0.50
, , and 
0.75 0.25 0.50
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦C C C . (4.41) 
Figure 4.2 illustrates one potential definition of the interpolation signal α(β) as defined in 
(4.39) for p=1. 
0 0.2 0.4 0.6 0.8 1
0
0.5
1
α 1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
α 2
0 0.2 0.4 0.6 0.8 1
0
0.5
1
α 3
β1  
Figure 4.2: Interpolation signal as a function of β 
4.3 ROBUST GAIN SCHEDULED CONTROLLER 
In this section, controller interpolation and gain scheduling is discussed with 
respect to the controller interpolation criteria in Definition 2.3 and quadratic H∞  
performance metric defined in Definition 4.2. First, we review the conditions for the 
existence of a polytopic LPV controller producing a closed loop system Tzw(K(β),β) 
possessing quadratic H∞  performance γ for all β ∈B . Next, conditions are discussed 
that guarantee the existence of a gain scheduled LPV controller with quadratic H∞  
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performance γ composed of local LTI controllers designed for the vertices of the polytope 
B . Last, we investigate constructing a polytopic LPV controller with quadratic H∞  
performance γ for B  that recovers the local polytopic LPV controllers when  iβ ∈ ⊂C  B . 
4.3.1 Robust LPV Controller Synthesis Review 
The closed loop system Tzw(K(β),β)  in (4.13) is described by the interconnection 
via the lower linear fractional transformation Tzw(K(β), β) =LFT(P(β),K(β)), as shown in 
Figure 2.8. 
 
Figure 4.3: Closed loop system Tzw(K(β), β) =LFT(P(β),K(β)) formed via lower linear fractional 
transformation 
The dynamic output feedback controller may be reposed as a static output feedback gain  
 ( ) ( )K K
K K
A B
C D
β β⎡ ⎤Λ = ⎢ ⎥⎣ ⎦  (4.42) 
forming the closed loop system 
 21
12
( ( ), ) ( ) ( )o ocl clzw
o o
A Bx xB
T K C D
C Dz wD
β β β β⎧ ⎛ ⎞⎡ ⎤⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ ⎡ ⎤= = + Λ⎜ ⎟⎨ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎣ ⎦⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎪ ⎝ ⎠⎩

, (4.43) 
where xcl=[x xK], 11,oD D=  
 [ ]1 1( ) 0 ( )( ) , ( ) , ( ) ( ) 0 ,0 0 0o o o
A B
A B C C
β ββ β β β⎡ ⎤ ⎡ ⎤= = =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  (4.44) 
 2
0
0
Kn
B
B
I
⎡ ⎤= ⎢ ⎥⎣ ⎦
, [ ]12 120D D= ,  (4.45) 
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2
0
,
0
Kn
I
C
C
⎡ ⎤= ⎢ ⎥⎣ ⎦
 and 21
21
0
D
D
⎡ ⎤= ⎢ ⎥⎣ ⎦
. (4.46) 
Let the ith vertex of the polytope B  be denoted as 
 { }1 1vertex( ) [ , , ] : 1, 0, 1si s j j ijβ β β β β β== = ≥ =∑B  … . (4.47) 
 
Lemma 4.8: There exists a polytopic LPV controller K(β) such that Tzw(K(β), β)  in (4.13) 
has quadratic H∞  performance γ if and only if there exists 0 0,
nR S ∈H  such that 
 0 0( , (vertex( ) ), ) ( , (vertex( ) ), ) 0i S zw i SS P N S P Nγ γ∗Γ Φ <B B , (4.48) 
 0 0( , (vertex( ) ), ) ( , (vertex( ) ), ) 0
T
i R zw i RR P N S P Nγ γ∗′Γ Φ <B B , (4.49) 
 and 0
0
0
R I
I S
⎡ ⎤ >⎢ ⎥⎣ ⎦
, (4.50) 
for j=1,…,s, where 2 21([ 0])SN C D= N  and 2 12([ 0])RN B D∗ ∗= N . 
Proof: The interested reader is directed to [3] and the proof of Lemma 3.6 in the 
literature. □ 
 
Remark 4.3: Conditions (4.48) and (4.49) become an infinite set of constraints over 
ρ ∈R  in the extension to the broader class of LPV plants ( )P ρ  in (4.11). 
4.3.2 Robust Gain-scheduling 
Consider the problem of gain scheduling s LPV controllers, 
 
( ) ( )
( )
( ) ( )
Ki Ki Ki Ki
i
Ki Ki Ki
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

 (4.51) 
where each Ki guarantees quadratic H∞ performance iγ  for all iβ ∈ ⊂C B , 
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 { }, ,1 1: 1, 0i iq qi ij ij i j i jj jβ χ β χ χ= == = = ≥∑ ∑C . (4.52) 
For some square invertible TKi, the alternate state space realizations for controller Ki is 
written as  
 
1
1
( ) ( )
( )
( ) ( )
Ki Ki Ki Ki Ki Ki Ki
i
Ki Ki Ki Ki
x T A T x T B y
K
u C T x D y
β ββ β β
−
−
′ ′⎧ = +⎪′ = ⎨ ′= +⎪⎩

. (4.53) 
First, robust gain scheduling is investigated using the information sharing 
approach presented in Section 3.3. The following discussion builds from the simplest 
case to the most general case in order to illustrate how Lemma 3.8 is leveraged for gain 
scheduling. In particular, we establish if for each i=1,...,r there exists positive definite 
matrices Xi satisfying ( , ( , ), ) 0i zw iX T K β γΦ <  for all iβ ∈C , where 
 
1
0 ,12 0 ,12
,12 ,22 ,12 ,22
i i
i
i i i i
S X R Y
X
X X Y Y
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (4.54) 
and 0 0,
nR S ∈H  are held in common for  i=1,...,r, then there exists a gain scheduled 
controller ( )K β . 
As depicted in Figure 4.4, consider a set of r=s LTI controllers Ki designed for 
( )i iP P= C , where each vertex( )i i=C B  is a point representing a vertex of polytope B . 
The shorthand ( 1)iP β =  will be used in the following lemma in place of ( )i iP P= C  and 
(vertex( ) )iP B  as a reminder to the reader that only the vertices of B  are being 
considered. 
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P1 P2
K1 K2
P1 P2
K1 K2
K(β)
P(β) P(β)
 
Figure 4.4: Design points on the vertices of the polytope B  
 
Lemma 4.9: Suppose we have a polytopic LPV plant ( )P β  in (4.14) and controllers Ki in 
(4.51) of order Kn  quadratically stabilizing iP  for j=1,…,s. If there exists 0 0,
nR S ∈H  and 
positive definite  Kn niX
+∈H  of the form (4.54) satisfying ( ), ( , 1), 0i zw i iX T K β γΦ = <  
for j=1,…,s, then there exists a gain scheduled controller ( )K β  such that ( 1) ~i iK Kβ =  
and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B .  
Proof: As shown in Lemma 3.8, if iX  satisfies ( ), ( , 1), 0i zw i iX T K β γΦ = < , then there 
exists an alternate controller realization iK ′  and positive definite Kn nX +∈H  such that 
( ), ( , 1), 0zw i iX T K β γ′Φ = <  for j=1,…,s, where 
 
1
0 12 0 12
12 22 12 22
S X R Y
X
X X Y Y
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (4.55) 
As a result, 
 ( ) ( )1 , ( , 1), , ( ( ), ), 0s i zw i i zwi X T K X T Kβ β γ β β γ= ′Φ = = Φ <∑  (4.56) 
for all β ∈B , where 
 ( ) ( ) ( )
( ) ( )
K K K K
K K K
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

 (4.57) 
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and 
1
1
1
( ) ( )
( ) ( )
s
K K Ki Ki Ki Ki Ki
i
iK K Ki Ki Ki
A B T A T T B
C D C T D
β β ββ β
−
−
=
⎡ ⎤⎡ ⎤ = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑ . Therefore there exists ( )K β  such that 
( ( ), )zwT K β β  has quadratic H∞  performance γ. □ 
 
Remark 4.4: The gain scheduled controller also satisfies the controller interpolation 
criteria in Definition 2.3 if β ∈B  is treated as the interpolation signal α ∈A . ◊ 
 
Consider r s≥  LTI controllers, where ( )r s−  controllers are designed for points 
other than the s vertices of polytope B . Figure 4.5 illustrates the case s=2 and r=3. 
P1 P3
K1 K3
P2
K2
P1 P3
K1 K3
P2
K2
P(β) P(β)
K(β)
 
Figure 4.5: Design points on the vertices of polytope B and other points 
 
Lemma 4.10: Suppose we have a polytopic LPV plant ( )P β  in (4.14), LTI controllers Ki 
in (4.51) of order Kn  quadratically stabilizing ( )iP C , and Co{ , 1, , }i i r= = …B  C . If there 
exists 0 0,
nR S ∈H  and positive definite  Kn niX +∈H  of the form (4.54) satisfying  
 ( ), ( , ), 0i zw i iX T K γΦ <C  for i=1,…,r, (4.58) 
then there exists a gain scheduled controller ( )K β  such that ( ) ~i iK KC  and 
( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B .  
Proof: Define a new polytope 
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 { }1 1[ , , ] : 1, 0rs i iiε ε ε ε ε== = ≥∑ …E , (4.59) 
and let 
1
( ) r i iiβ ε ε== ∑ C , noting ( ) Co{ , 1, , }i i rβ = = =…E C B . Invoke Lemma 4.9 to 
determine a gain scheduled controller ( )K ε  such that ( 1) ~i iK Kε =  and 
( ( ), ( ))zwT K ε β ε  has quadratic H∞  performance γ for all ε ∈E . Through the properties of 
polytopes, for any β ∈B  there exists a mapping ( )ε β  such that ( ( ))β ε β β=  and 
( )ε β ∈E . In order to guarantee ( ) ~i iK KC , let ( )ε β  be such a mapping with the 
additional constraint ( ) 1iε β =  when iβ = C . Then the gain scheduled ( ( ))K ε β  is such 
that ( ( )) ~i iK Kε C  and ( ( ( )), )zwT K ε β β  has quadratic H∞  performance γ for all β ∈B .□ 
 
Remark 4.5: The same arguments hold when ( )iK β  is a polytopic LPV controller over 
the polytope { }, ,1 1: 1, 0i iq qi ij ij i j i jj jβ χ β χ χ= == = = ≥∑ ∑C  by replacing (4.58) with 
 ( ), ( ( ), ), 0i zw i i iX T K γΦ <C C  for i=1,…,r. ◊ 
  
As we see in the following, Lemma 4.10 does not immediately give way to a gain 
scheduled controller ( )K B  when Co{ , 1, , }i i r= ⊂…C B . Consider a set of r  LTI 
controllers Ki and the corresponding scheduling regions iC  that do not necessarily 
intersect with each vertex of B , i.e. for some j=1,…,s 
1
vertex( )r i ji= = ∅∩∪ C B . Figure 
4.6 illustrates such a case for s=2 and r=3, where iC  for i=1,…,r intersects neither of the 
vertices of B . 
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P(β)
K1 K3K2
P1 P3
K1 K3
P2
K2
P1 P3
K1 K3
P2
K2
K(ε)
P1 P2 P3 P(ε) P(ε)
 
Figure 4.6: General case: not all vertices of polytope B  are a design point 
 
Corollary 4.1: Suppose we have a polytopic LPV plant ( )P β  in (4.14), LTI controllers 
Ki in (4.51) of order Kn  quadratically stabilizing ( )iP C , and Co{ , 1, , }i i r= ⊂…C B . If 
there exists 0 0,
nR S ∈H  and positive definite Kn niX +∈H  of the form (4.54) satisfying 
( ), ( , ), 0i zw i iX T K γΦ <C  for i=1,…,r, then there exists a gain scheduled controller ( )K β  
such that ( ) ~i iK KC  and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all 
Co{ , 1, , }i i rβ ∈ = ⊂…C B .  
Proof: Following the same procedure discussed in the proof of  Lemma 4.10, define a 
polytope 
 { }1 1[ , , ] : 1, 0rs i iiε ε ε ε ε== = ≥∑ …E , (4.60) 
the function 
1
( ) r i iiβ ε ε== ∑ C , and a mapping ( )ε β  such that ( ( ))β ε β β=  and 
( )ε β ∈E . Noting ( ) Co{ , 1, , }i i rβ = = …E C , Lemma 4.10 guarantees the existence of a 
gain scheduled controller ( ( ))K ε β  such that ( ( )) ~i iK Kε C  and ( ( ( )), )zwT K ε β β  has 
quadratic H∞  performance γ for all Co{ , 1, , }i i rβ ∈ = …C . □ 
 
Similar to the above case, consider a set of r  LTI controllers Ki with the 
corresponding design regions iC  such that Co{ , 1, , }i i r= ⊂…C B . Let J  denote the 
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indices of the vertices of B  not covered by the scheduling regions iC , that is if the 
integer j ∈J  then Co{ , 1, , } vertex( )i ji r= = ∅… ∩C B . For the uncovered vertices of B , 
vertex( )JB , specify additional design points called pseudo-design points. Here we term a 
pseudo-design point as a design point without a local controller Ki explicitly specified. As 
a result, we have a new set of scheduling regions iC  that are a combination of the original 
design regions and the pseudo-design points satisfying Co{ , 1, , }i i q= =…C B . In the new 
set of scheduling regions, let iC  1, ,i r q= + …  correspond to the previously uncovered 
vertices of B . 
P1 P3
K1 K3
P2
K2
P(β)
P1 P3
K1 K3
P2
K2
P(β)
pseudo-deign points
P1 P3
K1 K3
P2
K2
P(β)
K(β)
P4 P5 P5P4
 
Figure 4.7: Adding pseudo-design points for general case 
 
Lemma 4.11: Suppose we have a polytopic LPV plant ( )P β  in (4.14), LTI controllers Ki 
in (4.51) of order Kn  quadratically stabilizing ( )iP C  for i=1,…,r, and 
Co{ , 1, , }i i r= ⊂…C B . If there exists 0 0, nR S ∈H  and positive definite Kn niX +∈H  of the 
form (4.54) satisfying ( ), ( , ), 0i zw i iX T K γΦ <C  for i=1,…,r and both 
 0( , ( ), ) 0iS P γΓ <C  and 0( , ( ), ) 0iR P γ′Γ <C  for 1, ,i r q= + …  (4.61) 
then there exists a gain scheduled controller ( )K β  such that ( ) ~i iK KC  for i=1,..,r and 
( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B .  
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Proof: Note that 0iX >  of the form  (4.54) for 1, ,i r= …  ensures 10 0 0S R−− ≥ ,  0 0R > , 
and 10 0rank( ) KS R n
−− ≤ . Lemma 3.6 and (4.61)  guarantee positive definite Kn niX +∈H  of 
the form (4.54) and Ki satisfying ( ), ( , ), 0i zw i iX T K γΦ <C  for 1, ,i r q= + … . Invoking 
Lemma 4.10 for Ki and Xi satisfying ( ), ( , ), 0i zw i iX T K γΦ <C  for i=1,…,q and 
Co{ , 1, , }i i q= =…C B  guarantees the existence of a gain scheduled controller ( )K β  such 
that ( ) ~i iK KC  for i=1,..,r and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all 
β ∈B . □ 
 
As discussed in Chapter 3, requiring ( ), ( ), 0i zw iX T K γΦ <  to be satisfied by a 
positive definite Kn niX
+∈H  of the form (4.54) can potentially be a restrictive condition 
when trying to minimize γ. The following leverages robust controller interpolation from 
Chapter 3 to lift those restrictions. For the following, let the positive definite matrix 
( )Kn n
iS
+∈H  be partitioned as 
 ,11 ,12
,12 ,22
i i
i
i i
S S
S
S S∗
⎡ ⎤= ⎢ ⎥⎣ ⎦
, (4.62) 
where ,11
n
iS ∈H , ,12 Kn niS ×∈\ , and ,22 K Kn niS ×∈\ . 
 
Theorem 4.2: Given ( )P β  and a set of r LTI controllers iK  of order nKi 
stabilizing ( )iP C . Then there exists a gain scheduled controller ( )K β  such that 
( ) ~i iK KC  and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B  if and only 
if there exists a positive definite Kn niS
+∈H  and 0 0, nR S ∈H  satisfying 
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 0( , (vertex( ) ), ) 0iS P γΓ <B  and 0( , (vertex( ) ), ) 0iR P γ′Γ <B  for 1, ,i s= …  (4.63) 
 ( ), ( , ), 0i zw i iS T K γΦ <C  for i=1,…,r, (4.64) 
and 
 
0
,11 ,12
,12 ,22
0
0
0
i i
T
i i
R I
I S S
S S
⎡ ⎤⎢ ⎥ ≥⎢ ⎥⎢ ⎥⎣ ⎦
 and 0 ,11 0iS S− ≥  for i=1,…,r. (4.65) 
Proof: In order to show sufficiency, suppose there exists Kn niS
+∈H  and 0 0, nR S ∈H  
satisfying (4.63), (4.64), and (4.65). Then from Theorem 3.1 there exists augmented 
controllers iK  of order ( 2 )Kin n+  and positive definite 3 Kin niX +∈H  of the form (4.54), 
such that  ( , ( , ), ) 0i zw i iX T K γΦ <  C  for i=1,…,r. The set of augmented controllers satisfies 
the conditions of Lemma 4.11, hence there exists an interpolated controller ( )K β  such 
that ( ) ~i iK KC  and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B . 
Concerning necessity, suppose at least one of the conditions (4.63), (4.64), or 
(4.65) does not hold, but there still exists an LPV controller ( )K β  such that ( ) ~i iK KC  
and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B . Given ( )K β  has 
quadratic H∞  performance γ, then each Ki has quadratic H∞  performance γ as well. In 
light of Theorem 3.1, there exists an augmented controller ~ ( )i iK K C  and positive 
definite 0i iX X
∗= >   of the form (4.54) satisfying ( , ( , ), ) 0i zw i iX T K γΦ <  C  if and only if 
0( , ( ), ) 0iS P γΓ <C , 0( , ( ), ) 0iR P γ′Γ <C , ( ), ( , ), 0i zw i iS T K γΦ <C , and (4.65) are satisfied. 
Invoking Lemma 4.2 and Lemma 4.8 shows those conditions must be satisfied, thus 
revealing a contradiction. □ 
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Remark 4.6: In the case where there are no local controllers specified (r=0), the above 
conditions reduce to the self-scheduled controller synthesis conditions in Lemma 4.8. ◊ 
 
Corollary 4.2: Given ( )P β  of order n, r controllers Ki of the order nKi, a scalar 0γ ≥ , 
and an integer K Kin n≥ . Then there exists a gain scheduled controller ( )K β  of the order 
Kn  such that ( ) ~i iK KC  and ( ( ), )zwT K β β  has quadratic H∞  performance γ for all 
β ∈B  if and only if there exists a positive definite Kn niS +∈H  and 0 0, nR S ∈H  satisfying 
(4.63), (4.64), (4.65), 
 
0
,11 ,12 1,
,12 ,22
0
rank
0
i i Ki i
T
i i
R I
I S S n n n
S S
λ
⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥ ≤ + +⎜ ⎟⎢ ⎥⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
,  0 ,11 2,rank( )i iS S nλ− ≤  (4.66) 
 1, 2,K Ki i in n n nλ λ= + + , and 1, 2,, 0i in nλ λ ≥ . (4.67) 
for i=1,…,r. 
Proof: The proof follows from the proof of Theorem 4.2. In order to accommodate the 
introduction of the rank constraints (4.66), replace Theorem 3.1 with Corollary 3.3. □ 
 
The following presents an algorithm for the construction of a gain scheduled 
controller based on the above results. The first algorithm addresses the simple case where 
the design points are chosen as vertex( )i i=C B  for 1, ,i s= … . The second algorithm 
considers the more general case i ∈C B  for 1, ,i r= … . 
 
Algorithm 4.1: Suppose R0, S0, Si, satisfying Corollary 4.2 has been found for a given 
( )P β  of order n, r controllers Ki of the order nKi, a scalar 0γ ≥ , and an integer K Kin n≥ . 
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The following algorithm presents the construction of a gain scheduled controller ( )K β  of 
order 1, 2,max( )K Ki i iin n n nλ λ= + +  such that (vertex( ) ) ~i iK KB  for j=1,…,s and 
( ( ), )zwT K β β  has quadratic H∞  performance γ for all β ∈B : 
Step 1: Construct augmented controllers 
 
( ) ( ) ( )
( ) ( ) ( )
Ki Ki Ki Ki
i
Ki Ki Ki
x t A x t B y t
K
u t C x t D y t
= +⎧⎪⎨ = +⎪⎩
   
  
   (4.68) 
 and 
 
1
0 ,12 0 ,12
,12 ,22 ,12 ,22
i i
i
i i i i
S X R Y
X
X X Y Y
−
∗ ∗
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
       (4.69) 
 via Algorithm 3.1 satisfying ~i iK K  and ( , ( , vertex( ) ), ) 0i zw i iX T K γΦ <B  , for 
i=1,..,s.  
Step 2: Construct an alternate augmented controller realization 
 
1
1
( ) ( ) ( )
( ) ( ) ( )
K Ki Ki Ki K Ki Ki
i
Ki Ki K Ki
z t T A T z t T B y t
K
u t C T z t D y t
−
−
⎧ = +⎪′ = ⎨ = +⎪⎩
      
   
 , (4.70) 
 where 
 
11
,22 ,12 ,12( )i i iKiT X X X
−− ∗⎡ ⎤= ⎣ ⎦   N , (4.71) 
 thereby satisfying ( , ( , vertex( ) ), ) 0zw i iX T K γ′Φ <B   for i=1,..,s. 
Step 3: Construct the gain scheduled controller  
 
( ) ( )
( )
( ) ( )
K K K K
K K K
x A x B y
K
u C x D y
β ββ β β
= +⎧= ⎨ = +⎩

 (4.72) 
 where 
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1
1
1
( ) ( )
( ) ( )
r
K K Ki Ki Ki Ki Ki
i
iK K Ki Ki Ki
A B T A T T B
C D C T D
β β ββ β
−
−
=
⎡ ⎤⎡ ⎤ = ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦∑
    
  
, (4.73) 
 thereby satisfying ( , ( ( ), ), ) 0zwX T K γΦ <B B  and guaranteeing quadratic H∞  
performance γ for all β ∈B .  ○ 
 
Algorithm 4.2: Suppose R0, S0, Si, satisfying Corollary 4.2 have been determined for 
( )P β  of order n, r controllers Ki of the order nKi, a scalar 0γ ≥ , and an integer K Kin n≥ . 
The following algorithm presents the construction of a gain scheduled controller ( )K β  of 
order 1, 2,max( )K Ki i iin n n nλ λ= + +  such that ( ) ~i iK KC  for i=1,…,r and ( ( ), )zwT K β β  has 
quadratic H∞  performance γ for all β ∈B : 
Step 1: Construct a non-overlapping patchwork of polytopes by subdividing the polytope 
B  into a set of polytopes jE . The set of polytopes jE  satisfies the following 
properties: (i) 
1 jj==B E∪ , (ii) j k = ∅E E∩  for all j k≠ , and (iii) either 
vertex( )k j∈C E  or vertex( )k j∉C E  for every kC . 
Step 2: For each ( )jE , apply Algorithm 4.1 to construct ( )j jK E  satisfying 
( , ( ( ), ), ) 0zw j j jX T K γΦ <E E   and guaranteeing quadratic H∞  performance γ for all 
( )j jε ∈ E . 
Step 3: Construct the gain scheduled controller by setting ( ) ( )jK Kβ β=   whenever 
jβ ∈E .  ○ 
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4.3.3 Comparison to Self-Scheduled Approach 
In order to better understand the benefits, as well as the tradeoffs, associated with 
robust gain scheduling, the following is a brief comparison of robust gain scheduling with 
respect to the self-scheduling approach discussed in [3],[4] and [36] and many 
subsequent papers based on similar ideas. First and foremost, the robust gain scheduling 
technique presented above allows complete control over the local behavior of the gain 
scheduled controller through the design of independent local controllers. In contrast, the 
local controllers and the self-scheduled LPV controller are designed simultaneously, 
thereby removing the ability to separately define the local controller behavior of the LPV 
controller. As a result, the self-scheduled approach is often viewed as conservative. The 
ability to tune the local behavior of the LPV controller highlights the recovery of a key 
component of gain scheduling under a rigorous theoretical framework. 
Nevertheless, the extra degrees of control over the LPV controller design do not 
come without some sort of compromise. If no local controllers have been specified, 
Theorem 4.1 recovers the existence conditions for a self-scheduled controller with 
quadratic H∞  performance γ presented in Lemma 4.8. Each local controller represents an 
interpolation constraint placed on the robust gain scheduled controller; therefore, as the 
number of local controllers increases, so do the number of interpolation constraints. 
Consequently, the minimum quadratic performance achievable for the robust gain 
scheduled controller will always be greater than or equal to that of the minimum 
quadratic H∞  performance achievable for the self-scheduled controller. 
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4.4 MISSILE EXAMPLE 
The following section applies the results of the previous sections to an example 
discussed in [4] and the LMI Robust Control Toolbox [36]. The example considers the 
control of longitudinal missile dynamics 
 
1 0
0 1
( )
1 0
0 1
zv
Z
m
Mq q
G
a
q q
α
α
α α δ
ρ α
⎧ −⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤= +⎪ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎪⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦= ⎨ −⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎪ =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎪⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎩


 (4.74) 
where azv, q, δm are respectively the normalized vertical acceleration, pitch rate and fin 
deflection, [ , ]Z Mα αρ ∗= , and the time-varying parameters Zα∈[0.35,4.35] and 
[ 365,380]Mα ∈ −  depend on the missile altitude, velocity, and angle of attack. 
 
Figure 4.8: Missile diagram 
As shown in Figure 4.9, the linear behavior of the plant changes significantly over 
a grid of parameter values. The grid is composed of 100 evenly spaced points with 20 in 
the Mα  direction and 5 in the Zα direction. Among the behavior variations that can be 
potentially problematic, the low frequency gain of the frozen-parameter plant changes an 
order of magnitude, and the plant experiences a resonance or significant amplification 
occurring between 5 and 20 rad/s. 
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Figure 4.9: Magnitude of plant frequency response 
Furthermore, the characteristic polynomial 2s Z s Mα α+ +  of the plant reveals that the 
plant is unstable when 0Mα < . As is the theme of this gain scheduling chapter, it is 
desirable to separately design the closed loop behavior for a collection of design points in 
the parameter space. The design points are placed at the vertices of the parameter box 
described by [ , ]Z Mα αρ ∗=  
 1
0.35
365
ρ ⎡ ⎤= ⎢ ⎥−⎣ ⎦ , 2
4.35
365
ρ ⎡ ⎤= ⎢ ⎥−⎣ ⎦ , 3
4.35
380
ρ ⎡ ⎤= ⎢ ⎥⎣ ⎦ , 4
0.35
380
ρ ⎡ ⎤= ⎢ ⎥⎣ ⎦ . (4.75) 
4.4.1 Classic Approach 
A classic controller design approach involves designing an LTI controller for a 
nominal LTI plant model, and leveraging H∞  loop shaping tools in hope of providing 
some degree of robustness to parametric variance. For this example, consider designing 
an LTI controller minimizing γ satisfying 
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 1
2 2i
W S
W KS
γ<  (4.76) 
for the nominal parameter values (Zα,Mα )=(2.25,53), where S is the closed loop 
sensitivity, 
 
3 2
1 2 3 2
2.01 9.678 0.029( ) , and ( )
2.01 1.206E 4 1.1367 E 7 1.066E10
s sW s W s
s s s s
+= =+ + + + . (4.77) 
 
Figure 4.10: Closed loop diagram 
The H∞  control design specifications and frequency weightings are the same as ones 
used in [36] for the self-scheduled controller design. The physical significance of 
frequency weightings W1 and W2, shown in Figure 4.11 and Figure 4.12, correspond with 
improved low frequency zva  reference tracking and fin deflection limited bandwidth, 
respectively.  
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Figure 4.11: Frequency weighting W1 Figure 4.12: Frequency weighting W2 
The frequency response of the resulting controller is shown in Figure 4.13. The 
desired low frequency zva  reference tracking is reflected by the pseudo-integrator 
behavior on the first channel of the controller, corresponding with the zva  tracking error. 
Figure 4.14 depicts the singular value plot of the weighted closed loop. 
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Figure 4.13: Magnitude of classic controller frequency response 
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Figure 4.14: Classic closed loop singular value plot 
 
In Figure 4.15, the frozen parameter closed loop step responses are shown for a 
grid of points over the box described by Zα∈[0.35,4.35] and Mα∈[-365,380]. Figure 4.16 
illustrates the location of the stable and unstable grid in the parameter space. The LTI 
controller fails to stabilize all of the frozen-parameter systems corresponding to each grid 
point in Figure 4.16. Consequently, we turn to control design methods that incorporate 
the parameteric variation in to the design. 
 
Figure 4.15: Classic closed loop response over a grid of parameter values 
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Figure 4.16: Grid of parameter values; □ nominal design point, ◊ unstable grid point, ○ stable grid point 
4.4.2 Fixed Robust LTI Approach 
As discussed in [20], the existence of a fixed linear controller that simultaneously 
stabilizes three or more plant is an undecidable problem. The following uses D-K 
iteration to construct a fixed controller to accommodate the parameter variation. First the 
affinely parameter dependent plant ( )G ρ  is restated as the interconnection of an LTI 
system 
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max min
2
max min
1 max min
2 max min
( ) / 2 1 0 1 0
( ) / 2 0 1 0 1
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1 0
0 1
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

 (4.78) 
 
interconnected with a structured uncertainty diag( , )M Zρ α αδ δΔ = , where 2|| || 1ρΔ ≤ ,  as 
shown in Figure 4.17 [3],[4],[66]. 
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Figure 4.17: Linear fractional representation of parameter dependent plant G(ρ). 
Based on the linear fractional representation of the parameter dependence, the closed 
loop system can be analyzed via the structured singular value μ [31], [94]. The scaled 
small gain test employs a scaling matrix D that commutes with the structured uncertainty 
diag( , )ρΔ = Δ Δ  ( 2|| || γΔ ≤ ), i.e. ΔD=DΔ, to verify robust stability with respect to the 
structured uncertainty. Frequency dependent scaling matrices, realized in the form of 
dynamic LTI systems, are used for LTI structured uncertainty. Since the parameter 
variation is time-varying, static scaling matrices are used to ascertain absolute stability of 
the parameter-varying system along the lines of the circle criterion [48]. 
In an algorithm called D-K iteration, the control design is iteratively improved 
upon by iterating between construction of an H∞ controller and D scaling matrix 
[31],[94]. The algorithm is not guaranteed to converge to either a global or local minima. 
However, it is useful for iterating upon an initial design and taking into account effects of 
the parameter variation. The dksyn.m algorithm in the Robust Control Toolbox [7] was 
used to perform the D-K iteration. The algorithm evaluates the closed loop system at a 
finite number of frequencies to construct the scaling matrices. Consequently, it is not 
guaranteed that the algorithm properly estimates the upper bound using a finite number of 
points, thereby necessitating some fine tuning of the chosen frequencies to properly 
capture an upper bound for μ. 
For consistency, the same H∞ performance weightings used for the nominal H∞ 
controller design were reused for the D-K iteration, commonly referred to as μ-synthesis. 
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The frequency response of the resulting robust LTI controller is shown in Figure 4.18. 
Not only was a stabilizing controller successfully constructed, the quadratic H∞ 
performance of the resulting closed loop system is 0.4647γ ≤ . Figure 4.19 and Figure 
4.20 show the singular value plot and step response of the closed loop system, over a grid 
of frozen-parameter values shown in Figure 4.16. As illustrated in Figure 4.19 and Figure 
4.20, despite robust stability with respect to all parameter variation, the closed loop 
behavior still significantly varies with the parameter values. In particular, the steady state 
tracking error in Figure 4.20 may inadequate at the design points.  
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Figure 4.18: Magnitude of μ controller frequency response 
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Figure 4.19: μ closed loop singular values plot 
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Figure 4.20: μ closed loop response over a grid of parameter values 
4.4.3 Self-Scheduled Approach 
Now we investigate the design of a self-scheduled LPV controller. Naturally, the 
performance of the self-scheduled LPV controller is expected to be significantly better 
than the performance of an LTI controller. As an additional benefit, Lemma 4.8 provides 
convex synthesis conditions that are guaranteed to yield an LPV controller optimizing the 
quadratic H∞ performance. Once again, the same H∞ performance weightings that were 
used for the nominal H∞ controller design were reused for the self-scheduled LPV 
controller design. The algorithm hinfgs.m in [36] produced a quadratic H∞ performance 
upper-bound of 0.3486γ ≤  compared to 0.4647γ ≤  for the robust LTI case. The frozen-
parameter behavior of the self-scheduled controller over a grid of points is shown in 
Figure 4.21. The frozen parameter behavior of the controller changes significantly over 
the scheduling space, as exhibited by changes in the low frequency gain and a curious 
shift from amplification to attenuation between 60 rad/s and 160 rad/s for different 
parameters on input channel 1. 
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Figure 4.21: Magnitude of self-scheduled controller frequency response 
(pseudo-design points ; grid points ···) 
As shown in Figure 4.22 and Figure 4.23, the variation in controller behavior reduces the 
variation in closed loop behavior over the gird of parameter values. Primarily, the 
desirable behavior is most effectively displayed by the reduced overshoot and steady-
state tracking error for the closed loop step input response in Figure 4.23. 
10
-2
10
0
10
2
10
4
10
6
-55
-50
-45
-40
-35
-30
-25
-20
-15
-10
-5
Singular Values
Frequency (rad/sec)
S
in
gu
la
r V
al
ue
s 
(d
B
)
design points
grid points
 
Figure 4.22: Self-scheduled closed loop singular values plot 
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Figure 4.23: Self-scheduled closed loop response over a grid of parameter values 
4.4.4 Robust Gain Scheduled Approach 
In order to further illustrate the utility of the robust gain scheduling approach, the 
following discussion is placed in the context of the gain scheduling design cycle 
described in Section 4.3. 
Step 1: Suppose certain parameter regions are known to be critical for maximizing the 
missile performance. For example, we suppose the missile is known to dwell at or near 
several operating conditions for large periods of time. Those points of interests were 
chosen in the form of four design points in (4.75). As stated earlier, it is desirable to 
individually design controllers for the four design points. 
Step 2: A local controller Ki for i=1,…,4 is constructed using the H∞ controller design 
procedure discussed for the classic approach. In order to allow a direct comparison to 
previously discussed approaches, the frequency weightings remain the same as above. 
Although each local controller is designed using the same design procedure, the local 
controllers could be designed using any desired design algorithm. 
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The magnitude of each local controller’s frequency response is shown in Figure 
4.24. The desire for accurate low frequency tracking of the normalized vertical 
acceleration is reflected in the high gain at low frequencies on the normalized 
acceleration error on channel 1 for all of the local controllers. One notable difference is 
that the two local controllers for (4.35,380)ρ =  and (0.35,380)ρ =  both have a slight 
resonance at approximately 150 rad/s, and the corresponding plants have a resonant mode 
in the longitudinal dynamics at approximately 19.2 rad/s. Neither the other two local 
controllers nor the plants exhibit this slight resonant mode. Otherwise, the local 
controllers appear to be quite similar. 
The singular value plot, shown in Figure 4.25, illustrates the response of the 
frequency weighted error and control input to a reference disturbance. The singular value 
plot suggests (4.35,380)ρ =  and (0.35,380)ρ =  should be quite similar at low 
frequencies, and (0.35, 365)ρ = −  and (4.35, 365)ρ = −  should also be quite similar at 
low frequencies. As shown in Figure 4.26, the same observations follow for the closed 
step responses. 
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Figure 4.24: Magnitude of gain scheduled controller frequency response (design points ; grid points ···) 
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Figure 4.25: Gain-scheduled closed loop singular values plot 
Step 3: Similar to the local controller designs, the controller interpolation is framed 
within the objective of minimizing the quadratic H∞ performance γ. Recall from 
Definition 4.2, the closed loop system ( ( ), )zwT K ρ ρ  has quadratic H∞ performance γ if 
there exists 0X X ∗= >  such that ( , ( ( ), ), ) 0zwX T K ρ ρ γΦ < . Using the LMI Control 
Toolbox [36], the minimum quadratic H∞ performance achieved is 0.3891γ ≤ . 
Step 4: There are many ways the overall closed loop performance may be evaluated. The 
quadratic H∞ performance metric serves as one measure of closed loop performance. A 
somewhat more qualitative measure is the frozen-parameter closed loop step responses, 
shown in Figure 4.26, for the grid points shown in Figure 4.10. Similar evaluations can 
be made for specific parameter trajectories. Shortly, the robust gain scheduled closed 
loop performance will be compared to the other controllers with respect to two sets of 
parameter trajectories. 
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Figure 4.26: Gain-scheduled closed loop response over a grid of parameter values 
4.4.5 Comparison of LPV Control Design Approaches 
In order to better understand the benefits as well as the tradeoffs associated with 
robust gain scheduling, the following compares the robust gain scheduled controller 
discussed above to the μ-synthesis controller and self-scheduled controller.  
The difference between the quadratic H∞ performances of the self-scheduled 
controller and gain scheduled controller may be attributed to the additional constraints the 
local controllers place on the gain scheduled controller design. In contrast, the self-
scheduled controller is not constrained anywhere in the parameter polytope, thereby 
allowing it to achieve a lower quadratic H∞ performance level. Nevertheless, the gain 
scheduled controller allows the local performance to be optimized at the design points, 
thereby producing marked improvements in the local closed loop performance, which are 
verifiable by comparing Figure 4.25 and Figure 4.22. As shown in Table 4.1, there is a 
significant gap between the local H∞ performance of the self-scheduled controller and the 
local H∞ performance of the local controllers composing the gain scheduled controller. 
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
a z
v
robust gain-scheduled closed loop step-input response
design points
stable points
0 0.2 0.4 0.6 0.8 1
-20
0
20
40
δ m
 [d
eg
]
tim  [s]
  Chapter 4 Gain-scheduled Control 
 147 
Further comparisons can be made by comparing the frozen-parameter step responses for 
each controller in Figure 4.20, Figure 4.25, and Figure 4.22 
Table 4.1: Closed loop performance at design points 
 γ @ ρ1 γ @ ρ2 γ @ ρ3 γ @ ρ4 quad. H∞ perf. 
robust LTI 0.2295 0.1826 0.2225 0.3615 0.4647 
self-scheduled 0.2844    0.2017 0.2800    0.3144 0.3486 
gain scheduled 0.1531 0.1530 0.1450 0.1448 0.3891 
 
Although the quadratic H∞ performance only provides an upper bound for the 
induced L2 norm, it suggests which controller may have better performance for a worst-
case parameter variation. It is worth noting that the worst case parameter trajectory ρ for 
one controller may be entirely different than the worst case parameter trajectory for 
another controller. Consequently, the best controller, in terms of the worst-case induced 
L2 norm, may be outperformed by an inferior controller for certain parameter trajectories. 
For example, if an optimal LPV controller was evaluated against an LTI controller 
optimized for a specific frozen-parameter, the LTI controller would outperform the LPV 
controller for that specific frozen parameter trajectory. Consequently, it is important to 
remember that the best controller does not necessarily possess the best performance for 
all the parameter trajectories. 
The following evaluates the controller performance for two sets of parameter 
trajectories. The main focus of the gain scheduled approach was to allow local LPV 
controller behavior to be optimized for points of interest subsequently chosen as design 
points. Consequently, the first set of parameter trajectories, consisting of cases 1-4, 
periodically switches between the design points with dwell time τ. Figure 4.27 illustrates 
the parameter trajectory and the polytope parameters for case 1. 
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Figure 4.27: Parameter variation and interpolation signals for case 1, τ = 0.5 s 
As shown in Figure 4.33, the remaining set of parameter trajectories takes the form of an 
ellipse with angular velocity ω in the parameter box. The periodic nature allows the 
controllers to be evaluated away from the design points. Furthermore the nature of the 
parameter trajectory acts as a periodic disturbance, which may lend frequency domain 
insights into the closed loop performance evaluation.  
Table 4.2 summarizes the results for the design point switching trajectories. The 
step responses for cases 1 - 4 are respectively shown in Figure 4.29 - Figure 4.32. As one 
might expect, the gain scheduled controller outperformed all the other controllers for case 
1, which has the longest dwell time at τ = 0.5 s. In cases 3 and 4, the gain scheduled 
controller did not exhibit the best performance, but stayed relatively consistent. The 
possible ambiguity, discussed above, of the quadratic H∞ performance metric is 
illustrated by case 3. The robust LTI controller outperformed both LPV techniques, 
despite the robust LTI controller possessing the worst quadratic H∞ performance. 
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The stabilizing signals for the local controller corresponding to ρ4 are shown in 
Figure 4.28. The stabilizing signals exponentially decay to zero when β4=1, thereby 
satisfying the controller interpolation criteria. The stabilizing signals are non-zero when 
4 1β ≠ . The fact that the stabilizing signals remain non-zero when 4 1β ≠  reflects the 
constant offset required for step input tracking.  
Table 4.2: Closed loop performance measured by ||e||2 for design point switching 
 case 1 
τ = 0.5 s 
case 2 
τ = 0.25 s 
case 3 
τ = 0.125 s
case 4 
τ = 0.0625 s 
robust LTI 0.3928 0.4475 0.4251 0.4819 
self-scheduled 0.4464    0.5552 0.6636    0.3937 
gain scheduled 0.3216 0.3762 0.5352 0.4458 
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Figure 4.28: Normalized stabilizing signals for case 1: 0.5 s dwell time 
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Figure 4.29: Closed loop step-input response for case 1: 0.5 s dwell time 
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Figure 4.30: Closed loop step input response for case 2: 0.25 s dwell time 
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Figure 4.31: Closed loop step input response for case 3: 0.125 s dwell time 
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Figure 4.32: Closed loop step input response for case 4: 0.0625 s dwell time 
Table 4.3 summarizes the results for the elliptical parameter trajectories. The step 
responses for cases 5-8 are respectively shown in Figure 4.36-Figure 4.38. In cases 6 and 
8, the robust LTI controller exhibited superior performance, whereas the self-scheduled 
LPV controller exhibited superior performance in cases 5 and 7. Although the robust gain 
scheduled LPV controller did not exhibit the best performance for any single case, it 
exhibited consistent performance for all the cases. 
The stabilizing signals for the local controller corresponding to ρ4 are shown in 
Figure 4.34. The stabilizing signals do not exponentially decay to zero for any of the 
elliptical parameter trajectories, because the trajectory never passes through ρ4. Although 
the stabilizing signals do not exponentially decay, the stabilizing signals become smaller 
when β4 is large, see Figure 4.33.  
Table 4.3: Closed loop performance measured by ||e||2 for elliptical parameter trajectories 
 case 5 
ω=4 rad/s 
case 6 
ω=10 rad/s
case 7 
ω=50 rad/s
case 8 
ω=100 rad/s 
robust LTI 0.3382 0.4540 0.4836 0.2628 
self-scheduled 0.3366 0.4835 0.3928    0.2938 
gain scheduled 0.3417 0.4723 0.4346 0.2910 
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Figure 4.33: Parameter variation and interpolation signals for case 5 
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Figure 4.34: Stabilizing signals for case 5: ω=4 rad/s 
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Figure 4.35: Closed loop step input response for case 5: ω=4 rad/s 
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Figure 4.36: Closed loop step input response for case 6: ω=10 rad/s 
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Figure 4.37: Closed loop step input response for case 7: ω=50 rad/s 
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Figure 4.38: Closed loop step input response for case 8: ω=100 rad/s 
4.5 CONTRIBUTIONS 
This chapter extended the ideas and concepts developed for controller 
interpolation in Chapters 2 and 3 to gain scheduled control design for a class of 
quadratically stable parameter-varying plants. By doing so, it was demonstrated the 
controller interpolation concepts have a broader impact beyond linear parameter-invariant 
systems. 
First, the tools developed for nominal controller interpolation were extended to 
nominal gain scheduling. In doing so, a modified form of Youla parameterization for 
quadratically stabilizable plants from [88] was reviewed. Much like the nominal 
controller interpolation results, it was shown there always exists a gain scheduled 
controller composed of local controllers that quadratically stabilize their respective 
design points. Furthermore, it was discussed how the framework introduces a great deal 
of freedom in defining an interpolation signal that is a function of the parameters. 
Next, Section 4.3 reviewed necessary and sufficient conditions for the existence 
of a self-scheduled LPV controller with quadratic H∞ performance γ. The necessary and 
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sufficient conditions for the existence of a gain scheduled controller with quadratic H∞ 
performance γ were proven. In the case where no local controllers or design points were 
chosen, the gain scheduling conditions revert back to the self-scheduled conditions. 
Based on Corollary 4.2, a basic algorithm for the construction of a gain scheduled 
controller was presented. 
Last, the benefits and tradeoffs of the robust gain scheduling approach in this 
chapter were examined via a longitudinal missile dynamics example from the literature 
[4],[36]. It was shown through an LTI H∞ controller design that the stabilization of the 
entire parameter space is not trivial. Using a D-K iteration algorithm, a robust LTI 
controller stabilizing the entire parameter space was found. A self-scheduled controller 
and a gain scheduled controller with four local controllers were both designed using the 
same H∞ metric as [36].  The gain scheduling controller was compared to the robust LTI 
controller and the self-scheduled LPV controller. The gain scheduled controller 
performance allowed significantly improved performance at the chosen design points 
with a tradeoff of slightly worse quadratic H∞ performance γ over the entire parameter 
space. The example highlights the potential advantage of being able to specify the local 
behavior of an LPV controller while also providing guarantees for stability and 
performance under parameter variation. 
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5.6 SUMMARY OF CONTRIBUTIONS 
Chapter 2 defined the controller interpolation problem with respect to the set of 
controller interpolation criteria. For the nominal controller interpolation problem, the 
controller interpolation criteria were translated into the equivalent set of Youla parameter 
interpolation criteria. The Youla parameter interpolation criteria provide two important 
insights: the existence of an admissible interpolated controller and a direct 
parameterization of all admissible interpolated controllers. Similarly, the robust controller 
interpolation problem with respect to the H∞ norm was addressed by robust H∞ controller 
parameterizations similar to Youla parameterizations. The robust controller interpolation 
problem is addressed by an analogous set of controller parameter interpolation criteria. 
Last, the worst case performance of the robust interpolated controller matches the worst 
performing local controller, thereby implying the robust controller interpolation is 
nonconservative. 
The results in Chapter 2 rely on an appropriate parameterization of all admissible 
controllers for each closed loop specification. Chapter 3 proposed a framework for the 
cases where an appropriate controller parameterization does not necessarily exist for a 
particular closed loop specification. The framework forwards stabilizing signals and 
information sharing as two complementary perspectives. Applying both perspectives, the 
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framework was demonstrated by developing analogous linear matrix inequality (LMI) 
conditions for the robust controller interpolation problem discussed in Chapter 2. As a 
result, the robust controller interpolation problem is amenable to convex optimization 
techniques. Given LMIs are used for a wide variety of closed loop specifications, the  
approach used in Chapter 3 is potentially valuable for a wide variety of controller 
performance specifications. 
Chapter 4 leverages methods developed in Chapter 2 and Chapter 3 to develop 
gain scheduling techniques for LPV systems with arbitrarily fast parameter variation. 
First, the nominal controller interpolation results in Chapter 2 are adapted for the nominal 
gain scheduling problem. Section 4.2 shows that there always exists a quadratically 
stabilizing gain scheduled controller if the LPV plant is quadratically stabilizable and 
detectable. The results from Chapter 3 are leveraged for robust gain scheduling with 
respect to the quadratic H∞ performance metric. Furthermore, the self-scheduled LPV 
controller synthesis discussed in [4] is a special case of the gain scheduled LPV controller 
synthesis developed in Section 4.3. The utility of the robust gain scheduling methodology 
is applied to a gain scheduled missile auto-pilot design. A set of local controllers were 
designed to optimize the H∞ performance at a set of corresponding design points, and the 
local controllers were integrated into a robust gain scheduled controller. In comparison to 
a robust LTI controller and the self-scheduled LPV controller, the robust gain scheduled 
controller exhibited superior performance at the design points, and only relatively minor 
performance degradation was exhibited for other parameter trajectories. 
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5.7 FUTURE WORK 
5.7.1 Control Design Metrics 
Various closed loop metrics provide ways to specify the desired closed loop 
behavior. The results of Chapter 3 are believed to be extensible to a broad variety of 
closed loop performance metrics described by LMIs. In particular, [62],[75] present 
unified LMI formulations for a broad spectrum of LTI controller design specifications. 
Chapter 3 uses an elimination of variables, whereas [62],[75] use a change of variables to 
develop the synthesis conditions. By using a change of variables in place of variable 
elimination, it is believed the controller interpolation approach in Chapter 3 can be 
extended to the unified formulations in [62] and [75]. 
5.7.2 Parameter Variation Models 
This dissertation only considers a class of arbitrarily fast varying parameters. 
Even though LPV controller A has superior worst case performance over all arbirtrarily 
fast parameter variations, controller A may exhibit inferior performance when compared 
to controller B for certain parameter trajectories. If the certain parameter trajectories are 
of primary importance, such a situation is not ideal. Consequently, LPV control design 
techniques have been adapted to only consider a subset of the class of arbitrarily fast 
varying parameters, such as rate-bounded varying parameters [6],[85],[86] and dwell-
time limited switching [58]. The synthesis conditions are generally permutations of the 
arbitrarily fast parameter variation synthesis conditions. Similar to the LPV control 
design adaptations, it is believed the gain scheduled controller methodology can be 
adapted to cover such cases. 
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Piecewise linear affine systems use a state-dependent switching model to 
approximate nonlinear systems [44],[45],[69],[72],[73]. Rather than using a quasi-LPV 
model and applying the quadratic stability analysis, a less conservative class of piecewise 
quadratic Lyapunov functions can be used to ascertain stability of the piecewise linear 
affine approximation of the nonlinear system [69]. As a result, using a state-dependent 
model of the switching could lead to improved gain scheduled controller performance. 
However, convex algorithms for the design of output feedback controllers are still 
relatively unrefined [72],[73].  Furthermore, stability and stabilizability are generally 
undecidable [21]. 
Lee’s work in [53] and [54] on path-dependent Lyapunov functions for discrete-
time switched systems with parameter variation described by a connected graph has 
interesting ramifications for the gain scheduled control approach presented in this 
dissertation. For example, stability and performance can be precisely evaluated for 
sufficiently long paths. Markov jump linear systems offer a similar stochastic description 
of the parameter evolution [47],[54],[55]. Kawka and Alleyne use a Markov jump model 
for the state space parameters and arbitrarily fast parameter variation model for the 
Markov parameters in [47]. Similar hybrid parameter models are likely to be useful for 
gain scheduling as well. 
5.7.3 Significant Challenges 
Certain areas in controller interpolation and gain scheduling face the same 
challenges as the challenges in the analysis and control of hybrid and LPV systems. 
Consequently, the ability to analyze hybrid and LPV systems also appears as a limiting 
factor for gain scheduled control design of such systems. For example, Remark 4.2 notes 
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that the quadratically stabilizing controller parameterization can be extend to the entire 
class of stabilizable and detectable LPV plants using arguments in [14],[18],[19]. 
However, a tractable algorithm that provides a definitive answer regarding stabilizability 
by providing a stabilizing control law remains elusive [21][22]. In addition, performance 
measures such as the induced L2 norm for hybrid systems remain an open problem [39]. 
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