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Abstract
In this work, the oscillatory and asymptotic properties of higher order nonlinear neutral difference equations with oscillating
coefficients are studied. Some new necessary and sufficient criteria, which improve several known results, are obtained.
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1. Introduction
We consider the higher order nonlinear neutral difference equations of the form
∆(an(∆m(xn − pnxn−τ ))α)+ f (n, xσ(n)) = 0, (1)
where n ∈ N = {1, 2, . . .}, m, τ ∈ N, α is a quotient of odd positive integers, i.e. α = odd/odd, an : N → (0,∞),
σ(n) ≤ n and σ(n) →∞ as n →∞, pn : N→ R, f (n, u) : N× R→ R, u f (n, u) > 0, and f (n, u) is continuous
with respect to u, and f (n, u) ≥ f (n, v) for u ≥ v, for n ∈ N.
As is customary, a solution {xn} of (1) is said to be oscillatory if for every n1 ∈ N there is an n ≥ n1 such that
xn+1xn ≤ 0; otherwise it is nonoscillatory. (1) is said to be oscillatory if all its solutions are oscillatory.
Recently, much research has been done on oscillatory and asymptotic behavior of higher order difference equations.
For example, one can see [1–10] and the references cited therein.
In 1998, Li [6] investigated the following equation:
∆(an(∆m(xn − pnxn−τ ))α)+ f (n, xn−σ ) = 0, (2)
and obtained the following theorem.
Theorem A ([6, Theorem 1]). Assume that
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(H1)
∑∞
n=n0(1/an)
1/α = ∞,
(H2) 0 ≤ pn ≤ p < 1,
(H3) limn→∞ pn = p0.
Then, every bounded solution of (2) either oscillates or tends to zero if and only if
∞∑
i=n
im−1
(
ai
−1
∞∑
s=i
| f (s, c)|
)1/α
= ∞, (3)
for all c 6= 0.
In 2004, Bolat and Akin [5] studied the following equation:
∆m(xn − pnxn−τ )+ qn f (xσ(n)) = 0, (4)
and obtained the following theorem.
Theorem B ([5, Theorem 3.1]). Assume that m is odd and
(H4) pn is an oscillating function,
(H5) limn→∞ pn = 0,
(H6)
∑∞
i=n imqi = ∞.
Then, every bounded solution of (4) either oscillates or tends to zero.
In this work, by using Schauder’s fixed point theorem and some new techniques, we obtain several necessary and
sufficient conditions for every bounded solution of (1) to be oscillatory or to tend to zero for general pn . In particular,
our results improve essentially Theorems A and B by weakening the conditions (H3) and (H5).
2. Main results and examples
Theorem 2.1. Assume that (H1) holds and
(H7) pn is an oscillating function, and |pn| ≤ p < 1/2.
Then, every bounded solution of (1) either oscillates or tends to zero if and only if (3) holds.
Theorem 2.2. Assume that (H1) and (H2) hold. Then, every bounded solution of (1) either oscillates or tends to zero
if and only if (3) holds.
Example 2.1. Consider the following equation:
∆
(
1
n
(
∆m
(
xn − (−1)
n
3
xn−1
))α)
+ 2n + 1
n(n + 1)2
mαxn−k = 0, (5)
where k = 1+ (1+ (−1)m)/2, α = odd/odd > 0. It is easy to see that conditions (H1), (H7) and (3) are satisfied; by
Theorem 2.1, every bounded solution of (5) either oscillates or tends to zero. In particular, xn = (−1)n is a solution
of (5). We also see that limn→∞ pn = limn→∞(−1)n/3 does not exist. This sufficiently indicates that Theorem 2.1
improves Theorem B.
Example 2.2. Consider the following equation:
∆
(
1
n
(
∆m
(
xn − 1+ (−1)
n
3
xn−1
))α)
+ 2n + 1
n(n + 1)
(
2m+2
3
)α
xn−k = 0, (6)
where k = 1 + (1 + (−1)m)/2, α = odd/odd > 0. It is easy to see that conditions (H1), (H2) and (3) are satisfied;
by Theorem 2.2, every bounded solution of (6) either oscillates or tends to zero. In particular, xn = (−1)n is a
solution of (6). We also see that limn→∞ pn = limn→∞((1+ (−1)n)/3) does not exist. This sufficiently indicates that
Theorem 2.2 improves Theorem A.
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3. Proofs
Lemma 3.1 ([1,3]). If {un} is of constant sign and θun∆mun ≥ 0 (where θ = 1 or −1) for n ∈ N and integer m > 1,
then there is an integer k (0 ≤ k ≤ m) such that m + k + (1− θ)/2 is even and
un∆ jun ≥ 0, j = 0, 1, . . . , k,
θ(−1)m+ jun∆ jun ≥ 0, j = k + 1, . . . ,m.
Furthermore, let {un} be bounded; then k = (1− θ)/2 if m is even and k = (1+ θ)/2 if m is odd and
lim
n→∞∆
jun = 0, 1 ≤ j ≤ m − 1.
In what follows, we always define yn = xn − pnxn−τ .
Lemma 3.2. Assume that (H1) and (H2) or (H7) hold. If {xn} is a bounded nonoscillatory solution of (1), then
xn∆m yn > 0 eventually.
Proof. Without loss of generality, we may assume that xn > 0, for n ∈ N. The proof of case xn < 0 is similar. From
(1) and condition u f (n, u) > 0, we have
∆(an(∆m(xn − pnxn−τ ))α) = − f (n, xσ(n)) < 0.
Hence, an+1(∆m yn+1)α < an(∆m yn)α; that is ∆m yn+1 <
(
an
an+1
)1/α
∆m yn . If there exists n1 ∈ N such that
∆m yn1 ≤ 0, then ∆m yn1+1 < 0. Therefore, we have
∆m−1yn < ∆m−1yn1+2 +
n−1∑
k=n1+2
(
an1+1
ak
)1/α
∆m yn1+1,
for n ≥ n1 + 3. By condition (H1), we obtain that ∆m−1yn →−∞ as n →∞. Then, yn →−∞ as n →∞. On the
other hand, by the condition (H2) or (H7) and the assumption that {xn} is bounded, we know that {yn} is also bounded.
This is a contradiction. Hence, ∆m yn > 0, for n ∈ N. The proof is complete. 
We remark that the method of proof of Lemma 3.2 is similar to that of [6, Lemma 2].
Lemma 3.3. Assume that (H2) or (H7) holds. Let {xn} be a bounded nonoscillatory solution of (1).
(a) If limn→∞ yn = 0, then limn→∞ |xn| = 0.
(b) If limn→∞ yn = c¯ 6= 0, then there is a d > 0 such that |xn| ≥ d eventually.
Proof. (a) Suppose that limn→∞ |xn| 6= 0 or does not exist. In view of {xn} being bounded, there is a positive number
c and a sequence {nk} ⊂ N such that
lim
k→∞ |xnk | = lim supn→∞ |xn| = c.
Then, for any positive ε which satisfies 0 < ε < c(1 − p)/(2 + 2p), there is a K ∈ N such that |xnk | > c − ε and
|xnk−τ | < c + ε for k ≥ K . Therefore
|ynk | ≥ |xnk | − |pnk ||xnk−τ | > c − ε − p(c + ε) >
c(1− p)
2
> 0.
This is a contradiction.
(b) Let us suppose, without loss of generality, that c¯ > 0.
Suppose (H2) holds. If xn > 0, we see, from yn = xn − pnxn−τ , that xn ≥ yn ≥ c¯/2 eventually. If
xn < 0, there must be a d > 0 such that xn ≤ −d. Otherwise, there is a subsequence {nk} ⊂ N such
that lim supn→∞ xn = limk→∞ xnk−τ = 0. Then limk→∞(ynk − xnk ) = − limk→∞ pnk xnk−τ = 0; further,
limk→∞ xnk = limk→∞ ynk = c¯ > 0. This contradicts the assumption xn < 0.
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Suppose that (H7) holds. Since limn→∞ yn = c¯, then for any 0 < ε < (1 − 2p)c¯/2 there is n∗ ∈ N such that
c¯ − ε ≤ yn ≤ c¯ + ε for all n ≥ n∗. We obtain, from yn = xn − pnxn−τ , that
xn+kτ = yn+kτ +
k∑
i=2
k∏
j=i
pn+ jτ yn+(i−1)τ +
k∏
j=1
pn+ jτ xn,
for any k ∈ N. Then
|xn+kτ | ≥ |yn+kτ | −
k∑
i=2
k∏
j=i
|pn+ jτ‖yn+(i−1)τ | −
k∏
j=1
|pn+ jτ‖xn|
≥ c¯ − ε −
(
k∑
i=2
pi−1
)
(c¯ + ε)− pk |xn|
=
(
1−
k∑
i=2
pi−1
)
c¯ −
(
1+
k∑
i=2
pi−1
)
ε − pk |xn|
≥ 1− 2p
1− p c¯ −
1
1− p ε − p
k |xn| ≥ 1− 2p2(1− p) c¯ − p
k |xn|.
Since xn is bounded and p < 1/2, letting k be large enough, we have that there is a d > 0 such that |xn+kτ | ≥ d.
Since n (≥n∗) is arbitrary, |xn| ≥ d for all large n. The proof is complete. 
Proof of Theorem 2.1. Sufficiency. Suppose, without loss of generality, that (1) has a bounded eventually positive
solution {xn} with lim supn→∞ xn > 0. From Lemma 3.2, we have ∆m yn > 0 eventually. It follows that ∆i yn (i =
0, 1, 2, . . . ,m − 1) is of constant sign eventually. By Lemma 3.1, limn→∞ yn exists. In fact, since yn is of constant
sign eventually, there must be two possibilities, namely, yn > 0 or yn < 0 for all large n. Without loss of generality,
we suppose that yn > 0. By the assumption that xn is bounded and the condition (H7), i.e. |pn| ≤ p < 1/2, we have
that yn is bounded. If m is even, then by Lemma 3.1 ∆yn < 0 for all large n, so there exists limn→∞ yn . If m is odd,
then by Lemma 3.1 ∆yn > 0 for all large n; also there exists limn→∞ yn .
By Lemma 3.3, yn must satisfy limn→∞ yn = c¯ 6= 0. In fact, since limn→∞ yn exists, if limn→∞ yn = 0,
by Lemma 3.3 we have limn→∞ |xn| = 0. This contradicts the assumption that lim supn→∞ xn > 0. Hence,
limn→∞ yn = c¯ 6= 0.
Then, by Lemma 3.3 there is a d > 0 such that xn ≥ d eventually. Therefore, from (1), we have
∆m yn ≥
(
an
−1
∞∑
s=n
f (s, xσ(s))
)1/α
≥
(
an
−1
∞∑
s=n
f (s, d)
)1/α
. (7)
Summing (7) and noting that yn is bounded, we have
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, d)
)1/α
<∞.
This contradicts the hypothesis (3).
Necessity. Suppose (3) does not hold. Then, for some c > 0, there is an n0 ∈ N such that
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, c)
)1/α
<
1
4
(1− 2p)c, n ≥ n0. (8)
We define a closed, bounded and convex subset Ω of l∞ and a mapping T : Ω → l∞ as follows:
Ω =
{
x ∈ l∞ : 1− 2p
2
c ≤ xn ≤ c
}
,
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T xn =

(3− 2p)c/4+ pnxn−τ + (−1)m
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
×
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α
, n ≥ n0,
T xn0 , 0 ≤ n ≤ n0.
We shall show, by using Schauder’s fixed point theorem, that mapping T has a fixed point in Ω .
(i) T : Ω → Ω . In fact, for any x ∈ Ω , we have
T xn ≤ (3− 2p)c4 + |pnxn−τ | +
∣∣∣∣∣∣(−1)m
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣
≤ (3− 2p)c
4
+ pc + (1− 2p)c
4
= c,
T xn ≥ (3− 2p)c4 − |pnxn−τ | −
∣∣∣∣∣∣(−1)m
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣
≥ (3− 2p)c
4
− pc − (1− 2p)c
4
= (1− 2p)c
2
.
(ii) T is continuous. In fact, let xv = {xvn } ∈ Ω and xvn → xn as v →∞. Because Ω is closed, x = {xn} ∈ Ω . By
(8), for any ε > 0, we can choose n1 ∈ N and n1 ≥ n0 such that
∞∑
i=n1
(i − k + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, c)
)1/α
< ε (9)
for every k ∈ N. Furthermore, there is a positive integer V such that
|xvn − xn| < ε (10)
and
n1−1∑
i=n
(i − n + m − 1)(m−1)
(m − 1)! ai
−1/α
∣∣∣∣∣∣
( ∞∑
s=i
f (s, xvσ(s))
)1/α
−
( ∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣ < ε (11)
for v ≥ V and n ≥ n0.
(a) If n ≥ n1, from (9) and (10), we have∣∣T xvn − T xn∣∣ ≤ |pn||xvn−τ − xn−τ | + ∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xvσ(s))
)1/α
+
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α
≤ pε + 2
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, c)
)1/α
≤ 3ε.
(b) If n ≤ n1, from (9) to (11), we have
|T xvn − T xn| ≤ p|xvn−τ − xn−τ | +
∣∣∣∣∣∣
n1−1∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1)1/α
×
( ∞∑
s=i
f (s, xvσ(s))
)1/α
−
( ∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣
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+
∞∑
i=n1
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xvσ(s))
)1/α
+
∞∑
i=n1
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α
≤ 4ε.
Then the mapping T is continuous on Ω .
(iii) T is relatively compact. Assume that x is any sequence in Ω and for any ε > 0 there is an n1 ∈ N such that
(9) holds and |xu−τ − xv−τ | < ε for any u, v ≥ n1. Then
|T xu − T xv| ≤ p|xu−τ − xv−τ | +
∣∣∣∣∣∣
∞∑
i=u
(i − u + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣
+
∣∣∣∣∣∣
∞∑
i=v
(i − v + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣ ≤ 3ε
for any u, v ≥ n1. This indicates that TΩ is uniformly Cauchy. Then, TΩ is relatively compact. By Schauder’s fixed
point theorem, there is an x = {xn} ∈ Ω such that T x = x . This implies that (1) has a positive solution and leads to a
contradiction.
The proof is complete. 
Proof of Theorem 2.2. By Lemmas 3.1–3.3 and using the same method as the proof above, we can prove the
sufficiency. For the proof of the necessity, we give a part of it only and omit the rest.
Necessity. Suppose (3) does not hold. Then, for some c > 0, there is an n0 ∈ N such that
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, c)
)1/α
<
1
4
(1− p)c, n ≥ n0.
We define a closed, bounded and convex subset Ω of l∞ and a mapping T : Ω → l∞ as follows:
Ω = {x ∈ l∞ : 1− p
2
c ≤ xn ≤ c},
T xn =

3(1− p)c/4+ pnxn−τ + (−1)m
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
×
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α
, n ≥ n0,
T xn0 , 0 ≤ n ≤ n0.
Then T : Ω → Ω . In fact, in view of 0 ≤ pn ≤ p < 1, we have that, for any x ∈ Ω ,
T xn ≤ 3(1− p)c4 + |pnxn−τ | +
∣∣∣∣∣∣(−1)m
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α∣∣∣∣∣∣
≤ 3(1− p)c
4
+ pc + (1− p)c
4
= c,
T xn ≥ 3(1− p)c4 −
∞∑
i=n
(i − n + m − 1)(m−1)
(m − 1)!
(
ai
−1
∞∑
s=i
f (s, xσ(s))
)1/α
≥ 3(1− p)c
4
− (1− p)c
4
= (1− p)c
2
. 
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