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Abstract
When a problem is modeled statistically, a single distribution model is usually postulated that is assumed to be valid for the entire
space. Nonetheless, this practice may be somewhat unrealistic in certain application areas, in which the conditions of the process
that generates the data may change; as far as we are aware, however, no techniques have been developed to tackle this problem.
This article proposes a technique for modeling and predicting this change in time series with a view to improving estimates and
predictions. The technique is applied, among other models, to the hypernormal distribution recently proposed. When tested on real
data from a range of stock market indices the technique produces better results that when a single distribution model is assumed to
be valid for the entire period of time studied.
Moreover, when a global model is postulated, it is highly recommended to select the hypernormal distribution parameter in the
same likelihood maximization process.
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1. Introduction
Techniques for predicting time series require the initial postulation of a hypothetical distributionmodel as a framework
in which to estimate parameters such as mean, variance, quantiles, etc. from available data. Since it is not possible to
determine a priori the veracity of the model, selection will have to be made a posteriori from a set of alternative models.
For example, in the ﬁnancial ﬁeld, the most usual models considered are Gaussian or Student’s t, or any model
estimated non-parametrically. Model selection in this ﬁeld is critical, given its great impact on the quality of the
predictions and their conﬁdence intervals (the impact of the distribution model on performance can be much greater
than that of the technique selected to estimate the conditional mean or the volatility of the series).
The usual selection approach results in a single best distribution model that is assumed to hold valid for the entire
time period considered. Although not very realistic for many application ﬁelds, the fact that this assumption is made is
due to the absence of techniques for managing heterogeneity in the input space of interest.
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For time series, for example, it is quite possible that speciﬁc days of the year, month or week may be governed by
different distribution models (apart from the well-known heteroskedasticity effect). Other ﬁelds, such as engineering,
the environment, health sciences, etc., also pose the same modeling problem.
However, before dealing with the model heterogeneity problem, it is necessary to satisfactorily solve the (single)
model selection problem. In this regard, one approach is to use more ﬂexible and universal distribution models which
depend on a single parameter that can be estimated in the process of maximizing likelihood and which, to some degree,
include traditional models as particular cases.
One technique is based on the Box–Cox [2] family of transformations and subsequent variations [10]. An important
advance in this line of research, however, has been permitted by the formulation of the hypernormal distribution
[5]—which includes the Student’s t family as a particular case and the Gaussian family as a limit case—and for the
moments of which the authors provide analytical expressions.
One contribution of our research is to include (unique)model selection in the estimation stage, as part of the likelihood
maximization; we use bothYeo–Johnson transformations and the hypernormal distribution and compare the results of
each.
Nevertheless, our main contribution consists of generalizing the above proposal and applying it to each instant of
time. In this way we can postulate and estimate a pattern of temporal change in the distribution model using an auto-
regressive structure to model the change. In this early stage of our research we consider linear models for this evolution
and focus on the problem of the prediction of heteroskedastic time series—although there is no reason why the method
cannot be applied to more general regression problems.
This work, apart from entering into greater detail in relation to techniques already described in [8], improves the
results obtained in the same work by using genetic algorithms to resolve complex optimization problems implicit in
the new techniques, and extends the evaluation to additional stock market indices.
The article is laid out as follows. It commences with a brief review of the GARCH techniques that are the focus of
our work (similar studies can be implemented for neural networks and non-parametric techniques, for example). The
next section describes our proposed method for automatic selection of the distribution model, on the assumption that
this is valid for the whole time period under consideration. The following section extends the method to each time
instant, postulating a temporal change pattern for the distributionmodel.We then evaluate the behavior of the techniques
described using real data from a range of stock market indices (DAX, Dow Jones, Ibex 35, FTSE and Nikkei). The
ﬁnal section describes our conclusions.
2. The GARCH model
The generalized autoregressive conditional heteroskedasticity process, or GARCH(r, s), models [1] combine a
stationary series model (usually ARMA) with a stationary linear squared innovations model in the form:
Yt = t + t = (Yt−1,Yt−2, . . . , t−1, t−2, . . .) + t , (1a)
t =
√
htϑt with ht = a0 +
r∑
j=1
ajht−j +
s∑
j=1
bj 
2
t−j , (1b)
where {t , t ∈ T} is a process with Et |At−1(t ) = 0 and Var(t ) = 2 , {ϑt , t ∈ T} is a process with independent
variables of mean zero and Var(ϑt ) = 1 for all t ∈ T; moreover, they satisfy suitable restrictions on the parameters
{aj }rj=0, {bj }sj=1 so that Vart |At−1(t ) = Et |At−1(2t ) > 0 and the stationarity hypothesis for {2t } are satisﬁed. Hence,
the conditional expectation is EYt |At−1(Yt ) = t and the volatility is ht =VarYt |At−1(Yt ).
The GARCH models are estimated through maximum likelihood (with restrictions in the parameters in order to
guarantee the positivity of the variance). For example, in the case of a Gaussian conditional distribution Yt |At−1 ∼
N(t , ht ) the log-likelihood is
ln f (t ;ht ) = ln
(
1√
2ht
exp
(
− 1
2ht
2t
))
= −1
2
(
ln ht + 
2
t
ht
+ ln 2
)
. (2)
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Other alternatives are to consider distributions with heavier tails for t , such as the Student’s t distribution with  degrees
of freedom in which case the log-likelihood will be
ln f (t ;ht ) = −12 ln(ht ) −
 + 1
2
ln
(
1 + 
2
t
ht ( − 2)
)
+ ln (( + 1)/2)
(/2)[( − 2)]1/2 .
Several parametric variations on the GARCH models have been developed, and more recently, non-parametric versions
resulting in more ﬂexible models of variance dynamics. Refer, for example, to [3].
3. Automatic distribution model selection with an ARMA–GARCH model
The Yeo–Johnson transformations [10], which represent an improvement over the Box–Cox transformation family
[2], are designed fundamentally to better manage original variable skewness and positive negative values. This family
is deﬁned as follows:
(y, ) =
⎧⎪⎨
⎪⎩
[(y + 1) − 1]/, y0,  = 0,
ln(y + 1), y0,  = 0,
−[(−y + 1)2− − 1]/(2 − ), y < 0,  = 2,
− ln(−y + 1), y < 0,  = 2.
(3)
Assuming that the transformed variable follows a Gaussian conditional distribution (Yt |At−1, ) ∼N(mt , 2t ), the
likelihood function for the sample y = (y1, . . . , yn) of original observations is
− ln f(y) = − n2 ln(2) −
1
2
n∑
t=1
ln(2t ) −
n∑
t=1
1
22t
((yt , ) − mt)2
+ ( − 1)
n∑
t=1
sign(yt ) ln(|yt | + 1) (4)
note that 	t = (yt , ) − mt are the innovations of the transformed variables. The expression, as can be observed, is
written in terms of the parameters (mt , 2t ) of the transformed variables (yt , ) which, therefore, are those which are
really estimated when we maximize likelihood (the case  = 1 assumes that the original variables are normal). This
technique, therefore, does not permit us to estimate the temporal evolution model from the conditional mean t and
volatility ht of the original series. Nonetheless, the method can be used directly for the prediction of Yt |At−1 since
the transformation (3) is invertible.
On the other hand, the hypernormal family recently proposed by [5] has as a density function
f,
(x) =
(a,
)
(a,
 − 12 )
√


(x2 + 1)−a,
 with a,
 = 1 − 
1+

2(1 − ) for  ∈ (0, 1). (5)
When  ∈ (0, 1/(1 + m)) and 
0, the hypernormal family has null odd moments and even moments
m =
∫ ∞
−∞
xmf,
(x) dx =
(a,
 − (m + 1)/2)((m + 1)/2)
(a,
 − 1/2)√
−m/2 <∞ for m even. (6)
Relevant particular cases for the above family are obtained when 
 = 0 and  = 1/ ∈ (1,∞) ∩ N, in which case the
Student’s t distribution with  degrees of freedom is obtained. The Gaussian distribution is obtained as a limit case
when  → 0.
The variance of the hypernormal distribution when  ∈ (0, 13 ) and 
0 is 2 = E(X2t ) − [E(Xt)]2 = 2 − 21 = 2
and the likelihood of a sample x = (x1, . . . , xn) of hypernormal observations is
ln f,
(x) = n ln
(a,
)
(a,
 − 12 )
− n
2
ln  + n
2
ln  − a,

n∑
t=1
ln(x2t + 1)
which, as can be observed, does not explicitly include the variance of the variable.
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With a view to estimating variance in a heteroskedastic context, it is sufﬁcient to consider that the innovations t
with variance ht are the result of the transformation t =√htϑt where ϑt is a standardized (unit variance) hypernormal
random variable andwhere f,
,t (t )=f,
,ϑt (t /
√
ht )/
√
ht is the density of t . If t is a hypernormal random variable
with variance 2,
 the standardized variable is ϑt = t /,
 whose density is f,
,ϑt (ϑt )=f,
,t (,
 ·ϑt ) ·,
. (Note
that we use the same symbol to denote the random variables t , ϑt , t and their respective realizations.) The density
function of t is, hence
f,
,t (t ) = f,
,ϑt
(
t√
ht
)
1√
ht
= f,
,t
(
,

t√
ht
)
,
√
ht
= (a,
)
(a,
 − 12 )
√


,
√
ht
(

2,

2
t
ht
+ 1
)−a,

and the conditional likelihood of the observations y = (y1, . . . , yn) is
ln f,
(y;µ,h) = n ln
(a,
)
(a,
 − 12 )
− n
2
ln  + n
2
ln  + n ln ,
 − 12
n∑
t=1
ln ht
− a,

n∑
t=1
ln
(

2,
(yt − t )2
ht
+ 1
)
, (7)
where µ= (1, . . . , n) with t = EYt |At−1(Yt ) as the conditional means, h = (h1, . . . , ht ) and t = (yt − t )2 as the
hypernormal innovations.
Below we will assume 
 = 0 as this does not appreciably reduce the expressivity of the family.
The implicit families in (4) and (7) are very ﬂexible in modeling heteroskedastic times series whose conditional
distribution presents greater kurtosis than the Gaussian family (as is frequent for ﬁnancial series). The advantage of
the Yeo–Johnson family is its handling of skewness, but it also has a drawback (similar to the Box–Cox family): the
difﬁculty associated with the estimation of the inverses of the transformed distribution moments, when, as is usual,
prediction of the conditional mean and variance of the original series is required.
Nonetheless, we still have to determine a suitable value for the parameter . We are not aware that any analytical
methods exist for its selection, and so we propose estimating  in the likelihood maximization process that has to be
undertaken to estimate the parameters of the ARMA–GARCH model:
max
,{t },{ht }
∑
t
ln f(t , ht ) = max
,{t },{ht }
∑
t
ln f (t , ht , ).
This method has been used by [9] for the Box–Cox transformation, but unlike for the hypernormal family, this trans-
formation (and that ofYeo–Johnson) does not permit estimation of the volatility model for the original variables.
The above methodology may be applied in general to any problem of regression via maximum likelihood. It permits
the selection of the distributionmodel in the self-same estimation process, thereby avoiding the repetition of this process
for each model postulated.
4. Modeling changes in distribution over time
The modeling process described above is global in that it assumes the existence of a single valid model for the entire
time period under consideration. Nonetheless, in many cases such a hypothesis may be somewhat unrealistic.
In theory, it would be useful to be able to estimate the conditional distribution model for the variable of interest, Yt
for each instant t, once this variable had been observed. This can be done using the method for automatically selecting
 (now t ) described above, using the new observed value in the estimation.
Nonetheless, any approach that considers the possibility of change in the distribution model should be useful for
prediction and for identifying the temporal pattern.
For example, lacking additional information, we could consider using, for the estimation of the parameter t of
the hypernormal model in instant t , the parameter t−1 obtained in instant t − 1. This would in fact, respond to an
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Fig. 1. Relationship between parameter  (y axis) and kurtosis  (x axis) for the hypernormal () distribution. The asterisks represent different
Student’s t distributions. The ﬁtted function is = 0.1336 exp(0.04565) − 2.386 exp(−0.9207).
auto-regressive model for t with a single lag and unity coefﬁcient. Developing this idea, more general models of
the auto-regressive type could be posed, whose parameters would be estimated in the same likelihood maximization
process in which the conditional mean and variance parameters are estimated. These models would endeavor to reﬂect
some kind of dependence of the actual distribution model with respect to distribution models for the past.
Bearing in mind that, in the hypernormal family, kurtosis  = 4/4 − 3 (where 4 = 4 is the moment of order
4 and 2 = 2 is the variance obtained as per (6)) is a differentiating trait for the different distributions of this family
(increasing function of —Fig. 1), this auto-regressive relationship could include the past value of kurtosis.
Consequently, this auto-regressivemodelmay respond to the following general expression—for the sake of simplicity,
we use a single lag—which includes as particular cases those which do not incorporate any of its covariables
t = f (t−1, t−1, 2t−1), (8)
where t−1 is kurtosis in the instant t − 1 relative to a recent time window with a width to be determined, and where
t−1 is innovation.
For the hypernormal distribution, the above general model would be subject to the restriction t ∈ (0, 13 ), or else
t ∈ (0, 15 ) if kurtosis t is used, given the condition that governs (6).
Logically, as a non-observable parameter (like volatility ht ), kurtosis should be estimated from the observations in
each window. The estimator used should be robust enough to overcome any possible noise in the observations. In this
respect, Kim and White [6] have recently evaluated the robustness of several kurtosis estimators of ﬁnancial series. Of
the estimators evaluated, for our tests we have used the estimator from [4] based on quantiles
ˆ = F
−1(0.975) − F−1(0.025)
F−1(0.75) − F−1(0.25) − 2.91,
where F is the empirical distribution function.
The model in (8) may be generalized to a greater number of lags if necessary. For example, if the width of the kurtosis
window is r observations, and we want to include k lags for the kurtosis, the equation in (8) will incorporate the terms
t−1, . . . , t−k , k ∈ N+ where t−i is the kurtosis in the window composed of the observations {t−i−r+1, . . . , t−i}.
This schema would include, as a particular case, the consideration of disjoint windows, choosing lags for the kurtosis
that were separated by more than r instants of time.
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As a ﬁrst step in our investigation of this family of models, we evaluated the following simple particular cases of (8)
(always with a single lag) in which f is a linear function
t = L + At−1 + C2t−1, (9a)
t = L + Bt−1 + C2t−1, (9b)
t = L + At−1 + Bt−1. (9c)
In view of the relationship between the parameter  and kurtosis  in the hypernormal distribution (Fig. 1), the fact
that both co-exist in the last equation may, at ﬁrst sight, appear redundant. Nonetheless, if t−1 is estimated with a
window of recent observations, this parameter will reﬂect the inﬂuence of the most recent distribution model, whereas
t will reﬂect the inﬂuence of the most distant past. Both parameters would play a role similar to that played by ht and
2t in the GARCH models, representing the inﬂuence of volatility in the distant and near past, respectively.
Other alternative models, similar to that of Eq. (8) could be postulated. For example, instead of kurtosis  we could
use a parameter that in some way reﬂects the size of the distribution tails.With theYeo–Johnson in particular, we tested
standard deviations for the innovations in each window with the extreme values truncated. However, further research
is necessary in this area. Likewise, bearing in mind that the estimation of  using maximum likelihood in the Box–Cox
families and variant is a function of the variance and the mean of the transformed variables, the ﬁrst of these was
included in the expression (8). However, this option did not improve the results of our tests.
Finally, bearing in mind that, in the hypernormal distribution, variance also varies according to the parameter ,
one would think that in order to model volatility it should be enough to estimate an ARMA model under this ﬂexible
distribution model with no need to use ARMA–GARCH models. Nonetheless, what the above approach is in fact
incorporating in the modeling process is not the variance of these distributions, but their shape, which is also a very
important aspect in the ﬁnancial world. Indeed, for this reason, at the end of the previous section we obtained the
likelihood for the standardized innovations by separately parameterizing the variance.
Another interesting modiﬁcation of Eq. (8) could be the inclusion of skewness. TheYeo–Johnson transformation is
theoretically designed to manage both kurtosis and skewness and so, in theory, this problem has been dealt with to some
degree using this transformation. In the case of the hypernormal family, however, distributions are symmetrical and the
incorporation of skewness in the model would require further study that would, perhaps, involve further enlargement
of this family by means of an additional parameter.
5. Evaluation of the techniques with real data
The techniques described above were tested in the estimation of ARMA(0,0)–GARCH(1,1) models using the daily
yield series for the DAX, Dow Jones, Ibex 35, FTSE and Nikkei indices during the period from the 29th of September
2000 to the 23rd of June 2004. Results were compared with those produced by the ARMA(0,0)–GARCH(1,1) models
with Gaussian and Student’s t distributions. A total of 974 daily observations for each index gave rise to 973 return
observations:
Yt = ln XtXt−1 .
Two evaluations were made using these series: (a) the estimation of a single model for each technique using the
ﬁrst 600 observations, with performance evaluated using the remaining 373 observations as a test; (b) the estimation
of 50 models for each technique using n = 600, . . . , 649 ﬁrst observations and with performance evaluated using the
observations n + 1 = 601, . . . , 650, respectively. The criterion used in both cases was the likelihood value.
Since the results produced by both tests lead to similar conclusions, we will only describe those for the ﬁrst test.
Table 1 shows the log-likelihood in the training and test samples for each of the indices studied. Table 2 shows the
estimations for the parameters a0, a1 and b1 for the GARCH model (1b) for each case, as also the estimations of L, B
and C in the equations in (9) for the local hypernormal model.
The following observations can be made in relation to these tables:
(1) Differences are substantial depending on the distribution model used. Particularly noticeable is the difference
between the Gaussian and Student’s t distributions for the DAX and Dow Jones indices. Table 2 shows that the
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Table 1
Log-likelihood values for the training and test samples for each model and for each index
DAX DowJones Ibex35
Model Train Test Train Test Train Test
Gaussian 1358.0 992.5 1689.3 1219.8 1521.4 1151.0
Student 1453.7 1029.6 1704.0 1230.9 1522.0 1152.6
Yeo–Johnson global 1455.2 1029.2 1697.9 1226.8 1512.0 1149.3
Hypernormal global 1462.8 1030.0 1705.9 1232.0 1540.0 1153.4
Yeo–Johnson local 1456.9 1031.7 1698.1 1232.9 1512.2 1150.6
Hypern. local gradient 1458.7 1034.5 1705.7 1233.2 1539.9 1156.8
Hypern. local genetic 1466.4 1036.9 1715.4 1231.8 1543.0 1160.0
FTSE Nikkei
Model Train Test Train Test
Gaussian 1680.5 1217.0 1575.2 1067.2
Student 1681.5 1218.5 1581.1 1068.4
Yeo–Johnson global 1670.1 1205.6 1576.4 1057.8
Hypernormal global 1699.4 1218.8 1591.1 1068.3
Yeo–Johnson local 1670.5 1206.5 1576.2 1058.9
Hypern. local gradient 1701.5 1217.7 1589.2 1070.0
Hypern. local genetic 1700.6 1219.4 1589.9 1071.6
For the local hypernormal model, a distinction is made between gradient-based or genetic algorithms. Note that a small difference in log-likelihood
represents a signiﬁcant difference in goodness of ﬁt, since this criterion, as well as being logarithmic in scale, reﬂects the goodness of ﬁt of the
simultaneous estimates for each value in the variable and its variance.
Table 2
Estimations of the GARCH(1,1) model parameters corresponding to Table 1, in other words, obtained using the Gaussian model, the best Student’s
t, the best global hypernormal model and the local hypernormal model with genetic algorithms (the estimations for theYeo–Johnson model are not
included as its parameters refer to transformed variables)
DAX DowJones
Model  a0 a1 b1  a0 a1 b1
Gaussian 4.1E-5 0.8727 0.0647 9.7E-6 0.8785 0.0732
Student 0.167 2.5E-5 0.7950 0.1682 0.143 8.9E-6 0.8716 0.0862
Hypern. global 0.136 2.6E-5 0.7856 0.1713 0.119 8.8E-6 0.8718 0.0853
Hypern. local (9b) 1.4E-50.0808
0.8342
0.0117
0.1423
0.0938 (9b)
2.0E-5
0.1050
0.8149
0.0224
0.0892
0.0023
Ibex35 FTSE
Model  a0 a1 b1  a0 a1 b1
Gaussian 7.4E-6 0.9011 0.0758 4.9E-6 0.8415 0.1373
Student 0.020 7.0E-6 0.9025 0.0755 0.031 4.9E-6 0.8445 0.1340
Hypern. global 0.021 7.0E-6 0.9020 0.0761 0.032 4.9E-6 0.8438 0.1346
Hypern. local (9b) 8.2E-60.0003
0.8802
0.0368
0.0997
0.0994 (9b)
6.2E-6
2.3E-5
0.8259
0.0191
0.1448
0.0017
Nikkei
Model  a0 a1 b1
Gaussian 1.4E-5 0.8820 0.0692
Student 0.111 1.5E-5 0.8885 0.0582
Hypern. global 0.098 1.5E-5 0.8885 0.0580
Hypern. local (9a) 1.5E-50.0370
0.8911
0.0137
0.0562
0.0653
For the local hypernormal model, the second row includes the parameter estimations for model (9b) ((9a) for Nikkei).
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 values for the global hypernormal distribution for the Ibex35, FTSE and Nikkei indices are very small, which
would indicate that these indices have a conditional distribution similar to theGaussian distribution, which reduces
differences with the Gaussian GARCH.
In our experience, selection of the distribution model is generally the most crucial aspect of modeling volatility,
more important, even, than the use of sophisticated techniques (neural networks, boosting or other non-parametric
techniques, [7]) which, in any case can be selected subsequently (their improvements in likelihood belong to the
order of magnitude obtained for the best distribution model).
The effects of these likelihood differences are also reﬂected in the estimated values for the parameters (Table 2),
which once more conﬁrms the importance of correct selection of the distribution model.
(2) The best results in general are obtained with the local hypernormal model using genetic algorithms.
(a) In [8] we used different algorithms based on the gradient, but in some series, these showed convergence
problems (at least up to a reasonable number of iterations), with an excessive dependence on the initial
values. When this occurred, what we did was to initiate the algorithms according to the best results from the
global models (e.g. selecting an initial series {t } that was constant and equal to the value obtained for the
global model).
Although genetic algorithms are much more stable, they imply a greater computational load and require the
implementation of any possible restrictions on the model by means of the population generation function and
the penalization of violations in the objective function.
(b) In general, of the models described in (9), those which best handle the series, whether with the hypernormal
distribution or theYeo–Johnson family, are the (9b) type, although occasionally the differences from the rest
are small.
(c) The window used for estimating kurtosis t was 12 observations for the DAX, Dow Jones and Nikkei series
and 20 observations for the Ibex35 and FTSE series. This parameter determines the degree of smoothness in
the evolution of the t parameter (see Fig. 2, 2nd row). It can be selected on the basis of different criteria,
including the a priori information avilable on the data generation process. Here, this window was selected
on the basis of simply obtaining the maximum likelihood in training (an exhaustive selection was not made)
because this produced the best test results. In other words, these models did not produce overﬁtting problems.
(d) As for the parameters (Table 2), it seems that the local hypernormal models act by transferring speciﬁc weight
between the recent and distant pasts within the variance. Thus, parameter a1 rises when b1 falls and vice
versa. This can be clearly seen in the DAX index, and to a lesser extent, in the Dow Jones, Ibex and FTSE
indices. In terms of the temporal model for t , a certain consistency can be observed between the constant L
of (9) and the global value for  produced by the corresponding global hypernormal model.
Fig. 2 shows sample results for the local hypernormal model according to (9b) for the DAX and FTSE indices.
The mean level of the series {t } is similar to that in the corresponding global hypernormal model (0.135 for
DAX and 0.0496 for FTSE), but this model proposes a temporal pattern for this parameter. From the graphs
it can be seen that momentary increases in t seem to coincide with a narrowing in the series variability, as if
reﬂecting greater kurtosis of the distribution in these moments. Finally, the series {t } and {ht } seem to evolve
quite independently, which would indicate that these two parameters effectively reﬂect different information.
(3) As for the globalmodels, the hypernormalmodels improve on the results of the best representative of the Student’s t
family for practically all the cases. Given that the Student’s t models are particular cases of the hypernormal family,
these results demonstrate that the practice of selecting the parameter  in the self-same likelihood maximization
process is clearly recommendable, there being no need to use genetic algorithms.
(4) The models based on theYeo–Johnson transformation present irregular results despite the fact that we applied the
transformation to the global distribution (Gaussian or Student’s t) that had behaved most satisfactorily. This fact
in combination with the fact that the resulting model refers to the transformed variables would ill-advise their use
in favor of the hypernormal models.
(5) Finally, it may be considered that the above comparisons have been made in prejudice of the globally distributed
GARCH models, since the latter models use just a single lag, whereas the local models based on t use r lags to
estimate this parameter. Nonetheless, when we used the same number of lags in the globally distributed GARCH
models, the results were poorer, due to the greater number of parameters that had to be estimated, which increased
the variance. Therefore, it could be said the local hypernormal model makes best use of past information, by
focusing on the shape of the distribution rather than on the values themselves.
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Fig. 2. DAX (left) and FTSE (right) indices for the time period under consideration: return series {Yt } (above), hypernormal parameter {t } (middle)
and squared innovations {2t } and volatility {ht } (below).
6. Conclusions
As far we are aware, no techniques are as yet available that model heterogeneity in the distribution of the vari-
able of interest in a viable and structured way. We have proposed new techniques for modeling the evolution over
time of conditional distribution in a time series. The results obtained on applying these techniques to estimating the
ARMA(0,0)–GARCH(1,1) models using real stock market series represent an improvement over the results produced
by ARMA(0,0)–GARCH(1,1) models estimated for a constant Gaussian, Student’s t or hypernormal distribution.
These results would suggest the usefulness of this kind of analysis, even if only from the point of view of evaluating
the degree to which heterogeneity is present in an application problem, as also for obtaining a better understanding of
the data generating process than would be obtained from a single distribution model assumed to be valid for the entire
input space.
In our analysis above, the hypernormal model demonstrates itself to be a potentially useful tool for managing
heterogeneity. In a global model the estimation of the parameter  for the hypernormal distribution in the self-same
likelihood maximization process produces excellent results.
Although the proposed techniques have a simple linear structure, they represent a point of departure for the design
of more sophisticated and ﬂexible algorithms that are better adapted to different situations.
There are many possibilities for developing lines of research in this area, for example: a study of the statistical
properties of the estimators, the construction of conﬁdence intervals, the inclusion of asymmetry in the models, the
selection of the kurtosis window, the use of more ﬂexible approaches (e.g. local likelihood, neural networks) to model
the temporal pattern in the distribution model, etc.
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Finally, extension of this methodology to the general problem of regression is conceptually imminent, although
it would require speciﬁc algorithms. These algorithms would need to simultaneously estimate, on the one hand, the
relationships between the parameter  for the distribution families described in this work and the independent variables
for the problem, and on the other hand, the regression function. In this way highly relevant information for many
application problems would be obtained.
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