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ON THE UNIFORM DISTRIBUTION (MOD 1) OF THE FAREY
SEQUENCE, QUADRATIC FAREY AND RIEMANN SUMS WITH A
REMARK ON LOCAL INTEGRALS OF ζ(s)
MICHEL J.G. WEBER
Abstract. For 1-periodic functions f satisfying only a weak local regularity assumption of
Dini’s type at rational points of ]0, 1[, we study the Farey sums
Fn(f) =
∑
κ
λ
∈Fn
f
(κ
λ
)
, Fn,σ(f) =
∑
κ
λ
∈Fn
1
κσλσ
f
(κ
λ
)
, 1/2 ≤ σ < 1,
where Fn is the Farey series of order n ≥ 1. We obtain sharp estimates of Fn,σ(f), for all
0 < σ ≤ 1. We prove similar results for the corresponding Riemann quadratic sums
Sn,σ(f) =
∑
1≤k≤ℓ≤n
1
(kℓ)σ
f
(k
ℓ
)
.
These sums are related to local integrals of the Riemann zeta-function over bounded intervals
I , which are considered in the last part of the paper.
1. Introduction
Let Fn =
{ j
m , 1 ≤ j ≤ m ≤ n, (j,m) = 1
}
be the Farey series of order n ≥ 1. Let also
f : Q ∩ [0, 1]→ C arbitrary and σ ≥ 0. In this work we study the Farey sums
(1.1) Fn(f) =
∑
κ
λ
∈Fn
f
(κ
λ
)
, Fn,σ(f) =
∑
κ
λ
∈Fn
1
κσλσ
f
(κ
λ
)
n = 1, 2, . . . .
As Fn,0(f) = Fn(f), the second sums generalize the first ones.
We also study the corresponding Riemann quadratic sums
Sn,σ(f) =
∑
1≤k≤ℓ≤n
1
(kℓ)σ
f
(k
ℓ
)
(1.2)
where 0 ≤ σ < 1 and f ∈ L0([0, 1]). These sums have a simpler structure as being weightings
of the Riemann sums of fσ(x) = f(x)/x
σ, and are connected with ζ-local integrals, where ζ
is the Riemann-zeta function, since for instance (see section 6)∫ n+1
n
|ζ(σ + it)|2dt = Quadratic Riemann sum + Error term .
Some preliminary considerations are necessary. It is well-known that the Farey fractions
are uniformly distributed (mod 1), see Mikola´s [15], whence by the Weyl criterion, for any
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Riemann integrable function on [0, 1],
(1.3) Fn(f) ∼ Φ(n)
∫ 1
0
f(x)dx, n→∞.
Here Φ(n) = #(Fn) and Φ(n) =
∑n
d=1 ϕ(d) ∼ 3π2n2, ϕ(d) being Euler’s totient function. The
problem of estimating the error term
(1.4) En(f) = Fn(f)− Φ(n)
∫ 1
0
f(x)dx,
is connected with the Riemann Hypothesis, and was studied by Mikola´s [15] and by several
authors, notably Codeca` and Perelli [5], see references therein, and Yoshimoto [27]. Farey
sums and Riemann sums are linked by the formula ([15, Lemma 2]),
(1.5) Fn(f) =
∑
d≤n
Df (d)M
(n
d
)
=
∑
d≤n
µ ∗Df (d), Df (ℓ) =
∑
1≤k≤ℓ
f
(k
ℓ
)
,
where ∗ stands for the Dirichlet convolution product. One notes that Φ(n) = ∑nd=1 dM(nd )
where M(x) =
∑
λ≤x µ(λ), µ(n) being the Mo¨bius function, and that M(n) is the Farey sum
M(n) =
∑
κ
λ
∈Fn
cos 2π(
κ
λ
),
which easily follows from (3.2). By a result of Littlewood [13], the Riemann Hypothesis is
equivalent to the assertion
(1.6) M(x) = Oε
(
x
1
2
+ε
)
.
The simplest example of a smooth periodic function f(x) = cos 2πx, thus shows that the
problem of estimating En(f) (= Fn(f) here) is out of reach, advances in this domain are
therefore difficult. Farey sums much differ at this regard from Riemann sums Rf (ℓ) =
1
ℓDf (ℓ),
since by a result of Wintner [26, § 12], a continuous 1-periodic function is analytic if and only
if there exists q, 0 < q < 1, such that
Rf (ℓ) =
∫ 1
0
f(t)dt+ O(qℓ).(1.7)
A rate of convergence can be assigned, and the convergence of Riemann sums turns up the
more rapid, the smoother f is. If f is only Lebesgue integrable, the corresponding convergence
problems of Riemann sums, and by extension Riemann equidistant sums, Farey sums, are
another attracting and difficult matter. We refer to Ch.XI of our book [25].
For the case considered above (h(x) = cos 2πx, Fn,σ = Fn,σ(h)), we will prove that
(1.8) Fn,σ =
n2(1−σ)
2(1− σ)ζ(2)
∫ 1
0
cos 2πt
tσ
dt + Oσ
(
n1−σ
)
(0 < σ < 1).
The analogous formula to (1.5) for the Farey sums Fn,σ(f) is
(1.9) Fn,σ(f) =
n∑
d=1
1
d2σ
µ ∗Dfσ(d) =
n∑
d=1
Dfσ(d)
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
)
.
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See Lemma 3.3. In comparison with (1.6) one knows (Mikola´s [15, Lemma 8]) that for τ ≥ 1/2,
RH is also equivalent to
(1.10)
∑
λ≤n
µ(λ)
λτ
= Oε
(
n
1
2
+ε
)
.
Further the Dirichlet series associated with µ ∗Dfσ being the product
1
ζ(s)
∞∑
k=1
Dfσ(k)
ks
.
Fn,σ(f) can be precisely estimated by using Perron’s formula, once estimates of Dfσ(k) are
at disposal. This was used in Mikola´s [15] and Codeca`-Perelli [5].
The first formula in (1.5) together with (1.6) imply that
(1.11) Fn(f) = Oε
(
n
1
2
+ε
∑
d≤n
|Df (d)|
d
1
2
+ε
)
,
for all f : [0, 1]→ C, assuming the validity of the RH.
Conversely we prove the following unconditional result, of very close order of magnitude.
Theorem 1.1. For for infinitely many n, there exists f : [0, 1]→ C such that
(1.12) Fn(f) ≥ n
1
2
∑
d≤n
|Df (d)|
d
1
2
.
The proof is a combination of a theorem of Pintz [18], which in particular implies that
(1.13) M(x) = Ω
(
x
1
2
)
,
and infinite Mo¨bius inversion formula.
The work made in [5] concerns absolutely continuous functions on [0, 1], or equivalently,
continuous functions f with a derivative f ′ almost everywhere and f ′ is Lebesgue integrable. It
is further imposed that f ′ ∈ Lp[0, 1] for some p ∈ (1, 2]. Let Ccp denotes this class of functions.
The main results obtained being of conditional nature, are by definition ineffective. However
these results are nearly optimal with respect to the class Ccp, and [5] is one of the central
papers in the theory with Mikola´s [15, 16], notably by the ideas implemented. Some of these
results were slightly extended in Yoshimoto [27], who notably much investigated some specific
remarkable classes of functions related to Riemann sums. Let ζ(s) denotes the Riemann zeta
function. More precisely, it is assumed that a weaker form of Riemann Hypothesis, noted
RH(α) and meaning that: σ > α ⇒ ζ(σ+ it) 6= 0, where α ∈ [1/2, 1), holds true. One notes
that then M(x) = Oε(x
α+ε). For f ∈ Ccp, there is a close link between the deviation of Rf (n)
from
∫ 1
0 f(t)dt, and Fourier coefficients of f
′, which is the basis of the approach in [5].
Remark 1.2. The following class of continuous functions f : (0, 1) → C satisfying Kubert
identities f(x) = ms−1
∑m−1
k=0 f
(
x+k
m
)
for every m ∈ N and every x ∈ (0, 1), was studied in
[27], and more recently in other papers. We study this class of functions in a separate work,
as well as some variant in Carlitz [4].
In this paper we are interested in the study of Farey sums (1.1) under minimal conditions,
and our results are effective and will depend on the Fourier coefficients of f . Recall that
4 MICHEL J.G. WEBER
every function defined almost everywhere in [0, 1], in particular every integrable function,
has its Fourier series, see Zygmund [28, p. 9]. One motivation is that the limit (1.3) actually
holds true for any function f defined on rational points of [0, 1], whose Riemann sums are
converging, see [15, Th. 2]. Another motivation lies in the fact that there are important classes
of functions f having a (non integrable) derivative on ]0, 1[, so f is not absolutely continuous.
The following specific functions, familiar in Fourier analysis and relevant in section 6, are
typical cases,
(1.14) g(a, x) = sin a log xlog x , 0 < x < 1, g(a, 1) = a, g(a, 0) = 0, (a 6= 0) .
They are not absolutely continuous on (0, 1], for otherwise they would have an absolutely
continuous extension on [0, 1], thereby continuous on [0, 1], which is not.
Let further gσ(a, x) = g(a, x)/x
σ , 0 < σ < 1. Then gσ(a, .) ∈ Lp[0, 1] if p < 1/σ, gσ(a, .)′ is
not integrable, and as gσ(a, .) is unbounded in the neighbourhood of 0, its Fourier series does
not converge absolutely.
For the problem studied, considering the restriction of gσ(a, .) on [ε, 1], ε > 0 small, and
applying Euler-McLaurin’s formula + Parseval’s formula is inoperant.
We will use the simplified notation (section 5)
g(x) = g(1, x).(1.15)
We consider in this work 1-periodic functions f satisfying a weak local regularity assumption
of Dini’s type at rational points of ]0, 1[, which is in accordance with the fact that Farey sums
Fn(f), Fn,σ(f) are determined by the values taken by f on rational numbers. More precisely,
introduce the class C of functions f : [0, 1]→ R such that
f(x− 0) = f(x+ 0) and ∫0+ |f(x+u)+f(x−u)−2f(x)|u du <∞, for each x ∈ Q∩]0, 1[.(1.16)
This defines a fairly wide setting, one has the following obvious inclusions: C1 ⊂ C2 ⊂ C,
where
C1 =
{
f : [0, 1]→ R : f(x) is derivable for each x ∈ Q∩]0, 1[}
C2 =
{
f : [0, 1]→ R : f(x) satisfies a Lipschitz condition of order α > 0,
in the neighbourhood of each x ∈ Q∩]0, 1[}.(1.17)
These functions being not necessarily absolutely continuous, Euler-McLaurin’s formula,
which is the pivot of the approach in [5], does not apply. As x = 0 is excluded in definition
(1.16), we note that gσ(a, .) ∈ C.
We clarify that the approach used and most of the results obtained extend with no difficulty
to classes of functions subject to sharper types of criteria such as the one of Jordan, Young,
de la Valle´e-Poussin, Lebesgue, see [2, Vol. I]. These ones being more elaborated we chosed to
develop the present work in this simpler setting.
The paper is organized as follows. In the two next sections we respectively state and give
the proofs of results concerning Farey sums Fn(f), Fn,σ(f), and further comment and discuss
our assumptions, comparing them notably with those in [5]. Section 3 contains preparatory
results which are interesting on their own. In section 4, the proofs of Theorems 1.1 and 2.8
are given. Our results concerning quadratic Riemann sums Sn,σ(f) are stated and proved
in section 5. In section 6, we discuss some questions related to the previous sections and
concerning local integrals of ζ(σ + it).
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The investigation of a related non trivial question concerning the unboundedness of the
S
2-Stepanov’s norm of the Riemann zeta function ζ(σ+ it) for 1/2 < σ < 1 is concluding the
paper, the case σ = 1/2 being trivial.
2. Farey sums and quadratic Farey sums.
We first provide general explicit formulas of Fn,σ(f) or Fn(f), valid for all f such that
fσ ∈ C, with no additional condition. We next study these sums, mainly under two type of
conditions on the complex Fourier coefficients of fσ where fσ(x) =
f(x)
xσ , σ ≥ 0. We assume
that: Either (i) the series
∑
ℓ∈Z cfσ(ℓ) converges, or (ii) the series
∑
ℓ∈Z |cfσ (ℓ)|, converges.
Recall some classical facts. The first assumption of course holds if (for instance) fσ(x) is
derivable at x = 0. By Bernstein’s theorem [2, Vol. I, p. 216], the second assumption holds if
f ∈ Lip(α) for α > 1/2. It is also implied by the absolute convergence of the Fourier series
(2.1) σf (x) =
∑
ν∈Z
cf (ν)eν(x), (eν(x) = e
2iπνx)
at a single point, and implies the absolute and uniform convergence of the series σf (x) for all x.
It also implies that σf (x) converges to f(x) at almost every x, and if f is continuous on [0, 1],
that convergence holds for every x. Further, if f is absolutely continuous and |f ′| ln+ |f ′| ∈
L1([0, 1], then σ(f) converges absolutely. Also there exists an absolutely continuous function
f such that σ(f) does not possess a single point of absolute convergence. See [2, Vol. II, p. 162].
Furthermore the second assumption implies that f is bounded, since using for instance
Riesz’s criterion [2, Vol. II], p. 184, as the series σf converges absolutely, f can be represented
in the form
f(x) =
∫ 1
0
u(2π(x − t))v(2πt)dt,
u, v ∈ L2[0, 1]. By applying Young’s inequality
‖u ∗ v‖r ≤ ‖u‖p ‖v‖q , 1 ≤ p, q, r ≤ ∞, 1
r
=
1
p
+
1
q
− 1,
with p = q = 2, r =∞, we deduce that ‖f‖∞ <∞.
In particular for gσ defined in (1.15), we note that
(2.2)
∑
ℓ∈Z
|cgσ(ℓ)| =∞.
Consider first the case when f is such that fσ ∈ C, and no additional condition is imposed.
Proposition 2.1. (i) Let f : [0, 1]→ R and assume that fσ ∈ C. Then we have,
Fn,σ(f) = fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cfσ(0)
[∑
d≤n
d− 1
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)]
+
∑
ℓ∈Z∗
cfσ(ℓ)
[∑
d≤n
1
d2σ
εℓ(d)
(∑
λ≤n
d
µ(λ)
λ2σ
)]
,
where
(2.3) εℓ(d) =
{
d− 1 if d|ℓ,
−1 if d 6 |ℓ.
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(ii) Let f : [0, 1]→ R be such that f ∈ C. Then we have,
En(f) = f(1)−
∫ 1
0
f(x)dx+
∑
ℓ∈Z∗
cf (ℓ)
[∑
d≤n
εℓ(d)M
(n
d
)]
.
In the next theorems, we derive precise estimates of Fn,σ(f) under the afore mentionned
assumptions.
Theorem 2.2 (0 < σ < 1). Let f : [0, 1]→ R be such that fσ ∈ C.
(i) Assume that the series
∑
ℓ∈Z cfσ (ℓ) is convergent. Then
Fn,σ(f) =
( ∫ 1
0 fσ(x)dx
2(1− σ)ζ(2)
)
n2(1−σ) +∆n,σ(f),
where ∆n,σ(f) = O(n
1−2σ log n) +A(fσ) +
∑
ℓ∈Z∗
cfσ(ℓ)
(∑
d≤n
d|ℓ
1
d2σ−1
∑
λ≤n
d
µ(λ)
λ2σ
)
,
and the constant A(fσ) is defined as follows,
A(fσ) =


fσ(1) +
ζ(2σ−1)
ζ(2σ)
∫ 1
0 fσ(x)dx−
∑
ℓ∈Z
cfσ(ℓ) if
1
2 < σ < 1,
0 if σ = 12 ,
−
∑
ℓ∈Z∗
cfσ(ℓ) if 0 < σ <
1
2 .
(ii) Assume that the series
∑
ℓ∈Z∗ |cfσ(ℓ)| is convergent. Then
Fn,σ(f) =
( ∫ 1
0 fσ(x)dx
2(1− σ)ζ(2)
)
n2(1−σ) +∆n,σ(f),
where
∆n,σ(f) =


A(fσ) + O
(
n1−2σ log n+
∑
ℓ∈Z∗
|cfσ(ℓ)|
(∑
d≤n
d|ℓ
1
d2σ−1
))
, (12 < σ < 1),
n1−2σ Oσ
(
log n+
∑
ℓ∈Z∗
|cfσ(ℓ)|#{d ≤ n : d|ℓ}
)
, (0 < σ ≤ 12).
In the series above, the summand of order ℓ not only depends on estimates of Mo¨bius sums∑
λ≤x
µ(λ)
λ2σ
, for instance conditionally to RH(α), or using (3.4), but also on the divisors of
ℓ which are less than n, namely on the arithmetical structure of the support of the Fourier
coefficient sequence.
In Theorem 2.2, the series ∑
ℓ∈Z∗
cfσ(ℓ)
(∑
d≤n
d|ℓ
1
d2σ−1
)
,
cannot be estimated in general. The term in parenthesis can be close to n2(1−σ) (for those
ℓ such that d ≤ n ⇒ d|ℓ), or close to 2 when the Fourier coefficients are supported by a
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sequence of numbers having few divisors, typically a sequence of primes. In this case we get
for instance if σ = 12 ,
Fn,1/2(f) =
[ n
ζ(2)
+ O(log n)
] ∫ 1
0
f1/2(x)dx+ O(1),
if
∑
ℓ∈Z∗ |cf1/2(ℓ)| converges.
Theorem 2.3 (σ = 1). Let f : [0, 1] → R be such that f1 ∈ C. (i) Assume that the series∑
ℓ∈Z cf1(ℓ) is convergent. Then,
Fn,1(f) =
∫ 1
0 f1(x)dx
ζ(2)
log n+
∑
ℓ∈Z∗
cf1(ℓ)
∑
d≤n
d|ℓ
1
d
(∑
λ≤n
d
µ(λ)
λ2
)
+ O(1).
(ii) If the series
∑
ℓ∈Z |cf1(ℓ)| is convergent, then
Fn,1(f) =
∫ 1
0 f1(x)dx
ζ(2)
log n+ O
(∑
ℓ∈Z∗
|cf1(ℓ)|
(∑
d≤n
d|ℓ
1
d
))
.
In particular, if the series
∑
ℓ∈Z |cf1(ℓ)|σ−1(ℓ) is convergent, then
Fn,1(f) =
∫ 1
0 f1(x)dx
ζ(2)
log n+ O(1).
Remark 2.4. We recall that by [9], σ−1(ℓ) = O(log log ℓ), thus the above estimate holds true
under the mild condition ∑
ℓ∈Z
|cf1(ℓ)| log log ℓ <∞.
The following Theorem concerns Farey sums Fn(f) (case σ = 0) and provides a simple
formula for the error term En(f) under minimal assumption, as well as a new estimate.
Theorem 2.5. Let f ∈ C. (i) If the series ∑ℓ∈Z cf (ℓ) is convergent, then
En(f) =
(
f(1)−
∑
ℓ∈Z
cf (ℓ)
)
+
∑
ℓ∈Z∗
cf (ℓ)
(∑
d≤n
d|ℓ
dM
(n
d
))
.
(ii) If the series
∑
ℓ∈Z∗ |cf (ℓ)|d(ℓ) is convergent, where d(ℓ) is the divisor function, then
En(f) = o(n).
In addition if f(1) =
∑
ℓ∈Z cf (ℓ), then∑
n≥1
|En(f)|
n2
< ∞.
Remarks 2.6. According to a classical estimate, En(f) = o(n) if
∑
ℓ∈Z∗ |cf (ℓ)|ec logn/ log logn
is convergent for some c > log 2. Codeca` and Perelli [5] showed using Euler-McLaurin’s
formula and a lemma due to Fe´jer, that if f is absolutely continuous, then En(f) = o(n). See
also Corollary p. 105 in Mikolas [15]. This can in fact be improved if in addition f ′ ∈ Lp[0, 1]
for some p ∈ (1, 2], by using Vinogradov-Korobov’s estimate. They further showed, under
assumption RH(α), and using example 2.9 below, that for every ε > 0, there exists an
absolutely continuous function fε : [0, 1] → R such that En(f) = Ωε(n1−ε).
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Corollary 2.7. Assume that RH(α) holds. Then for any f ∈ C such that the series∑
ℓ∈Z
|cf (ℓ)|σ1−α′(ℓ)
converges for some α′ > α, we have
En(f) = O(n
α′).
Proof. As RH(α) implies M(x) = Oε(x
α+ε), we have∑
d≤n
d|ℓ
d
∣∣M(n
d
)∣∣ ≤ Cα′ nα′ ∑
d≤n
d|ℓ
d1−α
′ ≤ Cα′ nα′σ1−α′(ℓ).
Thus ∑
ℓ∈Z∗
|cf (ℓ)|
∣∣∣∑
d≤n
d|ℓ
dM
(n
d
)∣∣∣ ≤ Cα′ nα′ ∑
ℓ∈Z∗
|cf (ℓ)|σ1−α′(ℓ) ≤ Cα′ nα′ ,
which by Theorem 2.5 implies that En(f) = Oα′(n
α′). 
Discussion: We compare our assumptions with the ones made in [5]. First note, as a
consequence of (1.5) and of the fact that
∑
d≤nM
(
n
d
)
= 1 (see (3.5)), that
(2.4) En(f) =
∑
d≤n
D˜f (d)M
(n
d
)
, D˜f (n) = Df (n)− n
∫ 1
0
f(x)dx.
In [5, Th. 1&2], assuming the validity of RH(α), it was proved that En(f) = Oε(n
(α∨1/p)−ε) for
all f ∈ Ccp, and the estimate is nearly optimal ([5, Th. 1&2]). The authors underlined the link
between D˜f (n) and Fourier coefficients (cf ′(m))m of f
′, which follows from Euler-MacLaurin
sum formula (for absolutely continuous f , [5, p. 417]),
(2.5) D˜f (n) = − 1
2π
∞∑
k=1
cf ′(kn)
k
, (f(0) = f(1)).
Note, however (Bary [2, Vol. I] p. 78) that for absolutely continuous f , cf ′σ(ℓ) = iℓcfσ(ℓ),
ℓ ∈ Z∗; thus the link with the Fourier coefficients of f is direct.
We further observe that assumption f ∈ Ccp implies that
(2.6)
∑
ℓ∈Z∗
|cf (ℓ)|ℓε <∞, (ε < 1− 1/p)
which is much stronger than our assumptions. Indeed, by Hausdorff-Young’s theorem,∑
ℓ∈Z∗
|cf (ℓ)|ℓε =
∑
ℓ∈Z∗
|cf ′(ℓ)| ℓ−(1−ε) ≤
(∑
ℓ∈Z∗
|cf ′(ℓ)|q
)1/q(∑
ℓ∈Z∗
|ℓ|−p(1−ε)
)1/p
≤ C‖f ′‖p
(∑
ℓ∈Z∗
|ℓ|−p(1−ε)
)1/p
< ∞ .
In the next Theorem we provide a sharp estimate of the quadratic Farey sum Fn,σ =
Fn,σ(h), h(x) = cos 2πx, recalling that Fn(h) =M(n).
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Theorem 2.8. Let 0 < σ < 1. Then
Fn,σ =
n2(1−σ)
2(1− σ)ζ(2)
∫ 1
0
cos 2πt
tσ
dt + Oσ
(
n1−σ
)
.
(The integral term cannot be expressed elementarily.)
Before passing to the proofs, let us give one more example of Farey sums, linked to Euler’s
generalized totient function.
Example 2.9. Let ζh(n) = n
h with summatory function Mζh(x). Let Js(n) = ζs ∗ µ(n) =∑
d|n d
sµ(n/d) be Euler’s generalized totient function. Let f(x) = c(a)
∑
ℓ∈Z∗ |ℓ|−aeℓ(x),
1 < a < 2, where c(a) =
(∑
ℓ∈Z∗ |ℓ|−a
)−1
.
Then
Fn(f) =
∑
k≤n
J1−a(k),(2.7)
the summatory function of J1−a(n) therefore writes as a Farey sum. First note that f(1) =
f(0) = 1, and so by Theorem 2.5,
En(f) = Fn(f) =
∑
ℓ∈Z∗
cf (ℓ)
(∑
d≤n
d|ℓ
dM
(n
d
))
= c(a)
∑
ℓ∈Z∗
|ℓ|−a
∑
d≤n
d|ℓ
d
( ∑
λ≤n/d
µ(λ)
)
= c(a)
∑
λ≤n
µ(λ)
{ ∑
d≤n/λ
d
∑
ℓ∈Z∗
d|ℓ
|ℓ|−a
}
=
∑
λ≤n
µ(λ)
{ ∑
d≤n/λ
d1−a
}
.
By well-known formula for partial sums of a Dirichlet product ([1, Th. 3.10]),
∑
k≤n
µ(k)
∑
d≤n/k
d1−a =
∑
k≤n
µ(k)Mζ1−a(
n
k
) =
∑
k≤n
µ ∗ ζ1−a(k) =
∑
k≤n
J1−a(k),
whence (2.7).
3. Proofs of Proposition 2.1 and Theorems 2.2, 2.3, 2.5.
We first establish some auxiliary lemmas and intermediate results.
3.1. Preliminary results.
Proposition 3.1. Let f ∈ C. Then,
(i) Df (d) = f(1) +
∑
ℓ∈Z
cf (ℓ)εℓ(d),
recalling that εℓ(d) = d− 1 if d|ℓ, and εℓ(d) = −1 if d 6 |ℓ, by (2.3).
(ii) If the series
∑
ℓ∈Z cf (ℓ) converges, then
Df (d) = f(1) + d
∑
ℓ∈Z
d|ℓ
cf (ℓ)−
∑
ℓ∈Z
cf (ℓ).
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Proof. Since f ∈ C, by Dini’s test (Bary [2, Vol. I] p. 113, see also p. 114) the Fourier series of
f
σf (x) =
∑
ν∈Z
cf (ν)e
2iπνx,
converges to f(x) (i.e. the partials sums are converging to f(x)) for any x ∈ Q∩]0, 1[.
Thus
f
(κ
d
)
=
∑
ℓ∈Z
cf (ℓ)e
2iπℓκ
d , κ = 1, 2, . . . , d− 1(3.1)
whence
d−1∑
κ=1
f
(κ
d
)
=
d−1∑
κ=1
∑
ℓ∈Z
cf (ℓ)e
2iπℓκ
d =
∑
ℓ∈Z
cf (ℓ)
( d−1∑
κ=1
e2iπℓ
κ
d
)
,
permutation between finitely many convergent series being permitted. As
∑d−1
κ=1 e
2iπℓκ
d =
εℓ(d), we get
Df (d) = f(1) +
∑
ℓ∈Z
cf (ℓ)εℓ(d),
Further if the series
∑
ℓ∈Z cf (ℓ) converges, we can write
Df (d) = f(1) +
∑
ℓ∈Z
cf (ℓ)(εℓ(d) + 1)−
∑
ℓ∈Z
cf (ℓ)
= f(1) + d
∑
ℓ∈Z
d|ℓ
cf (ℓ)−
∑
ℓ∈Z
cf (ℓ),
which completes the proof. 
Corollary 3.2. Let f ∈ C. Assume that the series A =∑ℓ∈Z |cf (ℓ)|d(ℓ) converges. Then,
∞∑
d=1
1
d
∣∣D˜f (d)− f(1) +∑
ℓ∈Z
cf (ℓ)
∣∣ ≤ A.
Proof. By Proposition 3.1-(ii), since cf (0) =
∫ 1
0 f(x)dx,
Df (d) = f(1) + d
∫ 1
0
f(x)dx+ d
∑
ℓ∈Z∗
d|ℓ
cf (ℓ)−
∑
ℓ∈Z
cf (ℓ),
By (2.4),
D˜f (d) = f(1) + d
∑
ℓ∈Z∗
d|ℓ
cf (ℓ)−
∑
ℓ∈Z
cf (ℓ).
Thus
∞∑
d=1
1
d
∣∣D˜f (d)− f(1) +∑
ℓ∈Z
cf (ℓ)
∣∣ = ∞∑
d=1
∣∣∣ ∑
ℓ∈Z∗
d|ℓ
cf (ℓ)
∣∣∣ ≤ ∑
ℓ∈Z∗
|cf (ℓ)|
(∑
d|ℓ
1
)
= A,
as claimed. 
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Lemma 3.3. Let f : Q→ R be arbitrary and σ ∈ C. Then,
Fn,σ(f) =
n∑
d=1
1
d2σ
µ ∗Dfσ(d) =
∑
d≤n
Dfσ(d)
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
)
.
Proof of Lemma 3.3. We recall that
(3.2)
∑
d|n
µ(d) = δ(n) where δ(n) =
{
1 if n = 1,
0 unless.
Then
Fn,σ(f) =
∑
k
ℓ
∈Fn
1
kσℓσ
f
(k
ℓ
)
=
∑
1≤k≤ℓ≤n
(k,ℓ)=1
1
kσℓσ
f
(k
ℓ
)
=
n∑
ℓ=1
1
ℓσ
ℓ∑
k=1
δ
(
(k, ℓ)
) 1
kσ
f
(k
ℓ
)
=
n∑
ℓ=1
1
ℓσ
ℓ∑
k=1
( ∑
u|(k,ℓ)
µ(u)
) 1
kσ
f
(k
ℓ
)
=
n∑
ℓ=1
1
ℓσ
∑
u|ℓ
µ(u)
ℓ∑
k=1
u|k
1
kσ
f
(k
ℓ
)
.
We write k = κu with κ ≤ ℓu , and get
=
n∑
ℓ=1
1
ℓσ
∑
u|ℓ
µ(u)
uσ
∑
1≤κ≤ ℓ
u
1
κσ
f
(uκ
ℓ
)
.
Now we write the divisors u of ℓ under the form u = ℓd , d running along all divisors of ℓ, and
continue as follows
=
n∑
ℓ=1
1
ℓσ
∑
d|ℓ
µ( ℓd)
( ℓd )
σ
∑
1≤κ≤d
1
κσ
f
(κ
d
)
=
n∑
ℓ=1
1
ℓ2σ
∑
d|ℓ
µ
( ℓ
d
) ∑
1≤κ≤d
1
(κd )
σ
f
(κ
d
)
=
n∑
ℓ=1
1
ℓ2σ
∑
d|ℓ
µ
( ℓ
d
)
Dfσ(d)
=
n∑
ℓ=1
1
ℓ2σ
µ ∗Dfσ(ℓ) =
∑
d≤n
Dfσ(d)
∑
ℓ≤n
d|ℓ
µ(
ℓ
d
)
1
ℓ2σ
.
Writing ℓ = λd with λ ≤ nd in the last sum, finally gives
Fn,σ(f) =
n∑
ℓ=1
1
ℓ2σ
µ ∗Dfσ(ℓ) =
∑
d≤n
Dfσ(d)
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
)
.

We also need the following lemma.
Lemma 3.4. We have the following estimates.
(a) (12 < σ < 1)
(a·1)
∑
d≤n
1
d2σ−1
( ∑
λ≤n
d
µ(λ)
λ2σ
)
=
n2(1−σ)
2(1 − σ)ζ(2) +
ζ(2σ − 1)
ζ(2σ)
+ O
(
n1−2σ log n
)
,
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(a·2)
∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
)
= 1 + O
(
n1−2σ log n
)
,
recalling that ζ(s) = limx→∞
(∑
n≤x
1
ns − x
1−s
1−s
)
, 0 < s < 1.
(b) (0 < σ < 12)
(b·1)
∑
d≤n
1
d2σ−1
( ∑
λ≤n
d
µ(λ)
λ2σ
)
=
n2(1−σ)
2(1 − σ)ζ(2) + O
(
n1−2σ log n
)
,
(b·2)
∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
)
= O
(
n1−2σ
)
.
(c) If σ = 12 , then
(c·1)
∑
d≤n
( ∑
λ≤n
d
µ(λ)
λ
)
=
n
ζ(2)
+ O(log n),
(c·2)
∑
d≤n
1
d
∣∣ ∑
λ≤n
d
µ(λ)
λ
∣∣ ≤ B, n ≥ 1,
where B is an absolute constant.
(d) If σ = 1, then
(d·1)
∑
d≤n
1
d
( ∑
λ≤n
d
µ(λ)
λ2
)
=
log n
ζ(2)
+ O(1),
(d·2)
∑
d≤n
1
d2
∣∣ ∑
λ≤n
d
µ(λ)
λ2
∣∣ = O(1).
Proof. (i) We quote the estimates ([1, Th. 3.2]),
(3.3)
∑
1≤ℓ≤m
ℓ1−2σ =


m(m+1)
2 if σ = 0,
m2(1−σ)
2(1−σ) + O(m
1−2σ) if 0 < σ < 1/2,
m if σ = 1/2,
m2(1−σ)
2(1−σ) + ζ(2σ − 1) + O
(
m1−2σ
)
if 12 < σ < 1,
logm+ γ + O( 1m ) if σ = 1,
where γ is Euler’s constant
(a) We get with (3.3),∑
d≤n
1
d2σ−1
[ ∑
λ≤n
d
µ(λ)
λ2σ
]
=
∑
λ≤n
µ(λ)
λ2σ
[∑
d≤n
λ
1
d2σ−1
]
=
∑
λ≤n
µ(λ)
λ2σ
[ 1
2(1 − σ)
(n
λ
)2(1−σ)
+ ζ(2σ − 1) + O
((n
λ
)1−2σ)]
=
n2(1−σ)
2(1− σ)
(∑
λ≤n
µ(λ)
λ2
)
+ ζ(2σ − 1)
(∑
λ≤n
µ(λ)
λ2σ
)
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+O
(
n1−2σ
∑
λ≤n
1
λ
)
=
n2(1−σ)
2(1− σ)
( 1
ζ(2)
+ O
(
n−1
))
+ ζ(2σ − 1)
( 1
ζ(2σ)
+ O
(
n1−2σ
))
+O
(
n1−2σ log n
)
=
n2(1−σ)
2(1− σ)ζ(2) +
ζ(2σ − 1)
ζ(2σ)
+ O
(
n1−2σ log n
)
.
Further, ∑
d≤n
1
d2σ
[ ∑
λ≤n
d
µ(λ)
λ2σ
]
=
∑
λ≤n
µ(λ)
λ2σ
[∑
d≤n
λ
1
d2σ
]
=
∑
λ≤n
µ(λ)
λ2σ
[
ζ(2σ) + O
((n
λ
)1−2σ) ]
= ζ(2σ)
∑
λ≤n
µ(λ)
λ2σ
+ O
(
n1−2σ
∑
λ≤n
1
λ
)
= ζ(2σ)
( 1
ζ(2σ)
+ O
(
n1−2σ
))
+ O
(
n1−2σ log n
)
= 1 + O
(
n1−2σ log n
)
.
(b) For (b·1) one gets similarly∑
d≤n
1
d2σ−1
[ ∑
λ≤n
d
µ(λ)
λ2σ
]
=
∑
λ≤n
µ(λ)
λ2σ
[∑
d≤n
λ
1
d2σ−1
]
=
∑
λ≤n
µ(λ)
λ2σ
[ 1
2(1− σ)
(n
λ
)2(1−σ)
+ O
((n
λ
)1−2σ)]
=
n2(1−σ)
2(1− σ)
(∑
λ≤n
µ(λ)
λ2
)
+ O
(
n1−2σ
∑
λ≤n
1
λ
)
=
n2(1−σ)
2(1− σ)ζ(2) + O
(
n1−2σ log n
)
.
Moreover,∑
d≤n
1
d2σ
[ ∑
λ≤n
d
µ(λ)
λ2σ
]
=
∑
λ≤n
µ(λ)
λ2σ
[∑
d≤n
λ
1
d2σ
]
=
∑
λ≤n
µ(λ)
λ2σ
[(n
λ
)1−2σ 1
1− 2σ + ζ(2σ) + O
((n
λ
)−2σ) ]
=
n1−2σ
1− 2σ
∑
λ≤n
µ(λ)
λ
+ ζ(2σ)
∑
λ≤n
µ(λ)
λ2σ
+ O
(
n−2σ
∑
λ≤n
1
)
.
As [3, Th. 8.17] M(x) = O(x e−c
√
log x) for some positive number c, it follows by using Abel
summation that
(3.4)
∑
λ≤x
µ(λ)
λ2σ
= Oσ(x
1−2σ e−c
√
log x), (0 < σ <
1
2
).
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We deduce ∑
d≤n
1
d2σ
[ ∑
λ≤n
d
µ(λ)
λ2σ
]
= Oσ(n
1−2σ).
(c) For (c·1), see Exercise 4-(b) in [1, Ch. 3]. As to (c·2), this is Rubel’s estimate ([3,
Prob. 8.20]).
(d) We have ∑
d≤n
1
d
[ ∑
λ≤n
d
µ(λ)
λ2
]
=
∑
d≤n
1
d
[ 1
ζ(2)
+ O(
d
n
)
]
=
log n
ζ(2)
+ O(1),
and obviously, ∑
d≤n
1
d2
[∑
λ≤n
d
µ(λ)
λ2
]
= O(1).

Proof of Proposition 2.1. (i) Using Lemma 3.3 we have
Fn,σ(f) =
∑
d≤n
Dfσ(d)
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)
= fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+
∑
d≤n
1
d2σ
( d−1∑
κ=1
fσ
(κ
d
))(∑
λ≤n
d
µ(λ)
λ2σ
)
,
where we isolated the term related to fσ(1). As fσ ∈ C, by Proposition 3.1,
d−1∑
κ=1
fσ
(κ
d
)
= Dfσ(d)− fσ(1) = (d− 1)cf (0) +
∑
ℓ∈Z∗
cf (ℓ)εℓ(d).
Thus,
Fn,σ(f) = fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cf (0)
∑
d≤n
d− 1
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)
+
∑
d≤n
1
d2σ
(∑
ℓ∈Z∗
cf (ℓ)εℓ(d)
)(∑
λ≤n
d
µ(λ)
λ2σ
)
= fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cfσ(0)
[∑
d≤n
d− 1
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)]
+
∑
ℓ∈Z∗
cfσ(ℓ)
[∑
d≤n
1
d2σ
εℓ(d)
(∑
λ≤n
d
µ(λ)
λ2σ
)]
since only a finite number of convergent series is involved.
(ii) It is easy to observe with Proposition 2.1 (applied with σ = 0 and thus fσ = f) that
we also have (recalling that Φ(n) =
∑
d≤n dM
(
n
d
)
),
Fn(f) = f(1)
(∑
d≤n
M
(n
d
))
+Φ(n)
∫ 1
0
f(x)dx+
∑
ℓ∈Z∗
cf (ℓ)
[∑
d≤n
εℓ(d)M
(n
d
)]
,
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where εℓ(d) is defined in (2.3). By Theorem 3.12 in [1], we have∑
d≤n
M
(n
d
)
=
∑
u≤n
µ(u)
⌊n
u
⌋
= 1.(3.5)
So that
Fn(f) = f(1) + Φ(n)
∫ 1
0
f(x)dx+
∑
ℓ∈Z∗
cf (ℓ)
[∑
d≤n
εℓ(d)M
(n
d
)]
.
Applying this to f¯ = f − ∫ 10 f(x)dx in place of f gives (cf¯ (ℓ) = cf (ℓ), ℓ 6= 0 and cf¯ (0) = 0).
En(f) = Fn(f)− Φ(n)
( ∫ 1
0
f(x)dx
)
=
(
f(1)−
∫ 1
0
f(x)dx
)
+
∑
ℓ∈Z∗
cf (ℓ)
[∑
d≤n
εℓ(d)M
(n
d
)]
.

3.2. Proof of Theorem 2.2. By Proposition 2.1,
Fn,σ(f) = fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cfσ(0)
[∑
d≤n
d− 1
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)]
+
∑
ℓ∈Z∗
cfσ(ℓ)
[∑
d≤n
1
d2σ
εℓ(d)
(∑
λ≤n
d
µ(λ)
λ2σ
)]
.
Since the series
∑
ℓ∈Z cfσ(ℓ) is convergent, we note that∑
ℓ∈Z∗
cfσ(ℓ)
[∑
d≤n
1
d2σ
εℓ(d)
(∑
λ≤n
d
µ(λ)
λ2σ
)]
=
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
.
So that
Fn,σ(f) = fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cfσ(0)
[∑
d≤n
d− 1
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)]
+
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
.(3.6)
(a) (12 < σ < 1)
(i) By applying Lemma 3.4, we obtain
Fn,σ(f) = fσ(1) + cfσ(0)
( n2(1−σ)
2(1− σ)ζ(2) +
ζ(2σ − 1)
ζ(2σ)
− 1
)
+
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
+ O(n1−2σ log n)
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=
( ∫ 1
0 fσ(x)dx
2(1 − σ)ζ(2)
)
n2(1−σ) +
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
+A
+O(n1−2σ log n),
recalling that A = fσ(1) +
( ∫ 1
0 fσ(x)dx
)( ζ(2σ−1)
ζ(2σ) − 1
) −∑ℓ∈Z∗ cfσ(ℓ).
(ii) If the series
∑
ℓ∈Z |cfσ(ℓ)| is convergent, then
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
=
∑
d≤n
d|ℓ
1
d2σ−1
[ 1
ζ(2σ)
+ O
((n
d
)1−2σ)]
=
1
ζ(2σ)
∑
d≤n
d|ℓ
1
d2σ−1
+ O
(
n1−2σ#{d ≤ n : d|ℓ}
)
.
Thus
Fn,σ(f) = fσ(1) + cfσ(0)
( n2(1−σ)
2(1− σ)ζ(2) +
ζ(2σ − 1)
ζ(2σ)
− 1
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
+
1
ζ(2σ)
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
+ O(n1−2σ log n)
+O
(
n1−2σ
∑
ℓ∈Z∗
|cfσ(ℓ)|#{d ≤ n : d|ℓ}
)
=
( ∫ 1
0 fσ(x)dx
2(1 − σ)ζ(2)
)
n2(1−σ) +
1
ζ(2σ)
∑
ℓ∈Z∗
cfσ(ℓ)
(∑
d≤n
d|ℓ
1
d2σ−1
)
+A
+n1−2σ Oσ
(
log n+
∑
ℓ∈Z∗
|cfσ(ℓ)|#{d ≤ n : d|ℓ}
)
.
(b) (0 < σ < 12)
(i) From (3.6) and Lemma 3.4 follows that
Fn,σ(f) = fσ(1)
(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cfσ(0)
[∑
d≤n
d− 1
d2σ
(∑
λ≤n
d
µ(λ)
λ2σ
)]
+
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
=
(
fσ(1)− cfσ(0)
)(∑
d≤n
1
d2σ
( ∑
λ≤n
d
µ(λ)
λ2σ
))
+ cfσ(0)
[∑
d≤n
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)]
+
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
= O
(
n1−2σ
)
+ cfσ(0)
[ n2(1−σ)
2(1 − σ)ζ(2) + O
(
n1−2σ log n
)]
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+
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
−
(∑
ℓ∈Z∗
cfσ(ℓ)
)
= cfσ (0)
[ n2(1−σ)
2(1− σ)ζ(2)
]
+
∑
ℓ∈Z∗
cfσ(ℓ)
∑
d≤n
d|ℓ
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
+ O
(
n1−2σ log n
)− (∑
ℓ∈Z∗
cfσ(ℓ)
)
.
(ii) If the series
∑
ℓ∈Z |cfσ(ℓ)| is convergent, then by (3.4),∑
d≤n
d|ℓ
1
d2σ−1
∣∣∣ ∑
λ≤n
d
µ(λ)
λ2σ
∣∣∣ = Oσ(∑
d≤n
d|ℓ
1
d2σ−1
(n
d
)1−2σ
e−c
√
log(n
d
)
)
= Oσ
(
n1−2σ#{d ≤ n : d|ℓ}).
And so,
Fn,σ(f) = cfσ(0)
[ n2(1−σ)
2(1 − σ)ζ(2)
]
+ n1−2σ O
(
log n+
∑
ℓ∈Z∗
|cfσ(ℓ)|#{d ≤ n : d|ℓ}
)
.
(c) (σ = 12)
(i) Assume that the series
∑
ℓ∈Z cf1/2(ℓ) is convergent. By (3.6),
Fn,1/2(f) = f1/2(1)
(∑
d≤n
1
d
( ∑
λ≤n
d
µ(λ)
λ
))
+cf1/2(0)
[∑
d≤n
d− 1
d
(∑
λ≤n
d
µ(λ)
λ
)]
+
∑
ℓ∈Z∗
cf1/2(ℓ)
∑
d≤n
d|ℓ
(∑
λ≤n
d
µ(λ)
λ
)
−
(∑
ℓ∈Z∗
cf1/2(ℓ)
)
.(3.7)
By Lemma 3.4 we first get∑
d≤n
d− 1
d
(∑
λ≤n
d
µ(λ)
λ
)
=
∑
d≤n
(∑
λ≤n
d
µ(λ)
λ
)
−
∑
d≤n
1
d
(∑
λ≤n
d
µ(λ)
λ
)
=
n
ζ(2)
+ O(log n),
next
Fn,1/2(f) = cf1/2(0)
[ n
ζ(2)
+ O(log n)
]
+
∑
ℓ∈Z∗
cf1/2(ℓ)
∑
d≤n
d|ℓ
(∑
λ≤n
d
µ(λ)
λ
)
−
(∑
ℓ∈Z∗
cf1/2(ℓ)
)
.
(ii) By Theorem 3.13 in [1], ∣∣∣∑
λ≤x
µ(λ)
λ
∣∣∣ ≤ 1,(3.8)
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if x ≥ 1. Thus ∑
ℓ∈Z∗
|cf1/2(ℓ)|
∑
d≤n
d|ℓ
∣∣∣ ∑
λ≤n
d
µ(λ)
λ
∣∣∣ ≤ ∑
ℓ∈Z∗
|cf1/2(ℓ)|#
{
d ≤ n : d|ℓ},
the series
∑
ℓ∈Z∗ |cf1/2(ℓ)| converging by assumption. We therefore get∑
k
ℓ
∈Fn
1
(kℓ)1/2
f
(k
ℓ
)
= cf1/2(0)
[ n
ζ(2)
+ O(log n)
]
+ O
(∑
ℓ∈Z∗
|cf1/2(ℓ)|#
{
d ≤ n : d|ℓ}).
As cf1/2(0) =
∫ 1
0 f1/2(x)dx, this achieves the proof.
3.3. Proof of Theorem 2.3. If the series
∑
ℓ∈Z cf (ℓ) converges, it follows from (3.6) that
Fn,1(f) = f1(1)
(∑
d≤n
1
d2
( ∑
λ≤n
d
µ(λ)
λ2
))
+ cf1(0)
[∑
d≤n
1
d
(∑
λ≤n
d
µ(λ)
λ2
)]
− cf1(0)
[∑
d≤n
1
d2
(∑
λ≤n
d
µ(λ)
λ2
)]
+
∑
ℓ∈Z∗
cf1(ℓ)
∑
d≤n
d|ℓ
1
d
(∑
λ≤n
d
µ(λ)
λ2
)
−
(∑
ℓ∈Z∗
cf1(ℓ)
)
= cf1(0)
log n
ζ(2)
+
∑
ℓ∈Z∗
cf1(ℓ)
∑
d≤n
d|ℓ
1
d
(∑
λ≤n
d
µ(λ)
λ2
)
+ O(1).(3.9)
And if the series
∑
ℓ∈Z |cf (ℓ)| converges, then
Fn,1(f) = cf1(0)
log n
ζ(2)
+ O
(∑
ℓ∈Z∗
|cf1(ℓ)|
(∑
d≤n
d|ℓ
1
d
))
.(3.10)
3.4. Proof of Theorem 2.5. (i) Since∑
d≤n
εℓ(d)M
(n
d
)
=
∑
d≤n
d|ℓ
dM
(n
d
)−∑
d≤n
M
(n
d
)
,
and by assumption the series
∑
ℓ∈Z cf (ℓ) is convergent, we get using Proposition 2.1-(ii) and
(3.5),
En(f) = f(1)−
∫ 1
0
f(x)dx+
∑
ℓ∈Z∗
cf (ℓ)
(∑
d≤n
d|ℓ
dM
(n
d
))− (∑
ℓ∈Z∗
cf (ℓ)
)(∑
d≤n
M
(n
d
))
= f(1)−
∑
ℓ∈Z
cf (ℓ) +
∑
ℓ∈Z∗
cf (ℓ)
(∑
d≤n
d|ℓ
dM
(n
d
))
.
(ii) As M(x) = o(x), we deduce from (i) and the assumption made that
En(f) = f(1)−
∑
ℓ∈Z
cf (ℓ) + o
(
n
∑
ℓ∈Z∗
|cf (ℓ)|d(ℓ)
)
= o(n).
Now if further f(1) =
∑
ℓ∈Z cf (ℓ), Corollary 3.2 reads
(3.11)
∞∑
d=1
1
d
∣∣D˜f (d)∣∣ ≤ A,
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recalling that D˜f (d) = Df (d) − d
∫ 1
0 f(x)dx. By Theorem 8.17 of [3], there exists a positive
number c such that
M(x) = O(xe−c
√
log x).
By (2.4), En(f) =
∑
d≤n D˜f (d)M
(
n
d
)
. Let ̟(n) be non-decreasing. Then,
∑
n≥1
|En(f)|
̟(n)
≤
∑
n≥1
1
̟(n)
∑
d≤n
|D˜f (d)|
∣∣M(n
d
)∣∣
≤ C
∑
n≥1
n
̟(n)
∑
d≤n
|D˜f (d)|
d
e−c
√
log n
d
= C
∑
d≥1
|D˜f (d)|
d
∑
n≥d
n
̟(n)
e−c
√
log n
d
≤ C
∑
d≥1
|D˜f (d)|
d
∫ ∞
d
t
̟(t)
e−c
√
log t
ddt
≤ C
∑
d≥1
|D˜f (d)|
∫ ∞
1
u
̟(ud)
e−c
√
log udu.
Taking ̟(v) = v2 we get,
∑
n≥1
|En(f)|
n2
≤ C
∑
d≥1
|D˜f (d)|
d
∫ ∞
1
1
u
e−c
√
logudu < ∞,
by (3.11).
4. Proof of Theorems 1.1 and 2.8.
Proof of Theorem 1.1. Let 0 < Yk ↑ ∞ with k, be an integer sequence such that
Yk+1/e
5(log log Yk+1)
3/2 ≥ Yk + 2, k = 1, 2, . . .
We use the following precise result of Pintz [18]: for Y > c effective, there exists x′, x′′ ∈
[Y e−5(log log Y )
3/2
, Y ] such that
(4.1) M(x′) < −
√
x′
L
, M(x′′) >
√
x′′
L
.
L = 136000. Assume that Y1 > c. Let n = Yk+1. There thus exist integers mj , 1 ≤ j ≤ k,
such that
mj ∈ [Yj+1 e−5(log logYj+1)3/2 , Yj+1], and M(mj) >
√
mj
L
.
For each 1 ≤ j ≤ k let dj integer be such that mj = ⌊ ndj ⌋. The numbers dj are mutually
distinct since
dj−1 − dj
Yk+1
=
1
Yk+1
dj−1
− 1
Yk+1
dj
≥ 1
⌊Yk+1dj−1 ⌋+ 1
− 1
⌊Yk+1dj ⌋
=
1
mj−1 + 1
− 1
mj
≥ 1
Yj + 1
− 1
Yj + 2
=
1
(Yj + 1)(Yj + 2)
> 0.
Next we use the infinite Mo¨bius inversion formula which we recall.
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Infinite Mo¨bius inversion formula. By Theorem 270 of [10], we have the other (infinite)
Mo¨bius inversion formula
(4.2) g(x) =
∞∑
m=1
f(mx) ⇔ f(x) =
∞∑
n=1
µ(n)g(nx),
if for instance
∞∑
m,n=1
|f(mnx)| =
∞∑
k=1
d(k)|f(kx)| <∞.
It also suffices that
(4.3)
∞∑
ν=1
d(ν)|g(νx)| <∞.
As no proof is given in [10], we provide it for sake of completeness. First, under this assumption
f is obviously well defined. Now
M∑
m=1
f(mx) =
∞∑
n=1
µ(n)
M∑
m=1
g(mnx) =
∞∑
n=1
µ(n)
M∑
m=1
nm≤M
g(mnx) +RM (x)
where RM (x) =
∞∑
n=1
µ(n)
M∑
m=1
nm>M
g(mnx) verifies
|RM (x)| ≤
∞∑
n=1
M∑
m=1
nm>M
|g(mnx)| ≤
∑
ν>M
|g(νx)|(∑
n≥1
n|ν
1
)
=
∑
ν>M
|g(νx)|d(ν),
and thus is small if M is large. Further,
∞∑
n=1
µ(n)
∑
nm≤M
g(mnx) =
∑
ν≤M
g(νx)
( ∑
n|ν
n≥ ν
M
µ(n)
)
=
∑
ν≤M
g(νx)δ(ν) = g(x),
by (3.2).
Note that (4.3) is clearly satisfied if g is finitely supported on integers. Next choose f :
[0, 1]→ R so that
cf (ℓ) =
∞∑
m=1
µ
(
m)D(mℓ).
where
D(d) =
{
Dj if d = dj , 1 ≤ j ≤ k,
0 otherwise.
Then
D(d) =
∞∑
m=1
cf (md) = Df (d).
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Now,
Fn(f) =
∑
d≤n
Df (d)M
(n
d
)
=
∑
1≤j≤k
Df (dj)M
(Yk+1
dj
)
=
∑
1≤j≤k
Df (dj)M(mj) ≥ C
∑
1≤j≤k
Df (dj)
√
mj
≥ C√n
∑
1≤j≤k
Df (dj)√
dj
= C
√
n
∑
d≤n
|Df (d)|√
d
.

Remark 4.1. Assume that g is positive everywhere. Let x be a real such that for every
c > 0, (weaker conditions are available)
(4.4) γ1(c) = sup
n≥1
sup
m≥cn
g(mx)
g(nx)
<∞.
Then as a special case of Corollary 1.2 in [21], condition (4.3) holds as soon as
(4.5)
∑
n≥1
g(nx) log n <∞.
In other words, it suffices that (4.3) holds with the mean value of d(n) in place of d(n), since∑
k≤n d(k) ∼ n log n.
Proof of Theorem 2.8. By Lemma 3.3,
Fn,σ(h) =
∑
d≤n
Rhσ(d)
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
,
for any σ ∈ C. Let 0 ≤ σ < 1. We prove that
(4.6)
∣∣Rhσ(ℓ)−
∫ 1
0
hσ(t)dt
∣∣ ≤ Cσ
ℓ1−σ
.
As h′σ(x) = (−2π sin 2πx)x−σ+cos 2πx(−σx−1−σ), we have |h′σ(x)| ≤ (2π+σ)x−1−σ, for any
x ∈]0, 1]. Let 1 ≤ k ≤ ℓ and t ∈]k−1ℓ , kℓ ]. Then,∣∣hσ(k
ℓ
)− hσ(t)
∣∣ ≤ 1
ℓ
|h′σ(ξ)| ≤
1
ℓ
2π + σ
ξ1+σ
,
for some ξ ∈]k−1ℓ , kℓ [. Thus
(4.7)
∫ k
ℓ
k−1
ℓ
∣∣hσ(k
ℓ
)− hσ(t)
∣∣dt ≤ Cσ
ℓ2 (kℓ )
1+σ
=
Cσ
ℓ1−σ
1
k1+σ
, Cσ = 2
σ(2π + σ)
if k > 1, and if k = 1,
∫ 1
ℓ
0 |hσ(t)|dt ≤ 1(1−σ)ℓ1−σ , and
∫ 1
ℓ
0 |hσ(1ℓ )|dt ≤ 1ℓ1−σ . Thus
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
∣∣hσ(k
ℓ
)− hσ(t)
∣∣dt ≤ Cσ
ℓ1−σ
ℓ∑
k=1
1
k1+σ
≤ Cσ
ℓ1−σ
.(4.8)
Now
ℓ∑
k=1
1
kσ
h
(k
ℓ
)
− ℓ1−σ
∫ 1
0
hσ(t)dt = ℓ
1−σ
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
[(k
ℓ
)−σ
h
(k
ℓ
)
− hσ(t)
]
dt
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= ℓ1−σ
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
[
hσ
(k
ℓ
)− hσ(t)]dt.(4.9)
Thus ∣∣∣ ℓ∑
k=1
1
kσ
h
(k
ℓ
)
− ℓ1−σ
∫ 1
0
hσ(t)dt
∣∣∣ ≤ ℓ1−σ ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
∣∣hσ(k
ℓ
)− hσ(t)∣∣dt ≤ Cσ.
Therefore
∣∣Rhσ(ℓ)− ∫ 10 hσ(t)dt∣∣ ≤ Cσ/ℓ1−σ as claimed.
We deduce that
Fn,σ(h) =
∑
d≤n
Rhσ(d)
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
=
( ∫ 1
0
hσ(t)dt
)∑
d≤n
1
d2σ−1
(∑
λ≤n
d
µ(λ)
λ2σ
)
+ Oσ
(∑
d≤n
1
dσ
∣∣∣ ∑
λ≤n
d
µ(λ)
λ2σ
∣∣∣).(4.10)
Let 1/2 < σ < 1. By Lemma 3.4,∑
d≤n
1
d2σ−1
( ∑
λ≤n
d
µ(λ)
λ2σ
)
=
n2(1−σ)
2(1 − σ)ζ(2) +
ζ(2σ − 1)
ζ(2σ)
+ O
(
n1−2σ log n
)
.
Consequently,
Fn,σ(h) =
(∫ 1
0
hσ(t)dt
)( n2(1−σ)
2(1 − σ)ζ(2) +
ζ(2σ − 1)
ζ(2σ)
+ O
(
n1−2σ log n
))
+ Oσ
(
n1−σ
)
=
∫ 1
0 hσ(t)dt
2(1− σ)ζ(2) n
2(1−σ) + Oσ
(
n1−σ
)
.
Now let σ = 1/2. By Lemma 3.3, next Lemma 3.4 and (3.8),
Fn,1/2(h) =
∑
d≤n
Rh1/2(d)
(∑
λ≤n
d
µ(λ)
λ
)
,
=
(∑
d≤n
∑
λ≤n
d
µ(λ)
λ
)∫ 1
0
h1/2(t)dt+ O
(∑
d≤n
1√
d
∣∣∣ ∑
λ≤n
d
µ(λ)
λ
∣∣∣)
=
( n
ζ(2)
+ O(log n)
) ∫ 1
0
h1/2(t)dt+ O(
√
n).
=
(∫ 1
0
h1/2(t)dt
) n
ζ(2)
+ O
(√
n
)
.
Finally let 0 < σ < 1/2. By Lemma 3.4,∑
d≤n
1
d2σ−1
( ∑
λ≤n
d
µ(λ)
λ2σ
)
=
n2(1−σ)
2(1− σ)ζ(2) + O
(
n1−2σ log n
)
,
and by (3.4),
∑
λ≤x
µ(λ)
λ2σ = Oσ(x
1−2σ). Thus∑
d≤n
1
dσ
( ∑
λ≤n
d
µ(λ)
λ2σ
)
= O
(∑
d≤n
1
dσ
(n
d
)1−2σ)
= O
(
n1−σ
)
.
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By reporting these estimates in (4.10), we get
Fn,σ(h) =
(∫ 1
0
hσ(t)dt
)( n2(1−σ)
2(1− σ)ζ(2) + O
(
n1−2σ log n
))
+ O
(
n1−σ
)
=
(∫ 1
0
hσ(t)dt
)( n2(1−σ)
2(1− σ)ζ(2)
)
+ O
(
n1−σ
)
.

5. Quadratic Riemann sums.
We prove the following theorems.
Theorem 5.1. Let f : [0, 1] → R. Let 12 < σ < 1 and assume that fσ ∈ C. Further assume
that the series ∑
ν∈Z
ℜ(cfσ(ν)), ∑
ν∈Z∗
ℜ(cfσ(ν))σ1−2σ(ν)
are convergent, where cfσ(ℓ), ℓ ∈ Z are the Fourier coefficients of fσ, and σ1−2σ(ν) denotes
the sum of the (1− 2σ)-th powers of the divisors of ν. Then,
Sn,σ(f) =
( ∫ 1
0
fσ(x)dx
)( n2(1−σ)
2(1 − σ) + ζ(2σ − 1)− 1
)
+
∑
ν∈Z∗
ℜ(cfσ(ν))(σ1−2σ(ν)− 1)+ o(1),
as n→∞.
Theorem 5.1 will be deduced from the following preliminary result.
Theorem 5.2. Let σ be a real number. Let f : [0, 1]→ R and assume that fσ ∈ C.
(1) We have,
Sn,σ(f) =
( ∫ 1
0
fσ(x)dx
)( ∑
1≤ℓ≤n
(ℓ− 1)ℓ−2σ
)
+
∑
ν∈Z∗
cfσ(ℓ)
( ∑
1≤ℓ≤n
ℓ−2σεν(ℓ)
)
,
for each positive n, where εℓ(d) is defined in (2.3).
(2) Assume that the series
∑
ν∈Z cfσ(ν) is convergent. Then,
Sn,σ(f) =
( ∫ 1
0
fσ(x)dx
)( ∑
1≤ℓ≤n
ℓ1−2σ
)
+
∑
ν∈Z∗
cfσ(ν)
( ∑
1≤ℓ≤n
ℓ|ν
ℓ1−2σ
)
−
∑
ν∈Z
cfσ(ν)
( ∑
1≤ℓ≤n
ℓ−2σ
)
,
for each positive n.
Without assuming fσ ∈ C, we have the following basic result.
Theorem 5.3. Assume that Rfσ(ℓ) converge to a finite limit I(fσ), as ℓ→∞. Then
lim
n→∞
Sn,σ(f)∑
1≤ℓ≤n ℓ1−2σ
= I(fσ).
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Consider g(x) defined in (1.15),
g(x) =
sin log x
log x
0 < x < 1, g(1) = g(0) = 0.
Theorem 5.4. If 1/2 < σ < 1, then
lim
n→∞
Sn,σ(g)
n2(1−σ)
=
1
2(1 − σ) arctan
( 1
1− σ
)
.
Further,
Sn,σ(g)
n2(1−σ)
=
1
2(1 − σ) arctan
( 1
1− σ
)
+ Oσ
( 1
n2(1−σ)/3
)
.
Remark 5.5. The asymptotic size’s order of Sn,σ(g) is thus the one given by the trivial
bound Sn,σ(g) = Oσ(n
2(1−σ)).
As a corollary we get
Corollary 5.6. Let 1/2 < σ < 1. Then,
1
n2(1−σ)
∫ 1
0
∣∣∣ n∑
k=1
1
kσ+it
∣∣∣2dt = 1
1− σ arctan
( 1
1− σ
)
+ Oσ
( 1
n2(1−σ)/3
)
,
as n tends to infinity.
Remark 5.7. It will be clear from the proofs given, that the previous Theorems extend with
no difficulty to the modified Riemann quadratic sums
Sn,σ,α(f) =
∑
1≤k≤ℓ≤nα
1
(kℓ)σ
f
(k
ℓ
)
(5.1)
where 0 < α < 1.
5.1. Proof of Theorem 5.3. We note that
Sn,σ(f) =
∑
1≤k≤ℓ≤n
1
ℓ2σ
fσ
(k
ℓ
)
=
∑
1≤ℓ≤n
ℓ1−2σ Rfσ(ℓ),(5.2)
where Rfσ(ℓ) = Dfσ(ℓ)/ℓ. Thus
Sn,σ(f)∑
1≤ℓ≤n ℓ1−2σ
=
∑
1≤ℓ≤n
vn,ℓRfσ(ℓ),(5.3)
where
vn,ℓ =
{
ℓ1−2σ
/(∑
1≤ℓ≤n ℓ
1−2σ) if 1 ≤ ℓ ≤ n,
0 otherwise.
(5.4)
This reduces the problem to a matrix summation question. In the next lemma, we just add
to well-known Toeplitz’s criterion a rate of convergence.
Lemma 5.8. Let {ϑn,ℓ, n ≥ 1, 1 ≤ ℓ ≤ n} be a triangular array of complex numbers verifying
the following conditions{
(i) limn→∞ ϑn,ℓ = 0, for each ℓ,
(ii) supn≥1
∑
1≤ℓ≤n |ϑn,ℓ| = M <∞.
(5.5)
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Let {xℓ, ℓ ≥ 1} be a bounded sequence of reals and set Tn =
∑n
ℓ=1 ϑn,ℓxℓ. Then for any n ≥ 1
and any D ≥ 1, ∣∣Tn∣∣ ≤ ( sup
ℓ≥1
|xℓ|
)∑
ℓ≤D
|ϑn,ℓ|+M sup
ℓ>D
|xℓ|.(5.6)
In particular, if limℓ→∞ xℓ = 0, then limn→∞ Tn = 0.
Proof. Immediate since∣∣Tn∣∣ ≤ ∑
ℓ≤D
|ϑn,ℓ||xℓ|+
(
sup
ℓ>D
|xℓ|
) ∑
D<ℓ≤n
|ϑn,ℓ|
≤
(
sup
ℓ≥1
|xℓ|
)∑
ℓ≤D
|ϑn,ℓ|+
(
sup
ℓ>D
|xℓ|
)
M.
If limℓ→∞ xℓ = 0, given any positive real ε and fixing D = D(ε) sufficiently large so that
supℓ>D |xℓ| ≤ ε, we have for any n ≥ 1,∣∣Tn∣∣ ≤ ( sup
ℓ≥1
|xℓ|
)∑
ℓ≤D
|ϑn,ℓ|+ εM.
Whence lim supn→∞
∣∣Tn∣∣ ≤ εM , by (5.5)-(i). As ε can be arbitrary small, this achieves the
proof. 
The triangular array (5.4) obviously verifies the conditions (5.5). Assume that the limit
Iσ(f) = limℓ→∞Rfσ(ℓ) exists. By (5.3),
Sn,σ(f)∑
1≤ℓ≤n ℓ1−2σ
=
∑
1≤ℓ≤n
vn,ℓRfσ(ℓ)
= Iσ(f) +
∑
1≤ℓ≤n
vn,ℓ
(
Rfσ(ℓ)− Iσ(f)
)
.
(5.7)
Lemma 5.8 applied to xℓ = Rfσ(ℓ)− I(fσ), ℓ ≥ 1, together with (5.7) imply that
Sn,σ(f)∑
1≤ℓ≤n ℓ1−2σ
= I(fσ) + o(1), n→∞,(5.8)
which achieves the proof.
5.2. Proof of Theorem 5.4. We first prove the convergence of Rgσ(ℓ) to
∫ 1
0 gσ(t)dt, for
any σ ∈ [0, 1[, and provide a speed of convergence.
Lemma 5.9. We have ∣∣Rgσ(ℓ)−
∫ 1
0
gσdt
∣∣ ≤ Cσ
ℓ1−σ
.
Further ∫ 1
0
gσ(t)dt = arctan
( 1
1− σ
)
.
We need a lemma.
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Lemma 5.10. We have
∑
1≤k≤ℓ
∫ k
ℓ
k−1
ℓ
∣∣gσ(k
ℓ
)− gσ(t)
∣∣dt ≤ Cσ
ℓ1−σ
.
Proof. As g′(x) = (log x) cos(log x)−sin(log x)
x(log x)2
, we have
g′σ(x) =
g′(x)− σx−1g(x)
xσ
=
1
x1+σ(log x)
{
cos(log x)− sin(log x)
log x
− σ sin(log x)
}
.
Thus |g′σ(x)| ≤ 2+σx1+σ| log x| , for any x ∈]0, 1].
Let ℓ and k be two arbitrary integers such that 1 ≤ k ≤ ℓ, and let t ∈]k−1ℓ , kℓ ]. We have∣∣gσ(k
ℓ
)− gσ(t)
∣∣ ≤ 1
ℓ
|g′σ(ξ)| ≤
1
ℓ
2 + σ
ξ1+σ| log ξ| ,
for some ξ ∈]k−1ℓ , kℓ [. Thus if k > 1,∫ k
ℓ
k−1
ℓ
∣∣gσ(k
ℓ
)− gσ(t)
∣∣dt ≤ Cσ
ℓ2 (kℓ )
1+σ log ℓk
=
Cσ
ℓ1−σ
1
k1+σ log ℓk
.(5.9)
If k = 1, then
∫ 1
ℓ
0 |gσ(t)|dt ≤
∫ 1
ℓ
0
1
tσ log 1
t
dt ≤ 1(1−σ)ℓ1−σ log ℓ , and
∫ 1
ℓ
0 |gσ(1ℓ )|dt ≤ 1ℓ ℓ
σ
log ℓ =
1
ℓ1−σ log ℓ
. So that the bound in (5.9) remains valid for k = 1 either. Thus
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
∣∣gσ(k
ℓ
)− gσ(t)
∣∣dt ≤ Cσ
ℓ1−σ
ℓ∑
k=1
1
k1+σ log ℓk
.(5.10)
Now, ∑
1<k≤ℓ/2
1
k1+σ log ℓk
≤ C
∑
1<k≤ℓ/2
1
k1+σ
≤ Cσ.
If ℓ/2 < k ≤ ℓ, we write as in the proof of lemma 7.2 in [20], k = ℓ − r where 1 ≤ r < ℓ/2.
Then log ℓk = − log
(
1− rℓ ) > rℓ . Whence also,∑
ℓ/2<k≤ℓ
1
k1+σ log ℓk
≤ Cσ
∑
1≤r<ℓ/2
1
ℓ1+σ ( rℓ )
≤ Cσ log ℓ
ℓσ
.
By combining we thus deduce ∑
1<k≤ℓ
1
k1+σ log ℓk
≤ Cσ.(5.11)
By inserting (5.11) in (5.10), we therefore obtain
∑
1<k≤ℓ
∫ k
ℓ
k−1
ℓ
∣∣gσ(k
ℓ
)− gσ(t)
∣∣dt ≤ Cσ
ℓ1−σ
.

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Proof of Lemma 5.9. As for arbitrary positive integers ℓ and k,
1
kσ
= ℓ1−σ
∫ k
ℓ
k−1
ℓ
(k
ℓ
)−σ
dt,(5.12)
we have
ℓ∑
k=1
1
kσ
g
(k
ℓ
)
= ℓ1−σ
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
(k
ℓ
)−σ
g
(k
ℓ
)
dt
= ℓ1−σ
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
[(k
ℓ
)−σ
g
(k
ℓ
)
− g(t)
tσ
]
dt+ ℓ1−σ
∫ 1
0
g(t)
tσ
dt
= ℓ1−σ
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
[
gσ
(k
ℓ
)− gσ(t)]dt+ ℓ1−σ
∫ 1
0
gσ(t)dt.(5.13)
By Lemma 5.10,
∑
1<k≤ℓ
∫ k
ℓ
k−1
ℓ
∣∣gσ(k
ℓ
)− gσ(t)
∣∣dt ≤ Cσ
ℓ1−σ
.
Thus ∣∣∣ ℓ∑
k=1
1
kσ
g
(k
ℓ
)
− ℓ1−σ
∫ 1
0
gσ(t)dt
∣∣∣ ≤ ℓ1−σ ℓ∑
k=1
∣∣∣ ∫ kℓ
k−1
ℓ
[
gσ
(k
ℓ
)− gσ(t)]dt∣∣∣
≤ ℓ1−σ
ℓ∑
k=1
∫ k
ℓ
k−1
ℓ
∣∣gσ(k
ℓ
)− gσ(t)∣∣dt
≤ Cσ.
Dividing both sides by ℓ1−σ, we get∣∣∣Rgσ(ℓ)−
∫ 1
0
gσdt
∣∣∣ ≤ Cσ
ℓ1−σ
.
Whence the first part of the Lemma. As (Dwight [8, 863.4]),∫ ∞
0
sin t
t
e−xtdt = arctan
1
x
, x > 0,(5.14)
we get (here comes the restriction σ < 1),
(5.15)
∫ 1
0
gσ(t)dt =
∫ 1
0
sin(log t)
tσ(log t)
dt =
∫ ∞
0
sinu
u
e−(1−σ)udu = arctan
( 1
1− σ
)
.

Proof of Theorem 5.4. We get in view of Theorem 5.3 and Lemma 5.9,
lim
n→∞
Sn,σ(g)∑
1≤ℓ≤n ℓ1−2σ
= arctan
( 1
1− σ
)
.
Now by (5.6), next by the first part of Lemma 5.9, for 1/2 ≤ σ < 1,
∣∣ ∑
1≤ℓ≤n
vn,ℓ
(
Rgσ(ℓ)−
∫ 1
0
gσ(t)dt
)∣∣ ≤ Cσ(
∑
ℓ≤D ℓ
1−2σ∑
1≤ℓ≤n ℓ1−2σ
)
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+ sup
ℓ>D
∣∣Rgσ(ℓ)−
∫ 1
0
gσ(t)dt
∣∣
≤ Cσ
((D
n
)2(1−σ)
+
1
D1−σ
)
.
Choosing D ∼ n2/3 gives∣∣ ∑
1≤ℓ≤n
vn,ℓ
(
Rℓ,σ(g) − arctan
( 1
1− σ
))∣∣ ≤ Cσ
n2(1−σ)/3
.
As by (5.7)
Sn,σ(g)∑
1≤ℓ≤n ℓ1−2σ
=
∫ 1
0
gσ(t)dt+
∑
1≤ℓ≤n
vn,ℓ
(
Rgσ(ℓ)−
∫ 1
0
gσ(t)dt
)
,
we get
Sn,σ(g)∑
1≤ℓ≤n ℓ1−2σ
= arctan
( 1
1− σ
)
+ Oσ
( 1
n2(1−σ)/3
)
.(5.16)
By (3.3),
∑
1≤ℓ≤n ℓ
1−2σ = n
2(1−σ)
2(1−σ) + ζ(2σ − 1) + O
(
n1−2σ
)
, so that
2(1 − σ)Sn,σ(g)
n2(1−σ)
=
∑
1≤ℓ≤n ℓ
1−2σ
n2(1−σ)/2(1 − σ)
Sn,σ(g)∑
1≤ℓ≤n ℓ1−2σ
=
(
1 +
Cσ
n2(1−σ)
)(
arctan
( 1
1− σ
)
+ Oσ
( 1
n2(1−σ)/3
))
= arctan
( 1
1− σ
)
+ Oσ
( 1
n2(1−σ)/3
)
.(5.17)
We have obtained
Sn,σ(g)
n2(1−σ)
=
1
2(1− σ) arctan
( 1
1− σ
)
+ Oσ
( 1
n2(1−σ)/3
)
.
This achieves the proof. 
Remark 5.11. Let a ≥ 1 and let h(x) = sina log xlog x . The same proof allows one to get
Sn,σ(h)
n2(1−σ)
=
1
2(1 − σ) arctan
( a
1− σ
)
+ aOσ
( 1
n2(1−σ)/3
)
.(5.18)
Indeed, in this case
h′σ(x) =
1
x1+σ(log x)
{
a cos(a log x)− sin(a log x)
log x
− σ sin(a log x)
}
.
Thus |h′σ(x)| ≤ 2a+σx1+σ| log x| , for any x ∈]0, 1]. So it suffices to substitute the new constant
2a+ σ to 2 + σ everywhere in the proof.
In the critical case a = nβ, this is better than the classical bound Sn,σ(g) = Oσ(n
2(1−σ) log n)
(cf. [20, Eq. (7.2.1)]), only if β < 2(1 − σ)/3. As σ > 1/2, 2(1 − σ)/3 < 1/3; so β must be
less than 1/3. See also Remark 5.5.
Problem 5.12. How to improve the error term in (5.18) when a = nβ with β ≥ 1/3?
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5.3. Proof of Corollary 5.6. Follows from Theorem 5.4 since∫ 1
0
∣∣∣ n∑
k=1
1
kσ+it
∣∣∣2dt = n∑
k=1
1
k2σ
+ 2
∑
1≤k<ℓ≤n
1
(kℓ)σ
sin log kℓ
log kℓ
.(5.19)
5.4. Proof of Theorem 5.2. Here again we use Dini’s test (Bary [2, Vol. I]) which implies
that the Fourier series of fσ
σfσ(x) =
∑
ν∈Z
cfσ(ν)e
2iπνx,
converges to fσ(x) for any real x, 0 < x < 1. Thus
fσ
(k
ℓ
)
= cfσ(0) +
∑
ν∈Z∗
cfσ(ν)e
2iπν k
ℓ , k = 1, 2, . . . , ℓ− 1.
Whence
Dfσ(ℓ) = (ℓ− 1)cfσ(0) +
∑
ν∈Z∗
cfσ(ν)
( ℓ−1∑
k=1
e2iπν
k
ℓ
)
= (ℓ− 1)cfσ(0) +
∑
ν∈Z∗
cfσ(ν)εℓ(ν).
Therefore
Sn,σ(f) =
∑
1≤ℓ≤n
ℓ−2σDfσ(ℓ)
= cfσ(0)
( ∑
1≤ℓ≤n
(ℓ− 1)ℓ−2σ
)
+
∑
ν∈Z∗
cfσ(ℓ)
( ∑
1≤ℓ≤n
ℓ−2σεν(ℓ)
)
.
Whence the first assertion. Now if the series
∑
ℓ∈Z cfσ(ℓ) is convergent, we can write
Dfσ(ℓ) = (ℓ− 1) cfσ (0) +
∑
ν∈Z∗
cfσ (ν)
( ℓ∑
k=1
e2iπν
k
ℓ − 1
)
= ℓ cfσ(0) + ℓ
∑
ν∈Z∗
ℓ|ν
cfσ(ν)−
∑
ν∈Z
cfσ(ν)
since
∑ℓ
k=1 e
2iπν k
ℓ equals to ℓ or 0 according to ℓ|ν or not. Thus
Sn,σ(f) =
∑
1≤ℓ≤n
ℓ−2σDfσ(ℓ)
= cfσ(0)
( ∑
1≤ℓ≤n
ℓ1−2σ
)
+
∑
ν∈Z∗
cfσ(ν)
( ∑
1≤ℓ≤n
ℓ|ν
ℓ1−2σ
)
−
∑
ν∈Z
cfσ(ν)
( ∑
1≤ℓ≤n
ℓ−2σ
)
.
5.5. Proof of Theorem 5.1. As f is real-valued
Sn,σ(f) = cfσ(0)
( ∑
1≤ℓ≤n
ℓ1−2σ
)
+
∑
ν∈Z∗
ℜ(cfσ(ν))( ∑
1≤ℓ≤n
ℓ|ν
ℓ1−2σ
)
−
∑
ν∈Z
ℜ(cfσ(ν))( ∑
1≤ℓ≤n
ℓ−2σ
)
.
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For each N ≥ 1,
lim
n→∞
∑
−N≤ν≤N
ν 6=0
ℜ(cfσ(ν))( ∑
1≤ℓ≤n
ℓ|ν
ℓ1−2σ
)
=
∑
−N≤ν≤N
ν 6=0
ℜ(cfσ(ν))σ1−2σ(ν).
From the assumptions made, by using a standard approximation argument, we deduce
lim
n→∞
∑
ν∈Z∗
cfσ(ν)
( ∑
1≤ℓ≤n
ℓ|ν
ℓ1−2σ
)
=
∑
ν∈Z∗
cfσ(ν)σ1−2σ(ν).
Using Theorem 5.2 and estimate (3.3) we get,
Sn,σ(f) = cfσ(0)
( n2(1−σ)
2(1 − σ) +Cσ
)
+
∑
ν∈Z∗
ℜ(cfσ(ν))σ1−2σ(ν)−∑
ν∈Z
ℜ(cfσ(ν))+ o(1),
as n→∞.
In the next Proposition we provide with (5.21) an ℓ1-type control of the error term
Θn,σ(f) = Sn,σ(f)−
( ∫ 1
0
fσ(t)dt
) ∑
1≤ℓ≤n
ℓ1−2σ.
Proposition 5.13. Let f¯σ = fσ −
∫ 1
0 fσ(t)dt. Let ̟(n) be positive reals such that the series∑
n≥1 1/̟(n) converges, and let ρ(d) =
∑
n≥d 1/̟(n). Assume that
(5.20)
∑
d≥1
d1−2σρ(d) |Rf¯σ (d)| <∞.
Then
(5.21)
∑
n≥1
|Θn,σ(f)|
̟(n)
<∞.
Proof. By linearity, Rf¯σ(ℓ) = Rfσ(ℓ)−
∫ 1
0 fσ(t)dt, next by (5.2),
Sn,σ(f) =
∑
1≤ℓ≤n
ℓ1−2σ
(
Rf¯σ(ℓ)−
∫ 1
0
fσ(t)dt+
∫ 1
0
fσ(t)dt
)
=
(∫ 1
0
fσ(t)dt
)( ∑
1≤ℓ≤n
ℓ1−2σ
)
+
∑
1≤ℓ≤n
ℓ1−2σ Rf¯σ(ℓ).
Thus ∑
n≥1
|Tn,σ(f)|
̟(n)
=
∑
n≥1
∣∣∑
1≤d≤n d
1−2σ Rf¯σ(d)
∣∣
̟(n)
≤
∑
n≥1
1
̟(n)
∑
1≤d≤n
d1−2σ |Rf¯σ(d)|
≤
∑
d≥1
d1−2σ |Rf¯σ(d)|
∑
n≥d
1
̟(n)
≤
∑
d≥1
d1−2σρ(d) |Rf¯σ (d)| < ∞,
by assumption. 
Remark 5.14. In the case of example (1.15), it can be easily checked that Proposition 5.13
however provides a weaker estimate than (see in particular (5.16)) the one proven in Theorem
5.4.
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6. Concluding remarks: Local integrals of ζ(s) and amalgams.
We discuss some questions related to the previous sections, in particular to Remark 5.11,
and to local integrals of the ζ-function. We notably consider three interesting related prob-
lems. Let 1 ≤ a < b <∞, a ≥ cb for some positive c. We first note that for σ > 12 ,∫ b
a
|ζ(σ + it)|2dt = −ζ(2σ)(b− a) + 4Sb,σ(g(a, b)) + O1/2,c (b1−2σ),(6.1)
where
g(a, b)(x) =
sin(12 (b− a) log x) cos(12 (a+ b) log x)
log x
0 < x < 1,
and g(a, b)(1) = 12(b− a), g(a, b)(0) = 0. Indeed (as sin a− sin b = 2 sin 12(a− b) cos 12(a+ b) ),∫ b
a
∣∣∣ b∑
k=1
1
kσ+it
∣∣∣2dt = (b− a) b∑
k=1
1
k2σ
+ 2
∑
1≤k<ℓ≤b
1
(kℓ)σ
sin b log kℓ − sin a log kℓ
log kℓ
= (b− a)
b∑
k=1
1
k2σ
+ 2
∑
1≤k<ℓ≤b
1
(kℓ)σ
sin(12(b− a) log kℓ ) cos(12(a+ b) log kℓ )
1
2 log
k
ℓ
= −(b− a)
b∑
k=1
1
k2σ
+ 2Sb,σ(2g(a, b)).(6.2)
By the classical approximation formula ([19], Theorem 3.5), given σ0 > 0, 0 < δ < 1, we have
uniformly for σ ≥ σ0, x ≥ 1 , 0 < |t| ≤ (1− δ)2πx,
(6.3) ζ(s) = Σx(s)− x
1−s
1− s + O(x
−σ), Σx(s) =
∑
k≤x
1
ks
.
Thus ∫ b
a
|ζ(σ + it)|2dt = −(b− a)
b∑
k=1
1
k2σ
+ 2Sb,σ(2g(a, b)) + O1/2,c (b
1−2σ)
= −ζ(2σ)(b− a) + 4Sb,σ(g(a, b)) + O(b1−2σ).
Now assume a = n and b = n+ 1. Then∫ n+1
n
|ζ(σ + it)|2dt = Quadratic Riemann sum + Error term .
More precisely, ∫ n+1
n
|ζ(σ + it)|2dt = −ζ(2σ) + 4Sn,σ(gn) + O(n1−2σ),(6.4)
where
gn(x) =
cos((n + 12) log x) sin
1
2 log x
log x
if 0 < x < 1,(6.5)
and gn(1) =
1
2 , gn(0) = 0. Let also gn,σ(x) = gn(x)/x
σ , n ≥ 1.
This stresses if necessary, the importance of the quadratic sums Sn,σ(gn). We could not
find in the literature asymptotic estimates for these sums when n → ∞, even partial ones,
32 MICHEL J.G. WEBER
which is a bit surprising. The key quantities to be estimated are the Riemann sums Rgn,σ(d),
d ≤ n. However gn,σ(x) oscillates wildly near 0+, with peaks increasing to infinity with n, and
it seems illusory to directly estimate them. The Fourier coefficients can however be computed.
We first note by arguing as in (2.2) that
(6.6)
∑
ν∈Z∗
|cgn,σ(ν)| =∞ and
∑
ν∈Z∗
|cgn,σ(ν)|q <∞, (q >
1− σ
σ
, n ≥ 1).
Next Theorem 5.2 directly implies the following Proposition.
Proposition 6.1. for 12 < σ < 1,
(6.7)
∫ n+1
n
|ζ(σ + it)|2dt = −ζ(2σ) + 4
∑
k∈Z∗
ℜ(cgn,σ(k))( ∑
1≤ℓ≤n
ℓ−2σεk(ℓ)
)
+ Oσ
(
n1−2σ
)
,
as n→∞, recalling that εk(ℓ) is defined in (2.3). Further for any k ∈ Z∗,
(6.8) ℜ(cgn,σ(k)) =
∞∑
m=0
(−1)m(2πk)2m
(2m)!
(arctan n+12m+1−σ − arctan n2m+1−σ
2
)
.
Proof. By (6.4), ∫ n+1
n
|ζ(σ + it)|2dt = −ζ(2σ) + 4Sn,σ(gn) + O(n1−2σ).
Obviously gn,σ(x) is derivable for any real x, 0 < x < 1. Thus by Theorem 5.2,
Sn,σ(gn) = cgn,σ(0)
( ∑
1≤ℓ≤n
(ℓ− 1)ℓ−2σ
)
+
∑
k∈Z∗
ℜ(cgn,σ(k))( ∑
1≤ℓ≤n
ℓ−2σεk(ℓ)
)
.
Whence ∫ n+1
n
|ζ(σ + it)|2dt = −ζ(2σ) + 4cgn,σ(0)
( ∑
1≤ℓ≤n
(ℓ− 1)ℓ−2σ
)
+
4
∑
k∈Z∗
ℜ(cgn,σ(k))( ∑
1≤ℓ≤n
ℓ−2σεk(ℓ)
)
+ O(n1−2σ).
Note that cgn,σ(0) is small, cgn,σ(0) ∼ Cσ/n2, since
cgn,σ(0) =
∫ 1
0
gn,σ(t)dt =
arctan n+11−σ − arctan n1−σ
2
∼ Cσ
n2
.
Thus
cgn,σ(0)
( ∑
1≤ℓ≤n
(ℓ− 1)ℓ−2σ
)
= Oσ
(
n−2σ
)
.
Therefore ∫ n+1
n
|ζ(σ + it)|2dt = − ζ(2σ) + 4
∑
k∈Z∗
ℜ(cgn,σ(k))( ∑
1≤ℓ≤n
ℓ−2σεk(ℓ)
)
+ Oσ
(
n1−2σ
)
,
as claimed.
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Now we compute the Fourier coefficients of gn,σ. We have
cgn,σ(k) =
∫ 1
0
gn,σ(x)e
−2iπkxdx
=
∞∑
j=0
(−2iπk)j
j!
∫ 1
0
sin(n+ 1) log x− sinn log x
2xσ log x
xj dx
=
∞∑
j=0
(−2iπk)j
j!
∫ ∞
0
(
e−(
j+1−σ
n+1
)v − e−( j+1−σn )v
)sin v
2v
dv
=
∞∑
j=0
(−2iπk)j
j!
(arctan n+1j+1−σ − arctan nj+1−σ
2
)
.
Thus
(6.9) ℜ(cgn,σ(k)) =
∞∑
m=0
(−1)m(2πk)2m
(2m)!
(arctan n+12m+1−σ − arctan n2m+1−σ
2
)
.

We conclude this paper with a remark on the S2-Stepanov norm of ζ(s). The Stepanov
space S2 is defined as the sub-space of functions f of L2loc(R) verifying the following analogue
of Bohr almost periodicity property: For all ε > 0, there exists Kε > 0 such that for any
x0 ∈ R, there exists τ ∈ [x0, x0 +Kε] such that ‖f(.+ τ)− f(.)‖S2 ≤ ε. The Stepanov norm
in S2 is equivalent to the “amalgam” norm
‖f‖S2 = sup
x∈R
(∫ x+1
x
|f(t)|2dt
)1/2
.
The almost everywhere convergence properties of almost periodic Fourier series in S2 and of
corresponding series of dilates were recently studied with Cuny in [7]; and a new form of
Carleson’s theorem for almost periodic Fourier series was proved.
A natural question arising from this study concerns the Riemann zeta function ζ(s), s =
σ + it, and more precisely the evaluation of its Stepanov’s norm, namely the supremum over
all n of the local integrals
∫ n+1
n |ζ(σ + it)|2dt. It is clear that
Lemma 6.2. ∥∥ζ(1
2
+ i · )∥∥
S2
= ∞.
Indeed otherwise it would imply that
∫ T
0 |ζ(12+it)|2dt ≤ C ‖ζ
(
1
2+i·
)‖S2T , which contradicts
the classical mean value estimate
∫ T
0 |ζ(12 + it)|2dt ∼ T log T , ([20] p. 176). Note that
(6.10)
∫ n+1
n
∣∣ζ(1
2
+ it)
∣∣2dt = Ω( log n).
It is interesting to observe that the above Ω-result is in a sense optimal when t is modelled by
a Cauchy random walk. The behavior of the Riemann zeta-function on the critical line, along
the Cauchy random walk, was studied by Lifshits and Weber in [12]. Let X1,X2, . . . denote
an infinite sequence of independent Cauchy distributed random variables (with characteristic
function ϕ(t) = e−|t|), and consider the partial sums Sn = X1 + . . .+Xn. We shall prove the
following precise result.
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Proposition 6.3. We have
E
∣∣∣ζ(1
2
+ iSn
)∣∣∣2 = O(log n).
Moreover,
E
∣∣∣ζ(1
2
+ iSn+2
)
− ζ
(1
2
+ iSn
)∣∣∣2 = 2 log n+ o(√log n), n→∞.
Proof. Put
(6.11) ζ1/2,n = ζ(
1
2
+ iSn), n = 1, 2, . . .
Put for any positive integer n
(6.12) Zn = ζ(1/2 + iSn)− E ζ(1/2 + iSn) = ζ1/2,n − E ζ1/2,n.
By Theorem 1.1 in Lifshits and Weber [12], there exist explicit constants C,C0 such that
(i) E
∣∣Zn∣∣2 = log n+ C + o(1), n→∞,
(ii) For m > n+ 1,
∣∣E ZnZm∣∣ ≤ C0max( 1
n
,
1
2m−n
)
.(6.13)
Therefore,
E
∣∣Zn+2 − Zn∣∣2 = E ∣∣Zn+2∣∣2 + E ∣∣Zn∣∣2 − 2EZnZn+2
= log(n+ 2) + log n+ o(1) − 2EZnZn+2
= 2 log n+ O(1).(6.14)
By [12, (3.3)],
(6.15) E ζ1/2,n = ζ(
1
2
+ n)− 8n
4n2 − 1 = 1 + o(1).
By combining with (6.13)-(i) the first claim follows. As |a− b|2 ≤ 2(a2 + b2), we also get
E
∣∣(ζ1/2,n+2 − ζ1/2,n)∣∣2 = E ∣∣Zn+2 − Zn + (E ζ1/2,n+2 − E ζ1/2,n)∣∣2
= E
∣∣Zn+2 − Zn + o(1)∣∣2
= 2 log n+ o(
√
log n),
which proves the second claim. 
For 12 < σ < 1, the simple argument used in Lemma 6.2 no longer works since by Landau
and Schnee’s result,
∫ T
0 |ζ(σ + it)|2dt ∼ ζ(2σ)T if σ > 12 ; in fact ([14, p.13&16])∫ T
0
|ζ(σ + it)|2dt = ζ(2σ)T + (2π)2σ−1 ζ
(
(2(1− σ))
2(1− σ) T
2(1−σ) + O
(
T
2(1−σ)
3 (log T )
2
9
)
,
if 12 < σ < 1. Thus ∫ n+1
n
∣∣ζ(σ + it)∣∣2dt ≥ A,
for infinitely many n, with A < ζ(2σ), and the question arises whether A can be arbitrary
large, namely whether
Problem 6.4. It is true that for 1/2 < σ ≤ 1
lim sup
n→∞
∫ n+1
n
∣∣ζ(σ + it)∣∣2dt =∞ ?
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This question is of a different kind from that one of estimating the local integrals
∫ n+1
n
∣∣ζ(σ+
it)
∣∣2dt; both problems might rely on independent devices.
Maybe the answer to Problem 6.4 is negative. In this direction, it seems that Proposition
6.3 can be extended to the range of values 1/2 < σ < 1 as follows:
E
∣∣ζ(σ + iSn+2)− ζ(σ + iSn)∣∣2 = O(1), n→∞.
This is examined in a separate work [22].
We also note the following equivalent reformulation: for any σ > 0, any b > 0,
(6.16) kb ‖ζ(σ + i.)‖S2 ≤ sup
u∈R
∫
R
|ζ(σ + iv)|2
b2 + (v − u)2dv ≤ Kb ‖ζ(σ + i.)‖
2
S2
,
where kb,Kb are positive finite constants depending on b only. This follows from the Lemma
below.
Lemma 6.5. Let b > 0. For any f ∈ L2loc(R),
‖f‖S2 <∞ if and only if sup
u∈R
∫
R
|f(t+ u)|2 dt
b2 + t2
<∞.
Moreover,
kb ‖f‖S2 ≤ sup
u∈R
∫
R
|f(t+ u)|2 dt
b2 + t2
≤ Kb ‖f‖2S2 ,
where kb =
1
b2+1 and Kb = 2
∑
w≥0
1
b2+w2 +
1
b2 .
Proof. On the one hand, for any real u,∫
R
|f(t+ u)|2 dt
b2 + t2
≥ 1
b2 + 1
∫ 1
0
|f(t+ u)|2dt = 1
b2 + 1
∫ u+1
u
|f(v)|2dv.
Taking supremum over u in both sides yields
sup
u∈R
∫
R
|f(t+ u)|2 dt
b2 + t2
≥ 1
b2 + 1
‖f‖S2 .
On the other hand,∫
R
|f(t+ u)|2 dt
b2 + t2
=
∑
x∈Z
∫ x+1
x
|f(v)|2 dv
b2 + (v − u)2
≤ ‖f‖2
S2
∑
y∈Z
max
y≤v≤y+1
( 1
b2 + (v − {u})2
)
.

Concerning the integrals appearing in (6.16), we recall the classical formula [20, (2.1.5)],
(6.17)
ζ(s)
s
= −
∫ ∞
0
{x}x−1−s dx = −
∫ ∞
0
{1
x
}
xs−1 dx, 0 < σ < 1,
where {x} = x− [x] denotes the fractional part of x. Thus by Parseval equality for Mellin’s
transform,
1
2π
∫ +∞
−∞
∣∣ζ(σ + it)∣∣2
σ2 + t2
dt =
∫ ∞
0
{1
x
}2
x2σ−1dx
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= − 1
σ
(ζ(2σ)
2
+
ζ(2σ − 1)
2σ − 1
)
,(6.18)
for 0 < σ < 1, the quantity in brackets being negative. For the first equality, see [11, Cor. 1].
The second equality was proved by Coffey [6, Prop. 7], as well as [6, Cor. 8],
1
2π
∫ +∞
−∞
∣∣ζ(12 + it)∣∣2
1
4 + t
2
dt = log(2π)− γ,(6.19)
and we note that by Lemma 6.2 and Corollary 5.6,
sup
u∈R
∫ +∞
−∞
|ζ(12 + it)|2
1
4 + (t− u)2
dt = ∞.(6.20)
Remark 6.6. It is not clear to the author whether the integrals∫ +∞
−∞
|ζ(σ + iv)|2
σ2 + (v − u)2dv, (u ∈ R)
can be similarly estimated. We further could not find any reference in the literature.
It also appears that formula (6.13)-(i), which exactly means
1
π
∫ +∞
−∞
∣∣ζ(1
2
+ it)
∣∣2 n
n2 + t2
dt = log n+ C1 + o(1),(6.21)
seems not be easily obtained by using complex integration.
The Stepanov space S2 is one instance of amalgam. We recall that the weighted amalgam
ℓq(Lp, w) consists of functions f on R such that
(6.22) ‖f‖p,w,q =
{ ∑
n∈Z
( ∫ n+1
n
|f(x)|pw(x)dx
) q
p
} 1
q
<∞,
where 1 < p, q <∞ and w is a weight function. We end with the following question.
Problem 6.7. In which weighted amalgams ℓq(L2, w) lies the Riemann zeta function?
Final Note. We recently solved Problem 6.4. This is the object of a separate writing [23].
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