Random ring-based overlay networks have been used to study the small world phenomenon and model fault-tolerant peer-to-peer systems [7] . It has been shown that when each of n nodes has = O(log n) links, assigning contacts according to an inverse power-law distance distribution allows greedy routing to perform in O(log 2 n/ ) steps [1] . In this paper, we generalize this result by showing the same upper bound holds when nodes are assigned a random number of links according to an arbitrary distribution with mean . A previous result by Giakkoupis and Hadzilacos [5] shows that this bound is close to tight.
Introduction
Our work extends results that lie at the intersection of mathematically modeling the small world phenomenon in social networks and the design of decentralized peer-to-peer networks. In both contexts, a central problem is determining how efficiently a message can be routed between arbitrary nodes of a network. Here, we take on the study of greedy routing in Kleinberg's lattice graphs [6] ; in particular, we consider certain directed rings models studied by Aspnes et al. [1] and Barrière et al. [2] , among others. Our main contribution, built directly off their work, is an upper bound on greedy routing time as a function of network size and node out-degree, one that is independent of how node out-degrees are distributed and that nearly matches the lower bound of Giakkoupis and Hadzilacos [5] . The end result is an asymptotically precise description of expected routing time in these networks.
Overview
The notion of a small world is most frequently encountered in the context of social networks. The term refers to systems where entities are highly clustered and linked to only a small portion of the network, but are nevertheless connected by short paths. Research, notably the letter-forwarding experiments conducted by Stanley Milgram in the 1960s [9] , suggests that small world networks exist in the real world. The work of Kleinberg [6] provides insight into conditions under which people can efficiently find short paths using only local information (modeled by greedy routing ).
Kleinberg's model begins with an n-by-n lattice of nodes. Each node is connected to all other nodes within a specified distance. Additionally, each node is given long-range contacts (or LRCs) chosen according to some stochastic process. Kleinberg considered power-law distributions, in which the probability that a node u chooses node v as an LRC is proportional to δ −β , for β > 0 fixed over all the nodes, when v is distance δ away from u. For β = 2 and = 1, he showed greedy routing takes O(log 2 n) (this bound is tight [8] ), whereas for β = 2 greedy routing time is bounded below by a polynomial in n. Subsequent work has instead considered a ring model, partly because the results often translate easily to a wider family of graphs, including Kleinberg's lattice-based graphs.
Moreover, a ring-based architecture underlies Chord [10] , a leading peer-topeer system that provides a decentralized, distributed hash table. In a stable Chord system with n nodes, each node has O(log n) LRCs and each system message is routed through O(log n) nodes. In the presence of node failure, however, less is known about how efficiently Chord performs while in the process of repairing itself. Aspnes et al. [1] used Kleinberg's work as a starting point for designing a stochastic ring-based network that functions similarly to Chord. In such systems, where a network's connectivity changes due to failures and other kinds of restructuring, it makes sense to examine different distributions of out-degrees. How efficiently can these systems perform using greedy routing when link allocations amongst nodes might vary?
Our contribution to prior work
We consider a directed ring where each node is assigned a number of LRCs chosen according to an arbitrary probability distribution with mean (contacts are chosen as before, independently at random with β = 1). We show that if the distribution has the property that no node can have more than O(log n) LRCs, then the expected routing time between any two nodes is O(log 2 n/ ). This genearlizes a result introduced by Barrière et al. [2] , who considered graphs with a single LRC per node, as well as a later one by Aspnes, Diamadi, and Shah [1] , who found an O(log 2 n/ ) bound when each node has exactly LRCs. Incidentally, Aspnes et al. also showed that if long-range links fail with probability (1 − p), the upper bound becomes O(log 2 n/p ). It is important to note that this last bound is not generalized by our result, since the resulting graph model is statistically distinct from one that would arise by taking a binomial LRC degree distribution and then choosing LRCs with replacement.
Motivated by the frequent empirical occurence of power-law LRC-degree distributions in various networks, Fraigniaud and Giakkoupis [3] examined how such distributions affect Kleinberg's model. They used a zeta distribution modified to hold the expected number of LRCs per node fixed at two, independent of the power-law exponent. This arguably permits a more meaningful comparison with fixed-degree graphs. For directed graphs, this again results in a Θ(log 2 n) bound. In the undirected case, however, asymptotic performance depends critically on the power-law exponent.
For LRC-degree distributions with mean , Giakkoupis and Hadzilacos [5] gave a lower bound that implies that, for the models we consider, the average expected routing time is Ω(log 2 n/ a log * n ) for some constant a > 1, regardless of β. Our result nearly matches this lower bound.
In the sections that follow, we define our variant of the network model and provide notation for its analysis. We show that the expected greedy routing time between two nodes chosen uniformly at random is O(log 2 n/ ), as a consequence of our Theorem 1. We use these results to analyze power-law out-degree distributions frequently observed in the real world. Finally, simulation data is used to explore an issue encountered along the way.
Model Description
Let R n = (V, E) be the directed ring graph with n vertices, which we identify with the integers:
All operations on vertices are performed modulo n.
Define the function δ : V × V → N to be the distance from u to v along the ring:
We wish to construct an augmented graph containing R n , but where each node has some number of additional out-going edges according to a specified distribution. Let p(n, ·) be a probability distribution on N (that is, there is a different distribution for each value of n). With each node u of R n , associate a random variable D u taken from this distribution: Pr [ D u = k ] = p(n, k). This variable indicates how many additional edges will be attached to u (since these edges will be chosen with replacement, they will not in general be distinct). In the future, we will write p(n, k) as p(k), with the dependence on n made implicit.
Given u ∈ V and j ∈ N, let ∆ u,j ∈ {1, . . . , n − 1} be a random variable such that
Note that the proportionality constant is the reciprocal of the (n−1) th harmonic number:
For u, v ∈ V and A ⊂ V , let Pr [ u → v ] be the probability that (u, v) ∈ E , and let Pr [ u → A ] be the probability that there exists a node w with (u, w) ∈ E .
We now introduce some notation to formalize the notion of greedy routing. If u and v are nodes of H n,p , a greedy route from u to v is a sequence u = s 0 , s 1 , . . . , s k = v such that (s j , s j+1 ) ∈ E and if (s j , w) ∈ E , then δ(s j+1 , v) ≤ δ(w, v). Since (s j , s j +1) ∈ E , we can always make progress towards v; a greedy route exists between arbitrary vertices. Because δ(·, v) is injective, the greedy route is unique. The greedy routing time from u to v, denoted T (u, v), is k.
This definition formalizes the notion of always taking the route that looks best from a limited, local perspective: each node "knows" (has links to) a limited number of other nodes, and always passes a message along to the one closest to the destination.
Finally, let T n,p be the average expected routing time between all pairs of nodes in H n,p .
Routing complexity
Our upper bound proof follows the same basic outline as Kleinberg's original argument: we first find a bound on the expected time it takes to cut an initial distance in half, and then couple this with the observation that this must be done at most log n times. Lemma 1. Let H n,p = (V, E) be a harmonic ring. Let u, v ∈ V be distinct, and
Proof. Assume without loss of generality that u = 0. Then
Since 1/r is a decreasing function,
Lemma 1 makes it easy to work with the probability of cutting the remaining distance in half. We will now take advantage of this to formulate and solve a recurrence describing how long greedy routing takes. Theorem 1. Let H n,p be a harmonic ring. Let X be a random variable taken from the distribution p(n, ·), and let c > 0 be a constant such that for all n, Pr [ X ≤ c log n ] > 0. Then
Proof. We will prove that this upper bound holds for the expected routing time between arbitrary source-target pairs, Consider the greedy route from u to v. How many steps does it take to cut the initial distance in half? We found an answer to this question under the assumption that each node had a single LRC, but now require a more general result. As before, define B = {w ∈ V | δ(w, v) ≤ δ(u, v)/2}. The probability that u has an LRC in B is the probability that not all of u's contacts miss B:
The probability that u is linked to a node in B is at least Pr [ u → B ], since the latter value does not account for the (u, u + 1) edge. Furthermore, the closer a message gets to B, the greater its chances of entering B on the next step; that is,
Therefore if s j is on the greedy route from u to v, Pr [
If s 0 , . . . s k is the greedy route from u to v, let M be the random variable defined by M = min {j : s j ∈ B}. We have
, it follows that there exists some positive constant β such that for all sufficiently large n, Pr [ u → B | D u = 1 ] > β/ log n. Let x = 1 − β/ log n (although x depends on n we will refrain from adding a subscript, so as to avoid clutter). In other words, x is an upper bound for the probability that a given LRC fails to cut the remaining distance in half. Hence, for large n,
The value of λ is independent of u and v. Therefore λ is an upper bound for the expected time it takes to cut the remaining distance in half between any two nodes in H n,p . Since the construction of H n,p is symmetric with respect to every node, we are free to re-index the nodes after every jump so that the current node is always taken to be zero. This provides a series of inequalities:
Since T (0, 0) = 0, this yields:
Therefore λ log 2 n is an upper bound for the expected routing time between any two vertices (and hence is an upper bound for the average expected routing time over all pairs of vertices). Thus
(1) Let L = c log n , and define the probability distribution q by:
That is, D(n) is the expression appearing in the denominator of Inequality 1.
It suffices to show that
log n . We have:
Hence,
We know that 0 < x < 1, so whenever 1
Returning to our expression for D(n) and noting that x L = (1 − β/ log n) c log n converges to a constant as n grows large,
This concludes the proof.
One distribution of interest is the zeta distribution, in which the probability of being assigned d > 0 LRCs is proportional to d −α (where α > 1). Using the above theorem, we can compute bounds on expected routing time; see Table 1 .
If the maximum possible number of LRCs that can be assigned to a particular node is O(log n), the result becomes much cleaner. Corollary 1. Let H n,p be a harmonic ring where p(n, ·) has mean µ n . Then if there is some constant c > 0 such that p(n, d) = 0 whenever d ≥ c log n, then T n,p = O(log 2 n/µ n ).
Zeta distribution exponent T n,p 
where a > 1 is a constant.
Corollary 2. Let H n,p be a harmonic ring where p(n, ·) has mean µ n . If µ n = Ω(1) and µ n is a non-decreasing function of n. Then
Proof. Since E [|C u |] < µ n , the corollary has stricter hypothesis and a weaker conclusion than the theorem.
Corollary 2 shows that the upper bound of Theorem 1 is tight within a factor of a log * n . Given the extremely slow growth of the log * function, we thus have a very precise description of the complexity of greedy routing in most harmonic rings. Unfortunately, the zeta distribution has undefined (that is, infinite) mean for α ≤ 2; hence Corollary 2 cannot be used to provide lower bounds corresponding to the pertinent entries of Table 1 .
Experimental results
According to the above theorems, the complexity of greedy routing in harmonic rings seems to depend only the expected number of LRCs assigned to each node. But how significantly does the actual performance of greedy routing change for different distributions that have the same mean?
To answer this questions, we ran a series of simulations and recorded the average routing times between two nodes chosen uniformly at random. Our results are based on 1,000,000 trials for each set of parameters.
Let m = 2 20 . For r ∈ {1, . . . , 10}, define the two probability distributions:
That is, p r corresponds to choosing a number of LRCs uniformly at random from the interval [10 − r, 10 + r], and q r is used to choose either 10 − r or 10 + r with equal probability. Figure 1 shows the simulation results for T m,pr and T m,qr for the allowable values of r. Taken independently, p r and q r yield routing times that increase with the variance of the distribution in question. However, taken together, they demonstrate that this relationship is not monotonic: q r has greater variance than p r (for r > 0), but one can see from Figure 1 that q r does not always give inferior performance. Conjecture 1. Let n and µ ∈ {1, . . . , log n} be fixed. For distributions p with mean µ such that p(d) = 0 whenever d > log n, T n,p is smallest when every node has µ LRCs.
We know that this conjecture is false for undirected graphs [3] . This is important, because it could have implications for the design of P2P systems. Consider a set of harmonic rings, {H n,p : n ≥ n 0 }. If we double the number of edges in each one (assigning the new ones according to the harmonic distribution, as usual), the bounds for expected routing time are cut in half.
1 Not too surprising. But if instead we double the number of edges by making the existing ones undirected, then the asymptotic behavior of routing time may change for the better, depending on p. There is a trade-off with load balancing (we are essentially talking about certain nodes becoming local "hubs"), but this trade-off may be worth analyzing.
1 Chord actually does a bit worse than this. With d log 2 n fingers per node, routing time is O(log d+1 n) -see §VI in [10] . For d = 2, this reduces routing time by a factor of approximately 1.7. However, a bidirectional variant of Chord [4] has diameter log 2 n/2 and average expected routing time log 2 n/3 + Θ(1).
