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ABSTRACT 
Cellular automata are systems evolving on lattices according to a local transition 
rule. In this paper we present an algebraic formalism for dealing with cellular 
automata whose local transition rule satisfies an additivity property. We discuss the 
phenomenon of self-replication and its connection with higher-order cellular automata 
and the state transition graph. 
1. INTRODUCTION 
Cellular automata are structures which evolve on a finite-dimensional 
lattice according to a deterministic local law. They were first introduced by 
J. von Neumann [4] and S. Ulam [7] as examples of simple structures 
presenting some of the features of life. Recently, there has been a strong 
impetus to reconsider these automata, coming from artificial intelligence and 
parallel computing on the one hand and their suitability for simulating 
complex physical phenomena on the other hand. For more details and 
motivation we refer the reader to [8]. 
Some cellular automata have a simplifying additivity property, that is, 
their local transition function is linear. Some of the properties of these 
so-called linear cellular automata were investigated in a paper by Martin, 
Odlyzko, and Wolfram [5]. Although such cellular automata are rather 
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special, they are expected to provide useful models for the understanding of 
more complex, nonlinear cellular automata. 
In this paper we provide the natural algebraic setting for studying more 
general linear cellular automata. The main difference from the previous 
definition is that we allow the cell-processor memory to be a finite-dimen- 
sional vector space over a finite field IF, (rather than restricting to the 
one-dimensional case studied before). Not only does this new definition give 
an abundance of new examples and new phenomena of linear cellular 
automata, but they occur also naturally in the study of higher-order linear 
cellular automata as in [6]. This allows us to explain in a natural way the 
construction by E. Fredkin and N. Margolus of linear higher-order reversible 
automata (and to create many new examples of reversible cellular automata) 
as well as to describe the state transition graph of these higher-order cellular 
automata. 
In Section 2 we describe the formalism of linear cellular automata and 
how they can be described algebraically. As an application we explain 
self-replication for linear cellular automata. In Section 3 we prove that the 
class of linear cellular automata is closed under taking higher-order cellular 
automata (i.e., the local transition rule depends not only on the present state, 
but also on a set of previous states), and we give a classification of reversible 
linear cellular automata. In Section 4 we give a complete description of the 
state transition graph of a linear cellular automaton. Most of the information 
about it seems to be hidden in the characteristic polynomial of a matrix over 
a Laurent field extension over the finite field associated to the local state 
transition rule. 
In this paper we have restricted attention to the case of infinite linear 
cellular automata. The particularly interesting case which occurs when we 
impose boundary conditions (null or periodic) will be treated in a forthcom- 
ing paper. 
2. THE FORMALISM OF LINEAR CELLULAR AUTOMATA 
In this section we will outline the formalism which enables us to 
determine the evolution of certain cellular automata satisfying superposition 
principles. Before giving the formal definition of such linear cellular au- 
tomata let us give a few easy examples which have attracted some interest: 
EXAMPLE 2.1. Consider the one-dimensional cellular automaton studied 
extensively in [8], in which each cell processor has one bit of memory and 
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performs the exclusive-or operation on the previous state of its left and right 
neighbors synchronously on each time step: 
rj(t+l) =ri_r(t)+xi+,(t) mod2. 
This cellular automaton corresponds to rule 90 of S. Wolfram’s classification 
scheme [B]. 
EXAMPLE 2.2. E. Franklin devised a very simple system capable of 
self-reproduction. He considered a two-dimensional cellular automaton such 
that each cell processor has one bit of memory and performs the nim sum of 
its four orthogonal neighbors: 
These cellular automata are very special in that the logic rules are linear. 
Such cellular automata are, however, expected to provide useful models for 
the understanding of more complex, nonlinear cellular automata. 
Although the formal definition given below can be readily extended to 
cellular automata defined over an arbitrary finite commutative ring, we 
restrict ourselves in this paper to the case that this ring is a finite field ffq on 
4 = p’” elements, where p is a prime number, the characteristic of the field. 
For more details on finite fields, the reader is referred to [2]. 
DEFINITION 2.3. A linear cellular automaton Z of type (k, 1, m, n, p> is a 
cellular automaton such that 
(1) k is the dimension of the cellular space, that is, each cell is uniquely 
determined by a k-tuple of integers a = (a,, . , a,) E Zk; 
(2) 1 is the number of neighbors, that is, one has made a choice 
A = (S,, . . . , 6,) of 2 elements from Zk such that the neighborhood of a cell cx 
consists of the cells ((Y + 6,, . , a + $1; 
(3) Fq, where 4 = p’“, is the field of definition, that is, an elementary unit 
of information is an element from IFq (which we will call a qit); 
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(4) n is the number of qits of cell-processor memory, that is, the state of 
the cell processor (Y at time t is an n-tuple of elements from Et,, which we 
will represent by a column vector and denote by x,(t); 
(5) the local state transition function is linear, that is, there exist E square 
n-by-n matrices over EC,, say &‘= (A,, . , A,}, such that for each cell 
x,(t +l) = AP,+s,@) + .*. +4x,+&). 
A configuration of Z is a set of column vectors (x,),~ hk such that (a E 
Zk 1 x, # 0) is finite. 
A few comments on our use of the word “linear” are in order. “Linearity” 
is usually taken to imply validity of the superposition principle, rather than 
linearity of the local transition rule. With some care these two notions are 
equivalent. 
Let p be a prime number and y = p”’ some power of p. Then Z/pZ = 
lFr, c EC,. Suppose that the local transition rule of a n-qit cellular automaton is 
represented by a function f : Fi” 
f(b). Clearly, f 
* Fq that is additive, i.e., f(u + b) = f(u)+ 
is not necessarily IF,-linear, but it must be IF,,-linear. There- 
fore, by replacing the n-qit cellular automaton by an mn-“pit” cellular 
automaton, the local transition rule becomes linear. 
From now on, we will fix one linear cellular automaton C of type 
(k, I, m, n, p) (i.e. a particular choice of A and &‘) and describe the formal- 
ism enabling us to calculate its evolution. Consider the ring 
which is the localization of the ordinary polynomial ring E(,[ X,, , X,] at the 
element X, . . . X,. That is, it consists of all elements Y from the rational- 
function field in k variables, F(,,<X,,.. .,X,>, such that (X, . . . X,)“.Y E 
‘FJ X r, . . . , Xk] for some natural number u E N. 
For each cell a=(~,,..., a,) E Zk we define a unique monk monomial 
x, = Jql . . -X;-,,[xi,X;‘;i]. 
In the rest of this section we aim to show that all information about the linear 
cellular automaton S is contained in the n-by-n matrix 
A, = i A,X_,, E M&[Xi,X;‘;i]). 
i=l 
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Let V be the standard n-dimensional vector space over F(r consisting of all 
l-by-n column vectors; then any position can be described uniquely by an 
element in 
which is the standard free module of rank n over F,[X,, Xi ‘1. Namely, 
consider the finitely many cells (or,. . . , a; which are not in the quiescent 
state (which we assume to be the zero vector) at time t; then the position of 
C at time t is fully described by the element 
P(t)= ~X,~t)X~~tV[xi,Xil]. 
i=l 
Now, n-by-n matrices from M,([F,[Xj, Xi ‘1) act on V[X,, Xi ‘1 by left multi- 
plication. The crucial observation to make is that the next generation is 
described by the element 
or, more generally, after u clock pulses the configuration is described by the 
element 
Obviously, the formal simulation of the linear cellular automaton Z in the 
module V[ Xi, Xi ‘; i] reduces drastically the amount of computation required 
compared to direct simulation. 
EXAMPLE 2.4. Consider a one-dimensional linear cellular automaton c 
such that each cell processor has two bits of memory with neighborhood 
A = { - 1, l} and the state transition function determined by the two Z-by-2 
matrices 
A 
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That is, C is of type (1,2,1,2,2), and the corresponding matrix is 
Ax=(x” -J E M,(qx,x-‘]). 
For example, the position 
corresponds to the element 
i 
x-‘+1+x 
) I 
Fq[xi,x,:‘;i] 
x-‘+x E Fc,[xi,xp;i] 
I 
Therefore, the next generation is obtained by the multiplication 
which corresponds to the position 
As an application of the above formalism we give an explanation of the 
phenomenon of self-replication that has been observed by various authors. 
See e.g. [8]. 
THEOREM 2.5. Assume that I% has one bit of cell-processor memory. 
Then for k x== 0 the configuration of 2 at t = 2k will consist of a number of 
(translated) copies of the original configuration (t = 0). 
Proof. Recall that in a commutative ring with p. 1 = 0 
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Since 2 has only one bit of cell-processor memory, Ai = 0,l. Therefore, by 
reducing A if necessary, we may assume that Ai = 1 for all i. Hence A, is 
the polynomial 
The configuration of 2 at time t will be given by a polynomial 
Hence we obtain 
P(29 = A$‘(O) = CX-‘6’(O). 
Now clearly ZiX-‘~“‘P(0) corresponds to the sum of translated copies of the 
original configuration. If 2k is large enough, these translated copies will have 
no living cells in common. This proves the theorem. n 
3. HIGHER-ORDER AND REVERSIBLE LINEAR 
CELLULAR AUTOMATA 
Since the matrix A, E M,@&X,, XL’; i]) sa is ies its characteristic poly- t’ f 
nomial 
det( tI, - A,), 
which is a manic polynomial of degree n in t with coefficients in 
IF&Xi, Xi ‘; i], there is a fixed recursive relation between every n successive 
generations. For Example 2.4 this relation is P(t +2)-(X + X-‘)P(t + l>+ 
P(t) = 0. One of the main motivations for studying linear cellular automata in 
the general setting of Definition 2.3 rather than the special case when n = 1 
is that one can simulate higher-order cellular-automaton rules. 
Normally, the rules for cellular-automaton evolution take configurations 
to be determined solely from their immediate predecessors. One may, 
however, in general consider higher-order cellular-automaton rules, which 
allow dependence on say the s preceding configurations. The state transition 
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rule for such linear higher-order cellular automata may be represented by 
the order-s recurrence relation 
P(t) = k A,,P(t - j), 
i=l 
where all A,, E M,([F,[ Xi, X;‘; i]). We then have the following 
PROPOSITION 3.1. A linear higher-order cellular automaton can be simu- 
lated by a linear cellular automaton. 
Proof. Let C be the linear higher-order cellular automaton determined 
by the above state transition function. We claim that we can represent it by a 
linear cellular automaton r having ns qits of cell-processor memory (i.e., 
each cell is capable of storing its s previous states). A typical higher-order 
cellular-automaton configuration is therefore of the form 
1 qt - 1) ’ 
P(t -2) 
,P(LS)} 
The state transition matrix A, of the linear cellular automaton r is taken to 
be 
A,= 
A,, Ax2 . . . A,,,_, Ax> 
I, 0 ... 0 0 
0 I, ... 0 0 
0 0 ... 1, 0 \ I 
The linear cellular automaton r simulates the linear higher-order cellular 
automaton IZ,. n 
So, even if one is only interested in higher-order linear cellular automata 
with one qit of cell-processor memory, one is naturally led to study the linear 
cellular automata as we defined them above. 
\ 
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Every configuration in a cellular automaton has a unique successor in 
time. If every configuration also has a unique predecessor, the cellular 
automaton is said to be reversible or invertible. Reversible systems are 
valuable models of computation, since the information content of a pattern of 
cells turns out to be a conserved quantity. In contrast to the linear cellular 
automata with one qit of cell-processor memory, which are irreversible 
except for trivial cases, there is an abundance of reversible automata within 
our more general setting. 
PROPOSITION 3.2. A linear cellular automaton Z is reversible if and only 
if A, is an invertible matrix, that is, A, E GL.(F$Xi, X,: ‘; i]), or equiva- 
lently det A, is a monomial in F,[ Xi, X,: ‘; i]. 
Proof. If A, E GL,,(F$Xi, X;‘; i]), then there is a matrix B, such that 
A,B, = B,A, = I,. Given any configuration determined by its element 
P(t) E V[X,, X,: ‘; i] one can find its direct predecessor by P(t - 1) = B, P(t) 
EV[X,,X[‘;i]. 
Conversely, suppose that 2 is a reversible linear cellular automaton. Let 
Pi be the configuration which is quiescent everywhere except for the zero 
cell, where the state is (0,. . .,O, l,O,. . .,OjT with 1 on place i. Then, by 
assumption, there exists a unique direct predecessor of Pi, say Qi. Let Bx be 
the n-by-n matrix whose ith column is equal to Qi for all i. Then A,B, = I,, 
that is, A, is invertible. n 
Example 2.4 gives a one-dimensional reversible linear cellular automaton. 
The matrix B, is in this case 
so the predecessor of the starting position can be found by 
which corresponds to the position 
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An immediate consequence of this proposition is that the only reversible 
linear cellular automata with one bit of cell-processor memory are the 
translations. A combination of the two foregoing results explains also the 
construction of E. Fredkin and N. Margolus of linear higher-order reversible 
cellular automata as described in [6, p. 2451. Consider the second-order 
linear cellular automaton with state transition function 
where F is an arbitrary element of lFJXi,Xz~‘;i]. By Proposition 1 this 
automaton can be simulated by the linear cellular automaton with two qits of 
cell-processor memory and with corresponding matrix 
which is invertible, and so I and hence the second-order linear cellular 
automaton are reversible. 
On the other hand, it is possible to describe reversible linear cellular 
automata which do not simulate higher-order linear cellular automata with 
one qit of cell-processor memory. 
4. THE STATE TRANSITION GRAPH 
We will now describe the state transition graph of an arbitrary linear 
cellular automaton and in particular its connected components. If the global 
state transition function is injective, then such a component will be called a 
life cycle. A life cycle is necessarily one of three types: half-line, line, or 
senile. 
A life cycle is called a half-line if it is of the form 
0+0-o+ . . . . 
where the first configuration does not have a predecessor. Such configura- 
tions are usually called garden-of-Eden configurations. A life cycle is called a 
line if it is of the form 
. . . -+o+o+o+ a**. 
A life cycle is called senile if it is finite and repetitive, i.e., it goes in circles. 
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First we will consider the relatively easy case of linear cellular automata 
having just one qit of cell-processor memory: 
PROPOSITION 4.1. Let Z be a nonreversible linear cellular automaton 
with one qit of cell-processor memory that is nontrivial, i.e., the local 
transition rule is not zero. Then the state transition graph consists of infinitely 
many half lines indexed by the garden-of-Eden configurations, which are 
precisely those elements F E [F(,[ Xi, X,7 ‘; i] such that the defining polynomial 
A, does not divide F. 
Proof. Since Fq[Xi, XL’; i] is a unique factorization domain and A, is 
not a unit, every element F E E&Xi, X; ‘; i] can be written uniquely in the 
form F = A”,G, where a 2 0 and A, does not divide G. Therefore, F 
corresponds to the configuration on place a of the half-line life cycle starting 
in the garden-of-Eden configuration corresponding to the polynomial G. n 
In order to handle the reversible case, we define the X,-degree of an 
element F E FCIIXi, X;‘; i] to be the highest power of Xi occurring in a 
monomial of F. If 2 is a reversible linear cellular automaton with one qit of 
cell-processor memory, we know that its defining polynomial is a single 
monomial A, = fX,“l . .* Xik where f E IF,. Consider first the case that all 
ai = 0. Then the state transition graph consists of infinitely many senile life 
cycles of a fixed period, which must be a divisor of q - 1 (the group of units 
of a finite field is a cyclic group of order q - 1); the period is the minimal 
value a such that f” = 1. If at least one of the ai # 0, two configurations P 
and Q belong to the same life cycle provided P = A$Q for some a E Z. But 
then Xi-deg( P) = Xi - deg(Q)+ a. a,. This finishes the proof of: 
PROPOSITION 4.2. Let C be a reversible linear cellular automaton with 
one qit of cell-processor memory, i.e., A, = jX,“l . . . XEk, where f E IF,. Then: 
(1) If all a, = 0, h t e state transition graph consists of infinitely many 
senile life cycles with fixed period equal to the least a such that f a = 1, which 
is always a divisor of q - 1. 
(2) Zf there is a k such that ak z 0, then the state transition graph consists 
of infinitely many line life cycles indexed by those elements P E E$ Xi, X; ‘; i] 
such that 0 < X,-deg( P) < ak. 
For more qits of cell-processor memory the situation is more complicated 
(and interesting). We will first handle the case that the determinant of the 
associated matrix A, is not equal to zero. 
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In this case the predecessor of a position P E V[Xi, Xi’; i] must be 
unique (if it exists). Hence there are three possible types of life cycles: half 
lines, lines, and seniles. Below we will be concerned with parametrizing 
these type of life cycles. In order to get some grip on the various orders of 
infinity that will occur, we will make the following definition. 
DEFINITION 4.3. Assume that N is an EC,[Xi, Xi’; i]-submodule of 
V[X,, X,7’; i] of rank r. Then we say that there are m’ configurations in N. 
It is clear that a configuration whose life cycle is a line or senile will lie in 
N, = n A2V[X,,XZ:‘;i]. 
Furthermore, configurations whose life cycle is senile will belong to 
It is clear that both N, and Ni are submodule of V[X,, X; ‘; i]. Below we 
will determine th ranks of NZ and Ni. 
To this end we will need some elementary commutative algebra. In 
particular we have to recall the definition of the characteristic polynomial of 
an endomorphism of a module. 
Let R be a commutative Noetherian integrally closed domain with 
quotient field K, and let M be a finitely generated R-module equipped with 
an endomorphism f. Then the characteristic polynomial Ff(A) of f is 
defined as the characteristic polynomial of 1 @f acting on K @ M. 
LEMMA 4.4. Suppose that we have a commutative diagram of R-modules 
with exact rows 
Then 
q!(h) = Ff(A)Ff”(A). 
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Proof. Tensor this commutative diagram with K. Then l@p will split, 
and hence we may write 1 @f’ in matrix form as 
where A, A” are the matrices corresponding to 18 f and 1 Sf”. This proves 
what we want. n 
LEMMA 4.5. Fj(h) has coefficients in R. 
Proof. Write M as a quotient of a free module R”. Then we may lift f 
to an endomorphism g of R”, and hence we may construct a commutative 
diagram with exact rows 
O+ N +R”+M+O 
1 g’ La Lf 
O+ N +R”+M+O 
Clearly F,(h) = F’(A)F,,(A) h as coefficients in R, but then by Gauss’s 
lemma [3], Ff(A) will also have coefficients in R. H 
LEMMA 4.6. Assume that 
Ff(A) =U(A)V(A), 
where U(A) and V(A) are manic polynomials. Define 
N=kerU(f)=( mEMIU(f)m=O} 
and f ’ = f 1 N. Then FY( A) = U(A) and hence rk N = deg V(A). 
Proof. Using the definition of the characteristic polynomial, it suffices to 
prove this for a field, and there the assertion is standard. n 
According to Gauss’s lemma, the manic irreducible factors of Q(A) will 
have coefficients in R. Let Gf(A) be the product of all irreducible factors of 
Ff(A) whose constant term is a unit in R [we put G,-(A) = 1 if there are no 
such factors]. 
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LE~$~A 4.7. Let N = f-l ,,f”(M). Then 
rkN=degGf(A). 
Proof. According to Lemma 4.6 it is sufficient to show that N = 
ker G#). 
Let m E M such that Gf<f)m = 0. Write out Gf(h) as 
and define for n > 0 
m’,, = [ - q;‘(fr-’ + qr_lfr-2 + ... + ql)]“m. 
Then f”(ml,) = m, and hence m E f”(M) for all 12. Therefore ker Gf(f) C N. 
Now let f’ = f 1 N. Then f ’ is an isomorphism, and hence F/,(h) 1 Gf(h). 
We obtain 
which proves what we want. n 
LEMMA 4.8. Define 
N’ = (m E M13n > O:f”(m) = m}. 
Then rk N’ is equal to the number of roots of F,,-(h) that are roots of unity. 
Proof. We may assume that K = R. Recall that a cyclotomic polynomial 
is a polynomial whose only roots are roots of unity. 
Let G>(A) be the product of manic irreducible factors of Ff(A) that are 
cyclotomic polynomials with the restriction that we take every such factor 
only once. Then according to Lemma 4.6 it is sufficient to show that 
N’ = kerG>(f). 
Let m E N’. Then (f n - 1)m = 0 for some n > 0. Hence by Bezout, 
(f”-l,Ff(f))m=O. But(A”-l,Ff(A)))G>(A),andhence mEkerGj-(f). 
Conversely, let m E M, Cl< f )m = 0. Since G>(f) ( f” - 1 for some n > 0, 
we find that m E N’. n 
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We may summarize the above results in the case of a linear cellular 
automaton. 
THEOREM 4.9. Let F, be the characteristic polynomial of A,. Let t be 
the degree of the manic factor of F, of highest degree whose constant term is 
a monomial. Let r’ be the number of eigenvalues of A, that are roots of unity. 
Then : 
(1) There are mr configurations that have a senile or a line life cycle. 
(2) There are corl configurations that have a senile life cycle. 
EXAMPLE 4.10. Let 2 be a one-dimensional linear cellular automaton 
with three bits of cell-processor memory, A = { - 1, l), and the state transi- 
tion function be determined by the matrices 
Then every configuration P =(F,, F,, F,jT with Fi E [F&X, X-l] such that 
F, # 0 lies on a half-line life cycle starting from a garden-of-Eden configura- 
tion which is determined by the fact that its first component is a nonzero 
element G, E F,[X, X- ‘1 not divisible by X-’ + X. Every configuration 
P = (0, F,, F,) is senile with period 2 except for the zero configuration. 
SO we are left to consider the remaining case: Z is a linear cellular 
automaton such that the associated matrix A, has zero determinant. In this 
case 0 will be an eigenvalue of A,. So let us first consider the case that 0 is 
the only eigenvalue of A,. Over the algebraic closure K of F,r(X,, . . . , X,) the 
matrix A, is similar to a direct sum of Jordan matrices Ji of size ui such that 
CT= iui = n. Recall that Ji is a square matrix of size u i of the form 
‘0 1 0 .** 0 o\ 
0 0 1 ... 0 0 
. . 
. . . . . 
0 (j 0 . . . (j ; 
\o 0 0 ... 0 01 
The state transition graph of such a linear cellular automaton is a rooted tree 
(having the quiescent state as graveyard state) such that in each node there 
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are m* direct predecessors and all configurations die at time smaller or equal 
to Cf= i(ui - l), which is always smaller than n. In particular, after at most n 
clock pulses every cell will be in the quiescent state. This is another property 
of linear cellular automata: merciful death (if something dies, it dies quickly). 
In the genera1 case we may consider the submodule of V[X,, X,7’; i] 
given by 
Again the configurations in NG form a connected component of the state 
transition graph of 2. The rank r” of N$ is the number of zero eigenvalues 
of A,. Furthermore, as above, we show that the number n occurring in the 
definition of Ni may be taken to be less than or equal to 8’. 
We may now construct a commutative diagram with exact rows 
Below we will show that p splits in a way that is compatible with the action 
of A, (but not with the FJXi, X,7 ‘; i]-module structure). 
Denote this splitting by I). Then we have 
V[Xi,X,:‘;i] = N;@$(M,). 
We obtain that the state transition graph of 2 is the product of the state 
transition graphs of configurations in Ni and of configurations in $(M,). 
The state transition graph of configurations in I,!J(M,) is a union of lines, 
half lines, and seniles. From this we obtain the following: 
THEOREM 4.11. In general, the connected components of the state transi- 
tion graph of a linear cellular automaton C are either lines, half lines, or 
se&es, with a fixed rooted tree attached to every node. lf r” is the number of 
zero eigenvalues of A,, then there are m”’ nodes in this rooted tree. The 
length of the branches is at most 8’ - 1. The number of components that 
correspond to lines or se&es may be determined exactly as in Theorem 4.9. 
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THEOREM 4.12. A linear cellular automaton can never be a universal 
Turing machine. 
Proof. If it were, the halting problem would be decidable, since a 
configuration dies if and only if it is dead after n clock pulses. W 
By combining this fact with the observation that higher-order linear 
cellular automata can always be simulated by linear ones, we also have 
proved that higher-order linear cellular automata cannot be universal Turing 
machines. 
Now we are left with proving the splitting of (1). This follows from the 
lemma below if we let k = ff,, and the action of Y corresponds to the action 
of A,. 
LEMMA 4.13. Let k be afield, and let 
O+N+M:M1+O (2) 
be a short exact sequence of k[ Y]-modules. Assume that Y”N = 0 and M, is 
Y-torsion free. Then this sequence is split as k[Y]-modules. 
Proof. The problem is that we do not require M, to be finitely gener- 
ated as a k[Y]-module. Otherwise M, would be projective and (2) would be 
trivially split. In our more general situation we only know that M, is flat. 
Nevertheless we can circumvent this difficulty in the following way: 
M, /Y”M, is a flat k[Y]/(Y”)-module, and for k[Y]/(Y”) it is true that 
every flat module is projective by a result of Bass [l]. Furthermore, using the 
fact that M, is Y-torsion-free, we deduce that 
Ext:&4J) = Ext:~rl,~,+% / Y”M,, N) 
These two facts together show that Ext& (M,, N) = 0 and hence (2) splits. 
n 
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