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I. POOLING REGRESSION LINES 
A. Introduction 
Our investigation will be part of a general topic of con­
siderable importance. It is: Given several samples or groups 
of observations, may all the data be pooled into one large 
sample. We will be concerned with samples from regression 
models and although the problem can arise regardless of the 
form of the regression function, the discussion here will be 
limited to the cases of simple linear regression and multiple 
regression. 
Since an experimenter is usually interested in making 
inferences from a sample about the population from which it 
was generated, we will not be concerned simply with tests to 
determine if data should be pooled or not, but will also 
investigate the affects that such tests have on subsequent 
inferences. Thus we will consider the pooling test as a pre­
liminary test and will express our investigation in terms of 
incompletely specified models. A survey of the literature on 
incompletely specified models appears in section B. 
In section C we discuss the problem of inferences about 
two lines. That is, we will be concerned with the estimation 
problem and the problem of testing hypothesis when the scien­
tist has two samples from two regression models and he does 
not know in advance if these two models are the same. Since 
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it is sometimes necessary to know whether two regression lines 
are parallel, we begin by considering estimation and test pro­
cedures about the slope parameter ignoring the intercept para­
meter. For example, consider a parallel line biological 
assay. The regression line of response on dosage is deter­
mined for a compound of unknown strength and for a known stan­
dard. The distance between the two parallel lines gives the 
relative potency of the two compounds. However, the usual 
interpretation is impossible when the lines are not parallel. 
A second example where a scientist might be interested in 
making inferences only about a regression coefficient is where 
he knows that the true regression passes through the origin in 
which case he may wish to combine two samples, if the lines 
are identical, before estimating the slope parameter. 
In some situations it is also of. importance to know 
whether two population regression equations are identical even 
to the constant term and this is the case we consider next. 
If it is true that they are identical, a scientist may want 
to obtain an estimate of the single population regression line 
by combining the results of two experiments. 
In section D we extend the work in section C to more 
than two lines. That is, we develop a pooling methodology for 
more than two regression lines. 
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B, Review of Literature 
The earliest work involving preliminary tests of sig­
nificance was that of Bancroft (1944) who investigated the 
bias, variance, and mean square error of a variance estimator 
obtained after performing a preliminary test of the equality 
of two variances for the purpose of possibly pooling a doubt­
ful mean square, with a proper mean square. 
In the same paper Bancroft studied the bias in the esti­
mator b^ of the regression coefficient in the model 
y = + 62*2 
b^ being dependent upon a preliminary-test of significance of 
bg made to decide whether or not to retain the variable X2. 
Later Bancroft (1950) reported on biases in estimates 
due to the omission of several independent variables in 
multiple regression equation analyses. 
Mosteller (1948) has examined the effect of using pre­
liminary tests of significance as an aid to deciding whether to 
pool two sample means in estimating a population mean. 
Kitagawa (1951) derived the distribution function and the 
moments for the estimator obtained by the rule of procedure 
studied by Bancroft in the variance estimation problem. He 
also derived the distribution and moments of the pooled esti­
mator of a mean based on a preliminary test assuming unknown 
variance. 
Bennett (1952) extended the studies of Mosteller and 
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Kitagawa to situations where preliminary tests are performed 
for both homogeneity of variance and equality of means prior 
to estimating the mean or testing hypotheses about the mean. 
He derived the distribution functions, the biases, and the 
mean square errors for various cases, depending upon what 
assumptions were made concerning the parameters of the asso­
ciated normal distributions. 
Peull (1950) studied the size and power for the in­
completely specified components of variance model but was 
able to express the size and power in closed form only for the 
case where the treatment degrees of freedom are two. 
A similar investigation was undertaken by Bechhofer (1951) 
for the incompletely specified linear hypothesis model. 
Bozivich et al. (1956a) and (1956b) extended Paull's 
investigation to cover all of the important degrees of freedom 
combinations in the analysis of variance for the random and 
mixed models with one doubtful error term, and provided approxi­
mate formulae for the power and size for the linear hypothesis 
model. 
Lemus (1955) tabled, for a limited number of values of the 
parameters, the approximate power for the incompletely spec­
ified linear hypothesis model using the formulae published 
in Bozivich et a2. (1956b). 
Srivastava (1960) and Shrivastava and Bozivich (1961) 
extend the work of Bozivich et al. (1956b) on the model II 
5 
analysis of variance to the case with two doubtful error 
terms. 
Huntsberger (1955) presents a generalization of the some­
times pool procedure, based on a preliminary test of signifi­
cance, for the pooling of two estimators. 
Bennett (1956) discussed the use of preliminary tests in 
providing interval estimates of the mean and variance from 
normal populations. 
Kitagawa (1959) discusses biased estimation of linear 
regression coefficients under an incompletely specified model 
and gives sequential designs of experiments in two and three 
stages where preliminary tests of significance are used to 
decide whether to perform further experiments in order to obtain 
a better fit. 
Asano (1960a) derives expressions for the bias and mean 
square error for the estimates of the mean and variance from 
two samples from normal populations. 
In Asano (1960b) there is a discussion of methods for 
the testing of a mean effect in biological assays after a pre­
liminary test on the pooling of data, 
Asano (1961) investigates the problem of estimating the 
relative potency of a test preparation by pooling the results 
of two or more biological assays. 
McCullough (19 61) and Gurlafid and McCullough (1962) dis­
cuss the size and power of the test for the equality of two 
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population means after a preliminary test is performed to 
ascertain whether or not the two population variances may be 
regarded as equal. 
In Larson (1957) and Larson and Bancroft (1963a) the 
bias and mean square error of the predicant y in multiple re­
gression with k coefficients is derived for the case when a 
preliminary test is made.to see if the last m, where m<k, 
regression coefficients considered jointly are all equal to 
zero. 
In Larson (1960) and Larson and Bancroft (1963b) the 
consequences of the use of two common sequential decision 
rules for determining, in situations of uncertainty, the number 
of predictors to be included in a final fitted regression model 
are examined with regard to the bias and mean square error of 
the predicant y. 
Richards (1963) analyses the consequences of using a 
preliminary test of hypothesis to determine whether to adopt 
a one parameter or a two parameter exponential distribution 
for subsequent inferences in life testing situations. 
Srivastava and Gupta (1965) derive expressions for the 
bias and mean square error in the estimation of the error in 
the analysis of variance model I after a preliminary test of 
significance to see if a doubtful error mean square should be 
pooled with the true error mean square. 
Gupta and Srivastava (1965) investigate the size and 
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power of the test for significant treatment effects in a 
linear hypothesis model with two doubtful error terms. 
Tetreault (1965) represents the first attempt to obtain 
a statistical univariate outlier methodology for estimating 
population parameters or to test hypothesis when the outlier 
test is considered a preliminary test of significance. A 
preliminary investigation was also started for an outlier line 
methodology. 
Tetreault and Bancroft (1966) consider the estimation of, 
and the test of hypothesis about, a population mean subsequent 
to a preliminary test for an outlying observation. 
Kale and Bancroft (1967) consider, for discrete data 
rather than continuous data, the problem of Hosteller on the 
effect of pooling of data from two samples after a preliminary 
test of significance on the homogeneity of the population 
means of the two samples on inferences about a particular popu­
lation mean. 
Four surveys describing a number of particular examples 
of inferences for incompletely specified models are given by 
Bancroft (1964a), (1964b), and (1965), and Kitagawa (1963). 
C. Inferences about a and 3 from Two 
Regression Lines Subsequent to a 
Preliminary Test 
1. Introduction 
In this section we wish to construct a pooling method­
ology for two lines. Suppose that we have two sets of observa­
8 
tions, the ith set consisting of the n. pairs (x..,y..), i Ij 13 
j=l,2,...,n^; i=l,2. The x^j are known variables and the 
are random variables normally and independently distributed 
about their means 
2 
with common variance o . We also assume that the true re­
gression of y on X is linear for each set so that we are con­
sidering the model 
^ij~°'i"'"^i^^ij'"^i^"^®ij ' j=l,2,... ,n^, (1) 
in which the e^^ are independently and normally distributed with 
2 
mean zero and common variance a . 
The fitting of a straight line to a set of data is ac­
complished here by the method of least squares. The esti­
mates of O; and 6^ are denoted by a^ and b^ respectively, and 
the least squares criterion requires that they be chosen so as 
to minimize 
n. 
The estimates of and are then 
and 
aj_=y^ (2) 
n. _ _ 
2 (x..-x.)(y..-y.) 
: V • 
2 (X..-X.) 
j=l ^ 
2 The dispersion around the ith line, i.e. o, is estimated 
by 
. .-w. 
where is the value obtained from the fitted line 
Yij=a.+bi(Xi.-Xi) 
and is the corresponding observed value. We assume that 
the dispersion about each of the two lines is the same. 
2. Inferences about a regression coefficient 
a. Preliminary test criterion Suppose that we have 
two independent samples of sizes n^ and n^ from the two re­
gression models 
^ij~°'i'''®i^^ij"^i^"^®ij ' j=l,2,...,n^, 
with independently normally distributed errors. The error 
2 
variance a is the same in both models. The values of the 
regression coefficients are unknown and we are interested in 
making an inference about one of them after a preliminary test 
of significance when it is suspected that 6^=62" If b^ and b^ 
are the separate least squares estimates of and 6^ respec­
tively, we know from Fisher (1922) that is normally 
distributed with mean variance 
+ h 
°1 °2 
where 
:T .2 C. = E^(x..-x.) , i=l,2. 
1 j=l 1 
Thus the quantity 
10 
(b,-b,)-{6,-0^) 
t = - (4) 
has a "Student's" t-distribution with n^+n2-4 degrees of free­
dom where 
2 _ (nj^-2)Sj^^+(112-2) 
' ni+n2-4 
2 2 2 
and (s^ ,s^ ) are the separate estimates of a in the two 
models. Hence t may be used to test the hypothesis that 
®1~^2 against 
b. Estimation of a regression coefficient Suppose now 
that we want to estimate when ^2 is a doubtful estimate of 
62^. We will consider the following three cases: 
Case (1) . There is a priori knowledge that 62^^62" Use the 
estimator 
^l^l'''^2^2 
' C^+C2 
(5) 
= b, if t>t 
1 a 
where t is a constant determined from a t-distribution table 
a 
with n^+n2-4 degrees of freedom and the size of the preliminary 
test a. 
Case (2). There is a priori knowledge that ^2^62» Use the 
estimator 
b** = ^ ^ ^ if t>-t 
O1+C2 - o 
= b, if t<-t . (6) 
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Case (3). There is no a priori knowledge regarding the relative 
magnitude of and Use the estimator 
c,b,+c,b, 
= bj^ if (7) 
c. Bias of estimates 
Case (1). Let signify the acceptance of the hypothesis 
®1~®2 ^1 signify the rejection of H^. Now 
S/Oj^+Cj 
has a non-central t-distribution with non-centrality parameter 
(6,-B_)/c,c_ 
^ = ' • , when H is false, 
o/c^+cg 
and p=n^+n2-4 degrees of freedom so that the distribution 
function of t is given by 
.i' 
e ^ r(E^) 2 -2^ » (xtlg)'- 2 "I r(Eiiii-) 
do "-V r(E±i) • 
From this we can obtain the distribution function of z=t/;/p as 
and hence, 
P(A^)=P(t<t^) 
1 0 
l\//p 9p(z)dz 
Now 
But 
= G(-^) . 
/p 
E(b.,=K(.,lA,,P(A,,. <=2-<^2lV^<V 
P(A^) = 
R 
=l+=2 
f(b^fbg/s)db^dbgds 
=l+=2 
where 
f(b^,b2,s)=MsP"^exp{—~[c^(b^-B^) ^+0^ ^+ps^] }, 
2a 
E 
M = 
/C.C (-Eg) 2 
^ ^ 2a^ 
no^r(|) 
and R^ is the region defined by 
—"<b^<*f 
-«<b2<". 
and 
s > 
(bl-b2)/Cl=2 
ta/=l+=2 
SO that 
3P(Ao) 
3So 
°2 
^o 
2 f(b^/b2/S)db^db2ds 
C2E{(b2-62)|Ao}P(Ao) 
/c,c„ 
= -G' (T) — 
a/c^+c2 
13 
where T=t //p and G'(T) is the derivative of G(T) with respect 
to the non-centrality parameter X, i.e. 
G' (T)= -XG(T) + 
r(|)  2 gp+l(z)dz. 
Thus , 
E(b2lA„)P(A„)= - . 571^) ='m+S2G(T). 
Similarly, 
/ c. 
r 
E(bjA^)P(A^)= o G-m+S^Gm 
and 
E(b^lA^)P(A^)= - a 
so that 
Bias (b*)=E(b*)-g, 
=,(=,4-c,) G-m+Sid-GM) 
= - a _I2 G'(T) + G(T) . (9) 
c^tc^+cg) C1+C2 
As a partial check, when t^+«, G(T)=1, G'(T)=0 and 
Bias (b*) = 
°2<®2-8I' 
c, +c. 
'1 "2 
the bias for.the always pool case, and when t-»—«, G{T)=G'{T)=0 
and 
Bias (b*)=0, 
the bias for the never pool case. 
Case (2). In this situation, P(Ag)=P(t>-t^)=l-G(-T), and hence 
14 
E(bj^lA^)P(A^)= - „[-.^3-^G-(-T)4-B^(1-G(-T)), 
and 
E(bi|a^)P(A^)= o 
E(b2lAo)S(Ajj)= 0 
Cl(=l+=2)''''^^+SiG(-T), 
j-^i^jG'CTJ-CSjd-GC-I)). 
Thus, 
c_(S--B,) 
Bias(b**)= (l-G(-T))-a 
°1 °2 ci(c^+c2) 
G'(-T). (10) 
As a partial check we have that when G(-T) =G'(-T) =0 
and 
Bias(b**) = 
=l+=2 
the bias for the always pool case, and when t^+-«, 
G(-T)=l, G'(-T)=0, and 
Bias(b**)=0, 
the bias for the never pool case. 
Case (3). Here P(Ag)=P(-tQy2ltltgy2)=G(T)-G(-T) where 
T=ta/2//P' 
Hence , 
E(bj^|A^)P(Ag)= o 3-^|p^(G'(T)-G'(-T)) 
+ 6j^(G(T)-G(-T)) , 
E(b2|A^)P(A^)= -0 g ) (G' (T)-G' (-T))+B2(G(T)-G(-T)) , 
15 
and 
/ c 2 E(b^lA^)P(A^)= -a _^|^j(G'(T)-G'(-T)) 
X X 2 
+ 6i^l-G(T)+G(-T)) 
SO that 
/ c 
Bias(b***)= -a 
=].+=2 (G(T)-G(-T)). (11) 
As a partial check, when G(T)=1, G(-T)=G'(T) 
=G'(-T)=0 and 
Bias(b***) = 
=l+=2 
the bias for the always pool case, and when t^yg^O' G(T) 
=G(-T), G'(T)=G'(-T), and 
Bias(b***)=0, 
the bias for the never pool case. 
To evaluate Bias(b*), Bias(b**), and Bias(b***), numer­
ical integration on a computer may be used. 
2 It might be noted that if a were known we could set 
(bi-bj) •'=1=2 
O/C^+Cg 
and replace t by z in equations 5, 6, and 7 where now t^ is 
equal to the 100a% point of the normal distribution with mean 
zero and unit variance. In this situation we would have 
15 
(Bg-B.) 
Bias(b*) = -=—=—-— 0(3*)+ff 
^1^2 Ci(Ci+C2) 
4(B*) 
where 
(Bi-62) 
B* = t -
O/C^+Cg 
Bias(b**)-
=l+=2 (1—0(B**)) —0 Ci(Ci+C2) *(B**) 
where 
and 
(Bi-B?)/CiC_ 
B**= -t — 
^2 ^ ^2"^!^ 
Bias(b***)= c,+c (*(a%)-*(B**)) 
"1 "2 
y 
-o H^TSpsp- (MB*)-MB"), 
where 
= 'a/2-
(81-62) ''°1°2 
a/Ci+Oj 
= -V2  
(81-62)^=1=2 
°/=l+=2 
A u 
0 (A) = 
/2n 
dy , 
and 
4» (A) = e 
/2n 
"2 
It might be noted that the expression for Bias(b***) is 
analogous to that obtained by Kale and Bancroft (1967) for the 
17 
bias of an estimate of a population mean when two sample means 
from a discrete distribution may be pooled if the preliminary 
test of the equality of the two means is not significant. 
2 The variance, o , was assumed known. 
d. Mean square error of estimates 
Case (1). Since 
M.S.E.(b*)=E(b*2)-E(b*)^+Bias(b*)^, 
the only new calculation involved in evaluating the mean square 
2 
error of b* is to compute E(b* ). Now 
9 c^b^"i"C—b— « 
E (b*^) =E (b^ IA^) P (A^.)+E [ ( c^+C^ ) (Aq) . 
But 
3^P(AQ)  [ °1.^1 
^o ^ 
-] f(b^yb2,s)db^db2ds 
C ,  o A [ ( b , - 6 , ) ^ | a  1  
= t-4 + ^ 
a o 
= 3^G(^) 
33-
and 
=1=2 
a (c^+Cg) 
t 
.__c 
VF 
G" (—) 
G"(—) = (X^-l)G(-^)-2X 
/p /p 
/2r(£|i) 
r(|)  
a_ 
f/p 
2 gp+i(z)az 
18 
r(E±i)2 f/J 
2 Sp+z'ziaz 
SO that, if T = a 
/p 
c^c. 
E(VlV^'V==j_(c^f=,) ="«+(%; + 8i )=m 
+ ' 2a&, 
=l(=l+=2) G'(T). 
Similarly, 
E(b,^|A^)P(AJ= + +S/)G(T) 
-2a 6-
,2c.  
E(b^-lA^)P(A^)= - 5-(|-+2-)G" (?)+(§- +»! ) ll-G(T)) 
-2a S-
c^Cc^+c^) G'(T), 
and 
E(b3_b2|A^)P(A^)= -3^G"(T)+Bi82G(T)-c6^ 
19 
Thus, 
M.S.E.(b*)= G" (T)+-
+(5:75: - Ir (12) 
'1 "2 "-1 ^l'^2 
As a partial check, when t , 
M.S.E. (b*) = 
ci+c. 
+ [ 
C1+C2 
the mean square error for the always pool case, and when 
V-
M.S.E.(b*)= — , 
°1 
the variance for the never pool case. 
Case (2). Here 
P(AQ)=1-G(- % 
/p 
so that, if T = — , 
/p 
0^0. 
E(b, |A^)P(a^)= j-j^,G"(-T)-2<,e, G'(-T) 
+ (|- + 6,^) (l-G(-T)) , 
0^0, 
E(b 2 IV^'V '=2'=1+°2> C (-T1 
20 
+ iÇ + (l-G(-T)), 
®2 
a^c. y 
E(b, |Ai)P(Ai)= E-15-T5-T G"(-T)+2°Bl Ci(Ci+C2) <S' (-T) 
+ (^ + B,^)G(-T) , 
Cl 1 
and 
E(bib2lA^)P(AQ)= G"(-T)+B3_B2(1-G(-T)) 
+oe. 
C^tCi+Cg) C (T) 
Hence, 
M.S.E.(b**)= 
2 
2 2 c^(3„-Bi) « 
^'#1 '  W )') (1 -G( -T) ) .  (13 )  
As a partial check, when 
M.S.E.(b**)= 
,2 ,,=2<62-81',2 
•*"1 - J.„ 1 f 
°l+=2 =1+C2 
thi mean square error for the always pool case, and when t-*- -®, 
„2 
M.S.E.(b**)= — , 
°1 
the variance for the never pool case. 
Case (3). For this situation we have that 
21 
P(A^)=G(T)-G(-T) , where T = , 
/p 
and thus that 
2 o~c. 
E(b^ |A^)P(A^)= c^(C^;C^)(G"(T)-G"(-T)) 
+ (^ +3.^) (G(T)-G(-T)) 
Ci 1 
+ 2o6.  
Ci(c^+c2) (G-(T)-G'(-T)), 
E(b/lA^)P(Aj = 
O CafCi+Cg) (G"(T)-G"(-T)) 
+ (~ +B,^) (G(T)-G(-T)) 
°2 
- 2 a 3 -
C2{C^+C2) (C (T)-G' (-T)) , 
E(bi lAi)P(Ai)= - cifci+c,) (G"(T)-G"(-T)) 
+ (^ +6.2) (1-G(T)+G(-T)) 
Ci 1 
+ 2aB.  E^Ti^)(G'(T)-G'(-T)), 
J 
22 
and 2 
a 
E(b^b2lA^)P(A^)= (c^+;2) (G"(T)-G"(-T)) 
«2 9 
+ (^ +B, ) (G(T)-G(-T)) 
- 2O32 (G'(T)-G'(-T)) 
Hence, _ 
o^c,  2  
M.S.E.(b***)= - CitCi+Cg) (G"(T)-G"(-T)) + §-
2 2 c_(B_-B,) , 
+ (5-&- - 3" +( c +c ) (G(T)-G(-T)). (14) 
°i ®2 °i °r°2 
As a partial check, when 
fj2 ®2^^2"'^1^ 2 
„.S.E.(b*")= 3^+ , 
the mean square error for the always pool case, and when 
ta/?=0' 
2 
M.S.E.(b***)= — , 
°1 
the variance for the never pool case. 
To evaluate M.S.E.(b*), M.S.E.(b**), and M.S.E.(b***), 
numerical integration on a computer may be used. 
2 Here if o were known and we could set 
<"'°l+<=2 
and replace t by z in equations 5, 6, and 7 where now t^ equals 
23 
to the 100a% point of the normal distribution with mean zero 
and unit variance. We would then have 
2 2 C2(S^~Sn) 2 
M.S.E.(b*)= ^(l-${B*)) + (—^ +( % " ^ 
Ci C^+C2 c^+C2 
c.a^B* 
where 
( B n "" B ^  ) /c 1 c « 
B*=t —^ ^ , 
O/Cj^+Oj 
M.S.E.(b**)= ~ o(B**)+(—+ (-£_£-^)^) (1-*(B**)) 
°1 °r°2 ®1^2 
CUG^B** 
<j) (B**) 
C^(C^+C2) 
where 
(e,-B,) /c,c_ 
B**=-t — , 
' O/Ci+Oj 
and 
„2 
M.S.E. (b***)= |-(1-<1>(B*)+«(B**)) 
'1 
,2, 
+( =;+=; ' > 'B|) -» (Bf ) I 
O 
+ cilci+c,) 
where 
®2 = t./y 
O/C^+Cg 
24 
and 
( SI ~ 3 o ) 1 c » 
'1 "2 
It might be noted that the expression for M.S.E.(b***) 
is analogous to that obtained by Kale and Bancroft (1967) for 
the mean square error of an estimate of a population mean 
where two sample means from a discrete distribution may be 
pooled if the preliminary test of the equality of the two 
means is not significant. The variance, o , was assumed known, 
e. Test procedures for a regression coefficient We 
now give a test procedure to be used to test a hypothesis about 
the regression coefficient subsequent to a preliminary test 
that 6^=62* We will use the criterion given by equation 4 
for the preliminary test and we propose the following test 
procedures. 
Case (1). If we have a priori knowledge that then, 
(i) if tçt^, test the hypothesis S^=6 versus 
by applying the t test to the statistic 
. Î  •  ¥  
where 
z. = 
4 C1+C2 ' 
"1 = 
and t£ has n^+n2-4 degrees of freedom and significance level 
25 
a£ . (ii) if t>t^, test versus by applying the t test 
to the statistic 
b,-S 
t| = (15) 
where 
7^ 
^2 = 
°1 
and t| has n^+n2-4 degrees of freedom and significance level 
a?" 
Case (2). If we have a priori knowledge that BglGi then, 
(i) if t^-t^, test versus by applying the t test to the 
statistic 
=4-9 
tf* = -i— (16) 
i ni 
where t£* has n^+n2-4 degrees of freedom and significance level 
a?*, (ii) if t<-t test versus by applying the t test X CL O a 
to the statistic 
b, -6 
t|« = ^ (17) 
where t|* has n^+n2-4 degrees of freedom and significance level 
®2* ' 
Case (3). If there is no a priori knowledge regarding the 
relative magnitude of 3-j_ and then, (i) if 111 <_t^y2 test 
H versus H by applying the t test to the statistic 
Z4-6 
^1** ~ h^ (18) 
where t|** has n^+n2-4 degrees of freedom and significance level 
a***. (ii) if |t|>t^y2 test versus by applying the t test 
to the statistic 
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ku-G 
t*** = •—— (19) 
where t*** has degrees of freedom and significance 
level a%**. 
f. Power of test procedures The power of a test, 
against a particular alternative, is the probability that the 
test will reject the null hypothesis if the alternative is 
true. It is also defined as one minus the probability of 
committing a type II error where a type II error is the error 
commited by accepting a false hypothesis. We obtain the power 
P as the sum of two mutually exclusive components corresponding 
to the mutually exclusive alternatives given in each of the 
above three cases. Thus we have for case (1), 
Power=Pr(t<t and l t y l>t *)+Pr(t>t and l t * l>t 
— a ' 1'— a£ a ' 2'— a*' 
Now _ & 
f(b,,b_,s)= — s^ ^  exp{—^[c, (b,-6,)^ 
nc=r(E) 
+C2(b2-62)^+PS^]> 
so that if we make the transformation 
27 
and 
then 
2=S 
tz/c. 
^1 = 
t^Z 
+ — +B , 
^2 = 
tiZ tz/c. 
+B , 
/Oj^+02 /OjCOj^+Oj) 
and the Jacobian of our transformation is 
2 
J = 
•'<=1=2 
Thus the distribution function of (t,t,) is 
2a' 
na^rcf) 
z^^^exp{—^-Et^z^+t, ^z^ 
2a 
2/C1C2 tzfgg-Gi) 2t^z 
/C1+C2 /C1+C2 
(c^fg-g^i+CgtB-Bg)) 
+ c^^g-g^) ^+02(6-62) 
Similarly, if we make the transformation 
J .  ^ ibj-b;) 
s/c^+c2 
(b^-6) /c^ 
28 
and 
then 
z=s 
= 
/c. 
+ 
t_z tz/c,+c, 
^2 = -== :=^  + 3, 
/c^ •'Ci=2 
and 
J = 
z /c^+c2 
so that the distribution function of (tftg) is 
/c^na'^rcl) 
t^z^fc^+cg) 2t2Z 
+ ' (c, (B-6-, )+c_ (6-g^) ) 
/c^ ^ 
2tz/c_ (c,+c_ 2tt«z /c~(c,+c«) -, 
1—1—^ (6-B ) ^1 2 + c,(S-B,)^ 
2 c^ 11 
+ C2(B-32)^+pz^]}ûz. 
Thus, 
t -t 
Power = f^(t,t^)dt^dt + 
t r" a f^(t,t^)dt^dt 
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« c-1 ^ 
^2 fgttftaïdtgdt+l 
"a 
I fgttftgjdtgdt. (20) 
a  a :  
Similarly, for case (2), 
Power=Pr(t>-t^ and 
+Pr(t<-t^ and 
-t 
-t 
** 
1 f^ (t ,t^) dtj^dt+ 
-t 
fl(t,ti)dtidt 
a  a  ** 
-t 
a  
r-t 
** 
2 f2(t,t2)dt2dt+ 
—t '®® 
a  
fg(tftg)dtgdt. 
,  * *  
(21) 
and for case (3), 
Power=Pr(111 it^^2 11|**I 
+Pr(|t|>t^y2 
^a/2(~^a***  
-t 
a/2 
f, (t t- )dt-dt+ 
a/2  r"  
f, (t/t, )dt^dt 
-t ' t J- X 
a/2 a|** 
f'^a/2 -t a  *** 
2 f2(t/t2)dt2dt 
-t 
a/2 
f2 (t,t2) dt^dt 
a  *** 
-t 
*** 
2 f2(t,t2)dt2dt+ 
•a/2 a/2 a*** 
fgCtftgidtgdt. (22) 
To compute these power functions, numerical integration 
on a computer may be used. 
As a partial check, we have for case (1) that as t^^«. 
Power= 
f-t 
1 f^(t,t^)dt^dt+ 
—00 J t 
fl(t,ti)dtidt. 
a£ 
the power of the always pool procedure, and as 
Power= 
-t 
2 f2(t,t2)dt2dt+ f2(t,t2)dt2,dt. 
the power of the never pool procedure. Similarly, for case 
(2), we have that 
»oo f—t 
Power 
1 **• 
1 f^(t,tj^)dt^dt+ f^(t,t^)dtj,dt 
, ** 
as t^+«, the power of the always pool procedure, and that 
Power= 
-t 
** 
2 f2(t,t2)dt2dt+ f2(t,t2)dt2dt 
,** 
as the power of the never pool procedure. 
For case (3), 
fCO f - t  
Power= 
*** 
1 f^(t,t^)dt^dt+ fl(t,t^)dt^dt 
'a*** 
as t^y2^*' the power of the always pool procedure, and 
31 
Power= 
-t 
*** 
2 f2(t,t2)dt2dt+ fgftftgjdtgdt 
, * * *  
as t^y2=0f the power for the never pool procedure, 
2 Here, if a were known, then 
7 2^ exp{- "+02 (b2-S2) 1} 
2no 2a 
and if we set 
z= 
(bi-bj) 
and 
=1= 
C/Cl+C; 
=lbl+=2b2 
Ci+Cj - 6 
a/  /C1+C2 
then the Jacobian of the transformation is 
2 
J= 
and the joint distribution of z and is 
1 l r / _  v 2 . , _  1 2  
'1 
f^(z,z^)=^ exp{- :r[(z-%2^ +(=l"Wz. ) ] } 
where 
^z -
•^^1^2 ( ^2^ 
»/Cl+=2 
and 
c^(g^-g)+C2(62''2) 
0/C1+C2 
Similarly, if we let 
32 
z= 
and 
then 
^2 
J = 
(b^-g) /c^ 
=1^ 
and the joint distribution of z and z^ is 
"^^2 1 2 f^(^z,z^)= exp{- j[{z^-u ) 
^ ^ /c[ 2n 2 2 z^ 
/c. 
+ ( c,(=2-Uz.)-
where 
2 
"1 - "2 
Hence if we let 
Vl=:2-Wz. 
and 
^2 (z-w_) c, z' 
then the joint distribution of and is 
=KP<- ''l"''2'^l )' 
Thus in this situation we would.have for case (1), 
Power=4.(t -y ) (l+$(-t^-u )-^(t„*-u )) 
ct 6 ot^ z 2^  z 2^  
r^a|-z. 
f2(Vj^,v2)avj^av2 
33 
for case (2) , 
Power=(l-« {-t -y ) ) (1+0 (-t . .-y )-*(t, )) 
a z a£* z-j^ a£* 2^ 
f^CVj^.VjjdVj^dVa 
/Oi+Cj 
i-%-
f2(Vj^,V2)dVidV2, 
and for case (3), 
Power= (* (t^/2-vz)-*(-t^/2"^)(!+'&( 
))+ 
^l+=2 
^ Va'^z 
f 2 (v^ ,V2) dv^dv2 
'=S**'":2 
34 
ET-
£^lvyv^)dv^dv2 
Oj^+Oj 
where t , t , and t are the 100a%, 100a,% and 100a„% 
12 L z 
tabular points of the normal distribution with mean zero and 
unit variance. 
It might be noted that the expression for power in case 
(3) is analogous to that obtained by Kale and Bancroft (1967) 
for the power of the test of the hypothesis concerning the 
value of the population mean where two sample means from a 
discrete distribution may be pooled if the preliminary test 
of the equality of the two means is not significant. The 
2 
variance, a , was assumed known. 
As a partial check we have for case (1) that 
Power=l+o(-t )-$(t ) 
when t the power for the always pool case, and that 
Power=l+*(-t *-u_ ) 
®2 ^2 2 2 
when t the power for the never pool case. Similarly, 
for case (2), when t^+m 
35 
Power=l+*(-t **-% )-*(t **-w ), 
the power for the always pool case, and when t->—« 
Power=l+*(-t **-% )-*(t ), 
^2 ^2 ^2 ^2 
the power for the never pool case, and for case (3), when 
ta/2+" 
Power=l+*(-t ***-% )-*(t ***-w ), 
1 ^1 "l ^1 
the power for the always pool case, and when t^yg^O 
Power=l+*(-t )-*(t ***-% ), 
°2 ^2 ^2 ^2 
the power for the never pool case. 
3. Inferences about a_ 
a. Preliminary test criterion Assuming the same models 
as in the introduction to this chapter, where now x^=x2=x 
and 0^=32=3/ we have that if a^ and a^ are the separate least 
squares estimates of and respectively then (a^-a2) is 
normally distributed with mean (a.-a_) and variance 
so that 
{a,-a,)-(a,-a ) 
t= ^ (23) 
has a "Student's" t-distribution with n^+n2-4 degrees of free­
dom. Hence t may be used to test the hypothesis that 0^=82 
against Here the values of the intercepts are unknown 
and we are interested in making an inference about one of them 
• 
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after a preliminary test of significance when it is suspected 
that 0^=02" 
b. Estimation of Suppose now that we want to esti­
mate when ag is a doubtful estimate of We will consider 
the following three cases: 
Case (1) . There is a priori knowledge that (*2—°2' the 
estimator 
niai+n a 
= a^ if t>t^. (24) 
Case (2). There is a priori knowledge that Use the 
estimator 
a**= if t>-t 
*l+*2 - » 
= a^ if t<-t^. (25) 
Case (3). There is no a priori knowledge regarding the rela­
tive magnitude of and ag. Use the estimator 
^l^l"^^2^2 (26) 
c. Bias of estimates Using a procedure similar to 
that used to derive equation 9, we obtain for case (1) that 
n,(o,-a, ) 
E(a*)= % I ^ G(T)-a 
"^1 "2 
n 
ni{ni+n2) ^'(Ti+Oi 
and thus that 
37 
n_(a_-a,) 
Bias (a*) = 
n 
^ G'(T) (27) 
"itVa' 
where 
("l-C;)/niO; 
""'V^ 
and 
p=n^+n2-4. 
As a partial check we have that when t^+*, 
n , ( a  - a ^ )  
Bias (a*) = ^ ^ 
Hl+nj 
which is the bias for the always pool case, and when t^+-». 
Bias(a*)=0, 
which is the bias for the never pool case. 
For case (2) we have that 
n_(o_-ai) / n 
E(a**)= ^ (l-G(-T))-g 
*1 *2 
^ G'(-T)+o, 
ngfn^+ng) 1 
and hence that 
n_(a«-a,) 
Bias(a**)= ^(l-G(-T) )-(, 
^r^2 
As a partial check we have that 
n,(a,-a,) 
Bias (a**) = ^ ^ 
n 
^ G'(-T). (28) 
ni(ni+n2) 
"l+*2 
when t^^», the bias for the always pool case, and that 
Bias(a**)=0 
when t^-)--<», the bias for the never pool case. 
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For case (3) we obtain 
E(a***)= (G(T)-G(-T))-a 
/" n 
^ (G'(T)-G'(-T) )+o,. 
n^fn^+ng)^ 1' 
where 
T = , 
/ q  
and hence 
-oj 
Bias(a***)= ^ (G(T)=G(-T)) 
*1 *2 
- a  
^2 
•(G'(T)-G'(-T) ) . (29) 
Thus , 
n,(a--a ) 
Bias (a***) = ' 
"l+°2 
when t+«, the bias for the always pool case, and 
Bias(a***)=0 
when t^=0, the bias for the never pool case. 
d. Mean square error of estimates 
Case (1). Using a procedure similar to that used to that used 
to derive equation 12 we obtain that 
2 c^n, 
M.s.E.(a«)=-- EYTZTRgiG-m 
2 2 n-(ci^"~ot^) ~ 
+ ^ (30) 
where 
t 
T = ~ . 
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As a partial check we have that when tg**, 
g2 n^Cct^-cx,) _ 
' n,;n, ' ' 
the mean square error for the always pool case, and when 
t that 
M.S.E.(a*)= -— t 
^1 
the variance for the never pool case. 
Case (2). Here 
n^(n'+n^)G"(-T)+ ^  
cf2 q2 2 
+ ' njn/ ) ) . (31) 
and when 
the mean square error for the always pool case, and when 
t->-", 
„2 
M.S.E.(a**)= ^  , 
^1 
the variance for the never pool case. 
Case (3). For this situation we have that 
2n 2 
M.S.E.(a*")= - (G"(T)-G" (-?))+ 
2 ^2 n (a -a ) 
+ (G m-G (.?)), (32) 
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where 
T= 
/q 
and when t+", 
„.S.E.(a".)=^+ (_2_^)2, 
the mean square error for the always pool case, and when 
t=0, 
„2 
M.S.E.(a***)= — , 
^1 
the variance for the always pool case. 
e. Test procedures for Suppose now that we wish 
to test a hypothesis about the intercept subsequent to a 
preliminary test that Using the preliminary test 
criterion 
s/ni+nz 
we will derive expressions for the power of the following test 
procedures ; 
Case (1). (i) If t±t^, test the hypothesis o^=a versus 
by applying the t test to the statistic 
tj = (33) 
where 
, . "l®l+"2®2 
hi = ^  
and tj has significance level o^. 
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(il) If t>t , test H_ versus H by applying the t test to OL O a 
the statistic 
a -a 
^2 = -X-
where 
h„ = 
and t^ has significance level a*. 
Case (2). (i) If t^-t^, test versus by applying the 
t test to the statistic 
(35) 
where t|* has significance level a**. 
(ii) If t<-t^, test versus by applying the t test to 
the statistic 
ai-a 
t**= (36) 
where t** has significance level a**. 
Case (3). (i) If [tljt^yg' test versus by applying the 
. t test to the statistic 
where t£** has significance level a|**. 
(ii) If |t|>t^y2 test versus by applying the t test 
to the statistic 
a,—a 
where t*** has significance level a| ** 
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Suppose now that we wish to test a hypothesis about the 
intercept subsequent to a preliminary test that when 
2 
a is known. Using the preliminary test criterion 
o /n^^+n^ 
we will derive expressions for the power of the following test 
procedures : 
Case (1) . (i) If z<.t^, test the hypothesis H^:a^=a versus 
by applying the two sided normal test to the statistic 
•1 
where 
= 
and z| has significance level a^. 
(ii) If z>t t test H. versus H_ by applying the two sided 
cx o & 
normal test to the statistic 
where 
^2 
k,= -2-
and has significance level a|. 
Case (2) . (i) If z^t^, test versus by applying the two 
sided normal test to the statistic 
43 
2**= d-a 
k. 
where 2£* has significance level 
(ii) If z<-t^, test versus by applying the two sided 
normal test to the statistic 
z**= 
ai-a 
where z^* has significance level a**. 
Case (3). (i) If |z|<t. test H versus by applying the Ct/ 6 O a 
two sided normal test to the statistic 
where z|** has significance level a^**. 
(ii) If |z|>t^y2 test versus by applying the two sided 
normal test to the statistic 
a,-a 
=2** iC" 
where z|** has significance level a***. 
. 2  ,  f. Power of test procedures If a" is unknown, then 
using arguments similar to those given in section 2.f we obtain 
for case (1) , 
t -t 
Power= fl(t,ti)dt^dt+ 
t « 
a 
f^(t,t^)dt^dt 
-t 
2 fgftftgjdtgdtf fzftftgjdtzdt, (39) 
44 
for case (2), 
Power= 
-t 
-t 
** 
f to  
2 f3_(t,t^)dt^dt+ 
-t 
fl(t,ti)dtidt 
a a ** 
-t -t 
a ** 
2 fgftftgidtgdtt 
-t 
fgftftgidtgdt. 
[ * *  
(40) 
and for case (3), 
Power= 
^Oi/2 
-t 
a/2 
fl(t,ti)dtidt 
a/2 
-t 
a/2 ^a*** 
f^(t,t^)dt^dt 
o/2f a*** 
f g f t / t g i d t g d t  
-t 
a/2 
fgftftgidtgdt 
, * * *  
.00 
a/2 a*** 
fgCtftgïdtgdt 
00 «00 
±2(tftg)dtgdt 
a/2 a*** 
(41) 
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where 2(-&) 
E 
2a 
nci^r(|) 
exp{ ~[t^z^+t, ^2^ 
2^^ ^  
2/n^n2tz(a2-a^) 2t^z 
/nj^+n^ /n^+Hg 
(n^(a-a^)(a-02) ) 
and 
+ n^(a-a^)^+n2(0-02)^+pz^]}dz 
£2(t,t2)= 
/ni+nj (^) 2 
v^iio^r(|) 
zP+lexp(. 1 
t^z^(n.+n_) 2t_z 
+ + (n,(a-g.)+n^(g-g^)) 
n i  ^ ^ 1 1 2 2  
2tz/n_ (n.+n_) 
2tt_z /n_(n,+n_) , 00 
—: +n^(g-g^) +#2(0-82) +PZ ]}dz, n. 
2 . If a is known then we obtain for case (1) , 
Power=*(t -w )(l+*(-t *-w )-*(t )) 
1 1 1 
t —y 
n^ g 
2 2 f2(vj^,v2)dv^dv2 
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.00 
•t-W. ta*-Wz, 
a'^z 2 "2 
where 
^2(^1^2)= & =Ke(-
/n 
"2= 
oVn^+ng 
"'r 
Hi(Oi-a)+n,(Og-a) 
'"'"l+"2 
and 
"^2° 
(a^-a)/n^. 
Similarly, for case (2) we have that 
Power=(l-0(-t^-y^) ) (l+*(-t^**-%2^-$(t^**-P2^) ) 
/n^+n^ 
t -y 
n^^ a z f"t **-y 2 ^2 
f2(vj^,v2)av^dv2 
/n^+n^ 
t —y 
ni a z 
f2^Vi/V2)dVidV2/ 
and for case (3) that 
/ 
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P o w e r = ( * ( t ^ y 2 - % 2 ) ^  ( 1 + *  
/n^+n^ 
-*(to***-W ))+ 
1 n 
^0/2 
fjCVi.VjXJv^dVj 
/nj^+Oj 
»2 =2 
fjCVi.v^jdVidVj 
,*** —W 
-t_***-w 
f2(Vi,V2)dVidV2 
^a/2"*z 
f2(Vi,V2)dVj_dV2 . 
^ V2-'*z"'"r*"''^2 
4. Inferences about a line with £ and a considered jointly 
a. Preliminary test criterion Here we will assume 
that x^=x2=x. Now if a^yagfb^, and b^ are the least squares 
estimates of and respectively, then it is known 
from Chow (1960) the quantity 
' "r " 
°l+=2 
2v (42) 
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where 
(113^-2) s^^+(n2-2)s2^ 
has a non-central F-distribution with 2 and n^+n2-4 degrees 
of freedom and non-centrality parameter 
e= ^ ^  ^ _ +c ^ ^hen H is false. (43) 
2a^ *1**2 , 1 °2 o 
Hence F may be used to test the hypothesis 
0^=02 and 6^=62' 
i.e. F may be used to test the hypothesis that the two lines, 
considered in their entirety, are equal. 
b. Estimation of a regression line Suppose that we 
wish to estimate the regression line 
when it is suspected that the fitted line %2i"^2*^2(*2i"*) 
is an estimate of this line. The rule of procedure will be 
to use the estimator 
yi*=a +5(xj^j-x) if F^X 
=ai+bi(xij-x) if F>X (44) 
where 
=_ "iai+°2*2 
and X is the 100a% tabular value of the F-distribution with 
2 and n^+n2-4 degrees of freedom. 
49 
c. Bias of the estimate Let a Q signify the accep­
tance of and signify the rejection of Then 
E(yit)=E{ {a^+b^(x^j-x)) 1A^>P(A^) 
+E{(ï+B(x^j-x))|a Q}P(a^). 
Now n,+n,-6 , 
f(a^,a2,b^,b2,v)=Mv exp{- j[ — 
a 
_ v(n^+n2-4)^^ 
+ o O D Ô i f 
where 
n,+n2-4 
/n,n-c,c_ nT+n_-4 = 
M= ^ i ) ^ 
2 2 ma ) T{ ^  / ) 2o 
Thus 
P(Ao) = 
R 
f (a^ ,a2 ,b^,b2,v)da^da2db^db2dv 
where the region is given by 
—oo<a, <(* 
1 
—oo<a2<®» 
—oo<b^<<«> 
—m<b2<" 
and 
(a^-a2) n^^ ^ ^1^2 
V > 
*1+^2 Cj+Cg 
2X 
i.e. P(A^) is the probability that 
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2X ^ 2F(9) 
n^+n2-4 — n^+n2-4 
where F(0) has a non-central F-distribution with 2 and 
n^+ng"^ degrees of freedom and non-centrality parameter 0. 
Now 
8P(A^) 
3a„ 
^2 
2 ^ (a^fagfb^fbg/v)da^dagdb^dbgdv 
R o 
o 
= = g. (9) 59 
3a. (ni+nzl.J 9'(01' 
where 
so that 
2 n_ (a. —ci_) n.. n. 
Eta-lA )P(A )= ^  [-^P(A.) 2 g'(0)3 
° ° *2 0^ ° (n^+ngio^ 
(a,-a_)n. 
= °29'°'- "i+n; 
But 
g'(0)= -g(0)+p[;;-4^p.(9) 
=  6 ( 0 )  
where F'(0) has a non-central F-distribution with 4 and n^+n2-4 
degrees of freedom and non-centrality parameter 0. Thus, 
n.(a^-a,) 
E(a2|A„>P(A^)= *29(0)- " 
Similarly, 
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and 
Thus 
E(b, 
E(a^ 
E(b, 
Efa, 
E(b, 
(Bp-S, ) 
ci+c, '(G) ' 
A„)P(A^) =0.13(0)+ 6(0), 
v^'<v= 
Ai)P(Ai)=ai(l-g(G))_ 6(0), 
A^)P(A^) = B^(l-g(0))-
=2(82-81) 
C1+C2 
6(8). 
Bias (yi*)=E(y^%)-(o^+6^(x^j-x) ) 
) C-(B_""B'I) (x,."x) 
= [ \+n/ + c^+c, : (g(8)-«(0)). (45) 
As a partial check, when X=0, g(0)=ô(0)=O and 
Bias (y^^)=0, 
the bias for the never pool case, and as X-*"», g(0)=l, 6(0)=O, 
and 
n_(a,-a^) _ 0,(6,-6^) 
(yi!'= + (==13-=" c^c' ' 
'1 "2 
the bias for the always pool case. 
It might be noted that if n^=n2=n and the same set of 
n^ 2 ^2 — 2 
x's are used in both samples so that Z (x, -x) = Z (x_.-x) =k 
j=l j=l 2] 
then 
Bias (y^^) = (a2-a^+(S2-3i) (x^^-x) ] Ij 
where 
0 = ^  {n(a^-a2)^+k(6^-S2)^> 
(46) 
(47) 
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d. Mean square error of estimate We have, 
E (71*2) =E{ (x^j-x) ) ^ 1 A^>P (A^) 
+E{(:+5(y^j-x))^(A^}P(A^). 
But 
a^P(A ) r r  n n,2(a -a, )2  
~ [ =+ 1 ]f(a.,a_,bT,b_,v)da.da_db.db_dv 2  r - J -  ' 2  4  
n n,2E{(a -a,)2|A } 
= (- -I H- -i ' / °lP(Ao) 
a a  
n,g(0) n, , 2g(@) 
-2-2— +-I E(a 2|Aa)P(Ao)- ^ 
a 0  a  
2 
(n^+ng) 
. i!a(jL . °l"2 ^  [g'(8)+ g.(e)l 
302 (n^+Hg)0 (n^+Dg)a 
so that 2 
n n. n.. ( U'l "otn) 
Efa.^lA )P(A )= 2-_ 2ig'(0)+ 2 9"(0)] 
° ^2 (ni+n2)* {n^+n^)  
2 2 2 
n 2 g ( 0 )  a g  g ( 0 )  ^ ^ 1 ^ 2  « 2  ^ ° 2 " ° 1 ^  ^  ^  
+ — + ^ 4 }. 
a a (n^+n2)a 
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But 
g" (Q)= -g' (0)+h' (0) 
= -(-g(6)+h(0))-K-h(0)+P[j;-4^F»(O) 
= g(0) -2h(0)+r (0) 
= T (0) 
where F"(0) has a non-central F-distribution with 6 and n^+ng-A 
degrees of freedom and non-centrality parameter 0, Thus, 
2 , , 2 
n n» o n, n_ (ot. —ct - ) 
I V ^ ' V  n,(n,'n,) . ^2  ^  (n^+ngjo' 
2 _ 2n.a-(a--a-)Ô(0) 
+ ' njn, • 
Similarly, 2 2 
2 c^c c, Cp ( 81—Sp) 
.2 2, 2=162(62-8^)60) 
+ (%— +3-5 )g{0)-
®2 ^ °l"^°2 
"2"^ , , "i"2<''r°2'^ 
"'1 „2 (ni+n2) 0' 
2 ^ 2n_a,(a_-a,)6(0) 
+ (|^+.i')g(e)+ 
^2" , . °l°2'®l"®2' 
^ ( V 1 V ^ < V =  = . ( c . t c , )  .  2  - " ^ > 1  
11 2 (C^+Cg/O 
2 , 2o,6,(6,-6,)6(0) 
+ (^+6i")9(0)+ 
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2 ^ 2n,a^(a,-o^)6(0) 
+(|_ + „^2)(l-g(S),-
E(b ^|A )P(A )= - , 2 [-6(0)+ ^2 T(G)] 
i X 1 c^iCi+Cg) (Ci+Cg)^ 
_2 2c,B,(B,-B,)6(G) 
+(|Y +8i")(1-9(0))- W 
n_c_(aT-a ) (B^-B ) 
E(a,bjA^)P(A^)= . (0) 
^2^1 
+.^6^(l-g(G,)_;_%L_^ 
^2*1(82"*^ 
+ c^+c^ 
E(aj^a lA )P(A )= - ;j-^[-6(0)+ ^ TO)1 
^ ° ° *1**2 (n^+ng)* 
+*1*29(*)- a^+s;('2-*i)*(G)' 
E(b,bJa )P(A )= - —^[-6(0)+ t(G)] 
^ ^ ° ° °r®2 ( C i + C g ) ^ ^  
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tai6i3(0)4t 
c?*i(B,-Bi) 
+ ' =,.c, ]'(»)' 
"2®2'°2~°l' 
+'lB29(G) + [-%-G; 
12 
°l"l'®2"®l' 
O^+Cj •16(0) , 
E(a2bjA^)P(A^)= -
"lC2(°l-'2)(Sj-Sz) 
(n^+Rg)(c^+Cg) t ( 0 )  
and 
"l®l'°2"°l> 
^°2»lg'°'-' n^+n^ 
E(a,b2|A^)P(A^). T(e) 
n,Bo(a~-a,) 
H-a,B2g(el-t 
c,a- (6,-Bt ) 
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Hence, _ _ 
2 1 (Xi4-%) 
M.S.E.(y.f)=o^(^- + —il ) (l-g(Q)) 
n^ c. 
2 1 2 ^2 
^ =l+=2 'VV^ 
c,(x, .-ic) ^  
n«(ot„—ex. )  c^(3«~3- | )  (x ,  •—x)  -
+ [ njn, + ' i 'g'^' - <®) ) • 
(48) 
As a partial check, when ^=0, g(0)=6(0)=t(0)=0 and 
the variance for the never pool case-, and-as X->«», g(0)=l, 
ô ( 0 ) = t ( 0 ) = O, and ' _ _ 
o 1 (x,.-x) 
M . S . E .  ( y ^ , ) = a ' ( ^ + - i ^ )  •  
n-(a--a,) c,(B,-B,)(x,.-x) , 
the mean square error for the always pool case. 
Here if n^=n2=n and Cj^=C2=K then 
M.S.E. (y^t)=cy^(i + —i3_ )(l-g(0)) 
2 (x, .-x) 
+ §- (^ + —=4 ) (g(0)+6(0)) 
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+ [(a2-ai) + (62-Bi)(Xij-x)]2 . (49) 
e. Test procedure for a regression line We now give 
a test procedure to be used to test the hypothesis 
HQi  o^=o  and B^=B 
versus 
o^j^o or 
subsequent to a preliminary test that the two lines, considered 
in their entirety, are equal. We will use the criterion given 
in equation 42 for the preliminary test and we propose the 
following test procedure; 
(i) If F<^\, test versus by applying the F test to the 
statistic _ , 2 
(i-a) (n,+n,) + (S-6) (c,+c_) 
F*= ^ where, under (50) 
F* has a non-central F-distribution with 2 and n^+n2-4 
degrees of freedom and non-centrality parameter 
1 [n, (a -o)+n_(a -o)]2 [c, ( 6,-6)+c, (6,-8) ] ^ 
0*= 1 1^ ^  ^  } . (51) 
a a  
(ii) If F>X, test H versus H by applying the F test to the 
statistic , -
n, (a^-o) ^+Ci (b^-B)^ 
F**= -i— — (52) 
where F** has a non-central F-distribution with 2 and n^+n2-4 
degrees of freedom and non-centrality parameter 
1 n, (a--a)2 0,(63-6)2 
0**= y{-=—^ + ——5 } . (53) 
a 0  
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f, Power of test procedure By definition, the power 
of our test procedure is given by 
Power=Pr{F<X and F*>x*}+Pr{F>x and F**>X**} 
X* 
g^(F,F*)dF*dF+ g2(F,F**)dF**dF 
X** 
Now if 
=1= 
a /n^+n2 
/ni+n2(a-a) 
yr a 
=2= 
/CiCgCbi-bg) 
O/C^+Cg 
and 
^2= 
/Ci+C2(b-8) 
then x^fXg'Yi' and y^ are independent normal random variables 
with means 
a/n^+ng 
^12=-
( a^-o) +n2 ( o^-a) 
a /n^+n2 
*21= 
'%(8r«2' 
and 
%22-
c^(0^-e)+C2(82-3) 
o/c^+C2 
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respectively and with standard deviations equal to unity. 
Thus 
and 
? 2 
+*2 
2 2 XV=y^ fy^ 
have independent non-central chi-squared distributions with 
two degrees of freedom and non-centrality parameters 
^1^ 2^*11 +*21 ) 
and 
^2 2^*12 +*22 ) 
respectively. 
Now if V, S, and T are independent random variables such 
that V has a central chi-squared distribution with p degrees 
of freedom and S and T have non-central chi-squared distribu­
tions with q^ and q^ degrees of freedom and non-centrality 
parameters ^2 respectively, then the joint distribution 
of 
F,= 
S/q, 
and 
1 V/p 
T/q, 
2^~ WW 
is given by , 
r VqiQ, Vq,F Vq F 
g(F^,F2)= p2 p '-3> p 
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^ r(|) 
09 (YlY2SlS2FlF2) ^(2i+§+l)l(%+ ^ 5 =) 
[ E 
[(i!)2i+^r(i+l)]2 
i i p ' p ^1^1 "(i+j+'^Z) 
+2 ; : (ViF^)"(q2Y2P2):(i+i+^l)XM2^-^) ^ 
3=1+1 1=0 (ii) (ji)2^'*"^'^^r(i+i)r(j+i) 
2 
where f^(") is a central x ^ distribution and fgC") and 
2 2 f-(*) are non-central x _ (Yi) and x _ (Y,) distributions 
•3 9i ^ 92 
respectively. 
Thus the joint distribution of F and F* is 
. -(21+Ef2) 
„ 2. -(^1+^2^ " (X,X.FF*)^(2i+2+l) i (S+F+F*) % 
= (§)2 ^  5 [ z ^ 
r(|) i=o (il) 4 
i i p p -(i+]+2* ) 
" (X-F)^(X,F*) J(i+j+^l) l(^F+F*) ^ , 
+2 Z E — = J 
j=i+l i=0 (il)^(ji)^ 
where 
p=n^+n2-4. 
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Now if 
*1= 
^^1^2 (^ra2) 
Yi = 
a/n^+n^ 
/n^(a^-a) 
Xo = 
2 _____ 
a/c^+Cg 
and 
7?= 
"C-iCbi-B) 
then 
f ' '^2 '^2^ (Xi'Yi) f2 (^2 '^2^ 
where f^(x^,y^) is a bivariate normal distribution with mean 
ni+"2 
/n^(a^-a) 
"12 a 
and variance-covariance matrix 
1 p. 
%1= 
where 
"r 
"1 1 
n. 
"l+"2 ' 
and ^ bivariate normal distribution with mean 
62 
'21 
22 
and variance-covariance matrix 
where 
*2= 
C1+C2 • 
2  2 ,  Thus the characteristic function of (Xg^ ,y^ ) is 
it,x/^+it_x_^ 
^^(t^,t2)=E(e ^ ^  ) 
^ W +W 2) -1 
e 2(l-p^2) m 12 12 2(1-P^^) 
= e 
*^1-(l A^)(I-A2)-p^ 
^Ai(piyii-yi2) -(pii "2plWllWi2+%12 )+A2(Pl*12"*ll) ^ 
(1-A^)(l-Azi-Pi^A^Ag 
where A^=2it^ and A2=2it2. Similarly, the characteristic 
2 2 
function of (X2 1Y2 ^ is 
2,(*21 "2P2*21*22^*22 ^ —— 
2(l-p? ) 
*2(ti'y2)=-
2(1-P2<) 
(l-A^) (1-A2)-*P2 A^Ag 
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^^i(P2^21"^22^ "(*21 "2*2*21*22**22 ^"^^2 ^ ^2^22"^21 
(1-Aj,) (l-Agi-Pg^AiAg 
Thus the characteristic function of 
and 
IS 
*=*l^+X2^ 
*(ti,t2)=*i(ti,t2)*2(ti,t2) 
and hence by the inversion theorem for characteristic functions, 
the probability density function of (u,w) is 
, -it,u-it,w 
f(u,w)=E(^ e ) 
,09 ,« -it,u-it_w 
Now 
and 
F**= 
so that 
g2(F,F**)= ^ h(V)f (% ^^^)dV (51) 
0 
where pV p , 
2a r(H) 
The exact expression for ggCF,?**) will not be derived in this 
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thesis. 
5. Inferences about a multiple regression line 
a. Introduction Here we extend the previous results 
to multiple regression lines. That is, we now assume that the 
true models generating our two sets of data are 
m 
8ik==ikj+®ij ' %!' (52) 
where the e^j's are normally and independently distributed 
2 
with mean zero and identical variance a and the x., .'s are 
IKj 
given constants transformed so that they are all mutually 
orthogonal with mean zero and unit sum of squares. The s 
2 
and a are unknown constants. Thus the least squares estimates 
of the unknown parameters are now 
Sio=''io°yi' 
and 
"i 
Z XikjYij.' i=l,2; k=l,2,...,m . 
j=l 
b. Preliminary test criterion The orthogonality 
assumption plus the assumed distributional properties of the 
euj's are sufficient to insure that the least square estimates 
b^^'s, i=l,2; k=0,l,...,m, are independent normally distributed 
random variables distributed independently of the independent 
chi-squared random variables s^ , i=l,2. Thus the quantity 
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where _ _ 
(n^-m-1) s^ +(n2~m-l)s2 
^ n^+n2-2(m+1) ' 
has à non-central F-distribution with (m+1) and (n^+n2-2(m+1)) 
degrees of freedom and non-centrality parameter 
e= l{'°10'^2o'V2 + ? under H . . 
(ni+n2)o k=l 2o 
Hence F may be used to test the hypothesis 
HQ• ^lk~®21c' k^Oflf«*«fm, 
i.e. F may be used to test the hypothesis that the two lines, 
considered in their entirety, are equal. 
c. Estimation of a multiple regression line Suppose 
now that we wish to estimate the regression line 
m 
yii=*io+%fiGik*iki+Gii 
when it is suspected, though not with certainty, that the 
fitted line 
m 
is an estimate of this line. The rule of procedure will be 
to use the estimator 
m 
m 
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where 
b = "^^10**2^20 
o n^+ng 
b^= -^^2 ' k=l,2,...,m, 
and X is the L00a% tabular value of the F-distribution. 
d. Bias of the estimate Let signify the acceptance 
of and signify the rejection of Then clearly 
m 
E(y^^) lA^]P(A^) 
m 
m 
= B I A ^ ) P ( A ^ )  +  E  X i k j E < b i k | A i ) P ( A ^ )  
+5^ E (blO l^>  F (^20  IV  F 'Ao> 
1 m 
+ tE 1A^) P (A^) +E 1A^) P (A^) 1 
where 
P(Ao) = 
R. 
f (b^Q'^20 
Ir^l^^lO'^lO^ 
f(bl0'b20'' • • ^ 2 
a 
,"^(^20-620) ^ ^  (^iL2ikL)+ 2(i^2ir£2isl^) 
k=l k=l 0^ 
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a"  
q=n^+n2-2(m+1), 
H= 5 %  
r(2) 2a"^ 2:0^ 
and the region is given by 
~00 <b^j <00 f X~"l y 2 f ]""Ofly * # « f 
and 
V > ± ± Izi 
(m+1) X 
Now 
3P(Ab) 
3620 
[ "2^^20~620^ 
o 
"% 2 ^^^10'^20"**'^lm'^2m'^^ 
o 
abiodbzo-'-abimabamdV 
"^B[(b2Q-62o) 
2 
a 
= Ipl = -,. (e) (lîloZfâolVi, 
**20 (n^+nzio 
where 
g(0)=P[^ F<-^2i±|^]. 
4 — q 
But 
9 ' ( 0 ) = - g ( G ) + P F " ( 0 )  q — q 
=  - 6 ( 0 )  
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where F"(Q) has a non-central F-distribution with (iti+3) and 
q degrees of freedom and non-centrality parameter 0. Thus, 
(B,q—32Q) 
«(s)+62og(9). 
similarly, for k=l,2,...,m, 
^'b2klV^'V° 2 '(G)+*2k9(GI' 
E(bio|Ao)P(Ao)= - n^+n, S(G)+eio9(8), 
^lk''^2k 
B(bik|Ao)P(Ao)= - 2 5(0)+3ij^g(0) r 
rt"*3on) 
E(b^„|Ai)p(Ai)= «te)+eioCi-g(ei), 
and 
I ^lk"'^2k 
E(biklAi)P(Ai)= -^^2 6(0)+Gi%(l-9(Q)). 
Therefore, 
m 
Bias<yi5)=E(yi*)-6io\^^®lk''lkj 
= ;(e)+"2'*20'*10' g(e, 
nj^+nj n^+n^ 
- m , m 
2 .f,*lkj(Glk"*2k)*(G)* 2.^T*lkj(*2k"Glk)9(G) * 
(56) 
As a partial check, when X=0 then 
Bias (yi*)=0, 
the bias for the never pool case, and when X-*.» then 
Bias (71*)= + 2 j^^^*lkj^®2k"®lk^ ' 
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the bias for the always pool case. 
e. Mean square error of estimate By definition, 
M.S.E.(y^^)=E(y^^2)-E(y^|)^+Bias(y^|)^ 
where 
9 m _ 
E = B [ ) 2 1 P ( A , )  
_ m _ 
+E[(b^+^E^b^Xm) 2 l A o l P ( A o > .  
Now by using procedures similar to those used to derive 
equation 48 we obtain 
where 
T(0)=g(0)-2h(0)+r(0) , 
r(0)=P(5!i±i F'" (0) (m+l)X) ^ 
and F'" (0) has a non-central F-distribution with m+5 and q 
degrees of freedom and non-centrality parameter 0. 
As a partial check, when X=0, 
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2 1 ^ ") 
M.S.E.Cy ^•)=a (^ + 2 Xik4~)' 
^1 k=l 
the variance for the never pool case, and when X->~, 
2 1 1 ^ 2 ^2^^20""^1D^ 
M.S.E.(y,.)=o + I n'°n, 
f ^2k'°lk,2 
* k=l Ikj 2 ' ' 
the mean square error for the always pool case. 
D. Inferences about a and 
6 from more than Two Lines 
1. Inferences about a regression coefficient 
a. Preliminary test Here we consider the case where 
we have p independent samples from the models 
yij=ct^+B^(x^j-x^)+e^j, i=l,...,p; j=l,...,n^, (58) 
and we wish to test the group of least squares estimates 
(bi,b2/...,bp) for heterogeneity. To do this, compute for 
each of the p samples 
i o. 
and then 
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Now we can partition the variance within samples as follows: 
P O P _ n P n 
E 2 (Yi^-Yi) = E 2^[yi.-Y.-bi(x. .-x.)]^+ E (b.-b)^c. 
i=l j=l ^ i=l j=l 1] 1 1 1 i=l 1 ^ 
+b^ E c. 
i=l 1 
where the first term on the right hand side is the sum of 
P 
squares of E n.=N normally distributed variates with variance 
2 0 and mean zero so that it has a central chi-squared distri­
bution with N-2p degrees of freedom. Under the hypothesis 
•=6p=6 (59) 
the second term is the sum of squares of p normally distri-
2 buted variates with means zero and variance a so that it 
has a central chi-squared distribution with p-1 degrees of 
freedom. Finally, when 6=0, the final term has a central chi-
squared distribution with one degree of freedom. Thus to test 
the hypothesis we can form the variance ratio 
\ 1^1=1 3=1 
where in general F has a non-central F-distribution with p-1 
and N-2p degrees of freedom and non-centrality parameter 
1 P — 2  
0= 2 ^ , under H , (61) 
2a^ i=l 1 1 a 
where 
E c. 6. 
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b. Estimation of ^  regression coefficient Here we 
assume that we wish to estimate when b2,b2,...,bp are doubt­
ful estimates of 6^. The rule of procedure will be to use the 
estimate 
b=b if F<X 
— a 
=h^ if F>Xg (62) 
where is a constant determined from a F-distribution table 
with p-1 and N-2p degrees of freedom and the size of the pre­
liminary test a. 
c. Bias of estimate Let signify the acceptance of 
and signify the rejection of Then 
E (b) =E (b^ 1A^) P (A^) +E (b 1 AQ) P (A^) 
P Z C.E(b^lA^) 
=E (b^ 1A^) P (A^) 
where 
P 
c =  z  c  .  .  
i=l ^ 
Now 
f(b,,b„,,b ,V)db,db_...db dV 
o 
= g ( 0) 
where 
P _ _ 2 
z z [y.^-y.-b.(x..-X.)] 
V= ' N-2p^ 
and the region is given by 
-»<b^<oo i=l,2,...,p, 
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P _ 2  
E (b,-b)'o, 
^ ^  'Ip-d ' 
i.e. P(A^) is the probability that 
( 9 " ^ ) ^  ( P T l ) F  . 
N-2p - N-2p 
Hence, 
3P (A ) r  f  C .  (b. — p. )  
3g = J... J 2 f(bi,b2,...,bp,V)dbidb2...dbpdV 
C.E[(bi-6i)lAolP(A^) 
2 
a 
' 4 (Gi-e)g'(8) 
1 o 
so that 
E(b^|AQ)P(AQ) = g^g(0)+(6^-g)g' (e) . 
But 
g'0)=-g(e)+Pt[2^F-(6) 
= -6(0) 
where F'(0) has a non-central P-distribution with p+1 and N-2p 
degrees of freedom and non-centrality parameter 0. Thus, 
E (b^|Ag) P(Aq) =-(3^-î) 6 (0) +B^g(0) 
and, similarly, 
E (bj^ 1A^) P (A^) = ( 0^-B) 6 ( 0) +0^ ( 1-g ( 0) . 
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Hence, 
Bias (b) =E (Id )  -
= (g^-ë)6(Q) + (ë-Bi)g(Q). (63) 
As a partial check, when ^^=0, 6(0)=g(Q)=O and 
Bias (b)=0, 
the bias for the never pool case, and as 6(Q)=0, 
g(0)=l and 
Bias (b)=T-B^, 
the bias for the always pool case. 
d. Mean square error of estimate Clearly, 
E  ( b ^ )  = E  ( b 1  Aj ^ )  P  ( + E  1A ^ )  P  ( A j j )  .  
£ o.b. 
E (b^ IA^) P ( Ag) =E{ (ii-j—) ^|A^)P(AJ 
£. 1—X 
+2 E z c,c.E(b.b.lA.)P(A. )}. 
i=j+l i=l 1 ] 1 D' o o 
But 
2 _ , .  ,  _  2 , ,  .  t 2  3 P(A^) 
33 ^ 
c. c. (b.-g.) 
^ + — 4 3f(b3^,b^,...,b ,V) 
a a 1 o 
db,db^...db dV 12 p 
''i IA ] 
= {- ^  + J: ^ -)F(A^) 
a a 
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c. 2 
= ~ g(Q)+-^ E(b.^lAQ)P(A^) 
a CT 
9 0 0 
2C.-B. _ 
- \ •[g.g(Q)-(3.-S) 6(0) 3+ ^  2 9(G) 
a a 
= 3^9(8) 
= % [g'(Q) {i~)+^(B.-F)^g"(Q)]. 
Now 
g" ( 0) =g ( 0) -2h ( 0) +r ( 0) 
= t { 0 )  
where 
,3 (p-1)X 
and F"(0) has a non-central F-distribution with p+3 and N-2p 
degrees of freedom and non-centrality parameter 0. Therefore, 
2 
E (b^" I AQ) P (A^) = (§7 +S . ^) g ( 0) + [ -2 6^ ( g.-7) 16(0) 
+ (Sj_~S) ^t{0) . 
Similarly, 
2 
E(b^^lA^>P(A3_) = (|- +B^^) (l-g(0)) 
~[o^ -2g^(g^-g) ] 6 (0) -(g^-g) (0) . 
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Now 
a^p(Aj c.c. 
E[-(b,-B.)b.-8 .) |A^]P(A^) 
=^<E (b^bj |a^) P (Ag) -6 .E (bj lA^)P(A^) 
-B.E(b. lA^)P(A^)+B^a .P(AQ) } 
- 3^9(8) 
- 8B.B. 
= -V- 9'(G) 
a ^ CO 
so that 
E (b^bj |A^) P (AQ) = ( Q^-1) ( 8j- b) T ( 0) + Bj9 ( 0) 
2 
+ (f 2 B^Bj+B( Bi+6j) ) 6(0). 
Hence/ 
2 .1 p « 2 -
M.S .E. (S) = ~ (I-9 ( 0) ) +—?{ Z c . [ (^ +g. ) 9 ( 0) 
Ci i=l 1 1 
+ ( 0^ (^^) -2 ( 3 B) ) 6 ( 0) + ( Bi_~ B) ^ T ( 0) 3 
P P _ 
+2 E 2 c.c. [(b--b) (B-î'B) T(0)+Bi S-i9(0) j=i+l 1=1 1 J 1 J ^ J 
2 
+ (§ 2B^Bj+B (Bj_+Bj) ) 6 (0) ] } 
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-a^(^^)6(Q)+6i(6i-28)g(0) . (64) 
As a partial check, when X=0, 6(0)=g{0)=T{e)=0 and 
2 
M.S.E. (b)=— , 
°1 
the variance for the never pool case, and as X->~, 
g(0)=l, t(0)=6(0)=O, and 
2 
M.S.E.(b)=|- +(6-Bi)2, 
the mean square error for the always pool case. 
2. Inferences about o_ 
a. Preliminary test ' Here we consider the case where 
we have p independent samples from the models 
^ii"^i'*'^i(^ii'^i^' i=l/2,...,p; j=l,2,... ,n^, (65) 
and we wish to test the group of least squares estimates 
(^1/^2'""''^p) heterogeneity. Now 
P n. _ p n. _ _ 9 P _ 9 
i  I =  Z z^Ey^.-y.-b. ( x , . - x , ) ] z n. (a.-a)^ 
i=l j=l i=l j=l 13 1 1 i: 1 i=i 1 3. 
—2 ^ ^ — 2 —2 ^ fa"^ I n.+ E (b.-b) c.+b'' Z c. 
i=l ^ i=l ^ i=l 1 
where the first term on the right hand side is the sum of 
P 
squares of Z n.=N normally distributed variates with 
variance and mean zero so that it has a central chi-squared 
distribution with N-2p degrees of freedom. Under the hypothesis 
0^=02='..=0p=0 (66) 
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the second term is the sum of squares of p normally distri-
buted variates with means zero and variance a so that it has 
a central chi-squared distribution with p-1 degrees of freedom. 
When a=0, the third term has a central chi-squared distribution 
with one degree of freedom. Thus to test the hypothesis 
8^:0^=02=.''=Op=a we can form the variance ratio 
P _ 2 P n. __ _2 
£ n. (a. —a) z E [y• y• ""b. (x. .—x. ) ] 
where~F has a non-central F-distribution with p-1 and N-2p 
degrees of freedom and non-centrality parameter 
]_ P _ 2 
0- —J ^ n. (o.-a) , under # 
2a^ i=l ^ ^ a 
where 
P 
Z n. a. 
- i=l 1 1 
a= 
Z n. 
i=l ^ 
b. Estimation of Here we assume that we wish to 
estimate when a2iS.2' " ' are doubtful estimates of 
The rule of procedure will be to use the estimate 
â=â if F<X 
— a 
=a^ if F>X^ (68) 
where X is a constant determined from a F-distribution table 
a 
with p-1 and N-2p degrees of freedom and the size of the pre­
liminary test a. 
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c. Bias of estimate Let signify the acceptance of 
and signify the rejection of Then 
E(a) =E(a^| A^) P(A^) +E(a|A^) P (A^) 
P 
E n E(a. |A )P(A ) 
=E(a^^|A^)P(A^)+ izï 
and using procedures similar to those used to derive equation 
63 we obtain 
Bias(â)=E(â)-a^ 
= (aj_~a) 6 (0) + (a~02^) g ( 0) (69) 
where 
g ( 0 ) = p ( A ^ ) = p ( - ^ | ^  > .  
and F*(0) has a non-central F-distribution with p+i and 
N-2p degrees of freedom and non-centrality parameter 0. 
As a partial check, when X^=0/ g(0) = 6(0)=O, and 
Bias(a)=0, 
the bias for the never pool case, and as g(0)=l, 
0 ( 0) =0, and 
Bias(â)=â-a^, 
the bias for the always pool case. 
d. Mean square error of estimate By definition 
M.S.E. (â)=E(â^) -(E(â)) ^+(Bias(â) ) ^ 
so 
where 
E (â^) =E 1A^) P (A^) +E (1^ ( A^) P (A^) 
and using techniques similar to those used to derive equation 
64 we obtain 
M.S.E. (a)=^(l-g(0))+~ { Ï n.^[^+ a.^lg (0) 
^1 i=l ^ ^i ^ 
+ (0^ -2a . (a^-â) ) 6 (0) + (a .-â) (0) ] 
P P _ 
+2 E Z n.n . [ (o .-a) (a .-a) T (0)+a .o .g (0) 
j=i+l i=l 1 1 1 ] 
2 
+ (jj—2a^a j+a (a^-Oj) ) 5 (0) ] } 
-a^(|-~)ô(0)+ai(ai-2Ô)g(0) (70) 
where 
P 
N= En., 
i=l 1 
g(0)=P(AQ) , 
h ( 0 ) = P F ' ( G )  -  N - 2 p  ' where F'(0) has a non-
central F-distribution with p+1 and N-2p degrees of freedom 
and non-centrality parameter 0, 
o(0)=h(0)-g(0) , 
T (0) =g(0)-2h(0)+r (0) , 
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and 
R(0)=P[ |^  F" (0 )  <  (P-1) \ "^-_2p—]f where F"(0) has a non-
central P-distribution with p+3 and N-2p degrees of freedom 
As a partial check, when X =0, h(Q)=g(0)=T(Q)=5(0)=O and 
1 cx 
M.S.E.(a)— — f 
"l 
the variance for the never pool case, and as h(0)=g(0)=l 
t (0 )=6(0 )=O, and 
2  _  \ 2  
M.S.E.{a)=^!— + (a—' 
the mean square error for the always pool case. 
3. Inferences about a line with a_ and £ considered jointly 
a. Preliminary test criterion Here we consider the 
case where we have p independent samples from the models 
yij=ai+ B(xij-x)+eij, i=l,2,...,p; j=l,2,...,n^, 
and we wish to test if the lines, considered in their entirety 
are equal. Here we will assume that x^=x2=x for all i=l,2,... 
Thus we wish to test the hypothesis 
H^; a^=a and B^=3 for all i=l,2,...,p. 
Now we know from the previous two sections that 
and non-centrality parameter 0. 
2 
+Na^ + E c.(b.-b)2+cb 
i=l ^ ^ 
2, c2 
and that under H 
o 
82 
i=l 0^ 
and 
p c.(b.-b)^ 
i=l 
have independent central chi-squared distributions each with 
p-1 degrees of freedom. Thus to test we may form the 
variance ratio 
^ -, 2. ^ 2 ? ^ , 2 I n. (a.-a) + E c. (b.-b) Z I [y^ ^ -y,--b,-(x-^-x) ] 
= i=l i=l ^ ^ / i=l i=l ^3 ^ J- ^3 
(71) 
F= i—i =__= / 
2(p-1) / N-2p 
where F has a non-central F-distribution with 2(p-1) and 
N-2p degrees of freedom and non-centrality parameter 
1 P _ 2 P — 2 
0= —?[ E n. (a.-a) + E c. (b.-b) ] under H . (72) 
2a i=l ^ ^ i=l ^ ^ ^ 
b. Estimation of a regression line Here we assume 
that we wish to estimate the line 
when the lines 
are doubtful estimates of . The rule of procedure will be 
to use the estimate 
y^j=i+b(xj^j-x) if F^x^ 
=ai+bi(xij-x) if F>X^ 
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where is a constant determined from a F-distribution table 
with 2(p-1) and N-2p degrees of freedom and the size of the 
preliminary test a. 
c. Bias of estimate Let signify the acceptance 
of and signify the rejection of Then 
e { y - ] _ j ) = e {  [a^+b^{x^ j-x) ] 1a^>p ( a ^ ) +E{ ta+b(x^j-x) ] j a ^ > p ( a ^ )  
=e (aj_ 1a^) p (a^) + (x^j-x) e (b^ 1 aj_) p (a^) 
p n^E(a^lA^)P(A^) 
i=l N 
Now 
( x ,  . - x )  p  
P(AO) = 
c .:^c.E(bjA^)P(A^). 
f(a^*^2'* *•'^p'^1'^2'* *''^p 
da,da«..,da db,db_...db dV 12 p 1 2 p 
where 
f(a^,a2/...fapdb^fdbg,...db^dV) 
îi=2iE±iI p 
=MV ^ exp{- y[ z — 
^ i=l 
i=l 
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y"  
M= 
n n.c. 
i=l ^ ^  
(2na^)Pr(îi^) 
P n. 
-s ,2 
V= 
: s [y..-y.-b.(X..-x)] 
1=1 j=l 13 1 1 13 
N-2p 
and the region is given by 
-oo<a^<oo i=l,2,...fp, 
-o><b^<oo i=l,2,...,p, 
and 
V > 
P _ 2 P - 2 
I n. (a.-a)^+ I c, (b.-b) ^ 
i=l ^ ^ i=l ^ ^ 
N-2p 
i.e. Pis the probability that 
2(p-l)X 
a ^ 2(p-l)FO) 
N-2p — N-2p 
where F(0) has a non-central F-distribution wtih 2(p-l) and 
N-2p degrees of freedom and non-centrality parameter 0. Thus 
3P(A^) 
30j^ 
n^ (a^"~ci^) 
2 f * • * ' ' ^ 2 .  ' ^ 2 '  * * * '^p 
^o ° 
da,da-... da db,db«...db_dV 12 p 1 / p 
n^E[(a.-a.) |AQ]P(AQ) 
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n. 
= -y (a.-a)g' (0) 
a 
so that 
a  
But 
g'(0)= -g(0)+Pti^ F'(0) 1 %_2p °1 
= — 6 ( 0 )  
where F'(0) has a non-central f-distribution with 2p and 
N-2p degrees of freedom and non-centrality parameter 0. Thus, 
E(a^lA^)P(A^) =a^g(0)-(a^-â) 5(0) . 
Similarly, 
E(b. lAQ)P(AQ) = e^g(0)-(e.-î) 5(0) , 
E(a^ 1A^) P (A^) =a^ (1-g (0) ) + (a^-â) 5(0), 
and 
E(b^ 1A^) P (A^) =6^(1-9(0) ) + (0^-1) 5(0). 
Therefore, 
Bias (y^j) =E (y^j ) - (a^+S^ (x^^-x) ) 
= [(a-a^) + (B-g^) (x^j-x) ] (g(0)-5(0)). (73) 
As a partial check, when ^^^=0, g(0)=h(0)=O 
and Bias(y^j)=0, the bias for the never pool case, and 
as g(0)=l, 6(0)=O, and 
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Bias(y^j)=â-a^+(x^j-x) (F-g^) , 
the bias for the always pool case. 
d. Mean square error of estimate We have that 
E(yij^)=E{ [a^+bj, ]^1A^}P(A3_) 
+E{[a+b(Xij-x]2|AQ}P(AQ) 
=E (a^^ 1A^) P (A^) +2 (x^j-x) E (a^b^ | A^) P (A^) 
+ -X) (b^Z 1A^) P (A^) 
+E (a^ 1 AQ)  P  (A^) +2E (ab | A^) P (A^) (x^j -x) 
Now 
+E(b^lAQ)P(A^) (x^j-x)^. 
n 
•5 ^ i^i 
E(a^lA^)P(A^)=E[(^"^ ^  )^|AJP(A^) 
-, 2 
But 
3 
30^2 
= -?[!: n.^Eta 2|A )P(A ) 
NT i=l 1 i o o 
P P 
+2 Z E n.n.E(a.a.|A. )P(A^)] 
i=j+l j=l 1 ] 130 o 
2 /  , 2  
n. (a.-a.) n. 
^ [ -4 j] f (a^,a2,... ,ap,b^ 
o 
,bp,V)da^dag...da^db^dbg...db^dV 
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2 
a ~ g ( 0 )  
_ ^ 
3o^ 
2 
^•î __ 0 ^-î ^-î 
= -~ (ai-o)''g"(0)+-|(i~)g'(Q) 
a  a "  
so that 
2 
E(a.^|A^)P(A^) = (^ + a.2)g(0) 
+ [G^(^^)-2ai(ai-a)]6(0) + ( 0 i ^ - 0 i ) \ ( Q )  
since 
g"(0)=-g' (0)+h' (0) 
2^n-v.l\ 2 (p—1) ^ 
=-(-g(G)+h(G)) + (-h(0)+P[±lE^l)F"(0) < "] 
= X (0) 
where F"(0) has a non-central F-distribution with 2(p+l) and 
N-2p degrees of freedom and non-centrality parameter 0. 
Similarly, 
2 
E(b^2|AQ)P(A^) = (~ +6^^)g(0) 
+ [a^(|-^)-28i(B.-I)] 6(0) + (3j_-6)^T(0) , 
2 
E(ai2|A^)P(a^) = (2_ +0^2) (l-g(G)) 
)-2o^(a^-o)]5(0) - (a^-a)^T(0), 
(A^q'•• • ' • • • '"^B) J. 
Ap^qp*••tqp^ep•*•^sp 
H 
( ^ 9 - ^ q ) ( ? % _ ? % ) J  
t p g C g e  
(°v)dge 
'OSIV 
'(G)9((^9+t9)9+Cgtgz_ _§) + 
z 
(0 )  6^s "^9+ (0 )  1  (3 -  h  )  (9_"^9 )  = (°v) d  (°V 1 Cqtq) 3  
'AiaBTTUi-ps 
•  (0)9 (([o+to)s+[oTo2_ _^) + 
Z 
(0)6to?o+(0)i(2_^o) (2-'^o) = (°Y)d(°Y| Ms)a 
O S  
/N r , 
(G),5^-(G),,6(2-'*') (2-'")%^ = 
•u-u •u-u 
C T  
• n e - n e  
(0)£>^e 
(°Y)d[°v! ('*-'?) yV = 
^U"U 
AP^qP'••Zqptqp^ep'••(^^q,.•. 
'Zq'tq'de'''''Ze'te)i-r—4^——-—^— 
( B) (-G-'e) -u-u 
H !-ne Tne 
{°v)d^e 
AON 
•(0)1^(1-^9) - (0)9[(i-'^9)^g3-(~-|)^o]-
((0)6-1) (y^9+ -§) = (tY)d(tv|_tq)3 
^ Z c 
pus 
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=-^ E[(a.-a.) (b.-6j) |A^]P(AJ 
= 5^q(9) 
a6j3a^ 
n.c. _ _ 
= —4 («• ; " " )  (3^-3)g" (0)  
so that 
E( a ^ b j  i  AQ) P(AQ) =  ( a^-0') (6^-f ) t  {0)+a^Bjg(0) 
+(a^3+3ja-2o^3j)6( 0 ) .  
Similarly, 
E(a^b^ 1A^) P (A^) =-(a^-â) (3^-3) T (0) +a^b^(l-g (0) ) 
+ (2a^B^-a^S-S^a)6(0) . 
Thus, 
_ 2 
2 1 __ 2 
M.S.E. (yij)=cf (~ +—^ ) (l-g(0))-(cx^+B^(x^j-x))^g(0) 
-((a^-â) + (e^-$) (x^^-x))^T(0)-.a2(|-^|-|-)6(0) 
-2(a^+6^(x^j-x)y[(â-a^)+(î-e^)(x^^-x)]g(0) 
p 2 
{ Z n.2[(^ +ai^)g(0) + (a2(i-^)-2a (a -â))ô(0) 
îi 1=1 ^  ^i N 1. 1 
- 2 P P _ _ 
+ (a.-a) t(0)]+2 Z Z n. n. [ (a.- a )  ( a  .-a) t  (0)+ a. a  .g (0) 
1 i=j+l i=l 1 1 ^ 3 
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+ (^—2a^aj+a (a^-a^) ) 6 (0) ]} 
2(Xij-x) p 
+ ^ { 2 n^c^[(a^-a) (0) 
i=l 
+a^e^g(0) -(2a^3^-a^e-e^â) 6 (0) ] 
P P _ 
+2 2 E n.c.[(a.-a)(S .-3)t(0) 
i=j+l i=l 1 ^ ] 
+o^6jg(0)-(2a^Bj-a^0-Sja) 6(0)]} 
( x , . - x )  P 2 _2 2 
+-^ { Z c.^[(2_ +6 ^)g(0) 
i=l 1 1 
+ (<^^(^^)-2B. (6.-B))6(0) + (e -B)2t(0)) 
^  X X  X  
p p _ 
+2 Z Z c . c .  [(e.-g) (e.-B)T(0)+B.B.g(0) 
i=j+i i=i 1 1 ^ ] 
_2 
+ (— -23iBj + 3(S^+8j)) 6(0)]}. (74) 
As a partial check, when ^a=0, g(0)=6(0)=t(0)=0 and 
^•S-E.(yij)=a (^4- -11^), 
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the variance for the never pool case, and when g(G)=l, 
t ( Q ) = ô ( Q ) = 0  and _ ^ 
M.S.E.(y^j)=a^(| + -111^1-) +[â-a^+(B-B^) 
the mean square error for the always pool case. 
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II. A STATISTICAL OUTLIER 
METHODOLOGY FOR LINES 
A. Introduction 
The problem of outlying observations in the univariate 
case "has long been the object of considerable investigation -
and numerous criteria for the rejection of outliers have been 
proposed and discussed during the past one hundred years. The 
differences between these various approaches to the problem 
of outlying observations has depended in part upon the reason 
for the test. Most tests for the presence of outlying ob­
servations have one of the following two aims; 
1. to identify possible outliers in order to investigate 
the conditions which may have led to these extreme 
observations; 
2. to reject from the sample very likely aberrant 
observations or to Winsorize, i.e. to replace the 
value of a suspected outlying observation by the 
value of the nearest nonoutlying observation, prior 
to estimation of population parameters or to test a 
hypothesis. 
If the second reason is the aim of the experiment, then 
the outlier test is made to determine which sample values should 
be used to make these subsequent population inferences and thus 
this outlier test should be taken into account when making sub­
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sequent inferences. Since an experimenter is usually inter­
ested in making inferences from a sample about the population 
from which it was generated, we feel that he would generally 
be concerned with the second aim, and thus we will look mainly 
at this approach to the problem. Hence, if we wish to estimate 
a population parameter, we will not only be interested in the 
test for an outlying observation but also in the bias and 
mean square error of the estimate after taking proper account 
of the use of the outlier test. Similarly, if the sample 
data is to be used to test some hypothesis about a population 
parameter subsequent to an outlier test, we will be interested 
not only in the criterion for the outlier test but also in 
the size and power of the subsequent test of hypothesis taking 
into account the effect of the outlier test. Thus we will 
consider the outlier test as a preliminary test and the follow­
ing discussion will be expressed in terms of the theory of 
incompletely specified models. We will be concerned only with 
the effect that the rejection of an outlier has on subsequent 
inferences and we will not investigate Winsorization. A review 
of the literature on outlier tests appears in section B. 
In considering an outlier methodology for lines, we 
discuss first the problem of slope outliers. This would find 
applications where it is sometimes necessary to know whether 
several regression lines obtained from scientific experiments 
are parallel. For example, in both multiple parallel line 
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biological assays and the usual kind of covariance analysis 
it is assumed that the slopes of the regression lines are the 
same. Next we consider line outlier theory with both the 
slope and intercept considered jointly. This would be of 
value when a scientist would want to obtain an estimate of a 
single population regression line by combining the results 
of. several experiments. Methods are given which can be used 
when no additional information is available about the popu­
lation other than the sample data, and methods to be employed 
when some a priori information is available. 
B. Review of Literature 
The first attempt at a rejection criterion based on some 
sort of probability reasoning was that of Peirce (1852). If 
N is the total number of observations to be rejected then in 
order to reject the N observations he stated that the 
criterion _ 
, N(k^-l) 
{Ç-) e ^ [Y(k)]K<yK(l-y)*' 
must be satisfied where a is the standard deviation of the 
complete system, a' is the standard deviation of the retained 
system, n' is the number of observations to be retained, y is 
the probability that a disturbing influence caused such an 
unusual observation that it is rejected, and 
2 
CO X 
e"57 dx . 
ka 
Y(k)= —-
/2n, 
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Chauvenet (1876) gave a similar rule based on a similar 
argument saying that for a sample of size n, observations 
that are numerically greater than ka, where k is determined 
so that ^ 
e ^  dx = , 
/2na 
should be rejected. 
Stone (1867) proposed rejecting all observations for 
which the deviations are greater in absolute value than ka 
where 
X 
00 — 
k/ - " 
2°^ dx = i . 
J 
Wright (1884) in studying the problem of outliers in 
astromonical observations suggests rejecting any observation 
whose residual is greater in magnitude than five times the 
probable error. 
Stewart (1920) pointed out that Peirce's criterion was 
incorrect for N>1. 
Irwin (1925) proposed a rejection criterion based on 
the statistic 
X  =  — k + 1 )  (n k) there are k large outliers 
=  — i f  t h e r e  a r e  k  s m a l l  o u t l i e r s  0 
where are the order statistics for x^,...,x^. 
He presented tables for P^(X), the probability that the first 
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and second observations from either end should differ by more 
than X times the standard deviation of the population, and 
for the same function for the second and third ob­
servations from either end. 
Tippett (1925) investigated the use of the range for the 
detection of outlying observations using the statistic 
a a 
Pearson (1932) constructed a table of percentage limits for 
this statistic for samples from a normal population. 
McKay (19^5) suggested using the statistic 
X, \ -X 
u = ^ if the largest observation is suspect 
x-x. i .  
=  — i f  t h e  s m a l l e s t  o b s e r v a t i o n  i s  s u s p e c t ,  
Nair (1948) published the first tables of the upper percentile 
points of u and in Nair (1952) he expanded these tables. 
David (1956) corrected and further expanded Nair's 1952 
tables. Pillai and Tienzo (1959) and Pillai (1959) developed 
tables to cover small degree of freedom situations. 
Thompson (1935) suggested a test criterion based on the 
statistic _ 
x.-x 
•^i = — 
2 
where x^ is an arbitrary observation and s is the sample 
variance. He proposed that for a given a, values of x^ for 
which |t . 1 > t  should be rejected where t  is chosen such that 
' x' a a 
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for any i, P(jT^j>t^)=a. Pearson and Chandra Sekar (1936) 
pointed out that Thompson's criterion is effective only when 
there is a single outlier. 
Baker (1945) suggested the use of the ratio w / s ,  where 
as a means of detecting lack of homogeneity, and 
showed by an artificial sampling experiment that the distri­
bution of this ratio might be expected to change considerably 
with the form of the parent population. 
Nair (1948) investigated McKay's u statistic for the 
situation in which a is unknown but where an independent 
estimate s^, where v is the degrees of freedom, of a exists. 
Thus he considered the statistic t^=(x^^j-x)/Sy, or 
t^=(x-x^j)/s^, and gave percentage points for the distribu­
tion of t . 
n 
Tukey (1949) showed that 
V=(t^-.5)/(.75+3v"^) if n=3 
= (t^-1.2 log^^n)/•(.75+3v ^) if n>3 
may be treated as a unit normal deviate and hence that we can 
use V as a simple approximation to Nair's statistic t^. 
2 2 Grubbs (1950) proposed using the statistic /S to 
2 detect an outlier where is the sum of squares of the n-1 
2 
observations with the suspected outlier omitted and S is 
the sum of squares of the n observations. To test if the two 
largest, or two smallest, observations are outliers, the 
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2 2 9 
statistic proposed is S^_^/S where is the sum of squares 
of the n-2 observations with the two suspected aberrant values 
omitted. He derived the distribution of this statistic and 
gave its percentage points, the left hand tail being the 
critical region. 
Dixon (1950) suggested that a ratio of ranges and sub­
ranges be used as a criterion for the rejection of outlying 
observations. The criteria suggested depended on the size of 
the sample and are as follows ; 
(1) if n=3 to 7 
^ *(2) *(1) 
*(n)"*(l) 
if the smallest observation is suspect 
^ X(n-l)"X(n) 
*(l)"*(n) 
if the largest observation is suspect 
(2) if n=8 to 10 
r = *(2)"*(1) 
X(n-l)"*(l) 
if the smallest observation is 
suspect 
= *(n-l)"X(n) 
*(2)"*(n) 
if the largest observation is suspect 
(3) if n=ll to 13 
r 
"(n-l) ^(1) suspect 
if the smallest observation is 
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= if the largest observation is suspect 
(4) if n=14 to 30 
^ f 3) n ) 
r _ _  =  ^ —  if  t h e  s m a l l e s t  o b s e r v a t i o n  i s  
(n-2) - (1) suspect 
% f ^ ^ ""X f tl ^  
= =- if the largest observation is suspect. 
*(3)"*(n) 
Critical values for the test statistics are given by Dixon and 
Massey (1951). 
Dixon (1953) recommended the statistic (n)(1)^ 
as a suitable criterion to test for one extreme at either end 
and Pearson and Hartley (1943) prepared tables giving its 
percentage points. 
David, Hartley, and Pearson (1954) studied the range of 
the sample divided by the standard deviation of the sample, 
i.e. (x-x^^J)/s, and tabled its upper percentile points. 
Thomson (1955) gave the upper and lower bounds on the possible 
values that this statistic can achieve, and Pearson and 
Stephens (1964) revised and extended the original tables. 
Halperin, et (1955) investigated the use of the 
statistic 
max{ (x-x^j ) , (X(^j -x) } 
for two sided testing and extensively tabulated its critical 
points. 
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Quesenberry and David (1961) studied the statistics 
b= 
s 
and _ _ 
S 
where , = ?-
(n-1)s +VS 
® " n+v-1 ' 
•J 
and s" is the sample variance, b is used to test if the 
largest observation is an outlier while b* is used to inspect 
both tails of the sample. 
Bliss, Cochran and Tukey (1956) propose a rejection rule 
intended for data consisting of equal-sized sets of replicate 
measurements, the several sets possibly varying in their means 
but all being samples from populations with the same variance. 
For each set of measurements the range is computed. Then the 
statistic used is the maximum range divided by the sum of 
all the ranges. The .05 percentage points for the distribu­
tion are given and if the sample value exceeds this, then the 
set represented by this largest range is assumed to contain 
an aberrant observation which is then identified by inspection 
and rejected. 
Tetreault (1955), and Tetreault and Bancroft (1956), con­
sider the estimation of, and the test of hypothesis about, a 
population mean subsequent to a preliminary test for an out­
lying observation. They propose as a preliminary outlier test 
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the statistic 
/n 
where is the mean of the n-1 observations remaining after 
the removal of and s^ is the sample standard deviation 
of this trimmed sample. Based upon certain assumptions, they 
derive expressions for the bias and mean square error of sub­
sequent estimates of the mean, and the power of subsequent 
tests of hypothesis about the value of the population mean. 
Historical surveys dealing with the history of rejection 
of univariate outliers appear in Anscombe (1960), Rider (1933), 
and Miller (1965). 
All of the papers mentioned so far deal with the problem 
of testing for outlying observations in a saraple from a one-
dimentional normal distribution. Some of the work done on 
outliers in. the multivariate situation will now be discussed. 
Siotani (1959) discusses the extreme value of the general­
ized distance, from the origin and the sample mean, of n points 
in a p-variate normal sample for the cases where the variance 
is known and where the variance is unknown. If 
y^=(y^^,y2i,'../ypi), i=l,2,...,N, are N p-variate vectors with 
2 
mean vector p' = (^^,^2'• • •'i^p) and variance a A, then the 
generalized distance of y^ from the mean is defined as 
Xi^= 'A"^(y^-;) . 
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If A is unknown let S be an unbiased estimate of A, based on 
V degrees of freedom, which is statistically independent of 
Then the studentized form of the generalized distance 
i s  
Ti^ = 
a** 
Siotani investigates the statistics 
and 
Tmax=max {T^}. 
The exact distributions of these statistics are not derived 
but approximate upper percentage points are given. 
Wilks (1963) considers the problem of testing for sets 
of t outliers in a sample of size n from a k-dimentional 
normal distribution with unknown parameters. His test cri­
terion is 
r. = min {R_ _} 
1 t 
where 
n ^t '^ijl ^ 1 
1 a. . 1 is the internal scatter of the n-t points re-
maining in the sample after deletion of the points 
(x^ç ,...,Xj^ç ), and |a^j| is the internal 
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scatter of the entire sample. The problem is considered 
in detail for t=l,2,3,4, with upper bounds given for 
P(r^<r) and P(r^<r). 
Tetrault (1965), in discussing line outlier theory with 
the slope and intercept considered jointly, expresses Wilk's 
and Siotani's statistics in terms of the least squares esti­
mates of the slopes and intercepts and presents a statistic 
based on the ratio of the square of the maximum distance in 
two dimensions between the mean point of the slopes and inter­
cepts and the individual intercept and slope points, and the 
sum of squares of all the distances. 
As mentioned in the introduction to this chapter, an 
alternative procedure to that of trimming a sample is that of 
replacing the value of an apparent aberrant observation by 
the value of the next smallest, or largest, observation. This 
procedure has been called Winsorization in honour of Charles 
P. Winsor who actively sponsored its use in actual data 
analysis. 
Dixon (1957, 1960) showed that for normal samples, 
Winsorized means are more stable than trimmed means and that 
when symmetrical Winsorizing is maintained, the efficiencies 
of Winsorized means are scarcely distinguishable from those of 
the best linear estimators. He also showed that Winsorized 
estimators of the standard deviations have an efficiency of .94 
or greater when compared with the best linear systematic 
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statistics. 
Tukey and McLaughlin (1963) investigate modifications 
of Student's t statistic for use in hypothesis testing using 
trimmed and Winsorized samples. They propose the use of the 
statistic 
S = 3 
g 
h(h-l) 
where y^ is the mean of the sample with g observations 
g 
trimmed off each tail, M is a contemplated value for the 
center of the distribution samples, h=n-2g, and 
SSD„ = £(y.-y„ )2 
g g 
where the sum is taken over the values of the Winsorized 
sample with g observations Winsorized at each tail and y^^^ 
g 
is the mean of this Winsorized sample. The authors state 
that although preliminary analysis had suggested a moderately 
broad scope for the Winsorized mean that they now feel that 
the trimmed mean is likely to be more widely useful than had 
been supposed. For approximate percentage points of the dis­
tribution of t_ , the authors show that we may refer to a 
g 
table of Student's t with h-1 degrees of freedom. 
Guttman and Smith (1966a) give a historical sketch of the 
problem of outliers and present possible estimation rules that 
2 
might be used to estimate the mean u and the variance o , of a 
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normal distribution, from a random sample of size n when one 
of the observations may be from a normal distribution with 
0 2 
mean u+aa" and variance a or from a normal distribution with 
2 
mean \x and variance (l+b)a . The various rules are; 
9 
Case (1). Estimation of u when a" is known. 
(i). Anscombe's rule 
y if l<ca and [ <ca 
?(!) if and 
?(n) " l = (n)l>|:(l)U 
(ii). Winsorization rule 
= 
y if tZ(^)|<co and lZ(n)(<CG 
y(n-l,n) " I:(n)lï=° ^ (n) I ' '^ (1) 
(iii). Semiwinsorization rule 
= 
y if |Z(i^|<co and lz^^^l<ca 
y(ca,l) " 1^(1) Ii" ^"<5 I:(l, l'l = (n, 
y(c,,n) " 
where 
: ( i )=y( i ) -y  
n 
y(i)= 5^1 [ 
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n 
y(i,ki= 
and 
y (CO,a) = ït(''-i>y(n)+y+=''i 
2 Case (2). Estimation of y when a is unknown. 
/ 
In this situation replace o by v= 
in the above estimators. 
2 Case (3). Estimation of a when y is known. 
(i). Anscombe's rule 
2 . 
n 
Ds^ if (y^j-y)^<Ks^ and (y -y) ^<Ks^ 
Ds 
2 . 
(1) if (7(1)-%) iKs and (Yq^-w) > (Y (1) (n) 
DS(n)^ " and (y(„)(yji, 
(ii). Winsorization rule 
W 
Ds^ if (y^x-y)^<Ks^ and (y -y ) ^<Ks^ 
^ ^ 2 2 
D max{S,2,i),S(n,i,)if (?(!,-*) iKs 
and (y(i)-i*) "(yfn)""' 
and <y(n)"''' '(yd)""' 
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(iii). SGmiwinsorization rule 
Ds" if (y -]i) ^ <Ks' and (y -u) ^<Ks' 
^[(n-l)s.3_^+Ks^] if (y -u)\ks^ 
and (y(i)-u) >(y(%)"%) 
H^(n-l)S(n^+Ks2] if (y-y) 
and (y(n)-;)~>(y(i)-;)^ 
where, for a given K, D is determined so that v/hen all the 
observations are from a normal distribution with mean u and 
variance the estimators are unbiased, 
2 1 n ? 
^ i=l ^ 
n 
(i) = -(?(!)-wi 1' 
and 
2 Case (4). Estimation of a when u is unknown. 
In this situation, in the estimators given for case (3), 
replace 
(y(iN-p) by , (i) 
s^ by v^. 
s,. 
2 1 n 2 2 ,  
(i) V(i)= -"i ' 
and 
j=l 
2 1 n 
(j,k) ^(j,k)= 
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"y( j,k) k))~] ' 
In Guttman and Smith (1966b) the authors compare the three 
estimators defined for case (1) in their (1966a) paper. The 
two measures used to compare the estimators are; 
(1) . 
Premium (p)= ^^en all the observations are 
v(y) N(u,o2) 
the fractional increase in the variance 
_ due to the use of a rejection rule in­
stead of the usual estimator when no 
spurious observation is present. 
Protection (v) when a spurious obser-
E(y-y) vation is present 
the fractional reduction in mean square 
_ error due to the use of a rejection rule 
instead of the usual estimator when a 
spurious observation is present 
When n=3/ exact expressions are given for 
(1). The rejection boundary C for a given premium. 
(2). The protection for a given premium and value of "a". 
(3). The protection for a given premium and value of "b". 
For values of n=4,6,8, and 10, Monte Carlo techniques are used 
to obtain approximate values of the above three quantities. The 
conclusions drawn are that is best for small biases, for 
moderate biases, and for large biases. 
In Guttman and Smith (19S6c) the authors compare the three 
estimates defined under case (3) in Guttman and Smith (19 66a). 
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Exact expressions are given for the premium of 5^^, 
and and the protection of and 5^^ for odd values of 
n^3/ and the protection of when n=3. Tables are given 
for 
A A ^ (1). The rejections constants D and L of ô â , and 
for various premium values and odd values of n^3. 
^ 2 (2) . The protection of for n=3 and various values 
of "a", "b", and premiums. 
^ 2 ^ 2 (3). The protection of and for some odd values 
of n^3 and various values of "a", "b", and premiums. 
^ 2 The conclusions are that provides the best protection for 
small biases while is best for large biases. 
In Guttman and Smith (1966d) the authors investigate the 
estimation rules for cases (2) and (3) as defined above in 
Guttman and Smith (1966a). The investigation is limited to 
n=3 with tables given for 
(1). The values of the rejection constant C in the esti­
mation of y for given premiums. 
(2). The values of the rejection constants D and K in 
2 the estimation of a for given premiums. 
(3) . The values of the protections of ^s 
for various values of "a", "b", and premiums. 
(4). The values of the protections of 5^^, and â 
for various values of "a","b", and premiums. 
For a sample of size n=3, none of these estimation rules perform 
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very well although the semiwinsorization rule is much better 
than either Anscombe's rule or the Winsorization rule. 
C. Inferences about the Slope and Intercept 
Subsequent to a Preliminary Outlier Test 
1. Introduction 
In this section we wish to construct an outlier methodology 
for slopes and intercepts. Thus, in terms of lines, we will 
here say that a line y=a+3(x-x) is an outlier if one of the 
following situations occurs : 
(i) the slope S is an outlier, whatever the intercept; 
(ii) the intercept a is an outlier, whatever the slope. 
Here we will have N sets of observations, the ith set 
consisting of the n. pairs (x..,y..), j=l,2,...,n.; 1 ij ij 1. 
i=l,2,...,N, where the x^^ are known variables and the y^j 
are random variables normally and independently distributed 
— 2 
about their means, u^=a^+g^(x^j-x), with common variance a . 
2 We will again use the least squares estimates (a^,b^,s^ ) of 
2 ) in fitting each of the N lines. 
2. Inferences for a regression coefficient 
a. Introduction We will now consider the problem in 
which the values of the regression coefficients are unknown 
and we are interested in making an inference about them after a 
preliminary test of significance. Thus we will wish to test 
an hypothesis about, or estimate, g where 3^=6, 1=1,...,%; i^g. 
Ill 
and it is suspected that 3-'= 3- That is, i=l,...,K; 
ifj, is a random sample from a normal population with mean B 
and variance G~/c^ and bj is normal with mean e' and variance 
0^/Cj, i.e. bj is a suspected slope outlier. 
b. Estimation assuming available a priori information 
sufficient to identify a suspected slope outlier Here 
we envisage a situation in which the scientist has available 
a priori information such that he is able to say in advance 
that bj is a suspected slope outlier if bj is greater or less 
than some constant M where M is known from a priori information. 
For example, the scientist might know in advance from theore­
tical results the minimum and/or maximum size of B and thus 
would suspect that any b^ greater (or less) than this limit 
might be from a different model. In this situation let 
be the line containing the largest (or 
smallest) value for the slope, and Y^j=a^+b^(x^j-x^), be the 
line obtained by pooling the remaining N-1 line estimates. 
Then if the smallest slope is the suspected outlier use the 
estimator b* and if the largest value of the slope is the 
expected outlier use the estimator b** where b* and b** are 
defined in equations 5 and 6 respectively. 
c. Estimation of a regression coefficient when no a 
priori information is available Here we assume that n^=n 
for all i=l,2,...,N and that the same set of x's is used in 
each of the N experiments. This is not too restrictive an 
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assurciption since experiments are often designed in this manner. 
In this situation we have i=l,2,...,N, normally distributed 
with mean g and variance a*" =a*"/c^, which is the same for all 
i=l,2,...,N. Thus we can consider b^,b^...,b^ as a random 
sample from a one-dimensional normal distribution, the mean 
of which we wish to estimate. This is the same situation as 
that considered by Tetreault and Bancroft (1966) and thus we 
can use the procedures and recommendations therein. 
Tetreault and Bancroft considered the problem in which we 
have a random sample, a univariate normal 
2 distribution with unknown mean and unknown variance a and 
we wish to estimate the population mean or test a hypothesis 
about the population mean subsequent to making a preliminary 
test for an outlying observation. Let x.,» be the smallest 
N 2 N _ 2 
observation, x,». the largest, x= I x-/N, and s = Z (x.-x) /N. 
j=l J j=l ] 
The exact distribution of (x,...-x)/s (or (x-x,,,)/s) was found 
K J - J  
and tables by Grubbs (1950). One would like to use this cri­
terion for the preliminary test for an outlier but its use 
leads to mathematical difficulties when it is incorporated 
with estimation or hypothesis testing in the over-all inference 
procedure. Thus the authors propose using a modified version 
of Thompson's (1935) statistic in place of Grubbs' statistic 
and state under what conditions the substitution is valid. 
Thompson showed that the distribution of t=(x^-x) /s .  
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where is any arbitrarily selected observation, is given by 
M 1 '  N-4 
r(% 2 — 
K-i) 
and that the frequency function of t=(x/N-2)/ /n-1-t^ is 
given by Student's distribution with N-2 degrees of freedom. 
It should be noted that Thompson's criterion refers to an 
arbitrary observation and not to the smallest or largest 
observation in the sample. Thompson proposed that, for a given 
a, values of for which |T|>x^, be rejected, i.e. considered 
outliers, where x^ is chosen so that for any i, P(lxl>x^)=a. 
In comparing the tables of critical points for Grubbs' 
statistic with those for Thompson's criterion the authors 
verified that the relationship Pr(|x|>K)=^- Pr(Tjj>K) , derived 
by Pearson and Chandra Sekar (1936), between extreme values 
of Thompson's statistic, x, and Grubbs' statistic, T^, holds 
for the percentage points in Grubbs' table and Thompson's 
table. 
Although the levels of significance to the two procedures 
agree for certain combinations of N and a, the authors have not 
established whether the probability integrals of the powers are 
also equivalent. If, instead of testing the maximum observation 
as an outlier (Grubbs' test), we test any x^ as an outlier, then 
Thompson's test is the proper one to use and the following 
procedure is exact. 
The rule of procedure for estimation is to use the estimator 
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"1* = ==N-1 " 
= X if t<t 
a 
where 
_ ^N-1 (X(y)-XK_i) 
u — - t 
/N 
is the largest observation, 
_ _ 1  N-1 
. N-1 *(i) ' 
- 1 ^ 
" = N ^ 
2 1  N-1 2  
®1 ~ ÎF2 ' 
and t is a constant determined from a t-distribution table 
a 
with N-2 degrees of freedom and the size of the preliminary 
test a. 
Thus, in terms of regression coefficients, we would have 
as our estimators 
if t>t^ 
wnere 
= b if t<t (75) 
a 
t ^ /R (b,^)-Vi> , 
/N s, 
b^^j is the largest observed regression coefficient. 
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1 
Vi ' N=r b(i) ' 
- 1 ® 
" = N 
ana 
2 1 N-1 _ 
 ^ W=2 . 
Then, 
(N-1) 2(6 -B) 
N-4 ^ 
Bias (b*) _ ^ .N-1 . i ^2i+l\® 2No*2(t^2+Q+i) 
~~ ^ ( 2' 
^ ° i!/N(N-l) ft^+N-l 
and 
(77) 
2i+l 
a*^ ^ i=0 2t ^ ° N/N (N-1) 
" (N-1) 2 (6^-8)2 
W'.,. t e 2N(t,+N-l)G* 
2 
2i+2 J a 
N(N-l) (78) 
a  
where 
E(b(N))=8i-
Wgi+i is the (2i+l)th moment about the origin of a normal 
/N-1 (3^-B)t ^ 
distribution with mean G = — and variance 
„ a*/N(t ^+/N^) 
t " 
H = —=—^— , and N is an even integer M. 
t +N-2 
a 
The recommendations made are to use, for any value of 
N, a=.01 if 5=|g^-g|<1.5 and to use a=.25, or even a=.50 in 
some cases, if 6^1.5. When a=.25 or .50, the relationship 
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2 
Pr(l"rj>K)=— Pr(Tjj>K) between Thompson's and Grubbs' statistic 
has not been established. This relationship must hold for the 
above procedure to be exact. With a values this large, it is 
unknown what affects on the above procedure may result from 
the substitution of Thompson's criterion for Grubbs'. 
d. Test procedures assuming available a priori informa­
tion sufficient to identify a suspected slope outlier If we 
are in the situation in which we have a priori information 
sufficient to identify a suspected slope outlier, let b^ be 
the suspected aberrant observation and b^ be the estimate ob­
tained by pooling the remaining observations. Then to test 
a hypothesis concerning the value of the underlying popula­
tion regression coefficient, we may apply the test statistics 
t£ and t|, as defined in equations 14 and 15, if the smallest 
regression coefficient is the suspected outlier, and the 
statistics t£* and t|*, as defined in equations 16 and 17, 
if the largest regression coefficient is the suspected outlier. 
e. Test procedures for a regression coefficient when no 
a priori information is available Here we assume that 
n.=n for all i=l,2,...,N, and that the same set of x's are JL 
used in each of the N experiments so that bj^,b2,... ,bj^ may 
be considered as a random sample from a one-dimensional normal 
distribution, the mean, 3, of which we wish to test a hypo­
thesis about subsequent to a preliminary test for an outlying 
observation. 
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Thus we are in the situation considered by Tetreault and 
Bancroft (1966) and, in terms of regression coefficients, 
their test procedure is; 
(i) if 111 ^ t^, test the hypothesis B=Bq versus 
by applying the t test to the statistic 
t = (79) 
with N-2 degrees of freedom and significance level a^; 
(ii) if |t|<t^ test the hypothesis B=3q versus 
by applying the t test to the statistic 
b-6 
t, = (80) 
with N-2 degrees of freedom and significance level where 
/s=r 
1 N-1 
Vi = N=r "(i)' 
and t is a constant determined from a t-distribution table 
a 
with N-2 degrees of freedom and the size of the preliminary 
test a. 
Preliminary investigations have indicated that for small 
N and a^=a2=.05, that adequate size control for the overall 
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test procedure will be provided if we choose the size of the 
preliminary test to be o=.50 while adequate size control is 
obtained for values of a smaller than .50 if N is large enough. 
For small values of 6^=(6^-B2)/3*, where B2=E(b^jjj) and 
o*=o/ 
/n 
- v2 i I (x..-X.) , the always pool procedure is the more 
j=l 1 
powerful, and for large 6^ the sometimes pool procedure is the 
more powerful. It should be noted that the above test procedure 
is based upon the relationship between Thompson's and Grubbs' 
criterion, i.e. Pr ( 1 T | >K) Pr (Tjj>K) , holding, which has not 
been established for a=.25 or .50, and upon the probability 
integrals of the powers being equivalent. 
3. Inferences about an intercept 
a. Introduction Here we are interested in the esti­
mation of, and tests of hypothesis about, the value of an 
intercept subsequent to a preliminary test for a suspected 
intercept outlier. Thus if we have N lines, we will wish to 
make an inference about a where a^=a, i=l,2,...,N; i^g, 
aj=a^, and it is suspected that o^=a. 
b. Estimation assuming available a priori information 
sufficient to identify a suspected intercept outlier If we 
have a priori information such that we can say in advance that 
aj is a suspected intercept outlier, we may let a^ represent 
this suspected outlier, a^ be the estimate of the intercept 
obtained from pooling the remaining N-1 intercept estimates. 
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and then use the estimator a*, as defined in equation 24, 
if the smallest intercept is the suspected outlier, and the 
estimator a**, as defined in equation 25, if the largest 
intercept is the suspected outlier. 
c. Estimation of an intercept when no a priori information 
is available Here we assume that n^=n for all i=l,2,...,N, 
in which case a^^, i=l,2,...,N is normally distributed with mean 
2 2 
and variance a* =a /n. Thus be considered 
as a random sample of size N from a one-dimensional normal 
distribution, the mean of which we wish to estimate, and apply 
the methodology developed by Tetreault and Bancroft (1966) . 
Thus the estimation procedure would be to use the estimator 
" ^N-1 (81) 
= a if t<t * 
a* 
where 
t , (32, 
/N S^ 
a^^j is the largest observed intercept, 
, N-1 
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and t * is a constant determined from a t-distribution table 
a'* 
with N-2 degrees of freedom and the size of the preliminary 
test a*. 
The recommendations made are to use, for any value of N, 
a*=.01 if 6=|a^-a|< 1.5 and to use a*=.25, or even a*=.50 
in some cases, if 5>1.5, where E(a^^j)=a2. 
It should be noted that the above recommendations are 
based upon the relationship between Thompson's and Grubbs' 
criterion, i.e. Pr ( | x ] >K) Pr (Tjj>K) , holding, and this has 
not been established for o=.25 or .50. 
d. Test procedures assuming available a priori information 
sufficient to identify a suspected intercept outlier If we 
are in the situation in which we have a priori information 
sufficient to identify a suspected intercept outlier, let a2 
represent the suspected aberrant observation and a^ be the esti­
mate obtained by pooling the remaining estimates. Then to 
test a hypothesis concerning the value of the underlying popu­
lation intercept, we may apply the test statistics t| and t|, 
as defined in equations 33 and 34, if the smallest intercept 
is the suspected outlier, and the statistics t|* and t**, as 
defined in equations 35 and 36, if the largest intercept is 
the suspected outlier. 
e. Test procedures for an intercept when no a priori 
information is available Here we assume that n.=n for 
— % 
all i=l,2,...,N so that regarded as a 
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random sample from a one-dimensional normal distribution, 
the mean, a, of which we wish to test a hypothesis about 
subsequent to a preliminary test for an outlying observation. 
Thus we are in the situation considered by Tetreault and 
Bancroft (1966) and, in terms of intercepts, their test 
procedure is; 
(i) if ItI>t^, test the hypothesis a=a^ versus 
by applying the t test to the statistic 
t, = (83) 
S//N-1 
with N-2 degrees of freedom and significance level a*, 
(ii) if lt|<t^^ test the hypothesis oi=a^ versus 
by applying the t test to the statistic 
a-a 
^ (84) 
s/v4pr 
with N-2 degrees of freedom and significance level a* where 
t ^^(N)"^N-1^ 
s 
_ _ 1 N-1 
^N-1 N-1 J^^(i)' 
1 N-1 2 
s = '/N=2 (*(i)"*N-l) ' 
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and t + is a constant determined from a t-distribution table 
ot * 
with N-2 degrees of freedom and the size of the preliminary 
test a*. 
Preliminary investigations have indicated that for small 
N and a£=a^=.05 that adequate size control for the overall 
test procedure will be provided if we choose the size of the 
preliminary test to be a*=.50 while adequate size control is 
obtained for values of a* smaller than .50 if N is large 
enough. For small values of where 02=E(a^Qj), 
the always pool procedure is the more powerful, and for large 
52^ the sometimes pool procedure is the more powerful. 
It should be noted that the above test procedure is based 
upon the relationship between Thompson's and Grubbs' criterion, 
i.e. Pr {1 T I >K)=^ Pr (Tjj>K) , holding, which has not been estab­
lished for a=.25 or .50, and upon the probability integrals 
of the powers being equivalent. 
D. Inferences about a Line with Slope and 
Intercept Considered Jointly 
1. Introduction 
In this section we will term a line y^j=a^+b^(x^j-x\) an 
outlier if the line, considered in its entirety, is an outlier. 
It should be noted that a complete test for an outlier line 
would involve a multiple decision process in that we would have 
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to test the three sets of hypotheses 
: there exists an intercept outlier, 
Hgg: there exists a slope outlier, 
H^q: there exists a line outlier where the slope and 
intercept are considered jointly, 
since it may be possible that either or might be accept­
ed while H^q is rejected, or that H^q is accepted but either one 
or both of and are rejected. However, here we will be 
concerned with testing H^q only. 
The fitting of a straight line to a set of data is again 
accomplished here by the method of least squares,the esti-
2 2 
mates of ) being (a^,b^,s^ ). Let us assume that we 
have N sets of observations i=l,2,...,N; j=l,2, 
...,n^, giving rise to N linear equations, where for each 
value of X.., y.. is normally distributed about a.+3.(x..-x.) 
Ij X J* i ] 1 
2 
with variance a . Then some of the outlier tests previously 
proposed which are applicable to this situation are as follows; 
(1) Wilks (1963) proposes the statistic 
N  _  _  «  N  _ o N _ _  _  
Z (Yi-Yu) % (b.-b )E (y.-Y )(b.-b )] 
^ ^  min ri^k 1 1 k tfk 1 1 1 
^ l k ^ N _ _ , N  N  _  _  
z (y.-Y) Z (b.-b)[ E (y.-Y)(b.-b)]^ 
i=l ^ i=l ^ i=l 1 1 
where 
k • N-1 
and _ 
Nb-b, 
b,. = ^ 
k N-1 ' 
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the critical values of being the left tail of the distri­
bution. 
(2) If we express our models 
i=l,2,...,N; j=l,2,. 
in matrix notation, we have 
. f n / 
where 
^i = 
vn 
^12 
,X.= 
• 
1 
^in 
1 (^ii-Xi) 
1 (Xi2"*i) 
1 
' ®i= 
*i 
'Gi= 
®il 
®i2 
®in 
and the e^j's are independent N(0,<t  ). Then if we assume that 
X^'X^=S for all i=l,2,...,N, Siotani (1959) proposes the use 
of the test statistic 
max (0 . -0)'s""^(G.-0)  
i . ^ ^ 
S2 
where 
and 
0. = S-\'Y., 
1 N . 
Vi®i> ' ( Vi®i' • 
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n 2 
(3) If n.=n and L (x..-x.) =C for ail i=l,2,...,N, 
^ j=l 1 
then Tetreault (19 65) proposes the statistic 
^ 2 
max d. 
E d .  
i=l ^ 
as a criterion for detecting one outlying line where 
di^ = n(a^-â)^+c(b^-b)^, 
- 1 ^ 
" = N 
and 
- 1 
rejecting the line corresponding to max{d.> if R is too large. 
i 
The distributions of these test statistics have not been 
obtained and their derivation will not be considered in this 
thesis. 
2. Estimation assuming available a priori information suffi­
cient .to identify a suspected line outlier 
Here we envisage a situation in which the scientist has 
available a priori information such that he is able to say in 
advance that a line Y^j=a^+b^(x^j-x^) is a suspected line out­
lier. In this situation let represent this 
line and Y^j=a^+b^(x^j-%^) be the line obtained by pooling the 
remaining N-1 estimates. Then we can use the estimator y£j' 
as defined in equation 44, to estimate the underlying regression 
line. 
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3. Test procedures assuming available a priori information 
sufficient to identify a suspected line outlier 
Here we envisage a situation in which the scientist has 
available a priori information such that he is able to say in 
advance that a line Y^j=a^+b^(x^j-x^) is a suspected line 
outlier. In this situation let represent 
this line and Y^j=a^+b^(x^j-x^) be the line obtained by pooling 
the remaining N-1 estimates. Then we can use the test statis­
tics F* and F**, as defined in equations 50 and 52, to test a 
hypothesis about the underlying population regression line. 
4. Estimation and test procedures for a line when no a priori 
information is available 
An attempt was made to obtain an outlier test for the 
identification of possible line outliers in order to investi­
gate the conditions which may have led to these extreme obser­
vations, i.e. objective 1 expressed in the introduction to 
this chapter, with the possibility that the test may be in­
corporated as a preliminary test in an overall inference pro­
cedure, i.e. objective 2 expressed in the introduction to this 
chapter. The sampling distribution of the proposed line outlier 
test statistic was obtained, and is presented in the Appendix, 
but it did not result in a test criterion free of parameters, 
and hence is of limited usefulness. 
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V. APPENDIX 
Suppose that we have N sets of observations, the ith 
set consisting of the n pairs j=l,2,...,n; 
1J ^ J 
i=l,2,...,N. The are known constants and the are 
random variables normally and independently distributed about 
their means 
Mi=ai+6i(x..-x.) 
2 
with common variance o . We will assume that the true 
regression of y on x is linear for each set so that we are 
considering the model 
^ij~°'i'^^i^^ij~^i^'''®ij ' i=l,2,...,n, 
in which the e^j are independently and normally distributed 
2 
with mean zero and common variance a . 
Now suppose that the same set of x's are used in each 
of the N sets of observations so that 
n _ 2 
E (X..-X.) = c ,  i=l,2,...,N, 
j=l 1 
that 
y..=a+3(x..-x.)+e../ i=l,2,...,N; j=l/2,...,n; i^k, 
ij Ij X Ij 
and that 
y%j=a'+g'(x^j-x^)+e^j, j=l,2,...,n, 
where it is suspected that a=a' and 6=3'. That is, 
ykj=a'+0'(Xkj-Xj^)+ekj r j=l,2,...,n, 
is a suspected line outlier when the line is considered in 
its entirety. 
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This is the situation that we will consider here, and 
we will investigate several possible statistics that may be 
used to test if the line 
Yjçj = a' + B'(x^j-x^)+e%j, j=l,2,...,n, 
is an outlier line. Now 
^ 2 - 2. ? , 2 * 
z Yii =ny. + I (Y..-y.) + E (y.^-Y..) 
j=l ^ 1=1 ^ i=l 
—  9 ^ —  9  
=ny. + Z (y.+b. (x. .-x.)-y.) + E (y.^-Y..) 
1 1 1 i: 1 1 j=i iJ 
2 2 2 
=na^ +cb^ +Sj^ , i=l,2,...,N, 
so that by the extension of Cochran's theorem to non-central 
chi-squared distributions we have that 
2^ , 2 
na. +cb. 
T = , i=l,2,...,N, (85) 
a 
are independent random variables each with a non-central chi-
squared distribution with two degrees of freedom and non-
centrality parameter 
,  1 = 1 , 2 , . . . / N .  ( 8 6 )  
2a 
Hence if a^=a and 8^=6 for all i=l,2,...,N, then 
X. =  - i^(na^+cB^) 
= X, i=l,2,...,N, 
13? 
and the probability density function of T. is 
T ^ 
œ i i ~2 
f(T)= e"^ E ^ for all i=l,2,...,N. (87) 
i=0 i!2^ ^r(i+l) 
2 Now if a is known we could use as a test criterion for the 
rejection of a line as an outlier the statistics 
T(l) = "i" 
and 
= max {T^}, (88) 
rejecting the line corresponding to if and re­
jecting the line corresponding to if That is, 
we can test the hypothesis 
K^: X^=X for all i=l,2,...,N, 
versus 
or and for all jf^l/N 
by rejecting if or where c^^ and c^ are 
determined such that 
P(T(l)<Cj^ or T(%,lC2tHo)=*-
Now the joint probability density function of and 
given is 
(M) > ^ (1) ' 
where 
F ( T ( k ) )  =  (k) l K ^ f ( T ) d T  
= z ^ 
i=0 il2i+^r(i+l) 
r^(k) 
T"^ e ^dT 
Of 3'=(4) ,5 
Z "  (§+Y)_ 
_ e=(,); 
[_?(#) ? T " (#+%)-
uam 
3T WON 
0 Z.  
•  = ( ° h 1  ^ o <  i  J O  
pue 
(06) (L+T)J,.T2IT 0=T (T+T)0=T 
: ri&- : v-^i 
Z ®T "^T^ Z *T A?? " 
(N)_ (T)i 
r 1 (Ç-T) (T+T) J 0 — 
' 3 3 ?_4.v) ®1 (T-K)M=t ""l' 
• t3  ^T ^  • 
\ r (Ç-T) %+#' , o=T 
"1? 
Jj 
6ET 
[ Î(Ç-T)°"- (T+T) 
Ç-T (N)^) • 
0=T 
2 
(- (N) - +  ) -
A-T]N 
1 
CO J 
z ® T 
' " 1%"'-
iT±lU°f 
[_T. (Y—) T T " IR^+X)-
• • '•o "-o 
, """gf"";;.., 
•<:w-..,,f3?T^T,^«.-
! ( C - T )  0 = f  ( T + T ) , 0 = T  
(  g  ,  3  2  3 ] ) N  
T T - -•' 
Jj 
0 Z .  
os 
OïrT 
^ (TIIH ^ + 
T T <» (p^+Y)-
,:(Ç-T) (w)J 
" C-x<^) T : (f+Y)/'-
• • '•o "-o 
ii±|u °r 
[_% (—) T T « (Y-+Y) 
i ( Ç - T )  ( T + T ) J  
7 ^  y ^ 7  j  
[_% ^ T T " (Y-+Y)-
• • "-o '•o 
• (Ç-T) (T+T)J 2 2 3-T]} + 
[  i ( C - T )  ( T + T ) J  _  
Î (Ç-T) (T+T)J °r"^ 2  y ' "  2  3 ] } .  
[_T (?—) T T " (—+Y)-
• • '•O 
J 4"" -
TfrT 
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and we want to determine and such that this is equal to 
a. 
As an approximation we could choose c^ and c^ such that 
Now the probability density functions of and given 
So are 
N-1 
=N [e 
xi ! 
1:0 i:o (i-:)! 
T (1) 
i=0 il2^ •^r(i+l) 
(93)  
and 
=N[l-e ^ E ^ 
i i (!#) 
i:o j=o li-il 
-ÎM. 
„•> : , 
i=0 i!2^'^^r(i+l) 
(94) 
so that 
gj^(T(i))aT(ij 
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Jo r(i+i) ,^0 (i-j)! 1 '") 
and 
P ( T ( N ) i ? 2 | H o )  =  
c? 
^2 ^2 ; 
-(^ + ^ )  x i  i  ( — )  N  
= l-[l-e r(i+l) .^Q (i"j)!^ * (96) 
The values of and that these formulae provide us with 
will give a test with size greater than a. 
2 Now if a is unknown, let 
..ÎL 
N{n-2) 
and 
s2 W = ^ 
o 
Then W has a central chi-squared distribution with M=N(n-2) 
degrees of freedom and is independent of and so that 
the frequency function of V? is 
M , W 
- w-
and the joint frequency function of W, T^^^, and is 
f (W,T(i) )=f^(W)g^^(T(^) 'T(M) ) • 
Now make the transformation 
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U i  =  T ( i ) / W  
"N = T(N)/W 
and 
V=W. 
Then the Jacobian of the transformation is 
2 J=V 
so that 
f (v ,u j^ ,v^)=v \m Sii, ("iV. v' 
2^ r(|). 
{ ! - ] ) I  i:Qr(i+i).:q (i i  
UiV 
» x'-(U^V)'-e ^ CO x^(U V)^e 
[4 Z ï^ï 1 [e E jfï ] . 
i=o ii2^^-^r(i+i) i=0 ii2^^-^r(i+i) 
We could use as a test criterion for the rejection of a line 
as an outlier the statistics and Ujj, rejecting the line 
corresponding to if and rejecting the line corres­
ponding to Ujj if That is, we can test the hypothesis 
X^=X for all i=l,2,...,N, 
versus 
^ a *  ^ ( 1 ) < ^  
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by rejecting if or where and are deter­
mined such that 
P(Uj^iKj_ or P(0i<Ki|HQ)+P(UQ>K2|Ho) 
-P(Ui<Kj^ and U^iK^lH^) = ». 
A solution to this integral equation has not been found. 
As an alternative approach let us consider the quantities 
(na.2+cb.2)(n-2) 
Z. = 1 r i=l,2,...rN. (97) 
These are independent random variables each with a non-
central F-distribution with two and n-2 degrees of freedom 
and non-centrality parameter 
X. = -^ (na.^+cB.^) , i=l,2,...,N. (98) 
1 20^ ^ 1 
Hence if a^=a and 3^=3 for all i=l,2,...,N, then 
X.= (na^+cgZ) 
^ 2a^ 
X/ I"!/2/• • • fN/ 
and the probability density function of is 
f(Z)= Z in • —1 ,k=l,2,...,N. 
i=0 r(2^)r(i+l)il „.2Z v y {2i+n) 
n-2'^ (99) 
Now we can use as a test criterion for the rejection of a line 
as an outlier the statistics 
2(1) = min (Z.) 
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and 
Z(M)= max {Z^}, (100) 
rejecting the line corresponding to zif and re­
jecting the line corresponding to z^^.^ if Z That is, 
we can test the hypothesis 
X^=X for all i=l,2,...,N 
versus 
or and X^jj=X for all j5^1,N 
by rejecting if Z^^^jc^ or Z where c^^ and c^ are 
determined such that 
P(Z(l)<o^ or 
Now the joint probability density function of Z^^j and Z^^.^ 
IS 
^IN^^(I) '^(N) ^ N(N-l) [F(Z^jjj)-F(Z^j)] f (Z ) f (Z ) 
(101) 
where 
f (Z)dZ 
i=0 r(^)T(i+l)i! JQ (ii2Z^^^(2i+n) 
" r(^i±2-)(^) X^e 
= z — X 
i=o r(i^)r(i+i)ii 
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"(k) . " (-1)3(^)2 A ^2i+n)+s-l) ! 
z ^ = dz 
0 s=0 si(y(2i+n)-l)1 
. r(21+2) 1+4V' 
i=0 r(^)r(i+i)i s=0 (i+s+l)sl(|(2i+n)-l) 1 ° 
2Z 
. : r(3|±n,(_3_.)i+lxic-& . (.i)S(^)S(|(2i+n)+s-l)! 
— 1  ^ Z / ,_% z  
(102) 
i=0 r(^)r(i+l)il s=0 (i+s+1) si (i-(2i+n)-l) ! 
Thus, 
" r(^) (^)^"'^xV^z 
2Z 
"• (-1) ® (|(2i+n) +S-1) 1 
s=0 (i+s+1)si(|(2i+n)-l! 
22 
i=0 r(^)r(i+l)il s=0 (i+s+1) si (|(2i+n)-1) l 
9 7 1 1 * 
^~°r (^) ru+i>ii (1+ 
" ^if 
[  Z  —  2 Z - 1  ]  ( 1 0 3 )  
^=0 r(n^)r( i + l ) i l ( l + _ m ) 2(2i+n) 
n-2 
148 
and 
^ (N)'''o'• 
Now if 
« r(^ii2.) « {-l)®(|^)®(|{2i+n)+s-l) 1 
f(t)= Z Z 5212 
i=0 r(SZ±)r(i+l)i! s=0 (i+s+1) si (|(2i+n)-l) i 
~ r (^ )^ (-^ ) 
f (t)= E ^ — r 
^=0 r(îi^) r(i+i)ii (1+^)2^^^"*"^^ 
so that 
rc 
^IN^^(I)'^(N)^^^(1)^^(N) 
. r(21+n)(2)i+l,i^-X i+1 
=l+t s X 
i=o r(^)r(i+i)i! 
s ^^2 s 1 
» (-1) (j^) (j(2i+n)+e-l) I 
s=0 ( i+s+1) s ! (|(2i+n) -1) I 
„ r(^)(^)"+"xV'Y+" ^ 
i=o r(^)r(i+i)i! 
» (-l)®(^)®(i(2i+n)+s-l) ! ^  
s=0 (i+s+l)sl(|(2i+n)-ll 
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_[1_ j; ^-- i 
i=o r(i^) r(i+i)ii 
s ~^1 s 1 
" (JT^) (^(2i+n)+s-l)I ^ 
8=0 (i+s+l)£j{|(2i+n)-l< 
CO r(^yi2.) ( 2 J.+Ij^i^-X^ 1+1 
-[ Z ^  X 
i=o r(i^)r(i+i)ii 
s 2c? s 1 
~ (-1) (=3?) S(±<2i+n)+s-l) _ 
E ^ ^  (104) 
s=0 (i+s+1) s! (i(2i+r0 -1) J 
and we want to determine and such that this is equal 
to a. 
As an approximation we could choose c^ and c_ such that 
P(Z(l,i=l|Ho)=P(Z(N,i=2lV= i • 
Now the probability density functions of Z and Z^^.^ given 
H q are 
CO r(^ii2.) ^z^jj 
= N[l -  E i n -  —  
i=o r(ii^)r(i+i)ii 
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s=0 (i+s+1)s I{i{ 2i+n)-1)1 
and 
^  °  r ( ^ )  r ( i + l ) i l  ( 1 +  
i = 0  r  (  2 ' — )  ^  ( i + l )  i l  
- (-l):(:^^§L):(§(2i+n)+s-l)!^n_i ^ 
s=0 (i+s+1)si(j(2i+n)-l)! 
1- 0  r ( ^ )  r ( i + l )  i l  ( 1 +  
so that 
°1 
Q  fl(Z( i ))dZ( i )  
" r(^)(^)^-'ixV^cfi 
= i-[i- z ^ 
i = o  r ( ^ ) r ( i + i ) i !  
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) = ($(2i+n)+s-l) I 
I  (107) 
s=0 (i+s+1) si (|-(2i+n)-1! 
and 
LC. H ) = 
c 2 
=l-[ E 
i=0 
00 
r (^ ) r (i+i) i! 
X 
» (-l)^(^)®(|(2i+n)+s-l) I 
E •1^. (108) U n J   VJ- W O ;
s=0 (i+s+l)s! (i(2i+n)-l) ! 
The values of and that these formulae provide us with 
give a test with size greater than a. 
identification of possible line outliers in order to investi­
gate the conditions which may have led to these extreme obser­
vations, i.e. objective 1 expressed in the introduction to 
this chapter, then we have developed a theoretical solution 
to our problem. As far as applying our outlier test, more 
work needs to be done since its use, for a given a, n, and N, 
requires the values of c^^ and c^. But c^ and c^, for a given 
a, n, and N, are functions of X which, in most situations, is 
unknown and would have to be estimated. One possible method 
of estimating X would be to compute for each line 
It should be noted that if we are interested only in the 
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^ 2 ^ ? ? ? 
% Y; 4 = % b. (x. .-X) ) +(na. +cb. ), j=l j=i iJ 1 i ij XI 
i.e. (total sum of squares) = (residual sum of squares) + 
(sum of squares due to regression). Then an estimate of X is 
, N • , 
X = —~ E (na. +cb. )-l 
2Ns^ i=l ^ 1 
where 
" N(n-2) 
If we estimate X by this, or some other method, the values of 
and would only be approximate and hence the size of our 
preliminary test would only be approximate. 
The need for a knowledge of X also limits the usefulness 
of our outlier test when it is incorporated in an overall in­
ference procedure as a preliminary test. Thus any further 
investigations of the bias, mean square error, size, and 
power of inference procedures based on this test would lead 
to only approximate recommendations on what size to make the 
preliminary test if X were unknown. 
