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A complex system is considered as a collection of dynamic components which 
may be combined in different ways to form stable subassemblies (subsystems), 
which may serve again as units to build still more complex stable configurations. A 
hierarchical Liapunov function is proposed, which can be used to determine 
stability of the overall system obtained by the multilevel interconnection process. 
Stability when established in this way is hierarchically connective. That is, if at any 
instant in time, the hierarchical evolution of the system is interrupted, the system 
can fall apart in exactly the same way it was constructed and, by re-starting the 
process, put together again without loss of stability. This fact may be used to 
explain the evolution of stable forms in natural as well as man-made systems. 
(“ 1985 Academic Pres,. Inc 
1. INTRODUCTION 
It has often been argued that complexity in systems, be it in biology or 
physics, society or technology, takes the form of a hierarchy. A con- 
siderable number of examples in these diverse fields have been provided by 
Simon [ 1 ] to show that complex systems evolve by putting together stable 
parts and subassemblies (components and subsystems) on a number of 
levels in a hierarchy. Bronowsky [2] described the process of creation of 
carbon from helium to demonstrate “a physical model which shows how 
simple units come together to make more complex configurations; how 
these configurations, if they are stable, serve as units to make higher con- 
figurations; and how these higher configurations again, provided they are 
stable, serve as units to build still more complex ones, and so on.” He calls 
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this phenomena “stratified stability,” and argues that it is fundamental in 
the evolution of living systems. Levins [3] states that the hierarchical 
structures do not only explain how complex systems evolve over time 
(ontological issues), but may also serve to describe and study them 
(epistemological issues). 
Our objective is to develop a framework in the context of Liapunov’s 
direct method, which can serve to determine stability of ‘complex dynamic 
systems composed of hierarchical interconnections of stable components 
and subsystems. First, Liapunov functions are constructed to show stability 
of each individual component on the first level of the hierarchy. Then, the 
components are interconnected to form the subsystems the stability of 
which is established on the second hierarchical level by subsystem 
Liapunov functions formed of the component Liapunov functions. The sub- 
systems can be further interconnected into still larger subassemblies, and 
stability can be shown using the subsystem Liapunov functions, and so on, 
until the overall system is integrated into a whole and its stability is deter- 
mined by a single hierarchical Liapunov ,function. 
A remarkable consequence of a hierarchically constructed Liapunov 
function is the fact that it establishes connective stability on each level of 
the system, that is, hierarchical connective stability. During the process of 
interconnecting stable dynamic elements on any level of the hierarchy, the 
system can fall apart in precisely the way it was constructed and stability 
would be preserved. At any instant in time, the highest level of the 
hierarchy can be destroyed by disconnecting lower level subassemblies 
without destroying their stability. The evolution of the system can then 
restart immediately towards more complex forms by interconnecting 
repeatedly the stable subasemblies of dynamic components and subsystems. 
In this way, we mimic in the context of interconnected ynamic systems, 
what Simon [ 1 ] argues goes on in the natural evolution process of com- 
plex systems because of the process reliability and efficiency under environ- 
mental perturbations. 
By a simple example, we will show that a system may not be connec- 
tively stable in the standard sense (Siljak [4]), but is hierarchically connec- 
tively stable. The dynamic components cannot be put together in “one 
shot” to form a connectively stable system, but if a hierarchical intercon- 
nection is followed, a stable system can be formed which is capable of 
withstanding hierarchical structural perturbations, but only such pertur- 
bations. A disconnection of a link between two components of the system, 
which is not consistent with the hierarchical pattern, renders the system 
unstable. This fact may explain why certain structural perturbations of 
stable systems composed of interconnected stable subsystems may produce 
instability while others do not and, therefore, help classify the permissible 
structural changes in complex dynamic systems. 
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The notion of hierarchical Liapunov functions is a generalization of the 
concept of vector Liapunov functions (Matrosov [S], Bellman [6], 
Lakshmikantham and Leela [7]) as applied to stability of interconnected 
systems (e.g., Siljak [4]). The main characteristic of the scheme proposed 
in this paper is the fact that the system may be decomposed on more than 
one level of a hierarchy, allowing for added flexibility in contructions of 
Liapunov functions and, thus, reducing the conservativeness inherent in the 
method of vector Liapunov functions. A simple system is considered to 
establish stability by a hierarchical Liapunov function where a standard 
construction of vector Liapunov functions fails. 
2. SYSTEM DESCRIPTION 
Let us consider a dynamic system 9 described by 
Y: i=f(t, x) (2.1) 
where x(t) E 9” is the state of Y at time t E 9, and the function 
f: W x 9” + 9’” is smooth enough so that the solution x(t; t,,, x,,) of (2.1) 
exists for all initial conditions (to, x0) E 9 x 9” and time t E 3. Further- 
more, we assume that f( t, 0) = 0 and x = 0 is the unique equilibrium state 
of Y. 
We suppose that the system Y is either decomposed into or formed of N 
interconnected subsystems, 
8: iti = g,(t, Xi), i= 1, 2,..., N (2.2) 
so that 9’ is described as 
Y: ij = gi( t, Xi) + A,( t, x), i = 1, 2,..., N (2.3) 
where x,(t) E 9P is the state of $, gi: 99 x %?“I -+ WnJ is the subsystem 
function, hi: 9 x c%?~ + 9P is the interconnection of x, and xi = 0 is its uni- 
que equilibrium. We assume that the subsystems Y: are disjoint, that is, 
X=X,0X,@ .” @X?g (2.4) 
where X and Xi are state spaces of 9’ and y,‘, and 0 denotes the direct 
sum. 
Our crucial assumption about the system Y is that each subsystem CU: is 
either further decomposed into or composed of Mi components described 
by 
%y,j.: 1, = PJ4 x,1, j= 1, 2,..., M, (2.5) 
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which when interconnected produce the subsytem 
~:fii=p,j(t,X,i)+qii(t,Xi), j = 1, 2,..., Mi (2.6) 
where x&t) E &?‘“‘I is the state of qO, po: 9? x 9”~ --*&F is the component 
function, qii: 6% x9P -+ Wnu is the interconnection, and xii = 0 is the unique 
equilibrium of qU. The components wii are disjoint and 
xi=x,,@xi*o ... @X&f, i= 1, 2,..., N (2.7) 
where X, is the state space of C,. By this decomposition of subsystems into 
components, we are endowing the system 9’ with a multiletlel hierarchical 
structure: the component, the subsystem, and the overall system levels. 
In partitioning of the system Y, we do not have to assume that the sub- 
systems and the components are disjoint, that is, they can share common 
parts. In case of the overlapping subsystems and components, we have 
x = x, +,x* + . *. + x, 
!& = x,, + ?& + . ’ ’ + iqM,, i= 1, 2,..., N (2.8) 
where + denotes ordinary sum of the corresponding subspaces. By using 
appropriate linear transformations we can “expand” the spaces X and Xi of 
(2.8) into larger spaces 9 and 5. such that 
E = .!z-, 0 91 @ . . . @I 4$.$ 
Lii.=fz$@Li@ ... 04?&, i= 1, 2,..., N (2.9) 
where 
!$i- Xij, i= 1, 2 ,..., N; j= 1, 2 ,..., Mi (2.10) 
that is, the corresponding subspaces are isomorphic. On g and $. the 
expanded system Z? and the subsystem 9 are composed of disjoint sub- 
systems e and components gV, respectively, so that the results of this work 
can be applied to g and 3 directly. The details of the expansion 
framework as applied to interconnected systems, can be found in [S]. 
3. HIERARCHICAL LIAPUNOV FUNCTIONS 
In this section, we propose a two-level construction of Liapunov 
functions for complex dynamic systems. We start on the component level 
with the assumption that for each component Q?+ a Liapunov function 
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uli( t, xii) is available, which establishes the global asymptotic stability of the 
equilibrium x,~ = 0 of %Yii. Using these functions, we construct a Liapunov 
function vi(t, xi) for each subsystem Y: as 
Vi( t, Xi) = 2 diiUii( t, Xii) (3.1) 
,= I 
where d, are all positive numbers. Then, we proceed to the higher 
hierarchical level, and construct a Liapunov function 
V(t, x) = -f d;v,(t, x,) 
r=l 
(3.2) 
for the overall system Y, where again all numbers di are positive. 
To derive a stability condition underlying the proposed construction, we 
assume that the function vii: 9 x 9”~ -+ %!+ is continuously differentiable on 
the domain 9 x 5%?““, as well as positive definite, decrescent, radially 
unbounded, and satisfies the inequality 
dij(t9 -yl,)(2.5) Q -2n,jlcI$(xJ V( t, x,j) E 9 x %w (3.3) 
where fi,(t, xii)(2.sl is computed using (2.5), 7t,i is a positive number, and 
I,!I,~: %?‘q -+ !?6+ is a positive definite function. 
To evaluate the effect of interconnections q&t, xi) among components V,, 
on stability of the subsystem TX, we assume that the function v,jt, x,,) 
satisfies the inequality 
/Igrad ~(6 xii)ll 6 %jlClii(-5) V( t, Xi,) E 9 x ST”“, (3.4) 
and the interconnections are constrained as 
k=l 
V( t, x,) E 9 x PI (3.5) 
where lcij > 0 and tjk > 0. 
We now define an Mix Mj matrix Wi = (wjk) with elements 
Wjk = nii- Kij~;j’ j=k 
= -lcijt$k, jfk (3.6) 
and determine stability of the subsystem Y: by testing the M-matrix 
property of Wi. 
So far, we did nothing new, but constructed a Liapunov function for the 
subsystems composed of interconnected components using one of the stan- 
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dard procedures for stability analysis of interconnected systems (e.g., Araki 
[9]). Now, however, we use the obtained subsystem Liapunov functions 
vj(t, xi) of (3.1) to construct a single Liapunov function V(t, X) of (3.2) for 
the overall system P’ by repeating the above procedure on the higher 
hierarchical evel. We compute 
di(t, xi)(2.2) 6 -2ni$2(xi) V( t, Xi) E .2? x w (3.7) 
where zj is a positive number and Ic/;: &?‘“I + !4?!+ is a positive definite 
function. 
Again, we assume conditions on v,(t, x,) and h;(t, x) as 
lb-ad v,(t, xi)11 < ~K~$~(xJ V( t, Xi) E .@ x 9P 
and 
(3.8) 
Ilhitt9 x)ll 6 f Si$jtxj) V( t, x) E -9 x w (3.9) 
/=I 
where ICY > 0 and t,, 2 0. The test N x N matrix W = (w;,) is defined as 
Iv,, = 7l, - K;(;;, i=j 
= -Kit;,, i # j. (3.10) 
The following result establishes the function P’(t, x) of (3.2) as a 
hierarchical Liapunovfunction for the overall system Y: 
(3.11) THEOREM. I’, the matrices W,, W, ,..., WN, and W are 
M-matrices, then the equilibrium x = 0 of the system Y is asymptotically 
stable in the large, and V(t, x) is a hierarchical Liapunov function for 9’. 
Proof: We start at the subsystem level and use the description (2.6) of 
8 and (3.3)-(3.5) to compute 
\;j(t, Xj)(*.*) 6 -ZT(Xj)( Wi’Dj + Di Wj) Zj(Xj) V( t, x,) E 92 x L4P (3.12) 
as in (Araki [9]), where Di= diag{d,,, di2,..., diM,}, and zi: FE-+ By is 
defined as zi(xi) = [tiil(xi,), I+G~~(?c~~),..., $iM (~iM,)]T. When W, is an 
M-matrix then the matrix WrDi + Di Wi is positive definite for some Di 
(Tartar [lo]), and v,(t, xi) is a Liapunov function for y;‘. 
Now, using (2.3) and (3.7)-(3.9), we compute 
li(t, x)(*.1) 6 -zT(x)( WTD + DW) z(x) V(t, X)E9XXW” (3.13) 
where D = diag { d, , d, ,..., dN}, and z: .%‘” + BT is z(x) = [II/I(.~,), +*(x2) ,..., 
$,(x,)1’. Since W is an M-matrix, there exists a matrix D such that 
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WTD + D W is a positive definite matrix, which implies that V(t, x) is a 
Liapunov function for the overall system Y, and x = 0 is asymptotically 
stable in the large. Q.E.D. 
The derivation of Theorem (3.11) is straightforward and the hierarchical 
type of Liapunov function would not be so interesting if it were not for the 
fact that the proposed multi-level construction may produce less conser- 
vative result than the single-level constructions of vector Liapunov 
functions. This fact we demonstrate by a simple example. 
Let us consider the system Y described by 
-3 1-2 2 --- 
Y:i= L---H 31-41 x 3 3 -4 
which is decomposed along the solid lines into two subsystems 
9$i*=[-yE’]x, 
92: ii-, = -4x,. (3.15) 
The subsystem YI is further decomposed into two components along the 
dotted lines as 
(3.14) 
q,: x,, = -3x,, 
q2: x,2 = -4x,,. 
On the component level, we choose the functions 
~IIh)=-+ ~,z(X,*) = 4, 
ti,,(x,,)= IXI115 Ic/&,*) = 1x121 
and compute the numbers 
71 -3 7C12=4, K,,=l, KIZ= 1 II- 3 
r;, =o, tt, = 2, r:, = 3, t:, = 0 
to get the matrix 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
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which is an M-matrix, and we can choose 
D, = diag{ 3, 2). (3.20) 
Obviously, the functions 
VI(X,) = 3x:, +2x:,, v*(x*) =x;. (3.21) 
are Liapunov functions for the subsystems fl and Y;. By choosing 
$1(x,) = (4, + 4d”*~ $2(x2) = 1x21 (3.22) 
and using the Euclidean vector norm, we calculate the numbers 
x1 =8, 7t*=4, lc,=3, K*= 1 
51, =o, 412=& 521= 3 & 522 = 0 (3.23) 
and obtain the matrix 
8 
w= 
-3& 
-3J5 4 1 (3.24) 
which is an M-matrix. A choice 
D=diag{l, 1) (3.25) 
establishes the function 
V(x) = 3x:, + 2x:,+x: (3.26) 
as a hierarchical Liapunov function and the system Y is stable. 
We now show that stability of Y cannot be concluded by a single-level 
construction of a Liapunov function based on the component Liapunov 
functions. In other words, the functions vI,(xI1) and u~~(x~J have to be 
combined to get the subsystem function v,(x, ) before an overall Liapunov 
function V(x) is attempted. 
We consider the system Y of (3.14) as composed of three interconnected 
subsystems %‘,, %,*, Y2, and select (as is standard) the function 
V(X)=~l~ll(X11)+~2~l*(xl*)+~~V*(X*) (3.27) 
as a candidate for a Liapunov function of Y. Following the usual 
procedure (e.g., Araki [9], we obtain 
li(x)(,.,,) d -z’(x,( WTD + D W) z(x) (3.28) 
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where Z(X)= (Ix,,I, /xIzI, Ix,~)~, D=diag{d,, dZ, d3), and compute 
(3.29) 
Since W is not an M-matrix, we cannot conclude that v(x) is a Liapunov 
function for 9, and we failed to show stability of Y using the standard 
single-level construction of Liapunov functions for interconnected systems. 
The reason we failed is the fact that the single level construction could not 
exploit the beneficial effect of the interconnections among the components 
%‘rr and %r2. 
From the above development, it is clear that the basis for the new notion 
of hierarchical Liapunov functions is provided by the concept of vector 
Liapunov functions introduced by Matrosov [S] and Bellman [6], and 
developed by many people (Bailey [ll], Lakshmikantham and Leela [7], 
Siljak [12], W etssenberger [ 131, Grujic [ 141, Michel [ 151, Matrinyuk 
[16], LaSalle [17], Rouche, Habets, and Laloy, [ 181, Araki [9], Siljak 
141, Matrosov, Anapolskii, and Vasilev [ 191, Ladde and 
Lakshmikantham [20], Matrosov [21]; for new facts and references, see 
the recent survey by Voronov [22]). The starting point in both concepts is 
the same-a system is given as a collection of stable dynamic components. 
The crucial difference, however, is the fact that the components are not put 
together (interconnected) in “one shot,” but rather in a hierarchical fashion 
from bottom up until the entire system is obtained as a whole. As 
demonstrated by a simple example, this level-by-level procedure provides 
for a better fitting of Liapunov functions to the interconnection structure of 
the system: and establish stability where standard vector Liapunov 
functions fail. 
An earlier attempt by Gao [23] to reformulate the concept of com- 
parison equations and vector Liapunov functions as a multilevel procedure, 
failed to produce any improvement over the standard single level approach, 
because the inherent conservativeness of the concept was compounded at 
each level of the hierarchy. Furthermore, the multilevel procedure of Gao 
[23] requires the system to have a very special interconnection structure 
for the procedure to be applicable. No such restrictions are present in this 
paper. 
Finally, we should mention the interesting work of Safonov [24], where 
stability of hierarchical systems is considered in the context of input-output 
stability (Vidyasagar [25]). The models, however, are more restrictive than 
those considered in this paper, because no interconnections are assumed 
between the components which belong to different subsystems. Here, we 
emphasize the combinatorial aspect of stability, allowing for a search of 
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connectively stable hierarchies over all possible configurations of the 
dynamic components of the given system. In our approach, however, we 
assume the existence of a state space realization of a given system, which is 
not required in the input-output analysis of Safonov [24]. 
4. HIERARCHICAL CONNECTIVE STABILITY 
Since the proposed hierarchical construction of Liapunov functions is 
based upon stability being established on each individual level of a complex 
system, it is natural to expect that when the process succeeds, some kind of 
connective stability takes place. It is indeed the case, and in this section we 
will show that at any instant in time, the system can fall apart from top to 
bottom, and again put together from bottom up following the exact level- 
by-level pattern in which the hierarchical Liapunov function is constructed, 
but stability would never be violated. This is hierarchical connective 
stability. It is a generalization of the standard connective stability concept 
(Siljak [4, 123) since, as we show by a simple example, a system may be 
connectively stable on two levels, but fail to be connectively stable in the 
ordinary (single-level) sense. On the other hand, connectively stable 
systems are considered as single-level hierarchically connectively stable. 
The notion of multilevel connective stability for the hierachical system 
described in Section 2 is introduced via interconnection matrices which 
describe the structure of interconnections among the subsystems and the 
interconnections among the components in each individual subsystem. The 
system Y is now described as 
9’: i =,f(t, x, E, L) (4.1) 
or, in the decomposed form, as 
Y’:ii= gi(t,x,, L,)+h;(t,x, E), i = 1, 2,..., N (4.2) 
where the Nx N interconnection matrix E= (e,,) has elements 
e+ B -+ [0, l] which are continuous functions of time. The interconnection 
functions have the form 
hi(t, x, E) = hi(t, ei, x,, eizxz ,..., eiN,Yy) (4.3) 
so that the elements eJt) can be used to quantify the level of interaction of 
the subsystem Y: with the rest of the subsystems in Y. The nominal sub- 
systems interactions are described by the system fundamental interconnec- 
tion matrix E = (B,), which is an N x N binary occurrence matrix defined as 
e,= 1, x, occurs in hj( t, X, E) 
= 0, xi does not occur in h;(r, x, E). (4.4) 
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In this way, we have E(t) d i? element-by-element, which means that we 
assume that all interconnections among the subsystems originate from a 
fixed interconnection structure with maximal interconnection strengths. 
When E(t) E 0, the subsystems 
$: i; = g;( t, x,, L,), i = 1, 2,..., N (4.5) 
are decoupled from each other. Each subsystem CT is considered as an 
interconnection 
,y: ii-, = Pij(t, Xij) + qji(ty X,3 L,) (4.6) 
of components 
4k;,: iii = P,j( t, x;,), j= 1, 2 )..., M,. (4.7) 
The interconnection functions among the components have the form 
4ijtf, xi9 Li) = qij(I, IfI x,l 9 1jzxi2,..., Ij&f,XiM,) (4.8) 
where II/;: 9 + [0, 1) are elements of the A4; x M, matrix L; = (l:,), which 
are continuous functions of time. The matrix L. = diag{ L, , L2,..., LNJ 
defines the interconnection structure of components in 9, with Li describ- 
ing the interconnections among the components Vi, constituting the sub- 
system $. The crucial assumption is the block-diagonal structure of L, 
which rules out the interconnections between the components of two dis- 
tinct subsystems unless the interconnections are classified as a part of the 
interconnections among the subsystems. 
The nominal structure describing the interactions among the com- 
ponents in each Y: is specified by the subsystem fundamental interconnec- 
tion matrix Li= (&), which is an Mj x M, binary occurrence matrix with 
elements 
&= 1, x,/, occurs in qjj(t, xi, L,) 
= 0, xik does not occur in qij(t, xi, Li). (4.9) 
Again, Li( t) < Li element-by-element, and l$ quantify the individual inter- 
connections of components +ZV in Y: relative to a maximal (nominal) inter- 
connection strength. The nominal interconnection structure of components 
in 9’ is, therefore, defined by the first-level fundamental interconnection 
matrix L= diag{L,, L, ,..., E,}, while the second-level fundamental inter- 
connection matrix E describes the nominal structure of interconnections 
among the subsystems. 
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We are now in a position to define the notion of hierarchical connective 
stability: 
(4.10) DEFINITION. The system S is hierarchically connectively stable if: 
(i) For E(t) E 0, the equilibrium xi = 0 of y is asymptotically stable 
in the large for all Lj( t) < Lj, i = 1, 2 ,..., N; and 
(ii) For L(t) E E, the equilibrium x = 0 of Y is asymptotically stable 
in the large for all E(t) 6 i?. 
When compared with the standard notion of connective stability (e.g., 
Siljak [4]), Definition (4.10) introduces two levels of connective stability 
each related to two distinct types of structural perturbations, one on the 
system level and the other on the subsystems level. It is crucial to note that 
the two types of perturbations are not independent. When a subsystem q is 
disconnected from the rest of the system 9, its components ‘;k;, can be dis- 
connected and again connected in various ways during operation of the 
subsystem q-this is part (i) of Definition (4.10). When, however, inter- 
connection structure among the subsystems Y: is changing, the interconnec- 
tions among the components Vi, have to stay fixed at their nominal 
strengths-this is part (ii) of Definition (4.10). 
In order to establish hierarchical connective stability of a given system 
using hierarchical Liapunov functions, we again start with the assumption 
that the overall system is composed of stable dynamic components VV given 
in (4.7), stability of which being established by Liapunov functions 
u&t, xv). The components %?V are grouped into subsystems Y: as in (4.6), 
and connective stability of the subsystems is shown using Liapunov 
functions v,(t, xi) and assuming the interconnection constraints 
k=l 
With this formulation of the constraints, the subsystem test matrix lVi(t) = 
[wjk(t)] has time-varying elements 
w;k(t) = 7Li, - Kijf;,( t) t$,, j=k 
= -‘C,f,,(t) q,, j# k. (4.12) 
Hierarchical connective stability of the overall system Y of (4.1) is finally 
determined using a single Liapunov function V(t, X) and the constraints on 
the interactions among the subsystems 
Ilhi(C 4 E)ll G f e,(f) 5ij$jtx,) v(t,x)EaxP (4.13) 
j= 1 
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leading to a test matrix W(t) = [wij( t)] with elements 
w&t) = xi- “,eii(f) t,,, i=j 
= -K,erj(f) 4i,3 i #.j. (4.14) 
By Iv,, Iv’, )..., w,, and @’ we denote the test matrices for the nominal 
interconnections specified by the fundamental interconnection matrices 
E, ) e, )...) L,V, and I?, and prove the following: 
(4.15) THEOREM. [f the matrices m,, W, ,..., W,, and W are M- 
matrices, then the equilibrium x = 0 of the system ,Y is hierarchically connec- 
tively stable. 
Proof We start at the subsystem level and retrace the proof of 
Theorem (3.11). The first result is the inequality 
$;(I+, xj)(4,5) G -zr(xj)( @/!‘Di+ Dj @,) z,(x,) tqt, Xi) E GtY x W’, Vz+(t) < L, 
(4.16) 
which follows from inequality (3.12) with fVi(t) instead of Wi, and the fact 
that whenever Li(t) d Li we have Wi(t) > I?“, for all t E .uR, and the obvious 
inequality 
Z,~[W;f(t)D,+DiWi(t)]z;~Zf(rvp,+D,m,)z, V(t, Z,)E:‘RXti?. 
(4.17) 
Under the assumption that the matrix @“, is an M-matrix, we conclude 
the asymptotic stability in the large of xi=O.in ,V: whenever E(t) z 0 and 
Li(t) < L; for all t, that is, connective stability of CU: when it is disconnected 
from the rest of the system Y. This is part (i) of Definition (4.10). 
Part (ii) of Definition (4.10) is established by noting that when t(r) = L, 
all the interconnections among the components are fixed, and we have the 
standard case of connective stability of a system Y composed of sub- 
systems x. In this case, the inequality (3.13) has the form 
e X),4.1) < -z7‘(x)( lvTD + DW) z(x) V(t, x) E 93 x e, V’E( t) d E 
(4.18) 
which implies that if V is an M-matrix and t(t) = L, then the equilibrium 
x = 0 of the overall system ,Y is connectively stable. Q.E.D. 
To illustrate the hierarchical connective stability, we use the same exam- 
ple as in the preceding section, which has the structure as shown in Fig. 1, 
with single lines denoting first level interconnections and double lines 
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FIG. 1. System structure. 
denoting the interconnections on the second level of the hierarchy. The 
system is now described as 
(4.19) 
with elements of interconnection matrices L,(t) and E(t) given explictly. 
We first show the connective stability on the level of subsystems, for 
which we assume E(t) z 0, where 
E(t)= 
0 e,*(t) 
e,,(t) 0 
(4.20) 
is the system interconnection matrix, and the two subsystems 3 and Y; are 
disconnected from each other. Since CYz is not further decomposed into 
components, we consider only the connective stability of 
L -3 1 -2&(l) yJ:~-,= ----I----- ,yt 31;,(t) 1 -4 I (4.21) 
with structural configurations shown in Fig. 2. For connective stability of 
Y;, we use the same Liapunov function construction on the subsystem level 
as in the preceding section, and get the matrix 
W,(t) = L 
3 -2%(f) 
-3&(t) 4 1 
which corresponds to the subsystem interconnection matrix 
-b(t) = 
[ 
0 G(f) 
cl(t) 1 0 . 
(4.22) 
(4.23) 
The test matrix 
(4.24) 
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C II 
iI C I* 
C 11 
E C 12 
C II 
4 Cl2 
0 Cl, 
0 Cl2 
FIG. 2. Structural configurations: Level I 
corresponding to the fundamental interconnection matrix 
is, = 0 1 
II I 1 0 (4.25) 
of x, is the same as W, of (3.19) as expected. With the choice D, of (3.20) 
in inequality (4.16) which becomes 
i 
18 -12 
W(4.21)G -=:‘h, _ 12 16 Zl(Xl) 
I 
V(t, x,) :%f x d2, V’L,(t) < E, (4.26) 
we establish connective stability of 3, that is, stability of q for all struc- 
tural configurations shown in Fig. 2. 
To show connective stability on the overall system level we fix 
L,(t) EL,, and compute 
(4.27) 
which corresponds to E(t) of (4.20). The structural configurations of Y, 
which are shown in Fig. 3, are generated by the fundamental interconnec- 
tion matrix 
(4.28) 
resulting in the test matrix 
@‘= 8 -33 
-3$ 4 I (4.29) 
Choosing the matrix D of (3.25), we get (4.18) as 
ii(x) (4.1Y) G -z’(x) I 
16 
-3($+Js, 
-@+A z(x) 
8 1 
‘d(t,x)EaxB,‘, VE(t)<E (4.30) 
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FIG. 3. Structural configurations: Level II. 
which establishes tability of Y for all structural configurations of Fig. 3 
with fixed L,(t)~t, -this is connective stability on the overall system 
level and, thus, hierarchical connective stability of Y. 
The crucial observation in this example is that the system 
.i= [-i -9 -Jx (4.31) 
which corresponds to the structural configuration of Fig, 4, that is, 
(4.32) 
is unstable. The system of (4.31) is not included in the permissible struc- 
tural perturbations of S because the subsystems Y; and Y; have to be dis- 
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FIG. 4. Unstable structure. 
connected before structural perturbations among the components %?,, and 
%Y12 of 3 can take place. This means that the system .‘p is not connectively 
stable in the standard (single-level) sense (!%ljak [4]) when the com- 
ponents %, , % z, and the subsystem Cr/: are considered as three individual 
subsystems of 9. This conclusion justifies the new notion of hierarchical 
connective stability. 
We also note that the hierarchical connective stability as defined above, 
does not include all possible stable configurations. The total disconnection 
of the subsystems # and ,Y1 (the bottom structure of Fig. 3) as a pre-con- 
dition for structural perturbation among the components (Fig. 2), is too 
strong. An acyclic structure may be sufficient for stability as illustrated by 
one such configuration in Fig. 5, which arises from simultaneous tructural 
perturbations on the two levels of the hierarchy. 
In concluding this section, we also note the fact that whenever a 
hierarchical Liapunov function is established by the procedure of the 
previous section, then the given system is hierarchically connectively stable 
along the lines drawn by the component and subsystem Liapunov 
functions. It means that this notion of stability, which is stronger than the 
standard concept of asymptotic stability used in the preceding section, 
extracts all relevant information about the system stability contained in the 
hierarchial construction of Liapunov functions. This is not surprising, 
because the original notion of single-level connective stability (Siljak 
[4, 121) has been introduced with the same idea in mind as far as the con- 
cept of vector Liapunov function was concerned. 
FIG. 5. Stable structure 
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5. CONCLUSION 
A hierarchical contruction of Liapunov functions is proposed for com- 
plex systems composed of interconnected ynamic components. The con- 
struction introduces a combinatorial aspect of stability, which may be used 
to build complex systems by interconnecting in various ways stable com- 
ponents to form stable subassembles, and again connecting these subassem- 
blies to make still more complex configurations. It has been argued by 
many people, notably by Simon Cl], Levins [3], and Bronowski [2], that 
this hierarchical process is responsible for evolution of complex living as 
well as nonliving forms. One of the strong arguments is that such 
hierarchical process is reliable and efficient despite environmental interrup- 
tions. Motivated by this argument, but otherwise using entirely different 
context, we have shown that when stability is established by a hierarchical 
Liapunov function, the system is hierarchically connectively stable. That is, 
at any instant in time the system can fall apart and be put together along 
the exact lines of the Liapunov function construction, but stability would 
not be destroyed. 
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