There have been a number of recent advances in accelerated gradient and proximal schems for optimization of convex finite sum problems. Defazio introduced a simple accelerated scheme for incremental stochastic proximal algorithms inspired by gradient based methods like SAGA. He was able to prove O(1/k) convergence for non-smooth function but only under the assumption of strong convexity of component terms. We introduce a slight modification of his scheme, called MP-SAGA for which we can prove O(1/k) convergence without strong convexity, but for smooth functions. Numerical results show that our method has better or comparable convergence to Defazio's scheme, even for non-strongly convex functions. As important special cases, we also derive an accelerated schemes for a multi-class formulation of SVM as well as clustering based on the SON regularization. Finally, we introduce a simplification of Point-SAGA, called SP-SAGA for problems such as SON with large number of variables and sparse relation between variables and objective terms. *
Introduction
A large body of recent developments in optimization have focused on minimization of convex finite sums of the form:
where each objective term φ j (x) is a (possibly non-differentiable) convex function on R n . This is a very general class of problems including the empirical risk minimization (ERM) framework as a special case. When the component functions φ j in (1) are differentiable, a series of recent advances culminating in the SAG algorithm [18] and SAGA algorithms [7] showed that with a constant stepsize and low cost iterations, the iterations have an O(1/k) convergence rate for convex objectives and a linear convergence rate for strongly-conex objectives, like the full gradient method.
However, SAG and related methods cannot be applied when the component functions are non-differentiable as in many machine learning applications, e.g. the SVM hinge loss or various group norm regularizers as in the examples below in section 4.1. In many such problems proximal algorithms [16, 5] offer a powerful class of methods which apply if the proximal operators corresponding to the component functions φ j can be computed efficiently. As observed by Defazio [6] and others, there is a close relation between proximal and gradient methods: the proximal operator has the effect of evaluating the gradient at x k+1 instead of x k . While a small difference on the surface, this change has profound effects. It allows proximal methods to be applied directly to non-smooth problems using fixed step sizes. Additionally, it allows for much larger step sizes to be used, which is why the method is able to achieve an accelerated rate. In line with this analogy,
Algorithm 1 Accelerated Proximal Scheme
Initialize: x 0 and {g 0 k } n k=1 . for t = 0 to convergence do Take an index j t ∈ [n], uniformly randomly. Define
Set x t+1 = prox jt,µ (z t ) Set g t+1 j = g t j for j = j t and update
end for
Defazio [6] introduced an accelerated proximal scheme and showed that it has similar convergence properties as the accelerated gradient schemes under the assumption of strong convexity.
Here we show a modified version of Defazio's scheme which we are able to show achieves O(1/k) convergence without any assumption of strong convexity but with assumptions on differentiability. The only difference in the two schemes is the update step where we use an averaged version. We specialize the general scheme to two non-strongly convex applications: the multi-class SVM and the SON clustering. In these cases we can explicitly compute the corresponding proximal operator in closed form. We also develop a "sparse" version of this method applicable in the case when each term in (1) involves only a small subset of variables. In this case, our update step only touches this subset of variables and thus we are able to obtain a much cheaper iteration cost.
Related Work
An authoritative book on first order methods in optimization is [2] while a recent survey on modern optimization methods in large scale machine learning is [4] . For finite sum problems, seminal papers that pioneered variance reduction techniques to speed up convergence are the SVRG algorithm [11] , the SAG algorithm [18] and the SAGA algorithm from [7] . A proximal extension of the latter is [19] while [1] proposes an extension of SVRG for non-strongly convex and non-convex objectives. Accelerated proximal schemes for non-smooth objectives are developed in [10] . The closest to our work is Defazio [6] that provides a simple accelerated proximal method but requires the objective function to be strongly convex. Our main motivation is to develop a method as simple as Defazio but eliminating the assumption of strong convexity.
Convergence Results
Consider the unconstrained convex optimization in (1), where each objective term φ j (x) is a (possibly non-differentiable) convex function on R m . The recent variance reduction scheme by Defazio [6] starts by assigning a vector g j ∈ R m to each term φ j . The algorithm is detailed in Alg. 1 where prox j,µ (. ) denotes the proximal operator of φ j with step size µ. Defazio was able to establish convergence of this algorithm with rate O(1/k), where k is the number of iterations, under the assumptions on strong convexity of the objective terms. Here, we consider a modified step, called MP-SAGA. The difference between Point-SAGA and MP-SAGA is shown in (3) . Point-SAGA shows Defazio's update rule and our modified update rule is labeled MP-SAGA. We show that the strong convexity assumption is unnecessary for O(1/k) convergence of MP-SAGA:
Theorem 1 Suppose that the functions φ j (. ) are η−smooth and the step size satisfies µ < 1 2nη . Moreover, the optimal value φ * exists. Then, there exists a constant C depending only on the initial values, such that
We note that the result in Theorem 1 requires differentiability in order to maintain smoothness property. We suspect that this is not necessarily a restrictive factor, although not established rigorously in the paper. In many practical situations, we may approximate non-smooth terms by smooth functions to satisfy the conditions of the above theorem [10, 2, 3, 14, 13] . In mathematical terms, this smoothening process may not harm the performance of algorithms as long as they are uniform (i.e. with respect to ∞ topology), ensuring that the global optimal point remains well-approximated. In view of Theorem 1, we also observe an essential drawback of the lack of strong convexity: Theorem 1 requires a significantly small step size order of 1/nL, as compared with the existing convergence bounds of SVRG and SAGA with step sizes of the order 1/L, obtained under the strong convexity assumption. However, as this result has a generic nature, this limitation can be avoided in many practical scenarios with further specific structures. We postpone a more rigorous study of these issues to a future work. In Section 5, we also empirically show that applying MP-SAGA (and later SP-SAGA) directly to the non-smooth function with a large step size still leads to fast convergence.
Applications

Multiclass SVMs
The original paper of Defazio [6] contains a simple binary SVM formulation with a sum-of-hinge-loss objective as an example. We extend this example to multiclass SVMs, which are more common in real-world applications. Suppose that each data vector x ∈ R m is assigned to one of the K classes, denoted by k(x) ∈ [K]. We are to provide K real affine functions of x, represented by
holds for the majority of data points x. We introduce the following muticlass hinge loss h = h x, k,
where Λ k,i = −1 if k = i and Λ k,i = 1, otherwise. Following the methodology of SVM, we introduce the following optimization problem for learning
Substituting the definition of h, we may write (5) as the following optimization:
We observe that both optimizations in (5) and (6) are in the incremental form of (1) by proper choice of functions φ j , and can be efficiently solved by the accelerated proximal algorithms. We focus on 6, for its simpler form of proximal operator. The relation in (6) can be represented by functions
We observe that this formulation leads to more variables and objective terms compared to (5) , but each objective term φ ij associates with few variables, namely w i , b i , t j . The proximal operators for this case are simple to compute and have a similar form, discussed in [6] . Note that for applying the accelerated scheme, we require to store vectors g ij andḡ which have the same size as Θ, being proportional to the number of data points N . However, we observe that in g ij , only the elements corresponding to the variables of φ ij are updated and the rest remain zero. Therefore, we may only store an manipulate the nonzero part of g ij , which can be shown by the triplet
. Nevertheless, the vectorḡ may be completely nonzero and hence the computation of 2 requires an increasing effort with the sample size. This motivates us to introduce a simplified scheme in Section 4.3.
Clustering by Sum of Norms
Clustering by the so-called sum-of-norm (SON) regularization [9] is a recent technique, which relies on a convex optimization problem for clustering and determines the whole clusterpath in a hierarchical manner. In this method, the number of non-smooth terms quadratically grows with the number of data points, making it extremely difficult to solve by non-incremental techniques. Given a data set X = [x 1 x 2 . . . x N ], the SON clustering method consists in solving the following optimization problem:
A stochastic incremental approach to solve this optimization was given in [15] . We can put it in the form in (1) by introducing
This is similar to the SVM application in Section 4.1, where a large number of variables and objective terms are involved, but each term concerns a small subset of variables. The proximal operator for these functions is also given in [15] , where an extensive study of SON as well as the idea of incremental optimization is introduced.
Simplified Point-SAGA Scheme
In the above examples, we encountered a difficult situation where a large number of variables and objective terms were involved, but each objective term concerned only a few variables. Let us formalize this case by introducing subsets {I k ⊆ [m]} n k=1 such that in (1), we have φ j (x) =φ j (x Ij ) for some lower-dimensional set of convex functions {φ j }. Denote m j = |I j |. We also introduce for i ∈ [m] n i = #{j | i ∈ I j } and take ν = (1/n i ) i . Then, we have the simplified scheme in Alg. 2 where the zero-padding operator is given by u = ZP(g, I) where u I = g and u I c = 0. We observe that the difference between the simplified SAGA and the (modified) Point-SAGA schemes is that in the simplified one, the same computations as in Point-SAGA are performed, but only over the variables I j . Also since the i th variable contributes to n i different terms in the unbiased averageḡ of g j , we requires division by n i instead of n, which justifies the use of vector ν.
We can also modify the proof of Theorem 1 to show O(1/t) convergence for the SP-SAGA scheme:
The same results as in Theorem 1 holds for SP-SAGA, with a possibly different constant C.
Numerical Results
In this section, we examine the MP-SAGA and SP-SAGA algorithms in a number of examples, including the ones developed in Section 4. We remind that in those cases with non-smooth objective terms, only an arbitrary smooth approximation of the objective function satisfies the results in Theorem 1, 2. Nevertheless, we apply our algorithms to the exact objective and verify that the desired results still hold true.
Algorithm 2 The simplified Accelerated Proximal scheme
Initialize:
for t = 1 to convergence do Select an index j t ∈ [n] uniformly randomly.
Update g t+1 j = g t j for j = j t and g t+1 jt = z t 2 . end for
LIBSVM Dataset
Following the setup in [6] , we train a binary classifier on a number of datasets from the LIBSVM directory using different amounts of the data. In Figure 1 , we consider COVTYPE data set with binary logistic regression. All data points are normalized to have unit length.
Step size is set to µ = 10 and the average logistic loss is plotted for SAGA and MP-SAGA in 2000 epochs. The result confirms the O(1/T ) convergence rate for non-strongly convex functions, while the first few epoch demonstrate a quick decrease in the cost function. Interestingly, the Point-SAGA algorithm also exhibits similar convergence rate, but remains slower than the MP-SAGA algorithm.
In the next experiments, SVM classification with hinge loss is used. We follow the same specifications as in [6] . Results are displayed in figure 2 and 3. We observe that MPSAGA performs very similar to Point-SAGA and outclasses Pegasos and SAGA in the strongly convex case. These results remain unchanged when sub sampling the data. 
SON Clustering
We test SP-SAGA against Point-saga on the task of clustering by sum of norms on three different datasets. In all experiments MP-SAGA and Point-SAGA perform almost identically. Therefore, we exclude Point-SAGA from the figures. Moreover, we skip a comprehensive evaluation of SP-SAGA and MP-SAGA against other competing methods, as this is already provided in [6] . The three datasets are respectively obtained by a We sample 200 2-dimensional points from a Gaussian mixture model. The regularization constant in the SON formulation is λ = 0.08. The step length is mu k = 1. The result is depicted in Fig. 4 . In the left hand side plot, we compare SP-SAGA with MP-SAGA and observe that there is no significant difference between the two methods. However, each epoch for SP-SAGA is about 50 times faster than MP-SAGA and Point-SAGA. Hence, we focus on SP-SAGA in the next plots. The right hand side plot we depict the solution obtained by SP-SAGA. The scattered red dots are the original data, while the blue points are the solution. we observe that the method converges to highly sparse solutions, reflecting the correct clusters, in a time as short as five epochs. The function sub optimality plots hints at a 1 k convergence even for non-differentiable component functions.
We use 100 points from the two moons dataset. Parameters are λ = 0.001 and µ = 10. For the iris data [8, 17] we use λ = 0.05 and µ = 1. The results can be seen in figure 4 and figure 5. All these results suggest O(1/k) convergence, even for non-smooth functions.
Multi-class SVM on CIFAR10 Dataset
In another experiment, we examine the multi-class SVM optimization by the simplified algorithm in the image classification task. We consider the CIFAR10 data set, consisting of 50,000, 32 × 32 color images for training from 10 different classes [12] . This setup illustrates the power of SP-SAGA in large-scale problems. Figure 5 .3 depicts the result of applying the SP-SAGA algorithm in Alg. 2 with step size µ = 10 −4 . As seen from the right hand side plot, we only require to run the algorithm for a number of epochs as small as 5-10, 
Proofs
In this section, we give a comprehensive proof of the theorems in the paper.
Proof of Theorem 1
To proceed, we drop the iteration index t and denote by x j , z j the value of x t+1 , z if index j is selected. Similarly, denote by g j k the future value of g k . Clearly, g j k = g k if k = j. Define for simplicitȳ g = 1 n n k=1 g k ,ḡ j = g j −ḡ.
Moreover, take x * as a global optimal solution of (1) and take g * j ∈ ∂φ j (x * ) such that n j=1 g * j = 0. Denote by J the sequence of indices selected up to the current iteration. Note that by the definition of the proximal operator, there exist subgradients ζ j ∈ ∂φ j (x j ) such that which leads to g j j = ζ j +ḡ. On the other hand, the definition of subgradient yields
and
where y is an arbitrary point and we assume that the objective terms are second order η−Lipschitz. From these inequalities and the fact that ζ j = (x + µḡ j − x j )/µ, we conclude the following four inequalities:
Local Change Bound: Selecting y = x k in the right hand side of (8) leads to
Summing over j, k and normalizing, yields
Substitute ζ j = (x + µḡ j − x j )/µ and note that
Then, we obtain
Global Bound: taking y = x * in the left hand side of (8) leads to
which after replacing ζ j and summing over j leads to
and can also be written as
Global Dual Bound: Taking y = x j in (9) and summing over j yields
which can also be written as
Inverse Local Change Bound: Taking y = x in the left hand side of (8) and summing over j gives
Now, we combine (10) and (11) to obtain
We further combine (12) and (13), which gives
From the modified update rule of g j s, we note that
Furthermore,
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We conclude that
Scaling by nµ/2 and subtracting (18) from (15) gives
Finally, multiplying (19) 
Taking expectation (w.r.t J), rewriting with index t and summing over t = 0, 1, 2, . . . , T yields Taking C as 1−2nµη 1+n times the right hand side of the above, and noting that for µ < 1 2nη it is nonnegative, we conclude by Jensen's inequality that
≤ C T , which completes the proof.
Proof of Theorem 2
Proof of Theorem 2 is similar to the one for Theorem 1. We replace the vectors g j ,ḡ andḡ j with g j ,ḡ and g j where g j = ZP(g j , I j ). i.e. it is equal to g j in Alg. 2 on I j and zero everywhere else. Moreover, g = ν   n j=1ḡ j
Conclusion
We improved the theoretical results for the Point-SAGA incremental technique by foregoing the strong convexity assumption. We also developed algorithmic details for SVMs and SONs and developed a highly scalable modification of the Point-SAGA scheme, called SP-SAGA, with similar theoretical guarantees, when a large number of variables are involved. Although our theoretical results are limited to smooth approximations for non-differentiable functions, our numerical studies showed that our schemes are extremely fast and scalable in practice.
