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Preface
The problem of estimating parameters of the distribution
of a random variable which is the sum of 2 independent random
variables for which one has a Bernoulli distribution and the
other is normally distributed with mean zero is considered.
Various estimation methods are proposed and compared through
simulation studies. The problem is extended to the study of
estimating the parameters of a linear structural relationship.
The iteration equations for estimating the parameters by the
method of maximum likelihood are derived. Estimations by the
method of moments and the mixed moments method are also described.




The first part of this thesis treats the estimation
problem which arises when one observes a sum of two random
variables i. e. X= U+ E where U has a Bernoulli distribution
with parameters a, b and p, and c is normally distributed
with mean zero and variance v. Thus, the density X is then
a density arising from the mixture of two normal distributions
with common variances v, means a, b and proportionality
factor p. -Therefore, the question at hand is that of estimating
the parameters a, b, v and p given observations of X only.
The problem of estimating the parameters of a mixture of
two normal densities with unequal variances and means were studied
as early as 1394 by Karl Pearson, and later by Charlier and Wicksell
(1924). The method of moments was introduced in solving the problem
and Karl Pearson derived estimators for the parameters of this
distribution by equating sample moments to corresponding (theoretical)
moments. After simplification, the evaluation of his estimators
involved the solution of a ninth degree polynomial equation. But
for the case of equal variances, the situation is much simpler.
Instead of using the sample moments, the unbiased estimators of the
theoretical central moments are used to set up a cubic equation.
The solution is obtained through an iterative procedure for a negative
root of the cubic equation. Besides, the symmetric case in which
p=/ is also considered and the solution can be expressed in
closed form.
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With the advent of modern computers, it is feasible to
use the maximum likelihood method which is known to be asymptotically
efficient. If the two normal distributions have different variances,
the likelihood function of the mixture is unbounded near many points
in the parameter space. The attempt to determine the location of a
global maximum would lead to inconsistent estimates. But if the
two variances are equal, then the estimates are consistent and may
be computed without much difficulties. Therefore, simple iteration
equations are derived and the convergence rate is found to be quite
fast.
The mixed moments method is also investigated and compared
with the method of maximum likelihood and the method of moments.
In the mixed moments method, instead of maximizing the likelihood
function with respect to all the k parameters, k- 1 moment
equations are introduced and solve for the k- 1 parameters in
terms of the remaining one. The remaining parameter is estimated
by maximizing the conditional likelihood function. This method is
used advantageously when the likelihood function has a discontinuity
at an unknown point since the maximum likelihood method becomes
problematical.
In the last section of Chapter 2, this thesis discussed the
Characteristic function estimator, that is, the modulus of the
difference between the empiricaland the theoretical characteristic
functions is weighted and integrated over the real line this
function of sample values and the parameters is then minimized with
respect to the parameters.
3In Chapter 3, the problem is extended to the structural
relationship case, that is, the interest would concentrate on the
following model: Suppose a linear relationship between 2 random
variables U and V is given by the equation:
V= a+ RU
where a and are real parameters and U is assumed to follow
a Bernoulli distribution with parameters a, b and p, i.e.,
= b)Pr (U= a)= p= 1- Pr (U
However, we are not able to observe U and V directly.




where s, r1 are independent random variables with means zero and
variances vl and v2 respectively, and both are independent of U
In this thesis, all the parameters a, Q, vl, v2, a, b
and p are assumed to be unknown. Based on a random sample of
size n from (X, Y), several estimation procedures are discussed.
All the estimation methods discussed in Chapter 2 would be
considered except the characteristic function method since the
latter involves the minimization of a double integral with limits
-00 to oo with respect to the seven parameters a, Q, vl, v2, a, b
and p. No closed form for the estimators can be explicitly
4
expressed and the integral can only be evaluated by numerical
integration. Therefore, there may be difficulty in interpreting
the relative efficiencies of these estimators since errors may be
induced in the approximation of the double integrals.
In addition to considering the general case with all the
seven parameters being estimated from the data available in a given
sample, the special case in which the 2 points a and b are of
equal probability, i.e. p= q=/, are also examined.
Finally, in Chapter 4, simulated examples of all the cases
considered in Chapter 2 and Chapter 3 are studied. For each
estimation method, the mean square error is found.
Chapter Two Several Methods for Estimating the
Parameters of Normal Mixtures
2.1 Identifiability
Consider the mode]
X = U + £
where U has a Bernoulli distribution with parameters a, b and
proportionality factor p , e has a normal distribution with mean
zero and variance v and U, e are independent.
The probability density function of X is ther
where
and
Therefore, the problem is to estimate the parameters a, b,
v and p in the mixture of 2 normal density functions. Before
examining the various methods of estimation in estimating the
parameters, we have to investigate whether the problem is identifiable.
Definition: of distributions is said to be
identifiable if for all u implies
Definition: is said to be identifiable
under convolution if the family
is identifiable
The importance of the identifiability question is obviously
raised by the consideration of the problem of estimating the
parameters of the sum of 2 random variables. If the families of
distributions of U and e above are not identifiable under
convolution, there is no hope of solving the estimation problem of
the parameters a, b, v and p which are involved in the distribu¬
tions of U and e .
The following example would clearly show the question of
identifiability in the estimation of parameters.
Suppose where the families of distributions
of and are both normally distributed with equal variances
and means and respectively. Assume that the 2 families
of distributions of z.. and z are independent. Then the family
of distributions of z is normal with mear and
variance 2.
Since does not imply that
and the family of distributions of z is not identifiable
and therefore it is impossible to estimate the parameters and
y2 separately by observing z alone.
Many writers have studied the problem of identifiability
in the mixture of 2 normal density functions, and it has been
shown (Yakowitz 1970, Yakcwitz and Spragins 1968 and Teicher 1963
1961) that, unlike the mixtures of other densities, the parameters
a, b, v and p in the normal mixture models considered above are
identifiable.
2.2. Method of Moments
2.2.1. Estimation in non-symmetric case, i.e., p ^ h
Consider the probability density function of X = U + e
where U, e are as defined in Section 2.1. Then the density
function of X is:
where
and
Without loss of generality, we may assume
Denote the k^*1 moment of f(x) taken about the origin
by y' . Thenk
Thus, the central moment y^ becomes:
In particular, we have
Instead of equating the theoretical central moments to the corres¬
ponding sample moments (Cohen, 1967), the unbiased estimators of
the theoretical central moments of X are used here, (actually
when n is sufficiently large, both of them are asymptotically
equivalent), namely:
(Refer to Cramer, 1945). Note that
and
Introduce new parameters and m by:
Since a &lt; (pa + qb) &lt; b and &lt; 0 &lt; . By similar arguments
to that of Cohen (1967) , the moment equations become:
By solving these four equations, we obtain:
where y is the root of the cubic equation
with
The above cubic equation has 3 roots. From Descrate's
rule of signs, unless = 0 , the equation has a single negative
root. This root is then the required estimate of y regardless
the sign of . The other 2 roots are of no interest to us.
Using a suitably chosen initial guess, the required estimate can
be found by the following iterative procedure:
After Y is found, the moment estimates of a, b, v and p can
be found from equation (2).
2.2.2. Estimation in the symmetric case, i.e., p = q = h
If p = h , the probability density function of X
becomes symmetric in a and b . Now,
and
y = 0 when k is an odd positive integer
K.
Although there are only 3 parameters to be estimated, the
*i x.
3r -order central moment is zero. Therefore, the 4 order moment
is used in setting up the moment equations.
The moment equations are:
Upon solving these equations, the moment estimates are:
In symmetric case, all the estimates can be obtained in closed forms.
However, as a technique for point estimation, the method
of moments, as proposed by Karl Pearson (1894), is generally inferior
in almost all respects to the other competitors such as the method
of maximum likelihood estimation. The use of the method of moments
is mostly motivated by its computational simplicity.
2.3 Maximum Likelihood Method
In 1921, R.A. Fisher introduced into statistical theory
the use of maximum likelihood as an estimation procedure. Fisher
regarded the likelihood as a function of the unknown parameters
and obtained the values of these parameters that maximize the
likelihood function. Such values are then said to be the maximum
likelihood estimates of the parameters.
2.3.1 Estimation in non-symmetric case
Now, consider the model X = U + e where U, e are as
defined in Section 2.1. Since
the likelihood function generated by a sample x , x , .x is:
where
and
Taking logarithm and differentiating the log-likelihood function
with respect to p, v, a and b , we obtain the following equations:
Hasselblad (1966) showed that by equating the above derivatives to




There are 4 independent iterative equations in the 4
parameters v, a, b and p . With suitably chosen initial guesses
a , b , p and v , the iteration scheme was found to converge
o o o o
in a few steps. In most cases, the moment estimates based on the
samples are used as the initial guesses.
Now denote The rate of convergence would
depend on the value of A . Suppose A is small
will become small when comparedwith in equation
Hence, a wide range of p will satisfy the first equation of (3) as
shown by Hasselblad (1966). Thus the estimation of p will be very
difficult and the situations become more complicated when 3 more
parameters a, b and v are to be estimated simultaneously.
In conclusion, the estimation procedure will be very
difficult and usually the sample size will have to be very large
in order to estimate the 4 parameters simultaneously. A way to
overcome this difficulty is to ensure that A &gt; 2 as suggested
by Hasselblad (1966).
2.3.2 Estimation in the symmetric case
We go through the similar procedure as Section 2.3.1 and
set in the equation
Denote S ince
the iteration scheme becomes:
The three equations show that are weighted
means of with weicrhts and
respectively, while v is the sum of the respective weighted
variances of
2.4 Mixed moments Method
As we have seen in the previous two sections, the method
of moments have to employ the fourth-order central moment which
would of course induce large sampling error and affect the
accuracies of the estimators. Although the method of maximum
likelihood estimation has avoided these problems, the maximization
of the likelihood function with respect to the four parameters
is a tedious and time-consuming task. In order to compromise
these two requirements, both accuracy and time, the mixed moments
method (or the conditional maximum likelihood estimation method as
named by Cohen, 1967).
2.4.1 Estimation in non-symmetric case
Consider the model X = U + e where U and e are
defined as in Section 2.1. The first three moments are equated to th&lt;
corresponding population moments.
Solving these equations in terms of p and q (p+q = 1) , we
obtain
Subject to these 3 conditions, p is to be determined so as to
maximize the conditional likelihood function:
Since derivative of L^(p) are somewhat unwieldy, the
value of p which maximizes L^(p) can conveniently be determine*:
in most practical applications by using the "Golden section"
method (Mital, p.231). To avoid underflow in actual computations,
due to 0 &lt; f(x^) &lt; 1 , the log-likelihood is maximized instead
of the original likelihood function. Since 0 &lt; p &lt; 1 ,
the interval of p can be set as (0, 1) . After p is found,
the resulting estimates of v, a and b can be found from the
equations (4).
2.4.2 Estimation in the symmetric case
s t
Only the 1 two moments are required in this case
Solving these 2 equations, we obtain
Then, v is to be determined so as to maximize
where
Now, to maximize L^(v) , we differentiate log L^(v)
with respect to v and set the derviative to zero.
For the sake of brevity, denote
then
Set The required iteration scheme for v is
As compared to the moment estimators and maximum likelihood
estimators, the mixed moment estimators are compromise between the
former two estimators. But it also has one advantage which is
superior to the maximum likelihood estimators: Suppose a probability
density function has a discontinuity at an unknown point in the
parameter space, then the maximum likelihood approach becomes
problematical; however, trial values of this point could be tested
to locate the likelihood maximum for the rest of the parameters
(assuming that a maximum exists).
2 . 5 Characteristic function estimation method
2.5.1 Estimation in non-symmetric case
As we have seen in Section 2.4, to find the iterative
equations of the maximum likelihood estimates requires tedious
computations because the derivatives with respect to the parameters
a, b, v and p are very complicated. In the mixed moments
method, it is also required to find the conditional density
function and yet the expression seems somewhat unwieldy. It is,
therefore, of some interests to explore alternative estimators
which do not involve the finding of the likelihood function.
Recently, Quandt and Ramsey (1978) have proposed the
moment generating function estimator. Consider the following
model
where U and £ are as defined in Section 2.1. Then
Let a sample are given and choose k
values of t , namely, in some small interval
where
By the strong law of large numbers, as are
identically distributed with common mean, for
converges to in probability
We shall estimate the parameters by minimizing
This method of estimation will be referred to as the
moment-generating function method.
They have showed that these estimators are consistent
and have joint asymptotic normal distributions. But as the method
shows, they heavily depend on the choices of t. because the tj
have significant effects on the efficiencies of the estimators.
However, as showed by Quandt and Ramsey, this method is superior
to the method of moments in terms of mean square errors.
In a similar manner, we proposed the characteristic
function estimator which involves the minimization of the integral
of the weighted difference between the sample and the theoretical
characteristic functions over the real line.
For a given sample the sample
characteristic function is
The characteristic function estimators of p, a, b and
v are those values and which yield
where r - 1 and &lt;j&gt;(u) is the theoretical characteristic function
and w(u) is a weight function which forces convergence of the
integral.
Since two distribution functions are equal if, and only
if, their respective characteristic functions agree or
then, by the law of large numbers, is a consistent estimator
We have chosen r = 2 since it makes for a greater degree
of mathematical tractability.
Let so that there are computational
advantages associated with Hermitian quadratures. Of course, other
weight functions which force convergence of the integral can be
used instead of
In particular, the function to be minimized is
where
and
Therefore, by means of numerical integration:
where
are the roots of the Hermite polynomials of degree 20
anc
are the weights associated with these zeros. (Refei
to Abramowitz and Stegun, 1964)
The minimization process is carried out by the Newton-Raphsons method,
Denote by
The first and second order partial derivatives with respect
to p, a, b and v are found, namely,

Denote
i.e. H is the 4 x 4 Hessian matrix,
The iteration scheme is
where X is the 4x1 vector of estimates at the n^ stage foi
n ^
the 4 unknown parameters.
2.5.2 Estimation in the symmetric case
For the case in which p = q = h t the situation is less
complicated. Now, there are only 3 parameters to be estimated,
namely, v, a and b . The Hessian matrix will be reduced to
3x3. The partial derivatives with respect to v, a and b
are the same as in Section 2.5.1 except we put p = q = h in the
equations which involve p and q .
Chapter Three Methods for estimating the parameters oi
linear structural relationship
In this chapter, we are going to extend our problem to
the linear structural relationship case. Consider the model that
U, V are related by
where a and 3 are real parameters. We are not able to observe
U and V directly. Instead, both U and V are subjected to
random errors e and n respectively, namely,
Then the estimation of parameters in this relationship leads to
the subject called the linear structural relationship model.
The case where U, e and g are independent normal
distributions received much attention. Suppose that U is normally
+
2
distributed with mean g and variance a / e and g areX X
normally distributed with equal means 0 and variances v^ and v2
respectively. U, 0 and g are independent.
Write
As found in Kendall &amp; Stuart (vol. 2); the likelihood equations are:
Hence, there are six parameters in five equations. In order to
solve for the maximum likelihood estimates of the parameters, we








In all the 3 cases, estimators for the other parameters
are derived. (Kendalls Stuart, vol.2, Chapter 29)
In our discussion, U is not normally distributed but
follows a Bernoulli distribution with parameters a, b and p .
Although there are seven parameters to be estimated, there are
no question of identifiability as we would see in the following
sections.
To be more precise, our interests would concentrate on
the following model
where a and R are real parameters and
e and n are normally distributed with means 0 and variances
v^ and v2 respectively. e, n an&lt;3 U are independent. Without
loss of generality, assume b &gt; a .





Estimation in non-symmetric case
Denote
The bivariate central moments of X, Y are then
)dxdv for
In particular
Since there are seven parameters to be estimated, we
s t
required seven moment equations, namely, 2 1 order moments, 3
second-order moments and 2 third-order moments. Note that there
are altogether 4 third-order moments, namely, y3q , y^, y^ anc^
y ^ . Of course, we can select any two of them, but for the sake
of computational simplicity, y ^ and y^-^ are preferred. Also,
it is impossible to use all the four third order moments because
only 2 of them are functionally independent.
As in Section 2.2, instead of using the sample central
moments, we preferred the unbiased moment estimates of the
For a sample De fine
By some simple computations, we found that
Therefore we set up seven moment equations
Upon solving (6), we obtain
where and
Note that all the moment estimators are in closed form.
As an estimate of the parameter, the moment estimators
and are consistent estimators of
and (Cramers, 1945, p.253
3.1.2 Estimation in the symmetric case
Now, there are only six parameters to be estimated. For
equations (6) show that = 0 when r + s is an
odd positive integers. In particular, all the third-order moments
turned to zero. We must use a fourth-order moment in order to
equate six moment equations. As the moment order is high, the
estimates are expected to have large sampling errors.




The six moment equations are
where r + s = 1, 2, 4m = y
rs rs
After solving these equations, the moment estimates are
3.2 Maximum Likelihood Methoc
3.2.1 Estimation in non-symmetric case
For a sample rnnQi r!or
the likelihood function generated by this sample:
where
and
Taking logarithm, and differentiate with respect to
and
Set all derivatives to zero, then we can obtain the iterative
equations for the seven parameters p, a, b, v^, v^r a and 3
Denote
Then, the iterative equations are:
The moment estimates may be used as the initial guesses
and The iteration scheme has
been found to converge in a few steps. Define
where and
As in Section 2.3, the value of A will affect the rate
of convergence of the iterative procedure. For large A , the
two components would seem to be well-separated. The iteration
scheme has been found to converge in a few steps. For values of
A near zero, the sample sizes will clearly have to be very large
before the asymptotic theory of maximum likelihood method applied.
Especially in multivariate case, the sample size must be quite
large to ensure the convergence of the iteration of the parameters.
As we would see in the simulated examples, many iterations fail
to converge in the small sample cases.
3.2.2 Estimation in the symmetric case
Since p is assumed to be known, the similar procedure
would give rise the same iterative equations for
a and $ as in Section 3.2.1 except we put
the equations of (7).
in all
3.3 Mixed Moments Method
3.3.1 Estimation in non-symmetric case
As in the Section 2.4, we can facilitate the use of a
mix moments estimator. The conditional likelihood function is
considered. Since there are totally seven parameters, we use
six moment equations and solve six of them in term of the remaining
one .
With the same notations as Section 3.1.1
Equating
estimates
we obtain the moment
With these estimates, the conditional likelihood function is
given by:
where
As we have noted from (*), the differentiation of L(p)
involves a large amount of computations. As before, we utilize the
"Golden section method" to maximize the logarithm of L^(p) . Since
0 &lt; p &lt; 1 , we search through (0, 1) for such a value of p such
that it will maximize the log-likelihood function. This estimate
for p is substituted into (8) to find the estimates of the
remaining 6 parameters.
3.3.2 Estimation in the symmetric case
By setting p = h , the moment estimates of a, v^, v^,
a and b in term of 3 are:
Then the conditional likelihood function is:
Now, instead of p , we have to find a value of 3 to maximize
L . By the results of Kendall&amp; Stuart (vol. 2, chapter 29), we
obtain
var X = var U + var e
2
var Y = 3 var U + var n
cov(X, Y) = 3 var U
Denote
By equating these sample estimates of var X, var Y and cov(X, Y)
we obtain
(9)




The slope of the structural line is bounded in absolute
value by the least-square regression coefficient of Y on X
and by the reciprocal of the least-square regression coefficient
of X on Y . (Refer to Kendall &amp;Stuart, vol.2)
Since Svar U and var and
expected to have the same siqn. The value of R can be searched
over the interval with end points
using the "Golden Section" method.
and when
3.4 Characteristic function estimator
Similar to the ideas in Section 2.5, we would try to avoid
the finding of the probability density function and utilize the
characteristic function estimator.
The joint characteristic function of x, y is:
where
There fore
Suppose $(t,, t ) is the appropriate sample estimate, anc
where w(x, y) is a weight function in x, y which forces
convergence of the double integral. Then, the estimates of the
parameters p, a, b, v^, v^, a and (3 are found by minimizing
the integral I with respect to these parameters.
Unfortunately, estimating of the parameters will involve
the minimization of I . The error introduced by numerical
integration is so large that the accuracy of the estimate can—not
be justified. Much research have to be done in this direction.
Chapter Four Simulation Studies
In this Chapter, simulated examples of the cases studied
in the previous chapters are studied. Their mean square errors
in various methods are listed in the following tables.
Table 1 and Table 2 show the mean square errors for the
mixture model of 100 samples of sample size N for the asymmetrical
and symmetrical mixtures respectively. As the tables show, the
mean square errors of the maximum likelihood estimation method
are the smallest among the others. The characteristic function
estimators are found to be quite satisfactory in the simulated
examples. In comparing the two tables, the asymmetrical mixture
generally increases the inaccuracy of the estimates. Except in
the method of moments, a higher-order moment is used in the
symmetrical mixture which would expect to induce larger sampling
error.
Table 3 &amp; 4 list the mean square errors for the structural
model for 100 samples of size N in asymmetrical and symmetrical
cases respectively. The tables show in all cases that the maximum
likelihood method is the most efficient. When comparing the mean
square errors for the method of moments and the mixed moments
method, they are nearly the same. The mixed moments method does
not seem to be superior to the method of moments. Therefore, as
pointed out before, the mixed moments method is not recommended if
the probability density function has no singularity in the parameter
41
space because of its complexity in computation. Besides, as the
Golden Section method is used in the optimization of the
conditional likelihood function, the convergence rate is found
to be (0.618) -n for n iterations. In order to produce an
accuracy to 2 decimal places, more than 10 iterations are required.
In this case, the convergence rate is quite slow.
In all the 4 tables, the mean square errors for all the
estimation methods are decreasing when N is increased. These
show the asymptotic properties of the estimates.
Finally, Table 5 shows that in the structural case the
number of divergent samples is quite significant for the maximum
likelihood method especially for the case when N is small. This
may be due to the following:
the possible premature termination of the iteration algorithm,i)
the nature of the initial guesses, orii)
the sample size is not large enough.iii)
Table 1: Mean Square Errors for a model X = U + e of 100 samples of
sample size N .
p = 0.3 a=0 b = 1 v = 0.01







































































































Table 2: Mean Square Errors for symmetric case of 100 samples
of sample size N . (i.e. p = h)
a = 0 b = 1 v = 0.01












































































Table 3: Mean Square Errors for the structural model of 100 samples
of sample size N .
a=l, 3=0.5, v =0.01, v =0.04, a=0, b=l, p=0.3





























































































Table 4: Mean Square Errors for the Structural model of 100 samples
of sample size N .






















































































Table 5: Number of divergent samples in 100 samples of sample
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