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Graphene, Silicene, MoS2 and other similar two-dimensional structures have unusual electronic
properties that lend themselves to exotic device applications. These properties emanate from the
fact that the electrons are endowed with Dirac fermion-like attributes. Thus these materials are
not only characterized by certain fundamental principles, they also have amazing practical uses.
Our emphasis here is on one such basic property concerning nonlinear response to time-dependent
electric fields. We set up a first principle quantum master equation for the underlying density
operator which is based on microscopic interactions between the Dirac electron with phonons and
other electrons. While such an equation has general applicability to a variety of non-equilibrium
phenomena in two-band systems, we focus onto the case of nonlinear optical conductivity. The
derived results are separately analyzed for graphene, silicene and MoS2, and comparison made with
other known results.
PACS numbers:
1. INTRODUCTION
Two dimensional electronic materials such as
graphene, silicene, MoS2 etc., notwithstanding their
myriad technological and device applications, are a gold
mine for testing theoretical concepts of great contem-
porary interest [1–4]. These involve novel ideas of the
chemistry of hybridized carbon orbitals [5], ultra high
mobility [6, 7], spin-orbit interaction [8], Andreev reflec-
tion and Klein tunneling [9–11], magneto-resistance and
weak localization [12–14], quantum Hall effect [15–18],
spintronics [19, 20], valleytronics [21] and so on. Much of
the extraordinary properties of these materials manifest
themselves on account of their electrons behaving as
Dirac Fermions in the low energy physics sector. Indeed,
all the interesting physics emanates from the underlying
Dirac equation, though the electrons travel with not the
speed of light but much smaller Fermi velocity. Thus
these materials have turned out to be a laboratory for
the realization of relativistic quantum mechanics, albeit
in a non-relativistic setting of solid state physics [3].
Given this background to all the extraordinary phe-
nomena in graphene, and graphene-like materials, one
aspect that is going to particularly occupy our attention
in the present study is the breakdown of linear response
theory in connection to a transport property such as the
frequency-dependent dynamic conductivity [22]. The ne-
cessity to go beyond the usual ‘Kubo regime’ hinges on
the fact that our interest is in the systems for which the
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Fermi energy F is vanishingly small. In our calculation
of the nonlinear electrical conductivity we follow a den-
sity matrix approach for a general two band model [22–
24]. But, in a departure from the existing treatments
in which dissipative terms are incorporated phenomeno-
logically, we employ a first-principles approach wherein
these terms occur in a natural manner from the consider-
ations of probability conservation and detailed-balance.
Further, our approach is couched in the framework of
quantum dissipation of two-state systems in contact with
phonon and electronic baths [25, 26]. Though the quan-
tum baths are not treated in detail here, the indicated
method opens up possibilities for an elaborate analysis
of dissipation in graphene and graphene-like systems.
An outline of the paper is as follows. In section 2,
we introduce the relevant Hamiltonian for graphene,
silicene and MoS2 within the product Hilbert space
of two distinct spin ‘variables’ one operating within
the two sub-lattice states of the material, and the
other within the actual spin-states of the electron. The
form of the Hamiltonian is illustrated by citing three
different materials of grapheme, silicene and MoS2,
in sub-sections 2a, 2b and 2c, respectively. Section 3
deals with the von-Neuman Liouville equation for the
density operator. That equation has two parts, one
governed by systematic Hamiltonian dynamics in the
presence of an external electric field, and the other
concerned with dissipative dynamics triggered by the
surrounding heat bath. These issues are separately
treated in sections 3a and 3b respectively. While
discussing the systematic dynamics in Section 3a, we
employ a ‘Rotating Wave Approximation’ (RWA) in
which rapidly oscillating terms that have no influence
in the non-transient regime, are dropped. Section 3b is
devoted to standard rate equation method in which the
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2need for probability conservation and detailed-balance
automatically emerge from microscopic considerations.
While section 3 contains a general framework for dealing
with dissipative effects in the 2-d materials at hand, we
specialize in section 4 to the calculation of nonlinear
optical conductivity. Once again, separate results are
presented for the three systems of graphene, silicene
and MoS2. These results are analyzed in section 5 as a
prelude to offering certain concluding remarks in section
6 .
2. THE DIRAC HAMILTONIAN
The generic Hamiltonian of our focus is an explicitly
time dependent one given by [22],
Ht = H0(σ, s) +HI(σ, s) sin(ωt) (1)
where H0(σ, s) is an unperturbed Hamiltonian that lives
in the product space of the two distinct dynamical vari-
ables σ- a pseudo spin and s- the real spin of the electron.
The time t is inserted as a suffix to underscore the fact
that the underlying time dependence is only a parametric
(and not a dynamic) one. The meaning of σ and s is clar-
ified in the context of three different electronic materials,
below. The time dependent interaction term arises from
an externally applied electronic field of amplitude E and
frequency ω. Evidently, HI being off-diagonal in the rep-
resentation in which H0 is diagonal, would cause quan-
tum transitions amongst the eigenstates of H0. These
transitions would imply gain or loss in energy of the
unperturbed system which would have to be compen-
sated by corresponding transitions in the surrounding
heat bath (treated in section 3 below), thus leading to
dissipation. One measurable quantity that characterizes
dissipation is a non-linear electrical conductivity which
has to be calculated to all orders in E and ω. The con-
crete case study of Eq. (1) can be effected in the context
of three different materials, as described in the following
sub-sections.
2a. Graphene
As our first example, we consider graphene which has a
2-dimensional honeycomb structure as shown in Fig. (1),
It is evident that there are two inter-penetrating trian-
gular lattices marked A and B. If only nearest neigh-
bour tunneling is allowed, an electron can only jump from
an A-site to a B-site and vice-versa. The corresponding
tight-binding Hamiltonian may be written as
H0 = −J
∑
(iA,jB)
(|↑〉i〈↓|j + |↓〉i〈↑|j), (2)
FIG. 1: Position space and momentum space picture for
graphene
where J is the (constant) tunneling (or hopping) energy,
|↑〉 (|↓〉) denotes presence (absence) at the site A (B). The
above can be rewritten in the Bloch-Fourier space as
H0 = −
∑
k
[J(k) |↑, k〉 〈↓, k|+ J∗(k) |↓, k〉 〈↑, k|]. (3)
Here the wave-vector dependent tunneling J(k) is com-
plex that assumes a linear form near the K and K ′-points
of the Brillouin zone in the reciprocal space (Fig. 1).
Thus the Hamiltonian for a given k(= p, ~ = 1) has the
following 2×2 representation in the space of the pseudo-
spin σ
H0 = vF (~σ.~k) = vF k(τσx cosχk + σy sinχk), (4)
where |↑〉 and |↓〉 are the eigenstates of σz with eigen-
values + 1 and -1 respectively. In the above equation,
τ = ±1 for K/K ′ valleys, χk is the angle made by the 2-
dimensional vector ~k with the X-axis and vF (= 3Jd/2~)
is the Fermi velocity that is estimated to be of the or-
der of 106m/sec, d being the lattice parameter (Fig. 1) .
Comparing Eq. (4) with Eq. (1) we note that H0 is in-
dependent of the spin degree of freedom s, for graphene.
Thus the eigenstates of H0 are the electronic band states
associated with the conduction band (|ck〉) and the va-
lence band (|vk〉), thus
|ckτ 〉 = 1√
2
[
τe−iτχk/2
eiτχk/2
]
(5)
and
|vkτ 〉 = 1√
2
[
τe−iτχk/2
−eiτχk/2.
]
(6)
The equations (5) and (6) constitute our generic two state
system(for fixed momentum, valley index and spin in-
dex). It is the linearity in the momentum (or equiva-
lently the wave vector) of the Hamiltonian that justifies
the epithet: massless Dirac Fermions for the electrons in
graphene, as stated earlier. Following [22] we now add to
3FIG. 2: Top view and side view of Silicene
FIG. 3: Top view and side view of MoS2
Eq. (4) a term associated with a sinusoidal electric field
of amplitude E and frequency ω in the x-direction,
Ht = vF (~σ.~k) + τσx (e vFE/ω) sin(ωt), (7)
e being the electron charge. Comparing the above equa-
tion with Eq. (1), we have
HI = τ evFE
ω
σx. (8)
2b. Silicene
Our next example is that of silicene which is made up
of a single layer of silicon atoms forming a buckled hon-
eycomb structure (see Fig. 2). The low energy Hamilto-
nian about the K/K ′ points has the following form [8],
H0 = vF (τkxσx − kyσy)− τλSOszσz + lEzσz, (9)
where τ = ±1 again represent K/K ′ valleys and σ- and
s- denote Pauli matrices corresponding to the sub-lattice
and spin degrees of freedom, respectively. The first term
of Eq. (9) is the linear Dirac term while the second term
is due to the spin-orbit interaction (with coupling con-
stant λSO) which is responsible for opening up a gap in
the spectrum. The third term of the Hamiltonian serves
as a gap tuning parameter which arises when an external
electric field Ez is applied perpendicular to the surface,
thus generating different potentials on the A and B lat-
tice sites. Note that the only relevant component of the
electronic spin which is to be reckoned with lies along
the z-axis. However, as sz is a good quantum num-
ber, the static Hamiltonian simply splits into two dis-
connected sectors associated with spin-up and spin-down
states (with sz → ±1), thus
Hs0 = vF (τkxσx − kyσy)− sτλSOσz + lEzσz. (10)
The eigenvalues are sτ = ±
√
v2F k
2 + ∆2sτ , where ∆sτ =
lEz − sτλSO. The corresponding eigenstates are,
|csτ 〉 = 1√
2|sτ |ηsτ
[
τkvF e
iτχk
ηsτ
]
, (11)
and
|vsτ 〉 = 1√
2|sτ |η¯sτ
[
τkvF e
iτχk
−η¯sτ
]
, (12)
where ηsτ =
√
v2F k
2 + ∆2sτ − ∆sτ and η¯sτ =√
v2F k
2 + ∆2sτ + ∆sτ . The perturbation HI (i.e. the sec-
ond term in Eq. 7) is taken to be of same form, as the
direct coupling of the electric field to the spin s is small.
2c. MoS2
The third example considered is a monolayer of
transition-metal dichalcogenide MoS2 which is composed
of an Mo atom caged-in by six neighboring S atoms
that are arranged in a prismatic geometry. The top
view of monolayer MoS2 has a hexagonal structure with
the alternate sites occupied by Mo and S atoms (see
Fig. 3). Unlike graphene, the inversion symmetry is
explicitly broken in the monolayer of MoS2 making it
amenable to valleytronics and valley-dependent optical
excitations [27]. It also supports a strong spin-orbit in-
teraction making it an ideal 2D-system to study spin-
tronics [28, 29].
The low-energy unperturbed Hamiltonian about the
K/K ′ points is given by [30],
H0 = vF (τkxσx + kyσy) + ∆
2
σz − λτ σz − 1
2
sz, (13)
where, once again, τ = ±1 represent K/K ′ valley and
σ and s are Pauli matrices corresponding to the sub-
lattice and spin degrees of freedom, respectively. Note
4that the last term in Eq. (13) represents the spin-orbit
interaction. As before, spin is a good quantum number
and the Hamiltonian can be decoupled in to the s = ±1
sectors. The eigenvalues are sτ = ±
√
v2F k
2 + ∆2sτ +
λτs
2 ,
where ∆sτ =
∆−λτs
2 . The corresponding eigenstates are,
|csτ 〉 = 1√
2|sτ |ηsτ
[
τkvF e
−iτχk
ηsτ
]
, (14)
and
|vsτ 〉 = 1√
2|sτ |η¯sτ
[
τkvF e
−iτχk
−η¯sτ
]
, (15)
where |sτ | =
√
v2F k
2 + ∆2sτ , ηsτ =
√
v2F k
2 + ∆2sτ −∆sτ
and η¯sτ =
√
v2F k
2 + ∆2sτ + ∆sτ . Once again, our goal
will be to study the non-linear current response of MoS2
subject to an oscillating electric field term in the Hamil-
tonian given by τσx(evFE/w) sin(ωt).
3. QUANTUM MASTER EQUATION FOR THE
DENSITY OPERATOR
With the Hamiltonian (Eq. (1)) at hand, applica-
ble to nonlinear electrical conductivity measurements in
graphene, silicene and MoS2 etc., the Von-Neumann-
Liouville density operator equation can be written as
∂ρ
∂t
= −i[Ht, ρt] . (16)
In order to arrive at a master equation for the den-
sity operator one has to add to the Hamiltonian Ht in
Eq. (1), the coupling to a heat bath. The later, in the
present instance, comprises phonon and electron inter-
actions. Upon averaging over the bath in the spirit of
Lindblad [26], the averaged density operator can be split
as:
∂ρ(t)
∂t
=
∂ρS(t)
∂t
+
∂ρD(t)
∂t
, (17)
where the subscript S denotes systematic component
whereas the subscript D signifies the dissipative part.
Needless to say, the heat bath has no influence on the
systematic part ρS . We deal with these two terms sepa-
rately in the following two sub-sections.
3a. Systematic Dynamics in RWA
Given that our natural basis states in the two-band
mode are the conduction and valence states we prefer to
diagonalize the unperturbed Hamiltonian in that repre-
sentation. Further, in order to avoid clumsy notation we
simply re-express the conduction and valence states by
|c〉 and |v〉 respectively. Thus
H0 =
(
c + v
2
)
I +
c − v
2
(|c〉 〈c| − |v〉 〈v|), (18)
wherein all the indices k, s and τ have been subsumed
for the sake of brevity. For instance, in graphene,
H0 = kvF (|c〉 〈c| − |v〉 〈v|). (19)
We note from the discussion above that though the struc-
ture of H0 is different in the three distinct cases of
graphene, silicone and MoS2 (because of the additional
presence of the spin s) the form of HI has been assumed
to be the same in all the three cases.
As our strategy is to work in the representation in which
H0 is diagonal (in the space of conduction and valence
states of |c〉 and |v〉), it is natural for us to go to the
‘interaction picture’ in which,
ρ˜S(t) = e
iH0tρS(t)e−iH0t (20)
that yields,
∂ρ˜S
∂t
= −i [H˜I , ρ˜S(t)] sin(ωt), (21)
where,
H˜I = τ evFE
ω
eiH0tσxe−iH0t. (22)
Rewriting the above in the basis representation of |c〉 and
|v〉, and ignoring all the rapidly oscillating terms such as
e±iωt, e±i(ω+ωcv)t (here, ωcv = 0c − 0v), we arrive at an
‘effective’ interaction Hamiltonian:
Heff.(t) = τ evFE
4ω
[i 〈c|σx |v〉 |c〉 〈v| e−i(ω−ωcv)t + h.c.].
(23)
Therefore, as in [31] we shall work with an effective Von-
Neumann Liouville equation
∂ρ˜S(t)
∂t
= −i[Heff.(t), ρ˜S(t)], (24)
It is instructive to spell out what Heff. is, say for
graphene, using the form of HI given by the second term
of Eq.(7) and the fact that 0c = kvF and 
0
v = −kvF . We
find
Heff (t) = Ωk
2
|c〉 〈v| e−i∆kt + h.c., (25)
where ∆k = ω−ωcv and Ωk = ( evFE2ω ) sinχk is the ‘Rabi
frequency’.
Using Eqs.(23) and (24) we derive:
∂n˜k(t)
∂t
= −1
2
[〈c|HI |v〉 ρ˜vc(t)e−i∆kt + h.c.], (26)
and
∂Π˜k(t)
∂t
=
1
4
〈v|HI |c〉 n˜k(t)ei∆kt. (27)
5In the above, the ‘population inversion’ nk is defined as
n˜k(t) = ρ˜ckck(t)− ρ˜vkvk(t), (28)
whereas ‘polarization or inter-band coherence’ is given by
Π˜∗k(t) = ρ˜ckvk(t) , Π˜k(t) = ρ˜vkck(t). (29)
As we have taken HI = (evFE/ω)σx, we obtain the
required off-diagonal matrix elements of HI (〈c|HI |v〉
and 〈v|HI |c〉 = 〈c|HI |v〉∗), using the form of conduc-
tion and valance band states, (|c〉 and |v〉 ) correspond-
ing to the case of graphene, silicene and MoS2, given by
Eqs. (5), (6), (11), (12), (14) and (15). We find, for
graphene:
〈v|HI |c〉 = (evFE/ω) 〈v|σx |c〉
= i
e vF E
ω
sinχk
= 2iΩvc, (30)
where Ωvc = Ωk =
evFE
2ω sinχk, is the so-called ‘Rabi
frequency’. Note that these matrix elements are inde-
pendent of s and τ i.e. are same for sz = ± 12 and τ = ±1
(K and K’ valleys).
For silicene :
〈v|HI |c〉 = αsτ
(
evFE
ω
)
(−i sinχk |sτ | − cosχk ∆sτ )
= αsτ (−2 iΩk |sτ | − 2Ω′k ∆sτ )
= 2iΩvc, (31)
where Ωvc = αsτ (−Ωk |sτ |+ iΩ′k ∆sτ ) and Ωcv = Ω∗vc.
For MoS2:
〈v|HI |c〉 = αsτ
(
evFE
ω
)
(i sinχk |sτ | − cosχk ∆sτ )
= αsτ (2 iΩk |sτ | − 2Ω′k ∆sτ )
= 2iΩvc . (32)
Here Ωvc = αsτ (Ωk |sτ |+ iΩ′k ∆sτ ) for MoS2 case.
In all three cases
〈c|HI |v〉 = 〈v|HI |c〉∗ = −2iΩ∗vc. (33)
αsτ =
kvF
|sτ |
√
|sτ |2−∆2sτ
, Ωk =
evFE
2ω sinχk and Ω
′
k =
evFE
2ω cosχk. Furthermore, |sτ | and ∆sτ have been pre-
viously defined in the respective sub-sections on silicene
and MoS2.
3b. Dissipative Dynamics
In this sub-section we introduce the relaxation effects
which are present in the system because of its interaction
with the surrounding heat bath. These effects account
for dissipation that characterizes transition of the system
from one equilibrium configuration to another. Suffice it
to say, the underlying effects are intrinsic to the system,
ever present even in the absence of the external pertur-
bation (the electric field, in the present case) because
of spontaneous statistical fluctuations. Thus, our strat-
egy is to examine the dissipative phenomenon in the ab-
sence of the external field, by expanding the unperturbed
Hamiltonian to a form that incorporates the system-plus-
bath coupling. Once we have a master equation for the
density operator at hand (with dissipative or relaxational
terms present) we will add that to the contribution aris-
ing from the systematic component, as dealt with in sec-
tion 3a.
The system-plus-bath Hamiltonian will have to account
for two distinct physical interactions between the Dirac
electron and the surrounding phonons and other elec-
trons. The phonons that describe lattice relaxations can
cause transitions between the conduction and valence
bands thus maintaining the system in thermal equilib-
rium governed by the Fermi-Dirac distribution. Thus
these transitions involve ‘depopulation’ - a terminology
well known in vibrational relaxation in molecular spec-
tra [32] – of the valence and conduction levels. Evidently,
the coupling to the phonons will have to occur via a term
that is purely off-diagonal in the basis states of conduc-
tion and valence bands, thus yielding:
Hel−ph = (|c〉 〈v|+ |v〉 〈c|)
∑
q
gq(bq + b
†
q) +
∑
q
Ωqb
†
qbq .
(34)
Here, gq is a coupling constant and the last term denotes
a ‘free’ phonon Hamiltonian, the bs and b†s being the an-
nihilation and creation operators for phonons.
On the other hand, there exists a much stronger inter-
action with the other electrons which however do not
trigger any transition between the two bands but simply
cause ‘de-phasing’ thereby leading to what is known as
‘dissipation-less de-coherence’ [25] . The corresponding
interaction can be represented by
Hel−el = (|c〉 〈c| − |v〉 〈v|)
∑
p
Gp(cp + c
†
p) +
∑
p
ωpc
†
pcp .
(35)
Once again, Gp parametrizes the coupling with the elec-
trons. Evidently, the coupling term now commutes with
the unperturbed Hamiltonian and hence, does not influ-
ence any energy exchange between the system and the
surrounding electronic bath. The last term contains the
free electron interaction in terms of electron creation and
annihilation operators. The two level system in coupling
with a fermionic bath has been treated in detail in [33].
As shown there, the bath(fermionic) can be ‘bosonized’
as long as we are only interested in the electron-hole exci-
tations near the fermi surface, for what is called ‘Ohmic
dissipation’. We will adopt that interpretation here, since
we are only considering low energy Hamiltonian and ex-
6citations near the K/K’ valley points.
The full system-plus-bath Hamiltonian can then be writ-
ten as
HSB = c |c〉 〈c|+ v |v〉 〈v|
+(|c〉 〈v|+ |v〉 〈c|)
∑
q
gq(bq + b
†
q) +
∑
q
Ωqb
†
qbq
+(|c〉 〈c| − |v〉 〈v|)
∑
p
Gp(cp + c
†
p)
+
∑
p
ωpc
†
pcp . (36)
The Hamiltonian given above in Eq. (36) can form the ba-
sis of a detailed study of quantum dissipative phenomena
for the two-band materials at hand, following the meth-
ods reviewed in [26]. While relegating that investigation
to the future we study here a simpler model in which
the phonon and electronic bath operators are replaced
by effective fields and follow standard treatments of mas-
ter equations (chapter 1) of [25]. We should note how-
ever that because of the harmonic nature of the phonon
and electron baths and the assumed linear coupling, as
is prevalent also in Feynman-Vernon, Caldeira-Leggett
treatments (See [26]), only Gaussian fluctuations are rel-
evant. Thus, Cumulant Expansion methods, as detailed
in Appendix I.A.I of [25] , are the most suitable because
all cumulants beyond the second order vanish.
The simplified system-bath Hamiltonian can then be
rewritten as
HSB = c |c〉 〈c|+ v |v〉 〈v|+ g(|c〉 〈v|+ |v〉 〈c|)B
+Hph +G(|c〉 〈c| − |v〉 〈v|)C+Hel . (37)
In the above, g and G are the phonon and electron cou-
pling constants (in which their momentum-dependence
has been ignored), B and C are the classical version of
phonon and electron ‘displacement operators’, and Hph
and Hel are the free phonon and electron Hamiltonians,
respectively.
Following the results given in I.7 of [25], the different
components of the dissipative part of the density opera-
tor, in the interaction picture of the unperturbed Hamil-
tonian H0, can be shown to satisfy
∂
∂t
〈v| ρ˜D |v〉 = λ(pv 〈c| ρ˜D |c〉 − pc 〈v| ρ˜D |v〉), (38)
∂
∂t
〈c| ρ˜D |c〉 = −λ(pv 〈c| ρ˜D |c〉 − pc 〈v| ρ˜D |v〉), (39)
∂
∂t
〈c| ρ˜D |v〉 = (λ+ γ)
2
[〈v| ρ˜D |c〉 − 〈c| ρ˜D |v〉], (40)
∂
∂t
〈v| ρ˜D |c〉 = (λ+ γ)
2
[〈c| ρ˜D |v〉 − 〈v| ρ˜D |c〉]. (41)
The Eq. (39) is consistent with the conservation of prob-
ability: 〈c| ρ˜D |c〉 + 〈v| ρ˜D |v〉 = 1. In the following we
treat λ and γ as lumped parameters which have been
listed by [34] as λ ≈ 1012 Hz while λ + γ = Υ ≈ 1014
Hz for graphene. Here, we identify that, Υ = λ + γ is
the total rate due to the combined phonon and electron
bath.
It turns out that [25], for phonon bath,
λ pv,c = g
2
∫ ∞
−∞
dτ < B(τ)B(0) > e±iωcvt, (42)
where plus/minus sign in the exponential is for va-
lence/conduction band index and < B(τ)B(0) > is an
auto-correlation of the phonon bath operators defined in
the interaction picture as
B(τ) = eiHphtB(0)e−iHpht . (43)
Note that the relation between the Fermi distribution pc
and pv(detailed balance) follows from the spectral prop-
erties of the correlation function. The equilibrium pop-
ulation is then, neqk = pc − pv. For electron bath, the
relaxation rate γ, on the other hand, is given by
γ = G2
∫ ∞
−∞
dτ < C(τ)C(0) > , (44)
where < C(τ)C(0) > is an auto-correlation of the elec-
tron bath operators defined in the interaction picture as,
C(τ) = eiHeltC(0)e−iHelt. (45)
The coupling constants g and G (on which the rates λ
and γ depend) can be calculated from microscopic con-
siderations of electron-phonon scattering and electron-
electron scattering for different materials e.g. graphene
as discussed in [35–38] and [39–42], silicene [43, 44] and
MoS2 [45, 46].
In the above analysis we have obtained the dissipative
evolution part and the systematic evolution part of the
Eq. (17) as given by the Eq. (26) and Eq. (27), where
the matrix elements 〈v|HI |c〉 = 2iΩvc and 〈c|HI |v〉 =
−2iΩcv and expressions for Ωvc (and Ωcv = Ω∗vc) have
been stated in the previous section corresponding to our
three cases. We are now ready to write down the equa-
tion (17) in component form (in the interaction picture),
thereby yielding
∂n˜k(t)
∂t
= i[ΩcvΠ˜k(t)e
−i∆kt − ΩvcΠ˜∗k(t)ei∆kt]
−λ (n˜k(t)− neqk ), (46)
∂Π˜k(t)
∂t
= i
Ωvc
2
n˜k(t)e
i∆kt
−Υ Π˜k(t). (47)
7Let us define a following transformation for the ele-
ments of the density matrix,
Π′k(t) = Π˜k e
−i∆kt , Π′∗k (t) = Π˜
∗
k e
i∆kt
ρ′cc = ρ˜cc , ρ
′
vv = ρ˜vv → n′k(t) = n˜k(t) .
. (48)
Then the above equations becomes
∂n′k(t)
∂t
= i[ΩcvΠ
′
k(t)−ΩvcΠ′∗k (t)]−λ (n˜k(t)−neqk ), (49)
∂Π′k(t)
∂t
= −i∆k Π′k(t) + i
Ωvc
2
n′k(t)−Υ Π′k(t). (50)
The steady state solutions for these equations are given
by
n′k = λn
eq
k
(
Υ2 + ∆2k
λΥ2 + λ∆2k + Υ |Ωvc|2
)
, (51)
Π′k =
n′k Ωvc
2(∆k − iΥ) . (52)
4. NONLINEAR OPTICAL CONDUCTIVITY
For calculating the conductivity we need the cycle-
averaged power absorbed, defined by
( ~J(t). ~E(t))av =
ω
2pi
∫ 2pi/ω
0
~J(t). ~E(t) . (53)
The general expression for the d-dimensional system is
given by
~J(t) = −gsgv
2pid
∫
d~k ~J~k(t) , (54)
where gs (gv) is the spin (valley) degeneracy factor(in our
case both are 2) and momentum dependent component
of particle current density
~J~k(t) = e Tr[ρ~k(t)~v~k(t)], (55)
and x-direction component of this,
~J~kx(t) = e Tr[ρ~k(t)v~kx] = e vF Tr[ρ~k(t)σx] . (56)
A general expression for the ~J~kx(t) can be calculated,
given the Hamiltonian and the valence and conduction
eigenstates for any 2-band system, which in our case
J~kx(t) = evF
τkvF
|sτ | cosχk n(t)
+ evF sinχk
[
i
Ωvc
Ωk
Π∗k(t) + h.c.
]
. (57)
In order to convert this expression in terms of trans-
formed density matrix’s elements (Π′k, Π
′∗
k , n
′
k) we use
Eqs. (20) and (48) to get Πk(t) = Π
′
k e
iωt, Π∗k(t) =
Π′∗k e
−iωt and nk(t) = n′k. When we substitute Eq. (57) in
to the Eq. (53) and integrate over a complete cycle of the
applied field, the first term of Eq. (57) yields zero while
the second term gives non-zero contribution. Therefore
we will consider from Eq. (57) only the second term, i.e.,
J~kx(t) = e vF sinχk
[
i
Ωvc
Ωk
Π′∗k e
−iωt + h.c.
]
. (58)
Using the solution for Π′k from Eq. (52) in Eq. (58) yields,
J~kx(t) = n
′
k
(evF sinχk|Ωvc|2)
Ωk
(Υ cosωt−∆k sinωt)
(∆2k + Υ
2)
,
(59)
where Ωcv and Ω
∗
vc = Ωcv have been given in the previous
sections corresponding to the three cases, while n′k(t) is
given by Eq. (51) and ∆k = ω−ωcv. It should be noticed
that only the term proportional to cosωt (out of phase
with the applied term of Eq. (7) ) is responsible for dissi-
pation that contributes to the conductivity and the other
term proportional to sinωt will be dropped from further
consideration. Therefore,
J~kx(t) = n
′
k
(e vF sinχk |Ωvc|2)
Ωk
Υ cosωt
(∆2k + Υ
2)
. (60)
The general expression for the longitudinal non-linear op-
tical conductivity is given by,
σxx(ω) = − gsgv
(2pi)2
∫
d~k
|J¯~kx(t)|
E0 cosωt
. (61)
We next write down the expressions for J~kx(t) for the
three cases of interest. For graphene, we have Ωvc =
Ωk =
evFE0 sinχk
2ω = Ωcv, ∆k = ω − ωcv and ωcv = 2kvF ,
plugging these into the Eq. (60) one gets,
J~kx(t) = n
′
k
(evF sinχk)
2
2ω
Υ
(∆2k + Υ
2)
(E0 cosωt) (62)
For silicene, we have Ωcv = αsτ (−Ωk|sτ | + iΩ′k∆sτ ),
Ω∗vc = Ωcv, Ωcv = 2|sτ | = 2
√
k2v2F + ∆
2
sτ , Ωk =
evFE0 sinχk
2ω , Ω
′
k =
evFE0 cosχk
2ω and αsτ =
kvF
|sτ |
√
|sτ |2−∆2sτ
.
putting these in the Eq. (60) gives us,
J~kx(t) = n
′
k
(e vF αsτ )
2(sin2 χk|sτ |2 + cos2 χk∆2sτ )
2ω
× Υ
(∆2k + Υ
2)
(E0 cosωt).
(63)
Finally, for MoS2 we have Ωcv = αsτ (Ωk|sτ | + iΩ′k∆sτ )
and Ω∗vc = Ωcv. Plugging it in Eq. (60) yields a term
identical to Eq. (63). Thus the longitudinal optical con-
ductivity in all the three cases can be calculated by plug-
ging the corresponding J~kx(t) in Eq. (61) and integrating
8over the allowed range of momentums (near the vicinity
of K/K’ points) for which the Dirac Hamiltonian form is
valid.
5. RESULTS AND ANALYSIS
Employing Ωvc =
τevFE0
ω σ
x
vc, then Eq. (60) can be cast
in the following form
J~kx(t) = −n′k
e2v2F |σxvc|2
ω
Υ
(ωk − ω)2 + Υ2 (E0 cos(ω t)),
(64)
where,
|σxvc|2 =
∆2sτ + k
2v2F sin
2(χk)
∆2sτ + k
2v2F
. (65)
And n′k is given by the Eq. (51), which can also be written
in the following form after defining dimensionless param-
eter ξ = evFE0
ω
√
λΥ
characterizing linear regime (ξ  1) and
non-linear regime(ξ ≥ 1),
n′k = n
eq
k
(
1 + ξ2|σxvc|2
Υ2
[(ωk − ω)2 + Υ2)]
)−1
. (66)
In our cases, spin and valley degeneracy factors gs, gv = 2
and putting the expression for J~kx(t) in Eq. (61) from
Eq. (64), we get,
σxx(ω) =
1
pi2
∫ 2pi
0
dχk
∫
k dk n′k
e2v2F |σxvc|2
ω
× Υ
(ωk − ω)2 + Υ2
(67)
where |σxvc|2 and n′k are respectively given by Eq. (65) and
Eq. (66). Note that the Eq. (67) is a simplified version
of Eq. (22) of [24]. The latter authors in [24] have made
further discussion of the longitudinal optical conductivity
in detail for different cases-linear and non-linear in differ-
ent regimes-clean and dirty. We can derive results using
Eq. (67) for silicene and MoS2 which however appear to
match those of Agarwal et al. for ‘gapped’ graphene. We
do not repeat that analysis here.
6. CONCLUDING REMARKS
We have calculated the non-linear optical conductivity
for gap-less(graphene) and gapped (silicene and MoS2)
two band systems. We follow a density matrix approach
to study the time evolution of these systems. The
treatment presented in section 3 is the core of the paper
that offers a relaxation model for describing dissipative
response of the 2-D materials at hand, to an externally
applied frequency dependent field. After obtaining the
time evolution equations for different components of the
density matrix including damping terms, we solve for
the case of steady state and get analytical expressions
for population inversion and inter-band coherence given
by Eq. (51) and Eq. (52). A comment is in order on
clarifying the difference in our treatment from that
of [22]. The phenomenological equations(10) of [22] in-
corporate a damping parameter Γp in however the wave
function equations. The problem with this approach is
that the total probability, in the presence of dissipation,
is not conserved. Our method circumvents this issue by
looking at a fully quantum master equation for density
operator, besides taking care of two time-scales (inverse
relaxation rates) associated with electron-phonon and
electron-electron interactions.
As discussed in [24], we may categorize the four regimes
depending on two parameters ξ (defines non-linearity)
and Υ/ω (characterizes clean or dirty system) as follow:
(a) linear clean limit (in which ξ  1 and Υ/ω  1 ),
(b) linear dirty limit (in which ξ  1 and Υ/ω ≥ 1 ),
(c) non-linear clean limit (in which ξ ≥ 1) and Υ/ω  1
and (d) non-linear dirty limit (in which ξ ≥ 1 and
Υ/ω ≥ 1). The parameter ξ first appears naturally
in the steady state solutions for population inversion
and inter-band coherence and then in the conductivity
expressions in various cases. If we assume ξ  1,
the results match the linear response results, that’s
why ξ specifies the strength of optical non-linearity
in the system. Furthermore, for Υ/ω  1, the term
Υ
(ωk−ω)2+Υ2 → δ(ωk − ω) in the momentum dependent
conductivity expression (Eq. (64)), which means this
non-zero contribution comes only from the frequency
ω = ωk, that’s why Υ/ω  1 is called ‘clean limit’.
When Υ/ω ≥ 1, then nearby frequencies to ω = ωk can
also contribute to the optical conductivity and hence is
called ‘dirty limit’.
Finally, with the steady state solutions for density
matrix components in hand, we can calculate the optical
conductivity in these four regimes and obtain analytical
solutions for most of the cases in T → 0 limit. Some
specific cases need numerical evaluation for momentum
dependent conductivity integrals. One may note that
the linear response theory (based on the Kubo formula)
for conductivity is only valid in the high frequency limit
(Υ/ω  1).
In conclusion, our ability to derive the known results for
non-linear optical conductivity in gapless and gapped
graphene, based on a simplified treatment of the Hamil-
tonian Eq. (36), may spur further and more extensive
study of what is generally known as Spin-Boson Hamil-
tonian (Eq. (36)) in the context of quantum dissipative
systems [26].
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