In this paper we investigate the indirect adaptive regulation problem of unknown affine in the control nonlinear systems. The proposed approach consists of choosing an appropriate system approximation model and a proper control law, which will regulate the system under the certainty equivalence principle. The main difference from other relevant works of the literature lies in the proposal of a potent approximation model that is bilinear in respect to the tunable parameters. To deploy the bilinear model, the components of the nonlinear plant are initially approximated by Fuzzy subsystems. Then, using appropriately defined fuzzy rule indicator functions, the initial dynamical fuzzy system is translated to a dynamical neuro-fuzzy model, where the indicator functions are replaced by High Order Neural Networks (HONNS), trained by sampled system data. The fuzzy output partitions of the initial fuzzy components are also estimated based on sampled data. This way, the parameters to be estimated are the weights of the HONNs and the centers of the output partitions, both arranged in matrices of appropriate dimensions and leading to a matrix to matrix bilinear parametric model. Based on the bilinear parametric model and the design of appropriate control law we use a Lyapunov stability analysis to obtain parameter adaptation laws and to regulate the states of the system. The weight updating laws guarantee that both the identification error and the system states reach zero exponentially fast, while keeping all signals in the closed loop bounded. Moreover, introducing a method of "concurrent" parameter hopping, the updating laws are modified so that the existence of the control signal is always assured. The main characteristic of the proposed approach is that the a-priori experts information required by the identification scheme is extremely low, limited to the knowledge of the signs of the centers of the fuzzy output partitions. Therefore, the proposed scheme is not vulnerable to initial design assumptions. Simulations on selected examples and well known benchmarks illustrate the potency of the method.
Introduction
Adaptive control is a challenging problem, especially when the controlled system is unknown and/or time varying.
A basic prerequisite for any control algorithm is the identification of the system or equivalently the construction of appropriate approximation models of the unknown, probably time varying nonlinear plant. Numerous works have shown that this task can be resolved with the help of neural network techniques 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20 or fuzzy inference systems 21, 22, 23, 24 or a combination of them which leads to well known neuro-fuzzy (NF) algorithms 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42 . Moreover, as it is well known, both fuzzy systems and neural networks are universal approximators 43, 44, 45, 46, 47 i.e., they can approximate any nonlinear function to any prescribed accuracy provided that sufficient hidden neurons and training data or fuzzy rules are available.
As a consequence both approaches have found numerous applications in many engineering fields 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63 , including control applications 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74 . In every approach, the stability of the estimation algorithms is very important to be assured before the neural or NF networks are applied to approximate real systems. Therefore, it is a common approach these algorithms to be proved Lyapunov stable. Under these specifications many significant researchers such as Wang 45 , Ioannou 75 , Kosko 76 , Lewis 77 have given the vary basics and most useful information to adaptive system identification, which is the first step for the subsequent control of systems with various nonlinearities.
Among the neural structures, the recurrent ones 78, 79 and especially the Recurrent High Order Neural Networks (RHONN) 4, 80 have been proven very successful because their recurrent nature makes them able to approximate dynamic systems, while the inclusion of high order input terms allows a linear in respect to the parameters modeling, leading to identification schemes with guaranteed global minimum of the error estimation function. Recently, discrete-time RHONN new schemes of nonlinear systems identification, control and state estimation, including stability and trajectory tracking analysis and real time implementation have been proposed by Alanis, Sanchez and co-workers in 81, 82, 83, 84 , where the NN weights learning is performed using Kalman filtering Discrete-time schemes. Those schemes proved to be very useful for real-time applications.
Based on the combination of dynamic fuzzy system modeling and RHONN the authors have recently introduced a powerful approximation model of nonlinear dynamical systems, termed fuzzy RHONN (F-RHONN) 85, 39 . Next, using F-RHONN, various control issues have been analyzed 86, 87, 88, 89 . The development was based on the fact that fuzzy rules could be identified with the help of High Order Neural Networks (HONN) in conjunction with the centers determined from a procedure of fuzzy partitioning of system output variables. As a result, the a-priori experts information required to build the underlying fuzzy sub-systems is reduced, since all the information related to the if part of the underlying fuzzy rules is approximated by appropriate HONNs 85 , trained by sampled system data. However, the centers of the fuzzy output variables partitions have to be provided by the experts, or be evaluated by off-line techniques based on gathered system data.
In this paper, an enhanced approximation model is introduced for the identification and control of nonlinear dynamical systems of the formẋ = f (x) + G(x)u, where the required a-priori information is extremely limited. To this end, a HONN-based NF controller is proposed and used for the indirect control of nonlinear dynamical systems under the presence of neural weights and centers uncertainties. The nonlinear system is considered to be initially approximated using two independent fuzzy subsystems, where the underlying fuzzy models are of Mamdani type 90 . Using proper indicator functions modeling, every fuzzy subsystem is in the sequel approximated from a group of HONN's, each one being associated with a family of fuzzy rules. The fuzzy output partitions of the initial fuzzy subsystems remain in the final model but their centers are also on-line estimated based on sampled data. This way, the parameters to be estimated are the HONN weights and the centers of the initial fuzzy output partitions. The resulting parametric model is bilinear in respect to the unknown parameters leading to the development of appropriate bilinear estimation algorithms. Such a bilinear neuro-fuzzy modeling is for the first time introduced in this paper and presents specific advantages. It is almost free from a-priori experts' information since the only requirement is an estimate of the signs of the initial fuzzy output centers. Therefore, it is not vulnerable to experts' mistakes. Moreover, the NF model is composed of groups of HONNs, each one being specialized in approximating a part of the entire system, rendering the approximation more effective.
The parameters to be estimated appear in a matrix to matrix bilinear form and not to the traditional scalar to vector bilinear form of adaptive estimation literature. An adaptation algorithm is derived based on the matrix to matrix form using Lyapunov stability analysis on the dynamic error equations. The control law is designed based on the estimated neurofuzzy model and aims at adaptively regulating the system states to zero. The weight updating algorithm guarantees that both the identification error and the system states go to zero exponentially fast, while keeping all signals in the closed loop bounded. Moreover, the existence of the control signal is always assured by introducing a method of "concurrent" parameter hopping that modifies the updating laws accordingly.
The paper is organized as follows. Section 2 presents preliminaries related to the concept of adaptive fuzzy systems and the construction of the NF model using rule indicator functions and RHONNs. The indirect adaptive regulation of affine in the control dynamical systems based on the bilinear approximation model is presented in section 3, where the weight updating laws are derived. Moreover, the method of concurrent parameter "hopping" is analyzed and the modified updating equations are given. Simulation results on the identification and control of well known benchmark problems are given in section 4, where the potency of the proposed scheme is demonstrated and compared to other established approaches of the literature. Finally, section 5 concludes the work and discusses future extensions.
Neuro-Fuzzy modeling based on indicator functions and RHONN
The concept of rule indicator functions and their approximation by RHONNs was first introduced in 85 and was further elaborated in 39 . Below, we present the basic concepts and notations, which will be used in the next section for the development of the proposed indirect adaptive control scheme.
Let us consider a nonlinear function f (x), where f : R n → R n is a smooth vector field defined on a compact set Ψ ⊂ R n , with input space x ∈ X ⊂ R n . We consider that function f (x) is approximated by a fuzzy system using appropriate fuzzy rules. In this framework, let Ω f be defined as the universe of discourse of x ∈ X ⊂ R n belonging to the (j 1 , j 2 , ..., j n ) th input fuzzy patch and pointingthrough the vector field f (·) -to the subset which belongs to the l 1 , l 2 , ..., l n th output fuzzy patch. 
where α p i (x(t)) denotes the firing strength of the rule. Then, assuming a standard defuzzification procedure (e.g. centroid of area or weighted average), the functional representation of the fuzzy system that approximates the real one can be written as:
where the summation is carried over all the available fuzzy rules andx 
which is the IF defined in (1) and divided by the sum of all IF participating in the summation of (2) .
Thus, Eq. (2) can be rewritten as:
It has been established that functions of high order neurons are capable of approximating discontinuous functions 91, 92, 39 . Therefore, we can use high order neural networks (HONN's) in order to approximate an (I w ) p i . Before that we give the following definition. Definition 3 80 A HONN is defined as:
where 
where s denotes the sigmoid function defined as:
with α, β being positive real numbers and γ being a real number. Special attention, has to be given in the selection of parameters α, β, γ so that s(x) fulfill the persistency of excitation condition required in some system identification tasks. Also, w pl fi is the HONN weights with i = 1, 2, ..., n, p = 1, 2, ..., q and l = 1, 2, ..., k.
Thus, Eq. (5) can be written as: Based on the above considerations, one may rewrite the rules of the fuzzy system to the form:
Taking into account Eq. (4) it can be observed that every HONN which participates to the estimation of f i (x, u) is weighted by a respective fuzzy partitioning center.
As a consequence we may have the following definition. Therefore the rules could be modified as:
Definition 4 The center membership value (CMV) x
fi . Now, we can group those rules participating to the construction of the i − th state variable output according to the following form:
It follows then that the i − th state variable of the system output can be determined as follows:
where it is obvious that the information about the antecedent partitioning and membership functions as well as the number of rules is not necessary here to be determined.
Following the above notation Eq. (4) in conjunction with Eq. (8) can be rewritten as:
Taking into account the above analysis and eq. (9) one may easily distinguish the characteristics of the proposed approximation approach; namely, the minimal a-priori information requirements (only an estimate ofx p fi ) and the split of the global approximation problem to q simpler ones, where q is the number of the involved HONN. In the next section, the necessity of knowingx p fi is overcome, leading to bilinear modeling of the functional approximation.
Eq. (9) can be written in a more compact form as:
where X f is a matrix containing the centers of the partitions of every fuzzy output variable of f(x),
is a vector containing high order combinations of sigmoid functions of x. Also, W f is a block matrix, each block containing the respective neural weights according to (9) .
3.
Indirect adaptive neuro-fuzzy control based on the bilinear model
Bilinear modeling of the neuro-fuzzy approximator
Consider an affine in the control, square nonlinear dynamical system of the forṁ
where the state x ∈ R n is assumed to be completely measured, the control u is in R n , F is an unknown smooth vector field called the drift term and G is a matrix with columns the unknown smooth controlled vector fields g i , i = 1, 2, ..., n and G = [g 1 , g 2 , . . . , g n ]. It has to be noted that, most of the systems encountered in engineering are by nature or design affine. Moreover, many general non-affine systems can be converted into affine, by following a procedure known as dynamic extension.
We use an affine in the control Neuro-fuzzy model that approximates the system in (11) and uses two neuro-fuzzy subsystem blocks to approximate F (x) and G(x) as followṡ
where eachf i (x) off (x) and eachĝ ii (x) ofĜ(x) is of the form in (9) . Then, taking into account (10), Eq. (12) can be written in the following Bilinear State Space Parametric Form (B-SSPM)
which is of a series-parallel type since it involves both the estimated and the measured states. Eq. (13) is bilinear in respect to the unknown parameters, which are packed into matrices X, W and X 1 , W 1 . Moreover, A is a n × n stable matrix which for simplicity can be taken to be diagonal as A = diag[a 1 , a 2 , ..., a n ] , X, X 1 are matrices containing the centres of the partitions of every fuzzy output variable of f(x) and G(x) respectively, S(x), S 1 (x) are matrices containing high order combinations of sigmoid functions of the state x and W, W 1 are matrices containing respective neural weights. The dimensions and the contents of all the above matrices are chosen so that XW S(x) is a n × 1 vector and
is a n × n matrix. Without compromising the generality of the model we assume that the vector fields in (11) are such that the matrix G is diagonal. This way, X is a n × n · m block diagonal matrix of the form X = diag(X 1 , X 2 , . . . , X n ) with each X i being an m-dimensional row vector of the form 
Then the matrix X is of dimension n × ρ and is block diagonal.
Without loss of generality (the same results are true for non-equal partition-numbers for each variable) and for notational simplicity we assume that m i = m∀i. Then, the matrix X is of dimension n × mn and is block diagonal. Also,
T , where each s i (x) is a high order combination of sigmoid functions of the state variables and W is a n · m × k matrix with neural weights. W assumes the form
of neural weights. Finally,
is a n × n diagonal matrix with each diagonal element s i (x) being a high order combination of sigmoid functions of the state variables.
Indirect control under neural weights and partition centers uncertainty
We assume only the existence of uncertainty in the fuzzy output partition centers and in the neural weights, so, we can take into account that the actual system (11) can be modeled by the following bilinear
Define now the error between the identifier states and the real states as
Then from (13) and (14) we obtain the error equatioṅ
To proceed we add and subtract to the above error equation the terms X * W S(x) and X *
Then the error equation becomes:
Our objective is to find suitable control and learning laws to drive both e and x to zero, while all other signals in the closed loop remain bounded. Taking u to be equal to
where K is appropriate positive-definite diagonal gain matrix and substituting it into (13) we finally obtainẋ = Ax − Kx
In the next theorem the weight update laws are given, which can serve identification and control objectives.
Theorem 1 Consider the identification scheme given by (16) and the control law given by (17) . Pro-
−1 exists the learning laws a) For the elements of W and X
b) For the elements of W 1 and X 1
guarantee the following properties.
• lim t→∞ e(t) = 0, lim t→∞x (t) = 0
• lim t→∞Ẇ (t) = 0, lim t→∞Ẇ 1 (t) = 0
where the matrices sgn(X * ) and sgn(X * 1 ) are defined in the proof.
Proof.

2.Consider the Lyapunov function candidate
V (e,x,X,W ,X 1 ,W 1 ) = 1 2 e
T P e + 1 2x
Where P > 0 is chosen to satisfy the Lyapunov equation
and matrices ∆ and ∆ 1 are both diagonal n · m × n · m and defined as follows: 
We consider:
Then, the derivative of the Lyapunov function becomes:
Tx − x T KPx and using Eq. (15),
Tx − e T KPx −x T KPx
Using trace properties and especially the fact that whenever tr{Ẋ TX } = AXB, where A is a row and B is a column vector, ⇒Ẋ = A T B T , Eq (21) becomes:
We write X * T = ∆{sgn(X * )} T and X * T
sgn(X * ) = diag{sgn(X 1 * ), sgn(X 2 * ), . . . , sgn(X n * )} with:
and:
Then equations (22) become:
The updating laws (23) are implementable, provided we know the signs of the partitions, which is a very reasonable assumption due to the initial fuzzy sub-systems design. However the centers of the partitions are automatically selected by our algorithm optimally.
Using the above Lyapunov function candidate V and proving thatV ≤ 0 all properties of the theorem are assured 75 .
In case we select a more detailed elaboration, examining each dynamic equation separately and devising one Lyapunov function for each state variable the proof follows exactly the same lines with the proof above. Each separate Lyapunov function involves the energies of the error and estimated state variable as well as norm measures of the appropriate submatrices or subvectors of X, W , X 1 and W 1 . That is,
i and 1 ∆ i are the i th diagonal sub-matrices of ∆ and ∆ 1 respectively.
In this case the weight updating laws are given by:
where s i is the i th diagonal element of matrix S 1 . For implementation reasons we will use (24) instead of (23), although the results are similar.
The procedure of concurrent parameter hopping
The proof of theorem 1 is valid provided that the updating of the elements of matrices X 1 and W 1 does not compromise the existence of [
Due to the specific block diagonal form of X 1 and W 1 this is equivalent to assuring that the bilinear functional
For implementation reasons the inequality has to be translated to
where θ i is a small positive constant. A pictorial representation of the bilinear functional with only two parameters can be given in a 3-D graph, as in Fig. 2 , which is evolved around (0, 0, 0) with x. y being the independent variables and xy the bilinear functional. In Fig. 3 we can see the boundary surface (here a boundary line) defined by the intersection of the bilinear function with a sphere of radius θ i . This is the boundary that shouldn't be crossed. 
When
1 X i is constant, it has been shown that the condition
> θ i can be assured by using the method of parameter "hopping" 85 , which has been successfully employed in a number of adaptive system identification and control approaches 39, 86, 87, 88, 89 . The basic idea stems from the fact that 1 X i 1 W i = θ i defines two hyperplanes that confine the forbidden hyperspace. Moreover, since the hyperplane surfaces are linear in respect to 1 W i and the direction of updating was proved to be normal to the hyperplane, the traditional projection methodology cannot be applied. Instead, a weight "hopping" was introduced so that the weights are driven to the other side of the weights space. Questions regarding the effect of the introduced "hopping" discontinuity in the existence of solution of (13) have been successfully answered in 89 .
In our case, due to 1 X i being not constant, the boundary surface is bilinear. Therefore, modifications on 1 X i , 1 W i , or both, will influence the value of 1 X i 1 W i . It turns easily out that the concept of "hopping" can be also applied here. In the simplified two dimensional example, shown in Fig. 4, w 1 , w 2 are the elements of W , while the corresponding two elements of X determine the slope of the forbidden line given by XW = 0. To avoid this line, one could consider X constant and perform weight hopping on W , or consider W constant and change the slope of the line by modifying the elements of X to that of X mod . In the latter case, a hopping procedure could be also of help, because XW = 0 can be also drawn in respect to the elements of X with the elements of W determining its slope. Therefore, a weight hopping could be applied on the elements of X too. In a third approach, a concurrent hopping can be applied on both X and W with different hopping magnitudes, say ρ 1 , ρ 2 , so that their combination produces an overall desired deviation of XW from 0. This approach offers increased design flexibility because it allows to give different attention to the modification of W and X respectively. Theorem 2 introduces the idea of concurrent hopping in the parameter updating laws. 
Theorem 2 Consider the control scheme (16) -(18
For the elements of 1 X i given by the modified formula:
with ρ 1 , ρ 2 > 0, guarantee the properties of Theorem 1 and ensure the existence of the control signal.
Proof.
2.In order the properties of Theorem 1 to be valid it suffices to show that by using the modified updating laws for 1 W i and 1 X i the negativity of the derivative of the Lyapunov function does not change.
Indeed, the if part of the modified forms of 1Ẇ i , 1Ẋ i are exactly the same with (24) and therefore according to theorem 1 the negativity ofV is in effect. The if part is used when the weights are at a certain distance (condition if 1 X i · 1 W i > θ i ) from the forbidden plane or at the safe limit (condition 1 X i · 1 W i = θ i ) but with the direction of updating moving the weights far from the forbidden plane (conditions
In the otherwise part of
T determines the magnitude of weight hopping, shown in Fig. 4 . Using concepts from vector geometry it has been shown 85 that if one wants to modify a vector b so that it gets its symmetrical vector b ′ in respect to a hyperplane passing through zero, it has to subtract the term 2 b·n n n, where n is a vector normal to the hyperplane. Here, b = 1 W i , the hyperplane is described by the equation
and as it has already been mentioned the normal to it is the vector 1 X i . Likewise, the term −
determines the "hopping" magnitude that has to be applied on 1 X i to avoid crossing the forbidden hyperplane. Therefore the existence of the control signal is assured because the weights 1 W i and/or partition centers 1 X i never reach the forbidden hyperplane. The hopping magnitudes could be multiplied by the respective optional constants ρ 1 , ρ 2 if one follows the approach of concurrent "hopping". Regarding the negativity ofV we proceed as follows.
Let that
Then, the weight hopping in 1 X i can be equivalently written with respect to
Under this consideration the modified updating law is rewritten as
With this updating law it can be easily verified thatV i will now contain an additional scalar term
, which is clearly negative, enhancing the negativity ofV i . Likewise, the weight hopping in 1 W i can be equivalently written with respect to
With this additional term introduced in the respective updating law,V i will contain an additional scalar term
,which is negative and therefore enhances the negativity ofV i .
Simulation results
We demonstrate the potency of the proposed bilinear indirect control scheme on two well known benchmark problems, namely on the regulation of a DC motor and the regulation of the well known Lorenz's chaotic system. To show off the enhanced performance of the bilinear model, we compare it with that of the linear F-RHONN model 85 , which is of a comparable structure and has already been proved to be superior to other established approximation and control schemes 86,87,88,89 .
Dc Motor
In this example, we apply the proposed approach to regulate the speed of a 1 KW DC with a normalized model described by the following dynamical equations ( 93 ):
The states of the system x = [ I a Ω Φ ] T are chosen to be the armature current, the angular speed and the stator flux respectively, while the control inputs are the armature and the field voltages u = [
With this choice, the state space model of the system is written as:
which is of a nonlinear, affine in the control form. The regulation problem of a DC motor is translated as follows: Find a state feedback to force the angular velocity and the armature current to go to zero, while the magnetic flux varies.
In conventional control schemes, the angular velocity of a DC motor is controlled with changes in its armature voltage, while keeping constant the field excitation. When Φ is considered constant, the above nonlinear 3rd order system can be linearized and reduced to a second order form having 2 states ( x 1 = I a and x 2 = Ω ), with the value Φ being included as a constant parameter. However, this method of linearization and reduction can not be used when one has to alter the field excitation to fulfill additional requirements imposed to the control system, as for example in the loss minimization problem 94 .
Motivated by the fact that the dynamics could be reduced to a second order form, and having in mind to use a square (number of inputs = number of states) approximator, we first assume that the system is described, within a degree of accuracy, by a 2nd order (n = 2) nonlinear NF system of the form (14) , where x 1 = I a and x 2 = Φ. Coefficients a i in matrix A of (14) were chosen to be a i = 0.5. The number of fuzzy partitions in X f was chosen to be m = 2, withx The depth of high order terms was k = 5 (up to second order sigmoidal terms were used). The number of fuzzy partitions in X g is m = 1, with
assuming that the constant real non zero coefficients of the control inputs in the real system are unknown. The parameters of the sigmoidal that have been used are: α 1 = 0.28, α 2 = 0.29, β 1 = 1.98, β 2 = 0.41 and γ 1 = 0.01, γ 2 = −0.12.
In the simulations carried out, the actual system is simulated by using the complete set of equations (26) . The produced control law (17) is applied on this system, which in turn produces states x 1 , x 2 , which in the sequel are used for the computation of the estimation errors that are employed by the updating laws.
We simulated a 1KW DC motor with parameter values that can be seen in the Table. Parameter Value 1/T a 148.88 sec
For comparison purposes we test the regulation abilities of the proposed Bilinear F-RHONN model against the well known from the literature F-RHONN 85 , using equivalent parameters regarding learning rate and number of high order terms used. After, the regulation, the new set of fuzzy centers becomex The mean square error (MSE) was measured to be 3, 6 * 10 −3 for the proposed scheme and 1, 34 * 10
for F-RHONN showing that the proposed scheme performs much better.
Lorenz System
The Lorenz system was derived to model the twodimensional convection flow of a fluid layer heated from below and cooled from above. The model represents the Earth's atmosphere heated by the ground's absorption of sunlight and losing heat into space. It can be described by the following dynamical equations:ẋ
The control objective is to derive appropriate state feedback control law to regulate the system to one of its equilibria, which is (0, 0, 0). In particular, we consider that (28) has the following initial condition:
The main parameters for the control law (17) and the learning laws (24) , without using the feedback component K are selected as: In the sequel, we first assume that the system is described, within a degree of accuracy, by a NF system of the form (14) with the number of states being n = 3, the number of fuzzy partitions being p = 5 in X f and p = 1 in X g which arē The depth of high order sigmoid terms is k = 9 for f (x) and k = 3 for g(x). In this case s i (x) assume high order connection up to second and first order, respectively. Figure 7 shows the convergence of states x 1 , x 2 and x 3 to zero exponentially fast. Also, Fig. 8 shows the smooth evolution of the control inputs. 
Conclusion
The indirect adaptive regulation of nonlinear systems was considered in this paper, where a new method was proposed. The method employs appropriate system approximation model and a proper control law, which regulates the system under the certainty equivalence principle. To define the approximator's model, the components of the nonlinear plant are initially approximated by Fuzzy subsystems providing a dynamical fuzzy system model. Then, using appropriately defined fuzzy rule indicator functions, the initial dynamical fuzzy system is translated to a dynamical neuro-fuzzy model, where the indicator functions are replaced by High Order Neural Networks (HONNS) trained by sampled system data. The overall model appears to have a matrix to matrix bilinear form in respect to the tunable neural weights and the centers of the fuzzy output partitions, which are also estimated based on sampled data. Based on the derived bilinear parametric model and using a Lyapunov stability analysis of the error dynamic equations, appropriate parameter adaptation laws were derived, which combined with appropriate control laws regulate the system states. The main characteristic of the proposed approach is that the a-priori experts information required by the identification scheme is extremely low, limited to the knowledge of the signs of the center of the fuzzy output partitions. Moreover, the derived parameter updating laws guarantee that both the identification error and the system states reach zero exponentially fast, while keeping all signals in the closed loop bounded. An important contribution of the paper, is the introduction of the method of "concurrent" parameter hopping, that modifies the updating laws so that the existence of the control signal is always assured. Simulation on a selected examples and well known benchmark showed the excellent approximation and control performance of the overall scheme.
