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Abstract
A group G is called left-orderable if one can ﬁnd a total order on G, which is
preserved under left multiplication. In this paper we ﬁrst give a suﬃcient condition
for the fundamental group of the nth cyclic branched cover of S3 over a prime knot
K to be left-orderable, in terms of PSL(2;C) representations of the knot group.
Then we make use of this criterion to study the left-orderability of fundamental
groups of cyclic branched covers over two-bridge knots and satellite knots.
v
Chapter 1
Introduction
In Section 1.1, we introduce the notion of left-orderable groups and list some impor-
tant properties regarding orderability of groups. A brief discussion on left-orderability
of these groups that arise in the study of low-dimensional topological spaces, espe-
cially 3-manifold groups, is given in Section 1.2.
1.1 Left-orderable groups
A total order on a set S is a binary relation, denoted by , satisfying conditions:
1.) If a  b and b  a then a = b (antisymmetry);
2.) If a  b and b  c then a  c (transitivity);
3.) Given any two elements a; b in S, either a  b or b  a (totality).
A binary relation < on a set S is asymmetric if a < b then b  a for any a; b in S. A
strict total order < on a set S is an asymmetric, transitive binary relation satisfying
that given any two elements a; b in S exactly one of the three a < b, a = b and a > b
is true. Based on a total order , a strict total order < can be deﬁned by saying
a < b if and only if a  b and a 6= b. Conversely, a total order on a set S can also
be constructed from a strict total order in a similar way.
Deﬁnition 1.1.1. A group G is called left-orderable (LO) if there exists a strict
total order < on the set of group elements such that a < b if and only if c  a < c  b
for any a; b; c in G.
Some authors require a group to only have a left-invariant total order to be a
left-orderable group. Since any total order can be made to be strict, these two
deﬁnitions are equivalent. A strict total order on a group G that is invariant under
left multiplication is called a left-order. A right-order on a group G can also be
deﬁned by mimicking the deﬁnition of a left-order.
Deﬁnition 1.1.2. A group G is called right-orderable if there exists a total order <
on the set of group elements such that a < b if and only if a  c < b  c for any a; b; c
in G.
As one might have guessed, left-orderability and right-orderability are equivalent
group properties. Suppose that < is a left-order on a group G. We deﬁne a new order
 by setting a  b if and only if b 1 < a 1. It is easy to check that the new order 
is also a strict total order and is invariant under multiplication on the right. Some
groups admit a strict total order that is preserved under multiplication on both sides
simultaneously; these groups are called bi-orderable groups or simply called orderable
groups. We point out that in general a < b does not implies b 1 < a 1 and thus <
1
and  as mentioned above are two diﬀerent orders. In fact, given any two elements
a; b in a group G, a < b implies b 1 < a 1 if and only if < is a bi-order [Con59].
Example 1.1.3. The usual order used everyday to compare two numbers makes
the group of all real numbers (R;+) a left-orderable group. Since the group (R;+)
is abelian, it is also a bi-order on (R;+).
Example 1.1.4. We equip R with a ﬁxed left-order. Let Homeo+(R) be the group
of order-preserving homeomorphisms from R to itself. We show that Homeo+(R) is
a left-orderable group.
First, one list the set of rational numbers Q = fx1; x2;    ; xi;    g. Since rational
numbers Q is dense in R, given any two distinct functions f; g 2 Homeo+(R), there
exists at least one xi in Q such that f(xi) 6= g(xi). We set f < g if f(xk) is
less than g(xk) as two real numbers, where xk is the ﬁrst number in the sequence
Q = fx1; x2;    ; xn;    g that has distinguished images under homeomorphisms f
and g. It is a routine to verify that the order we just deﬁned is a left-order on the
group Homeo+(R).
The following theorem characterizes the left-orderable groups from the point of
view of dynamics.
Theorem 1.1.5 ([GHY01, Far76]). A countable group G is left-orderable if and only
if it is isomorphic with a subgroup of Homeo+(R).
Let G be a left-orderable group with a left-order <. Suppose that G has a non-
trivial torsion element denoted by g, i.e. gn = 1 for some positive integer n. Without
lose of generality, we can assume that g > 1. Since the order is invariant under left
multiplication, we have a chain of inequalities
1 < g < g2 <    < gn = 1;
which leads to a contradiction.
Proposition 1.1.6. Left-orderable groups are torsion-free.
Hence, all ﬁnite groups are not left-orderable. In this paper, we consider the trivial
group as a non-left-orderable group.
The existence of a left-order also implies a strong algebraic property on its group
ring. It is known that left-orderable groups obey the zero-divisor conjecture of Ka-
plansky. That is, the group ring of a torsion-free group over a ﬁeld does not have
zero-divisor. The zero-divisor conjecture is still unsolved for torsion-free groups in
general.
Orderability of groups is preserved under taking free product and group extension.
Theorem 1.1.7 ([Vin49]). A free product G = G1 G2     Gn is left-orderable if
and only if each Gi is a left-orderable group
Since ﬁnitely generated free groups are free product of inﬁnite cyclic groups, we
have all ﬁnite generated free groups are left-orderable. Note that the alphabetical
order on free group is not preserved under the group multiplication.
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Proposition 1.1.8. Suppose that there is a short exact sequence of groups:
1  ! K  ! G  ! H  ! 1:
Then G is left-orderable if both K and H is left-orderable.
We point out that the converse of the above statement is not true. In particular,
a quotient of a left-orderable group is not necessary left-orderable in general.
If the group in consideration is a fundamental group of a manifold, then its left-
orderability is also encoded in its universal covering space.
Theorem 1.1.9 ([Far76]). The fundamental group of a manifold M is left-orderable
if and only if its universal cover fM can be embedded into M  R such that the
composite map fM !M  R!M is the covering map .
1.2 Left-orderability of 3-manifold groups
It has recently been shown that many of the groups which arise in low-dimensional
topology are left-orderable. Dehornoy ﬁrst showed that the braid groups Bn are
left-orderable [Deh94, Deh97]. Later on, this result was reinterpreted from a more
geometric approach [FGR+99] and also generalized to mapping class groups of sur-
faces with non-empty boundary (ﬁnitely many marked points on the surface are also
allowed) [SW00, RW00]. Note that the mapping class group of a closed surface has
periodic (torsion) element and hence is not left-orderable by Proposition 1.1.6.
It is known that all surface groups are left-orderable except for the obvious coun-
terexample 1(RP 2) = Z2. In fact, besides the projective space RP 2 and the Klein
bottle, all surfaces have bi-orderable fundamental groups [BRW05].
The interaction between the topological properties of a manifold and the left-
orderability of its fundamental group is mostly evident in the study of compact
3-manifolds and their fundamental groups.
Given two connected 3-manifolds M1 and M2, one can deﬁne a connect sum
M1#M2 by removing a three ball Bi from eachMi and gluing the resulting manifolds
together along two-spherical boundaries @Bi. This operation is independent on the
choice of Bi but in general does rely on the gluing map. There are essentially two
diﬀerent ways of identifying @B1 with @B2: one is through an orientation-preserving
homeomorphism of S2 and the other is through an orientation-reversing homeomor-
phism of S2. For the purpose of this paper, it is unnecessary for us to make an eﬀort
to diﬀer these two, so we denote both of them byM1#M2. A 3-manifoldM is prime
if M = M1#M2 implies one of Mi is the 3-sphere S3.
A compact, connected 3-manifoldM can always be decomposed into prime pieces.
That is,
M = M1#M2#   #Mn;
where all Mi are prime. With a minor modiﬁcation for non-orientable 3-manifolds,
this decomposition is unique up to a permutation of indices.
It follows from the van Kampen Theorem that
1(M) = 1(M1)  1(M2)     1(Mn):
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Hence 1(M) is left-orderable if and only if each nontrivial factor 1(Mi) is left-
orderable by Theorem 1.1.7, which means that to understand the left-orderability
of 3-manifold groups in general, it is suﬃcient to study the left-orderability of fun-
damental groups of prime 3-manifolds.
A 3-manifold M is irreducible if every 2-sphere in M bounds a three ball. An
irreducible 3-manifold is apparently prime. On the other hand, if a 3-manifold M is
prime but not irreducible, then there exists a non-separating 2-sphere in M , which
impliesM is homeomorphic to a sphere bundle over a circle. So 1(M) is isomorphic
to Z and is obviously left-orderable.
The main tool we use to prove that an irreducible 3-manifold has a left-orderable
fundamental group is the following theorem proved by Boyer, Rolfsen and Wiest.
Theorem 1.2.1 ([BRW05]). Suppose thatM is a compact, connected, P 2-irreducible
3-manifold. Then 1(M) is left-orderable if and only if there exists a surjective from
1(M) onto a left-orderable group.
Recall that a compact 3-manifold is P 2-irreducible if it is irreducible and does not
contain a 2-sided P 2, the real projective plane. When applying the above theorem
to orientable 3-manifolds, P 2-irreducible can be replaced by irreducible since a non-
orientable surface can not be 2-sided in an orientable 3-manifold.
Denote by b1(M) the ﬁrst Betti number of a 3-manifold M , which by deﬁnition
is equal to the dimension of the vector space H1(M;Q) over Q. Our discussion on
the left-orderability of 3-manifold groups will be divide into the following two cases:
the case when b1(M) > 0 and the case when b1(M) = 0.
Case 1: The ﬁrst Betti number is positive.
M is a compact, connected, P 2-irreducible 3-manifold. Since the ﬁrst Betti number
b1(M) is positive, we have surjective maps:
1(M)  ! H1(M;Z)  ! Z;
and by Theorem 1.2.1 the fundamental group 1(M) is left-orderable.
The theorem below follows from an argument by Howie and Short.
Theorem 1.2.2 ([HS85] Lemma 2). Suppose that M is a compact, P 2-irreducible
and connected 3-manifold. The fundamental group 1(M) is locally indicable if and
only if its ﬁrst Betti number b1(M) > 0.
A group is locally indicable if every nontrivial ﬁnitely-generated subgroup has the
integer group Z as its quotient. The condition of being locally indicable is strictly
stronger than being left-orderable in general. For instance, as we will see later, many
compact 3-manifolds whose ﬁrst Betti numbers are zero have left-orderable funda-
mental groups, but none of these fundamental groups is locally indicable according
to Theorem 1.2.2.
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Case 2: The ﬁrst Betti number is zero.
Assume that a 3-manifoldM has the ﬁrst Betti number b1(M) = 0. The following
lemma asserts that M must be orientable.
Lemma 1.2.3 ([BRW05] Lemma 3.3 ). If M is a non-orientable, P 2-irreducible
3-manifold, then b1(M) > 0.
Moreover, if an orientable 3-manifold M with a nonempty boundary has the ﬁrst
Betti number b1(M) = 0, then its boundary can only contain 2-spheres S2. Let M^ be
the closed 3-manifold obtained by attaching three-balls B3 to M along its boundary
spheres. Hence M^ is a closed 3-manifold with exactly same fundamental group with
1(M). On the other hand, closed 3-manifolds with ﬁrst Betti number equal to zero
are rational homology spheres.
Therefore, the study of the left-orderability of fundamental groups of 3-manifolds
is reduced to the case whenM is an irreducible rational homology sphere. Within this
class of three manifolds, the left-orderability of 3-manifold groups is fully understood
and characterized for non-hyperbolic and geometric rational homology 3-spheres
[BRW05].
In the remainder of this section, we give a brief survey on the connections among
Left-orderability, taut-foliation and L-spaces to motivate the study of the left-
orderability of fundamental groups of rational homology spheres.
Left-orderability and L-spaces
Let M be a closed, connected, oriented 3-manifold and dHF (M) denote the Hee-
gaard Floer homology of M , introduced by Ozsváth and Szabó in [OS04a]. If M is a
rational homology sphere, then the dimension of dHF (M) as a vector space over Z2 is
greater than or equals to jH1(M;Z)j, the number of elements in H1(M;Z) [OS04c].
If equality is achieved, then M is called an L-space [OS05b]. Hence, L-spaces can
be understood as spaces with simplest Heegaard Floer homology. Len spaces are L-
spaces. More generally, 3-manifolds with ﬁnite fundamental groups are all L-spaces
[OS05b].
An interesting question asked by Ozsváth and Szabó says if L-spaces can be char-
acterized without referring Heegaard Floer homology [OS05a]. To this end, Boyer,
Gordon and Watson suggested the following conjecture:
Conjecture 1.2.4 ([BGW13]). An irreducible rational homology 3-sphere is an L-
space if and only if its fundamental group is not left-orderable.
They proved the conjecture for the case when the 3-manifoldM is non-hyperbolic,
geometric.
Theorem 1.2.5 ([BGW13]). Suppose that M is a closed, connected, geometric,
non-hyperbolic 3-manifold. Then M is an L-space if and only if 1(M) is not left-
orderable.
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This conjecture has also been conﬁrmed for classes of hyperbolic rational homology
spheres. These includes, among others, twofold branched covers of S3 over non-
splitting alternating links.
Left-orderability and taut foliations
A codimension-1 foliation F of a closed orientable 3-manifold M is a decomposi-
tion of M into connected surfaces fFg called leaves such that M is covered by a
collection of charts ' : U ! R2R such that for each leave F, the image '(F\U)
is a union of aﬃne planes in the form of R2  . The space of leaves of a foliated
manifold is the quotient space by collapsing each leaf to a point.
Through a use of the Reeb foliation on a solid torus and the fact that all closed
orientable 3-manifolds can be obtained by performing Dehn surgeries on a braid, one
can show that a codimension-1 foliation on a closed orientable 3-manifold always
exists [Lic65, Nov65]. Hence, it makes sense to restrict ourselves to a “nicer” class
of codimension-1 foliations. A codimension-1 foliation on a compact 3-manifold is
taut if there exists a single loop that intersects each leaf transversely at least once.
A codimension-1 foliation F on a closed 3-manifold M is called R-covered if the
space of leaves of the pullback foliation eF of the universal cover fM is homeomorphic
to the real line R. In this case, the fundamental group 1(M) acts on the space of
leaves and thus acts on the real line R.
Proposition 1.2.6 ([CD03]). If an orientable closed 3-manifold M has a co-
orientable R-covered foliation, then 1(M) is left-orderable.
A R-covered foliation is taut. On the other hand, it is known that an L-space does
not admit any co-oriented taut foliation [KR14, OS04b]. As a result, Conjecture 1.2.4
would imply an aﬃrmative answer to the following question:
Question 1 ([BGW13]). Given an irreducible rational homology sphere, does the
existence of a co-oriented taut foliation imply the left-orderability of its fundamental
group?
If an orientable 3-manifold M has a taut foliation with hyperbolic leaves, then its
fundamental group 1(M) acts on a circle, Thruston’s universal circle [CD03]. In
addition, if we assume that the 3-manifold M is an integer homology sphere, then
H2(1(M);Z) = H2(M;Z) = 0
and hence an action of 1(M) on the circle S1 can always be lifted to an action on the
real line R. Note that on an integer homology sphere, any foliation is automatically
co-orientable.
Lemma 1.2.7 ([BB13]). Suppose that M is an integer homology sphere admitting
a taut foliation. Then its fundamental group 1(M) is left-orderable.
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1.3 Summary of the Dissertation
In Chapter 2, we give a suﬃcient condition for the fundamental group of the nth
cyclic branched cover of S3 along a prime knot K to be left-orderable in terms of
PSL(2;R) representations of the knot group.
Some basic knot theory terminologies and notations in this paper are given in
Section 2.1. We introduce cyclic branched covers in Section 2.2. And in Section 2.3
we prove Lemma 2.3.1, which is essential in our proof of Theorem 2.4.1.
Lemma (Lemma 2.3.1). Given a knot K in S3, denote by  a meridian curve on
the boundary torus @XK. Suppose that there exists a group homomorphism  from
1(XK) to a group G and ([]n) is in the center of G. Then  induces a group
homomorphism from 1(n(K)) to G. In particular, if  is non-abelian, then the
induced homomorphism is nontrivial.
Theorem (Theorem 2.4.1). Given any prime knot K in S3, denote by [] a merid-
ional element of 1(XK). If there exists a non-abelian representation 1(XK) to
PSL(2;R) such that []n is sent to the identity matrix I, then the fundamental
group 1(n(K)) is left-orderable.
In Chapter 3, we give an application of Theorem 2.4.1 to the study of the left-
orderability of the fundamental group of the nth cyclic branched cover over a two-
bridge knot. We ﬁrst show some properties of SL(2;C) representation space of two-
bridge knot groups in Section 3.1. We use these properties to prove Theorem 3.2.1
in Section 3.2 .
Theorem (Theorem 3.2.1). Given a (p; q) two-bridge knot K, with p  3 mod 4,
there are only ﬁnitely many cyclic branched covers, whose fundamental groups are
not left-orderable.
We also present two speciﬁc examples, showing that the nth cyclic branched cover
over the knot 52 (resp. the knot 74) has a left-orderable fundamental group as n  9
(resp. n  13). At the end, in Section 3.3, we show a stronger statement than
Theorem 3.2.1.
Theorem (Theorem 3.3.1). Let K be a (p; q) two-bridge knots. Assume that the knot
group 1(XK) has a real parabolic representation  : 1(XK) ! PSL(2;R). Then
the nth cyclic branched covers has left-orderable fundamental group as n suﬃciently
large.
In Chapter 4, after a short introduction of satellite knots, we ﬁrst prove two
lemmas in Section 4.1 and then we show the following result in Section 4.2.
Theorem (Theorem 4.2.3). Let P (K) be a proper satellite knot. Assume that pattern
P as a knot in S3 is a (p; q) two-bridge knot with either p = 3 mod 4 or p/q =
(2k+1)+ 1
2n
and k > 0, n 6= 1. Then 1(n(P (K))) is left-orderable as n suﬃciently
large.
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Chapter 2
Left-Orderability and Cyclic Branched
Covers
In this chapter, we introduce a class of 3-manifolds that are so-called cyclic
branched covers of the 3-sphere. Roughly speaking, these spaces are almost cov-
ering spaces of S3 except for a set of branched loci in S3, which forms a knot or
link in S3. The goal of this chapter is to derive an connection between the left-
orderability of fundamental groups of cyclic branched covers over a knot K and the
representations of the knot group 1(S3 nK).
2.1 Knots in S3
In this section, we brieﬂy discuss some background material in knot theory while
setting up the notations for our later discussion.
Throughout this paper, the three sphere S3 is equipped with a ﬁxed orientation.
A link L of n components in S3 is a smooth embedding from n copies of disjoint
union of S1 to S3. Two links L1 and L2 are equivalent if there exists an orientation-
preserving homeomorphism f from S3 to itself such that f(L1) = L2. We can also
assign an orientation on each component of the link, and if we do so, the link is
called oriented. A (oriented) knot K is a (oriented) link with only one component.
A knot K is called unknot if it bounds an smoothly embedded disk in S3.
Let S3 = R3 [ 1 be an one-point compactiﬁcation of R3, links can be also
viewed as a smooth embedding of circles into R3. A projection of a link on a plane
p : tS1 ! R3 ! R2 is called regular, if all the self-intersections are double points
and the image of the link under the projection transversely intersect at these double
points. To get a link diagram from a regular projection, one break the under-crossing
arc at each double point so that the link itself can be visualized on a plane. Figure
2.1 illustrates the sum of two knots by using their diagrams. Note that the same
link can have very diﬀerent looking diagrams. Two link diagrams represent the same
link type if and only if they are related by a ﬁnite sequence of Reidemeister moves.
A link diagram is called alternating if as one travels along each component of the
link diagram the over- and under-crossing arcs alternate . A link is called alternating
if there exists an alternating link diagram representing that link. In Figure 2.1, two
diagrams on the left-hand side of the equality are alternating, while the one on the
right-hand side is not.
In the following context, we will continue our discussion for knots in S3. Although
most of the concepts can be generalized to links with or without modiﬁcation but
Some of the results in this chapter previously appeared as [Ying Hu, Left-orderability and cyclic branched
coverings. Algebr. Geom. Topol., 15(1):399-413, 2015]. They are reprinted by permission of Mathematical Sciences
Publishers.
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FIGURE 2.1. Sum of two knots
some of the theorems will fail when applied to links. For more details, readers are
referred to [BZ03, Lic97, Rol76].
Given two oriented knots K1 and K2, intuitively they can be connected together
to form another knot denoted by K1 +K2 as shown in Figure 2.1. More precisely,
regard K1 and K2 as being in distinct copies of S3, remove from each S3 a ball that
meets the given knot in an unknotted arc, and then identify together the resulting
boundary spheres and their intersections with the knots so that all orientations
match up. The sum of two knots is well-deﬁned; that is, this whole procedure is
independent with the location of removed unknotted arc in each knot. A knot K is
a prime knot if it is not the unknot, and any decomposition of K = K1+K2 implies
that K1 or K2 is the unknot.
Let v(K) be an open tubular neighborhood of a knot K in S3 and so its closure
is homeomorphic to a solid torus. Denote by XK the complement space S3 n v(K).
The knot group is deﬁned to be the fundamental group 1(XK). It is known that two
unoriented knots K1 and K2 are equivalent if there exists an orientation-preserving
homeomorphism between their complement spaces, XK1 and XK2 [GL89]; For a
prime knot K, its complement space XK is determined by the knot group 1(XK)
up to a possible orientation-reversing homeomorphism [FW78].
Given an oriented knot K, a meridian  is a simple closed curve in @XK that
bounds a disc in v(K); a preferred longitude  is a simple closed curve in @XK
that is homologous to the knot K in v(K) and equals to zero in H1(XK). Both 
and  are unique up to a homotopy in @XK and their orientations are inherited
naturally from the orientation on the knot K and the 3-sphere S3. Hence, each of
them represents a generator in the 1(@XK) = H1(@XK), which will be denoted by
[] and [] accordingly. Throughout this paper, if c is a simple closed curve in some
space Y , then we use [c] to denote the element in H1(Y ) or the conjugacy class in
1(Y ) represented by the curve c.
A Seifert surface for an oriented knot is a connected compact orientable surface
in S3 that has the knot K as its boundary. For example for the unknot, the disk
that it bounds is a Seifert surface of the unknot. For any knot in S3, Seifert surfaces
always exist. In fact, there is an algorithm to construct a Seifert surface from a knot
diagram, called Seifert’s algorithm. Let F be a Seifert surface of a given knotK, then
the intersection F \ @XK gives us a curve on @XK , which is the preferred longitude
as deﬁned above and it also bounds a surface F n int(F \XK) in XK  S3 that is
homeomorphic to F . In this paper, we don’t diﬀer between F and F n int(F \XK);
both of them will be referred as a Seifert surface of the knot K.
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2.2 Cyclic branched covers of S3
Let D2 = fz 2 C : jzj = 1g be the unit disk on the complex plane C. Consider the
map fn from D2 to D2 that sends z to zn for some n in Z+. The map fn ﬁxes the
origin z = 0 and induces an n-folded covering space from D2 n 0 to D2 n 0. This
makes the map fn an nth cyclic branched cover of D2 branched over the point z = 0.
We call the branched cover is cyclic, since the group of deck transformations of the
covering map fnjD2n0 is the order n cyclic group. An example for n = 4 is depicted
in Figure 2.2.
.
f4
z 7! z4
FIGURE 2.2. The 4th cyclic branched cover of the unit disk branched
In general, given two compact manifolds M and N with proper codimension-
2 submanifolds A  M and B  N , a continuous map f : M ! N is called
a branched cover with branched set B = f(A) if 1) components of the preimage
of open sets of N are a basis for the topology of M and 2) the restriction map
f : M n A ! N n B is a covering space of N n B. Note that since M is required
to be compact, the covering map f jMnA is ﬁnite-sheeted. The branched cover M is
completely determined by specifying N , the branched set B and a ﬁnite cover of
N nB (see [Rol76]).
By the Alexander Duality, the ﬁrst homology of the knot complement H1(S3 nK)
is isomorphic to Z, generated by the meridian element []. Let en(K) be the n-fold
cyclic covering space of S3nK associated with the kernel of the following composition
map:
1(S
3 nK)  ! H1(S3 nK)  ! Zn;
where the second homomorphism is the standard quotient map from Z to Zn. Denote
n(K) the corresponding nth cyclic branched cover of S3 with the branched set being
the knot K. Sometimes we may abuse the terminology and call n(K) the nth cyclic
branched cover of the knot K.
A construction of cyclic branched covers.
The nth cyclic branched cover n can be constructed explicitly through a use of
Seifert surfaces. Let K be an oriented knot in S3. Note that the knot complement
XK has the same homotopy type as S3 n K and hence H1(XK) = H1(S3 n K) is
isomorphic to Z generated by []. Let’s ﬁrst construct the nth cyclic covering space
of XK , whose fundamental group is isomorphic to Ker(1(XK)! Zn).
Let F be a Seifert surface of the knot K. A regular neighborhood of F is home-
omorphic to F  [ 1; 1], where the positive direction is chosen so that the induced
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orientation on the boundary @F is the same as the orientation on the knot K and
the preferred longitude . The complement space XK n F  ( 1; 1) has two copies
of Seifert surface F on the boundary, F   1 and F  1. Now take n copies of
XK nF  ( 1; 1) and glue them together by identify the surface F 1 in kth copy of
XK nF  ( 1; 1) with the surface F  1 in the (k+1)th copy of XK nF  ( 1; 1),
where k = 0; 1; 2;    ; n   1 taken in Zn. The resulting manifold is the nth cyclic
cover space of XK . We denote it by en(K).
From the above construction, it is easy to see that the covering space en(K) is
also a torus. To get the nth cyclic branched cover n(K), we need to glue a solid
torus D2  S1 back to en(K) such that the meridian curve @D2   is identiﬁed
with the preimage of the meridian  under the covering map from en(K) to XK .
Figure 2.3 illustrates the procedure for the 4th cyclic covers e4 of the complement
space of the unknot by using a disk as its Seifert surface. Now we glue a solid torus
to e4 such that the meridian of the solid torus is identiﬁed with the preimage of
 under the covering map, i.e. the red curve in Figure 2.3. It is not too hard to
see that the resulting manifold is S3, which as we described above is precisely the
the 4th cyclic branched cover of S3 branched over the unknot. In fact, by the Smith
Conjecture, the nth cyclic branched cover n(K) is homeomorphic to S3 only if the
knot K is the unknot.
.
XK :
K
F

 = F
XK n F  ( 1; 1) :
F  1F  1
e4(K) :
FIGURE 2.3. Construct e4(K) when K is the unknot.
Properties of cyclic branched covers.
The Alexander polynomial of a knotK, usually denoted by K(t), is a polynomial
invariant of a knot in Z[t1] and is well deﬁned up to tk.
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Theorem 2.2.1 (Fox, see [BZ03, Gor78]). The nth cyclic branched cover n(K)
branched over a knot K is a rational homology sphere if and only if no root of the
Alexander polynomial K(t) is an nth root of unity.
Since jK(1)j = 1, it is not hard to show that when n is a prime power, the nth
cyclic branched cover n(K) is a rational homology sphere for any knot K. On the
other hand, the Alexander polynomial K(t) = 0 only has ﬁnitely many roots. In
this sense, given a knot K, we conclude that most of its cyclic branched covers are
rational homology spheres if not all.
Theorem 2.2.2 ([Plo84]). The nth cyclic branched cover n(K) branched over a
prime knot K is irreducible.
A knot K is called hyperbolic, if its complement space S3 nK admits a complete
hyperbolic structure.
Theorem 2.2.3 ([BP01]). The nth cyclic branched cover of S3 branched over a
hyperbolic knot K is hyperbolic for any n  3, except when n = 3 and K is the
ﬁgure-eight knot.
As we discussed in the previous chapter, when studying the left-orderability of
3-manifold groups, the most interesting case is the fundamental groups of irreducible
rational homology spheres, especially of these that are hyperbolic. The above results
show that most of the cyclic branched covers belong to this class of 3-manifolds.
2.3 Proof of Lemma 2.3.1
Based on the construction of n(K) as we described above, the fundamental group
of the nth cyclic branched cover 1(n(K)) is isomorphic to the quotient of the fun-
damental group of the nth cyclic covering space 1(en(K)) by its normal subgroup
generated by the element represented by preimage of a meridian on @XK . The funda-
mental group 1(en(K)) is isomorphic to the index n subgroup Ker(1(XK)! Zn);
the element in 1(en(K)) represented by the lifting of the meridian curve  is equal
to []n up to a conjugation. Hence, we have that
1(n(K)) = Ker(1(XK)! Zn)/ []n  : (2.1)
The goal of this section is to derive speciﬁc group presentations of fundamental
groups 1(en(K)) and 1(n(K)), which we will use to prove Lemma 2.3.1.
An HNN decomposition of the knot group 1(XK).
First let’s start with a presentation of the knot group 1(XK). Let F be a Seifert
surface of an oriented knot K. As in Section 2.2, the Seifert surface F has a regular
neighborhood that is homeomorphic to F  [ 1; 1] and the positive direction is
chosen so that the induced orientation on the boundary @F is the same as the
orientation on the knot K. We denote F  1 by F  and F  1 by F+ as depicted
in Figure 2.4. In addition, the point P+ (resp. P ) is the intersection point of the
meridian  and F+ (resp. F ).
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Note that the Seifert surface F is a surface with one boundary component, so its
fundamental group 1(F ) is a free group of rank 2g, where g is the genus of the Seifert
surface F . Let fa i gi=1;:::;2g be the free generators of 1(F ; P ) and fa+i gi=1;:::;2g be
the free generators of 1(F+; P+).
.
K
F 
F
F+
P+
P 
C

FIGURE 2.4. A cross-sectional view of a collar neighborhood of F
We denote by  i the image of a i under the inclusion map
1(F ; P )! 1(S3 n F; P )
and denote by +i the image of a+i in 1(S3 n F; P ) under the composition map
1(F+; P+)! 1(S3 n F; P+)! 1(S3 n F; P );
where the second map from 1(S3 n F; P+) to 1(S3 n F; P ) is the isomorphism
induced by the arc C connecting P  to P+ as in Figure 2.4. By the van Kampen
Theorem, after some simpliﬁcation, we have
1(XK ; P ) = 1(S3 n F; P ) < [] > / []+i [] 1 =  i ; i = 1; : : : ; 2g  : (2.2)
If the complement of the Seifert surface F in S3 is also a handlebody, which is
always the case when F is constructed through Seifert’s algorithm, then the group
1(S
3 n F; P ) is also free and we assume that
1(S
3 n F; P ) =< x1; : : : ; x2g > :
In this case, from (2.2), we obtain Lin’s presentation for the knot group 1(XK ; P )
[Lin01, Lemma 2.1] as follows:
1(XK ; P ) =< x1; x2; : : : ; x2g 1; x2g; [] : []+i []
 1 =  i ; i = 1; : : : ; 2g >; (2.3)
where i are words in xi as described above.
Group presentations of 1(en(K)) and 1(n(K))
We ﬁrst build a 2-complex denoted by  , associated with presentation 2.3. Start
with a single 0-cell and attach a 1-cell to the 0-cell for each generator by identifying
both endpoints to it. The 1-cells are labeled by their associated generators. Then
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.
x1
x2g di
@di is identiﬁed with
the loop +i  1( i ) 1
for i = 1;    ; 2g
FIGURE 2.5. The 2-complex associated with presentation 2.3
we attach a 2-cell say di for each relator ri such that the boundary circle of di is
identiﬁed with +i  1( i ) 1, the loop determined by the ith relator in presentation
2.3 (see Figure 2.5).
By construction, we have that 1( ) is isomorphic to the knot group 1(XK).
Denote en( ) the n-fold cover of the 2-complex   associated with the subgroup
Ker(1(XK)! Zn) = 1(en( )):
The single 0-cell in   gives us n vertices in ~n( ), say ~c1;    ; ~cn. We pick ~c1 as
the basepoint.
The 1-skeleton of the complex en( ) is a covering space of the 1-skeleton of  ,
the bouquet of circles  and x1; x2;    ; x2g. Note that in presentation 2.3 for each i,
the generator xi is contained in the subgroup Ker(1(XK)! Zn) and its preimage
under the covering map consists of n copies of its trivial lifts, denoted by ~xki for
k = 1;    ; n and i = 1;    ; 2g. On the other hand, the meridian element [] is not
in the subgroup Ker(1(XK) ! Zn) and thus the loop  in   is lifted to an arc inen( ). Moreover, under the group homomorphism 1(XK) ! Zn, the meridian []
is mapped to the generator 1 in Zn. Hence, its preimage is in fact a single circle
consisting of n copies of the lifting of  denoted by k for k = 1;    ; n. The 1-
skeleton of the covering complex en( ) when n = 3 is depicted in Figure 2.6 below.
The chosen generator loops of 1(en( )) are: ~xi1, ~1~x2i (~1) 1, ~1~3~x2i (~2) 1(~1) 1
for i = 1;    2g and ~1~2~3.
Now to build the 2-complex ~n( ), we just need to ﬁgure out how to glue
the 2-cells. Each 2-cell di in   gives us n 2-cells in ~n( ), denoted by ~dki for
k = 1;    ; n. For each k, the boundary of the ~dki is identiﬁed with the kth lift
of the loop +i  1( i ) 1, which is the loop
~1    ~k  (~+i )k  (~k) 1  (~ i )k 1  (~k 1) 1    (~1) 1;
which is also homotopic to the loop
~1    ~k  (~+i )k  (~k) 1    (~1) 1  ~1    ~k 1  (~ i )k 1  (~k 1) 1    (~1) 1: (2.4)
Here (~+i )k (resp. (~ i )k) is the kth lift of +i (resp.  i ) based at ~ck, which can be
written as a product involving f ~xikgi=1;2g.
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.~1
~2 ~3
~c3
~x31 ~x
3
2g
~c2~x
2
2g
~x21
~c1 ~x11
~x12g
FIGURE 2.6. The 1-skeleton of en( ) when n = 3.
From the covering complex en( ), we can write down a presentation of its fun-
damental group 1(en( ); ~c1), in which generators are coming from the 1-skeleton
of ~n( ) and relations are given by the boundary of 2-cells.
Note that the fundamental group of the 1-skeleton of ~n( ) is a free group of
rank 2gn + 1. We will pick the speciﬁc loops based at ~c1 as generators of the
fundamental group of the 1-skeleton. They are ~1~2    ~n and ~1~2    ~k  ~xki 
(~k) 1    (~2) 1(~1) 1for i = 1;    ; 2g and k = 0;    ; n  1, where (~k) 1 denotes
the arc ~k with opposite orientation (See Figure 2.6 for n = 3).
Note that the group 1(en( )) is isomorphic with the subgroup Ker(1( ) !
Zn) of 1( ) and the isomorphism is induced by the covering map from en( ) to
 . Under this isomorphism, element [~1~2    ~n] is mapped to [n] and element
[~1~2    ~k  ~xki  (~k) 1    (~2) 1(~1) 1] is mapped to [kxi k] for i = 1;    ; 2g
and k = 1;    ; n. Hence we obtain a presentation of the group 1(en(K)) with
• generators: n and kx1 k, ... , kx2g k for k = 0;    ; n  1;
• relators from (2.4):
k+1+i 
 (k+1) = k i 
 k; for k = 0;    ; n  2 and i = 1; : : : ; 2g; (2.5)
n  +i   n = n 1 i  (n 1); for i = 1; : : : ; 2g: (2.6)
In the presentation above, kxi k and n should be viewed as abstract symbols
rather than products of  and xi. Thus, words k+i  k as in (2.5) are products of
the generators kxi k and the word n  +i   n in (2.6) is the product of n
and xi. The notation is chosen to emphasize the fact that the isomorphism between
the presented group and the subgroup Ker(1(XK) ! n) is given by sending the
abstract symbol kxi k in the presentation to the element [kxi k] of the knot
group 1(XK) for k = 0; : : : ; n  1 and i = 1; : : : ; 2g.
Remark: In general, a subgroup H of ﬁnite index in a ﬁnitely presented group
G is also ﬁnitely presented. Given a presentation of G, one can always derive a
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presentation for the subgroup H through a purely algebraic algorithm, called the
Reidemeister-Schreier method [LS01]. In the case when the covering space that given
by H is obtainable, we can write down a presentation of H by constructing the
2-complex as we described above, which is essentially same with the Reidemeister-
Schreier method, but more intuitive.
Now let’s look at the fundamental group of the nth cyclic branched cover n(K).
Recall that
1(n(K)) = Ker(1(XK)! Zn)/ []n  :
Therefore, the group 1(n(K)) inherits the presentation with
• generators: kx1 k, ... , kx2g k for k = 0;    ; n  1;
• relators:
k+1+i 
 (k+1) = k i 
 k; for k = 0;    ; n  2 and i = 1; : : : ; 2g; (2.7)
+i = 
n 1 i 
 (n 1); for i = 1; : : : ; 2g: (2.8)
Lemma 2.3.1. Given a knot K in S3, denote by  a meridian curve on the bound-
ary torus @XK. Suppose that there exists a group homomorphism  from 1(XK)
to a group G and ([]n) is in the center of G. Then  induces a group homomor-
phism from 1(n(K)) to G. In particular, if  is non-abelian, then the induced
homomorphism is nontrivial.
Proof. Let jker be the restriction of  to the subgroup Ker(1(XK)! Zn). We are
going to show that the assignment
kxi
 k 7! jker(kxi k) for i = 1; : : : ; 2g and k = 0; : : : ; n  1
also deﬁnes a homomorphism from 1(n(K)) to G.
First of all, the relations in (2.5) which are the same as the relations in (2.7)
automatically hold. It follows from (2.6) that
jker(n)  jker(+i )  jker( n) = jker(n 1 i  (n 1)):
Since by assumption jker(n) = (n) is in the center of G, we have
jker(+i ) = jker(n)  jker(+i )  jker( n) = jker(n 1 i  (n 1)):
That is, the relations in (2.8) hold as well.
In addition, if  is a non-abelian homomorphism, since the commutator subgroup
[1(XK); 1(XK)] is the normal subgroup generated by fx1; : : : ; x2gg, we have that
(xi) is not equal to the identity in G for some i. Therefore, the induced homomor-
phism from 1(n(K)) to G is nontrivial.
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2.4 Left-orderability and cyclic branched covers
In this section, We ﬁnish the proof of Theorem 2.4.1.
Theorem 2.4.1. Given any prime knot K in S3, denote by  a meridional element
of 1(XK). If there exists a non-abelian representation 1(XK) to PSL(2;R) such
that n is sent to the identity matrix I, then the fundamental group 1(n(K)) is
left-orderable.
Note that the group PSL(2;R) itself is not left-orderable, but its universal cov-
ering group, denoted by fSL(2;R), is left-orderable [Ber91].
Let E be the covering map from fSL(2;R) to PSL(2;R). Since fSL(2;R) and
PSL(2;R) are both connected, we have
Z(fSL(2;R)) = E 1(Z(PSL(2;R)));
where Z(fSL(2;R)) and Z(PSL(2;R)) are the centers of the Lie groups fSL(2;R)
and PSL(2;R) respectively [HN12, p. 336]. Therefore, Z(fSL(2;R)) = Ker(E).
Lemma 2.4.2. Given any knot K in S3, let  be a meridian curve on the boundary
torus @XK. Suppose that there exists a non-abelian PSL(2;R) representation of
1(XK) such that []n is sent to the identity I. Then this representation induces
a nontrivial fSL(2;R) representation of the fundamental group of the nth cyclic
branched cover 1(n(K)) .
Proof. The kernel of the covering map Ker(E) is isomorphic to 1(PSL(2;R)) = Z
and we have the following central extension
0  ! Z  ! fSL(2;R)  ! PSL(2;R)  ! I:
Suppose that  is a representation of 1(XK) into PSL(2;R). Then the pullback
fSL(2;R)PSL(2;R) 1(XK) = f(M;x) 2 fSL(2;R) 1(XK) : E(M) = (x)g;
is a central extension of 1(X) by Z. On the other hand,
H2(1(XK);Z) = H2(XK ;Z) = 0;
so every central extension of 1(Xk) by Z splits. Hence,  can be lifted to a rep-
resentation into fSL(2;R). That is, the composition of a splitting map with the
projection from fSL(2;R)PSL(2;R) 1(XK) to fSL(2;R) is a lifting of  [Wei95] (also
see [GHY01]).
Now assume that the representation  of the knot group 1(XK) satisﬁes the
property ([]n) = I. We denote by ~ a lifting of . Since ([]n) = I, we have
~([]n) is inside E 1(I), which is equal to Z(fSL(2;R)), the center of fSL(2;R).
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.1(XK ; P ) PSL(2;R)
fSL(2;R)

E~
In addition, if  is a non-abelian representation, then ~ is non-abelian. By Lemma
2.3.1, the representation ~ induces a nontrivial fSL(2;R) representation of 1(n(K)).
Proof of Theorem 2.4.1 . Let  be a non-abelian PSL(2;R) representation of the
knot group 1(XK), with ([]n) = I. By Lemma 2.4.2, this representation induces
a nontrivial fSL(2;R) representation of the group 1(n(K)).
The group fSL(2;R) can be embedded inside the group of order-preserving home-
omorphisms of R, so it is left-orderable [Ber91]. Moreover, the nth cyclic branched
cover n(K) is irreducible if K is a prime knot [Plo84]. Thus, Theorem 2.4.1 follows
from Theorem 1.2.1.
Here we make two remarks in comparison to Theorem 2.4.1 with the following
Theorem in [BGW13].
Theorem (Theorem 6 in [BGW13]). Let K be a prime knot in S3 and suppose that
the fundamental group of its twofold branched cyclic cover is not left-orderable. If
 : 1(S
3 nK) ! Homeo+(S1) is a homomorphism such that ([]2) = 1 for some
meridional class  in 1(S3 nK), then the image of  is either trivial or isomorphic
to Z2.
Remark 2.4.3. The proof of [BGW13, Theorem 6] naturally extends to the nth cyclic
branched cover for arbitrary n. Since PSL(2;R) is a subgroup of Homeo+(S1), the
group of orientation preserving homeomorphisms of S1, Theorem 2.4.1 is contained
in [BGW13, Theorem 6] in this sense. On the other hand, if we replace the central
extension
0  ! Z  ! fSL(2;R)  ! PSL(2;R)  ! 1
that we used in the proof of Theorem 2.4.1 by the extension below [GHY01]
0  ! Z  ! H^omeo+(S1)  ! Homeo+(S1)  ! 1
the same statement with [BGW13, Theorem 6] can be achieved, where
H^omeo+(S
1) = ff 2 Homeo+(R) : f(x+ 1) = f(x) + 1g:
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Chapter 3
Applications to Two-Bridge Knots
The bridge number of a knot K in S3 is the minimal number of the overpassing
arcs among all knot diagrams of K. Two-bridge knots are these with bridge number
equal to two. They are a well-known class of knots. They appear very frequently in
studies of knot theory; often a property that is suspected to hold for all knots is ﬁrst
tested for this class of knots.
Every two-bridge knot can be constructed from a continued fraction expansion of
a rational number p/q, where p is a positive odd number and (p; q) = 1. We call
the knot a (p; q) two-bridge knots. One can write a rational number as a continued
fraction in diﬀerent ways, but it turns out that the resulting two-bridge knot is
independent on the continued fraction expression one decides to use. On the other
hand, the correspondence between two-bridge knots and rational numbers by no
means is one-to-one but well understood. In fact, two rational numbers p/q and
p0/q0 correspond to the same knot type if and only if p = p0 and q0 = q1 mod p.
Hence p is an invariant of knots which equals to the determinant jK( 1)j, the
absolute value of the Alexander polynomial at t =  1. We also point out that the
(p; q) two-bridge knot is the mirror image of the (p; q) two-bridge knot, which
means one can map one to the other by an orientation-reversing homeomorphism of
S3. As a results, nth cyclic branched covers of these two knots are homeomorphic to
each other. Hence, for the purpose of this paper, we can assume q is between 0 and
p.
It is known that all two-bridge knots are prime, alternating and mostly hyperbolic.
As we mentioned in Section 2.2, this means that most of the cyclic branched covers
of two-bridge knots are irreducible hyperbolic rational homology spheres, which
makes the left-orderability of fundamental groups of nth cyclic branched covers for
two-bridge knots an interesting case to investigate.
For this class of rational homology spheres, the Conjecture 1.2.4 has been veri-
ﬁed in the following cases, where they are all L-spaces and have non-left-orderable
fundamental groups:
1. The twofold branched cover of any non-split alternating link [BGW13, Gre11,
Ito13, OS05c];
2. The nth cyclic branched cover of a (p; q) two-bridge knot with p/q = 2m+ 1
2k
,
mk > 0 and n arbitrary [DPT05, Pet09];
Some of the results in this chapter previously appeared as [Ying Hu, Left-orderability and cyclic branched
coverings. Algebr. Geom. Topol., 15(1):399-413, 2015]. They are reprinted by permission of Mathematical Sciences
Publishers.
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3. The 3rd and 4th cyclic branched cover of a (p; q) two-bridge knot with p/q =
n1 +
1
1+ 1
n2
and n1; n2 are positive odd integers (i.e. p/q = 2m + 12k , mk < 0)
[DPT05, GL14, Pet09, Ter14].
3.1 SL(2;C)-representations of two-bridge knot groups
Let K be a (p; q) two-bridge knot. From the Schubert normal form [Kaw96, p. 21],
the knot group has a presentation of the following form:
1(XK) =< x; y : wx = yw >;
where w = (x1y2) : : : (xp 2yp 1) and i = 1.
Set  : 1(XK) ! SL(2;C) be a non-abelian representation of the knot group
into SL(2;C). Up to conjugation, we can assume that
(x) =

m 1
0 m 1

; (y) =

m 0
s m 1

: (3.1)
Hence, (w) = (x)1(y)2 : : : (x)p 2(y)p 1 is a matrix with entries in Z[m1; s].
Denote (w) =

w11 w12
w21 w22

, wij 2 Z[m1; s].
From the group relation wx = yw, we have
w11 w12
w21 w22

m 1
0 m 1

=

m 0
s m 1

w11 w12
w21 w22

:
This is equivalent to
0 w11 + (m
 1  m)w12
(m m 1)w21   sw11 w21   sw12

= 0 (3.2)
and hence s and m must satisfy the equation
w11 + (m
 1  m)w12 = 0:
In [Ril84], it is shown that the above equation is also a suﬃcient condition.
Proposition 3.1.1 (Theorem 1 of [Ril84]). The assignment of x and y as in (3.1)
deﬁnes a non-abelian SL(2;C) representation of the knot group
1(XK) =< x; y : wx = yw >
if and only if
'(m; s) , w11 + (m 1  m)w12 = 0: (3.3)
We need to make use of several properties of the polynomial '(m; s). All of these
properties are either proven or claimed throughout Riley’s paper [Ril84]. For readers’
convenience, we organize them and provide a proof in the following lemma.
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Lemma 3.1.2 (cf. [Ril84]). The polynomial '(m; s) in Z[m1; s] satisﬁes the fol-
lowing:
1. As a polynomial in s with coeﬃcients in Z[m1], '(m; s) has s-degree equal to
p 1
2
, with the leading coeﬃcient 1.
2. '(1; 0) 6= 0.
3. '(m; s) does not have repeated factors.
4. '(m; s) = '(m 1; s) and thus '(m; s) = f(m + m 1; s) where f is a two-
variable polynomial with coeﬃcients in Z.
Proof. 1. Since we assign
(x) =

m 1
0 m 1

; (y) =

m 0
s m 1

;
through a direct computation we have
(xy) =

m2 + s m 1
m 1s m 2

; (x 1y) =

1  s  m 1
ms 1

;
(xy 1) =

1  s m
 m 1s 1

; (x 1y 1) =

m 2 + s  m
 ms m2

:
Say a matrix A in M2(Z[m1; s]) has s-degree equal to n if
A =
sn + f11(m; s) f12(m; s)
f21(m; s) f22(m; s)

; where
the s-degrees of f11, f12 and f22 are strictly less than n and the s-degree of
f21 is less than or equal to n. Hence the matrices (xy), (x 1y), (xy 1) and
(x 1y 1) all have s-degrees equal to 1. Moreover, the product of an s-degree
n matrix and an s-degree m matrix is an s-degree m+ n matrix. Since
w = (x1y2) : : : (xp 2yp 1); with i = 1;
we have that the matrix
(w) =

w11 w12
w21 w22

is a product of p 1
2
s-degree 1matrices. Therefore, the matrix (w) has s-degree
equal to p 1
2
. That is, the entry w11 has sn as the leading term and the s-
degree of w12 is strictly less than p 12 . As a result, '(m; s) = w11+(m 1 m)w12
has leading term equal to sn.
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2. Notice that as m = 1 and s = 0, we have
(x) =

1 1
0 1

; (y) =

1 0
0 1

:
This assignment can not deﬁne a representation of the knot group
1(XK) =< x; y : wx = yw >;
because these two matrices (x) =

1 1
0 1

and (y) =

1 0
0 1

are not conju-
gate to each other. Therefore, '(1; 0) 6= 0 by the Proposition 3.1.1.
3. Let K(t) be the Alexander polynomial of the knot K. It is shown in [Nag08,
Proposition 1.1, Theorem 1.2] (also see [Lin01, BF08]) that any knot group
has jK( 1)j 1
2
irreducible SL(2;C) metabelian representations up to conjuga-
tion and that these metabelian representations send meridional elements to
matrices of eigenvalues i. For a (p; q) two-bridge knot, p equals jK( 1)j.
This implies that the degree p 1
2
polynomial equation '(i; s) = 0 has p 1
2
dis-
tinguished roots. Therefore '(i; s) does not have repeated factors and so is
'(m; s).
Note that we can also use the fact that '(1; s) does not have any repeated
factors to prove that '(m; s) has no repeated factors [Ril72, Theorem 3].
4. Assume that the assignment
(x) =

m 1
0 m 1

; (y) =

m 0
s m 1

deﬁnes a representation of the knot group
1(XK) =< x; y : wx = yw > :
Then
0(x) = P

m 1
0 m 1

P 1 =

m 1 1
0 m

0(y) = P

m 0
s m 1

P 1 =

m 1 0
s m

also deﬁnes a representation, where
P =

1 (m 1  m)/s
m m 1 1

:
The matrix P is well-deﬁned and invertible whenever (m; s) is not in the ﬁnite
set
S , f(m; s) : s = 0; '(m; s) = 0g[
22
f(m; s) : s =  (m m 1)2; '(m; s) = 0g:
The set S is ﬁnite because neither '(m; 0) nor '(m; (m  m 1)2) is a zero
polynomial. Otherwise, (1; 0) will be a solution for '(m; s), which contradicts
part (2).
Denote by V (g) the solution set of a polynomial g. As we described above,
V ('(m; s))  S  V ( (m; s));
where  (m; s) = '(m 1; s). Points in S are not isolated, since they are em-
bedded inside the algebraic curve V ('(m; s)). By continuity, we have
V ('(m; s))  V ( (m; s)):
By part (3), neither of '(m; s) and  (m; s) has repeated factors, so the ideal
<  (m; s) > is contained inside the ideal < '(m; s) > in Z[m1; s]. On the
other hand, both '(m; s) and  (m; s) have the same leading term, which is
either s(p 1)/2 or  s(p 1)/2, so '(m; s) =  (m; s) = '(m 1; s).
3.2 Proof of Theorem 3.2.1
In this section, we ﬁnish the proof of Theorem 3.2.1. At the end of this section, we
present two speciﬁc examples.
Theorem 3.2.1. Given a (p; q) two-bridge knot K, with p  3 mod 4, there are
only ﬁnitely many cyclic branched covers, whose fundamental groups are not left-
orderable.
Proof. We are going to show that for suﬃciently large n, the group 1(XK) has a
non-abelian SL(2;R) representation with xn sent to  I.
As before, we assign
(x) =

m 1
0 m 1

; (y) =

m 0
s m 1

:
Let m = ei. Since p = 3 mod 4, by Lemma 4:2, we have that '(ei; s) is an odd
degree real polynomial in s. So for any given , the equation '(ei; s) = 0 has at
least one real solution for s. We assume that s0 is a real solution of the equation
'(1; s) = 0. It is known that the polynomial '(1; s) does not have repeated factors
[Ril72, Theorem 3]. Hence, 's(ei; s)j=0;s=s0 6= 0 and locally there exists a real
function s() such that '(ei; s()) = 0 and s(0) = s0.
Consider the following one-parameter family of non-abelian representations.
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fg(x) =

ei 1
0 e i

; fg(y) =

ei 0
s() e i

:
As  6= 0, the representations fg can be diagonalized to the following forms
which we still denote by fg,
fg(x) =

ei 0
0 e i

; fg(y) =
 
ei   s()
2 sin()i  1 + s()4 sin2()
s() e i + s()
2 sin()i
!
: (3.4)
To get SL(2;R) representation, we use the following claim of Khoi [Kho03, p. 786],
though no details are given in the original paper. Because of the importance of this
result to our argument, we provide a proof of it below.
Lemma 3.2.2 ([Kho03]). The representation as in (3.4) can be conjugated to an
SL(2;R) representation if
either s() < 0 or s() > 4 sin2(): (3.5)
Proof. We claim that when s < 0 or s > 4 sin2(), the representation fg is conju-
gate to an SU(1; 1) representation by the matrix
T ,
 q
1p
t
+ t t
p
t
pp
t+ t2
!
; where t = 1
4 sin2()  
1
s
is positive;
and SU(1; 1) is conjugate to SL(2;R) via the matrix

1  i
1 i

in GL(2;C).
It is not hard to see that easy to see T(x)T 1 is in SU(1; 1). Here we provide a
detailed computation to verify that T(y)T 1 is also in SU(1; 1).
Denote T =

a b
c d

. By the assumption that s < 0 or s > 4 sin2(), we have t > 0
and hence the det(T ) is real and never zero. Let T(y)T 1  det(T ) =

A B
C D

.
To show that T(y)T 1 2 SU(1; 1), it is suﬃcient to verify that A = D and
B = C.
A = ad  ei + ac  bc  e i + bds  1
2
i(bc+ ad)  s  csc()  1
4
ac  s  csc2();
D = ad  e i   ac  bc  ei   bds+ 1
2
i(bc+ ad)  s  csc() + 1
4
ac  s  csc2():
A = D () 4ac+ 4bds  ac  s  csc2() = 0 (3.6)
Since b = t = 1
4 sin2()   1s , we have s  csc2() = 4bs+ 4. Hence (3.6) is equivalent to
bds  acbs = 0: (3.7)
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Note that ac = d and so (3.7) holds.
B =  a2   b2s+ 1
4
a2  s  csc2() +    2 + s  csc2()  ab  sin()  i;
C = c2 + d2s  1
4
c2  s  csc2()     2 + s  csc2()  cd  sin()  i:
Since ab = cd, we have B = C is equivalent to
 a2   b2s+ 1
4
a2  s  csc2() = c2 + d2s  1
4
c2  s  csc2() (3.8)
Use the fact s  csc2() = 4bs+ 4 again. (3.8) is equivalent to
 b2 + a2b = d2   c2b;
which can be easily checked.
Now let’s continue the proof of Theorem 3.2.1. Note that
lim
!0
s() = s0; where s0 is not equal to 0 by Lemma 3.1.2 part (2):
Hence, when  is small enough, either s() < 0 or s() > 4 sin2(). Now let
 = /n. For suﬃciently large n, the non-abelian representation fg as in (3.4)
satisﬁes fg(x)n =  I and conjugates to an SL(2;R) representation. Therefore,
by Theorem 2.4.1, the conclusion follows.
We end this section by computing two speciﬁc examples.
1. Two bridge knot (7; 4), the knot 52 in Rolfsen’s table.
Claim: The group 1(n(52)) is left-orderable when n  9.
Proof. The fundamental group 1(X52) has a presentation
1(X52) =< x; y : wx = yw >;
where w = xyx 1y 1xy.
From this presentation, we have
'(m; s) = s3 + (2(m2 +m 2)  3)s2 + ((m4 +m 4) 
3(m2 +m 2) + 6)s+ 2(m2 +m 2)  3:
as deﬁned in (3.3). And
'(ei; s) = s3+(4 cos(2)  3)s2+(2 cos(4)  6 cos(2)+6)s+4 cos(2)  3;
which is a real polynomial in s with degree 3. Hence, we can solve a closed
formula for real solutions s() such that '(ei; s()) = 0. Figure 3.1 is the
graph of the solution s() on the interval  2 [0; 1].
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0.2 0.4 0.6 0.8 1.0
-0.5
0.5
1.0
1.5
2.0
2.5
FIGURE 3.1. The graph of s() for the knot 52
In particular, when n = 9, we have that 
9
 0:349 and s(
9
)   0:03667.
Hence, the group 1(n(52)) is left-orderable when n  9. For cyclic branched
covers n(52) with n < 9, the other known cases are n = 2; 3 [DPT05] and
n = 4 [GL14], none of which has a left-orderable fundamental group.
2. Two bridge knot (15; 11), the knot 74 in Rolfsen’s table.
Claim:The group 1(n(74)) is left-orderable when n  13.
Proof. The fundamental group 1(X74) has a presentation
1(X74) =< x; y : wx = yw >;
where w = xy 1xy 1x 1yx 1y 1xy 1xyx 1y:
From this presentation, we can compute the polynomial '(m; s) as deﬁned in
(3.3). It has two factors
'(m; s) = '1(m; s)'2(m; s)
where
'1(m; s) =4(m
2 +m 2)  7 + (12  4(m2 +m 2))s+
( 6 + (m2 +m 2))s2 + s3;
'2(m; s) =1 + ( 4 + 2(m2 +m 2))s+ (8  3(m2 +m 2))s2+
( 5 + (m2 +m 2))s3 + s4:
Note that
'1(e
i; s) = 8 cos(2)  7 + (12  8 cos(2))s+ ( 6 + 2 cos(2))s2 + s3
is a real polynomial in s with degree 3. Hence, we can solve a closed formula
for s() such that '1(ei; s()) = 0. Figure 3.2 is the graph of the function s()
on the interval  2 [0; 1].
In particular, when n = 13, we have that 
13
 0:241661 and s( 
13
)   0:0167714.
Hence, the group 1(n(74)) is left-orderable when n  13. For rational ho-
mology spheres n(74) with n < 13 the only known cases are n = 2 and n = 3,
neither of which has a left-orderable fundamental group [DPT05].
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FIGURE 3.2. The graph of s() for the knot 74
3.3 Further discussions
The left-orderability of fundamental groups of cyclic branched covers was ﬁrst stud-
ied by Dabrowski, Przytycki and Togha in their paper [DPT05]. They showed that
for certain families of knots and links the fundamental group of their nth cyclic
branched covers 1(n(K)) are never left-orderable for any n > 0. These includes
the two-bridge knots with p/q = 2m + 1
2k
and mk > 0. Motivated by these results,
they posed the following question: Given a two-bridge knot K, is 1(n(K)) always
non-left-orderable whenever the ﬁrst Betti number b1(n(K)) is zero? Theorem 3.2.1
certainly answers this question negatively and also shows that the situation can be
quite the opposite to what one might expected.
Also by considering SL(2;C) representations of the knot group Tran showed that,
among other results, the nth cyclic branched cover of a (p; q) two-bridge knots with
p/q = 2m + 1 + 1
2k
, m > 0 has a left-orderable fundamental group as n suﬃciently
large [Tra]. Note that if k is a positive odd number, k 6= 1 or k is a negative even
number, we have p = 1 mod 4 and is not covered in Theorem 3.2.1.
It is natural to ask the following:
Question 2. Let K be a knot in S3. Is the left-orderability of 1(n(K)) eventually
stabilized as n suﬃciently large?
Theorem 3.2.1 and results in [DPT05, Tra] already gave an aﬃrmative answer to
this question for large class of two-bridge knots. In fact, this is also the case if K is
a torus knot and conjecturally should be true for all satellite knots [GL14].
The following theorem relates this question, at least for two-bridge knots, to the
existence of real parabolic representations of the knot group, which is pointed out to
the author by Ahn Tran. We call a non-abelian PSL(2;C) representation of a knot
group 1(XK) is parabolic, if the meridian element [] is sent to a parabolic element
in PSL(2;C), i.e. the trace of the matrix is 2.
Theorem 3.3.1. Let K be a (p; q) two-bridge knots. Assume that the knot group
1(XK) has a real parabolic representation  : 1(XK) ! PSL(2;R). Then the nth
cyclic branched covers has left-orderable fundamental group as n suﬃciently large.
Proof. We follow the notations used in the proof of Theorem 3.2.1 and assign
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(x) =

m 1
0 m 1

; (y) =

m 0
s m 1

:
As before '(m; s) denotes Riley’s polynomial and by Lemma 4:2 the equation
'(ei; s) = 0
is a real equation in two variables  and s.
Note that in general a PSL(2;C) representation of the knot group can always
be lifted to an SL(2;C) representation. There are essentially two diﬀerent lifts and
are parameterized by H1(1(XK);Z2). To this end, the assumption that knot group
1(XK) has a parabolic representation in PSL(2;R) is equivalent to the existence
of an SL(2;R) presentation that maps the meridian element to a matrix in SL(2;R)
with trace equal to 2.
For two-bridge knots, from the point of view of Riley’s polynomial, this is also
equivalent to the existence of a real root for the polynomial equation '(1; s) = 0. In
fact, tr(x) = tr(y) = 2 implies m = 1. If s is a real number, then both generators
x and y are mapped to a real matrix and hence the whole representation is real. On
the other hand, if s is in C n R, then
tr((xy)) = s+ 2
can not be real. Therefore,  can not be conjugate to an SL(2;R) representation.
In summary, by assumption the knot group 1(XK) has a real parabolic repre-
sentation, so there is a real number s0 such that '(1; s0) = 0. Also s0 is not equal to
0 by Lemma 3.1.2 part (2). The polynomial '(1; s) does not have repeated factors
[Ril72, Theorem 3]. Hence, 's(ei; s)j=0;s=s0 6= 0 and thus locally there exists a real
function s() such that '(ei; s()) = 0 and s(0) = s0.
The rest of the argument is exactly the same with the proof of Theorem 3.2.1 and
we do not repeat it here.
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Chapter 4
Application to Satellite Knots
In this chapter, we study the left-orderability of the fundamental group of the nth
cyclic branched cover over a satellite knot.
Satellite knots.
Let S1 and D2 be the unit circle and the unit disk in the complex plane C
respectively. A knot in the solid torus S1 D2, i.e. a smooth embedding of S1 into
the interior of S1D2, is called nontrivial if the embedded circle is not contained in
a 3-ball B3 in S1D2. Here we consider the solid torus S1D2 is sitting inside the
three sphere S3 by an speciﬁc unknotted embedding. Given a nontrivial knot P in
S1 D2 and a knot K in S3, a satellite knot P (K) in S3 is the image of P under a
smooth embedding e : S1D2 ! S3 such that the core of the solid torus is mapped
to the knot K and e(S1  D2) is a tubular neighborhood of K, denoted by v(K).
The knot P in S1D2 is called the pattern and the knot K in S3 is the companion
knot. Intuitively, to form the satellite knot P (K), we tie up the solid torus into the
companion knot K and the pattern knot P sitting inside the tied solid torus forms
a satellite knot P (K) (See Figure 4.1).
Note that even if both pattern P and companion knot K are given, there are
still diﬀerent possibilities for the satellite knot P (K), because the solid torus can
be twisted as it embeds around K. We call that a satellite knot P (K) is untwisted
if e(S1  1) is the preferred longitude of K. The satellite knot in Figure 4.1 is an
example of untwisted satellite knots.
.
Knot the solid torus into
the companion knot:
FIGURE 4.1. A (untwisted) satellite knot
There is a special class of satellite knots called cable knots, which are deﬁned as
follows. A (p; q)-torus knot is the simple closed curve
f(e2ipt; e2iqt) : t 2 [0; 1]g
on the torus S1  S1, where the torus S1  S1 is embedded in S3 in a unknotted
fashion and both p, q are positive with (p; q) = 1. The (p; q)-cable of a knot K,
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usually denoted by Cp;q(K), is the untwisted satellite knot with companionK, whose
pattern is the (p; q)-torus knot embedded in a solid torus in its natural way.
4.1 Lemmas.
Let P (K) be the untwisted satellite knot with pattern P , satellite K and let e be
the embedding of the solid tours S1  D2 into S3 that takes the core of the solid
torus S1  0 to the knot K. Denote v(P ) to be an open tubular neighborhood of P
in S3 that contains in S1D2. Let  be a meridian curve and  denote a preferred
longitude curve on the boundary of S3 n v(P ). Since e : S1 D2 ! S3 is a smooth
embedding, we have that e(v(P )) is a tubular neighborhood of P (K) in S3, call
it v(P (K)), and both e() and e() are simple closed curves on the boundary of
S3 n v(P (K)).
Lemma 4.1.1. e() is a meridian on @S3nv(P (K)) and e() is a preferred longitude
on @S3 n v(P (K)), where e() and e() are deﬁned as above.
Proof. Since  is a meridian curve on the boundary of S3nv(P ), it bounds a disc, say
B2, in v(P ). Then e() bounds the disc e(B2) in v(P (K)), which shows that e()
is a meridian curve. Also the induced isomorphism e : H1(v(P )) ! H1(v(P (K)))
takes the generator [] to a generator e([]) = [e()]. So e() a longitude.
The rest is to show that e() is a preferred longitude, i.e. [e()] = 0 in the
homology group H1(S3 n v(P (K))). First of all, H1(S1  D2 n v(P )) is isomorphic
to Z Z, generated by [S1  1] and []. Since  is the preferred longitude of P , we
have [] = k[S1  1] in H1(S1  D2 n v(P )) for some k 2 Z. On the other hand,
by assumption, e maps the curve S1  1 to a preferred longitude on the boundary
of S3 n v(K), so e(S1  1) bounds a surface in S3 n v(K), which is contained in
S3 n v(P (K)). Hence [e(S1 1)] = e[S1 1] is zero in H1(S3 n v(P (K))). Therefore,
e() = ke[S1  1] is also trivial in H1(S3 n v(P (K))).
The knot complement of P (K) can be decomposed as follows:
S3 n v(P (K)) = (S1 D2 n v(P )) [ejS1@D2 S3 n v(K):
Hence, its fundamental group 1(S3 nv(P (K))) is isomorphic to the amalgamated
product
1(S
3 n v(P (K))) = 1(S1 D2 n v(P )) 1(S1@D2) 1(S3 n v(K));
together with the inclusion map i : 1(S1  @D2) ! 1(S1  D2 n v(P )) and the
homomorphism e : 1(S1  @D2)! 1(S3 n v(K)). In other words,
1(S
3 n v(P (K))) = 1(S1 D2 n v(P ))  1(S3 n v(K))/N;
where N is the normal subgroup of 1(S1D2 n v(P )) 1(S3 n v(K)) generated by
two elements i([S1  1])e 1 ([S1  1]) and i([1 @D2])e 1 ([1 @D2]).
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To get the complement space S3 nv(P ) from S1D2 nv(P ), we glue another solid
torus V to S1 D2 along their boundary tori such that the meridian curve of the
solid torus V is identiﬁed with the longitude S1  1. Hence, we have
1(S
3 n v(P )) = 1(S1 D2 n v(P ))/ i[S1  1] :
Let  be the quotient map from 1(S1  D2 n v(P )) to 1(S3 n v(P )). Note that if
P is a proper pattern,  naturally induces an isomorphism when restricted to the
subgroup < []; [] > of the fundamental group 1(S1  D2 n v(P )) generated by
meridian [] and longitude []. Hence we don’t diﬀer [] and [] in 1(S3 n v(P ))
with [] and [] in 1(S1 D2 n v(P )).
Lemma 4.1.2. Let P (K) be the untwisted satellite knot with pattern P and com-
panion K and let G be an arbitrary group. Consider P as a knot in S3. Then
given a nontrivial group homomorphism  : 1(S3 n v(P )) ! G, one can deﬁne a
nontrivial group homomorphism  : 1(S3 n v(P (K))) ! G. In addition, we have
  ej<[];[]> = j<[];[]> and Im() = Im().
Proof. Given a homomorphism  : 1(S3 n v(P )) ! G, the quotient map  from
1(S
1  D2 n v(P )) to 1(S3 n v(P )) induces a homomorphism from 1(S1  D2 n
v(P )) to the group G, namely the composition   . By construction, we have
    i[S1  1] = 1.
Deﬁne  to be the abelian representation of 1(S3 n v(K)) such that
  e[1 @D2] = [e(1 @D2)] =     i[1 @D2]:
Note that e(S1  1) is a preferred longitude on the boundary of S3 n v(K), so we
have
  e[S1  1] = [e(S1  1)] = 1:
Hence,   e[S1  1] =     i[S1  1] = 1.
.
1(S
1  @D2)
1(S
1 D2 n v(P ))
1(S
3 n v(K))
1(S
3 n v(P (K)))
G1(S
3 n v(P )) 

e
e
i i 

Therefore, by the universal property of amalgamated product, there exist a unique
map  : 1(S3nv(P (K)))! G such that the diagram above commutes. In particular,
we have   e =    and thus
  ej<[];[]> =   j<[];[]> = j<[];[]>:
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What remains is to show that  and  have same images in the group G. Note
that Im() in G is the cyclic group generated by     i[1  @D2] and hence
Im()  Im(). Therefore, Im() = Im() [ Im() = Im().
4.2 Left-orderability and Cyclic branched covers over satellite knots
In this section, we use lemmas that we proved in the previous section to investigate
the left-orderability of fundamental groups of cyclic branched covers branched over
a satellite knot.
We deﬁne the wrapping number of a pattern P to be the minimal geometric
intersection number between P and a meridional disc   D2 up to isotopy. It is
not hard to see that if a pattern P has wrapping number equal to one, then the
satellite construction becomes taking sum of two knots as deﬁned in Section 2.1,
and hence it is not a prime knot. We call a pattern P is proper, if it is nontrivial
and its wrapping number is strictly greater than one.
Lemma 4.2.1 ([Cro04]). A proper satellite knot is prime if its pattern, considered
as a knot in S3, is prime.
Proof. Let P (K) be a proper satellite knot with pattern P , satellite K and let e
denote the associated embedding of the solid torus S1 D2 into S3. Suppose that
P is a prime knot in S3. We want to prove that P (K) is prime. Now assume that
P (K) is not prime, i.e. P (K) = K1#K2, where neither of Ki is the unknot. We
derive a contradiction from this assumption.
By the deﬁnition of the sum of two knots, there is a 2-sphere S2 in S3 that
intersects P (K) at two points and decompose it into two parts, i.e. Ki with a
trivial arc removed for each i = 1; 2. We simply the notation and denote the torus
e(S1  @D2) in S3 by T . Note that the torus T is compressible in S3 n v(P (K))
only if the satellite K is the unknot. Up to isotopy, we assume that the 2-sphere
S2 and the torus T intersect each other transversely and hence the intersection is a
collection (possibly empty) of simple closed curves.
If the intersection S2 \ T = ;, then since S2 \ P (K) is not empty, we have S2
must be contained in the solid torus e(S1  D2). Then the preimage e 1(S2), also
a 2-sphere, decompose P into P = P1#P2, where both Pi are in the solid torus
S1 D2 in S3. Since P is a prime knot in S3, one of the Pi is the unknot. Without
lose of generality, we assume that P2 is the unknot in S3. Up to isotopy, there are
only two unknot types in a solid torus: meridian and longitude. If P2 is isotopic
to a meridian curve, thenP = P1#P2 lies in a three ball in the solid torus and by
deﬁnition it is a trivial pattern. If P2 in S1 D2 is isotopic to the longitude, then
pattern P has wrapping number equal to 1 . In either case, it leads to a contradict
to our assumption that P is a proper pattern. Therefore S2 \ T must be nonempty
Let  be an innermost intersection curve in S2 \ T , which means that  bounds
a disk, call it D, in S2. Suppose that D \ P (K) = ;. In this case, the disk D lies
in the complement space S3 n P (K). On the other hand, @D2 =  is also a simple
curve on the torus T . If  is not an essential curve on T , i.e.  bounds a disk on T ,
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we can isotope S2 and T to remove the intersection. Hence we may assume that 
is an essential curve on T , so T is compressible in S3 nP (K) and it follows that the
satellite K must be the unknot. So the satellite knot P (K) is the knot P in S3 and
P = P (K) = K1#K2 contradict the fact that P is prime in S3.
Assume that satellite K is not the unknot. After removing these avoidable inner-
most intersection curves, we have two innermost curves 1 and 2. Each i bounds
a disk Di on S2 and Di intersect P (K) at exact one point. Note that Di\P (K) 6= ;
implies both Di are inside the solid torus S1D2 and hence i are meridian curves
and Di are meridian disks. Hence we have a geometric intersection between P (K)
and a meridian disk Di is one, which leads to a contradiction.
In what follows, we extend the known results on the fundamental group of the nth
cyclic branched cover of a (p; q)-two bridge knot to the nth cyclic branched cover of
a satellites knot whose pattern is a two-bridge knot in S3. It has been shown that for
certain classes of two-bridge knots the nth cyclic branched covers have left-orderable
fundamental groups for suﬃciently large n; these two-bridge knots are:
• (p; q) two-bridge knots with p= 3 mod 4 by Theorem 3.2.1;
• (p; q) two-bridge knots with p/q = (2k + 1) + 1
2n
with k > 0 and n 6= 1 [Tra].
More precisely, letK be a (p; q) two-bridge knot satisfying one of above conditions.
We showed that there exist a PSL(2;R) representation  of the knot group 1(XK)
such that ([]n) = 1 as n suﬃciently large and by Theorem 2.4.1, the fundamental
group of the nth cyclic branched cover 1(n(K)) is left-orderable.
Remark 4.2.2. In the case of p/q = (2k + 1) + 1
2n
with k > 0, we have p = 1 mod
4 only if n is a positive odd number or a negative even number. When n = 1, the
two-bridge knot C[2k+1; 2] is isotopic to two-bridge knot C[2k; 2]. By the results
in [DPT05], the fundamental group 1(n(C[2k; 2])) is not left-orderable.
Theorem 4.2.3. Let P (K) be a proper satellite knot. Assume that pattern P as a
knot in S3 is a (p; q) two-bridge knot with either p = 3 mod 4 or p/q = (2k+1)+ 1
2n
and k > 0, n 6= 1. Then 1(n(P (K))) is left-orderable as n suﬃciently large.
Proof. Let P (K) be a satellite knot with assumed properties. In the proof of The-
orem 2.4.1 and results in [Tra], we showed that there exist a nonabelian PSL(2;R)
representation
 : 1(S
3 n v(P ))! PSL(2;R)
such that ([]n) = 1 for suﬃciently large n, where as before  is a meridian curve
on @S3 nv(P ). By Lemma 4.1.2, for such n, there exists a nonabelian representation
 : 1(S
3 n v(p(K)))! PSL(2;R)
such that (e([]n)) = ([]n) = 1, where e is the embedding of the solid torus
and e() is a meridian of P (K). Moreover, since all two-bridge knots are prime, by
Lemma 4.2.1, the proper satellite knot P (K) is also prime. Therefore, according to
Theorem 2.4.1 the fundamental group 1(n(P (K))) is left-orderable for suﬃciently
large n.
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It is conjectured in [GL14] that the nth cyclic branched cover of a proper satellite
knots has a left-orderable fundamental group for suﬃciently large n. This is the case
for (p; q) cable knot Cp;q(K) and K is not the unknot. Theorem 4.2.3 also provides
evidence to support the conjecture.
34
References
[BB13] M. Boileau and S. Boyer. Graph manifolds Z-homology 3-spheres and
taut foliations. arXiv:1303.5264, 2013.
[Ber91] G. Bergman. Right orderable groups that are not locally indicable. Pa-
ciﬁc J. Math., 147(2):243–248, 1991.
[BF08] H. Boden and S. Friedl. Metabelian SL(n;C) representations of knot
groups. Paciﬁc J. Math., 238(1):7–25, 2008.
[BGW13] S. Boyer, C. Gordon, and L. Watson. On L-space and left-orderable
fundamental groups. Mathematische Annalen, 356(4):1213–1245, 2013.
[BP01] M. Boileau and J. Porti. Geometrization of 3-orbifolds of cyclic type.
Astérisque No. 272, 2001. Appendix A by Heusener and Porti.
[BRW05] S. Boyer, D. Rolfsen, and B. Wiest. Orderable 3-manifold groups. An-
nales de l’institut Fourier, 55(1):243–288, 2005.
[BZ03] G. Burde and H. Zieschang. Knots. Walter de Gruyter, second edition,
2003.
[CD03] D. Calegari and N. Dunﬁeld. Laminations and groups of homeomor-
phisms of the circle. Inventiones Mathematicae, 152:149–207, 2003.
[Con59] P. Conrad. Right-ordered groups. The Michigan Mathematical Journal,
6(3):267 – 275, 1959.
[Cro04] P. Cromwell. Knots and links. Cambridge University Press, 2004.
[Deh94] P. Dehornoy. Braid groups and left distributive operations. Trans. Amer.
Math. Sco., 345(1):115 – 151, 1994.
[Deh97] P. Dehornoy. A fast method for comparing braids. Adv. Math.,
125(2):200 – 235, 1997.
[DPT05] M. Da￿bkowski, J. Przytycki, and A. Togha. Non-left-orderable 3-
manifold groups. Canadian Math. Bull., 48(1):32–40, 2005.
[Far76] F. T. Farrell. Right-orderable deck transformatoin groups. Rocky Moun-
tain J. Math., 6(3):441 – 447, 1976.
[FGR+99] R. Fenn, M. Greene, D. Rolfsen, C. Rourke, and B. Wiest. Ordering the
braid groups. Paciﬁc J. Math., 191(1):49 – 74, 1999.
[FW78] C. Feustel and W. Whitten. Groups and complements of knots. Canad.
J. Math., 30:1284–1295, 1978.
35
[GHY01] É. GHYS. Groups acting on the circle. Enseignement Mathematique,
47(3/4):329–408, 2001.
[GL89] C. Gordon and J. Luecke. Knots are determined by their complements.
Journal of The American Mathematical Society, 2(2):371–415, 1989.
[GL14] C. Gordon and T. Lidman. Taut foliations, left-orderability, and cyclic
branched covers. Acta Math. Vietnam., 39:599–635, 2014.
[Gor78] C. Gordon. Some aspects of classical knot theory. Knot theory. Springer
Berlin Heidelberg, 1978.
[Gre11] J. Greene. Alternating links and left-orderability. arXiv:1107.5232
[math.GT], 2011.
[HN12] J. Hilgert and K. Neeb. Structure and geometry of Lie groups. Springer,
2012.
[HS85] J. Howie and H. Short. The band-sum problem. J. London Math. Soc.,
31(2):571–576, 1985.
[Hu15] Y. Hu. Left-orderability and cyclic branched coverings. Algebr. Geom.
Topol., 15(1):399–413, 2015.
[Ito13] T. Ito. Non-left-orderable double branched coverings. Algebraic & Geo-
metric Topology, 13:1937 –1965, 2013.
[Kaw96] A Kawauchi. Survey on Knot theory. Springer, 1996.
[Kho03] V. Khoi. A cut-and-paste method for computing the Seifert volumes.
Mathematische Annalen, 326:759–801, 2003.
[KR14] W. Kazez and R. Roberts. Approximating c0-foliations. arXiv:1404.5919
[math.GT], 2014.
[Lic65] R. Lickorish. A foliation for 3-manifold. Ann. of Math., 82:414–420,
1965.
[Lic97] WB Raymond Lickorish. An introduction to knot theory, volume 175.
Springer, 1997.
[Lin01] X. Lin. Representations of knot groups and twisted Alexander poly-
nomials. Acta Mathematica Sinica, English Series, 17(3):361–380, July
2001.
[LS01] R. Lyndon and P. Schupp. Combinatorial Group Theory. Springer-
Verlag, New York, 2001.
36
[Nag08] F. Nagasato. Finiteness of a section of the SL(2;C)-character variety of
the knot group. Kobe J. Math., 24(2):223–240, 2008.
[Nov65] S. P. Novikov. Topology of foliations. Trans. Moscow Math. Soc., pages
268–304, 1965.
[OS04a] P. Ozsváth and Z. Szabó. Holomorphic disks aand topological invariants
for closed three-manifolds. Ann. of Math., 159:1027 – 1158, 2004.
[OS04b] P. Ozsváth and Z. Szabó. Holomorphic disks and genus bounds. Geom.
Topol., 8:311 – 334, 2004.
[OS04c] P. Ozsváth and Z. Szabó. Holomorphic disks and three-manifold invari-
ants: properties and applications. Ann. of Math., 159:1159 – 1245, 2004.
[OS05a] P. Ozsváth and Z. Szabó. On Heegaard diagrams and holomorphic disks.
European Congress of Mathematics, Eur. Math. Soc., Zürich, pages 769–
781, 2005.
[OS05b] P. Ozsváth and Z. Szabó. On knot Floer homology and lens space surg-
eries. Topology, 44:1281–1300, 2005.
[OS05c] P. Ozsváth and Z. Szabó. On the Heegaard Floer homology of branched
double-covers. Adv. Math., 194:1–33, 2005.
[Pet09] T. Peters. On L-spaces and non left-orderable 3-manifold groups.
arXiv:0903.4495 [math.GT], 2009.
[Plo84] S. Plotnick. Finite group actions and nonseparating 2-spheres. Proc.
Amer. Math. Soc., 90(3):430–432, 1984.
[Ril72] R. Riley. Parabolic representations of knot groups. I. Proc. London
Math. Soc., 24(3):217– 242, 1972.
[Ril84] R. Riley. Nonabelian representations of 2-bridge knot groups. The Quar-
terly Journal of Mathematics, 35(2):191–208, 1984.
[Rol76] D. Rolfsen. Knots and links. Berkeley: Publish or Perish, 1976.
[RW00] C. Rourke and B. Wiest. Order automatic mapping class groups. Paciﬁc
J. Math., 194:209 – 227, 2000.
[SW00] H. Short and B. Wiest. Orderings of mapping class groups after
Thurston. Enseignement Mathematique, 46(3 - 4):279 – 312, 2000.
[Ter14] M. Teragaito. Fourfold cyclic branched covers of genus one two-bridge
knots are L-spaces. Boletín de la Sociedad Matemática Mexicana, pages
1–13, June 2014.
37
[Tra] A. Tran. On left-orderablility and cyclic branched coverings. J. Math.
Soc. Japan. to appear.
[Vin49] A. Vinogradov. On the free product of ordered groups. Mat. Sbornik
N.S., 25(67):163–168, 1949.
[Wei95] C. Weibel. An introduction to homological algebra. Cambridge university
press, 1995.
38
Appendix: Permission for Use
39
40
Vita
Ying Hu was born in 1986 in Dujiangyan, Sichuan, China. She ﬁnished her under-
graduate studies at Beijing Normal University in May 2008. In August 2008, Ying
came to Louisiana State University to pursue graduate studies in mathematics and
earned her Master of Science in Mathematics in May 2010. Currently, she is a candi-
date for the degree of Doctor of Philosophy in mathematics, which will be awarded
in August 2015.
41
