To study the visual attentional behavior of Human Visual System (HVS) on 3D content, eye tracking experiments are performed and Visual Attention Models (VAMs) are designed. One of the main applications of these VAMs is in quality assessment of 3D video. The usage of 2D VAMs in designing 2D quality metrics is already well explored. This paper investigates the added value of incorporating 3D VAMs into Full-Reference (FR) and No-Reference (NR) quality assessment metrics for stereoscopic 3D video. To this end, state-of-theart 3D VAMs are integrated to quality assessment pipeline of various existing FR and NR stereoscopic video quality metrics. Performance evaluations using a large scale database of stereoscopic videos with various types of distortions demonstrated that using saliency maps generally improves the performance of the quality assessment task for stereoscopic video. However, depending on the type of distortion, utilized metric, and VAM, the amount of improvement will change.
Introduction
3D video technologies have entered the consumer market in the past several years. These technologies have not only affected specialized target areas such as entertainment, education, and medical imaging, but have also changed the quality of the viewing experience for the average consumer by bringing life-like 3D video into gaming, theater, mobile phones, and television [1, 4-6, 19, 50, 54, 65, 71, 73, 79-84] . Therefore, it is crucial in 3D video content creation and delivery to design for providing the end-users with the highest possible quality of experience. The ultimate way to assess the delivered 3D quality is through subjective experiments, which are time consuming and expensive. An alternative solution is to develop objective quality metrics, in attempt to model the Human Visual System (HVS) to measure the perceptual quality. Considering that quality assessment metrics in 3D systems try to model the human visual system, it would naturally make sense that 3D quality metrics take into consideration visual attention models by considering the likelihood of image/video regions being looked at by the viewers.
Visual Attention Models (VAMs) imitate the HVS in predicting eye gazed points by estimating the likelihood of each region of an image to draw the attention. VAMs therefore have a diverse range of application in image and video compression [32, 43, 53] , object recognition and detection [24, 27, 58, 64] , visual search [51] , retargeting [21, 61] , retrieval [14, 68] , quality assessment [47] , image matching [45] , segmentation [25, 33] , and figure-ground separation [49] . Of these applications, one of particular importance is to use VAMs in the design of quality metrics where they guide the quality assessment techniques towards the most salient regions of an image or video. Then, quality metrics treat visible distortions in the salient regions differently than the ones existing in the non-salient regions [2, 13, 15, 20, 23, 28, 29, 44, 46, 47, 52, 59, 60, 77] .
Designing VAMs for 2D video goes back to over two decades ago and their applications are well explored [2, 13-15, 20, 21, 23-25, 27, 29, 32, 33, 43-47, 49, 51-53, 58, 60, 61, 64, 68, 77] . Saliency measurement is already being integrated into various Full-Reference (FR: when a reference video signal is available for comparison) and No-Reference (NR: when no reference point is available) 2D video quality metrics. However, since 3D video technologies have entered the consumer market only in the past few years, the existing literature on 3D VAMs and their applications is yet to be as complete as the 2D case. Consequently, the application of 3D VAMs in designing 3D video quality metrics needs to be addressed. This makes more sense by considering the fact that quality measurement techniques usually calculate the amount of local visible distortions, similarities, or image statistics and perform pooling to generate the final metric value. Saliency maps resulted from VAMs can be integrated to the quality assessment pipeline in the pooling stage by emphasizing on the most salient regions in the content.
In order to integrate the saliency prediction into the full-reference stereoscopic quality assessment task, Zhang et al. proposed to use their 3D saliency map as a weighting factor for the Structural Similarity (SSIM) index [70] in Depth Image Based Rendering applications [76] . In their method, 3D saliency is modeled as an average of 2D image saliency and 2D saliency map resulted from depth map. In another work by Chu et al., saliency is extracted using 2D VAM of [34] and used as weighting factor in their quality metric design [18] . Jiang et al. [40] used the 2D spectral residual VAM [37] along with a method of foreground and background depth maps for saliency prediction on stereoscopic images. They used a hard-threshold value for the depth map to split it into foreground and background depth and combined these two maps with the result of 2D saliency map of [37] . A major drawback of the mentioned approaches is that 2D VAMs are used for saliency measurement of 3D content, while experiments have shown that 2D VAMs fail to accurately predict 3D human visual saliency [10, 22] . In addition to using 2D VAMs, the methods mentioned above do not take into consideration the temporal aspects of the video as they are solely based on single image quality assessment.
In the case of no-reference stereoscopic video quality assessment, Gu et al. proposed to add a saliency term in the formulation of their sharpness metric [28] . This term is defined as linear correlation between the 2D saliency maps of the two views. In another work by Ryu and Sohn [59] , a no-reference quality assessment method for stereoscopic images is proposed by modeling the binocular quality perception in the context of blurriness and blockiness [59] . In this method, 2D VAM of GBVS (Graph Based Visual Saliency) [34] is used for saliency evaluations. The NR metrics proposed by Gu et al. and Ryu and Sohn are both using 2D visual attention models to predict saliency for stereoscopic content. As mentioned, it is proven that 2D VAMs lack accuracy in saliency prediction for 3D data. Moreover, the two NR metrics are designed for quality assessment of stereoscopic images and do not consider the temporal aspects of the quality evaluation.
As explained, there is still a lack of saliency based NR and FR quality metrics specifically for stereoscopic videos. The existing methods are mostly based on using 2D image saliency maps and do not take into consideration the temporal aspects of the video saliency and quality. The primary question that this study seeks to answer is whether saliency predictions from 3D Video VAMs can be used to improve the performance of full-reference and no-reference quality assessment of stereoscopic 3D video or not. Moreover, we are interested to know that in case of any performance improvements, how much gain can be achieved for each metric or VAM? Are these potential improvements dependent on the type of distortion they assess? To answer these questions, in this paper, we propose to use 3D VAMs for quality evaluation of 3D video, for both NR and FR cases. To this end, we integrate our previously designed Learning Based Visual Saliency (LBVS3D) prediction model for stereoscopic 3D video (along with several other VAMs) to various state-of-the-art FR and NR 3D video quality metrics. We evaluate the added value of incorporating 3D VAMs in FR and NR quality assessment of stereoscopic video using a large scale database of stereoscopic videos and 88 participants. The main contributions of this paper can be summarized as follows:
-Integrating saliency prediction maps from 5 different 3D VAMs to 13 full-reference and 12 no-reference existing 3D quality metrics. Depending on the design of each metric, the saliency integration is performed either in spatial or frequency domain (at potentially different pyramid scale levels). This basically means that the formulation of each metric is uniquely updated so that it treats salient regions of videos differently than non-salient areas. -Extensive performance evaluations to identify if there are any improvements when saliency information is incorporated in quality assessment of stereo video: -This is done by comparing quality assessment performance of 3D metrics with and without saliency integration -Validation through a large scale stereoscopic 3D video dataset: 16 reference videos, each with 7 different kinds of distortions (at 13 levels), resulting in 208 stereo videos -Subjective evaluation using 88 subjects The rest of this paper is organized as follows: Section 2 describes our saliency integration methodology, Section 3 contains details regarding our experiments, Section 4 provides the results, and Section 5 concludes the paper.
Methodology
Video quality metrics perform the quality assessment task by measuring similarities (when a reference is available) or distortion densities (when no reference is available) for partitions of the video and then combining the local partition measurements to an overall quality index in a process known as pooling. Quality pooling can be done spatially (for image quality assessment), or temporally (for video quality assessment). It is therefore possible, for these types of metrics, to incorporate saliency prediction results in the pooling stage of quality assessment pipeline. Figure 1 shows the proposed saliency integration scenario. The rest of this section elaborates on the utilized 3D VAMs, various FR and NR quality metrics used in our experiments, and how to integrate saliency detection results in each quality metric.
Learning based visual saliency for 3D (LBVS3D)
In our previous work [10] , we designed a Learning Based Visual Saliency (LBVS3D) prediction model of attention for stereoscopic video. This model takes into consideration both low-level stimulus driven saliency features such as depth, motion, brightness, texture, and color, as well as high-level context dependent attributes such as presence of humans, text, vehicles, animals, and horizon. In addition, the effects of object size, compactness, sparsity, frame rate of stereoscopic video [7, 8] , and 3D visual discomfort are taken into account. Our eye tracking experiments showed that LBVS3D has close correlation with the human fixation data [10, 11] . A block-diagram of LBVS3D (from [10] ) is depicted in Fig. 2 . It is observed from Fig. 2 and high-level features are both integrated within a learning frame work, to train an ensemble of random forests to predict 3D video saliency. More details regarding LBVS3D can be found in [10] . Figure 3 demonstrates an example of saliency detection from stereoscopic video using 3D VAM of LBVS3D.
that low-level

Integration of saliency maps into FR quality metrics
Visual attention models provide a saliency map for each frame of a video. To be able to use the saliency prediction results in video quality assessment, we only consider those video quality metrics which produce (per frame) a map of similarities, distortions, transform coefficients, errors, or in general the ones for which it is possible to apply the saliency maps as weighting masks. Note that in the case of FR quality evaluation, saliency maps are generated using the reference stereo pair. In this paper, we integrate 3D VAM of LBVS3D into the following FR 3D quality metrics: Ddl1 (3D quality metric based on Disparity differences) [12] , OQ (Objective 3D Quality metric for 3D) [75] , CIQ (Cyclopean view based Image Quality index) [16] , PHVS3D (Perceptual HVS based 3D metric) [41] , PHSD (Modified PHVS3D) [42] , MJ3D (3D quality metric proposed by Ming-Jun Chen et al.) [17] , Q_Shao (3D Quality metric by Shao et al.) [62] , HV3D (Human Visual system based 3D quality metric for stereo video) [9] , and FLOSIM3D (Flow based Similarity measure for 3D video) [3] . In addition, we follow what is considered to be a common practice in 3D quality evaluation by using PSNR (Peak Signal to Noise Ratio), SSIM (Structural SIMilarity) [70] , MS-SSIM (Multi-Scale SSIM) [69] , and VIF (Visual Information Fidelity) [63] for FR metric integration. In the case of 2D metrics, the overall 3D quality is resulted from averaging the frame qualities in the two views. The rest of this sub-section elaborates on saliency integration for various FR metrics. 
PSNR
PSNR is calculated based on the Mean Square Error (MSE) as:
We modify the MSE based on saliency maps as follows:
where x and y are pixel coordinates, t denotes the frame number, I and I ′ are reference and distorted frames, S is the normalized saliency map, and E x,y and E t denote spatial and temporal mean operators, respectively. Note that MSE and PSNR are calculated for left and right views separately (using the same saliency map), and the average PSNR is considered for each stereo pair.
SSIM [70]
Saliency based SSIM is computed as:
where SSIM(I(x, y, t), I ′ (x, y, t)) is the local structural similarity value at pixel location (x,y) and 
MS-SSIM [69]
Multi-Scale SSIM evaluates structural distortions for a pair of reference-distorted images at a number of scales [69] . In order to apply saliency prediction to MS-SSIM, we generate the saliency maps at each scale independently. Then saliency inspired MS-SSIM is evaluated as follows:
where l m , c m , and st m assess luminance, contrast, and structural distortions at scale m, S m is the generated saliency map at scale m, and M is the number of decomposition scales. Since MS-SSIM is a 2D metric, the saliency based MS-SSIM is evaluated for each view separately and the average is calculated as the overall index.
VIF [63]
Visual Information Fidelity index evaluates the ratio of visual information between the reference and distorted images [63] . Pixel-wise implementation of VIF is defined as follows:
where M is the number of decomposition subbands, S m is saliency map generated at the size of subband m, i and k are spatial subband indices, and s i , λ k , σ n , and σ v are VIF parameters (See [63] for the details).
Ddl1 [12]
This metric performs quality assessment on stereoscopic 3D images by weighting the structural similarity values of each view according to their Euclidean disparity differences. Here, we adjust this weighting by incorporating saliency values as follows:
where D and D′ are disparity maps, and L and L′ denote the left and right view frames, respectively.
OQ [75]
You et al. modeled the full-reference stereo quality as the combination of disparity map quality and quality of the views. They used Mean Absolute Differences (MAD) to measure the changes in the disparity map and SSIM for view quality measurement [75] . In order to modify this metric according to saliency map values, we apply the saliency map as a weighting factor, both in disparity map and view quality evaluations:
where
and a, b, c, d, and e are constant coefficients which are derived based on subjective experiments. To conduct a fair comparison, we use the same constant values reported in [75] .
CIQ [16]
Chen et al. proposed a FR quality assessment framework for stereo images based on generating cyclopean view (fusion of the left and right views in a single image) pictures for reference and distorted views. Then, the overall quality is evaluated as the SSIM between the cyclopean pictures from reference and distorted pairs. Saliency inspired CIQ is formulated as:
where CI and CI′ denote the cyclopean view images from the reference and distorted signals.
PHVS3D [41]
This metric takes into account the MSE of 3D block structures between the reference and distorted stereo pairs [41] . Saliency based PHVS3D is defined by:
where H and W denote the height and width of the image, A xy and B xy are 3D-DCT coefficients for the reference and distorted views, and C is a Contrast Sensitivity Function (CSF) mask [41] .
PHSD [42]
This metric is an improved version of PHVS3D [41] (mentioned above) which considers the MSE between the depth maps in conjunction with the MSE of block structures [42] . Our modification of PHSD is in two levels of MSE, in both block structures and depth maps, and is formulated by:
and σ d 2 is the variance of depth map at spatial location (x,y) and MSE bs is the error value calculated for 3D block structures [42] .
MJ3D [17]
In this approach, Multi Scale SSIM is utilized for quality assessment of cyclopean view pictures constructed from reference and distorted stereo pairs [17] . We modify MJ3D based on saliency maps as follows:
where l CI , c CI , and st CI are the luminance, contrast, and structural components of MS-SSIM in each scale, generated from the cyclopean view images.
Q_Shao [62]
Shao and colleagues proposed a quality assessment method for stereo images which is based on image regions classification. In this method, each view (in both reference and distorted stereo pairs) is partitioned to three possible categories: non-corresponding (nc), binocular fusion (bf), and binocular suppression (bs) regions. Three quality components are calculated based on the three regions and combined into an overall index as follows [62] :
where w nc , w bf , and w bs are weighting coefficients for each quality component. Each component is computed as the average of per-pixel values over the corresponding region. Saliency information is therefore incorporated in each of the components, as a weighting factor to emphasize the visually important image regions.
HV3D [9]
Human Visual system based 3D video quality metric (HV3D) evaluates the perceived 3D quality of stereoscopic videos as a combination of depth map quality and quality of the views. HV3D is formulated as a combination of three terms [9] :
:
where XC i is the cyclopean-view model for the i th matching block pair in the reference 3D view, XC' i is the cyclopean-view model for the i th matching block pair in the distorted 3D view, IDCT stands for inverse 2D discrete cosine transform, N is the total number of blocks in each view, β 1 , β 2 and β 3 are constant exponents, and σ di 2 is the local variance of block i in the disparity map of the 3D reference view. In order to incorporate the saliency information in each of the three quality components of HV3D, we use the saliency based SSIM S index (see (3)) for the first component and the VIF S index (see (5)) for the second component. For the third component (variances of the blocks), a single average saliency value (average of saliency map values) for each block is used as a weight for the variance term. The same constant parameter values are used as the ones reported in [9] .
FLOSIM3D [3]
FLOSIM3D exploits the 3D video quality by combining temporal, spatial, and depth quality attributes followed by a pooling strategy. The temporal component (noted by Q i FL-l and Q i FL-r for i-th left & right view frames) is computed by measuring dispersion of mean, variance, and minimum eigen value of patches between a reference frame and corresponding distorted frame. Spatial component (noted by Q i sl and Q i sr for left & right views) is a dissimilarity measure of (1-MS-SSIM [69] ) over corresponding views and frames. And depth component (noted by Q i dl and Q i dr for left and right view depth maps) is a dissimilarity measure of (1-MS-SSIM [69] ) over corresponding depth maps. FLOSIM3D is formulated as follows:
where T is the total number of frames. In order to integrate 3D saliency maps to the formulation of FLOSIM3D, we apply the masks to the spatial and depth components of this metric. As both of these components utilize MS-SSIM [69] , we can leverage the already integrated MS-SSIM of Section 2.2.3 (see above) and follow the same methodology here. Once saliency maps are applied to MS-SSIM of depth and spatial components, the new FLOSIM3D S metric will consider saliency weights for quality measurements.
Integration of saliency maps into NR quality metrics
No reference quality assessment is generally a much more difficult task than the full reference quality assessment as no information is available about the reference data.
As a consequence, NR quality metrics usually aim at evaluating the quality when only a specific type of distortion is present. Due to widespread application of image and video compression, many NR quality metrics have been proposed so far that assess the sharpness, blurriness, or blockiness of images or videos. Compared to FR 3D video quality metrics, there is less number of NR 3D metrics proposed in the literature. Here, we use QA3D (Quality Assessment metric for 3D) [35] , NOSPDM (NO reference Stereoscopic Parallax based Distortion Metric) [28] , Q_Ryu (3D quality metric by Ryu et al.) [59] , and APT (Auto-regressive Plus Threshold) [31] for saliency integration, as these are NR 3D metrics that can be modified according to the available saliency maps. In addition to NR 3D metrics, we also apply our saliency maps to several other 2D metrics, which include: IQVG (Image Quality index based on Visual saliency guided sampling and Gabor filtering) [29] , GBIM (Generalized Block-Edge Impairment Metric) [72] , NRPBM (No Reference Perceptual Blur Metric) [57] , Q_blur_Farias (blur quality metric by Farias et al.) [2] , Q_block_Farias (blockiness quality metric by Farias et al.) [2] , Q_Sadaka (Quality metric by Sadaka et al.) [60] , VQSM (Visual Quality Saliency based Metric) [15] , and AQI (Anisotropy Quality Index) [26] . In the case of 2D metrics, the overall quality is measured as the average quality of the frames for the two views. Note that in the case of NR quality assessment, saliency maps are generated using the distorted stereo pair as no reference is available. This requires accurate saliency prediction from distorted videos. LBVS3D is capable of efficiently detect the salient regions in a video, even in the presence of distortions. Figure 4 demonstrates examples of distorted video frames and how saliency maps are extracted using the LBVS3D. The rest of this sub-section elaborates on saliency integration for each metric.
IQVG [29]
Image Quality index based on Visual saliency guided sampling and Gabor filtering, IQVG, performs blind quality assessment of 2D images by applying Support Vector Regression (SVR) on features extracted from sampled image patches [29] . These patches are selected based on 2D saliency information. Here, we swap the 2D saliency maps used in IQVG with the stereo saliency maps of LBVS3D. The rest of the process remains unchanged.
GBIM [72]
Generalized Block-Edge Impairment Metric, GBIM, measures blockiness artifacts present in digital video and coded images [72] . Blockiness across horizontal and vertical edges are averaged to formulate the GBIM as:
where E is the average inter-pixel difference, and M h and M v measure the horizontal and vertical edge blockiness. 3D saliency based M h is defined by:
where W is a diagonal weighting matrix and D c F is the inter-pixel difference between each of the horizontal block boundaries [72] . M v-S is defined similarly.
NRPBM [57]
Roffet et al. proposed a blurriness metric for 2D images based on the average horizontal and vertical block edge differences in the reference and distorted pictures [57] . We use 3D saliency map values as weights to these differences towards the overall index as follows: 
where DV and DF are the differences between the original and blurred image, in vertical and horizontal directions [57] . Farias and Akamine proposed two NR metrics for quality assessment of 2D images. These metrics measure the blockiness and blurriness of an image [2] . In this approach, the blurriness metric is defined as the average of edge width. And the blockiness metric is defined by the average horizontal and vertical differences. Saliency based versions of the mentioned metrics are formulated as follows:
where H and W are height and width of the image, D h and D v are the horizontal and vertical brightness differences, and D h 8 and D v 8 are brightness differences at the borders of 8 × 8 block partitions.
Q_Sadaka [60]
Sadaka et al. designed an image sharpness metric based on the Just Noticeable Blur (JNB) and 2D image saliency maps [60] . In this method, the sharpness metric is defined as: where D R indicates the amount of perceived blur in the region R [60] . Here, we substitute the 2D image saliency maps used in (23) with our 3D video saliency maps, which are proven to provide superior stereo saliency detection [10] .
VQSM [15]
Visual Quality Saliency based Metric (VQSM) is a 2D NR image quality metric which measures the sharpness and smoothness of an image [15] . We modify the sharpness and smoothness components using the available 3D saliency information as follows:
where g x and g y are the gradient values of image brightness component in horizontal and vertical directions, σ I 5 × 5 is standard deviation over a 5 × 5 window centered at (x,y), and S is the average saliency values over the same window. The overall quality index is calculated using the same method as VQSM, and averaged over the frames:
AQI [26]
Anisotropy Quality Index (AQI) is a 2D blind image quality metric based on measuring the variance of the expected entropy of an image upon a set of predefined directions [26] . We incorporate saliency probabilities of pixels into the entropy used by AQI index as weighting coefficients.
QA3D [35]
QA3D is a NR video quality metric for stereoscopic images which is designed to assess the transmission artifacts (blockiness, sharpness, and edginess) [35] . In this method, first a hard threshold is applied to the disparity maps of the reference and distorted pair to set the disparity values smaller than the threshold to zero. Then, a disparity index for frame n is defined by:
The disparity index is used to define a dissimilarity index between the views:
where p is the number of previous frames used. This index along with an edge based difference measure (D E ) form the overall QA3D:
Saliency information is incorporated in this metric both in the dissimilarity index S m and difference index D E as spatial weighting coefficients.
NOSPDM [28]
Gu et al. proposed a parallax compensation based distortion metric (NOSPDM) for JPEG compressed stereoscopic images [28] defined as (for each stereo pair):
where L and R are the two view images, S L and S R are 2D saliency maps, μ R , ω S , and λ are constant parameters, and QJPEG measures the sharpness of each view as follows:
where α, β, γ 1 , γ 2 , γ 3 are constant parameters, B h and B v are blockiness across horizontal and vertical edges, A h and A v are the average absolute difference between in-block image samples in horizontal and vertical directions, and Z h and Z v are the horizontal and vertical zero crossing rates [28] . We use the 3D saliency information in the QJPEG terms for the two views in each of the three components as weights to the pixel values and zero crossings.
Q_Ryu [59]
Ryu and Sohn proposed a NR quality metric for stereoscopic images which takes into account blurriness and blockiness of an image pair [59] . In this approach, a pair of blurriness and blockiness maps are generated for each view, and combined with 2D saliency maps generated from the views. We substitute the 2D saliency maps used in this approach with our 3D saliency maps.
APT [31]
AR-plus thresholding (APT) is a no-reference blind quality metric designed for quality assessment of 3D synthesized DIBR (depth image-based rendering) images. APT computes two binary maps for measuring geometrical (M d ) and non-geometrical natural (M r ) image distortions. To generate the geometric binary distortion map, APT already incorporates saliency maps from FES VAM [30] in a thresholding operation to extract γ % of most salient regions. The overall metric is formulated as follows (for a stereo-pair):
where l is the pixel index, L is the number of pixels in the image, ε is a constant used for stability, and α is the Minkowski exponent. We integrate 3D saliency in APT by substituting 3D saliency maps with the FES maps already used. All implementation parameters are selected based on the information provided in [31] paper.
Experiments
We modify the FR and NR quality metrics described in Section 2 using stereo saliency information and evaluate the performance of the modified metrics in comparison to the original metrics. This section reviews the incorporated video database in the experiments, as well as the subjective tests procedure.
Stereoscopic video database
Sixteen stereo videos were chosen from three different datasets for our subjective experiments. These videos were taken from: 1) sequences provided by MPEG for video compression standardization activities. These sequences were originally captured in multi views. We select only two views, according to MPEG recommendations for subjective tests for video compression studies [38] . 2) Digital Multimedia Lab (DML) stereo video sequences at the University of British Columbia (available online [1]), and 3) test videos used in [42] . Table 1 contains the description of the stereo video database used in our experiments.
When introducing video databases, it is a common practice to measure the spatial and temporal complexity of the videos in the database to ensure the videos are from dynamic scenes with a wide range of spatial and temporal complexity [55] . Figure 5 shows the distribution of the video database used in our experiments. It is observed from Fig. 5 that videos cover a wide range of temporal and spatial complexities. In addition to spatial and temporal video complexities, depth bracket of the scenes is measured and reported in Table 1 . The depth bracket (or range) is a rough estimate of the distance between the closest and the farthest visually important objects in each scene [74] . Since the camera information (coordinates, focal length, and fundamental matrix) are not available for all sequences, disparity maps are first converted to depth maps using the method reported in [10] and then depth differences are measured. Visually important objects are selected based on the available 3D saliency maps.
In order to evaluate the performance of various quality metrics, several different types of distortions and artifacts are simulated over our video database. Table 2 contains the details regarding the distortions. More details can be found in [9] . Note that after applying the distortions, a new disparity map is generated for each stereo video using the MPEG Depth Estimation Reference Software (DERS) [66] . Also, capturing artifacts such as window violation, vertical parallax, depth plane curvature, keystone distortion, or shear distortion are not considered. Using 7 different distortions (at 13 levels) for 16 reference videos resulted in 208 stereo videos in our database.
Subjective tests
Subjective experiments were conducted using our stereo video database with participation of 88 subjects. Test material was presented to the viewers using a HD 3D TV (Hyundai S465D) with passive glasses. Video presentation was performed using the Single Stimulus (SS) [56] . Details regarding the subjective tests can be found in [9] .
Results and discussions
In this study, saliency maps from LBVS3D (and 4 other different 3D VAMs) are incorporated to the formulation of 13 full-reference and 12 no-reference objective quality metrics. In order to understand the impact of saliency integration in the performance of these metrics, we need to evaluate their performance with and without the saliency integration. To this end, subjective evaluations are performed to measure the FR and NR performance of objective metrics, with and without saliency information. Following the common practice in the quality assessment literature, we measure the metrics performances using PCC, SCC, RMSE, and OR objective measures. This section elaborates on the specifics of this process. After collecting the subjective quality scores, an overall Mean Opinion Score (MOS) is calculated by averaging the individual subjective scores and removing the outliers [9] . An objective metric value is also computed using each of the FR and NR metrics to compare with the subjective results. Four different performance metrics are used in our analyses: 1,2) Pearson Linear Correlation Coefficient (PLCC or PCC) and Root Mean Square Error (RMSE) which measure the accuracy of each objective metric in predicting MOS values. 3) Spearman Correlation Coefficient (SCC) which evaluates the monotonicity of a mapping between an objective metric and MOS results, 4) Outlier Ratio (OR), to measure the consistency of objective metrics in prediction of MOS values.
Performance of objective FR and NR metrics are calculated for our stereo video database using the mentioned performance metrics and compared with that of the same metrics when stereo saliency maps are taken into account. Tables 3 and 4 show the performance of FR and NR metrics for the original metrics and when the stereo saliency information is incorporated. It is observed from these tables that saliency prediction in general improves the performance of both objective FR and NR metrics. In the case of FR metrics, the improvements are on average less than the NR case. This is due to the fact that information from the reference video is available for FR quality assessment and thus more accurate assessment is possible. It is worth noting that some of the NR metrics evaluated in our study incorporate 2D saliency maps in their original design. These metrics (IQVG [29] , Q_Farias [2] , Q_Sadaka [60] , VQSM [15] , NOSPDM [28] , Q_Ryu [59] , APT [31] ) receive less improvement after being modified by stereo saliency information.
Other observations from Tables 3 and 4: -PCC, SCC, and RMSE consistently show slight improvements when incorporating saliency. However, Outlier Ratio results are not as conclusive. -PSNR receives 3.5% PCC improvement when integrated with 3D saliency. This is the highest amount of improvement compared to the other FR metrics. Note that it was expected that PSRN receives a big improvement as it does not perform any smart comparisons but to subtract the pixel values.
-Within NR metrics, NRPBM [57] receives the highest PCC improvement of 6.5%, which is considered as a quite significant improvement.
In addition to incorporating stereo saliency information generated using the LVBS3D VAM in the FR and NR quality assessment tasks, we examine the added value of saliency information resulted from several other state-of-the-art 3D VAMs namely 3D VAMs of Fang et al. [22] , Coria et al. [19] , and Park et al. [54] . Following what is considered to be a common practice in saliency prediction studies, we also add to the evaluations the results from the 2D VAM of Itti et al. [39] . Figure 6 shows the improvements in quality assessment achieved by using various VAMs. It is observed from Fig. 6 that 3D VAM of LBVS3D has resulted in highest improvements in quality assessment. Moreover, NR metrics that already use saliency information receive less improvement compared to other NR metrics.
Other observations from Fig. 6 : [39] have shown to result in less PCC improvements. This might be due to the fact that they are less accurate in the presence of distortions, and in general have lower saliency prediction performance for 3D video [11] . -Repeating patterns in the curves from different VAMs in Fig. 6 suggests that different VAMs show a kind of agreement in providing additional PCC performance improvements when integrated to different FR and NR quality metrics. The improvement amplitude however varies from one VAM to another. -In the case of FR metrics, PSNR, Ddl1, CIQ, PHSD have received highest PCC improvements when saliency predictions are integrated to them. -In the case of NR metrics, GBIM, NRPBM, AQI, and QA3D have received the highest PCC improvements.
We further study the performance improvements by using stereo saliency information for each type of distortion separately. Tables 5, 6, and 7 contain the PCC values for FR and NR metrics before and after incorporation of stereo saliency maps. Figure 7 shows the PCC improvements in the case of FR and NR quality assessment for different kinds of distortions. It is observed from Tables 5, 6, 7, and Fig. 7 that different kinds of distortions receive a roughly similar amount of improvements, except AWGN for FR case, which could be due to less accurate disparity map estimation from the distorted videos for this type of distortion.
Other observations from Tables 5, 6, and 7, and Fig. 7 :
-NR metrics show a higher degree of consistency in improvements they receive from saliency information over different kinds of distortions than FR metrics. In other words, regardless of the distortion type, NR metrics seem to show similar amount of improvement in PCC. -For NR metrics, 'intensity shift' receives the least overall PCC improvements, perhaps due to the fact that the NR metrics are not designed to measure this kind of distortion. Fig. 6 Resulting PCC improvements when saliency maps of different VAMs are integrated to: a FR and b NR quality metrics. FR metrics from left to right: PSNR, SSIM [70] , MS-SSIM [69] , VIF [63] , Ddl1 [12] , OQ [75] , CIQ [16] , PHVS3D [41] , PHSD [42] , MJ3D [17] , Q_Shao [62] , HV3D [9] , FLOSIM3d [3] , and NR metrics from left to right: IQVG [29] , GBIM [72] , NRPBM [57] , Q_blur_Farias [2] , Q_block_Farias [2] , Q_Sadaka [60] , VQSM [15] , AQI [26] , QA3D [35] , NOSPDM [28] , Q_Ryu [59] , APT [31] In addition to the observations regarding the saliency integration improvements, we can deduct from Table 3 that HV3D [9] , MJ3D [17] , and Q_Shao [62] , deliver superior FR 3D video quality assessment performance in comparison to the other FR metrics. In the case of NR 3D metrics, Q_Ryu [59] , NOSPDM [28] , and QA3D [35] demonstrate superior quality assessment performance. Moreover, regarding the strengths and weaknesses of individual metrics, the following facts are drawn from Tables 5 and 6: -PSNR is particularly bad at measuring blur in 3D, whereas other FR metrics are really good for this particular distortion. -Most of the FR metrics perform well for 3D video compression quality measurement.
-Except PSNR and SSIM, other FR metrics show a fair performance on depth map compression artifacts. This is due to the fact that these 2D metrics do not monitor the depth and 3D related aspects of video. -Although a 2D FR metric, VIF demonstrates a fair PCC performance for various kinds of distortions. This is because 3D quality is largely defined by 2D quality and VIF performs well for 2D stimulus. -Interestingly, some NR metrics have a better performance in 3D quality assessment than some of the FR ones. This is due to the fact that NR metrics are generally designed having a specific target application in mind (e.g. assessing blockiness or blur), and generally successful in doing so. . 7 Resulting PCC improvements when saliency maps of LBVS3D [10] VAM are integrated to: a FR and b NR quality metrics. FR metrics from left to right: PSNR, SSIM [70] , MS-SSIM [69] , VIF [63] , Ddl1 [12] , OQ [75] , CIQ [16] , PHVS3D [41] , PHSD [42] , MJ3D [17] , Q_Shao [62] , HV3D [9] , FLOSIM3D [3] , and NR metrics from left to right: IQVG [29] , GBIM [72] , NRPBM [57] , Q_blur_Farias [2] , Q_block_Farias [2] , Q_Sadaka [60] , VQSM [15] , AQI [26] , QA3D [35] , NOSPDM [28] , Q_Ryu [59] , APT [31] -Both FR and NR metrics seem to perform poorly in general for intensity shift artifact, most likely because it's not a common distortion so not many metrics are designed to handle it. -NR metrics show less consistency for handling different kinds of distortions. This is expected due to the fact that NR metrics are usually targeted to a specific type of distortion.
Conclusion
In this paper we study the added value of using stereo saliency prediction in full-reference and no-reference quality assessment tasks. To this end, we leverage the stereo saliency prediction results to modify FR and NR quality metrics and re-evaluate their performance. We measure the performance improvements using a large database of stereoscopic videos with several representative types of distortions. Performance evaluations revealed that using stereo saliency in general improves the quality assessment accuracy. However, the improvements are more significant in the case of NR video quality assessment.
Future works
Future works include investigating the possibility of integrating emotional features in the overall 3D video quality of experience. It is known that images/videos can affect people on an emotional level [48, 78] . Since the emotions that arise in the viewer of an image can highly impact the viewer's quality of experience, it is necessary to investigate if quality metrics can be integrated with emotion detection features (as well as VAMs). In the case of 3D video this can be different than the 2D case. 
