ABSTRACT In this paper, the signal detection of orthogonal frequency division multiplexing with index modulation (OFDM-IM) in the rapidly time-varying channel is studied. Due to the inter-carrier interference, the conventional block detectors based on the successive interference cancellation (SIC) strategy, e.g., the signal power (SP) detector, suffer from severe error propagation especially in the case with large normalized Doppler frequency. To address this problem, a semidefinite relaxation (SDR) approach is first proposed. In the proposed SDR detector, the signal feature of OFDM-IM is presented properly as the convex constraints in the SDR programming problem and utilized in the randomization procedure. The SDR detector can avoid the error propagation effectively with a cost of higher polynomial complexity. To reduce the complexity, the group-based SIC-SDR detector is then proposed, where the subcarriers in one OFDM symbol is partitioned into multiple groups, and the SDR detection is performed over each group successively in conjunction with the ordered SIC strategy. However, similar with the SP detector, the SIC-SDR detector also suffers from the error propagation. To boost the performance, we propose to take the solution of the SIC-SDR detector as the initial estimation of a further local search algorithm (LSA). Concretely, after a proper definition of the nearest neighbors of an OFDM-IM signal vector, the proposed combined detector employing the likelihood ascent-search as the LSA is presented. Finally, the validity of the proposed detectors is justified by simulation results, and the combined detector achieves an excellent performance-complexity trade off. OFDM, index modulation, semidefinite relaxation, likelihood ascent-search, successively interference cancellation, time-varying channel. 
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) with index modulation (IM) [1] - [3] is a new multi-carrier modulation. The basic idea is that only part of the subcarriers are activated and the activation pattern carries information. By shifting part information from signal constellation to the activation pattern, OFDM-IM shows some advantages in several special scenarios. For example, OFDM-IM shows stronger robustness to the inter-carrier interference (ICI) than the conventional OFDM [3] , [4] in the rapidly timevarying (RTV) channel. Due to these potential advantages, OFDM-IM has attracted much attention recently [5] - [26] .
These research progresses include the performance analysis in terms of the achievable information rate [5] and the bit error rate (BER) [6] , the methods and schemes to improve the error performance [7] , to achieve the transmit diversity [8] , [9] , to achieve higher energy and/or spectral efficiency [10] - [15] , to reduce the peak-to-average power ratio [16] , and the extensions and variants to the parallel channel [17] , the RTV channel [18] - [21] , and the MIMO channel [21] - [24] . The interested reader is referred to the recent surveys in [25] , [26] for further information.
In this paper, we focus on the study of OFDM-IM in the RTV channel where ICI is severe. In [18] , a hybrid IM-OFDM modulation was proposed for the time-varying underwater acoustic (UWA) communication channels. In [19] , an ICI self-cancellation scheme was further proposed in the UWA channel. In [20] , the linear pre-coding and post-processing matrices at the transceiver were designed to overcome the ICI based on the criterion of maximizing a capacity lower bound. In [21] , a circular-shift-based multiple-antenna OFDM-IM scheme was proposed to utilize the antenna diversity and thereby improve the system performance in the multipleantenna RTV channel. On the other hand, different from the transmitter design in [18] - [21] , several efficient detectors were presented in [3] , including the minimum mean square error log-likelihood ratio (MMSE-LLR) detector, the block cancellation (BC) detector based on the successive interference cancellation (SIC) strategy, and the ordered SIC-based signal-power (SP) detector. However, the performance gap of the MMSE-LLR detector from the optimal detector is large, and the BC and SP detectors suffer from the error propagation and show poor performance in the high signalto-noise ratio (SNR) region especially when the normalized Doppler frequency is large.
Against the above background, the semidefinite relaxation (SDR)-based convex programming [27] is studied here to address the signal detection of OFDM-IM in the RTV channel, since the SDR detector has shown excellent performance in the MIMO system [27] - [32] where the interantenna interference exists. In the proposed SDR detector, the character of the OFDM-IM signal is represented properly by some convex constraints in the constrained optimization problem. Moreover, an efficient randomization procedure is presented to acquire the legitimate candidate OFDM-IM vector from the solution of the SDR programming problem. The proposed SDR detector can avoid the error propagation and show much better performance than both the MMSE-LLR and SP detectors, while with a cost of higher polynomial complexity. To reduce the complexity, the SIC strategy is also proposed to employ in the SDR detector. Concretely, the subcarriers in one OFDM symbol is partitioned into multiple groups and the SDR detector is performed successively over each group in conjunction with the ordered SIC. The resulted SIC-SDR detector achieves a complexity reduction with the cost of performance degradation. Furthermore, to boost the performance, we propose to add a second-stage likelihood ascent-search (LAS) algorithm [33] after the SIC-SDR detector. Specifically, the solution of the SIC-SDR detector is employed as the initial estimation of the LAS algorithm. With a proper definition of the nearest neighbors of an OFDM-IM signal vector, the proposed combined LAS with SIC-SDR detector achieves better performance-complexity tradeoff.
The main contributions of this paper can be summarized as follows:
1) The SDR detector is proposed for the OFDM-IM signal detection in the RTV channel. The special signal feature of the IM signal is presented properly as the convex constraint in the convex programming. Furthermore, the low-complexity SIC-SDR detector is also presented. 2) A two-stage detection strategy with the LAS algorithm as the second stage is proposed. To facilitate the LAS implementation, the definition of the nearest neighbors of an OFDM-IM signal vector is presented. 3) Based on the proposed two-stage detection strategy, the combined detector with the low-complexity SIC-SDR or SP detector in the first stage is presented. Moreover, a two-restart combined detector with SP and SIC-SDR as the first-stage detectors, respectively, is also presented. The rest of the paper is organized as follows. In Section II, the signal model is studied. The proposed SDR and SIC-SDR detectors are presented in Section III. The combined detector with LAS in the second stage is given in Section IV. Simulation results are given in Section V. Finally, Section VI concludes this paper.
Notation: Uppercase boldface letters denote matrices, while lower boldface letters represent vectors. For a matrix V, tr(V) and rank(V), respectively, denote its trace and rank, diag(V) denotes the vector consisting of the diagonal elements of this matrix, and V 0 presents that it is a semidefinite matrix. The identity matrix is denoted by I. For two vectors v 1 and v 2 with the same size, the operators ≥ and ≤ are performed element-wisely, and 1 denotes the all-one vector. Both the l 2 -norm of a vector and the Frobenius norm of a matrix is presented by || · ||. The notations (·) T and (·) H indicate the transpose and Hermitian transpose of a vector or matrix, respectively. Furthermore, CN (0, σ 2 ) denotes a zero-mean complex Gaussian random variable with variance σ 2 , C (n, k) is the binomial coefficient, and · denotes the floor function. C and R represent the complex and real fields, respectively, and for a complex argument, Re{} and Im{} denote the real and imaginary parts, respectively.
II. SIGNAL MODEL
Consider an OFDM symbol with N subcarriers. In OFDM-IM, the N subcarriers are divided into u blocks each with n subcarriers, and the corresponding length-B information bit sequence is partitioned into u blocks each with p bits, i.e., N = nu and B = pu. In each block, only n a out of n subcarriers are activated to transmit signals, and the other n − n a subcarriers remain silent. The first p 1 bits of the incoming p-bit sequence are used to determine the indices of the n a activated subcarriers and remaining p 2 (p 2 = p − p 1 ) bits are mapped into the n a M -ary QAM/PSK constellation points. Obviously, it has p 1 = log 2 (C(n, n a )) and p 2 = n a log 2 M .
Consider the IM signal in the β-th, β = 1, 2, ...., u block. The set of the indices of the active subcarriers is denoted by
with i β,γ ∈ {1, 2, ...., n} , γ = 1, 2, ...., n a . Correspondingly, the set of the n a QAM/PSK symbols modulated over these active subcarriers is denoted by
where s β,γ ∈ S, γ = 1, 2, · · · n a and S is the QAM/PSK constellation. Then, the frequency-domain (FD) signal in this block can be expressed by
VOLUME 6, 2018 where e i β,γ is the n-dimensional all-zero vector except a one in position i β,γ . Concatenating the u IM blocks, the FD signal in one OFDM symbol can be expressed by
The FD signal x is further transformed into the time-domain by
where W N is the fast Fourier transform (FFT) matrix with
After adding a length-L cyclic prefix (CP), the signal is transmitted over doubly selective fading channels.
At the receiver, after removing the CP and performing the inverse FFT (IFFT), the received FD signal can be expressed by
where
× N matrix that inserts the CP with I CP consisting of the last L rows of the identity matrix
is the FD noise, and H ∈ C (N +L)×(N +L) is the time domain channel matrix.
In the RTV channel, the equivalent FD channel matrix G is general non-diagonal, thus the optimal maximum-likelihood (ML) detection, described bŷ
is prohibitively complex. To reduce the complexity, the MMSE-LLR detector and the ordered SIC-based SP detector are proposed in [3] . However, in the scenario with large normalized Doppler frequency, the SP detector suffers from a severe error propagation and has poor performance in high SNR regions, and the MMSE-LLR detection shows a large performance gap from the ML detection. In the next section, the SDR detector is proposed to achieve better performance in the overall SNR region.
III. PROPOSED SDR DETECTOR A. OPTIMIZATION PROBLEM FORMULATION
To derive the SDR detector, we first transfer the signal model in (6) into the real filed bȳ
Then, the optimal ML detection problem can be expressed by the following constrained optimization problem OP1 :
The objective function in OP1 can be computed explicitly by
Ignoring the constant term with respect tox, OP1 can be rewritten as
OP1
:
Define z = x T 1 T ∈ R 2N +1 , and
Then, OP1 can be reformulated by OP1 :
Define Z = zz T , and partition it by
with Z 1,1 =xx T , Z 1,2 =x and Z 2,2 = 1. Noting that z T Qz = tr(z T Qz) = tr(Qzz T ) = tr(QZ), OP1 can be further expressed by OP1 :
The problem OP1 is not convex, since the constraints C1' and C2 are non-convex. To make it be convex, the relaxation of both the constraints are given in the following. First, note that the FD signal in OFDM-IM is zero (silent subcarrier) or from S (active subcarrier). Denote and , respectively, as the set of real and imaginary parts of the signal points in the constellation S. For example, for the QPSK signal constellation S = {±1 ± j} with j being the imaginary unit, i.e., j = √ −1, it has = = {±1}. Define
Furthermore, the constraint C1-1 can be explicitly presented by a set of inequalities by extending the method in [28] . 1, 3) . The set Z 1 = Z 2 = Z = {0, ±1, ±3} can be presented alternatively by
where¯ i is the complementary set of i for i = 2, . . . , 5. Then, the constraint C1-1 can be reformulated by the following inequality set
for i = 1, . . . , 2N . Recalling the matrix partition of Z in (14), we get
Second, consider the constraint that only n a subcarriers are active in one IM block. Denote Z b 1, 1 , b = 1, . . . , 2u as the b-th submatrix of size n × n along the main diagonal of the matrix Z 1,1 . Then, from (8) and (14), diag Z b 1, 1 presents the squared value of the real part of the b-th IM block if b ≤ u, and that of the imaginary part, otherwise. Define the squared minimum and maximum values of and by
Then, the constraint that only n a subcarriers are active can be approximated by
Third, the constraint C2 can be presented by
The rank-1 constraint in C2' is non-convex, and is usually ignored in the SDR-based convex programming.
Finally, the optimization problem OP1 can be approximated by OP2 :
With the inequality set presentation of C1-1, like (19) for 16-QAM, OP2 becomes a convex optimization problem.
To solve OP2, we used CVX, a package for specifying and solving convex programs [34] , [35] . Example 1 (continued): For the 16-QAM constellation, from (20) , it has v r,1 = v i,1 = 1, v r,2 = v i,2 = 9, and OP2 can be explicitly expressed by the convex optimization problem:
DenoteẐ as the solution of OP2. The following randomization procedure is performed to obtain the estimation of x. First, perform the Cholesky factorization Z = VV T , and generate L r random vectors u l , l = 1, . . . , L r , from the uniform distribution on the unit sphere independently. Next, compute the candidate vectors by˜l
where v 2N +1 denotes the last row of V. Then, x can be recovered through the following steps. 1) Reconstruct the signal vectorx l in the complex field so that˜l the signal constellation S. Moreover, compute the metrics 
5) The signal x is recovered bŷ
Remark: The idea behind Steps 3) and 4) is interpreted as follows. The log-likelihood ratio (LLR) of the probability of the ((b − 1)n + t)-th subcarrier associated withx l,b (t) being active to that of being silent can be computed by
where LLR ap b,t presents the a priori LLR information of this subcarrier and is the same for all b = 1, . . . , u and t = 1, . . . , n. Therefore, as given in (28), the subcarriers with the largest metrics defined by (27) are determined to be active.
D. SIC-SDR
It is well known that the complexity of the SDR detector is O N 3.5 [27] , which is still very high especially for large N . To reduce the complexity, the ordered SIC detection strategy can be utilized, and the the resulted detector is abbreviated as SIC-SDR.
The subcarriers in one OFDM symbol are partitioned into K groups, each consisting of N 0 = N /K adjacent subcarriers. Here, we assume N 0 /n is an integer. Then, (6) can be rewritten as      y 1 y 2 . . .
Here, G i,j ∈ C N 0 ×N 0 , i, j = 1, . . . , K is the (i, j)-th subblock of G, and x i , y i , ω i ∈ C N 0 , i = 1, . . . , K are the i-th subblock of x, y, and ω, respectively.
The SIC-SDR detector first orders the K groups according to their signal powers defined as G k,k 2 , k = 1, . . . , K . Then, the SDR is performed successively from the group with the largest power to that with the least, in conjunction with the SIC. Without loss of generality, assume
The signal detector for the k-th, k = 1, . . . , K group can be described explicitly as follows.
The interferences from the first k − 1 estimated signalŝ (32) With the assumption of x i =x i , i = 1, . . . , k − 1, (32) can be further presented as
The second term on the right hand side of (33) is the ICI from the undetected groups, and is viewed as noise in the SDR detection for x k . The SIC-SDR detector is summarized in Algorithm 1. It is easy to see that its complexity is O K (N /K ) 3.5 .
Algorithm 1 SIC-SDR Detector 1. Order the K groups according to their signal powers.
Assume
5. Obtain the estimationx k by using the SDR detector 6. over the signal model (33).
end while

IV. COMBINED WITH LAS ALGORITHM
In Section III-D, the proposed SIC-SDR detector achieves a complexity reduction with the cost of performance degradation. To boost the performance, we propose to introduce a post-processing procedure, e.g., the local search algorithm. Concretely, the estimation obtained by SIC-SDR is employed as the initial vector of the LAS algorithm [33] , as shown in Fig. 1(a) .
The main challenging in the employing of the LAS algorithm in the OFDM-IM detection is how to define the neighbor vector. Different from the conventional MIMO or OFDM signal, where the nearest neighbor can be defined as the vector with only one entry changing to its nearest constellation point [33] , the definition of nearest neighbor is more difficult due to the special signal character of OFDM-IM. Define the activation pattern (AP) as the n-dimensional vector with [33] , it can be readily shown that the OFDM-IM signal can only move to the signal with the same AP in the LAS search which will limit the performance.
Here, we present a definition of the nearest neighbor, which will admit the signal movement from one AP to another in the LAS search. Given a vector
T consisting of u OFDM-IM blocks, its nearest neighbor can be defined as follows.
1) Only one OFDM-block is different between x and its neighbor. Denote
. . , u as the neighbor with only the β-th IM block being different. 2) For x and its neighbor x [β] , the IM blocks x β and x β are related as follows. Denote the i-th, i = 1, . . . , n entry of x β by x β,i , i.e, x β = x β,1 , . . . , x β,n T . Given x β , x β can be divided into two classes.
In the first class, x β differs from x β in only one non-zero entry. Recall I β is the set of the indices of non-zero entries in x β . Assume x β differs from x β in the i β,t -th position. Then, x β,i β,t should be the nearest constellation point from x β,i β,t . Denote N ncp x β,i β,t as the number of the nearest constellation points from x β,i β,t . In general, N ncp x β,i β,t is different for different constellation points. For example, for FIGURE 2. 16-QAM signal constellation. It consists of four black points on the inner circle, eight blue points on the middle circle and four red points on the outer circle. The points on the inner, middle, and outer circles have four, three and two nearest neighbors, respectively. the 16-QAM constellation consisting of three circles shown in Fig. 2 , N ncp = 4, 3, and 2 for the constellation points on the inner, middle, and outer circles, respectively. Specifically, when all the points in the signal constellation are geometrically uniform, N ncp will be the same for all the signal points. For example, for the QPSK constellation, N ncp = 2 for all the signal points. DenoteN ncp as the averaged N ncp . Then, the x β in this class has n aNncp candidates.
Example 2: Assume n = 4, n a = 2, 16-QAM modulation, and
Note that the nearest signal points of 1 + j are −1 + j, 3 + j, 1 − j, and 1 + 3j, and those of −1 + 3j are −3 + 3j, 1 + 3j, and −1 + j. The nearest neighbors of x β belonging to the first class are shown at the bottom of this page.
In the second class, x β differs from x β with a Hamming distance of 2, i.e., from x β to x β , one non-zero entry of x β becomes zero and one zero entry become a least-energy signal point of the constellation employed. Moreover, the new x β should be also a legitimate IM block. Denote N le as the number of the least-energy signal points of the constellation, and N HD2 as the number of the legitimate APs which has a
Hamming distance 2 with the AP of x β . Then, x β in this form has N HD2 N le candidates. Example 2 (continued): Assume the legitimate APs are those associated with I β ∈ {{1, 2} , {2, 3} , {3, 4} , {4, 1}}. Given x β in Example 1, it has I β x β = {1, 2}. Obviously, N HD2 =2, and I β x β ∈ {{2, 3} , {4, 1}}. Noting that the least energy points are 1 + j, −1 + j, 1 − j, and −1 − j, x β in this class belongs to the equation shown at the bottom of the next page.
According to the above definition, for one OFDM-IM signal x, the number of the nearest neighbors is N nb = u n aNncp + N HD2 N le . Given the definition of the nearest neighbors, the LAS detector in [33] can be employed here by a direct extension. For autonomy, the LAS is summarized as Algorithm II. In line 3 of Algorithm II, N iter_max denotes the number of maximum iterations. In line 6, as shown in [33] , the metric can be efficiently computed by utilizing the fact that the difference vector x [β] − x [β] has only one (neighbor vector belongs to the first class) or two (second class) nonzero entries, and the complexity in terms of the number of complex multiplications is O(NN hw ) with N hw , 1 < N hw < 2 being the average Hamming weight of the difference vector. Therefore, the complexity of LAS is O (NN hw N nb N iter ) without taking into account the computation cost of the initial estimation, where N iter is the average number of iterations in the practical implementation. The initial estimation x (0) should be the solution from some low-complexity detectors, e.g., the SIC-SDR and SP detectors. Furthermore, multiple-restart LAS detector with multiple initial estimations can also be utilized, where multiple LAS detector with different initial estimations are performed in parallel and the best solution as the final estimation. For notation simplicity, the LAS detector with the initial estimation from the SIC-SDR detector is abbreviated as LAS with SIC-SDR. Similarly, the notation LAS with SP is defined. The 2-restart LAS detector with initial estimations from SP and SIC-SDR, shown in Fig. 1(b) , is abbreviated as LAS with SP & SIC-SDR. The complexities of these combined detectors in terms of the number of complex multiplications are listed in Table 1 .
Algorithm 2 LAS Detector
V. SIMULATION RESULTS
In this section, the simulation results are given to evaluate the performance of the proposed detector. The Rayleigh fading channel is assumed. The Jakes model [36] In the SDR and SIC-SDR detectors, the number of candidate vectors L r in the randomization procedure is set to be 16 for QPSK modulation and 64 for 16-QAM modulation. In the SIC-SDR detector, the number of groups is set to be 6, i.e. K = 6. In the combined detectors, the number of maximum iterations in LAS algorithm is set to be N iter_max = 100.
In Figs. 3 and 4 , the BER performance of the proposed detectors is given with QPSK and 16-QAM modulations, respectively. As a reference, the BER curves of the SP and MMSE-LLR detectors [3] are also presented.
From both figures, first, the error floor can be observed in all the detectors except the proposed SDR detector and the MMSE-LLR detector. This can be interpreted by the fact that both the SDR and MMSE-LLR detectors process all the subcarreirs in one OFDM symbol simultaneously and thereby no error propagation exists, while the other detectors employ the SIC strategy which will suffer from the error propagation.
Second, the SDR detector has the best performance in the high SNR region in all the detectors considered here. The cost is the highest polynomial complexity from Table 1 . Therefore, the SDR detector is a good candidate when the number N of the subcarriers is small-to-medium.
Third, the SIC-SDR detector suffers from a severe performance degradation compared with the SDR detector due to the error propagation, although a large complexity reduction is achieved from Table 1 . Fourth, in general, the SIC-SDR detector has some performance gain over the SP detector with comparable complexity. For example, from Table 1 , the complexity orders of the SIC-SDR and SP detectors are K (N /K ) 3.5 = 6 × 16 3.5 = 98304 and Nn2 p = 96 × 4 × 2 6 = 24576, respectively, for QPSK modulation, and the numbers are 98304 and Nn2 p = 96 × 4 × 2 10 = 393216, respectively, for 16-QAM modulation. On the other hand, from Figs. 3 and 4, a lower error floor is achieved in the SIC-SDR detector compared with the SP detector. Fifth, the post-processing by the LAS algorithm can achieve a large performance improvement. For example, from all the figures, the LAS with SIC-SDR achieves a large performance gain over the SIC-SDR detector. In Fig. 3 , the error floor appears at BER=2 × 10 −4 in the SIC-SDR detector while at BER=6 × 10 −5 in the LAS with SIC-SDR detector. Moreover, the 2-restart LAS with SP & SIC-SDR detector has a larger performance improvement than both the one-restart LAS with SP and LAS with SIC-SDR detectors.
Finally, in the case with small signal constellation (QPSK), the LAS with SP & SIC-SDR detector shows nearly the same performance as the SDR detector untill BER=3 × 10 −5 (SNR smaller than 25dB) from Fig. 3 . On the other hand, Fig. 5 gives the average number of iterations of LAS algorithm in the combined detectors. From this figure, the practical iteration number is usually much smaller than the maximum iteration number N iter_max especially in the high SNR region. For example, at SNR larger than 20dB, the average number of iterations is only a little larger than one (N iter = 1.069, 1.036, 1.027, and 1.023 for SNR=20, 25, 30, and 35dB, respectively) in the LAS with SIC-SDR detector, which means that, in most case, only the nearest neighbors of the initial estimation are searched in the LAS algorithm. Furthermore, from +96×1.67×288×2 ≈ 215224 for the LAS-with SP & SIC-SDR detector when the QPSK modulation is employed. Here, N nb = 12 × 24 = 288, N hw = 1.67, and N iter ≈ 2 at SNR larger than 20dB from Fig. 5 are used in the complexity computation of the latter detector. Therefore, in terms of the performance-complexity tradeoff, the combined detectors will be recommended when N is large.
VI. CONCLUSION
In this paper, we studied the application of the SDR-based convex programming to the OFDM-IM detection in the RTV channel. By designing the convex constrains associated with the signal feature of OFDM-IM properly, the proposed SDR detector shows better performance than conventional detectors with a higher polynomial complexity. To reduce the complexity, the ordered SIC strategy was utilized in the SDR detector, and the resulted SIC-SDR detector suffers from error propagation and shows a large performance gap from the SDR detector in the high SNR region. To reduce the gap, the combined LAS and SIC-SDR detector was further proposed, which achieves excellent performance-complexity tradeoff. 
