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div u - divergente da função vetorial u
{•, •} - produto interno usual em JRn
[•, •] - produto vetorial em IRn
L ^ ü )  - Espaço das funções que são essencialmente limitadas.
L/2(£l) - Espaço das funções quadrado integráveis.
Vw - é o vetor gradiente da função u.
C k{Q) - Espaço das funções cujas derivadas parciais de ordem menor ou igual a k 
são contínuas.
C'°°(Í2) - Conjunto das funções definidas em O C M n cujas derivadas parciais de 
qualquer ordem são contínuas.
C k{tl) - ver definição pg 13.
D a( f )  - ver definição pg 13.
(/i0)za(n) - ver definição pg 14.
II/IL o(9.) ~ ver definição pg 14.
H k(Q) - ver definição pg 14.
O
H 1 (Q) - ver definição pg 14.
{•,•) o - ver definição pg 14.
| • | - é a norma em um espaço de Hilbert.
(•, -}o - é o produto interno definido no espaço de Hilbert 7í definido na pg 23.
L 2 (O, T ; D (A ) )  - é o espaço dos operadores definidos em D (A )  a um parâmetro í, 0 <  t < T ,  
quadrado integrável com respeito a este parâmetro.
IHI^ (q x(-o 7^  " ® a norrna gerada pelo produto interno em L 2 x (0 ,T )).
RESUMO
Vil
Estudamos a estabilização uniforme da energia e a controlabilidade exata para um 
problema com três equações hiperbólicas acopladas. Utilizamos o método de "controlabili­
dade via estabilização ” . Demonstramos que o problema de Cauchy é bem posto e provamos 
a estabilização uniforme da energia para este sistema contendo termo de amortecimento 
interior em apenas umas das equações . Com este resultado obtém-se a controlabilidade 
exata. do sistema hiperbólico inicial.
ABSTRACT
viii.
We study the uniform stabilization and the exact controllability for a system of three 
coupled hyperbolic equations. Use the “controllability via stabilitability” method. We 
prove the well posedness of the Cauchy’s abstract problem and proof the uniform stabili- 
tation of energy to this system with interior damping term in only one equation. Through 
this result attain the exact controllability of inicial hyperbolic system.
1 INTRODUÇÃO
i
O estudo do comportamento assintótico das soluções dos problemas mistos 
envolvendo equações diferenciais e sistemas de evolução é uma parte importante da teoria 
qualitativa das E.D.P’s. Existem muitos resultados sobre este comportamento assintótico 
para equações e sistemas hiperbólicos. Estas questões tem sido estudadas principalmente 
para a equação da onda e equações próximas dela.
Considere a equação da onda em um domínio limitado Q C JRn,
uu -  Au =  0
U\t — 0 Ut\t=:0 
e, por exemplo, com as seguintes condições de fronteira,
(1.1)
du
“ i * - 0- d s = 0' m
onde S é  a fronteira de í l  e u é o vetor unitário normal exterior a S. Facilmente verificamos 
que para todo í >  0 temos
E (t )  =  f (|wí|2 +  |Vw|2)da; =  constante =  E (0).
Jq
E (t )  é chamada de a energia da solução .
Para estudar o problema da controlabilidade exata usando o chamado 
princípio de Russel [23], “Controlabilidade via Estabilização ” , precisamos que a energia 
decaia para zero quando t —> oo. O que podemos fazer para obtermos este decaimento? É 
necessário introduzir um termo de amortecimento no problema (1.1), ( 1.2): na fronteira 
S (amortecimento de fronteira) ou em Q (amortecimento interior). Em outras palavras 
precisamos construir os chamados Operadores de Estabilização . Existem muitos trabalhos
2sobre este problema. Vejamos alguns resultados sobre equações e sistemas hiperbólicos com 
amortecimento de fronteira:
1) G. Chen [4] considera o seguinte problema,
' ut t -  Au =  0
< U\t = o = f l >  U t U = 0 = f 2 , 
du
—— = 0. 'ui = 0 ,
„ W  l s 0 x ( 0 , T )  I S j X Í O . T )
onde «So =  {x  £ S  | (x — Xq.u ) >  0}, S\ =  S \ Sq, Xq é um ponto do lRn e u é o vetor 
unitário normal exterior a S. Temos que
E (t )  =  í  (\ut \2 +  \Vu\2)dx 
Jn
satisfaz
~ E { t )  =  -2  í  ctuidS <  0
dt JSo
se a > 0. Assim E (t )  não cresce quando t —> oc. Chen provou que E{t) decai exponen­
cialmente, isto é,
E (t )  < C e x p (- i3 t )E (0 ) ,  p >  0, (1.3)
onde C é uma constante positiva.
2) Considere o seguinte sistema hiperbólico (um sistema elastodinâmico
linear):
d u
P~õ 2^ ~  +  (^ +  <r) V(divu), 
onde u =  (w1, . . . ,  un). x  =  (ari,.. . ,  xn), /x, p, À, e cr são constantes positivas.
Adicionemos as seguintes condições iniciais e de fronteira,
wU=o =  /i» wí|t=o =  h ,  
((A +  a)divu.v +  — b au +  but)
d v
u\ =  0 ,
l s l X ( 0 , T )
S0 X ( 0 , T )
onde So =  {x  G S | (x — Xq , v )  >  0}, S\ =  S \ So, e v  é o vetor unitário normal exterior a 
5.
Lagnese [15] e Kapitonov [9] utilizando diferentes métodos provaram o
decaimento da energia
E (t )  =  í (p\ut\‘2 +  cr|V«| 2 +  (A +  <r)(divu)2)<fo;. 
Ju
3) Em [10] é estudado o problema,
' et =  rot 
ht =  —rot(Ae) 
k dive =  div/z =  0
e(> ,0) = / i ,  h(x, 0) =  /2, 
\u, e] — a(h — v{h, v ) ) =  0 ,Sx(0,T)
onde e e h são funções vetoriais tri-dimensionais de í, x  =  (.Ti, Xo-Xz) , v é o vetor unitário 
normal exterior, [•, ■] é o produto vetorial e (•, •) é o produto interno, fx =  /z(x-), A =  A(x-) 
são funções escalares e a- =  a{x) é uma função continuamente diferenciável sobre S  com 
Rect >  0 e rot é o rotacional.
Neste caso
4O






E (t )  <  C ex.p(-^'t)E(0), 7  >  0 e C >  0.
Vejamos agora um resultado o sobre o decaimento da energia de um sis­
tema hiperbólico com amortecimento interno. O caso mais simples é o da equação da onda 
amortecida:
' utt — A u +- a(x)ut =  0 
w|t=o=/l>  Ut\t=0 = f 2, 
k M L  =  0 .
Temos que
E ( t ) =  í  (|w*|2 +  |VM|2)<fa, 
J n
dE f
—— =  — / 2a(x)uidx <  0
dt 7o
se a(x) >  0 em Cl.
Aqui aparece novamente o problema: dar condições sobre a(x) (sobre o suporte desta 
função ) assegurando o decaimento uniforme da energia, por exemplo,
E (t )  <  C exp (—jt )E (0 ) ,  Ví > 0, 7 > 0. (1.4)
Este caso é atualmente bem entendido. C. Bardos, G. Lebeau e J. Rauch [3] provaram que 
se em fi, a € C°° então
vale (1.4)^=> existe algum T  >  0 tal que todo raio de geometria ótica 
intercepta o conjunto W  x (0, T ), onde W  é o suporte de a(x).
Vamos considerar agora dois sistemas de evolução . Assuma que um deles 
é um sistema amortecido e a energia associada a solução u, Eu(t) decai com o tempo. 
Suponha que o segundo sistema é conservativo, ou seja, a energia da solução é constante:
Ev(t) =  Ev{ 0).
Por exemplo,
r utt -  Au  =  0
^|t=0 / l j  Ut\t=0 9 ll 
du
du
+  OLUt =  0
r vtt — Av — 0
^[t=o /s? v i\t=o 92 5 
dv
o
É possível conectar estes sistemas de forma a obter o decaimento uniforme
da energia total?
E (t )  =  Eu(t) +  E v{t).
Vejamos alguns resultados obtidos a respeito desta questão com amorte­
cimento de fronteira.
1) Em [11] este problema foi solucionado para o seguinte par de sistemas
hiperbólicos:






„o  =V>1, Wtl „ o = ^ ’l. (1.5)
du
í<9.T
-z^  +  au +  but +  £vt =  0 , u\s =  0
A SV
A ij õ— Vi +  cv -  £ut dx, So
So
=  0, I7|c = 0 ,
onde dü =  5oU5i, w =  (u \ ... ,um), w =  (v1, . . A tJ =  A *3 são matrizes quadradas
de ordem m, z/ =  (i^ ,... ,i/n) é o vetor unitário normal exterior, a >  0, c >  0, £ >  
0, 6 > 0.
Para este caso a energia é,
Em  -  ^  ( i« ,p  + E  + w 2 + £  A‘i§ t3Ê i )<fa+/s(“" 2+ct2)<í5’
^  =  - 2  í  b\Vu\2dS. 
dt Jso
Para £ =  0, o problema (1.5) divide-se em dois problemas mistos indepen­
dentes. Além do mais para v obtemos um problema de conservação :
E«(t) = Jn (M 2 + J^-|| + | ° ,l4S = Ví ä
'l3
Se £ >  0 é provado em [11] que
E (t )  <  C exp(—7 í)£ ;(0), 7  >  0, C  >  0.
Isto significa a estabilização simultânea dos dois sistemas.
2) Em [12] Kapitonov provou a estabilização de fronteira simultaneamente 
para dois sistemas de Maxwell.
3) Em [13] é estudado o problema da estabilização simultânea para uma 
par de equações de Schrödinger:
. du yr-  ^ d , du ,
%~dt~ Z l
p,q =  1 y H
.dv v d r . dv v
ã r ^ ã r ) = 0
W|t=0 f  ■> Ut\t=0 9l
<9u <9m <%’
dxq
p,q =  1 * SOx(0,r)
= 0,
lí S!X(0,T) =  0,
V"'' /i j- du
^  ^ ã ^ I/p +  c“ _ s ãt P,9 = l y S'o x (0,T)
=  0,
k ^ iS i  x (0 ,T ) 0,
onde ^(íí1, . .. ,um(x, í)), vfo1, ... ,vm(x ,t ) ) ,  x =  (a?i,. . . , xn), Apq =  A*g são matrizes 
mxm com valores reais, ^ =  ( v ê  o vetor exterior normal unitário, a =  a(x) >  
0, c =  c(x) >  0, b(x) >  0, £(x) >  0.
Temos então que
8dE
dt - 2  [  % *| 2 JSo
dS.
Novamente se £ =  0 então
& Áf)  -  ( ( ' 5 2  A p q - j^ S —^dx +  I  c\v\2dS =  0. 
d x « d x P J J s 0
Se £ >  0 foi provado a estabilização simultânea da energia,
E (t )  <  C  exp(—7 í)£ '(0), 7  >. C  >  0.
Para o caso de dois sistemas com amortecimento interior vejamos o seguin­











=  0 ,
dxi ÔXi1 v" ' dtZ — 1
W|t=0 f l l  ?/’|í=0
^ ^ = 0  91; ’^í (t_ 0 92i
l  tiu=0 =  o, ^ u.=0 =  0 .
onde u(v} (x, t ) , . . . ,  um (x, t)), t ) , . . . ,  vm(x, £)), x =  ( x i , . . . ,  xn), A  =  A *, 5 (x ) =
B *(x ), e Q (x) =  Q*(x) são matrizes de ordem m e B (x ),  Q (x ) são de classe L oo(0')- 
Neste caso temos
2 = 1 2 = 1
9=  -2  / Q\ut\2dx <  0, 
Ja.
se Q(x)^.^ >  0 em O.. Note que se B (x ) =  0 então
dE
dt
E v(t) =  f  A ^ ^ ~ ~ d x  =  E v(0). Ví >  0. 
./n ^  <*«?* àxi
Neste trabalho provou-se que se
1) Q(x)Ç • e >  0, (gQ(x) -  B(x))Ç • e >0,
(pB(x) — Q (z ))£  • s >0 em Çl, p >  0. q >  0, V£ 6 ]Rm
2) Q(x)Ç ■ £ >  a|£|2em D (D  C Ü), a >0, € M m,
então
com 0 <  k <  1.
Isto significa que se obteve a estabilização simultânea dos dois sistemas pela introdução de 
um termo de amortecimento interior em apenas um dos sistemas.
Surge então a seguinte questão : é possível obter estabilização simultânea 
de três ou mais sistemas somente pela ação de um amortecimento interior em apenas um 
destes sistemas?
Consideremos três equações de onda, tendo uma delas termo de amorte­
cimento,
' uu -  Au  +  qut =  0 
vu -  Au =  0 
. wtt -  A w =  0
10
Teremos
ult=0 =  f í -  Ut\t=0 =z Í 2, 
\^t=o ^3} Ví |t=0 /4, 
u’|t=o=/5» U’í|t= o = / 6,
U |s =  V |s =  « - ’ 15 =  0 -
i * M - ! / p (W a + |v«la)«fc
=  — 2 / qu^dx < 0, se g >  0 .
J n
^ B " ( í )  =  s / n ( l “ , | 2  +  | V “ l 2 ) , Í T  =  0
= 1 1  ('“ *|2 + w 2) *  = °-
É possível acoplar estas equações em O tal que a energia total E (t )  ~  
E u{t) +  E v(t) +  Eu;{t) decai com o tempo?
No presente trabalho solucionamos este problema. Achamos esta conecção 
e provamos o decaimento da energia total para o seguinte sistema acoplado:
utt -  A u +  q{x)ut +  b(x)vt =  0 , 
vu — Av — b{x)ut -f a(x) wt =  0. 
wu — Aw — a(x)vt =  0,
U  |t=0 =  A O ) ;  v  |i= 0  =  f 2 { x ) ,  IV |í=0=  f 3 (x), 
ut |í=o =  f 4 ( x ) , v t |f-o =  «H  |í=o =  f e { x ) ,
U  |.5 =  V  |s =  w |s =  0.
(1.6)
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onde q, a, eb  e C  (O) e q(x) >  q0 >  0, a (x ) >  aQ >  0, b(x) >  b0 >  0.
A energia da solução deste sistema é:
~  J +  l^ u|2 +  \vt\" +  |V?;|2 +  |iüf |2 +  |V^ o’|2j  dx (1.7)
Para toda solução de (1.6) temos a seguinte identidade




Notemos que somente uma das equações de (1.6) possui termo de amortecimento e a energia 
é uma função decrescente da variável de tempo t.
Obtemos neste trabalho o decaimento da energia,
m  <
com t >  0 onde tQ é uma constante qualquer tal que tQ >  T0, C  é uma constante que 
depende de t0 e Tc é uma constante fixa que determinamos.
Outros resultados sobre estabilização uniforme foram obtidos por C. Dafer- 
mos [o], A. Haraux [8], E. Zuazua [25], J.S. Ferreira [7], D.C. Pereira e G. P. Menzala [20], 
J. Rivera [21], J. Rivera e Y. Shibata [22],
A  estabilização uniforme desempenha um papel importante no problema 
do controle exato do sistema de evolução .
Da estabilização de fronteira, deduze-se o controle de fronteira. Da estabi­
lização interior obtem-se a controlabilidade exata pela introdução de um controle no lado 
direito da equação . Da estabilização simultânea de fronteira para dois sistemas pode-se 
deduzir a. controlabilidade exata dos dois sistemas por uma meia condição de fronteira. Da 
estabilização interior simultânea para dois sistemas pode ser deduzido o controle exato dos 
dois sistemas pela ação de um termo no lado direito das equações .
Resultados sobre esta questão pode ser visto em E. Zuazua [26] e controle 
distribuído para várias equações individuais (incluindo controle pontual) tem sido estudado 
por J. L. Lions [16] e [17].
Utilizando o resultado da estabilização uniforme obtido no presente tra­
balho deduzimos a controlabilidade exata de três sistemas pela introdução de um termo 
de controle em apenas uma das equações ,
r utt -  Au  +  b(x)vt — p(x, t), 
vtt — Av — b(x)ut +  a(x)wt =  0, 
wu — A  w — a(x)vt =  0,
(1.8)
u |í=0 =  V |t=0 =  f 2 (x), w |í=0=  f 3 (x),
Ut |t=o =  Í4 (x ),v t |í=0 =  h {x ) ,  wt |í=0 =  fe(x),
K U Í5 =  v IS = w  ls =  0 .
No capítulo II apresentamos algumas definições e resultados da teoria 
básica utilizados neste trabalho. Maiores detalhes podem ser visto em [1], [2], [6], [18], 
[19] e [24]. No capítulo II I mostramos que o problema (1.6) é bem posto, e no capítulo IV  
provamos o decaimento da energia. Por último deduzimos a controlabilidade para (1.8) no 
capítulo V.
12
2 DEFINIÇÕES E RESULTADOS PRELIMINARES
13
2 ,1  Espaços de Sobolev
Seja x  =  (x'i, x 2, • • •, xn) um ponto do ]Rn . Como usual, por uma região 
do lRn ou região n-dimensional queremos dizer um conjunto aberto e conexo (não vazio) 
do M n . No que segue, a menos que mencionemos explicitamente, toda região será con­
siderada um conjunto limitado. Seja í) uma região n-dimesional. Um conjunto D c  0  é 
dito ser estritamente interior com respeito a Q se T> <E fi, onde T) é o fecho de T>.
O conjunto das funções a valores reais definida em í l  tendo derivadas 
parciais de ordem menor ou igual a k, onde k é um inteiro não -negativo, será denotado 
por C k(Q) , enquanto o subconjunto seu consistindo das funções cujas derivadas parciais 
de ordem menor ou igual a k, são contínuas em Q por C k(fl). Para os conjuntos C'°(Q) 
e C°(Cí) de funções que sâo contínuas em e respectivamente, usaremos também a 
notação C(Q) e C(Q). Uma função ,f(x) é dita ter suporte compacto em fi se existe 
uma subregião Í2' estritamente interior em relação a Q tal que f ( x )  =  0 em Q\Q/. O 
conjunto C k (Cl) é composto de todas as funções pertencentes a C k(Ú) que possuem suporte 
compacto.
Seja OL =  (cci, CK2, • • •, onn) um vetor chamado de multi-index cujas com­




dxf1 ■' ■ ■ dx%r
serão denotadas brevemente por D af.
As integrais utilizadas neste trabalho sao integrais no sentido de Lebesgue e
14
consideraremos conhecidas suas propriedades, além disto as funções serão entendidas como 
classes de funções cujos elementos são funções que coincidem com sua representante “em 
quase todo ponto” , ou seja diferem apenas em um conjunto de medida nula. Consideramos 
também conhecidos a definição e as principais propriedades dos Espaços de Hilbert.
O conjunto das funções mensuráveis a valores reais cujo quadrado são 
integráveis sobre Q serão denotadas por £2(0 ). Com o produto escalar definido por
i '2 (f2) é um espaço de Hilbert e a sua norma gerada por este produto escalar é da forma
O Conjunto C(Í2) é denso em L 2 (Q).
Uma função f a € é chamada de a-ésima derivada generalizada
(d.g.) em Í7 de uma função / £ Z/2(^ ) se
para qualquer g (x ) E Clal(£7).
A  d.g. possui propriedades semelhantes a derivada no sentido usual.
O conjunto das funções pertencentes a Lo(^ ) que possui todas as d.g. de
ordem menor ou igual a k,k >  1 denotaremos por Por H °(Q )  entenderemos o
próprio L 2 (Í2). H k(í í )  é um espaço de Hilbert com o seguinte produto escalar
M<fc
Estes são os chamados Espaços de Sobolev. Os espaços H k(Q ).k  — 1 ,2 ,..., contém os 
conjuntos C (íT) e portanto também são densos em L 2 (íl).
Ao longo deste trabalho utilizaremos a seguinte fórmula de integração por
partes:
Seja f ( x )  e g(x ) pertencentes a H 1 (0 ) e S E C 1 a fronteira de Ü . Então para qualquer
i =  1 , 2 , . . .  ,n vale,
/ fxiíjdx =  / f g m d S -  / f g Xtdx, 
Js Jn
onde Tii é o coseno do angulo entre a normal exterior a S e o  eixo .x,;.
O
Denotaremos por H l (Q) o subconjunto de H l (ÇÍ) das funções que se
O
anulam na fronteira de Í2 . O produto escalar em i f 1 (Q) dado por




válida para qualquer / G H 1 (íl).
2 2 Algum as classes de operadores
Seja um espaço de Hilbert .
2.2.1 Definição de operador linear limitado
Seja T  um operador linear. Dizemos que T  é limitado see 3 c >  0 tal que
O ínfimo das constantes que satisfazem a desigualdade acima é chamado de norma de T  e 
é denotado por ||T||.
2.2.2 Definição de operador adjunto
Seja A  um operador sobre Ti. Um operador denotado por A * , é definido 
da seguinte forma: a cada elemento g do seu domínio, corresponde um único elemento, 
h — A*g  € H  tal que
(A.f,g} =  (.f,A*g) (2.2)
para todo / e D (A )  . O operador A* é chamado de adjunto de A. Seu domínio é o 
conjunto D (A * )  consistindo daqueles elementos de Ti tal que (2.2) se verifica para todo 
/ € D (A ).
2.2.3 Definição de operador dissipativo
A  é um operador dissipativo see
(A f,  f )  <  0 , V / € t t
2.2-4 Definição de operador fechado
A  é um operador fechado see
-  / e A/n -  <7 =* / e D  (A )  e A f  =  g.
Se A  — (A *)*  então A  é fechado. Este resultado deriva do fato que todo operador adjunto 
é fechado.
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2.2.5 Solução de uma equação em Ti
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Seja G  um operador limitado tal que ||G|| <  1 então a seguinte equação
em Ti,
/ -  G ( f )  =  g (2.3)
possui uma solução / =  ( I  — G )~ lg onde g é um elemento qualquer de Tí.
Demonstração :
Mostraremos que a série / =  A kg (A° =  I )  é a solução procurada. Esta série
converge pois Ti é completo e as somas parciais gm =  JIfcLo ^ 9 constitui uma sequencia 
fundamental: 
para p >  m  temos
\\gP - g m\ =  ||^9  +  ... +  ^ ’n+19 | < IIA^H +  +
< N I(IM ir+1 + .--) = Wl|4 !!p ] [ - 0
quando m,p — oo.
O elemento f  E T~í é a solução de (2.3), pois
( I  — A ) f  =  (g +  Ag +  ...) — {Ag +  A 2g +  . . . ) =  g.
2o3 Semigrupos de Contrações
Uma família T (t ), 0 < t < oo, de operadores lineares limitados de 7~i em 
Ti é um semigrupo de operadores lineares limitados sobre Q se
(i) 7 (0) =  I, (/ é o operador identidade sobre Tí).
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(ii) T ( t  +  s) =  T (t )T (s )  para todo t, s >  0 (a propriedade de semi-
grupo).
Um semigrupo de operadores lineares sobre H  é chamado de semigrupo 
de operadores lineares limitados fortemente contínuo se
lim T(í):r — x para todo x E T~C.
Um operador linear A  definido por
A x  =  lim
T ( t )x  — x d T { t ) x
para x £ D  (A )
t—0tjo í dt
é o gerador infinitesimal do semigrupo T (t ) .  D (A ) é o domínio de A.
Teorem a 2 o 1 Seja T ( t )  um semigrupo de operadores lineares limitados fortemente con­
tínuos e A  seu gerador infinitesimal então
para x £ D  (A ),
T ( t )x  e D  (A ) e 
j T { t ) x  =  A T ( t )x  =  T (t )A x .
Demonstração :
Seja x  G D  (A ), então como T (t )  é linear e contínuo, temos
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T ( t )A x  =  T ( t ) lim h~ 1 (T (h )  -  I ) x  =  lira h - l {T {t )T {h ) -  T ( t ) )x
=  lim h~x{T{t +  h) -  T ( t ) )x  =  lim h~l {T{h) -  I ) T ( t ) x  =  A T (t )x  
hl 0 ' ' /-•(} ' ' •
Assim, se x G D  (A ), então T ( t )x  G D (A )  e T ( t )A x  =  A T (t )x  =  lim^o +  h) ~
T ( t ) )x .  Provamos então que a derivada a direita de T ( t )x  existe para cada x E D (A ). 
Mostraremos que para t >  0 a derivada a esquerda também existe e é igual a derivada a 
direita. Temos que
lim
T ( i )x  — T ( t  — h)x f~T~t /  j .  \  A— ± \i)Ax
— lim T ( í  — h) 
hl 0 '
T ( t )x  — T ( í  — h)x 
h A x
. i  •  /  r r t  ( a. 7 . \  A . .  m  ( u. \  A . \umii il — n \*hjx -  i  u j^u; ihio s '
O primeiro termo do lado direito da igualdade é igual a zero porque x G D  (A) e \\T(t — h) j| 
é limitado em 0 <  h <  í e o segundo também é igual a zero devido a continuidade forte de 
T (t ) .  Assim está concluída a demonstração . □
Teorem a 2 2 (Lum er-Phillips) Seja A  um operador linear em 7í com domínio D (A)  
e imagem R{Á),  com D (Á )  denso em Ti. Então A  gera um semigrupo de contrações 
fortemente contínuo em H se e somente se A  é dissipativo e R ( I  — Á) =7i.
Á demonstração deste teorema pode ser encontrada em [19] e [24].
Corolárioo Se A  é um operador linear fechado densamente definido sobre Ti. e se A  e 
seu adjunto A* sao dissipativos, então A  gera um semigrupo de contrações fortemente 
contínuo.
Demonstração :
E sufiente mostrar que R ( I  — A) =  Ti. Mas desde que ( I  —A) 1 é fechado 
e contínuo, R ( I  — Á)  7^  Ti implica a existência de um elemento x '  G Ti tal que
(x — A x ,x ' )  =  0 para todo x G D (A )
Logo x ' — A *x ' =  0, contrariando a dissipatividade de A* e x ' ^  0. □
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2 A  Estabilização Uniforme
Entendemos por estabilização uniforme o decaimento da energia associada 
ao sistema, isto é, quando o tempo tende ao infinito a energia tende a zero, sendo este 
decaimento independente da condição inicial.
ou seja:
E (t )  <  C (t )E (0 )
com C (t )  —> 0 quando t oo.
E (t )  representa a energia do sistema e C (t)  uma função de í. Por uniforme entendemos 
que esta desigualdade é válida para todo dado inicial do sistema, sem alterar a função
C(t).
2o5 Controlabilidade exata
Considere inicialmente um sistema distribuído, ou seja, um sistema cujo 
estado y é dado como uma função de x (a variável espacial), t (o tempo) e v (a função de 
controle), pela solução da seguinte equação diferencial :
{ ^  + Ay ) = Bv- (2-4)
Em (2.4) A é um Operador Diferencial Parcial, que pode ser linear ou não -linear. A 
variável espacial x consideraremos definida num aberto limitado íí de Eín.
As condições de fronteira que podemos colocar no problema dependem da estrutura de A. 
A função de controle v gera um espaço l i  e em (2.4) o operador B leva este espaço lÁ num 
espaço tal que (2.4) faça sentido.
Nestas condições a função de controle v expressa o seguinte: que podemos agir no sistema
o qual esta sendo modelado pelo operador dy f'dt +  A.
Nas aplicações pode acontecer desta ação se dar em apenas uma “pequena” parte ge­
ométrica de Q , isto é , ou sobre parte da fronteira (então v é chamado de controle de 
fronteira ou sobre parte do domínio (neste caso v é dito ser um controle distribuído).
Em (2.4) y pode ser considerado uma função escalar ou mesmo vetorial. Um exemplo de 
operador para (2.4) é o chamado wave operator, ou operador de ondas (que será o objeto 
deste trabalho nos próximos capítulos):
&  -  ^  = Bv C2-5)
Podemos escrever (2.5) como um sistema de primeira ordem para obter a representação 
do tipo (2.4).
Outros exemplos seriam
(§r -  A)y = Bv-O t
o operador de difusão , 
e
+  yVy — A  y =  Bv — Vtt
oi
div y =  0
as equações de Navier-Stokes.
Considere as seguintes condições iniciais adicionadas ao problema (2.4)
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y (0) =  yo - (2.6)
onde y(Q) representa a função x —» t/(a\ 0).
Assumimos que dado v e dado yo (em um conveniente espaço de funções ) e com conve­
nientes condições de fronteira associadas as equações (2.4) e (2.6) definem unicamente um 
estado y(x, t, v) =  y(v).
Seja T  um tempo dado e y1 um elemento qualquer do espaço de funções onde tomamos yo. 
Queremos achar v (se existir) tal que
y (T ,v ) =  zo.
Em outras palavras, desejamos levar o sistema do estado yo para o estado z q  no intervalo de 
tempo T. Se isto é possível para qualquer par yo, zq, dizemos que o sistema é exatamente 
controlável.
Para o caso da equação de estado (2.5) (equação da onda, onde y representa o par 
(y,dy/dt)), podemos agir no sistema na fronteira de O ou num subconjunto de Q , e 
esperamos encontrar v tal que o sistema se dirigirá do estado
(y o > ^ (Q ) )= y i
para
y (T ) =  z0 1 ^ { T )  =  zl .
Devido a velocidade finita de propagação da onda, esperamos que a Exata Controlabilidade 
só seja possivel para T  suficientemente grande.
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3 EXISTÊNCIA E UNICIDADE
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Neste capítulo estudamos o problema abstrato de Cauchy para o seguinte 
problema apresentado no capítulo 1 ( 1.6):
' utt -  A u +  q(x)ut +  b(x)vt =  0,
Vtt ~  Av -  b(x)ut +  a(x)wt =  0, 
luu ~  A w - a,(x)vt =  0,
<
U  |í=0 =  f l ( x ) ,  V  |í = 0 =  f 2 { x ) ,  w  | f - 0 =  h { x ) ,
Ut |t=0 =  u { x ) , v t |í=o =  fõ (x ), wt |t=0 =  fe{x),
, u  | s =  V |S = 1 V  \ s =  0.
Denotamos por Ti o espaço de Hilbert real das sextuplas
W  =  {u '1 , lü-2, U '3 , W 4 , W 5 , W 6 }  
de funções escalares icz tais que
wi,w2,w3 E H 1 (f i) com wi |s =  W2\s =  ws | ç =  0, 
e w.4, Wõ , Wq E L o (O ).
O produto interno em Ti é dado por:
(w- f )o  =  / ((Vw»i, v/i)+ (V «72, V/2)+ (V 'í6'3, V f 3) +w4f 4 +  W5f 5 +  w6.fe)dx 
J n
onde / =  {/ i, /2, h ,  U ,  /õ, fe}-
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Em 7í definimos o operador não limitado A  :
A { w i , .... w q }  =  {w 4, W5, we, A w x  — qw4 — bwõ, A wo +  bic4 — üvjq, A w s  +  crwò }  
e o T>(A ) consiste dos elementos w  =  { w \ ,..., vjq } E Ti, tais que
Wi, W'2, u>s E H 2 (U) , W4, W5, wq E H l (Ú) e 
wi|s -  w2\s — W31  ^ =  W4 1g =  ^ I s  =  ^ l s  =  0
Lem a lo 0 domínio do operador A* coincide com 0 T>{A) e para, / =  {/1, / g }  E V {A * )  
A * f =  - { / 4, /õ, /e, A/i +  qf4 -  bf5 , A /2 +  ô/4 -  afe, A /3 +  a/õ}.
Prova:
Seja / =  {/ 1, f(s} um elemento qualquer de Ti. Este elemento pertencerá 
ao T>(A*) se existir um elemento g =  { g i , .... go} E Ti tal que para todo w =  {w\,..., Wq] E 
'D (A ) tem-se
(Aw, f )0 =  (w,g)0 (3.1)
Neste caso g é a imagem de A* aplicado a /, ou seja,
A * f  =  g-
Verifiquemos para quais / existe este elemento g.
A equação (3.1) deve ser válida para qualquer 10 E T>{A), logo será válida 
para w =  {u, 0,0,0,0,0} com u |s= 0, u E H 2 (í7), que é um elemento do V (A ) .  Assim 
teremos,
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Calculando o lado direito de (3.1) temos
(w,g)o =  0,0 ,0 ,0,0 }, {g i ,g 2,g3,d4,gs,g6})o
= I \7u.X7gidx.
Jq
Mas como g\ |s= 0 pois g € 'H temos
/ Vu.Vgidx  =  — / Au.gidx.
Jn J n




Au =  ip, u |s= 0 (3.3)
possui solução u 6 para qualquer tp 6 ^ ( í í ) .  Assim podemos escrever (3.2) como,
j  <p(fa +  gi)dx =  0
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e esta igualdade é válida para qualquer ip (E Portanto,
9 i =  ~ U -
Desde que G i í 1(í2) e g |s= 0 temos
f 4 e H 1 (ü )  e f 4 \s= 0 .
Assim encontramos a primeira componente de A*f ,  onde / G D ( A)  e mostramos que a 
quarta componente de / satisfaz as mesmas condições para pertencer ao D(A).
Seja agora o seguinte elemento do D  (A), w =  { 0, u, 0,0 ,0,0 }, com u |s= 
0, u € H 2 (O). Novamente teremos
Aw =  { 0,0 ,0 ,0 , Au, 0 }.
Da equação (3.1) obtemos,
ou seja,
I  A u .f5dx — / 'Vu.X/godx,
J n ' Jn
I A u .f5dx =  — Au.qodx.Jn Jn
e então
j  A u(fõ +g2)dx =  0.
Pelas mesmas razões apresentadas no caso anterior (quando w =  {u. 0, 0,0, 0,0 }) temos que
92 =  fõ
e
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fõ e H 1^ )  e /s |s= 0.
Analogamente se w — {0,0, u, 0, 0, 0} onde u é a solução do problema (3.3)
obtemos
93 — -  fõ, 
f 6 e H l (Q) e f 6 |s= 0.
Obtivemos até agora as componentes gy. go. gs de g e mostramos que as 
componentes de f  £ D (A *), /4,/õ,/e satisfazem as mesmas condições para pertencer ao
D (A ).
Considere agora w =  {0, 0, 0, u , 0, 0} 6 D  (A ). Logo
Aw — {u, 0,0, —qu, bu, 0}.
Substituindo conforme (3.1) temos
<{xí, 0,0, -qu ,bu ,0} , f ) o  =  ( { 0, 0 , 0 ,u, 0,0} , 5,)o-
e então
I  (V u .V f i  — quf4 + b u fõ )d x — ug4dx (3.4)
J n Jn
Como u € H 2 (Q) e /i |s= 0 então




/ ( -  A u f i  — quf4 +  bufe) dx =  / ug4dx, 
Jçi J n
ou
/ frAudx =  ( - q f 4 +  bf5 -  g4)udx 
Jo, Jn
O
para um arbitrário u G H “ (Q)n H l (íl) (ou para um arbitrário u G C'°°(íí)). Logo temos 
que
A/i G 1/2(0) e A/i =  bf5 -  ç/4 -  g4.
Mas f i  |s= 0. Da estimação elíptica temos
<c|!A/i||L2(r2).
Assim f i  G H 2 (Q,). Além disto,
94 =  -  A / !  -  q /4 +  ò /5.
Agora considere o elemento w =  { 0; 0, 0. 0. u, 0} para um arbitrário u £ 
H 2 (Q) fl H l (Tl). Então w G D (A )  e
Aw — { 0, u, 0, —bu, 0, au}.
Substituindo w em (3.1) temos
í  ( — Vw.V/2 — buf4 +  aufo)dx =  í  ug5dx. 
Jil J o
Utilizando a fórmula (w G /?2(0 ), /o |s= 0),




I ( — Au .V/2 — buj‘4 +  aufo^dx =  I ug^dx. 
Jn Jn
ou
f  foAudx =  f  (afe -  bf4 -  g5)udx, 
Jn Jn
que é válida para qualquer u 6  i í 2(í)) fl H 1 (íl). De forma similar ao caso anterior 
podemos concluir que
h  €
9õ =  - A /2 -  bf4a +  af6.
Analogamente, se considerarmos w =  {0, 0, 0,0, 0, u} temos
Aw  =  {0,0, u, 0 , —au, 0 }.
Substituindo em (-3.1) obtemos
/ ( -  Vw.V/3 -  auf5)dx =  / ug6dx, 
Jn » Jn
e então
I  fsAudx =  I  (-a/s -  ge)udx.
Assim
A/s € L 2( 0,) e A /3 =  afã -  g&-
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e portanto
f 3 e  H 2(n ) ,  f 3 U =  o.
96 =  -  A/a -  af5.
Como resultado final podemos concluir que D  (A ) =  D  (A*) e para / G
D ( A %
•A* / =  g =  {9l, 92, 93, 94,95,96}
{/4, f-o, /e, A/l +  qf4 -  bf5, A/o +  bf4 -  a/6, A /3 +  a/5}
□
Notamos que o operador A  é fechado, pois ele coincide com o operador 
adjunto de A * . Facilmente provamos que os operadores A  e A* são dissipativos, i.é., 
(Aw, w)0 <  0 para w G V (A ) e (A* f, f )0 <  0 para / G V (A * ) .  Seja w G T>(A) então
(Aw, iu)0 =  { { iv4, vjfj, Wfj. Awi — qw4 — bv'õ, A il '2 +  bw4 — aiu6.
AIU3 +aw 5} ,{w 1 , . . . ,w 6}} 0




= ■ /  «iJci
(Aw,w)o =  — / q\vM.\ dx < 0.
pois q(x) >  qo >  0.
Analogamente,
U V ,  /><, =  ({-/4, - f 5, -/e, -  A Ã  -  qf4 +  6/5, -  A/z -  Ô/4 +  a/s,
-  A /3 - a / 5}, { / ! , . . . , /6})o
=  f  (-< V / „  V/O -  (V/s, V/2) -  (V/e, v / s )-  
A / 1/4 -  9/4/4 +  6/5/4 ~  A/2/5 -  6/4/5 +  0/6./5
-  A/3/6 -  af~,fo^Jdx,
e como,
f  (V /4 .V/ 1  +  A f i f 4)dx =  0,
Jn
(V/5.V /2 +  A/2/5 =  0, 
/  (V/6.V/3 +  A/3/6)dT =  0,
Jn
então
(A* f , f ) o  =  -  j ^q\f4\2dx<0,
pois q(rc) >  ço >  0 .
Assim o operador .4 gera um semigrupo de contrações fortemente contínuo 
Í7(f), t >  0, conforme pode ser verificado pelo corolário do teorema 2.2 Como é sabido 
(veja teorema 2.1), U { t ) f  é fortemente diferenciável com respeito a í para / G T>(A) e
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Segue que se {u, v, iü: u\, v\, W\}  =  U (í) {/ i , • • •, f &}, então u, v,w  é uma solução do prob­
lema (1.1), além do mais ut =  U\,Vt =  V\ e wt =  W\.
Seja/ =  { / 1, . . . , / 6} 6  7í e f n =  { / f , - • •, f ? }  6 £>(.A), com
||/ — /n ||0 —> 0. Tal sequencia f n existe pois £*(^ 4.) é denso em 7í.
Então U ( t ) f n satisfaz a seguinte identidade:
f T / dty \
onde ® e L2(0 ,r ;B (X ) ) ,  * ,  e L 2(0,T ;H) ,  * (T )  =  0.
Dai facilmente obtemos
f T / dty \ 
l  (m ) f ' H )o +  =  - (/ , <P(0)>o
isto é, U ( t ) f  é a solução fraca em 7Y para o problema abstrato de Cauchy
wt =  Aw , w |t=0 =  /.
4 ESTABILIZAÇÃO
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O objetivo deste capítulo é provar que a energia dada por
E (t )  =  j  (|-ut |2 +  |Vu|2 +  h |2 +  ] V i f  +  \wt\2 +  |Vu;|2)  dx 
associada ao problema (1.6) tende a zero quando t —»■ oo.
Utilizaremos a seguinte notação :
I (u )  =  l^il2 +  |Vii|2, J (u ) =  2(t + t 0)ut +  2(V ip ,Vu )+ c(x)u
A  seguinte igualdade pode ser verificada por um cálculo direto,
[2(t +  t0)ut +  {V(p, V u )+c(x)u] ■ [utt -  Au  +  q(x)ut +  b(x)wt} +
[2(t +  t0)vt +  (Vip, V í;)+ c(x)i?] • [vu -  Av  -  b(x)ut +  a(x)wt]Jr 
[2(t +  t0)wt +  (Vip, Vw )+ c(x)w] ■ [wtt -  Aw  -  a(a-)^] =
d  (
—  | ( í+  í0) { I (u ) + I { v )  + I { W)) + 2 (V ip ,Vu)ut +  2(V ip ,Vv)vt +  2(Vip,Vw)wt
+ ^ c (x )qu 2 +  c(x) (uut +  vvt +  wwt) | -  (4.1)
d
-  —  { j ( u ) i i Xj +  J (v )vXj +  J(iv)wXj -  ipXj [$(u) +  $(t;) +  $(w) -  (u% +  Vt +  iv2)] } -
-  j —2 (í +  t0)q (x )u2 +  (<&(«) +  <&(?;) +  $(w))(Aí/? +  1 -  c (x ) )  +  (uj +  v2 +  w2) 
(1 -A < p  +  c (x )) -  2ipXkXj (uxkux . +  vxkvx . +  wXkwXj) -  2(Vip, Vu)b(x)vt -  2(Vip, Vu)
q{x)ut +  2(Vip, Vv)b (x )ut — 2(Vip, Vv)a(x)w t +  2(Vip, Vw )a (x )vt — c(x)(b(x)uvt
dc(x^ ) 'l
+b(x)vut +  a(x)vwt +  a(x)wvt)  -  {uux . + v v Xj +  vjwx . ) j ,
onde Kp — íf(x) e c — c(x) são funções escalares em íl, tQ é uma constante positiva, a =  
a(x), b =  b{x) e q — q(x) são funções positivas de C(Õ), V  =  (d/dxi, . . . ,  d/dxn) e {•, •} 
é o produto escalar usual em M n.
Sendo (u,v,w ) uma solução do problema (1.6) e integrando (4.1) sobre íl x (0 ,T ) obtemos
(T  +  t0)E (T )  -  t0E {0) +  / (2(fiXiuXiut +  2ipx.vXivt +  2<pXiwXiwt+
Jn
1 9 t = T
c(x)utu +  c(x )vtv +  c(x)wtw +  —cqu~)dx  ^ (4 .2)2
T
=  f  í  ~-(\Vu\2 +  \Vv\2+  \Vw\2)dSdt +  í  [  {Q}dxd,t 
J0 Js c,r Jo ./O
onde r é  o vetor unitário normal exterior a S e
Q Aip ( |Vu|J +  |Vü|- ~t~ |Vu;|- (ut +  vi -f-w;^)) 2<pXkX^ (uXkuXj +  vxkvx  ^ -\- wXkwXi')
-2(S7<p, Vu)b (x )vt -  2(^Jíp,Vu)q{x)ut +  2{V(p,Vv)b(x)ut -  2 (W , Vv)a (x )w t
d
+2(V<p,Vw)a(x)vt +  0^-((V<p,Vu ) +  (V<p, V v )  +  (V<p, V iu )).
Fazendo <p(x) =  const. e c(x) =  C , onde C  é uma constante temos,
Q =  - 2 (t +  t0)qu2 +  (1 -  C)(|Vu|2 +  |Vy|2 +  |Vk;|2)+  
(1 +  C ){u2 +  v 2 +  li;2) 4- Cbvut — Cbvtu +  Ca.wvt — Cawtv.
(4.3)
Vamos estimar a integral do lado direito de (4.2). Utilizando a seguinte desigualdade
algébrica
xy <  ex2 -f y2/e, c >  0,
podemos observar que
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f) Q  ^
Cbvut -  Cbvtu =  2Cbvut -  — (Cbuv) <  -  — {Cbuv) +  e\C\bv2 +  ~\C\but2 (4.4)
ot Ot e
$ $ 1 
Cawvt -  Cawtv =  2Cawvt -  — (Cawv) <  — — (Cavjv) +  e\C\aw2 +  -iC lavt2, (4.5)
Ot Ot £
onde e é uma constante positiva.
Desde que „ =  0 e v\q =  0, pela desigualdade de Poincaré temos
[ \v\2dx <  C (Q ) í \Vv\2dx, I \w\2dx < C (Ü ) f  \Vw\2dx. (4.6) 
Jn Jfi Jn Jn
Logo utilizando as desigualdades (4.4), (4.5) e (4.6), obtemos a seguinte estimativa para a 
integral de Q :
rj-1 rpj  J  Qdxdt <  j  ( - 2(í.+  to)qut2 +  (1 -  C)|Vu|2 +  (e|C|òC(íí) +  1 -  C)|V^|2
+  {e\C\aC{Q) +  1 — C)|Viüp +  ( l  +  CH—  |C|ò)wí2-f-(l+CH —  \C\(L)vt~ +  (1 -\-C)wt2^  dxdt-\-
(4.7)
+  J  {Cbuv +  Cawv)dx\t_ Q — j  {Cbuv +  Cawv)dx\t_ T .
Considere A  =  max{a{x)} e B =  max{b(x)} onde x £ Õ. Utilizando novamente a 
desigualdade algébrica 2xy <  x 2 + y 2 e a desigualdade de Poincaré temos
í  (Cbuv +  Cauw)dx <  -\C\B f  {u2 +  v2)dx +  ~\C\A f  {w2 +  v2)dx <  J n 2 Jn 2 Jn
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< l\C\{A +  B )C (Q ) I (|Vu|2 +  |Vv|2 +  |Vu f)dx <  i|C|(A +  B )C {Ü )E (0). (4.8)
2 Jç> ^
Utilizando (4.8) em (4.7) obtemos,
Jf j  Qdxdt <  |C|(A +  B )C (Q )£ (0 ) +  s: l {  ~ IwIí [2(í +  to)q — (1 +  C  +  -|C|ò]
+(1 +  C  H—j|C,jo),y2 +  (1 +  C)w2 -f- (1 — C ) (Vwp-f- (4.9)
(e|C|C(0)ò +  1 -  C )|Vr|2 +  (e\C\C(Q)a+ 1 -  C)\Viv\2}dxdt.
Agora fazendo C — 2 e e  =  1/(2 (a +  b)C{Vl)) temos
e\C\CKl)b +  1 -  C  = ---- ——r < 0,
a +b
e\C\C(ü)a +  1 - C  = ---- b-—  <  0,
' 1 v J a + b
1 - C  =  - 1  <0 .
E de (4.9) com estas últimas desigualdades obtemos:
J J Qdxdt < 2 (A  +  B )C (Q ,)E (0) +  £ { - \ u t\2 [2 {t +  t0)q 
- (3  +  4 C{ü)b(a +  6))1 +  (3 +  4 C(Q)a(a  +  b))v2 +  3 iu2}dxdt. (4.10)
Vamos estimar os termos que aparecem v2 e w2 em função de u2. Para isto considere agora
a seguinte identidade
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vt{uu -  Au  +  qut +  bvt) +  ut (vtt -  Av  -  but +  awt)+
wt (vtt -  Av  -  but +  awt ) +  vt (wtt -  Aw -  avt) =
~ ( v tut +  wtvt +  V u V v  +  VwVt?)— 
d
~Q^ ~.'VtUxi ^~UtvXi +  wtVx7 +VtWXi) —
-(b\ut\2 — a|'u;í|2 — (b — a) \vt \2 +  (b — a)utwt — qutvt )
Integrando obtemos a seguinte identidade((w,u,tu) é uma solução do problema (1.6))
/ / (a|tí’í |2 +  (b — a)\vt \2)dxdt =  I  (  (b\ut \2 +  (6 -  a)utwt -  qutvt)dxdt+ 
Jo Jn Jo Jn
I  (utvt +  vtwt +  V u V v  +  VvVtij)dx 
Jn
Assumindo que b(x) >  a(x) para todo x £ Ü então
t4-11)
t = T
i/7 \ - 1 , ,o 1 (b — a)2 , l9 
\ (b -a )u twt\ <  ra|«7t|-+ ------— K f  e
1 1 o2 ( U 2 )  I - í u tv,\ <  - ( 6 - a ) b t |2 +  - ^ - ^ K | 2,
e através da desigualdade algébrica 2xy <  x2 +  y2 facilmente obtemos,
r t=o
I  (utv-i +  vtv't +  VuVv  +  VvVw)dx ^ <  2E(0). (4-13)
Desta forma utilizando (4.12) e (4.13) em (4.11) chegamos a seguinte estimativa,
f  (a\wt \2 +  (b -  a)\vt\2)dxdt <  4£/(0) +  / í ( '2 b + —— —  +  77^ — A\ut \2dxdt.
n J o J n v a (o-a)J
(4.14)
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Seja ci =  m in{a (x ),b (x ) — a (x )}, x £ íl. (c\ >  0)
Estimamos a seguir os termos de (4.10) em que aperecem v2 e w2, utilizando (4.14)
jP
í  f  (3 +  4aC (ü )(a  +  6) ) |i?t |2 +  3\wt \2dxdt
J o J Q
•T< (3 + 4C (Q )A (A  +  B)) I  f  (\vt \2 + \wt \2)dxdt
Jo Jn
< í(i ± i d £ ( ^ M ± B )  Í T f  (Cl + Cl|^P)£terií
ci ' 7o Jn
rTs  ^3 +  4 C (íi)^ (A  +  J?)  ^ j j a[wtf + ( b _ a ) M l )dxdt
3 +  4C(S1)A(^4+_B)^4B j0j +<
Cl
f -  í  3+ ^ ) 1^ % ^ ^ ) ;  +
Jo in  Cl V a (6 - a )/
Assim utilizando este resultado na estimação da integral de Q em (4.10) temos, 
£  j  Q dxdt <  (2 (A  +  B )C (Ü )  +  3 +  ~ - C(^  (4 ± ^ )  4)  E {0)
T
+  L  l  ^ l“<!2{ 2(í + t » ) « _  [3 +  46C(íi)(o +  ») +
L f 4 g g ) (d + B) (2b + è z s H  + « ! _ ) ]  W
Ci V a (ò — a) J J j
< (2  (A  +  B )C (0 )  +  3 +  4C^ A ^4 +  - ) )4£;(Q) =  C£(0 )
para í >  0 se
í o -  é : { 3 + 4 B C ; ( n ) ( A + B ) + ' i + ( A + B )  m a x ' { 2 6 + y " i r L + ( 6 - a ) }
(à ~  «)S
ò  a
(4.15)
=  T— -L o-
onde o máximo é tomado com x variando em O e q± =  rn in {q (x )}, x £ O.
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Voltando então a (4.2) e usando (4.15) obtemos (se t0 >  T0)
(T  +  t0)E (t )  <  (t0 +  C )E {0) 4- / (2uut +  2vvt +  2wwt +  qu2)dx
Jn
t= T  
t= o  ’
Mas
í  2uut <  f  (\ut\2 +  \u\2)dx <
Jn Jn< í {\ut\2+C{ü)\Vu\2)dx <{1 + C(Ü)) I (M2 + lVu|2)dz 
Jn J n
í  2vvtdx <  (1 +  C (Q )) [  (|^|2 +  |V*;j2)Ær,
J O Jci
í  2wwtdx <  (1 +  G (ü ) )  f  ( |it’/.í2 +  |Vw|2)dx,
Jn Jn
í  qu2dx <  qC(ft) í  |Vu|2(ir <  qC(Cl) í  (jwt|2 +  \Vu\2)dx.
Jn Jn Jn




(2 uut +  2 vvt +  2 wwt +  qu")dx <  2(1 +  C (íl)  +  qC (f l ) )E (0 )  =  C\E{ 0).
Finalmente obtemos a estimativa
(T  +  t0)E (T )  < { t 0 +  C  +  C 1 )E {0) =  C0E {0),
ou seja
E (T )  <  ~ ^ - E ( 0) VT >  0 {t0 > T 0)
J. r t o
Chegamos desta forma à seguinte afirmação
Teorem a 4o 1 Sejam q,a e b funções escalares contínuas definidas sobre um domínio lim­
itado Q tal que q(x) >  qa >  0, b(x) >  a(x) >  a0 >  0. Então para todo f  =  { / l5 • • •, f 6} E
n , t >  o
i r n m l  < ^  ii/iio (4.16)
com tQ > T 0.
Demonstração :
*
Aproximamos um elemento arbitrário f  E 7~L na norma de H  por f n =  
e V {A )  Então
fazendo n —> 00, obtemos (4.16). □
Corolário U(t) leva 0 espaço 7í nele mesmo e
||kr(2)||-H_i.'H <
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Neste capítulo utilizamos a estimativa do teorema 4.1 para provar a con- 
trolabilidade exata do problema (1.8). Vamos inicialmente apresentar a idéia geral que 
utilizamos para solucionar esta questão . Considere o problema:
ütt -  Aü  +  b(x)vt +  qüt =  0, 
vtt — — b(x)üt +  a.(x)wt =  0 ,
Wtt ~  A t i -  a(x)vt =  0,
1 ~ „ í5-1) 
Ü |í—0 =  <Pl, V |í=0 =  (p2i w |i=0=  <^ 3?
Uf jt=0 — ^4j^t |í=0 =  jí=0 ~  9^ 6;
k Ü  \s =  V \ s =  w ) | s =  0.
onde (<pi, tp2, V'òi P^a-, Ve) é um elemento arbitrário de Ti.
Seja ü,v,w  uma solução de (5.1) e
=  ü  |t = T i  ^ 2  =  v  |t=T-, ^ 3  =  w  \t= T  
^ 4  =  Ut | í=T i * 5  =  V t |t=T-, ^ 6  =  Uh |t = T  ■
Considere também o seguinte problema:
U t t~  A U  +  b(x)Vt -  qUt =  0 , 
V tt - A V -  b(x)Ut +  a (x )W t =  0, 
Wtt -  A W  -  a(x)Vt =  0,
jj It = T  =  ^1 — 9l, V  |t = T  — ^2 — 92, W' \t=T=  ^3 ~  g3, 
U t  It - T  =  ^ 4  -  94-, V t It.=T =  ^ 5  -  9õ, W t It = T  =  $ 6  -  96, 
, U \ s = V \ s =  W\s =  0.
Solucionamos este problema para 0 <  t < T .  Sejam então as seguintes funções
u =  ü — U, v — v — V. to - Cu — W.
Então u, v ,  w  satisfazem o sistema,
' utt -  Au +  b(x)vt =  - q (ü t +  Ut) 
vtt — Av — b(x)ut +  a(x)wt =  0 
„ wtt ~  Atu — a(x )vt =  0
Além disto temos que
u \s= v |s= w |s= 0, 
u lt - T  — 9 l ,  v \t=T  =  92, w \ t=T  =  93,
U t \t=T =  94, V t \t=T =  9ò , w\ t = T  =  9&-
Nosso objetivo é solucionar o problema de controle:
Dados {/ i , . . . ,  /e} e {g\y. . . ,  qq}, achar p ( x ,  i) tal que a solução do problema
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' utt -  Au +  bvt = p  
Vtt ~  A ’?.’ — bvt +  owt — 0 
wtt — A»? — avt =  0.
. , 1  ___  f  „ , |  ___  f  . , , 1  f
u - | t = 0  —  J Í 5  “ \ t = Q  —  J 2 i  « ■ ' | t = 0  —  J3-,
Wijt=:0 =  J4- jt—0 =  fõ: jí=0 =  f&t 
U js— v js=  w js=  0
satisfa:
''\*=T =  9 l i  v \ t =T  = 3 2 ,  w \ t = T  = 3 37t.
'ti.j. I x_n a 'i 'j. .— 1«— j 1 117/^ 1^ _nr* nu íl-  _rn fio7 - ' t \ v — 1  CJ  o  * ^  ) 0 — ±  u  *
Logo para p =  —q(üi — U-t) a solução de (5.3) satisfaz as equações diferenciais parciais do 
problema acima e as condições em t =  T .
Em t =  0 a solução de (5.3) satisfaz,
?/.L_n - {Q-\ — TT\*—n 7?L_n (Oo — Ul-*_ri ?/?L_r» =  .í/?o — _ri
—  j o —  \j T  -»■ ^  1 v— w  ? ~  j i /  —  v /  T ^  I v — w  7 | o-—\j T~ * * j «/ — \ J  7
T/.-i I ±_n "— CO a ~— TIj. I-»—n I ^ _n — — T/j. l-t_n ?/)-»I.»_n - (/7c — T'T/ I.*_n1 i . — u  T  *± — u  5 í. | t — w  r  - t- | c-— t  | í — \ j  T  O  r  ■ | t — w :
onde {v?i,. . . ,  <^ q} é arbitrário e £7, T/ IU dependem de ü, v, w (e por conseguinte dependem 
de <^i,. . . ,  (fo). Obviamente U. V  W  dependem de (p i,. . . ,  íp§ por meio do operador linear 
U * (T )U (T )  onde U{t) ê o semigrupo definido no capítulo 3.
Usando o resultado da estabilização uniforme do capítulo anterior, mostra­
mos que este operador tem norma <  1. Isto nos permitirá encontrar i f\.... ,  íOq tal que
(/Oi — U\±_i"i f-í . — VH-t_n =  fr* tno W\*_ri fo
T i-  I L —\j T  ' I t -  —  w  J  r « - >  1 1 -— u  « / « J  7
ina — [;rjL_n =  f* inV  ** 6 I <---w T" -  M/L_n =  4T " u  '  '  i *>— v  v i *
Apresentamos a seguir a prova da controlabilidade exata.
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5o2 Demonstração do teorema da controlabilidade
Em Ü X (0, T )  considere o sistema
' Utt -  A u +  b{x)vt =  p(x, t),
vtt -  Av -  b(x)ut +  a(x)iut =  0,
wu -  A w -  a(x)vt =  0,
I . / (5'4)u |í=0 =  V |t=o =  f 2 (x), W |í=0=  /3(.t),
ut |t=0 =  f 4{x),Vt |í=0 =  fõ{x), Wt |í=0 =  f 6(x),
, u\s =  v |s =  W !s =  0, 
e assuma as seguintes condições :
q, a, e b E C  (Q) e q(x) >  qa >  0, a(x) >  a0 >  0, b(x) >  ba >  0.
Nosso objetivo é encontrar uma função p (x ,t )  tal que a solução de (5.4) satisfaz
{u, v, w, ut, vt,Wt}\t=T =  g{x)
para um arbitrário g =  {g\, 9a, Çõ,.9q} € H  com T  >  t\.
Seja U(t) o semigrupo definido no capítulo 3 e considere a seguinte equação em Tí
z - i r ( T ) U { T ) z  =  f - i r ( T ) g .
O operador Q(T) =  U * (T )U (T )  leva 7í nele mesmo e ||£7(T)|j <  1 para T  >  t\. Assim 
conforme vimos no item 2 do capítulo 2 podemos solucionar esta equação para qualquer / 
e g G Ti e
H „ < c (||/||0 + M„).
Seja então z =  ( I  — £ ( r ) ) _1(/ — U *(T )g ). Desta forma definimos a função V(x,  t) como: 
V(x,  t ) =  U (t)z  — U * (T  — t ) ( U (T )z  — g) =  {u, v, w, u\, v i , w\} — {ü, v, w. , v i , w\}.
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Logo
V(x, 0) =  f ( x )  e V ( x yT ) = g ( x ) .
Observamos também que
f T ( \
I  \SU {t )z ' +  (U ( t )z . ,A * * )o)d t  =  0,
T
j f  { { V ( T  -  t ) ( U ( T ) z  -  g) ,  +  ( U ’ ( T  -  t ) ( U ( T ) z  -  g), - M ) ^ d t  =  0,
para todo W 6 £ 2(0, T] 2?(«4.)), £ Z/2(0,T ;7í), ^ (0 ) =  \I/(T) =  0 (como sabemos 
V (A )  =  X>(-4*)) e
< tf(í)* ,.A *¥ )o- ( l7 * ( r  -  t ) (U (T )z  -  g ) , - A * ) 0 
=  (V(x,  t), { - $ 4, - ç 5, - t f  6, -  A ® ! +  Òtf 5 , - A ^2 -  bV4 +  0^6, - A $ 3  -  a tfõ} ) o-
-  ( { 0 , 0 , 0 ,  q ( u i  +  M l ) ,  0 ,  0 } ,  t f } 0 .
Com estas identidades obtemos
f T / \ f T
i  { ( n ^ t ) , — ) a + {V (x , t ) ,B '< i ' )„ )d t  =  Ja {V ,<S )d t ,
onde V  — { 0,0 ,0 ,9(u i+ ü i ) ,0 ,0 }  , V ( B ) = V { B * )  = t> {A ),  e
#* {^ ’1, '02, 03, '04, '05, ^ 6 }  =  • • • , '06 }
=  - {$ 4 , ®5, ^ 6, A $1 -  &WÕ, A ^2  +  ô®4 -  0^ 6, AW3 +  atfõ}.
Assim V(x , t )  é a solução fraca do problema (1.3) com
p (x ,t ) =  - q ( x ) (u 1 +  ü\) e L 2(Ü  x (0 , T ) ,
M Í 2(n x (o ,T ) j  ^  c ( l l/ l lo2 +  Ib l lo2).-
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Chegamos então ao seguinte teorema:
Teorema 5d Seja q, a e b funções escalares contínuas definidas sobre um domínio limitado 
Õ tal que q(x) >  qa >  0, b(x) >  a(x) >  aQ >  0. Então para qualquer T  >  í 1? qualquer 
dado inicial / =  { f x, ■ ■ ■, /6}  € H  e qualquer g =  {gi , - - - , go}  € existe um controle 
p(x, t )  € Z,2(fi x (0 ,T )) tal que a solução do problema (5.4) satisfaz
{ u , v , w , u t , v t , w t } \ t = T  =  íK ^ ' )
e além disto
I M L ( o x(0, t ) ) < C (||/||<>2 +  M o2).
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