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a b s t r a c t
Comparison and classiﬁcation of organisms based on molecular data is an important task of computa-
tional biology, since at least parts of DNA sequences for many organisms are available. Unfortunately,
methods for comparison are computationally very demanding, suitable only for short sequences. In this
paper, we focus on the redundancy of genetic information stored in DNA sequences. We proposed rules
for downsampling of DNA signals of cumulated phase. According to the length of an original sequence,
we are able to signiﬁcantly reduce the amount of data with only slight loss of original information.
Dyadic wavelet transform was chosen for fast downsampling with minimum inﬂuence on signal shape
carrying the biological information. We proved the usability of such new short signals by measuring
percentage deviation of pairs of original and downsampled signals while maintaining spectral power of
signals. Minimal loss of biological information was proved by measuring the Robinson–Foulds distance
between pairs of phylogenetic trees reconstructed from the original and downsampled signals. The
preservation of inter-species and intra-species information makes these signals suitable for fast
sequence identiﬁcation as well as for more detailed phylogeny reconstruction.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Current DNA, RNA and protein sequence comparison is done
especially by character-processing techniques [1]. Multiple
sequence alignments and the complexity of the character-based
methods (e.g. Maximum Likelihood) limit their use to small
dataset [2] only. They do not meet today's requirements for
processing of large amount of data produced by increasingly
cheaper sequencing technologies [3]. It is caused by character-
based representation in which we are not able to extract impor-
tant information for example for auxiliary alignment during
multiple sequence alignment of very long sequences or to provide
pilot alignment of reads during a de novo assembly process. A
different way of how to treat the data is a bioinformatic sub-
discipline called genomic signal processing [4]. Character-based
representation (A, C, G, and T for nucleotides of DNA) can show
only point differences between sequences and it is hard to be read
by the human eye. The ﬁrst signal representations of DNA
sequences began to appear right with the onset of Sanger's
sequencing to show sequence features in the larger scale than
only point mutations and to visualize the information for a human
eye [5]. Last decade showed that different genomic signals are
usable not only for visualization but also for solving various
bioinformatic tasks e.g. organism comparison, sequence align-
ment, gene prediction etc. [6,7] making genomic signal processing
part of bioinformatics that is developing very rapidly. Just in the
last few months, numerous new signal representations for DNA
[8–11] as well as for protein sequences were described [12,13]. The
latest results show that genomic signal processing is not only a
full-ﬂedged alternative for character based methods but it can
even provide analyses that are unable to be done by character-
processing techniques e.g. fast whole-genome comparison [14] or
construction of guiding tree for multiple sequence alignment.
Genomic signal processing techniques for phylogeny recon-
struction and sequence comparison can be divided into two
groups. The ﬁrst group of “alignment-free” methods differs sub-
stantially from the character based methods. Sequences are
compared in pairs according to the difference in characteristic
attributes e.g. frequencies of k-mers [15,16] or by using signal
processing techniques e.g. Fourier transform (FT) for spectral
analysis or dyadic wavelet transform (DWT) for revealing periodi-
cities in DNA [17–19]. Although this approach allows fast long
sequence comparison, it suffers from inability to evaluate local
differences because the resulting similarity is always global. The
second group of “alignment-dependent” methods can compare
local differences. Algorithm for pairwise alignment using dynamic
time warping (DTW) was described recently [20]. Although these
techniques have the same complexity as the corresponding
character-based methods, they have an advantage over them by
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possibility of processing compressed data. Sampling rate of a
character sequence is given by a number of the characters and it
cannot be reduced, because dropping of character would change a
nature of a sequence. Genomic signals can be signiﬁcantly down-
sampled without a negative effect on the result of an alignment
and a similarity measure, as proved in [14,20]. However, no rule
for genomic signal downsampling was given. In this paper, we
examined fast algorithm for signal decimation using dyadic
wavelet transform (DWT). By measuring information loss accord-
ing to the level of decimation for sequences of various lengths, we
were able to set the rule for downsampling the signal depending
on the length of the original sequence. The rule was also veriﬁed
for loss of biological information using phylogenetic trees. We
measured Robinson–Foulds distance of phylogenetic trees recon-
structed from original data and downsampled signals. Thus, using
computationally undemanding algorithm for downsampling, we
are able to reduce the amount of data provided to signal alignment
which is computationally demanding NP-hard (non-deterministic
polynomial-time hard) problem [21].
2. Materials and methods
2.1. Test dataset
To examine the possibility of genomic signal downsampling we
used a set of 420 sequences divided into 7 groups each of 60
sequences according to their lengths. The shortest sequences of
cytochrome c oxidase I (COX1) genes of eukaryotes, commonly
used as short barcode sequence for identiﬁcation of organisms
[22], were obtained from Boldsystems database (http://www.
boldsystems.org/). Other sequences containing 16S rRNA and
complete ACTA1 genes of eukaryotes, whole mitochondrial gen-
omes of eukaryotes, whole genomes of viruses, whole bacterial
plasmids and whole bacterial genomes were obtained from
GenBank database at NCBI (http://www.ncbi.nlm.nih.gov/gen
bank/). First two groups contains only coding sequences, other
groups contains both, coding and non-coding DNA. Unlike COX1
and 16S rRNA, eukaryotic ACTA1 genes consist of exons and
introns. The summary of sequences is given in Table 1.
For the biological validation, we used another 2 smaller sets of
whole mitochondrial genomes of eukaryotes and whole bacterial
genomes obtained from GenBank database. Accession numbers of
these sequences are mentioned in Fig. 5.
2.2. Genomic signal
Downsampling techniques are applicable to “alignment depen-
dent” methods. However, not all of the signal representations are
suitable for fast comparison equally. Various signals e.g. Z curve
[23], DNA walks [24–26] or phase visualizations [27] differ in
dimensionality, primary feature representation or species speciﬁ-
city. We used cumulated phase signal representation for several
purposes [27], because its’ 1D nature makes it very suitable for
alignment and easy to compute with. Also it preserves appropriate
features in the large scale and after massive downsampling [14].
Sequence conversion is done by projection of nucleotides in the
complex plane in the manner such that appropriate complex
numbers maintain information on nucleotides' chemical similari-
ties: A [1,j], C [1, j], G [1,j], T [1, j]. Using trigonometric
functions, we are able to calculate the phase of these four numbers:
{ϕA, ϕC, ϕG, ϕT}¼{π/4,3π/4,3π/4,π/4}. The signal form of a
sequence is done by cumulating of nucleotides' phase numbers
along the sequence [28]. In case of RNA sequences, we treat U as T.
This 1D signal is similar to other biological 1D signals e.g. ECG,
EEG signals, and can be processed by similar tools, e.g. FT, DWT of
DTW. However, several differences can be found. Sampling rate fs of
cumulated phase is given by the length of the sequence not by a
sensing device. Spectral analysis provided by discrete Fourier trans-
form (DFT) can show possibilities of downsampling by revealing
frequency bands carrying the main information. To be able to
perform DFT, the signal has to be periodic. The cumulated phase is
deﬁned at interval 〈1, N〉, where N is number of nucleotides in the
sequence, which could be taken as one period of signal on
(1,þ1). Discrete spectrum F (k) in the frequency domain has
the same length as the signal:
DFT f nð Þ ¼ F kð Þ ¼
XN
n ¼ 1
f nð Þe jkΩnT ; ð1Þ
2.3. Signal analysis
Sampling rate equal to the sequence length makes direct
downsampling problematic for longer sequences, because it
increases demands on the antialiasing ﬁlter, mainly in terms of
length of impulse response. We proposed fast and simple solution
based on dyadic wavelet transform (DWT) [14]. However DWT has
been previously used for revealing periodicities in DNA [29], it has
not been used for DNA signal downsampling to extract large scale
feature of cumulated phase signal. Using the relation between
correlation and convolution, we can deﬁne dyadic wavelet trans-
form for genomic signal as discrete convolution:
ym nð Þ ¼
X1
i ¼ 1
x ið Þhm 2mn i
 ¼
X1
i ¼ 1
hm ið Þx 2mn i
 
; ð2Þ
which represents signal decomposition by a bank of discrete
octave ﬁlters with impulse responses hm(n) [30]. Then the sam-
pling frequency of signal ym(n) on output of mth ﬁlter is 2m times
lower than the sampling rate fs of the input signal x(n). Using the
Haar wavelets standing for 2 ﬁlters, with short impulse responses
hh(n)¼{0.7071; 0.7071} and hd(n)¼{0.7071; 0.7071}, makes
downsampling very fast. Such a short impulse response also
minimalizes delays that may affect the signal shape in an inap-
propriate way, e.g. rounding peaks, original shape deformation.
The preservation of signal information was measured as per-
centage root-mean-square difference (PRD) between the original
and the downsampled signal that was again resampled to the
initial sampling rate:
PRD¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Pn
i ¼ 1
x0 ið Þxr ið Þð Þ2
Pn
i ¼ 1
x0 ið Þx0ð Þ2
vuuuuuut U100%; ð3Þ
Table 1
The speciﬁcation of test sequences.
1 2 3 4 5 6 7
Sequence COX1 16S rRNA ACTA1 Whole mtDNA Whole genome Whole plasmid Whole genome
Taxa Eukaryotes Eukaryotes Eukaryotes Eukaryotes Virus Bacteria Bacteria
Average length [bp] 652 1 441 2859 16,335 28,962 383,646 3,830,130
Standard deviation [bp] 2 300 1064 981 1620 141,706 1,708,995
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where x0 stands for original signal and xr for signal that was
resampled to the original sampling rate by inverse DWT with lost
bands replaced by zero vectors, both of length n. This value better
represents the biological information that signals carry than
measuring loss in the power spectrum as proposed in [20],
because it takes into account both, nucleotide changes as well as
large scale feature of a signal. Moreover, the overall spectral
energy can be preserved using normalizing constant 2m/2 for
the output of mth ﬁlter in DWT.
3. Results
3.1. Spectral analysis
From the deﬁnition of the cumulated phase, the signal always
begins by zero phase. In combination with its speciﬁc large scale
feature, the mean value of the signal is non-zero. This means that
Fourier spectrum (1) of the signal contains direct component (DC).
However this component depends on the length and the size of
the signal, it does not carry any information. DC is always affected
by multiplicative effect caused by downsampling with DWT and
by summing effect caused by signal alignment with dynamic time
warping. This component can be eliminated by setting the mean
value of the signal to zero, as shown in Fig. 1a and b. By
eliminating DC, we are able to measure PRD depending on the
level of decomposition of DWT while maintaining the power
spectrum of the signal. Long genomic signals are suitable for
downsampling because cumulated phase has a tendency to
produce slow trend, thus it cumulates genetic information at a
low frequency. The main information for short signals is also
carried by low frequencies, as shown in Fig. 1c–e. On the other
hand, their low frequency band is longer relative to the entire
spectrum in comparison with long signals. Thus, the short signals
are also suitable for downsampling, but with lower decimation
factor.
3.2. Signal downsampling
Complexity of dyadic wavelet transform (2) due to the length of
the sequence n is linear (O(nm)) making the algorithm fast.
Maximum level of decomposition depends on the length of the
original signal. When value of 2m, where m is level of decomposi-
tion, reaches the length of the original signal, the downsampled
signal is represented by only one sample. PRD dependency of
tested signals on the degree of decomposition with error bars
along the curves is shown in Fig. 2. The dependence of both PRD
mean value as well as its standard deviation seems to be quadratic.
For every group Pearson's correlation coefﬁcient r between test
data and predicted values by corresponding quadratic function
satisﬁes the condition r40.9. For all levels of decomposition, at
least 99,9% of spectral energy of the original signal was preserved.
The preservation of the reasonable amount of information
depends on the length of the original sequence. For every group
of the test sequences, the threshold can be found.
3.3. Setting the rule
Since the PRD dependency shows quadratic character, we set
maximum level of decomposition for the signals in manner to
prevent mean value of PRD exceeds 1%. With every another
decomposition the loss of information increases greatly. Maximum
levels of decomposition for average PRD value below 1% are
marked with a blue arrow in Fig. 2. Allowed levels of decomposi-
tion and average length of downsampled signals are shown in
Table 2. For COX1 and 16S rRNA sequences, no downsampling is
possible to maintain PRD below 1%.
For setting degree of decomposition from Table 2, PRD value for
different signals can vary greatly. However most PRD values are
located below 1%, extremes can be found as shown in Fig. 3. For
the ﬁrst two groups, no PRD statistics can be given, since no
downsampling was possible. In other groups, maximum PRD
values exceed the value of 1% since signals can have various
lengths. On the other hand, also in these groups majority of PRD
values lay below 1%.
A representative for each group of test dataset was taken to
show comparison of original signal with its downsampled version.
For each group, level of decomposition set in Table 2 was used.
Because both, the length and the amplitude of the original and
downsampled signals differ, the values were normalized to show
the overlap of the signals (Fig. 4).
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Fig. 1. Cumulated phase signals (a) without direct component picked from the dataset (b) detail of 3 shortest signals, Fourier spectrum up to fs/2 and zoomed part of
spectrum for (c) COX1 (d) 16S rRNA and (e) ACTA1 signals.
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For biological validation of proposed loss of information, we
used 2 smaller sets of previously unused sequences for phyloge-
netic analysis based on downsampled signals. The results of
phylogeny for downsampled signals processed by method pro-
posed in [14] are represented as cladograms shown in Fig. 5.
Cladograms for group of mitochondrial sequences (c) are the same
as cladogram provided by the ClustalW character based method
[31] until 5th level of decomposition by DWT according to
Robinson–Foulds distance [32] for comparing of phylogenetic
trees, while cladograms of signals with PRD value above 1% show
changes in one or more nodes. Sequences of whole bacterial
genomes are too long to be processed by character-based methods
due to its time and space complexity. Downsampled signal can be
processed down to level 8 of decomposition. From level 8 to 13 of
decomposition cladograms (d) are the same showing individual
clusters of Bacilli (black), Betaproteobacteria (red), Gammaproteo-
bacteria (green) and Thermococci (blue). With every other level of
decomposition, thus PRD value higher than 1%, cladograms start to
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Fig. 2. Percentage root-mean-square differences (blue) with their standard deviations (red) as a function of degree of decomposition for (a) COX1 (b) 16S rRNA (c) ACTA1
(d) whole mtDNA (e) whole virus genome (f) whole plasmid genome (g) whole bacterial genome datasets. Blue arrows show maximum levels of decomposition for average
PRD value below 1%. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 2
Downsampling threshold set for individual groups of test sequences and average lengths of sequences after downsampling.
1 2 3 4 5 6 7
Sequence COX1 16S rRNA ACTA1 Whole mtDNA Whole viral genome Whole bacterial plasmid Whole bacterial genome
Level of decomposition 0 0 1 5 5 8 12
Average length after DWT [] 652 1441 715 256 453 750 935
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differ in one or more nodes. For set level of decomposition
according to PRD value, computational time (Intel Core i5,
3.2 GHz) is several times lower than for original signals as shown
in Fig. 5a and b.
We found the relationship between the length of the original
signal and decimation factor, while maintaining the 1% PRD, to be
linear (see Fig. 6a) given by the equation:
decf ¼ 0:0011Un; ð4Þ
where decf is decimation factor and n is the length of the original
sequence. A linearity can be conﬁrmed by sufﬁciently high
Pearson's correlation coefﬁcient (r40.99) between test data and
predicted values. For our data and predicted function, we get
r¼0.9992. Using DWT transform for decimation, simple log2
function can be used to get level of decomposition of DWT
corresponding to the decimation factor. Decimation factor function
and its deviations from the test dataset is shown in Fig. 6.
Lengths of downsampled signals ndownsampled can be computed
as:
ndownsampled ¼
n
decf
¼ n
0:0011n
¼ 1
0:0011
ﬃ909; ð5Þ
where n is the length of the original signal and decf is the
decimation factor. The equation shows that average length of
downsampled signals depends only on selected PRD value. Thus,
average length of downsampled signals, while maintaining the 1%
PRD, is always 909 samples.
Due to the quadratic PRD dependency on the decimation factor,
we consider 1% PRD as suitable threshold. We also validated this
value with following phylogenetic analysis. On the other hand,
accuracy requirements may vary among different applications.
Examples of suitable decimation factor according to the sequence
length and PRD value are shown in Table 3. For usability of DWT,
values are rounded to the nearest integer powers of 2, so they
represent level of decomposition by DWT. Cases for which down-
sampling is not available are marked as N/A.
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4. Conclusion
Genomic signal processing is a bioinformatics sub-discipline
that is undergoing rapid development at the moment. Lots of new
genomic signal representations were described recently, as well as
techniques for their processing. The greatest advantage of the
genomic signal alignment-dependent methods over the standard
character based methods is possibility of processing data treated
by lossy compression. In the paper, we examined the redundancy
of the genetic information carried by genomic signal. By proces-
sing large dataset of sequences of different lengths obtained from
Boldsystems and GenBank databases, we were able to set the rule
for maximum possible genomic signal downsampling ratio
according to the length of an original DNA sequence. To
validate the rule, we provided phylogenetic analysis on
another sets of eukaryotic and prokaryotic sequences that
were not used for setting the rule.
The bioinformatic comparison of a set of sequences is based on
multiple sequence alignment which is NP-complete problem with
exponential complexity O(ns), where n is the length of the
alignment and s is the number of sequences in alignment. Because
no polynomial solution can be found, the only way how to reduce
computational time for the same set of sequences is to reduce the
length of sequences. Using very fast DWT algorithm which com-
plexity is O(nm), where n is the length of the sequence and m is
DWT degree of decomposition, reduce computational operations
for alignment 2ms times. With this reduction of genomic signals, it
is now possible to conduct an extensive comparative analysis that
would not be realizable by conventional techniques, e.g. for test
group of bacterial genomes, the computational time is reduced
approximately 10216 times. For analysis done using conventional
techniques, the reduction is also signiﬁcant. For test group of
ACTA1 genes, the computational time is reduced approximately
1018 times. This reduction of computational demands is possible
due to the large redundancy of genomic sequences, hence signals.
However fast algorithm for genomic signals decimation was
proposed recently, no general rule for downsampling of sequences
of various lengths was given.
0 2 4 6 8 10 12 14
0
200
400
600
800
tim
e
[s
ec
]
level of decomposition
1 3 5 7 9 11
0
6
12
18
6 8 10 12 14 16 18 20 22
0
0.5
1
1.5
2
x 104
tim
e
[s
ec
]
level of decomposition
9 11 13 15 17 19
0
6
12
18
24
NC_004448 Alligator sinensis
NC_001922 Alligator mississip.
NC_013978 Columba livia
NC_001323 Gallus gallus
NC_001665 Rattus norvegicus
NC_023122 Pteropus alecto
NC_011120 Gorilla gorilla
NC_012920 Homo sapiens
NC_004593 Esox lucius
NC_001804 Latimeria chalumnae
NC_008530 ATCC 33323L. gasseri
NC_014106 ST1L. crispatus
NC_008526 ATCC 334L. casei
NC_011992 TPSYA. ebreus
NC_011662 . MZ1TThauera sp
NC_002929 TohamaIB. pertussis
NC_010554 HI4320P.mirabilis
NC_000913 str.K -12 MG1655E. coli
NC_015761 NCTC 12419S. bongori
NC_003197 str. LT2S. enterica
NC_003198 str. CT18S. enterica
CP003685 COM1P. furiosus
NC_012804 EJ3T. gammatolerans
NC_015865 4557Thermococcus sp.
Fig. 5. Computational time and Robinson–Foulds distance for set of (a) whole mitochondrial genomes of eukaryotes and (b) whole bacterial genomes. Phylogenetic trees of
downsampled signals for (c) whole mitochondrial genomes of eukaryotes and (d) whole bacterial genomes. (For interpretation of the references to color in this ﬁgure, the
reader is referred to the web version of this article.)
average sequence length [bp]
103 104 105 106 107
de
ci
m
at
io
n 
fa
ct
or
 [-
]
100
101
102
103
104
test data
decf function
group number [-]
1 2 3 4 5 6 7
de
vi
at
io
n
-1
-0.5
0
0.5
[%
]
Fig. 6. Decimation factor and predicted decimation factor function (a) for the test
data and (b) percentage deviation of decimation factor function from the values of
test data.
Table 3
Decimation factors for sequences of various lengths set according to the proposed
rule and required percentage deviation.
Sequence length [bp] PRD [%]
0.01 0.1 1 10
100 N/A N/A N/A 2
1,000 N/A N/A N/A 5
10,000 N/A N/A 3 8
100,000 N/A 3 7 12
1,000,000 1 6 10 15
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Here, we examined redundancy of genetic information stored
in cumulated phase signal representation based on large dataset of
real sequences of various lengths. Our results show, that the main
information of the signals is carried by low frequency bands
independently on sequence length and sequence nature. Thus,
cumulated phase signals are suitable for downsampling in general.
By measuring percentage change of downsampled signals across
different domains of life (Archea, Bacteria, Virus, Eukaryotes), we
set the rule for genomic signal downsampling ratio according to
the length of an original DNA sequence. The rule was also
validated using phylogenetic analysis of eukaryotic and prokaryo-
tic sequences by measuring Robinson–Foulds distance between
original and downsampled signals. Moreover, for given PRD value,
the length of a downsampled signal is independent on the length
of an original sequence. Due to the quadratic dependency of PRD
and exponential dependency on computational time on the
decimation factor, we consider 1% PRD value as suitable threshold.
For such a level of maintaining information, any DNA sequence can
be represented by downsampled cumulated phase signal with
average length of 909 samples.
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