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The  estimation  of  marginal  utility  of  income  in  discrete  choice  experiments  is of  crucial
importance  for  the  estimation  of  willingness  to pay  (WTP)  and  welfare  estimates.  Despite
this central  importance,  there  are  only few investigations  into  the  impact  of  the  design  of
the cost  attribute  vector  on  choices  and WTP  estimates.  We  present  a conceptual  framework
that  describes  why  cost  vector  effects  might  occur  in  choice  experiments,  and  investigate
cost  vector  effects empirically  drawing  on  data  from  a  choice  experiment  in  the  context  of
peatland  restoration  in  Scotland.  This  study  employs  a split sample  approach  with  three
different  cost vectors  that  vary  considerably  in  the  cost  levels  offered  to respondents,  and
investigates  differences  between  treatments  with  respect  to marginal  WTP  estimates,  sta-
tus quo  choice,  use  of  systematic  decision  strategies  and  attribute  non-attendance.  A key
ﬁnding is that  the  choice  of cost  vectors  can  affect  the  incidence  of decision  strategies.
After  accounting  for the  differential  use  of  a decision  strategy  that  might  not  be consistent
with  random  utility  modelling,  cost  vectors  that are  higher  in magnitude  result  in higher
WTP,  in  line with  an  anchoring  hypothesis.  We  ﬁnd  weak  support  that  marginal  WTP of
lower  income  respondents  is  affected  differently  compared  to higher  income  respondents
through  the  use of  different  cost  vectors.  Differences  in welfare  estimates  resulting  from  the
use  of  different  cost  vectors  might  change  outcomes  of  cost-beneﬁt  analyses.  We  therefore
recommend  that  researchers  include  tests  of  sensitivity  of welfare  estimates  to different
cost  vectors  in their  study  design.
© 2019  The  Authors.  Published  by  Elsevier  B.V.  This  is an  open  access  article  under  the  CC
BY license  (http://creativecommons.org/licenses/by/4.0/).
. Introduction
The estimation of marginal utility of income in choice experiments is of crucial importance for the estimation of will-
ngness to pay (WTP) and welfare estimates. It requires the inclusion of a monetary or cost attribute with a series of levels
 the cost vector – to be deﬁned by the researcher. Numerous studies have been concerned with (optimal) bid selection in
losed-ended contingent valuation (e.g., Cooper and Loomis, 1992; Boyle et al., 1998; Veronesi et al., 2011). Regarding cost
ector design in choice experiments, Carlsson and Martinsson (2008, 167) noted: “[a] similar discussion on which attribute
evels to attach to the cost attribute is relatively absent in the choice experiment literature”. This statement is still valid
fter a decade that has seen a surge in choice experiment applications for non-market valuation. Speciﬁc information on the
rocess of selecting the cost vector (i.e. on the number of levels to use and their values) is rarely reported in environmental
public good) applications of the discrete choice experiment literature. According to Hanley et al. (2005, 228), in discrete
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Table 1
Cost vectors investigated in previous literature.
Currency Vector Cost vector level
1 2 3 4 5 6 7
Ryan and Wordsworth (2000) GBP
1. 2 8 20 35
2. 7 30 40 60
Hanley et al. (2005) GBP
1. 2 5 11 15 24
2.  0.67 1.67 3.67 5 8
Carlsson and Martinsson
(2008) SEK
1. 125 200 225 275 375
2.  325 400 425 475 575
Mørkbak et al. (2009) DKK
1. 20 26 38 51 65 80
2.  20 26 38 51 65 120
Kragt (2013a) AUD
1. 30 60 200 400
2. 50 100 300 600
Su et al. (2017) USD
1. 0.4 0.6
2. 0.8 1.2
Svenningsen and Jacobsen
(2018) DKK
1. 10 20 40 60 90 120 200
2.  100 200 400 600 900 1,200 2,000
choice experiments “[t]he researcher typically speciﬁes [the] levels [of the cost vector] based on an educated guess as to
the underlying distribution of WTP”. Mørkbak et al. (2010) have been somewhat more speciﬁc and report, citing Garrod and
Willis (1999), that the highest level of the cost vector should be chosen using a ‘rule of thumb’ that alternatives with the
highest cost level should not be selected in more than 5%–10% of the choice tasks in which it is present. While a clear expla-
nation for this rule is lacking, it appears to have been used to recognise that measurement of demand for a good requires
identiﬁcation of the choke price (i.e. the price at which demand is zero). Recent guidance on the use of stated preference
methods focuses on the type of information that ought to be conveyed via the payment vehicle, but does not comment on
the choice of cost or bid vector magnitude beyond the statement that “[a]mounts and payment vehicles must be credible
and salient to respondents” (Johnston et al., 2017, 328).
The lack of concrete and cohesive guidance on the deﬁnition of the cost vector is of concern to choice experiment
practitioners if decisions regarding cost vector design have implications for the validity of derived welfare estimates. In
other words, an ‘educated guess’ may  sufﬁce if it can be established that welfare estimates derived from choice experiments
are invariant to decisions regarding cost vector design. There are relatively few investigations into the impact of cost vector
design on WTP  estimates, which provide mixed evidence (Ryan and Wordsworth, 2000; Hanley et al., 2005; Carlsson and
Martinsson, 2008; Mørkbak et al., 2010; Kragt, 2013a; Su et al., 2017). Given the central importance of marginal utility of
income for the estimation of welfare effects and the increase in the use of choice experiments for non-market valuation, a
more robust evidence base on the role of cost vector design should be a high research priority. We conceive this article to
be an important step towards this aim.
We  use a split sample approach to investigate whether the magnitude of the cost vector affects choice behaviour and
WTP, drawing on data from a choice experiment on habitat restoration. While we  do not aim to develop and test a formal
model of choice in response to differences in cost vectors, we  provide a reasoned argument on why choice behaviour and/or
WTP estimates might differ if cost vectors vary, i.e. what kind of cost vector effects one might expect to ﬁnd (Section 2.2).
Our study therefore provides further empirical evidence on cost vector effects, and an indication of reasons underpinning
these to inform future research in this area.
This study differs from previous research on cost vector effects in that it speciﬁcally investigates the role that respondents’
income has on choice behaviour in the face of different cost vectors, thus offering ﬁrst insights on whether cost vector effects
are homogenous across socio-economic dimensions. Additionally, unlike previous studies, this paper explores whether
variation in cost vectors shown to respondents affects respondents’ decision and information processing strategies that can,
in turn, affect WTP  estimates. While a wide range of strategies may  be considered for this purpose, this study focuses on
a reduced set of strategies that can be observed through systematic choice patterns found in the data, speciﬁcally serial
non-participation (Kragt, 2013a; Hanley et al., 2005) and systematic choice of non-status quo alternatives with lowest or
highest cost levels, as well as on attribute non-attendance (AN-A).
The paper is structured as follows. Section 2 provides an overview of the literature on cost vector effects in choice
experiments, followed by a discussion of why and what kind of cost vector effects might occur. Section 3 describes the
experimental approach, presents hypotheses to be tested and the econometric modelling approach used. Section 4 introduces
the data set. Results are reported in Section 5, followed by a discussion and conclusions drawn from the analysis (Section 6).
2. Cost vector effects in discrete choice experiments2.1. Literature review
We  are only aware of seven studies that used split samples to investigate how varying cost vectors affect welfare measures
(Table 1). Ryan and Wordsworth (2000), analysing preferences for cervical cancer screening, varied the levels of three out
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f six attributes presented to two different respondent groups. They found signiﬁcant differences for most marginal WTP
stimates but no differences between welfare estimates for bundles of attributes across treatments.
Comparing two split samples that received either a cost vector with a lower or three times higher magnitude in a choice
xperiment for river health improvement, Hanley et al. (2005) found a signiﬁcant increase in status quo choice if the cost
ector contained higher values. After allowing for differences in error variance between their two  samples, an observed
ncrease in WTP  associated with higher values of the cost vector was found to be not signiﬁcant. However, compared to the
plit sample that used a cost vector with higher values, using a lower cost vector resulted in a reduction in estimated beneﬁts
f water quality improvements by 45%. As the authors point out, this difference could well tip outcomes of a cost-beneﬁt
nalysis, and might thus be politically signiﬁcant.
In a different context—Swedish households’ marginal WTP  to reduce power outages—Carlsson and Martinsson (2008)
eport that increasing the magnitude of each of the cost vector levels by a constant value signiﬁcantly increased households’
arginal WTP  for two independent samples. The other context variations investigated in the paper (number of choice sets
nd the design of the ﬁrst choice set presented to respondents) did not have a signiﬁcant impact on marginal WTP  results,
ndicating that different cost vectors created a stronger context effect.
Mørkbak et al. (2010) examined the impact of deﬁning the highest level of the cost attribute to potentially exceed the
hoke price on consumers’ preferences and WTP  for a market good. The authors found that increasing the maximum cost
evel by 50% signiﬁcantly increased respondents’ WTP  (up to 68%) for all non-cost attributes and denoted this effect as
choke price bias’. They concluded that yeah-saying is likely to be the main driver of the observed increase, but acknowledge
hat other contributing factors may  be important such as anchoring, attribute non-attendance to the cost attribute and
nsensitivity to price changes particularly of respondents with a high level of income.
Comparing two split samples, Kragt (2013a) investigated the effect of varying both the range and the magnitude of cost
ectors on participants’ WTP  in a choice experiment on catchment natural resource management in Australia. No differences
ere found with respect to systematic choice of the status quo alternative (serial non-participation) and the proportion of
hoices observed at any of the cost levels, irrespective of their absolute magnitude. Cost levels that were higher in magnitude
esulted in a signiﬁcant increase in WTP  for only one of the attributes. Kragt (2013a) concluded that participants in the choice
xperiment seemed to be more sensitive to relative cost levels than absolute cost levels, thus extending similar ﬁndings for
 non-cost attribute reported in Luisetti et al. (2011).
Testing whether alternative elicitation methods give similar WTP  estimates, Su et al. (2017) compared estimates from
n experimental auction and a discrete choice experiment, both non-hypothetical, regarding rice with different qualities.
espondents were randomly allocated to a low price and a high-price group. Prices (cost vector levels) in the high price-
roup were twice as high as prices shown to respondents in the low price group. WTP  estimates were signiﬁcantly lower
or the low price group, with WTP  estimates for the high price group being closer to results from the auctions. The authors
ttribute these differences partially to anchoring effects triggered by the use of different levels of the cost vector.
Svenningsen and Jacobsen (2018) tested the effects of changes in the payment vehicle (tax versus donation), the elicitation
ormat (stated versus revealed [real donation mechanism]) and the magnitude of the cost vector in a choice experiment study
oncerned with distributional outcomes of climate policies. Using a 10 fold difference in the magnitude of two cost vectors
the highest so far in the literature), the authors found differences in WTP  between their split samples and concluded that
hose differences must be due to either the cost vector range or the elicitation format: because their overall experimental
esign, effects of cost vector differences and elicitation format are confounded, making it impossible to identify the cause
f the observed differences in WTP  to either of the two factors.
In sum, the literature on cost vector effects indicates a tendency of ﬁnding higher WTP  if cost vectors of greater magnitude
re used, but differences in marginal WTP  are not always found to be statistically signiﬁcant for all or some of the choice
xperiment attributes. These mixed results provide motivation for revisiting cost vector effects in this paper. Additionally,
he design of our study differs from previous studies based on split-sample as shown in Table 1 in important ways. First, the
owest cost level is of the same magnitude across cost vectors in our split samples to ensure that disutility associated with
oving from zero cost to the lowest level is captured in the same way  across split sample treatments, an aspect which has
een shown to affect WTP  estimation (Hess and Beharry-Borg, 2012) but that has only been considered by Mørkbak et al.
2014) in the context of food choice. Second, the study is (to our knowledge) the ﬁrst to use both lower and higher cost
ectors relative to an average cost vector treatment that reﬂects our own best ‘educated guess’.
.2. Conceptual framework
.2.1. Cost vector effects and standard behaviour
Economic demand theory predicts that an increasing price, all else constant, has a negative impact on demand for aormal good, be it private or public. Applied to choice experiments, an increasing cost of an alternative should decrease
he probability that this alternative is chosen. If all levels of the non-monetary attributes are equal across alternatives, the
lternative with the lowest price should therefore be selected1 . If there are differences in the non-monetary attributes
1 This expectation, based on choice from a set of alternatives in which one alternative is clearly dominant, has been exploited for tests of consistency of
espondent behaviour with rationality assumptions (e.g., Hanley et al., 2002).
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between alternatives, the choice depends on the individual’s trade-offs between the differences in non-monetary attributes
and the difference in cost. If the cost of all alternatives with non-zero cost in a choice set are too high compared to the utility
obtained from the non-monetary attributes (typically representing environmental improvements over the status quo) or
compared to an individual’s budget constraint, then the zero price (or status quo) alternative included to allow estimation
of welfare effects is chosen.
Theoretically, the comparison of “beneﬁts” versus “costs” of an alternative should be independent of the magnitude
of offered cost vector levels as a rational individual, having well-deﬁned preferences, is capable of “ﬁnding” the maximum
amount of costs that would equal the beneﬁts provided by an alternative. Therefore, if all respondents of a choice experiment
survey adhere to the theoretical assumptions that (i) all alternatives are independently evaluated by their attributes, that (ii)
they choose the alternative that maximizes their utility, and that (iii) they have stable preferences that are exogenous to the
hypothetical market (Braga and Starmer, 2005), it is to be expected that varying the cost vector will not affect respondents’
WTP (Mørkbak et al., 2010). This implies that acceptance of alternatives with particular cost vector levels will differ across
cost vector treatments, with generally a lower acceptance rate to be expected for higher cost vector treatments. We  would
also expect a greater incidence of status quo choices as the magnitude of cost vectors increases, because the likelihood of a
cost vector level to exceed respondents’ maximum WTP  increases.
2.2.2. Deviations due to non-standard behaviour
While is not straightforward to attribute speciﬁc behavioural mechanisms to potential context effects regarding cost vec-
tor differences, we can outline a number of reasons why  they might occur in the valuation of environmental goods based on
empirical evidence. A main reason derives from evidence that challenges the assumption that individuals have well-deﬁned
and stable preferences. Critiques of neoclassical theory posit that preferences may  be ill-formed and malleable, and con-
structed throughout the choice process depending on context-speciﬁc information (Slovic, 1995; Bettman et al., 1998; Payne
et al., 1999; Hoefﬂer and Ariely, 1999). This hypothesis draws mainly on a large amount of experimental evidence starting
with Tversky and Kahneman’s (1974) seminal work, which ﬁnds that the presence of uninformative anchors (prior cues)
signiﬁcantly affects subsequent valuations. Following the idea of coherent arbitrariness (Ariely et al., 2003), respondents
to choice experiments may  have a range of acceptable values in mind rather than speciﬁc values. This corresponds well
with stated preference literature on value uncertainty (e.g., Ready et al., 1995; van Kooten et al., 2001; Hanley et al., 2009;
Bateman et al., 2008). Given the uncertainty about values, respondents’ choices might be sensitive to a range of factors
including framing of choice options, choice context and anchoring. The inﬂuence of such factors adds arbitrariness within
acceptable value bounds to respondents’ absolute valuations. Ariely et al. (2003) have shown that consumer valuations can be
internally coherent despite being subject to arbitrariness. This means that individuals’ relative valuation of different amounts
or qualities of a good appear sensible: asked to subsequently value a lower and a higher quality good, individuals tend to
place a higher value on the higher quality good, despite having uncertain and potentially overlapping value ranges for both
goods.
Ambiguity enhances the arbitrariness of valuations (Ariely et al., 2006). Consequently, experience with a good is expected
to have a mitigating effect on the role of anchoring (see Alevy et al., 2015 for evidence from a ﬁeld experiment supporting
this notion)2 . In the context of environmental public good valuation, it is common that some respondents have limited prior
experience with the good, and that most respondents have no or only limited experience with valuing changes to the good
(Brown et al., 2008). We  would thus expect that respondents of choice experiment surveys conducted in the environmental
public good domain are likely to be subject to context effects, including anchoring or starting point effects: respondents use
information, including on cost, provided in instructional choice sets (Meyerhoff and Glenk, 2015) or initial choice sets or
bids (Boyle et al., 1985; Herriges and Shogren, 1996; Ladenburg and Olsen, 2008; Carlsson and Martinsson, 2008) as cues
that affect choices in subsequent choice sets.3
The above discussion suggests that different cost vectors may  provide different anchors (or prior value cues) for respon-
dents. In fact, most studies empirically investigating cost vector effects in choice experiments (Hanley et al., 2005; Carlsson
and Martinsson, 2008; Mørkbak et al., 2010; Kragt, 2013a; Su et al., 2017) refer to anchoring as an important reason why
differences in the cost vector would result in different WTP  estimates. In line with these studies and an anchoring hypothesis,
we might then expect that cost vectors of a higher magnitude result in higher estimates of WTP, ceteris paribus. Based on the
concept of coherent arbitrariness, we would expect that choices will be coherent within each sample that is offered the same
cost vector despite differences in absolute valuations. Thus, we  might expect that the probability to choose an alternative
will decrease as its cost increases within each sample receiving the same cost vector, but that the rate of acceptance for the
nth level of the cost vector does not necessarily differ between samples that are shown different cost vectors. Kragt (2013a)
indeed ﬁnds that respondents base their decisions on relative cost differences between alternatives rather than on absolute
2 Hanley et al. (2009) ﬁnd that experience (beyond a threshold level) has a signiﬁcant impact on reducing the uncertainty (i.e., the acceptable ‘value
range’)  in respondents’ stated WTP  in a payment card contingent valuation study. This ﬁnding corresponds well with the notion that experience may
mitigate  anchoring effects if the degree of arbitrariness is believed to be positively correlated with a propensity to be sensitive to anchoring.
3 Due to the repeated nature of choices with varying cost and non-cost attribute levels in discrete choice experiments, more complex ordering effects
may  arise beyond anchoring of values based on the cost or bid in the initial choice task (Day and Pinto Prades, 2010).
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ost levels. If respondents are primarily concerned with relative cost differences, this should equally apply if the cost vector
s lower or higher in magnitude compared to a reference cost vector.
.2.3. Cost vector effects due to decision and information processing strategies
If respondents adhere to standard assumptions outlined in Section 2.2.1, there is no theoretical reason to expect that
espondents behave differently by employing different decision and information processing strategies if exposed to different
ost vectors. However, there is ample empirical evidence in the choice experiment literature on the impact of decision
ontext on choice behaviour. Examples include dimensionality of alternatives, attributes and levels and associated task
omplexity (Oehlmann et al., 2017), hypothetical versus non-hypothetical (i.e., incentivised) choice experiments (Mørkbak
t al., 2014), presence or absence of instructional choice sets (Meyerhoff and Glenk, 2015), the consumption context (Blasch
nd Farsi, 2013), whether virtual realities are used instead of verbally describing the choice alternatives (Bateman et al.,
009; Matthews et al., 2017), whether speciﬁc attributes are added to the choice sets (Caputo et al., 2017), or whether a
rice attribute is present or not (Aravena et al., 2014; Carlsson et al., 2007; van Zanten et al., 2016).
A wide range of decision and information processing strategies might be considered in relation to cost vector effects.
trategies that can be observed through systematic choice patterns found in the data that are of interest to this study
re i) serial non-participation, investigated in previous studies on cost vector effects (Kragt, 2013a; Hanley et al., 2005);
i) systematic choice of non-status quo alternatives with lowest or highest cost levels; and iii) attribute non-attendance
AN-A). Serial non-participation is characterised by exclusively choosing the status-quo or opt-out alternative in all choice
asks of a choice experiment. This can arise if respondents express ‘protest’ against the valuation exercise, or if respondents’
enuine preferences are reﬂected by zero WTP. Typically, follow-up questions are used to distinguish protest respondents
rom ‘genuine zeros’.
Serial non-participation may  increase as the magnitude of the cost vector increases because respondents are less likely
o afford higher cost levels associated with alternatives on offer; however, this effect should be negligible if there are
o differences at the lower bound of applied cost vectors. Systematic choice of the most expensive alternative has been
nvestigated by Kragt (2013a) and may  occur if respondents are keen to seeing the proposed policy change implemented, and
elieve that indicating higher WTP  to policy makers would increase the likelihood of policy implementation. Systematically
hoosing the most expensive alternative may  also be a simplifying strategy for respondents who believe that higher cost
ould always be associated with greater levels of improvement (price-quality heuristic; e.g., Rao and Monroe, 1989; Gneezy
t al., 2014). Systematic choice of the cheapest non-status quo alternative might entail an elimination-by-aspects procedure
here alternatives are eliminated from the choice set if they exceed a certain acceptable cost threshold, followed by a
hoice of the cheapest of the remaining non-status quo alternatives (if all non-status quo alternatives exceed the acceptable
hreshold in a choice set, the status quo is chosen). This choice pattern might occur if respondents want to indicate general
upport for policy change (e.g., conservation action), irrespective of the environmental improvements on offer.
Given the above, an increase in the magnitude of the cost vector might result in an increase in systematically choosing
he most expensive or the cheapest alternative in all choice sets. Such behaviour may  be indicative of non-trading, i.e., that
espondents do not trade-off cost and beneﬁts as shown in the choice sets consistent with a random utility paradigm, and
ay  make welfare estimation based on such response patterns difﬁcult or impossible (Hess et al., 2018).4
AN-A as an information processing strategy has been widely studied in the choice experiment literature (e.g., Hensher
t al., 2005; Campbell et al., 2008; Scarpa et al., 2009; Campbell et al., 2011; Colombo and Glenk (2013); Kragt, 2013b; Glenk
t al., 2015; Koetse, 2017) and is mentioned by Mørkbak et al. (2010) as a possible reason for cost vector effects. Instead of
rawing on all the information available in choice sets, respondents may  resort to using a sub-set of the information and
gnore information on one or more attributes when making their choices. Use of this semi-compensatory choice heuristic
an considerably affect WTP  estimates (e.g., Glenk et al., 2015). AN-A may  arise for a variety of reasons (Alemu et al.,
013), including coping strategies in the face of complex choice tasks to reduce the cognitive cost associated with choosing,
rrelevance of an attribute to a particular choice situation, and aspects of the experimental design (Puckett and Hensher, 2008;
ensher et al., 2012). Estimates of the incidence of AN-A are sensitive to the methodological approach used for inference
stated versus inferred AN-A, see Scarpa et al. (2009) and Scarpa et al. (2013)). Nevertheless, AN-A can be a useful indicator
f choice behaviour to compare different choice experiment versions and investigate context effects (e.g., Weller et al., 2014;
ørkbak et al., 2014). Here, a main focus lies on assessing if there are considerable differences in stated and inferred AN-A
epending on cost vector magnitudes rather than on reliably identifying the absolute magnitude of AN-A.
Several environmental valuation studies ﬁnd considerable non-attendance to the cost attribute. For example, Campbell
t al. (2008) reports that 31% of respondents stated to have ignored cost, Scarpa et al. (2009) infers AN-A for cost to be
etween 53% and 90% depending on the modelling approach used, and Kragt (2013b) ﬁnds stated AN-A for cost to be 22%
nd AN-A inferred through latent class modelling to be 40%. Hess et al. (2013) argue that AN-A derived analytically through
odelling may  be confounded with low sensitivities reﬂecting low (rather than no) perceived importance of attributes. In
heir own words, “our designs do not include sufﬁcient scenarios in which the given attribute can inﬂuence the choice”
Hess et al. 2013, 606). This argument implies that perceived importance and hence inﬂuence of the cost attribute on choice
4 The systematic choice patterns above may  also represent simplifying decision strategies related to the complexity of the valuation exercise and therefore
ognitive effort required in association with low engagement with the survey.
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should increase (and hence AN-A decrease) if the upper bound of the cost vector increases. Cameron and DeShazo (2010)
present a model of differential allocation of attention across attributes depending on the expected marginal beneﬁts and
marginal costs of further information processing, and thus on the mix  of attribute levels in a choice set. According to their
model, for which they ﬁnd empirical support, a greater difference in the range between alternatives of levels for an attribute
is associated with a greater likelihood that an individual will take this attribute into account, ceteris paribus. Increasing the
upper bound (and hence the range) of the cost vector may  thus result in a greater likelihood of attention to cost, and thus a
reduced incidence of AN-A for cost vectors that are higher in magnitude.
2.2.4. Fat tails in discrete choice experiment data
Another motivation for investigating cost vector effects in discrete choice experiments relates to concerns about the
presence of ‘fat tails’ in the WTP  distribution derived from contingent valuation studies, where logit and probit estimators
are found to be sensitive to the highest bids included (e.g. Desvousges et al., 2015; Ready and Hu, 1995). A paper by Parsons
and Myers (2016) ﬁnds strong evidence for the presence of ‘fat tails’ in a contingent valuation study. The authors wonder
“whether there is a fat-tails-equivalent for choice experiments [manifested] through [lack of] sensitivity of willingness to
pay estimates to the maximum bid level used for the payment attribute in the choice experiment” (Parsons and Myers 2016,
217). Fat tails in a choice experiment context might thus be understood as an inability to effectively choke off demand with
the maximum cost level. Suppose that respondents are randomly allocated to two different cost vectors that differ in their
upper bounds (i.e., the maximum cost level). The maximum level of the ﬁrst cost vector is chosen to reﬂect the (known)
choke price, the maximum level of the second cost vector is twice as high in magnitude. If respondents choose in accordance
with standard economic assumptions and have constant marginal utility of income, we  do not expect to see a difference in
estimated WTP, as discussed in 2.2.1.
Now suppose that the above applies to 80% of the sample. The remaining 20% select alternatives with the maximum cost
level irrespective of its magnitude due to yeah-saying or the price-quality heuristic, for example. In this case, WTP  estimates
derived from both samples are biased, and WTP  estimates derived from the sample using the higher maximum cost level
will be higher. Empirical ﬁndings from ‘bid acceptance curves’ of the percentage of alternatives chosen depending on the
magnitude of cost suggest that a residual number of respondents appears to continue to choose alternatives at maximum
cost levels even if their magnitude increases considerably over a baseline (Kragt, 2013a; Mørkbak et al., 2010). Mørkbak et al.
(2010) demonstrate that choosing alternatives with the maximum cost level beyond a point where bid acceptance decreases
only marginally with increasing cost results in a signiﬁcant increase in WTP  estimates. This is akin to the problem of ‘fat
tails’ in contingent valuation (CVM) studies. Continued demand despite a very high cost of alternatives may  be legitimate
if respondents have high levels of wealth. However, this should plausibly only apply to a relatively small proportion of the
sample.5
2.2.5. Differences in cost vector effects depending on respondents’ income
The discussion in Sections 2.2.2 and 2.2.3 rests on an assumption of constant marginal utility of income. If we assumed
decreasing marginal utility of income, we would expect that, ceteris paribus, increasing the magnitude of the cost vector
results in higher estimates of mean marginal disutility of cost and thus lower WTP  estimates (Mørkbak et al., 2010). It is
often argued that constant marginal utility of income may  be a reasonable assumption if utility associated with proposed
environmental changes can be compensated by a relatively small change in income. Whatever may  be considered a small
change in this context, it is plausible that a higher amount of the maximum cost vector level is more likely to represent
a more substantial change in income for low income respondents compared to respondents belonging to higher income
groups. As a consequence, the assumption of constant marginal utility of income over the range of cost observed in the
choice experiment may  be more likely to be violated for lower income respondents if the magnitude of the maximum cost
level increases.
Another reason for potential differences in WTP  estimates between income groups is related evidence that not all anchors
are effective. Sugden et al. (2013) ﬁnd that anchoring effects only occur if the anchor value is perceived to be a plausible
price for the good for which the individual is a potential buyer. One of the reasons behind this empirical ﬁnding is related to
respondents using anchor values as informative cues. This means that the (implied) question ‘Would you choose environ-
mental changes proposed in alternative A at a cost of £X?’ may  consciously or subconsciously be interpreted by respondents
as ‘£X is a typical and reasonable cost in exchange for changes proposed in alternative A’. The less plausible £X appears as
a cost for the proposed change, the less likely it is that respondents make this inference and thus anchor their choices in
£X. Within the choice experiment application presented in this paper, we did not vary cost vector levels to become wholly
implausible at their upper bound. However, it is still conceivable that respondents with comparatively lower levels of income
may  be less likely to ﬁnd maximum cost vector levels to be a plausible reﬂection of the value of the proposed change if they
are greater in magnitude.
5 Other reasons fall into the behavioural domain and include cut-off violations (Colombo et al., 2015), anchoring (e.g., Chien et al., 2005), yeah-saying
(e.g.,  Brown et al., 1996) and non-attendance to cost (e.g., Scarpa et al., 2009).
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Table  2
Cost vectors used in the three split samples in GBP per year.
Treatment label Level 1 Level 2 Level 3 Level 4 Level 5 Level 6
LOW$ 10 15 30 45 90 150
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cAVERAGE$ 10 25 50 75 150 250
HIGH$  10 40 80 120 240 400
Factor  of relative increase over previous level 2 1.5 2 1.67
. Method
.1. Experimental approach
In this study, respondents were randomly allocated to one of three split samples with different cost vectors, LOW$,
VERAGE$ and HIGH$ (Table 2). The same relative rate of increase was applied from cost level 2 onwards across cost vector
reatments. The AVERAGE$ cost vector was selected based on results of preparatory focus groups aimed at testing the survey
nstrument and a pilot study. The maximum cost vector level of the $AVERAGE treatment was  set above the highest WTP
alue expressed in the focus groups. We  then calculated bid acceptance curves from pilot study data (N = 100) to check if the
aximum cost vector level was set in line with the ‘rule of thumb’ that the highest price should not be selected in more than
%–10% of the cases when it is offered (Mørkbak et al., 2010). The magnitude of the remaining cost vectors (above level 1)
as chosen to be 60% (LOW$) and 160% (HIGH$) of the cost vector magnitude in the AVERAGE$ treatment. Based on income
ata collected in the survey, three income groups are created.
.2. Hypotheses
Drawing on the baseline economic theory assumptions outlined in Section 2.2.1, we  derive the following series of speciﬁc
ypotheses:
ypothesis 1. The proportion of respondents choosing alternatives that contain the nth cost level across treatments is
ower if the absolute magnitude of the nth cost level is greater, i.e., respondents’ choices are sensitive to changes in the
bsolute magnitude of cost levels. Denote the proportion of alternatives with the nth cost level being selected amongst all
hoice tasks where the nth cost level is present as Pn:
H01 : Pn LOW$ = Pn AVERAGE$ = Pn HIGH$ ;
H11 : Pn LOW$ > Pn AVERAGE$ > Pn HIGH$ .
H01 : Pn LOW$ = Pn AVERAGE$ = Pn HIGH$ ;
H11 : Pn LOW$ > Pn AVERAGE$ > Pn HIGH$ .
ypothesis 2. We  would expect no difference in marginal WTP  (MWTP) estimates between cost vector treatments, and
ithin income groups between cost vector treatments. We  investigate this by testing if equality of MWTP  estimates can be
ejected.
H02 : MWTP  LOW$ = MWTP  AVERAGE$ = MWTP HIGH$ ;
H12 : MWTP  LOW$ /= MWTP  AVERAGE$ /= MWTP  HIGH$ .
H02 : MWTP  LOW$ = MWTP  AVERAGE$ = MWTP  HIGH$ ;
H12 : MWTP  LOW$ /= MWTP  AVERAGE$ /= MWTP  HIGH$ .
ypothesis 3. The different cost vector treatments differ with respect to the total number of status quo choices. Let P(SQ)
enote the proportion of status quo (SQ) choices made among all choices within a treatment:
H03 : P SQLOW$ = P SQAVERAGE$ = P SQHIGH$ ;
H13 : P SQLOW$ < P SQAVERAGE$ < P SQHIGH$ .
H03 : P SQLOW$ = P SQAVERAGE$ = P SQHIGH$ ;H13 : P SQLOW$ < P SQAVERAGE$ < P SQHIGH$ .
ypothesis 4. The use of different cost vectors does not affect the incidence of non-attendance to the cost attribute across
ost vector treatments. We  investigate this by testing if equality of incidence of AN-A across cost vector treatments can be
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rejected. Let PAN-A indicate either the proportion of respondents who state to not always consider the cost attribute (stated
AN-A) or the probability of non-attendance to cost estimated analytically (inferred AN-A):
H04 : PAN−A LOW$ = PAN−A AVERAGE$ = PAN−A HIGH$ ;
H14 : PAN−A LOW$ /= PAN−A AVERAGE$ /= PAN−A HIGH$ .
H04 : PAN−A LOW$ = PAN−A AVERAGE$ = PAN−A HIGH$ ;
H14 : PAN−A LOW$ /= PAN−A AVERAGE$ /= PAN−A HIGH$ .
Hypothesis 5. The use of different cost vectors does not affect the use of the systematic decision strategies. We  investigate
this by testing if equality of incidence of systematic decision strategies across cost vector treatments can be rejected. Let
PDS indicate either the proportion of respondents who employ one of the following systematic decision strategies (DS):
i) non-protest serial non-participation; ii) systematic choice of most expensive non-status quo alternative; iii) systematic
choice of cheapest non-status quo alternative:
H05 : PDS LOW$ = PDS AVERAGE$ = PDS HIGH$ ;
H15 : PDS LOW$ /= PDS AVERAGE$ /= PDS HIGH$ .
H05 : PDS LOW$ = PDS AVERAGE$ = PDS HIGH$ ;
H15 : PDS LOW$ /= PDS AVERAGE$ /= PDS HIGH$ .
Hypotheses 1, 3, 4 (in relation to stated AN-A) and 5 are tested by inspecting the data non-parametrically. Tests of
differences in MWTP  (hypothesis 2) and inferred AN-A (hypothesis 4) are based on results of a series of choice models
estimated for cost vector and income sub-samples. The econometric approach for their estimation is described in more
detail below.
3.3. Econometric approach
The modelling approach to analyse the choice data for different treatment groups and combinations of treatments and
income groups is based on the random utility theory and uses a random parameter logit model (Train, 2003). We  assume
the price attribute parameter to follow a log-normal distribution, and the non-price attribute parameters to follow a normal
distribution. In all models the simulation of the log-likelihood is performed using 2,000 Halton draws. In the estimation,
we allow for correlation of all random parameters (full covariance). Starting values for the model with full covariance are
derived from a model with uncorrelated coefﬁcients (Hess and Train, 2017). Conﬁdence intervals for mean MWTP  estimates
(based on standard errors of coefﬁcients) are calculated using the Krinsky and Robb (1986) bootstrapping procedure. The
complete combinatorial test suggested by Poe et al. (2005) is subsequently used to test for statistically signiﬁcant differences
in mean MWTP  between sub-samples at the 10% level.
To investigate the use of information processing strategies and speciﬁcally attribute non-attendance (AN-A) between
treatments, we use the equality constrained latent class model (ECLC) proposed by Scarpa et al. (2009), and following closely
the speciﬁcation reported in Glenk et al. (2015). Rather than using latent classes to represent a discrete mixture of people’s
preferences, the ECLC captures heterogeneity in attribute processing strategies, in this case AN-A behaviour. Each latent
class in the ECLC model represents a different pattern of attribute attendance. The model allows for fully compensatory
preferences where all attributes are considered, combinations of ignoring one or more attributes and non-attendance to
all attributes in the choice set, reﬂecting random choice between alternatives (Scarpa et al., 2009). The ‘AN-A patterns’ are
introduced by imposing restrictions on the utility coefﬁcients in each latent class. A zero utility weight is assigned to attribute
coefﬁcients that are not considered, while all coefﬁcients to be estimated are constrained to be equal across classes. A key
outcome of the ECLC model are the class probabilities for the AN-A patterns, which can be used to infer the probability
that an attribute has been ignored. Conﬁdence intervals for AN-A probabilities are calculated using the Krinsky and Robb
(1986) procedure, and we use a Poe et al. (2005) test to investigate if differences in estimated AN-A probabilities for the cost
attribute are statistically signiﬁcant at the 10% level.
4. Data
We  employ a split sample approach using three different cost vectors to a study in the context of peatland restoration
in Scotland. Data comes from an online survey with 1,795 Scottish citizens conducted in February/March 2016. A quota
based approach was used to sample from an online panel with age and gender as ‘hard’ quotas and a ‘soft’ quota for social
grade. Details on the development of the survey instrument and the policy background can be found in Martin-Ortega et al.
(2017) and Glenk and Martin-Ortega (2018). Including the cost attribute, each of two  peatland restoration alternatives was
characterised by ﬁve attributes (Table 3). Two attributes described percentage shifts in ecological condition (from poor to
good and from intermediate to good condition) relative to the share of peatlands in each ecological condition in a business
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Table  3
Description of the choice experiment attributes and levels.
Attributes Label Levelsb
Improvement of peatland share from bad ecological condition to good ecological conditiona poor 0%, 25%, 50%, 75%
Improvement of peatland share from intermediate ecological condition to good ecological conditiona int 0%, 25%, 50%, 75%
Focus  on peatland restoration in wild land areas wild Yes, No
Focus  on peatland restoration in areas with high or low concentration of peatlands conc High, Low
Cost  (annual tax, GBP per household and year) price see Table 2
Note:
a Shifts (degree of improvement) are relative to the business as usual shares of peatlands for each ecological condition (poor: 40%; Intermediate: 40%;
good:  20%).
b poor, int and price are scaled by 1/100 and enter the choice models as continuous variables, wild and conc as effects coded variables taking 1 for Yes
(wild)  and High (conc), else -1.
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rFig. 1. Example choice set.
s usual (status quo) scenario. The improvements in peatland condition are associated with an increase in ecosystem service
rovision related to climate change mitigation, water quality improvement and changes to wildlife. Two  additional attributes
aptured preferences for spatial allocation of restoration efforts taking place in i) remote and inaccessible areas (‘wild land
reas’) and ii) in areas where peatland cover more or less than 30% of the land surface (‘high/low concentration’).
The restoration alternatives include a monetary trade-off in the form of an annual cost to the tax payer, over a period
f 15 years, towards a Peatland Trust fund responsible for implementing a restoration programme that would deliver the
roposed improvements. We  emphasized that results of the survey would be passed on to Scottish Government to inform
he current discussions on peatland management. To add credibility to this statement, a web-link to Scotland’s Peatland
ational Plan was added to the survey. Each respondent was  presented with 8 choice sets in which they were asked to
hoose between the ‘business as usual scenario’ (at no additional cost) and two scenarios of improved peatland condition in
xchange of that cost (see Fig. 1 for an example choice set).
The experimental design was generated using Ngene software (ChoiceMetrics 2014). A Bayesian D-efﬁcient design was
ptimised for an MNL  model using prior estimates of parameters based on a pilot study (N = 100) with 40 choice sets
locked into ﬁve versions which were randomly assigned so that each respondent faced 8 choice sets, whose order was
gain randomised across respondents. Respondents were randomly allocated to one of the three cost vector treatments as
eﬁned in Table 1. A range of follow-up questions was used to identify reasons for serial non-participation, stated AN-A,
tated certainty of choices and stated cut-offs for cost. The usual section on socio-demographics included questions on
espondents’ income levels. In order to maximise reporting of income, we used a two stage approach. In the ﬁrst stage,
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Table 4
Number of respondents allocated to income groups by cost vector treatment.
Income group Income range (in £) Cost vector treatment
LOW$ AVERAGE$ HIGH$ Total
INCLOW <20,800 134 127 148 409
INCMED 20,800–41,599 188 212 203 603
INCHIGH >41,600 161 140 165 466
Income missing 87 72 89 248
Total  570 551 605 1,726
Table 5
Proportions of cost levels chosen when present in choice set.
LOW$ AVERAGE$ HIGH$
Cost  level (n) Proportion (P)
chosen in %
z statistic PLOW$ –
PAVERAGE$
Proportion (P)
chosen in %
z statistic PAVERAGE$
– PHIGH$
Proportion (P)
chosen in %
1 47.07 (1,383) −1.49 49.93 (1,336) −2.49 54.69 (1,397)
2  54.17 (1,379) 1.16 51.95 (1,357) −0.4 52.7 (1,442)
3  47.33 (1,612) 1.09 45.4 (1,575) 1.81 42.25 (1,671)
4  47.73 (1,584) 2.33 43.6 (1,587) 1.25 41.43 (1,656)
5  33.98 (1,610) 2.46 29.92 (1,591) 2.50 25.96 (1,610)
6  19.32 (1,584) 2.58 15.84 (1,610) 1.1 14.46 (1,632)
Note: n = 1 is £10 and n = 6 is the maximum cost level.
respondents were asked to directly state their income. For those refusing to do so, a second question offered to indicate
which income bracket they fall into.
5. Results
Of the 1,795 respondents, 58 respondents both always chose the status quo and stated protest motives identiﬁed through
follow-up questions (e.g., Dziegielewska and Mendelsohn, 2007). These respondents were distributed almost identically
across cost vector treatments (19 respondents for AVERAGE$ and HIGH$, 20 respondents for LOW$). Choice data on 11
respondents was partially missing due to either technical problems or respondents skipping questions by modifying the URL.
Both protest responses and those respondents with missing data were excluded resulting in a sample of 1,726 respondents
for further analysis. Of these, 33% (N = 566) received the LOW$ cost vector, 34% (N = 588) the AVERAGE$ one and 33% (N = 572)
respondents answered choice tasks offered with the HIGH$ cost vector. The split samples do not differ signiﬁcantly with
respect to age, gender, education and income levels.
Income data is available for 85% of the sample (N = 1,478), and tests of sensitivity to changes in cost vector related to
income will draw on this reduced sample. Those respondents who did not report their income did not differ from the rest
of the sample with respect to age, gender, level of education. Therefore, we  do not expect income non-response to affect
comparability of cost vector effects across income levels. Since income information was  a mix  of cardinal and ordinal scaled
data, we created three income groups (INCLOW; INCMED; INCHIGH), as shown in Table 4. Because of the discrete allocation
of respondents to pre-deﬁned income categories, splitting the sample into three equally sized groups was  not possible. We
allocated more respondents to the medium income category (INCMED) to emphasise differences between the two  relatively
low and high income groups. Sizes of all groups are sufﬁciently large to allow a meaningful comparison.
To test hypothesis 1, we calculated the proportion of alternatives chosen of all choice sets where the nth cost level was
present and calculated z statistics for differences between LOW$ and AVERAGE$ and AVERAGE$ and HIGH$ (Table 5). As
it would be expected, choice proportions drop within each cost vector treatment as cost levels increase. For n = 1, choice
proportions are between 47%–55%, decreasing to 14%–19% for n = 6. A comparison of choice proportions across cost vector
treatments at the nth cost level shows if an increase in the absolute magnitude of cost levels is associated with a decrease
in bid acceptance. At each cost level for n > 1, cost is lowest for LOW$, followed by AVERAGE$ and HIGH$, and consequently
choice proportions should decrease when moving from LOW$ to HIGH$. As can be seen in Table 5 (third and ﬁfth column),
we can reject the null hypothesis of equal proportions for n > 3 and a comparison of LOW$ and AVERAGE$, and for n = 1 and
n = 5 for a comparison of AVERAGE$ and HIGH$. This shows that respondents are somewhat sensitive to an increase in the
absolute magnitude of cost vectors, especially when moving from LOW$ to AVERAGE$.
However, we ﬁnd signiﬁcant differences in choice proportions across cost vector treatments for cost levels that are of
the same or similar magnitude. For example, the sixth cost level of LOW$ and the ﬁfth cost level of AVERAGE$ both take
a value of £150. However, choice proportions are signiﬁcantly greater by 10% in the AVERAGE$ treatment. Similarly, the
maximum cost level of AVERAGE$ has a value of £250 and the ﬁfth level of HIGH$ is £240. However, choice proportions
are signiﬁcantly greater by 10% in HIGH$. These differences suggest that relative evaluations must play a role; i.e., that
respondents also consider how much smaller or larger cost is in relative terms at a given cost level compared to other cost
levels within each cost vector treatment.
K. Glenk et al. / Resource and Energy Economics 57 (2019) 135–155 145
Fig. 2. Bid acceptance (accumulative proportion of choices) for cost vector treatments.
Table 6
RPL model results for cost vector treatments (log-normally distributed price coefﬁcient).
LOW$ AVERAGE$ HIGH$
Coef. t Coef. t Coef. t
Coefﬁcients
ASC −0.564 −14.06 −0.499 −16.13 −0.517 −14.41
poor  1.534 4.82 1.734 5.29 1.643 4.8
int  0.936 4.32 1.261 5.67 1.315 5.83
wild  0.240 4.45 0.310 5.94 0.174 3.23
conc  0.245 5.35 0.257 4.71 0.254 4.49
price  1.099 10.98 1.010 11.74 0.652 7.73
Standard deviations
ASC 0.409 10.78 0.311 10.33 0.457 13.02
poor  2.447 6.90 3.418 8.04 2.895 7.37
int  1.466 6.37 2.223 7.63 1.707 5.86
wild  0.383 6.41 0.412 5.78 0.249 3.74
conc  0.628 11.92 0.770 12.22 0.764 12.39
price  1.224 10.71 1.236 14.05 1.309 20.69
LogL  −2817.5 −2749.7 −2865.0
Pseudo R2 0.33 0.35 0.37
N  (respondents) 570 551 605
Note: price is lognormally distributed. The mean estimate m for price can be obtained as m = (−1) × 1100 × exp
(
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uhe  mean and  is the coefﬁcient of the standard deviation, multiplied by –1 since the negative of price enters the utility function because lognormal
istribution is limited to the positive domain, and by 1/100 because price was  scaled by this factor before entering the analysis. This also applies to results
hown in Table 9, Table A1, and Table A7.
Following Mørkbak et al. (2010) and Kragt (2013a), we  also plotted ‘bid acceptance curves’ showing the cumulative
umber of times an alternative was chosen at the nth cost level or a lower cost level (Fig. 2). The ﬁgure shows that respondents
re sensitive to the relative cost levels within each treatment (that is, cumulative acceptance rates decline as cost increases).
t can be seen that bid acceptance still decreases considerably between the second highest and the highest level of the cost
ectors, although the difference is smaller for HIGH$. This further supports, in line with Kragt (2013a) and Luisetti et al.
2011), that respondents tend to be concerned with relative cost differences between choice alternatives. The analysis of
hoice proportions and bid acceptance suggests that WTP  estimates may  be expected to increase as cost vectors increase in
agnitude, because relative evaluations play a role especially for the highest cost levels.
We now turn to hypothesis 2, concerned with mean MWTP  across cost vector treatments and income groups. Comparing
odel results across cost vector treatments ﬁrst (Table 6), all mean attribute coefﬁcients are signiﬁcantly different from
ero, while standard deviations are signiﬁcant and large in magnitude, suggesting the presence of a considerable degree of
nobserved preference heterogeneity in the data.
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Table 7
Marginal WTP  estimates for cost vector treatments and results of Poe et al. (2005) test for differences between treatments based on Table 6 (RPL with
log-normally distributed price coefﬁcient).
LOW$ AVERAGE$ HIGH$ AVERAGE$ vs LOW$ HIGH$ vs LOW$ HIGH$ vs AVERAGE$
mean [95%-CI] Mean [95%-CI] mean [95%-CI] p-value p-value p-value
poor 0.23 0.29 0.36 0.470 0.182 0.486
[0.13;0.34] [0.18;0.41] [0.22;0.51]
int  0.14 0.21 0.28 0.208 0.024 0.260
[0.07;0.21] [0.14;0.29] [0.19;0.40]
wild 7.19 10.29 7.47 0.268 0.926 0.378
[3.63;11.00] [6.73;14.28] [3.21;12.27]
conc 7.22 8.42 10.84 0.632 0.206 0.424
[4.36;10.16] [4.95;11.95] [6.64;15.85]
Note: signiﬁcant differences in MWTP  estimates at the 10% level (two-sided test) are shown in bold.
Table 8
Mean estimates and conﬁdence intervals of probability of attribute non-attendance (AN-A) to the cost attribute by cost vector treatment inferred from
ECLC  models (%).
LOW$ AVERAGE$ HIGH$
Probability of AN-A to price 39.2 28.6 34.8
[34.2–44.5] [23.9–33.9] [30.2–39.7]
Note: 95% conﬁdence intervals are reported in parentheses. Conﬁdence intervals were calculated using a Krinsky and Robb (1986) procedure with 2,000
draws.
Mean MWTP  estimates are reported in Table 7.6 They appear slightly lower for LOW$ relative to AVERAGE$ and HIGH$,
especially for poor and int.  For int,  this is conﬁrmed by a Poe et al. (2005) test and a comparison of estimates based on LOW$
and HIGH$ treatments, for which signiﬁcant differences in MWTP  estimates are found at the 10% level7 . Thus, we  can reject
null hypothesis 2 for comparisons of MWTP  between LOW$ and HIGH$ and the attribute int.  This is broadly in line with
ﬁndings reported in Hanley et al. (2005); Carlsson and Martinsson (2008) and Kragt (2013a), who all ﬁnd that a cost vector
with higher absolute levels tends to result in higher WTP  estimates, although differences were not found to be signiﬁcant
for all (Hanley et al., 2005) and most (Kragt, 2013a) of the attributes.
Within income groups, there are signiﬁcant differences in MWTP  across cost vector treatments only for the medium
income group, for which MWTP  for int is different for HIGH$ compared to LOW$ and different for AVERAGE$ compared to
LOW$ (Fig. 3 and Appendix Tables A1, A2 and A3). Several attribute coefﬁcients and corresponding MWTP  estimates are
not signiﬁcantly different from zero for INCLOW and INCHIGH sub-samples, preventing a meaningful comparison of MWTP.
None of the remaining comparisons of MWTP  for the different attributes across cost vector treatments yielded a signiﬁcant
difference at the 10% level for INCLOW and INCHIGH respondents.
In terms of choice patterns and decision and information processing strategies, we ﬁrst analyse status quo responses
(hypothesis 3). Compared to LOW$ (17.61%), the total number of times a status quo alternative was chosen (irrespective
of serial non-participation) was signiﬁcantly higher for AVERAGE$ (22.5%; 2 = 5.8, p = 0.00) and HIGH$ (24.11%; 2 = 7.7,
p = 0.00). We  can thus reject the null hypothesis of equal proportions, conﬁrming a pattern that is in line with theoretical
expectations based on standard economic assumptions.
We next investigate whether cost vector treatments resulted in differences in AN-A patterns (hypothesis 4). We  distin-
guish 8 classes in the equality constrained latent class models. One class assumes full compensatory preferences, ﬁve classes
assume non-attendance to each attribute (including price), one class assumes non-attendance to all non-price attributes
and a ﬁnal class assumes that respondents make a choice between the business as usual alternative and the improvement
alternatives, but choose one of the improvement alternatives at random. Summary results showing probabilities of AN-A to
the cost attribute are reported in Table 8 (results of latent class models can be found in Appendix Table A4, and summary
results of AN-A probabilities for all attributes are shown in Appendix Table A5).Across cost vector treatments, the probability of AN-A to the cost attribute is signiﬁcantly lower with 29% for the
AVERAGE$ cost vector treatment, compared to LOW$ (39%; AN-AAVERAGE$ < AN-ALOW$: p = 0.002) and HIGH$ (35%; AN-
AAVERAGE$ < AN-AHIGH$: p = 0.042). The empirical pattern found here are not straightforward to interpret. Lower AN-A in
6 Exact quantitative results for WTP  estimates are sensitive to speciﬁcation of the distribution of the cost coefﬁcient. In particular, higher marginal WTP
estimates are obtained for mixed logit models with a constrained triangular distribution of the cost coefﬁcient, and a greater number of WTP  estimates
are  found to differ signiﬁcantly across cost vector treatments (see Appendix Table A10 for marginal WTP  estimates for the full sample and Appendix
Table A11 for estimates for a sample where those systematically choosing the cheapest non-status quo alternative are excluded). However, WTP  estimates
are  not unrealistically low for models using a log-normally distributed cost coefﬁcient, and relative differences in WTP  between cost vector treatments are
preserved irrespective of the distribution of the cost coefﬁcient. Therefore, primary ﬁndings and implications are robust to alternative distributions of the
cost  coefﬁcient.
7 A one-sided test of WTP(HIGH$)>WTP(LOW$) is signiﬁcant at the 10% level for poor, but our hypotheses regarding MWTP  are non-directional and thus
require  a two-sided test.
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 10 to enhance appearance.
he AVERAGE$ cost vector treatment may  suggest that a relatively low magnitude of cost vector can result in insufﬁcient
llocation of attention to cost (in line with the reasoning in Section 2.2.2), while a very high magnitude of the cost vector
ight result in lower attendance to cost by respondents who  cannot afford to pay higher cost levels, or perceive payments
f such a magnitude as unrealistic.
There is a reasonable level of agreement between the inferred levels of AN-A reported in Table 8 and responses to follow-
p questions regarding attribute non-attendance (stated AN-A; see Appendix Table A6), but also some notable differences.
onsistent with a hypothesis that allocation of attention increases with cost vector range (Cameron and DeShazo, 2010, see
ection 2.2.2), the percentage of respondents stating that they either sometimes or never considered cost when making their
hoices decreases from 37% in the LOW$ treatment to 34.6% in the AVERAGE$ treatment and 31.8% for HIGH$. The difference
etween LOW$ and HIGH$ is signiﬁcant at the 10% level (2 = 3.57, p = 0.059). Overall, we therefore can reject equality in
he incidence of non-attendance for the cost attribute across cost vector treatments (H04) for an analysis of both inferred
nd stated AN-A. However, only ﬁndings from stated AN-A support the notion that cost vectors with a greater range (i.e., a
igher upper bound) are associated with an increase in respondents’ attention allocated to the cost attribute.
Next, we investigate systematic decision strategies, beginning with serial non-participation. Across treatments, and
imilar to ﬁndings of Kragt (2013a), equality of the number of non-protest serial non-participants cannot not be rejected.
lso, we ﬁnd a very low incidence of respondents choosing the most expensive alternative in each choice occasion (<2%
n all cost vector treatments; no signiﬁcant differences). With regard to respondents choosing the cheapest alternative in
ll choice situations where a non-status quo alternative was chosen, however, we  ﬁnd that 16.3% of respondents employ
his strategy in the LOW$ treatment, 22.4% in the AVERAGE$ treatment and 27.2% in the HIGH$ treatment. The differences
etween the three treatments are statistically signiﬁcant at the 1% level (2 = 12.36, p = 0.002). These results show that
ifferences in the cost vector can affect the degree to which respondents employ decision strategies that are not in line with
ully compensatory decision-making. In our case cost vectors of a higher magnitude is associated with a greater incidence
f respondents choosing the cheapest alternative in all choice situations where a non-status quo alternative was  selected.
uch differences in the use of decision strategies may  affect WTP  estimates.
To explore potential impacts of systematically choosing the cheapest alternative on WTP  estimates, we  ﬁrst ran a series
f models only including respondents who employed this heuristic. The results showed that non-price attribute coefﬁcients
ere negative and for several attributes signiﬁcantly different from zero,8 suggesting an overall negative effect on non-price
ttribute coefﬁcients in models based on all respondents reported in Table 6. This negative effect is probably driven by
mall to modest correlation between attributes in the efﬁcient experimental design, which tends to combine lower cost
8 Full model results are available from the authors upon request.
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Table 9
RPL model results for cost vector treatments excluding respondents always choosing the cheapest (non SQ) alternative (log-normally distributed price
coefﬁcient).
LOW$ AVERAGE$ HIGH$
Coef. t Coef. t Coef. t
Coefﬁcients
ASC −0.521 −12.25 −0.453 −13.63 −0.437 −11.18
poor  2.261 6.56 2.469 6.82 2.196 5.89
int  1.315 5.76 1.630 6.73 1.620 6.57
wild  0.374 6.91 0.417 7.28 0.278 4.97
conc  0.274 5.88 0.313 5.64 0.287 4.96
price  0.943 9.38 0.739 8.42 0.132 1.27
Standard deviations
ASC 0.405 9.66 0.318 9.01 0.460 10.61
poor  2.658 5.84 3.235 7.36 3.182 5.53
int  1.641 5.33 1.991 6.38 2.024 5.36
wild  0.367 5.60 0.400 5.35 0.259 3.45
conc  0.622 10.96 0.771 11.72 0.791 11.69
price  0.965 15.54 0.868 14.21 0.981 13.78
LogL  −2413.7 −2214.4 −2234.6
Pseudo R2 0.32 0.32 0.32
N  (respondents) 494 445 465
Table 10
Marginal WTP  estimates for cost vector treatments excluding respondents always choosing the cheapest (non SQ) alternative (based on Table 9, RPL with
log-normally distributed price coefﬁcient).
LOW$ AVERAGE$ HIGH$ AVERAGE$ vs LOW$ HIGH$ vs LOW$ HIGH$ vs AVERAGE$
mean [95%-CI] Mean [95%-CI] mean [95%-CI] p-value p-value p-value
poor 0.53 0.78 1.15 0.034 0.002 0.064
[0.41;0.66] [0.60;0.97] [0.83;1.49]
int  0.31 0.51 0.85 0.010 0.000 0.016
[0.22;0.39] [0.38;0.64] [0.62;1.08]
wild 17.64 26.29 28.96 0.038 0.068 0.702
[13.16;21.93] [19.68;32.95] [18.57;40.00]
conc 12.88 19.63 29.64 0.084 0.004 0.114
[8.62;17.15] [13.68;26.04] [19.71;39.92]
Note: signiﬁcant differences in MWTP  estimates at the 10% level (two-sided test) are shown in bold.alternatives with less improvement in non-cost attributes (or higher cost alternatives with greater improvements) in order
to avoid dominant alternatives characterised by a low degree of utility balance between alternatives (ChoiceMetrics 2014).
We then re-estimated RPL models for split sample treatments.
Tables 9 and 10 report model results and MWTP  estimates for cost vector treatments after omitting respondents who
systematically chose the cheapest alternative when a non-status quo alternative was  selected. Estimates of MWTP  are
greater in magnitude than those estimated based on our initial analysis reported in Table 6. This is not surprising given
that respondents appearing to be extremely cost-sensitive by always choosing the cheapest non-status quo alternative
were omitted, and given that the omitted sample, on its own, was  found to have a negative effect on non-price attributes
as mentioned above. In terms of MWTP  differences across treatments, a much more pronounced pattern arises. Across
treatments, an increase in mean MWTP  estimates for all attributes arises as the levels of the cost vector increase. Poe et al.
(2005) tests suggest that mean MWTP  is signiﬁcantly different in magnitude at the 10% level for attributes poor and int and
comparisons across all treatments, and that MWTP is signiﬁcantly different for AVERAGE$ and HIGH$ compared to LOW$
for the wild and conc attributes. These ﬁndings suggest that differences in the use of a decision strategy across cost vector
treatments prevented the full scale of cost vector effects on MWTP  to be exposed.
Differentiating by income group (Fig. 4, Tables A7, A8 and A9 in the Appendix) suggests an increasing trend in MWTP as
cost vectors increase in magnitude that is more pronounced within the medium and high income groups. For lower income
respondents (INCLOW), no signiﬁcant difference (at the 10% level) is found for all comparisons. For the medium and high
income groups, MWTP  for the different attributes is between two  to three times greater in magnitude for HIGH$ compared
to LOW$. This is also reﬂected by signiﬁcant differences in MWTP  estimates for some of the attributes between LOW$ and
HIGH$ for cost vector treatments in the INCMED and INCHIGH groups. For INCMED and INCHIGH, signiﬁcant differences are
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ased  on results shown in Table 10. Note: Estimates for poor and int are scaled by × 10 to enhance appearance.
ound for three of the attributes. The results therefore suggest that cost vector differences can affect MWTP  particularly for
edium and high income groups.9
. Discussion and conclusions
This paper adds to the literature on bid level and cost vector effects in stated preference studies. We  compare three split
amples with different cost vectors with respect to ‘bid acceptance’, marginal willingness to pay (WTP), status quo choice
nd the use of decision and information processing strategies. The concept of coherent arbitrariness offers a theoretical
erspective through which cost vector effects on welfare estimates can be understood. Overall, we conﬁrm ﬁndings of
ome of the previous studies that suggest that WTP  tends to increase as the cost vector offered increases. In line with
ragt (2013a), ‘bid acceptance’ rates do not decrease markedly across cost vector treatments for higher cost vector levels,
espite signiﬁcantly greater absolute differences in costs across treatments. The most likely explanation for the differences
n valuations across cost vector treatments is presence of anchoring effects to be expected if respondents behave according
o the idea of coherent arbitrariness. As stated by Hanley et al. (2005, 230), it is “undesirable from a methodological point of
iew if the choice of price vector had a signiﬁcant effect on resulting preference or willingness-to-pay estimates, since then
hoice experiments would be subject to a design bias akin to the anchoring effects found in contingent valuation”. We  do
ndeed ﬁnd such effects of varying cost vectors on WTP  estimates.
Our results also suggest that there may  be a fat tail equivalent to contingent valuation found in choice experiments. This
nding is related to small and statistically insigniﬁcant differences in sensitivity to maximum cost vector levels that differed
y a factor of more than two across cost vector treatments, indicating the presence of a persistent residual acceptance
f alternatives at maximum cost. It is an empirical question if this residual acceptance could be reduced and thus the fat
ails ‘pinned down’ if the magnitude of the maximum cost level is further increased. Of course, in the light of our ﬁndings,
his appears challenging to do without risking a further increase in WTP, for example due to anchoring. In this respect,
t may  be useful to investigate cost vector effects in the presence of different ex-ante devices typically used to mitigate
ypothetical bias (e.g. cheap talk, repeated opt-out reminder). While a limited impact on potential anchoring may  be expected
heoretically, ex-ante devices may  reduce the incidence of respondents who  select alternatives with the maximum cost level,
hus helping to pin down fat tails in choice experiments. It would be also be useful to investigate the role of payment and
olicy consequentiality (e.g., Herriges et al., 2010) in relation to the presence of fat tails in choice experiments. Respondents
ith strong consequentiality beliefs, especially regarding the prospect of actual payment, can be expected to be less likely
9 It should be noted that the ﬁndings regarding signiﬁcant differences in marginal WTP  estimates across cost vector treatments within income groups
ay  partly be affected by lower sample size and consequently greater standard errors of coefﬁcient estimates in INCLOW and INCHIGH compared to INCMED.
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to violate their upper cut-off point (highest acceptable amount they are willing to pay) and consider their actual budget
constraint, thus potentially reducing the proportion of acceptance of alternatives at maximum cost.
Perhaps the most signiﬁcant ﬁnding of this study is that different cost vectors can affect decision strategies employed
by choice experiment survey respondents. Statistically signiﬁcant differences in attribute non-attendance (AN-A) for the
cost attribute point to differences in choice behaviour in response to different cost vectors. Differences in AN-A could have
implications for WTP  estimates, but we believe that further investigation of such effects requires a better understanding
of reasons that underpin AN-A and that explain differences between alternative approaches to identify AN-A incidence.
We also ﬁnd signiﬁcant differences across cost vector treatments for a decision strategy that might reﬂect unwillingness to
trade-off cost and other non-cost attributes: always choosing the cheapest alternative when a non-status quo alternative
was selected. Our results suggest that varying use of this decision strategy can obscure effects of cost vectors on marginal
WTP estimates present for the part of the sample that did not exhibit these decision strategies. Indeed, after omitting
respondents who use this decision strategy from the sample, we  ﬁnd a monotonic increase as the magnitude of the cost
vector increases, and signiﬁcant differences between all cost vector treatments for all of the attributes. This suggests that
in moving forward, research investigating cost vector effects should take a more detailed look at decision strategies used.
This can be considered as non-trivial: many different strategies may  be used by respondents, and impacts of these on a
naïve model (that does not account for them and might thus suffer from misspeciﬁcation bias) might counteract systematic
differences in preferences and WTP  found for respondents who make trade-offs as assumed by random utility maximisation
models. As an aside, our results suggest that efﬁcient designs may  not always be the ideal experimental design choice in
the presence of non-compensatory strategies such as always choosing the cheapest alternative. This aspect deserves further
investigation.
In our study, there is only weak support that marginal WTP  of lower income respondents is affected differently compared
to higher income respondents through the use of different cost vectors, and our ﬁndings may  be driven by low income
respondents being less likely to afford higher costs. Future research could investigate if greater variation in cost vector
magnitude especially at the upper bound triggers differences in the response to different cost vectors across income groups.
Furthermore, cost vector differences across other socio-economic dimensions or respondent-speciﬁc characteristics could
be explored, including cognitive skills, engagement with the choice task, or knowledge and experience with a good that
have been found to be related to anchoring (Furnham and Boo, 2011; Sugden et al., 2013; Alevy et al., 2015).
Differences in marginal WTP  estimates associated with cost vector differences should also be of concern to policy makers
who use these estimates. For example, while Hanley et al. (2005) do not ﬁnd statistically signiﬁcant differences in WTP
estimates, they do ﬁnd that an increase in beneﬁt estimates of water quality improvement by 45% related to the use of
a higher cost vector may  tip a cost-beneﬁt analysis from a positive to a negative net present value. Hence, differences in
WTP might be judged as politically signiﬁcant by a policy maker. An illustrative example for our case study shows that the
same reasoning applies, even if we draw on WTP  estimates from the full sample shown in Table 7 (that do not account
for differences in always choosing the cheapest non-status quo alternative). For a peatland policy resulting in a 50% shift
from each poor and intermediate to good ecological condition and with a focus on restoration in wild areas and areas with
a high coverage of peatlands, WTP  estimates for the highest cost vector treatment (HIGH$) are 45% higher compared to
the lowest (LOW$) cost vector treatment. If we use results reported in Table 10, this difference more than doubles and
becomes 111%. Both of these values can plausibly affect outcomes of a cost-beneﬁt analysis on peatland restoration (Glenk
and Martin-Ortega, 2018).
In conclusion, this paper provides further evidence that differences in the cost vector used within discrete choice experi-
ments can have signiﬁcant effects on WTP  estimates, which in turn can impact policy decisions based on cost-beneﬁt analysis.
As a result, we recommend that—budget permitting—choice experiment practitioners should routinely use different cost
vectors in the design of their studies and report on the sensitivity of WTP  estimates to the different cost vectors used. Evi-
dence accumulated in this way over time can then serve as a basis to move beyond relying on an educated guess to guide
choice experiment design.
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Appendix A.
Table A1
RPL model results by cost vector treatment and income group (log-normally distributed price coefﬁcient).
Low income (INCLOW) Medium income (INCMED) High income (INCHIGH)
LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$
Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t
Coefﬁcients
ASC −0.444 −7.52 −0.534 −8.05 −0.557 −6.97 −0.625 −9.41 −0.426 −11.95 −0.515 −8.94 −0.633 −7.74 −0.636 −8.06 −0.531 −8.36
poor  1.148 1.97 0.867 1.21 1.311 2.09 2.005 4.24 2.072 4.17 2.053 3.57 1.511 2.60 1.684 2.56 1.056 1.60
int  1.147 2.89 0.183 0.35 1.317 3.20 1.079 3.24 1.784 5.09 1.533 4.09 0.841 2.24 1.295 2.88 1.058 2.31
wild  0.234 2.49 0.139 1.08 0.174 1.63 0.274 3.18 0.316 3.92 0.198 2.16 0.261 2.80 0.375 3.56 0.145 1.49
conc  0.238 2.88 0.338 3.28 0.187 1.97 0.258 3.47 0.206 2.59 0.286 2.76 0.238 3.01 0.260 2.18 0.280 2.66
price  0.860 3.99 0.794 3.75 0.589 3.56 1.266 8.56 1.071 9.03 0.771 5.86 1.009 5.00 1.011 5.82 0.606 3.80
Standard deviations
ASC 0.393 6.78 0.330 3.54 0.520 6.09 0.413 6.40 0.220 5.73 0.443 8.62 0.450 5.99 0.361 5.49 0.415 6.82
poor  3.139 4.78 3.607 4.83 2.248 3.30 1.705 2.45 3.193 5.45 3.167 4.71 3.066 4.96 3.309 4.26 3.320 4.17
int  2.069 3.82 2.415 4.60 1.374 2.89 1.563 3.85 2.146 4.84 1.763 3.67 1.689 4.16 2.375 4.11 2.443 4.87
wild  0.433 3.69 0.631 4.58 0.336 2.71 0.427 3.95 0.393 4.09 0.343 3.30 0.422 3.98 0.298 2.53 0.251 2.17
conc  0.592 5.88 0.686 5.85 0.577 5.55 0.654 7.87 0.740 8.32 0.992 8.20 0.643 6.97 1.019 7.00 0.703 6.46
pric  1.280 9.15 1.702 5.83 1.403 8.87 1.304 12.00 1.274 15.11 1.229 14.43 1.239 8.59 1.324 6.86 1.457 6.95
LogL-RPL −813.7 −713.2 −815.9 −1055.7 −1236.6 −1121.0 −925.9 −771.6 −907.7
Pseudo R2 0.30 0.36 0.37 0.36 0.33 0.37 0.34 0.37 0.37
N  (resp.) 134 127 148 188 212 203 161 140 165
Table A2
Estimated marginal WTP  by cost vector treatment and income group (based on model results in Table A1 ; RPL with log-normally distributed price
coefﬁcient).
Low income Medium income High income
LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$
mean [95%-CI] mean [95%-CI] mean [95%-CI] mean [95%-CI] Mean [95%-CI] mean [95%-CI] mean [95%-CI] mean [95%-CI] mean [95%-CI]
poor 0.21 0.09a 0.27 0.24 0.32 0.45 0.26 0.26 0.20a
[0.01;0.42] [-0.11;0.29] [-0.02;0.57] [0.12;0.36] [0.18;0.45] [0.20;0.70] [0.07;0.44] [0.04;0.47] [-0.09;0.49]
int  0.21 0.02a 0.27 0.13 0.27 0.33 0.14 0.20 0.20a
[0.07;0.36] [-0.10;0.14] [0.06;0.49] [0.05;0.21] [0.18;0.37] [0.16;0.50] [0.02;0.26] [0.05;0.34] [-0.02;0.42]
wild  8.74 2.95a 7.20a 6.62 9.61 8.61 8.82 11.38 5.49a
[1.78;15.69] [−4.09;9.99] [−2.58;16.98] [2.40;10.83] [4.79;14.42] [0.49;16.73] [2.56;15.09] [3.92;18.84] [−2.86;13.84]
conc 8.86 7.19 7.77 6.23 6.28 12.44 8.05 7.89 10.59
[2.76;14.95] [0.00;14.37] [0.13;15.41] [2.52;9.94] [1.63;10.94] [3.79;21.08] [2.74;13.37] [0.58;15.21] [1.35;19.82]
Note:
a Not signiﬁcantly different from zero at the 5% level.
Table A3
Results of the Poe et al. (2005) test (two-sided p-values) for marginal WTP  estimates reported in Table A2.
Low income Medium income High income
AVERAGE$
vs LOW$
HIGH$ vs
LOW$
HIGH$ vs
AVERAGE$
AVERAGE$
vs LOW$
HIGH$ vs
LOW$
HIGH$ vs
AVERAGE$
AVERAGE$
vs LOW$
HIGH$ vs
LOW$
HIGH$ vs
AVERAGE$
poor na 0.746 na 0.422 0.134 0.362 0.970 na na
int  na 0.648 na 0.027 0.026 0.528 0.604 na na
wild  na na na 0.360 0.658 0.850 0.642 na na
conc  0.662 0.806 0.882 0.982 0.194 0.222 0.926 0.666 0.642
Note: signiﬁcant differences in MWTP  estimates at the 10% level (two-sided test) are shown in bold; na: comparison includes at least one estimate of
marginal WTP  that is not signiﬁcantly different from zero.
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Table A4
Model results of equality constrained latent class model with 8 classes used to infer attribute non-attendance.
LOW$ AVERAGE$ HIGH$
Coef. t Coef. t Coef. t
Class1 −0.799 −1.89 −0.074 −0.23 −0.217 −0.94
Class2  −0.002 −0.56 −0.5 −1.21 −0.071 −0.31
Class3  −0.43 −2.21 −0.18 −1.03 −0.552 −2.89
Class4  −1.551 −2.52 −1.044 −2.03 −0.848 −2.48
Class5  1.037 5.35 0.709 3.44 0.518 3.11
Class6  0.048 0.22 −0.567 −2.12 −0.970 −4.07
Class7  0.475 2.2 0.816 3.97 0.9286 7.24
ASC1  −2.810 −4.92 −2.832 −5.98 −3.589 −7.97
ASC2  −11.636 −1.65 −11.079 −1.79 −9.958 −6.9
ASC3  4.386 5.47 2.347 7.71 7.337 2.26
ASC4  −0.495 −0.76 −0.495 −0.68 0.996 2.97
ASC5  −4.217 −9.44 −4.319 −7.88 −6.846 −12.51
ASC6  −1.364 −3.46 −3.166 −1.73 2.524 7.04
ASC7  −1.444 −6.65 −1.947 −8.04 −2.169 −11.92
poor  0.011 2.96 0.02 4.56 0.026 6.11
int  0.007 3.32 0.015 5 0.013 5
wild  0.153 2.48 0.249 3.63 0.194 2.7
conc  0.877 6.73 0.874 6.97 1.011 9.42
price  −0.048 −16.62 −0.033 −18.53 −0.030 −17.82
LogL  −2,935.3 −2,906.1 −3,045.1
N  (resp.) 570 551 605
Table A5
Mean estimates and conﬁdence intervals of probability of attribute non-attendance (AN-A) for all attributes by cost vector treatment inferred from ECLC
models (%).
poor int wild conc price
LOW$ 53.2 49.8 46.3 69 39.2
[45.9–60.4] [42.1–57.9] [38.2-54.5] [59.5–77.2] [34.2–44.5]
AVERAGE$ 51.9 53.7 49.5 65.7 28.6
[44.8–58.8] [45.8–61.4] [41.8–57.5] [57–73.2] [23.9–33.9]
HIGH$  63.6 60.2 59 70.4 34.8
[57.9–69.2] [54.7–65.4] [53.5–64.3] [64.4–75.7] [30.2–39.7]
Note: 95% conﬁdence intervals are reported in parentheses. Conﬁdence intervals were calculated using a Krinsky and Robb (1986) procedure with 2,000
draws.
Table A6
Stated attribute non-attendance (AN-A) to the cost attribute in cost vector treatments and across income groups (%).
1 2 3 4 5
Sometimes considered Never considered Sum (1 + 2) Inferred A-NA  (3-4)
LOW$ 28.7 8.2 37.0 39.2 −2.2
AVERAGE$ 25.3 9.3 34.6 28.6 6.0
HIGH$  23.4 8.4 31.8 34.8 −3.0
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Table  A7
RPL model results by cost vector treatment and income group excluding respondents always choosing the cheapest (non SQ) alternative (log-normally
distributed price coefﬁcient).
Low income Medium income High income
LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$
Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t Coef. t
Coefﬁcients
ASC −0.435 −6.05 −0.527 −6.21 −0.433 −5.36 −0.560 −8.01 −0.356 −9.89 −0.444 −6.94 −0.571 −7.02 −0.602 −6.94 −0.455 −6.80
poor  1.633 2.40 2.333 3.31 1.211 1.81 2.489 4.76 2.468 4.87 2.316 3.94 2.223 3.56 2.338 2.97 2.401 3.47
int  1.388 2.97 1.125 2.37 1.330 3.05 1.229 3.47 1.914 5.52 1.608 3.99 1.132 2.82 1.565 3.04 1.651 3.53
wild  0.313 2.96 0.368 3.08 0.213 2.10 0.417 4.63 0.406 5.12 0.314 3.29 0.366 3.74 0.466 3.82 0.267 2.67
conc  0.244 2.75 0.305 2.85 0.169 1.70 0.303 3.87 0.301 3.64 0.305 2.96 0.270 3.20 0.310 2.49 0.333 3.43
price  0.620 2.45 0.545 2.66 −0.189 −0.76 1.107 7.86 0.838 7.02 0.295 2.14 0.920 5.18 0.769 4.51 0.217 1.28
Standard deviations
ASC 0.397 6.13 0.464 4.51 0.459 5.77 0.388 5.67 0.216 5.62 0.465 7.59 0.458 5.52 0.383 5.03 0.467 6.23
poor  3.350 4.44 3.559 3.61 2.955 2.94 1.430 2.28 3.105 5.20 2.896 3.92 2.896 4.35 3.398 3.82 3.827 4.49
int  2.454 4.20 2.076 3.25 1.839 2.90 1.265 2.95 2.114 4.83 2.007 3.42 1.878 4.15 2.245 3.65 2.399 3.88
wild  0.455 3.48 0.578 3.54 0.267 2.14 0.329 2.99 0.350 2.90 0.389 2.91 0.448 3.47 0.428 3.25 0.164 1.49
conc  0.627 5.56 0.700 5.81 0.633 5.34 0.656 7.26 0.728 7.80 0.971 7.73 0.678 6.73 0.989 6.50 0.708 6.54
price  1.161 9.68 0.998 7.12 1.024 4.88 0.797 6.05 0.768 7.64 0.837 9.91 0.928 9.97 0.825 6.49 0.892 7.21
LogL-RPL −708.9 −581.4 −598.7 −856.8 −972.9 −886.7 −826.4 −637.8 −728.9
Pseudo  R2 0.30 0.34 0.31 0.34 0.30 0.33 0.33 0.35 0.33
N  (resp.) 116 102 100 149 158 152 142 113 124
Table A8
Marginal WTP  estimates by cost vector treatment and income group excluding respondents always choosing the cheapest (non SQ) alternative (based on
model  results in Table A7 ; RPL with log-normally distributed price coefﬁcient).
Low income (INCLOW) Medium income (INCMED) High income (INCHIGH)
LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$ LOW$ AVERAGE$ HIGH$
mean [95%-CI] mean [95%-CI] mean [95%-CI] mean [95%-CI] Mean [95%-CI] mean [95%-CI] mean [95%-CI] mean [95%-CI] mean [95%-CI]
poor 0.41 0.72 0.71 0.54 0.73 1.15 0.50 0.69 1.16
[0.16;0.63] [0.41;1.04] [0.08;1.36] [0.36;0.72] [0.51;0.95] [0.74;1.56] [0.30;0.69] [0.33;1.07] [0.66;1.66]
int  0.35 0.35 0.79 0.27 0.57 0.80 0.25 0.46 0.80
[0.19;0.51] [0.12;0.58] [0.37;1.26] [0.14;0.39] [0.41;0.73] [0.51;1.10] [0.12;0.39] [0.23;0.70] [0.45;1.15]
wild  15.97 22.87 25.67 18.15 24.07 31.22 16.58 27.70 25.67
[7.91;24.25] [10.90;35.24] [5.19;47.86] [11.43;24.76] [16.38;32.06] [16.22;45.75] [9.46;23.89] [16.46;39.24] [10.33;40.43]
conc  12.31 18.77 19.29 13.14 17.71 30.07 12.22 18.28 32.20
[5.67;19.18] [8.76;29.43] [0.79;37.28] [7.75;19.15] [10.16;25.62] [14.70;45.59] [6.06;19.06] [6.49;30.73] [17.71;47.93]
Table A9
Results of the Poe et al. (2005) test (two-sided p-values) for marginal WTP  estimates reported in Table A8.
Low income Medium income High income
AVERAGE$
vs LOW$
HIGH$ vs
LOW$
HIGH$ vs
AVERAGE$
AVERAGE$
vs LOW$
HIGH$ vs
LOW$
HIGH$ vs
AVERAGE$
AVERAGE$
vs LOW$
HIGH$ vs
LOW$
HIGH$ vs
AVERAGE$
poor 0.188 0.466 0.998 0.278 0.024 0.138 0.452 0.038 0.214
int  0.968 0.112 0.132 0.010 0.006 0.252 0.204 0.016 0.190
wild  0.442 0.496 0.866 0.344 0.188 0.484 0.180 0.378 0.870
conc  0.390 0.540 0.952 0.436 0.092 0.242 0.466 0.042 0.238
Note: signiﬁcant differences in MWTP  estimates at the 10% level (two-sided test) are shown in bold.
Table A10
Marginal WTP  estimates for cost vector treatments and results of Poe et al. (2005) test for differences between treatments (RPL with constrained triangular
distribution of price coefﬁcient).
LOW$ AVERAGE$ HIGH$ AVERAGE$ vs LOW$ HIGH$ vs LOW$ HIGH$ vs AVERAGE$
mean  [95%-CI] Mean [95%-CI] mean [95%-CI] p-value p-value p-value
poor 0.37 0.56 0.82 0.110 0.010 0.176
[0.23;0.50] [0.36;0.77] [0.51;1.11]
int  0.23 0.40 0.66 0.042 0.000 0.036
[0.13;0.32] [0.26;0.53] [0.45;0.86]
wild 15.14 24.97 25.54 0.018 0.062 0.920
[10.33;19.83] [18.39;31.52] [15.63;35.26]
conc 12.21 11.10 13.73 0.776 0.776 0.652
[7.73;16.67] [4.88;17.19] [3.72;23.43]
Note: signiﬁcant differences in MWTP  estimates at the 10% level (two-sided test) are shown in bold.
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Table A11
Marginal WTP  estimates for cost vector treatments excluding respondents always choosing the cheapest (non SQ) alternative (RPL with constrained
triangular distribution of price coefﬁcient).
LOW$ AVERAGE$ HIGH$ AVERAGE$ vs LOW$ HIGH$ vs LOW$ HIGH$ vs AVERAGE$
mean [95%-CI] Mean [95%-CI] mean [95%-CI] p-value p-value p-value
poor 0.62 1.02 1.45 0.010 0.000 0.082
[0.45;0.78] [0.77;1.26] [1.03;1.87]
int  0.35 0.66 1.10 0.004 0.000 0.014
[0.23;0.47] [0.49;0.83] [0.80;1.39]
wild 23.90 37.65 44.24 0.012 0.012 0.452
[17.62;29.90] [28.93;46.22] [29.03;58.48]conc 16.91 23.21 34.84 0.252 0.038 0.208
[10.75;23.27] [14.43;32.04] [18.96;50.88]
Note: signiﬁcant differences in MWTP  estimates at the 10% level (two-sided test) are shown in bold.
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