Abstract-A sub-optimum a-posteriori probability (APP) detector is proposed for iterative joint detection/decoding in a multiple-input multiple-output (MIMO) wireless communication system employing an outer code. The proposed detector searches inside a given sphere in a parallel manner to simultaneously find a list of m-best points based on an additive metric. The metric is formed by combining the channel output and the a-priori information. The parallel structure of the proposed method is suitable for hardware parallelization. The radius of the sphere and the value of m are selected according to the channel condition to reduce the complexity. Numerical results are provided showing a significant reduction in the average complexity (for a similar performance and peak complexity) as compared to the best earlier known method. The proposed scheme is applied for the decoding of the rate 2, 4×2 MIMO code employed in the 802.16e standard.
I. INTRODUCTION
Recently, there has been considerable interest in multiple transmit and receive antennas because of capability to offer a high data rate over fading channels [1] , [2] . The Bell-Lab layered space-time (BLAST) [3] is an example of MIMO systems. In MIMO channels, as the received signal set has a regular structure, lattice decoding methods can be used for detection. However, the complexity of the optimum lattice decoding grows exponentially with the number of transmit antennas, and with the constellation size. Several sub-optimum MIMO detectors have been proposed based on nulling and interference cancellation (IC) [3] , [4] , which essentially perform zero-forcing or minimum-mean-square-error equalization. The performance of such detectors is significantly inferior to that of the ML detection.
Sphere decoder (SD) [5] , [6] is used as a detection method for MIMO systems with near ML performance. In SD, the lattice points inside a hyper-sphere are checked and the closest lattice point is determined. It is known that even the average complexity of the SD algorithm is exponential [7] .
The capacity of MIMO systems can not be achieved unless by using an outer channel code concatenated with the spacetime mapper acting like an inner code. Iterative a posteriori probability (APP) detection techniques [8] , [9] , such as iterative joint detection and decoding with soft inputs and outputs [10] - [13] , can be used for decoding of such systems.
In contrast to the ML detector which finds the closest valid point to the received noisy signal, the iterative soft MIMO detector provides probabilistic information about the transmitted bits. This soft information is passed to the decoder for the underlying error correction code (ECC), such as turbo [14] or low-density parity check (LDPC) [15] code. The soft outputs of the decoder may be used as new soft inputs for the MIMO detector, and hence this method can work in an iterative fashion to improve the performance.
The optimum APP MIMO detector which enumerates all the signal points for the soft metric computation has a very large complexity [10] . To reduce the complexity, several schemes are proposed based on finding a small set (list) of highly probable points for computing the soft values. List sphere decoder (LSD) [16] is a method in this category which uses a list of candidates inside a preset sphere for computing the soft information. The main drawback in the known LSD methods is the instability of the list size and the associated problem of the radius selection and reduction during the search. This significantly increases the complexity as compared to the original hard SD (HSD). In [17] , this problem is addressed by building a spherical list centered around the ML point, instead of the received point. Although the effective list size is well controlled, the size should still be set at a large value to achieve a reasonable performance.
Stack algorithm with limited stack size is another list detector proposed under different titles such as list-sequential (LISS) detector [18] , deterministic sequential Monte Carlo (SMC) [19] , or sequential tree search [20] , [21] . This scheme evaluates only the 'good' candidate vectors with the aid of a sequential tree searching scheme, which is based on the m-algorithm [22] , [23] . The disadvantage of this class of detectors is that the complexity is only a function of the stack size and is independent of the received SNR.
Soft-to-hard transformation is another approach [24] to build a soft detector. The transformation converts a soft detection problem to a set of hard detection problems, which are less complex compared with the LSD. This approach, however, imposes some limitations on the underlying modulation and coding schemes. Therefore, this approach can not be considered as a general solution for the soft MIMO detection. An alternative algorithm is also developed with polynomial average complexity which is based on the semi-definite programming (SDP) [25] , [26] . The exponential worst case complexity is still unsolvable by this approach.
The main contribution of this work is a low-complexity list MIMO detector based on combining sphere and m-algorithm approaches. First, the traditional SD is modified to work in a parallel manner. The parallel sphere decoder (PSD) grows all the nodes at a given level of the tree simultaneously to find the best paths. During the parallel search, the m-algorithm helps the PSD to reduce the complexity by eliminating some branches. The radius of the sphere and the value of m are selected according to the channel condition to reduce the complexity. The proposed PSD has the benefits of the both sphere and m-algorithm detectors, while it avoids their drawbacks. Numerical results are provided showing a significant reduction in the average complexity (for a similar performance and peak complexity) as compared to the best earlier known methods reported in [16] and [21] .
After introducing the MIMO system model under consideration and the iterative receiver in Section II, the proposed sub-optimal MIMO detector is described in Section III. The details of the proposed parallel list detector is presented in Section IV. Section V is devoted to some numerical results, followed by some concluding remarks in Section VI.
II. MIMO MODEL AND ITERATIVE RECEIVER
We consider a typical bit interleaved coded modulation (BICM) MIMO system [27] with iterative APP receiver as shown in Fig. 1 .
A block of information bits u is encoded by a rate R outer code C. Then, the encoded stream is permuted by an interleaver. At time t, the bits of the sequence
T as a part of the permuted stream are mapped onto a complex vector
Mc distinct points. The output of the modulators are passed into a narrow-band multiple antenna channel with n T transmit antennas and n R receive antennas. Throughout this article, it is assumed that
. . , y nR [t])
T be an n R -dimensional vector of received signal given by,
y[t] = H[t]s[t] + n[t]
( 1) where H[t] is a matrix of dimension n R × n T with entries that are independent samples of a complex Gaussian random variable with zeros mean and unit variance (Rayleigh fading).
We assume that H[t] is known to the receiver. Entries of n[t]
are the spatially and temporally complex white Gaussian noise with variance σ 2 per real component. Assuming E s i [t] 2 = ρ/n T makes the total transmit power equal to ρ [16] . The overall bandwidth efficiency of such a system is RM c n T bits per channel use.
Since the bits among the blocks x[t], t = 1, 2, . . . are outputs of an ECC encoder that introduces redundancy, the block-by-block decision on the bits is no longer optimal. The APP MIMO detector should make decision jointly on all blocks using the knowledge of the correlation across blocks, and the channel code should decode using soft information on all the blocks obtained from the APP MIMO detector. Therefore, an iterative receiver that performs joint detection and decoding is needed.
An iterative receiver consists of two stages: the soft MIMO APP detector, followed by a soft ECC decoder. The two stages are separated by a deinterleaver and an interleaver. Fig. 1 illustrates how the soft information is iterated between the MIMO APP detector and the soft ECC decoder.
As the MIMO APP detector operates on a per-symbol vector basis, we omit the time index and work on the vector x. The optimal log-likelihood ratio (LLR) of the bit the APP detector as follows [9] 
which constitutes the posterior information about x k . Due to the existence of the interleaver, the bits within x are approximately statistically independent. Employing Bayes' theorem, exploiting the independence among the entries of x, and considering the channel model (1), the soft output values are given by
where
and
denoting the a priori information of x k , we define
The a priori information is received from the previous iteration as the soft output of the ECC encoder. By definition, the extrinsic information of
The ECC decoder uses the extrinsic information provided by the MIMO detector to update its knowledge about the transmitted bits. The new soft information of the bits serves as the prior information for the next iteration.
III. PARALLEL LIST SPHERE DECODER
The number of vectors x in the set X is equal to 2
McnT . Therefore, noting (3), the complexity of computing λ D (x k |y) is exponential in the length of the bit vector x.
The empirical observation shows that the vast majority of the elements of X contribute a negligible amount to the summations in (3). We decrease the complexity of the calculation of λ D (x k |y) by enumerating only the high-Λ-value subset denoted as L ⊂ X. The list detection problem is formulated as follows. Find the set of points L ⊂ X, with cardinality |L| = m < 2
McnT with the highest Λ-values [28] ,
The problem of finding the optimum list is in general NPhard [29] . In the following, we will show how the parallel SD approach can be used to find a 'good' list inside a sphere of a given radius. According to (4) , in the absence of a priori information, the required candidate points of the list may be defined as follows,
Thus, L contains points inside a sphere centered at the received point y. Although this list contains the closet points to the received vector y, it does not guarantee to contain the points with the highest Λ-values. This means the search algorithm should consider both the distance and the a priori information to find the high Λ-value points. A traditional HSD searches the closet point in a serial manner [6] based on the distance metric. Starting with an initial radius, the SD finds a candidate point and updates the sphere radius which can not exceed the initial radius. After that, the SD starts the search process over, using the newly computed radius to find any better candidate points. This process continues until finding the closet point. In the LSD [16] , one should find a list of points within a preset sphere, and hence, the radius cannot be decreased during the search process. Note that when the radius is fixed, there will be no difference between the complexity of the serial and the parallel search schemes. The proposed parallel scheme, which is called PSD, grows all the branches inside the sphere simultaneously to find all the candidate points. The main advantage of the parallel scheme is that at each level of the sequential tree growing, like the m-algorithm approach (e.g. [18] ), we can limit our search to the signal paths with the highest Λ-values. The additive form of the Λ-value allows us to calculate the branch metrics sequentially in a tree structure. At each level of the tree growing, existing nodes are explored inside the sphere, the new extended branches are ordered, and finally, the m-best branches are selected and the rest are eliminated. Unlike [20] and [21] that use a fixed m, here, we select m according to the channel matrix as will be explained later.
IV. DETAILS OF THE PARALLEL LIST DETECTION ALGORITHM
The details of the proposed PSD are given in the following.
A. Extension of the Complex Space to the Real Space
In order to use the SD, first we need to extend the complex model of (1) to the real space [6] . The channel matrix is changed to the real matrix H ← (H ij ) using,
where h ij and h ij denote the real and the imaginary part of h ij , respectively. Obviously, the matrix dimensions are extended to n T ← 2n T and n R ← 2n R . Number of bits per real dimension is M c ← M c /2. The complex vector of the symbols is extended to the real vector s ← (s i ) as follows
The other complex vectors n and y of the model (1) are extended in the same way. The derivations of the paper for the complex model also hold for the extended real model.
B. Λ as an Additive Metric
In order to compute Λ sequentially over the branches of the tree, we use the QR decomposition of the matrix H = QR, where R = (r ij ) is an n T × n T triangular matrix and Q is an n R × n T orthogonal matrix. The distance y − Hs 2 can be written as z − Rs 2 in which z = Q H y. By expanding Λ in (4) to the summation form, we have an additive metric
with the metric increments 
C. The Proposed Algorithm
The proposed algorithm searches for the best candidate points inside a sphere of radius C. This means z − Rs
Obviously, each element of the summation should satisfy the inequality. Starting from the n T th element and assuming r nT nT > 0 1 , we conclude that s nT belongs to the following interval [6] 
where · and · denote the ceiling and floor operations. For every s nT satisfying (12), we define C
2 and z nT −1|nT = z nT −1 − r nT −1,nT s nT . Noting the (n T − 1)th term in (11), we conclude that s nT −1 belongs to the following interval
One can continue in a similar manner for s nT −2 , and so on until s 1 , thereby going through all the points inside the sphere of radius C. The radius C is chosen based on the statistics of the noise [30] . Note that
random variable with n R /2 degree of freedom. Thus, we may choose the radius proportional to the variance of the noise [16] , [30] ,
where the factor K r controls the tradeoff between complexity and performance.
Noting that the number of constellation points bounded within a sphere of a given radius is inversely proportional to
. The values of K r , K m and m max are experimentally selected to minimize the complexity, while achieving the best possible performance. Note that imposing an upper bound on the allowed m limits the peak complexity. Noting above steps, the proposed algorithm can be summarized as follows:
Input. Inputs are H, y, λ A , σ 2 , n T , n R , and M c , all in the real space. Maximum number of nodes at each level of the tree is m. The 2
Mc points of the real constellation are the elements of the set Q r .
Step 1. (Initialization) Decompose H to QR. z = Q H y. Each node has its own level, i, metric, α i , label 2 ,
. . , n T }, sub-sphere radius for the next level, C i−1|i , and received signal for the next level, z i−1|i . Initialize root node (level n T + 1) with α nT +1 = 0, C nT |nT +1 = C, z nT |nT +1 = z nT , and empty label. Set total number of nodes to 1. Set i = n T .
Step 2. (Node extension) For each node of the level i + 1, 
Step 6. (Loop) Go to Step 2.
Step 7. (List) For each node of the level 1, save its label (s 1 , . . . , s nT ) or (x 1 , . . . , x McnT ) and its corresponding metric Λ = α 1 in the set L. Output. Outputs are the set L and the corresponding Λ-values. Note that the algorithm does not guarantee to deliver a list of m points, unless the initial radius is set sufficiently high.
D. Approximate APP Value
After finding the list L and its corresponding Λ-values, the list is applied to (3) to compute the APP values of the transmitted bits. To maintain a reasonable complexity, the exact exp(·) operation in (3) is implemented in the log-domain by deploying the max-or max * -approximation [31] . With the max approximation, the posterior information of x k becomes
in which the maximizations are over the points of the list L.
is set to the given minimum (or maximum) value of the LLR [16] .
V. NUMERICAL RESULTS
Numerical results are provided for the same scenario as described in [16] for a turbo-coded MIMO system. Fig. 2 shows the performance results for a 4 × 4 MIMO. There is no degradation for the proposed method in comparison with the m-algorithm and the LSD presented in [16] .
The advantage of the proposed method lies in its complexity which is illustrated for a 16-QAM, 4 × 4 MIMO system in Fig. 3 . As this figure shows, the complexity of the proposed method is much less than the m-algorithm and the LSD. Computational complexity is measured in terms of the number of branches enumerated at each level of the tree. The higher is the number of constellation points and/or the number of antennas, the higher will be the complexity gain achieved due to using the proposed method.
According to Fig. 3 , the complexity of the m-algorithm is fixed for all SNR values. The complexity of the m-algorithm is very high for the large SNR values, where the other two methods have lower complexities. Note that the complexity of the m-algorithm is the worst case complexity of the proposed PSD.
As Fig. 3 shows, for low SNR values, the average complexity of the LSD is higher than the worst case complexity of the PSD. Therefore, one advantage of the proposed method is that its complexity does not exceed a threshold even at low SNR values where the sphere radius is large. Fig. 4 is the performance result for a 4 × 2 space time code of rate 2 adopted in the IEEE 802.16e standard. The performance result is compared with a 16-QAM, 4 × 4 MIMO system (rate 4). The complexity results are similar to those reported in Fig. 3 .
VI. CONCLUSION
A soft MIMO detector is presented which achieves significant complexity gains for a similar performance as the other relevant methods reported in the literature. In addition, the parallel structure of the proposed method is suitable for hardware parallelization.
