Abstract. A function f ∈ BUC(R d ) is said to be weakly* almost periodic, denoted f ∈ W * AP(R d ), if there is g ∈ AP(R d ), such that, M(|f − g|) = 0, where BUC(R d ) and AP(R d ) are, respectively, the space of bounded uniformly continuous functions and the space of almost periodic functions, in R d , and M(h) denotes the mean value of h, if it exists. We give a very simple direct proof of the stochastic homogenization property of the Dirichlet problem for fully nonlinear uniformly elliptic equations of the form F (ω,
Introduction
We consider the homogenization of solutions to the following Dirichlet problem for fully nonlinear elliptic equations
u(x) = g(x), x ∈ ∂U, (1.2) where U ⊆ R n is a bounded domain with Lipschitz boundary, g ∈ C(∂U ) and ω ∈ Ω, where (Ω, µ, F ) is a probability space, with probability measure µ and σ-algebra F of µ-measurable sets A ⊆ Ω.
Let S d denote the space of d × d symmetric matrices. We assume that, for each (y, M ) ∈ R d × S d , F (·, y, M ) : Ω → R is a bounded µ-measurable function, and F : Ω × R d × S d → R is uniformly elliptic, that is, for certain constants 0 < λ < Λ, (1.3) λ N ≤ F (ω, y, M + N ) − F (ω, y, M ) ≤ Λ N , for all (ω, y) ∈ Ω × R d , and all M, N ∈ S d , with N ≥ 0. We first recall some well known results for the deterministic case in which F does not depend on the stochastic parameter ω. When, F (·, M ) is periodic in R d , for each M ∈ S d , the solution of this problem follows from essentially the same ideas on the well know (never to be published) preprint by Lions, Papanicolaou and Varadhan [21] (see also [16] ). Also, when F (·, M ) is almost period in R d , the homogenization problem can be addressed using the same ideas as those employed by Ishii in [19] . The adaptations of the ideas in [19] for the case of fully nonlinear elliptic equations were described in [10] and also reviewed in [2] . It is important to remark that, while the uniform convergence of the solutions of the Hamilton-Jacobi equations, both in [21] and [19] , is guaranteed by the uniform boundedness of Du ε , which follows from the coerciveness of the nonlinearity, in the case of the fully nonlinear elliptic equations, the compactness of the solutions u ε is obtained through an application of the Hölder continuous regularity theorem by Caffarelli [7] (see also [8] ).
As for the determination of the effective nonlinearity, roughly speaking, we have the following. In the periodic case, the compactness of the torus Π allows the solution of the corrector (or cell) equation
for the definition of the effective Hamiltonian,F (M ), as the corresponding unique "nonlinear eigenvalue" λ for which this equation possesses a solution. On the other hand, in the almost periodic case, since the domain of the corrector equation is now the whole R d , following Ishii [19] , that equation is replaced by a family of δ-approximate corrector equations
A compactness criterion for families of almost periodic functions is then used to guarantee the uniform convergence of δ times the solutions v δ of the δ-approximate corrector equations, and this limit, which is proven to be unique and constant, depending only on M , is the effective nonlinearityF (M ) for the almost periodic homogenization problem.
In [10] , Caffarelli, Souganidis and Wang solved the stochastic homogenization problem for (1.1), in the most general form where F may also depend explicitly on x, u, Du, and, for each M , F (ω, y, M ) is a stationary ergodic process. The latter means that
where Id : Ω → Ω is the identity mapping; (T2) (Measurability) The mapping T :
In the recent paper [4] , Armstrong and Smart simplify the proof in [10] and improve the treatment of the case in which F depends also on the gradient Du.
The main purpose of this Note is to give a very simple and direct proof of the result in [10] under the additional assumption that almost all realization F (ω, ·, M ) is a weakly* almost periodic function, that is,
where we denote by W * AP(R d ) the space of so called weakly* almost periodic functions, defined as the algebraic sum W
where AP(R d ) denotes the space of almost periodic functions and N (R d ) is the subspace of the bounded uniformly continuous functions BUC(R d ), defined by
where, as usual, B(0; R) denotes the ball centered at the origin with radius R, and |B| denotes the ddimensional Lebesgue measure of B. We believe that this special case serves, on one hand, as a good verification of the general result of [10] , in which it is possible a much simpler definition for the effective Hamiltonian. On the other hand, it also serves as a good instance for the application of results in the abstract theory of ergodic algebras. In this Note, we give a simple direct proof of the following result, which is a particular case of the general result in [10] . We still need one more condition on F , which is also required in [10] and [4] and is needed in connection with the basic results in the theory of viscosity solutions of fully nonlinear elliptic equations, see [12] . So, as in [4] , we assume that there exists a function ρ : [0, ∞) → [0, ∞) satisfying lim s→0+ ρ(s) = 0, and γ >
Then, there existsF : S d → R satisfying the uniform ellipticity condition
with λ, Λ as in ( 1.3), such that, for any bounded open set U , with Lipschitz boundary ∂U , and g ∈ C(∂U ), µ-almost surely, the solutions of (1.1)-(1.2), u ε (ω, ·), converge uniformly to the unique viscosity solution u ofF
We remark that the only fact used to prove Theorem 1.1, related specifically with problem, (1.1)-(1.2), is that the corresponding deterministic almost periodic homogenization problem has been solved, besides an usual hypothesis of equicontinuity on the microscopic variable, such as (1.7), in general also needed for solving the equation itself and for finding the effective nonlinearity. So, in particular, instead of (1.1) we could have a much more general fully nonlinear uniformly elliptic or parabolic equation, or Hamilton-Jacobi, etc. In sum, the point we make here is a very general one. It basically means that adding the condition that almost surely the realizations belong to W * AP(R d ), reduces any stochastic homogenization problem, under an usual equicontinuity assumption on the microscopic variable, to the corresponding deterministic almost periodic homogenization problem.
The proof of Theorem 1.1 is given in the following Section 2. We also provide in the Appendix A a brief exposition of the subject of ergodic algebras, including the statement of Theorem A.2, asserted in [20] with detailed proof in [3] , which establishes that almost all realizations of continuous functions by a stationary process belong to an ergodic algebra. This point is important since W * AP(R d ) is the greatest so far known ergodic algebra in R d . In Appendix B, we provided a detailed discussion about the weakly almost periodic functions, introduced by Eberlein in [14] .
2. Proof of Theorem 1.1.
Step 1. We may assume that F is the σ-algebra generated by the countable family of sets {ω ∈ Ω :
Let us define U F as the closed algebra with unity generated by the functionsF (
We may assume that the algebra U F distinguishes between the points of Ω, that is, given any two distinct points ω 1 , ω 2 ∈ Ω, there exists g ∈ U F such that g(ω 1 ) = g(ω 2 ); if this is not true we may replace Ω by its quotient by a trivial equivalence relation, in a standard way, and we proceed correspondingly with F and µ. Thus, using a classical theorem of Stone (see, e.g., [13] , theorem 20, p.276), we may embed Ω densely in a compact (separable) topological spaceΩ so that U F is isometrically identified to C(Ω). In this way, F extends to the collection,F , of Borel sets ofΩ and µ extends to a probability measureμ onΩ by settingμ(A) = µ(A ∩ Ω), for all A ∈F . It is also a standard matter (see, e.g., [3] ) to check that the mappings T (y) : Ω → Ω extend to a group of homeomorphismsT (y) :Ω →Ω, satisfying (T1)-(T4) with Ω replaced byΩ, but now, using also (1.7), we have that the mappingT : R d ×Ω →Ω,T (y,ω) =T (y)ω is continuous. Indeed, given any g ∈ U F , g is identified as a representative of C(Ω), and, if (ω k , y k ) → (ω, y),
where we used (1.7) and the continuity of g(T (y) ·), for each fixed y ∈ R d . Moreover, clearly,μ is an invariant measure forT (y) , y ∈ R d . The family {(T (y),Ω,μ) : y ∈ R d } constitutes a so called continuous dynamical system, which is ergodic by (T4). In what follows in this proof, we will no longer use the "˜" to distinguish the extensions from the original objects, that is, we assume that {(T (y), Ω, µ) : y ∈ R d } is a continuous ergodic dynamical system on the separable compact space Ω.
Step 2. We claim that there exists
Let us assume that (2.2) holds for ω ∈ Ω * , with µ(Ω * ) = 1. Since we may find compact sets K n ⊆ Ω * , with µ(K n ) ≥ 1 − 1 n , for all n ∈ N, we may assume that (2.2) holds everywhere in the compact space Ω. Now, by the properties of AP(R d ) (see, e.g., [13] ) it is well known that there exists in AP(R d ) a generalized sequence of approximations of the unity {φ α } α∈D , for some directed set D, such that, for all ϕ ∈ AP(R d ),
where the convergence is in the sup-norm in R d , and we also assume, as we may, that
We remark that the above convergence is uniform and we may replace φ α by a sequence φ n . We also remark that (1.7) allows to choose the sequence φ n independently of ω ∈ Ω, or M ∈ S d , which can be seen as follows. Indeed, since Ω is separable, we may endow it with a metric. Using (1.7) and the compactness of the metric space Ω, we choose a sequence φ n such that
In fact, for each N ∈ N, using (1.7), we may define a subsequence of φ α * M F (ω, ·, M ) converging, uniformly for |y| ≤ N and ω in a countable dense
on Ω × {|y| ≤ N }, implies the uniform continuity of the limit G N (·, ·, M ) in D × {|y| ≤ N } and so it can be extended continuously in a unique way to Ω × {|y| ≤ N }. We then prove, in a standard fashion, that the sequence so defined converges to G N (·, ·, M ) uniformly in Ω × {|y| ≤ N }. By taking successive subsequences for N = 1, 2, · · · , by a diagonal process we may then define the locally uniformly convergent sequence
Bochner's criterion, and co(O(F * (ω, ·, M )) denotes the closure of the convex hull of O(F * (ω, ·, M )), which is then also compact in the sup-norm, by a well known result (see, e.g., [23] , p.72). Thus, we may extract a subsequence converging uniformly to an almost periodic function, which then must coincide with F * (ω, ·, M ). Hence, we conclude that φ n * M F (·, ·, M ) converges locally uniformly to F * (·, ·, M ).
The F -measurability of F * (ω, y, M ) is then clear in view of these observations. It is also immediate to check that F * (ω, y, M ) =F * (T (y)ω, M ), with T given by (1.4) satisfying (T1)-(T4).
Step 3. We claim that
by the invariance of µ with respect to T (y), Birkhoff's relation and (1.5). Thus, (2.4) implies that we may find a subset Ω * ⊆ Ω, with µ(Ω * ) = 1, such that
which, by density and continuity, gives (2.3).
Step 4 (Homogenization). By (2.3), it is the enough to consider the stochastic almost periodic homogenization problem, that is, in (1.1)-(1.2), it suffices to consider the case where, instead of (1.5), we have
Ω is a separable compact space and {(T (y), Ω, µ) :
#4.1. So, we fix ω ∈ Ω verifying (2.5), and solve the homogenization problem for (1.1)-(1.2) using the blueprint described in [10] and detailed in [2] , which builds upon the ideas from Ishii [19] . Here, the existence and uniqueness of viscosity solutions to (1.1)-(1.2) follow from the general theory presented in [12] and the references therein.
The compactness of the sequence of solutions u ε of (1.1)-(1.2) follows from the uniform Holder continuity estimate of Caffarelli [7] (see also [8] ). The approximate δ-corrector equation is then introduced, as mentioned in the Introduction,
The compactness of δv δ , where v δ is the solution of (2.6), follows from an application of a classical general criterion for the pre-compactness of a family of almost periodic functions (see, e.g., [2] ). The effective operator F (ω, M ) is then defined as the limit δv δ , in the sup-norm, which is easily seen to be constant, depending on M and, in principle, also on ω. A routine procedure shows thatF (ω, M ) satisfies the uniform ellipticity condition (1.3), with the same constants λ, Λ. It is then shown that any uniform limit of a subsequence of the solutions u ε , of (1.1)-(1.1), is the unique viscosity solution u of
#4.2. It remains to prove thatF (ω, M ) does not depend on ω. This follows from the ergodicity of T (y), y ∈ R d , which so far has not been used. So, we claim thatF (ω, M ) is an invariant function, for each M ∈ S d .
Indeed, if ω ∈ Ω verifies (2.5), then let us take an arbitrary y 0 ∈ R d . We prove thatF (T (y 0 )ω, M ) = F (ω, M ), for all M ∈ S d . In fact, for any δ > 0, if v δ (ω, y, M ) is the solution of (2.6) and v δ (T (y 0 )ω, y, M ) is the solution of the same equation with ω replaced by T (y 0 )ω, using (1.4), it is easy to see that
SinceF (T (y 0 )ω, M ) is the uniform limit in R d , as δ → 0, of δv δ (T (y 0 )ω, ·, M ), we conclude thatF (T (y 0 )ω, M ) = F (ω, M ), for all ω verifying (2.5). Now, by the ergodicity of T (y), we conclude thatF (ω, M ) does not depend on ω, and soF (ω, M ) =F (M ), which implies that for a.a. ω ∈ Ω the solutions u ε (ω, x) converge as ε → 0, uniformly to the unique viscosity solution of
which finishes the proof of Theorem 1.1.
Appendix A. Algebras with mean value.
In this section we recall the basic facts concerning algebras with mean values and, in particular, ergodic algebras. To begin with, we recall the notion of mean value for functions defined in R d .
for any Lebesgue measurable bounded set A ⊆ R d , where |A| stands for the Lebesgue measure of A. This is equivalent to say that g(ε −1 x) converges, in the duality with L ∞ and compactly supported functions, to the constant M (g). Also, if A t := {x ∈ R n : t −1 x ∈ A} for t > 0 and |A| = 0, (1.2) may be written as
Also, we will use the notation A g dx for the average or mean value of g on the measurable set A, and
We recall now the definition of algebras with mean value introduced in [25] . As usual, we denote by BUC(R For the development of the homogenization theory in algebras with mean value, as is done in [25, 20] (see also [11] ), in similarity with the case of almost periodic functions, one introduces, for 1 ≤ p < ∞, the space B p as the abstract completion of the algebra A with respect to the Besicovitch seminorm
Both the action of translations and the mean value extend by continuity to B p , and we will keep using the notation f (· + y) and M(f ) even when f ∈ B p and y ∈ R d . Furthermore, for p > 1 the product in the algebra extends to a bilinear operator from B p × B q into B 1 , with q equal to the dual exponent of p, satisfying
In particular, the operator M(f g) provides a nonnegative definite bilinear form on B 2 . Obviously the corresponding quotient spaces for all these spaces (with respect to the null space of the seminorms) are Banach spaces, and we get a Hilbert space in the case p = 2. We denote by B p =, the equivalence relation given by the equality in the sense of the B p semi-norm.
Remark A.1. A classical argument going back to Besicovitch [6] (see also [20] , p.239) shows that the elements of B p can be represented by functions in L
We next recall a result established in [3] which provides a connection between algebras with mean value and compactifications of R d endowed with a group of "translations" and an invariant probability measure. (ii) The translations T (y) :
(iii) There exists a Radon probability measure m on K which is invariant by the group of transformations
T (y), y ∈ R d , such that R d f dx = K f dm. (iv) For 1 ≤ p ≤ ∞, the Besicovitch space B p B p = is isometrically isomorphic to L p (K, m).
Actually, (i) and (ii) hold independently of the mean value property (C) in the definition of algebra w.m.v.
A group of unitary operators T (y) : B 2 → B 2 is then defined by setting [T (y)f ](·) := f (T (y, ·)). Since the elements of A are uniformly continuous in R d , the group {T (y)} is strongly continuous, i.e. T (y)f → f in B 2 as y → 0 for all f ∈ B 2 . The notion of invariant function is introduced then by simply saying that a
The concept of ergodic algebra is then introduced as follows.
Definition A.3. An algebra A w.m.v. is called ergodic if any invariant function f belonging to the corresponding space B 2 is equivalent (in B 2 ) to a constant.
In [20] it is also given an alternative definition of ergodic algebra which is shown therein to be equivalent to Definition A.3, by using von Neumann mean ergodic theorem. We state that as the following lemma, whose detailed proof may be found in [20] , p.247. f
Finally, the following theorem stated in [20] , whose detailed proof is given in [3] , is a sort of converse of Theorem A.1. Theorem A.2 (cf. [3] ). Let Q be a compact space, T (x) : Q → Q, x ∈ R d , a continuous dynamical system, µ a Radon probability invariant measure in Q, and V ⊆ C(Q) a separable subspace. Then, for µ-almost all ω ∈ Q, there is an ergodic algebra containing the set of realizations f (T (·)ω) f ∈V . ) . This is indeed a consequence of the fact that both AP(R d ) and
, and so we can apply the closed graph theorem to the mapping AP(
Appendix B. Weakly Almost Periodic Functions
Examples of ergodic algebras include the periodic continuous functions, the almost periodic functions, and the Fourier-Stieltjes transforms, studied in [17] . More generally, all the just mentioned ergodic algebras are subalgebras of a strictly larger ergodic algebra, that is the algebra of the (real-valued) weakly almost periodic
It is defined as the subspace of the space of the bounded continuous functions, C(R d ), formed by those f : R d → R, satisfying the property that any sequence of its translates (f (· + λ i )) i∈N possesses a subsequence (f (· + λ i k )) k∈N weakly converging in C(R d ). This space was introduced and its main properties were obtained by Eberlein in [14] (see also [15] ). In particular, in [14] , Eberlein proved that WAP(R d ) satisfies all the properties defining an algebra w.m.v. It is immediate to see, from the definition,
, where the latter denotes the space of almost periodic functions. Indeed, for functions in AP(R d ), Bochner theorem gives the relative compactness of the translates f (· + λ), λ ∈ R n , in the sup-norm (see, e.g., [6] ).
We summarize in the following lemma the properties of WAP(R d ) which were essentially proved by Eberlein in [14] . The proof below is borrowed from [18] for the reader's convenience.
Lemma B.1 (cf. [14] ). WAP(R d ) is an ergodic algebra which contains the algebra of Fourier-Stieltjes transforms FS(R d ).
Proof. The fact that WAP(R
is proved by contradiction. Assume, on the contrary, that one can find points ξ k , σ k , with
. By passing to a subsequence, we may assume that g k converges weakly to some g ∈ C b (R n ); in particular |g(0)| ≥ ε 0 > 0. On the other hand, if B r (ξ) is the ball of radius r > 0 around ξ ∈ R n ,
which gives the desired contradiction. We also remark that, if g ∈ C b (R d ) is the weak limit of a sequence of translates f (· + λ k ), with f ∈ WAP(R n ), then g ∈ BUC(R d ). Indeed, weak convergence impies pointwise convergence in R n , in particular, and so, since the family {f (· + λ k )} is equicontinuous, for f ∈ BUC(R d ), it follows that g ∈ BUC(R d ). To have a better idea of this space, considerČech compactification of R d , associated with the algebra C b (R d ) (see, e.g., [13] ), denote it by K 0 . There is an isometric isomorphism between C b (R d ) and C(K 0 ), and weak convergence in C b (R n ) is then translated to pointwise convergence in C(K 0 ). So, the weakly almost periodic functions are then identified with the functions in C(K 0 ) whose sequences of translates, (f (·+λ i )) i∈N , always possess a subsequence converging pointwise to a function g ∈ C(K 0 ). By this characterization, it is immediate that WAP(R d ) is an algebra in C b (R d ), closed in the sup norm. For the following considerations on WAP(R d ), instead of the compactification provided by all space C b (R d ), it will be more convenient to consider the compactification provided by the algebra BUC(R d ), which is then identified with the compact K 0 / ∼ with the topology τ 0 generated by the functions in BUC(R d ), where ∼ is the equivalence relation whose quotient makes τ 0 Hausdorff. So, we have the identification of BUC(R d ) with the space of continuous functions C(K 0 / ∼, τ 0 ). In what follows we omit the quotient, writing simply K 0 , instead of K 0 / ∼, and will assume K 0 to be endowed with the topology τ 0 .
Existence of mean value for functions in WAP(R d ) may be seen as follows. First, by Theorem A.1, the translations T (y)f (·) = f (·+ y) may be extended to K 0 to form a continuous dynamical system in K 0 . A well known theorem by Krylov and Bogolyubov asserts the existence of a probability measure µ in K 0 , invariant by {T (y) : y ∈ R n } (see, e.g., [22] ; the extension of the proof given therein, for compact metric spaces, to general compact topological spaces is straightforward). Also, von Neumann mean ergodic theorem (see, e.g., [13] 
by the continuity of T (ξ) :
, and the invariance of g. Now, M L (f )(z) may be arbitrarily approximated in
Let us consider the separable closed subspace S ⊆ C(K 0 ) generated by the translates of f , f (· + λ), λ ∈ R d . The dual of S, is a separable space which, by Hahn-Banach, may be viewed as a subspace of the dual of C(K 0 ). We may then define a metric d(f, g) in S, whose induced topology is equivalent to the weak topology of S, and
} is pre-compact, we deduce that it is totally bounded in the metric d. But then, since S with the weak topology is locally convex, by a well known result (see, e.g., [23] , p.72) the convex hull of O(f ), co(O(f )), is totally bounded, and, hence, co(O(f )) is compact in the weak topology. In particular, by passing to a subsequence if necessary, we deduce that g L weakly converges to someg ∈ C(K 0 ), that is g L (z) →g(z), for all z ∈ K 0 . But then,g(z) = g(z), µ-a.e., and by the invariance of g, we deduce that g is constant and we denote it by M (f ). Hence, for any ξ ∈ R d , and all z ∈ K 0 , the averages BL(ξ) f (T (y) z) dy converge to M (f ), which does not depend on either z or ξ, and this implies that f possesses mean value and this is M (f ).
Taking the invariant measure µ, above, as the measure induced by the mean value, we see that the proof just given for the existence of the mean value for functions in WAP(R d ) may be repeated, line by line, to prove the ergodicity of this algebra w.m.v., as a straightforward application of Lemma A.1. In sum, WAP(R d ) is an ergodic algebra. We recall that the Fourier-Stieltjes algebra FS(R n ) is defined as the closure in the sup-norm of functions f : R d → R which admit a representation as
for some signed Radon measure in R d with finite total variation. If f admits the representation in (B.1), then any of its translates, f (· + λ), admits a similar representation with µ(y) replaced by e iλ·y µ(y). Suppose first, that f ∈ FS(R d ), admits a representation as in (B.1), with supp µ ⊆ B R (0), for some R > 0. Given a sequence of translates, f (· + λ n ), we have that these translates satisfy an equation like (B.1), with µ(y) replaced by µ n (y) := e λn·y µ(y), and so |µ n |(R d ) = |µ|(R d ), and supp µ n = supp µ. Since the space of Radon measures with finite total variation and support in a compact K ⊆ R d , M(K), is the dual of C(K), we may extract a subsequence from µ n , still labeled µ n , such that µ n ⇀ ν in the weak-star topology of M(K), for some ν ∈ M(K). Therefore, f (· + λ n ) pointwise converges to g ∈ C b (R d ), where
Since any function in FS(R d ) is the uniform limit of functions satisfying a representation like (B.1), for a signed Radon measure µ with compact support and finite total variation, we conclude that
Another very important result on the ergodic algebra WAP(R d ) was established by Eberlein in [15] . In sum, it shows that WAP(R d ) ⊆ W * AP(R d ). As yet, it is not known if the latter is an strict inclusion.
Lemma B.2 (cf. [15] ). Given any ϕ ∈ WAP(R d ), then we can write,
where ϕ * ∈ AP(R d ), and M (|ϕ N | 2 ) = 0.
Proof. If K * , m * are the compact topological space and the invariant probability measure associated with AP(R d ) according to Theorem A.1, then K * is the so called Bohr group, which, in particular, is a topological group and m * coincides with the corresponding Haar measure (see, e.g., [3] ). Therefore, it is possible to define an approximation of the identity net {φ α } α∈Λ ⊆ AP(R d ), with α running along the directed set Λ of all neighborhoods of the identity, ordered naturally by α 1 < α 2 if α 2 ⊆ α 1 . More specifically, for each α ∈ Λ, φ α ≥ 0, supp φ α ⊆ α, and M (φ α ) = 1. We may also assume that φ α (−x) = φ α (x). Therefore, given any g ∈ AP(R d ), we have that {g α } α∈Λ , defined by , where K, m are the compact topological space and the invariant probability measure associated with WAP(R d ) by Theorem A.1. Indeed, this follows directly from the fact that, through conveniently chosen partitions of the unity in K, φ * M ϕ maybe uniformly approximated by convex combinations of ϕ(y i )φ(x− y i ), for certain finite sets of points y i ∈ K. In particular, given ϕ ∈ WAP(R d ), we have that the net ϕ α := ϕ * M φ α is contained in AP(R d ). Now, the net ϕ α belongs to co(O(ϕ)), the closure of the convex hull of the set of translates of ϕ, which, by the definition of WAP(R d ), is compact in the weak topology (again, see, e.g., [23] , p.72). Therefore, there is a cluster point ϕ * of ϕ α . Since ϕ α ∈ AP(R d ) and ϕ * is the weak limit of a subnet of ϕ α , we conclude that ϕ * ∈ AP(R d ). The second main observation leading to the decomposition, is the fact that any ϕ ∈ WAP(R d ) has a Fourier series converging in B 2 to ϕ, that is,
(a j cos λ j · x + b j sin λ j · x), for certain λ j ∈ R d , j ∈ N, in the sense of B 2 , whose proof follows by standard arguments. In particular, ϕ can be approximated in B 2 by functions in AP(R d ). Therefore, ϕ * φ α converges to ϕ in B 2 , which implies that M(|ϕ − ϕ * | 2 ) = 0, as was to be proved. Finally, the uniqueness of ϕ * , which follows by Parseval's equation, implies that the whole net ϕ α converges to ϕ * .
Finally, Rudin, in [24] 
