Compensation of Physical Impairments in Multi-Carrier Communications by Le, Long Duong
Compensation of Physical Impairments in
Multi-Carrier Communications
A Thesis Submitted
to the College of Graduate and Postdoctoral Studies
in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy





c© Copyright Long D. Le, February, 2021. All rights reserved.
Unless otherwise noted, copyright of the material in this thesis belongs to the author.
Permission to Use
In presenting this thesis in partial fulfillment of the requirements for a Postgraduate degree
from the University of Saskatchewan, it is agreed that the Libraries of this University may
make it freely available for inspection. Permission for copying of this thesis in any manner,
in whole or in part, for scholarly purposes may be granted by the professors who supervised
this thesis work or, in their absence, by the Head of the Department of Electrical and
Computer Engineering or the Dean of the College of Graduate and Postdoctoral Studies at
the University of Saskatchewan. Any copying, publication, or use of this thesis, or parts
thereof, for financial gain without the written permission of the author is strictly prohibited.
Proper recognition shall be given to the author and to the University of Saskatchewan in
any scholarly use which may be made of any material in this thesis.
Request for permission to copy or to make any other use of material in this thesis in
whole or in part should be addressed to:
Head of the Department of Electrical and Computer Engineering
University of Saskatchewan
57 Campus Drive




College of Graduate and Postdoctoral Studies
University of Saskatchewan
116 Thorvaldson Building, 110 Science Place




It is a pleasure to thank many people during my studies who made this dissertation
possible. A few words mentioned here cannot adequately express my appreciation.
First, I would like to express my deepest gratitude to my supervisor, Professor Ha H.
Nguyen, whose expertise, understanding and patience throughout my research program
added considerably to my graduate experience. Without him, this thesis would not have
been completed.
Second, I would like to also thank the other members of the committee, Professors Rajesh
Karki, Joseph Eric Salt, Seok-Bum Ko, Xiongbiao Chen from the University of Saskatchewan
and Professor Georges Kaddoum from the University of Quebec for reviewing and evaluating
this thesis. Their insightful comments and suggestions have significantly improved the quality
of this thesis.
Last but not least, I would like to thank my family for the support that they have
provided me throughout my study. Without their love and encouragement, I would not have
finished this thesis. My special thanks are extended to all my friends: Peter, Shania, Ali,
Khai, Nghia and Botao in Communications Theories Research Group (CTRG) for sharing
their knowledge and invaluable assistance.
ii
Abstract
Among various multi-carrier transmission techniques, orthogonal frequency-division mul-
tiplexing (OFDM) is currently a popular choice in many wireless communication systems.
This is mainly due to its numerous advantages, including resistance to multi-path distor-
tions by using the cyclic prefix (CP) and a simple one-tap channel equalization, and effi-
cient implementations based on the fast Fourier and inverse Fourier transforms. However,
OFDM also has disadvantages which limit its use in some applications. First, the high
out-of-band (OOB) emission in OFDM due to the inherent rectangular shaping filters poses
a challenge for opportunistic and dynamic spectrum access where multiple users are shar-
ing a limited transmission bandwidth. Second, a strict orthogonal synchronization between
sub-carriers makes OFDM less attractive in low-power communication systems. Further-
more, the use of the CP in OFDM reduces the spectral efficiency and thus it may not be
suitable for short-packet and low-latency transmission applications. Generalized frequency
division multiplexing (GFDM) and circular filter-bank multi-carrier offset quadrature ampli-
tude modulation (CFBMC-OQAM) have recently been considered as alternatives to OFDM
for the air interface of wireless communication systems because they can overcome certain
disadvantages in OFDM. Specifically, these two systems offer a flexibility in choosing the
shaping filters so that the high OOB emission in OFDM can be avoided. Moreover, the
strict orthogonality requirement in OFDM is relaxed in GFDM and CFBMC-OQAM which
are, respectively, non-orthogonal and real-field orthogonal systems. Although a CP is also
used in these two systems, the CP is added for a block of many symbols instead of only
one symbol as in OFDM, which, therefore, improves the spectral efficiency. Given that the
performance of a wireless communication system is affected by various physical impairments
such as phase noise (PN), in-phase and quadrature (IQ) imbalance and imperfect channel es-
timation, this thesis proposes a number of novel signal processing algorithms to compensate
for physical impairments in multi-carrier communication systems, including OFDM, GFDM
and CFBMC-OQAM.
The first part of the thesis examines the use of OFDM in full-duplex (FD) communi-
cation under the presence of PN, IQ imbalance and nonlinearities. FD communication is a
iii
promising technique since it can potentially double the spectral efficiency of the conventional
half-duplex (HD) technique. However, the main challenge in implementing an FD wireless
device is to cope with the self-interference (SI) imposed by the device’s own transmission.
The implementation of SI cancellation (SIC) faces many technical issues due to the physical
impairments. In this part of research, an iterative algorithm is proposed in which the SI
cancellation and detection of the desired signal benefit from each other. Specifically, in each
iteration, the SI cancellation performs a widely linear estimation of the SI channel and com-
pensates for the physical impairments to improve the detection performance of the desired
signal. The detected desired signal is in turn removed from the received signal to improve
SI channel estimation and SI cancellation in the next iteration. Results obtained show that
the proposed algorithm significantly outperforms existing algorithms in SI cancellation and
detection of the desired signal.
In the next part of the thesis, the impact of PN and its compensation for CFBMC-OQAM
systems are considered. The sources of performance degradation are first quantified. Then, a
two-stage PN compensation algorithm is proposed. In the first stage, the channel frequency
response and PN are estimated based on the transmission of a preamble, which is designed to
minimize the channel mean squared error (MSE). In the second stage the PN compensation
is performed using the estimate obtained from the first stage together with the transmitted
pilot symbols. Simulation results obtained under practical scenarios show that the proposed
algorithm effectively estimates the channel frequency response and compensates for the PN.
The proposed algorithm is also shown to outperform an existing algorithm that implements
iterative PN compensation when the PN impact is high.
As a further development from the second part, the third part of the thesis considers
the impacts of both PN and IQ imbalance and proposes a unified two-stage compensa-
tion algorithm for a general multi-carrier system, which can include OFDM, GFDM and
CFBMC-OQAM. Specifically, in the first stage, the channel impulse response and IQ im-
balance parameters are first estimated based on the transmission of a preamble. Given
the estimates obtained from the first stage, in the second stage the IQ imbalance and PN
are compensated in that order based on the pilot symbols for the rest of data transmis-
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sion blocks. The preamble is designed such that the estimation of IQ imbalance does not
depend on the channel and PN estimation errors. The proposed algorithm is then further
extended to a multiple-input multiple-output (MIMO) system. For such a MIMO system,
the preamble design is generalized so that the multiple IQ imbalances as well as channel
impulse responses can be effectively estimated based on a single preamble block. Simulation
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The next generation of wireless communication systems is expected to support not only a
wide range of data rates, but also a large number of devices which share a limited transmis-
sion bandwidth. Currently, wireless communication techniques can be broadly divided into
two categories. One is single-carrier modulation techniques and the other is multi-carrier
modulation techniques. Single-carrier modulation techniques have a long development his-
tory and have been widely used in many wireless communication systems. However, single-
carrier modulation systems use only one radio-frequency (RF) signal (sinusoid) to transmit
data symbols and often require complicated multi-tap equalizers to detect the transmitted
symbols because of the interferences induced from multi-path fading channels in wireless
communications. In contrast to single-carrier modulation techniques, multi-carrier modula-
tion techniques partition the whole channel’s frequency band into many sub-channels and
the high-rate data stream is divided into many low-rate sub-streams that are transmitted in
parallel. If the sub-channels are narrow enough, the associated channel frequency response
in each sub-channel is essentially constant, which enables low-complexity detection of the
transmitted information.
Multi-carrier transmission has been extensively studied over the last few decades [1].
Currently, orthogonal frequency-division multiplexing (OFDM) is the dominant signaling
format for high-speed wireless communication due to its numerous advantages [2]. Specifi-
cally, OFDM provides an efficient implementation based on the use of inverse discrete Fourier
transform (IDFT) and discrete Fourier transform (DFT) at the transmitter and receiver,
respectively. The interferences induced from a dispersive fading channel are completely re-
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moved by the use of a cyclic prefix (CP) whose length is longer than the delay spread of
the channel. As such, OFDM enables a simple channel equalization. Furthermore, this
multi-carrier modulation can be readily applied for multiple-input multiple-output (MIMO)
channels. However, OFDM also has its own disadvantages which limit its use in some appli-
cations envisioned for the next generation wireless networks. First, the use of IDFT at the
transmitter is equivalent to the use of a rectangular pulse shaping filter which leads to an
undesirable magnitude response in the frequency domain. As such, this disadvantage pre-
vents OFDM from being applied in non-contiguous spectrum sharing systems [3]. Second,
many advantages of OFDM requires the strict orthogonality among sub-carriers, which is,
however, hardly achieved in practice due to unavoidable frequency and timing offsets be-
tween the transmitter and the receiver. To cope with these impairments, a compensation
algorithm is required which, therefore, increases not only the implementation complexity of
the transceiver, but also the power spent for orthogonality acquisition. As such, OFDM
may not be a suitable choice in applications that demand very low power consumption [4].
Furthermore, since a CP does not carry any useful information, its use results in a loss of
spectral efficiency and increased latency. Therefore, the application of OFDM in short-packet
and low-latency communication is also limited [5].
Generalized frequency-division multiplexing (GFDM) [6,7] and circular filter-bank multi-
carrier offset quadrature amplitude modulation (CFBMC-OQAM) [8] have been recently
proposed for next generation wireless networks to overcome the disadvantages of OFDM [9].
The rectangular pulse shaping filter in OFDM is replaced by a better designed prototype filter
in GFDM. As such, GFDM is more favorable in non-contiguous spectrum sharing systems.
The orthogonality requirement among sub-carriers in OFDM is also removed in GFDM,
but it comes at the expense of having interferences induced from one sub-carrier to the
other. Therefore, interference cancellation techniques are often used to avoid performance
degradation [9]. To overcome the need of having a high-complexity receiver in GFDM,
CFBMC-OQAM is proposed. Specifically, CFBMC-OQAM has all advantages of GFDM.
The orthogonality is now relaxed in the real domain with the use of OQAM. It has been
shown that in the ideal case where there is no channel and noise, CFBMC-OQAM systems are
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free of interferences. In GFDM and CFBMC-OQAM, the transmitted signal is constructed
in blocks, each consisting of multiple sub-symbols. In this way, the insertion of CP can be
implemented in a more spectrally efficient manner compared to OFDM. In particular, the
overhead induced from CP is kept minimum in GFDM and CFBMC-OQAM by adding a
single CP for the entire block of sub-symbols instead of for every sub-symbols as in OFDM.
Because of their relevance in high-speed communication systems, OFDM, GFDM and
CFBMC-OQAM are studied in this thesis. The next section discusses further the main
objectives of this research.
1.2 Research Objectives
There are two main objectives in this research:
(i) Integration of full-duplex communications with OFDM. Future wireless net-
works are envisioned to deliver ever-increasing data rates. As such, integration of new
techniques into multi-carrier communication systems is inevitable. Current wireless
communication systems are designed for devices that operate on a half-duplex (HD)
mode in which signal transmission and reception are performed separately by either a
time-division or frequency-division duplex. Instead of HD operation, full-duplex (FD)
operation has recently been considered to improve the spectral efficiency of a wireless
communication system.
The biggest challenge in realizing FD communications is to handle the enormous
amount of self-interference (SI), which is caused by the large power difference be-
tween the signal imposed by a device’s own wireless transmissions and the received
desired signal arriving from a remote device. Ideally, a perfect suppression of the SI is
plausible since the transmitted signal is always known within the FD device. However,
in reality, the actual SI signal is only partially known due to many inherently physi-
cal impairments in the transceiver’s circuitry such as phase noise (PN), in-phase and
quadrature (IQ) imbalance and nonlinearities.
Although PN, IQ imbalance and nonlinearities have been studied for FD communi-
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cations, their impacts are often considered separately or as a combination of two or
three impairments, and also in either a transmitter or a receiver only. In other words,
there is no work considering the joint effects of PN, IQ imbalance and nonlinearity
from both the transmitter and receiver in a multi-carrier FD communication system.
Moreover, the interference induced from physical impairments is commonly treated as
noise in existing research in order to simplify the system model. Different from existing
research, we shall consider a bi-directional FD communication system in which PN, IQ
imbalance and nonlinearity are present in both transmitter and receiver. Impacts of
the physical impairments shall be first analyzed. The obtained analysis is then used to
guide the development of an algorithm that can take into account the impacts of PN, IQ
imbalance and nonlinearity to effectively mitigate the effect of SI. Performance of the
developed algorithm shall be evaluated based on computer simulation and compared
with existing algorithms to show whether the developed algorithm can do a better job
in canceling SI, leading to improving the decoding performance of the desired signal.
(ii) Impact of physical impairments and their compensation in multi-carrier
systems. Hardware imperfections can significantly degrade performance of wireless
multi-carrier systems by causing distortions, interferences and other random effects.
Dealing with physical impairments such as PN, IQ imbalance and nonlinearities will
be one of the major design challenges for the next generation wireless communication
systems due to conflicting requirements, namely high data rate, low cost and low
power consumption. Relying on digital compensation of the imperfections appears
to be a very promising approach. Pursuing that path, however, requires thorough
understanding of the influence of the RF non-ideal effects on the received signal and
the resulting system performance.
The impact of physical impairments and their compensation have been extensively
studied for OFDM systems. However, not many studies have been done for GFDM
and CFBMC-OQAM systems concerning physical impairments. Recall that, differ-
ent from OFDM, GFDM and CFBMC-OQAM are, respectively, non-orthogonal and
real-domain orthogonal systems. Having different signal processing operations in the
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transceiver would result in different impacts of physical impairments on the received
signal, and hence require different ways to compensate for them.
In this research, the impact of PN and its compensation shall be first studied in
CFBMC-OQAM systems. Specifically, the interferences induced by PN shall be first
quantified. Then, an algorithm shall be proposed to compensate for the PN impact
which should take into account the interferences. Compensation of PN is even more
challenging when the channel is unknown. As such we shall also develop a PN com-
pensation algorithm that can work effectively with the estimated channel.
Along with PN, the impact of IQ imbalance shall also be considered. Furthermore, this
part of research shall be considered for a general multi-carrier system, which includes
OFDM, GFDM and CFBMC-OQAM as particular cases. We aim to design a preamble
so that estimation of the IQ imbalance parameters can be done independently from
the channel estimate. Given the IQ imbalance and channel estimates, compensation
of the IQ imbalance and PN are then carried out. The developed algorithm shall be
further extended to a MIMO system.
1.3 Organization of the Thesis
This thesis is organized in a manuscript-based style. The results obtained are included
in the form of published manuscripts. In each chapter, a brief introduction precedes each
manuscript in order to connect the manuscript to the main context of the thesis.
This thesis has seven chapters. The first chapter gives a motivation of the research and
states the research objectives.
Chapter 2 provides an in-depth look at the single-carrier QAM and multi-carrier systems.
The fundamental difference between the two systems will be explained. Discussion of FD
communications and physical impairments is also included in this chapter.
In Chapter 3, a bi-directional OFDM-based FD communication scenario is considered.
In this work, the implementation of self-interference cancellation (SIC) is affected by the
presence of PN, IQ imbalance and power amplifier (PA) nonlinearity. To effectively mitigate
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the effect of self-interference (SI), the proposed SIC algorithm in this chapter is operated it-
eratively in which the processes of SI cancellation and detection of the desired signal aid each
other in each iteration. The impairments are also estimated and compensated to improve
the decoding performance.
In Chapters 4 and 5, the impact of PN and its compensation are considered in CFBMC-
OQAM systems. The source of performance degradation in CFBMC-OQAM in terms of
signal-to-interference ratio (SIR) induced from the PN impact is first studied in Chapter
4. Then, an algorithm is proposed to compensate the PN impact by estimating the PN
conjugation. Different from Chapter 4 where the channel is assumed to be perfectly known
at the receiver, a two-stage algorithm is proposed in Chapter 5 to take into account the
channel estimation error while performing the PN compensation.
As a further development from Chapters 4 and 5, the impact of both PN and IQ imbalance
is considered in multi-carrier modulation systems in Chapter 6. A two-stage compensation
algorithm is first proposed for a single-input single-output (SISO) system in this chapter.
Then, the proposed algorithm is further extended to a MIMO system where a spatial diversity
technique is deployed.
Finally, Chapter 7 summarizes the contributions of this thesis and suggests potential
research problems for future works.
For all the four published manuscripts in Chapters 3 to 6, the research problems were
jointly formulated by the student and the supervisor. The student made original and major
contributions in addressing these problems, carrying out analysis, writing Matlab programs
for computer simulation, obtaining and presenting the results, preparing the first versions
of the manuscripts, and implementing revisions required by the reviewers. The supervisor
worked closely with the student and provided comments, suggestions, and corrections in all
aspects of the research.
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2. Background
The main purpose of every communication system is to reliably transmit as much infor-
mation as possible through a propagation channel. Depending on channel characteristics,
a communication system can be generally classified as a wired or wireless communication
system. In wired communication, signal is transmitted as electrical currents over physical
filaments like coaxial cables, or twisted pairs. On the other hand, wireless communication
involves the transmission of signals through the air without requiring any wires or cables or
electrical conductors. Compared to wired communication, wireless communication has been
more widely used nowadays because of its advantages such as there is no need to physically
connect the transmitter and receiver in order to transmit or receive messages. Thus wire-
less communication enables people to communicate with each other virtually regardless of
their locations. However, wireless communication has its own disadvantages such as wireless
networks are extremely susceptible to noise and interference from other signals being trans-
mitted on the same channel. Also, the range of a wireless network is generally limited. This
thesis particularly focuses on studying wireless communication systems.
A typical wireless communication system is depicted in Fig. 2.1. In this figure, the infor-
mation source is represented as a sequence of bits 0’s and 1’s. The function of a transmitter
is to convert a bit stream to a continuous time signal x(t) before transmitting through a
channel. In practice, this process undergoes many stages. Specifically, taking into account
the redundancy of the information source, a source encoder represents the information in a
more compact form by a compression algorithm. The strategy of a channel encoder, on the
other hand, is to add redundancy to the compressed signal so that errors caused by noise and






Figure 2.1: A simple block diagram of a wireless communication system.
signal for transmission, the coded bit sequence is further processed by a digital modulator
to map the bits into complex symbols.
For efficient transmission over a wireless channel, the complex symbols are further modu-
lated with a very high radio frequency (RF) signal before being sent to the transmit antenna.
This RF signal is also called as a carrier because it helps to “carry” information from a trans-
mitter to a receiver over the air. This process is called RF up-conversion. The signals before
and after this up-conversion are referred to as baseband and passband signals, respectively.
To perform the RF up-conversion, the discrete-time signal from the digital modulator is first
passed through a digital-to-analog converter (DAC) to convert the transmitted signal from
the discrete-time domain to the continuous-time domain. The output of the DAC is then
modulated with the RF signal which is represented by “RF Modulator” block in Fig. 2.1.
The passband signal is then transmitted through a wireless channel. In Fig. 2.1, the
channel is represented by an impulse response h(t). Recall that the impulse response of a
system refers to the response of that system when its input is an impulse. During trans-
mission, the signal is usually distorted by contamination such as noise or interference from
other signals being transmitted over the same channel. This contamination is represented
by w(t) in Fig. 2.1.
The main task of a receiver is to reconstruct the information bit sequence from the
distorted signal with as less errors as possible. The reconstruction process is performed in
the reverse order as what was done at the transmitter. Specifically, the received passband
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waveform is first down-converted and sampled to obtain the discrete-time baseband signal,
which is performed by the “RF Demodulator” and analog-to-digital converter (ADC) blocks
in Fig. 2.1. The discrete-time baseband signal is then processed by a digital demodulator.
The coded bit sequence after demodulating is then passed through a channel decoder which is
responsible for detecting and correcting erroneous bits. A source decoder eventually reverts
the compression process to recover the transmitted information bit sequence.
This thesis mainly focuses on signal processing steps between digital modulation at the
transmitter and digital demodulation at the receiver. In this chapter, a single-carrier wireless
communication system is first presented in Section 2.1. Then the limitation of this system in
dealing with a multi-path channel is discussed to motivate the use of multi-carrier wireless
communication, which is described in Section 2.2. Next, an introduction to the impact
of physical impairments in communication systems is given in Section 2.3, which is then
followed by a description of FD communications in Section 2.4.
2.1 Single-Carrier Wireless Communication Systems
2.1.1 Transmitter
Among various modulation techniques, M -ary quadrature amplitude modulation (M -
QAM) is perhaps the most popular technique being used in many communication systems
nowadays. Fig. 2.2 shows two M -QAM constellations. The left constellation is 4-QAM,
which is more commonly referred to as Quadrature Phase Shift Keying (QPSK), and the
right constellation is 16-QAM. It is pointed out that a constellation of an M -ary QAM
modulation represents a set of M symbols in a two-dimensional IQ-plane. In this plane, each
symbol is represented by a complex number in which the in-phase (I) axis and quadrature
(Q) axis represent the real and imaginary components, respectively. The mapping of a bit
sequence into a complex symbol in Fig. 2.2 is known as Gray mapping, in which adjacent
symbols differ by only one bit. With such a mapping, if a detection error occurs between
adjacent constellation points, which is the most probable error in practice, it results in only
one bit error. For example, if the input of a 4-QAM modulator is [01 11 00 01], then










Figure 2.2: Examples of QPSK (M = 4) and 16-QAM (M = 16) constellations.
Fig. 2.3 depicts a block diagram of a single-carrier wireless communication system. At
the transmitter, the input bit stream is divided into segments consisting of log2M bits
by the serial-to-parallel (S/P) converter. The mapping from a bit segment to a symbol is
performed in a look-up table (LUT). For example, based on the mapping from Fig. 2.2, the
look-up tables LUT 1 and LUT 2 are shown in Fig. 2.4 for I and Q components for 16-QAM






2xI [n]pT (t− nTs) cos(ωct)−
√
2xQ[n]pT (t− nTs) sin(ωct)
)
(2.1)
where pT (t) is the impulse response of the transmit pulse shaping filter, xI [n] and xQ[n] are
the outputs of LUT 1 and LUT 2, respectively. Ts is the symbol interval, ωc = 2πfc and fc
is the frequency of the RF signal. It is pointed out that the DAC block in Fig. 2.1 can be
equivalently separated into the “Impulse Modulator” and “Pulse Shaping Filter” blocks in










































Next, the passband signal x(t) is propagated through a wireless channel.
2.1.2 Wireless Channel
In Fig. 2.3, the wireless channel is characterized by an impulse response h(t). A defining
characteristic of a wireless channel is the variation of channel strength over time and fre-
quency. This variation can be broadly divided into two different types as large-scale fading
and small-scale fading. A classification of fading channels is illustrated in Fig. 2.5. Large-
scale fading occurs when a mobile device moves through a large distance, for example, a









Figure 2.4: Look-up tables for 16-QAM modulation.
and shadowing by large objects such as buildings or hills. On the other hand, small-scale
fading refers to a rapid variation of signal levels due to constructive and destructive inter-
ference of multiple signal paths (multi-paths) when the mobile moves over short distances.
For small-scale fading, as the mobile terminal moves, depending on the transmission scheme
Figure 2.5: A classification of fading channels.
and channel characteristics, there are some specific types of fading as indicated in Fig. 2.5.
A transmission scheme is specified with signal parameters such as signal bandwidth Bs and
symbol period Ts. Meanwhile, a wireless channel is characterized by two important param-
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eters, multi-path delay spread Td and Doppler spread Ds.
Multi-path delay spread is defined as the difference in propagation time between the
longest and shortest paths, counting only the paths with significant power. Define Wc =
1
2Td
as the coherence bandwidth. Then, when bandwith of the input signal Bs is considerably
less than Wc, the channel is usually referred to as flat fading. In this case, the delay spread
Td is much less than the symbol interval Ts, and the channel impulse response h(t) can be
represented by an one-tap filter. Whereas, when bandwidth Bs is much larger than Wc, the
channel is said to be frequency selective, and it has to be represented by a multi-tap filter.
Doppler spread is a measure of spectral broadening caused by the rate of change of the
mobile radio channel and is defined as a range of frequencies over which the received Doppler
spectrum is essentially nonzero. Define Tc =
1
4Ds
as the coherence time. Then, when the
symbol interval Ts is much greater than the coherence time Tc, the channel is referred to as
fast fading. Otherwise, the channel is referred to as slow fading.
2.1.3 Receiver
At the receiver, the received signal is corrupted by noise and interferences, which are all
together represented as w(t). Hence, the received signal can be written as
y(t) = h(t) ∗ x(t) + w(t) (2.3)
where ∗ denotes linear convolution operator. The received signal y(t) is first down-converted
to baseband by mixing with
√
2 cos (ωct) and −
√
2 sin (ωct), and then passed through low-
pass filters to obtain yI(t) and yQ(t) corresponding to the in-phase and quadrature signal
components, respectively. The resulting signals are further forwarded to matched filters,
which are characterized by an impulse response pR(t), to produce zI(t) and zQ(t). The
resulting signals are sampled by a sampler at every Ts seconds to obtain discrete-time sig-
nals zI [n] and zQ[n]. These signals are then forwarded to the decision block to detect the
transmitted bits.
The communication occurs in the passband domain. However, most of the processing,






Figure 2.6: The complex baseband equivalent model.
Therefore, from the system design point of view, it is useful to have a baseband equivalent
representation of the system. Define xb(t) =
∑
n
x[n]pT (t − nTs) = xI(t) + jxQ(t) as the









Similarly, define y(t) =
√
2R {yb(t)ejωct} and w(t) =
√
2R {wb(t)ejωct}, where yb(t) and






















































By defining hb(τ) = h(τ)e




hb(τ)xb(t− τ)dτ + wb(t) = xb(t) ∗ hb(t) + wb(t). (2.7)
Equation (2.7) implies that the original passband model in (2.3) can be equivalently repre-
























































(xI [n]δ(t− nTs) + jxQ[n]δ(t− nTs)) and z(t) = zI(t) + jzQ(t) be the
outputs of the impulse modulator and the matched filter blocks, respectively, then z(t) can
be written as
z(t) = (yI(t) + jyQ(t)) ∗ pR(t) = yb(t) ∗ pR(t)
(2.7)
= xb(t) ∗ hb(t) ∗ pR(t) + wb(t) ∗ pR(t)
= xd(t) ∗ pT (t) ∗ hb(t) ∗ pR(t) + wb(t) ∗ pR(t)
(2.9)
Define p(t) = pT (t) ∗ hb(t) ∗ pR(t) and wd(t) = wb(t) ∗ pR(t). Then,
z(t) = xd(t) ∗ p(t) + wd(t) =
∫ ∞
−∞
xd(τ)p(t− τ)dτ + wd(t) (2.10)




xd(τ)p(nTs − τ)dτ + wd(nTs) (2.11)
However, it is noted that xd(t) is the output of the impulse modulator whose values are only




xd(kTs)p(nTs − kTs) + wd(nTs) (2.12)
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It can be seen from (2.12) that the received signal at the receiver is obtained individually at
multiples of sample interval Ts. Thus a discrete-time model for the communication systems




xd[k]p[n− k] + wd[n] = xd[n] ∗ p[n] + wd[n] (2.13)
Equation (2.13) can be rewritten as
z[n] = xd[n]p[0] +
∑
k 6=n
xd[k]p[n− k] + wd[n] (2.14)
From the above equation, it can be seen that the received signal at time slot n not only
depends on the transmitted symbol at time slot n, i.e., xd[n], but also depends on the
transmitted signals from previous time slots. This results in the so-called ISI. In order to
eliminate ISI, p[n] should satisfy the following condition
p[n] =
1, if n = 00, otherwise. (2.15)









The above conditions are known as the Nyquist criterion. Fig. 2.7 illustrates the Nyquist
criterion in the frequency domain.
One of the most popular function that satisfies the condition (2.16) is the raised cosine













where 0 ≤ β ≤ 1 is the roll-off factor. The corresponding frequency response which is the
Fourier transform of pRC(t) is
PRC(f) =
































Figure 2.7: Illustration of the Nyquist criterion in the frequency domain.













































Figure 2.8: The raised cosine function.
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Plots of pRC(t) and PRC(f) are shown in Fig. 2.8a and Fig. 2.8b, respectively.
Design of Transmit and Receive Filters
As shown above, in order to eliminate ISI in single-carrier wireless communications,
the equivalent impulse response p(t) should satisfy the Nyquist condition in (2.15). Since
p(t) is a convolution of pT (t), hb(t) and pR(t), to design the filters pT (t) and pR(t), the
complex baseband equivalent channel impulse response hb(t) should be known, which is not
always possible in practice. As such, a common approach is to assume an ideal channel, i.e.,
hb(t) = δ(t), and design the filters to maximize the signal-to-noise ratio (SNR) at the output
of the receive filter pR(t). For the case of additive white Gaussian noise (AWGN), it can be
shown that the optimal design is to split the Nyquist impulse response p(t) evenly between




The pair of filters that are related according to (2.19) are referred to as matched filters.
Since p(t) = pT (t) ∗ pR(t), it follows that P (f) = |PT (f)|2 = |PR(f)|2, or
|PT (f)| = |PR(f)| =
√
P (f). (2.20)
If P (f) is chosen as a RC spectrum in (2.18), then the spectra (i.e., Fourier transforms) of
pT (t) and pR(t) are square-root raised cosine (SRRC). The continuous-time impulse response






















Fig. 2.9 shows the SRRC function for various roll-off factors β.
Detection Rule
Now, if the transmit and receive filters are designed to satisfy the Nyquist criterion, for
example as in (2.21), the received signal sample at t = nTs is given as
z[n] = x[n] + wd[n] (2.22)
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Figure 2.9: Impulse response of the square root raised-cosine function.
where wd[n] represents noise, which is a zero-mean complex Gaussian random variable with
variance N0. The quantity N0 comes from the power spectral density (PSD) of AWGN,
which is N0/2 watts/Hz.
The equivalent discrete-time channel model in (2.22) is known as an AWGN channel
model. For such a channel model, the optimal detection rule that minimizes the probability
of error at the receiver can be shown to be the minimum-distance rule if the transmitted
symbol x[n] is equally likely to be selected from a QAM constellation [1]. The minimum-
distance decision rule is expressed as:
x̂[n] = arg max
x[n]
‖z[n]− x[n]‖. (2.23)
The above decision rule means that to detect the transmitted symbol based on the received
signal, the receiver looks among all possible x[n] to find the signal point that is closest to
the received signal z[n] in Euclidean distance.
Using the above minimum-distance receiver, the probability of symbol error can be com-
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puted for a square M -QAM constellation (i.e., M = 2λ and λ is an even number) as [1]:











where γ = Es
N0
and Es is the average transmitted energy of the M -QAM constellation. For a
constellation, the energy of each symbol can be computed as a square of the distance between
the symbol and the origin [1]. For example, the energy of symbol (1 − j) in the 16-QAM
constellation in Fig. 2.2 is 12 + (−1)2 = 2 joules. Therefore, the average symbol energy for





4(12 + 12) + 8(12 + 32) + 4(32 + 32)
]
= 10. (2.25)
Depending on how a constellation is defined, the value of Es can be different.
If Gray mapping is used to map a sequence of λ coded bits into a QAM symbol, then
two adjacent symbols differ in only a single bit. Since the most probable errors due to noise
result in the erroneous selection of a signal adjacent to the true signal, most symbol errors
contain only a single-bit error. It follows that the bit error rate (BER) of M -QAM under an
AWGN channel can be approximately as
P [bit error] ≈ 1
λ
































is the average energy per bit. Fig. 2.10 plots the bit error
probability (which is also commonly referred to as the bit error rate (BER)) with respect
to Eb/N0 for a variety of M -QAM constellations. It can be seen from Fig. 2.10 that the
performance is degraded when the modulation order M increases. Since a higher order M
means a faster transmission bit rate over the same bandwidth, the above observation means
that the transmit power needs to be increased to maintain the same system performance in
terms of the bit error probability.
The receiver design for the case of non-ideal channels, such as frequency-selective chan-
nels, could be much more complicated. This is because, as discussed before, to eliminate
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Figure 2.10: Bit error probability of a single-carrier communication system over an AWGN
channel.
the ISI induced from the channel, a pair of filters pT (t) and pR(t) need to be designed such
that the equivalent channel impulse response p(t) = pT (t) ∗hb(t) ∗ pR(t) satisfies the Nyquist
condition in (2.16). Such a design is much more challenging if the channel exhibits a high
level of frequency selectivity (equivalently the channel impulse response hb(t) has a large
number of multi-tap components).
Another popular approach to deal with ISI is to convert an ISI channel into non-ISI
parallel sub-channels such that a signal transmitted on the sub-channel only experiences
a constant gain and thus a simple scalar equalizer for each sub-channel is adequate. This
method is commonly known as multi-carrier modulation which is described in the next
section.
2.2 Multi-Carrier Wireless Communication Systems
The basic idea of multi-carrier transmission is to split the data stream into different
sub-streams and then send them over different sub-channels. Typically the sub-channels are
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made orthogonal under ideal propagation conditions. The data rate of each sub-channel is
much less than the total data rate. The number of sub-streams is chosen to ensure that each
sub-channel has a bandwidth less than the coherence bandwidth of the channel, so that the
sub-channels experience relatively flat fading. Thus, ISI on each sub-channel is very small
or can be completely canceled.
Fig. 2.11 depicts a transmultiplexer implementing an N -band multi-carrier system, i.e.,
the channel is divided into N sub-channels. At the transmitter, the transmitted signal is
prepared to transmit through N distinct sub-carriers, where each sub-carrier is represented
by a filter with the impulse response fi(t), i = 0, 1, · · · ,N − 1. At the receiver, there are N
corresponding filters gi(t). The filters are narrow-band with distinct center frequencies, so















Figure 2.11: General structure of a multi-carrier communication system.
In this section, a detailed description is first provided for a general CP-based multi-carrier
systems. Then, OFDM, GFDM and CFBMC-OQAM are discussed as examples of CP-based
multi-carrier systems. Each system represents a different class of CP-based multi-carrier
systems, either an orthogonal, a non-orthogonal, or a real-domain orthogonal system.
2.2.1 CP-Based Multi-Carrier Systems
Figure 2.12 illustrates a CP-based multi-carrier system. A bit sequence ui corresponding
to the ith transmission block is first mapped into a symbol sequence di by a QAM mapper.
Next, the symbol sequence di is modulated by multiplying with a general multi-carrier
24






Figure 2.12: A CP-based multi-carrier transceiver.
modulation matrix Gt to obtain
xi =
[
xi[0] xi[1] · · · xi[N − 1]
]T
= Gtdi. (2.27)
Before transmitting over a wireless channel, a CP of length Ng is added into xi to obtain
x̃i =
[
xi[N −Ng] · · · xi[N − 1] xi[0] · · · xi[N − 1]
]T
as
x̃i = Tcpxi. (2.28)




represents the CP insertion operation, where ĪNg contains the
last Ng rows of an N × N identity matrix IN . The CP essentially is a copy of the last Ng
samples of xi. The resulting signal x̃i is passed through a DAC and then up-converted to a
passband signal xi(t).
The received passband signal is
yi(t) = h(t) ∗ xi(t) + wi(t), (2.29)
where h(t) is the impulse response of the channel and wi(t) is thermal noise. The received
signal is then down-converted to baseband and lowpass filtered to remove the high-frequency
components. The ADC samples the resulting signal to obtain ỹi = [ỹi[0] ỹi[1] · · · ỹi[N+
Ng − 1]]T . Let h =
[
h[0] h[1] · · · h[µ− 1]
]T
be the discrete-time complex baseband
equivalent impulse response of the wireless channel. Then
ỹi = Hx̃i + Gx̃i−1 + w̃i (2.30)
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where H and G are, respectively, given as
H =

h[0] 0 0 · · · 0
h[1] h[0] 0 · · · 0
...
...
... · · · ...







0 · · · h[µ− 1] · · · h[1]
0 · · · 0 · · · h[2]
... · · · ... · · · ...
0 · · · 0 · · · h[µ− 1]
... · · · ... · · · ...




and w̃i represents Gaussian noise of the ith transmission block. Equation (2.30) indicates
that the received signal for the ith transmission block contains not only the desired signal
transmitted for the ith transmission block, i.e., x̃i, but also the transmitted signal from the
previous transmission block, i.e., x̃i−1. This phenomenon is called inter-block interference
(IBI).
In the receiver, the CP is first removed from the received signal before performing the
DFT. After removing the CP, the received signal yi is written as
yi = RcpHTcpxi + RcpGx̃i−1 + Rcpw̃i. (2.33)




. One can verify that
when the CP length Ng is longer than the channel length µ, then RcpG = 0. It means that
the IBI is completely eliminated from the received signal. Furthermore, it can be seen that
RcpHTcp is an N ×N circulant matrix:
Hcirc =

h[0] 0 · · · h[µ− 1] · · · h[2] h[1]
h[1] h[0] · · · 0 · · · h[3] h[2]
...
... · · · ... · · · ... ...
0 0 · · · 0 · · · h[1] h[0]
 . (2.34)
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Define vi = Rcpw̃i. Then, (2.33) can be rewritten as
yi = HcircGtdi + vi. (2.35)
The circulant matrix Hcirc can be represented as Hcirc = F
HΓF where Γ is a diagonal matrix
with Γ = diag
{
[hf [0] hf [1] · · · hf [N − 1]]T
}
. F is the normalized DFT matrix whose





N . Note that hf = [hf [0] hf [1] · · · hf [N−
1]]T is the N -point DFT of the channel’s impulse response h. Therefore, hf is exactly the
frequency response of the channel evaluated at N carrier frequencies. Then (2.35) can be
rewritten as
yi = F
HΓFGtdi + vi. (2.36)
To detect the desired signal, the received signal yi is first converted to the frequency domain
by the DFT to produce
ŷi = Fyi = ΓFGtdi + v̂i (2.37)
where v̂i = Fvi. It is pointed out that the DFT does not change the statistical characteristics
of the noise vi. Define si = FGtdi. Then
ŷi = Γsi + v̂i (2.38)
The above equation can be further rewritten as
ŷi[n] = hf [n]si[n] + v̂i[n] for n = 0, 1, · · · ,N − 1. (2.39)
It is seen that (2.39) is a set of N independent equations in which each equation repre-
sents the received signal in a particular sub-channel. Furthermore, each equation resembles
the AWGN channel model in (2.22), albeit with a frequency-dependent channel gain hf [n].
In other words, a CP-based multi-carrier system effectively decomposes the wide-band chan-
nel to a set of narrow-band orthogonal sub-channels. Knowing the channel gains hf [n],
n = 0, 1, · · · ,N − 1, the receiver can recover the original si[n] using the minimum-distance
rule by first dividing out these gains as ŝi[n] = ŷi[n]/hf [n]. This process is called channel
equalization. To perform the channel equalization task, the channel state information has to
be first estimated based on the transmission of either pilots or preambles in practice [2, 3].
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Specifically, preambles are training blocks which are transmitted at the beginning of each
transmission frame, while pilots are known symbols which are embedded into transmission
blocks based on a specific pattern and transmitted along with the data. Given known pream-
bles or pilots, channel frequency response can be estimated by dividing the received signal
by the corresponding preambles or pilots. Since a preamble occupies the entire transmission
block, the channel estimation based on a preamble, if well designed, should be better than
that obtained based on pilot symbols [2, 3].
After channel equalization, the signal is further passed through an IDFT to obtain x̂i.
The output signal of the IDFT block is demodulated with a bank of filters to obtain
d̂i = Grx̂i (2.40)
where the multi-carrier demodulation is represented by matrix Gr. The output d̂i is finally
passed through a demapper to obtain ûi.
In the next subsections, three specific designs of CP-based waveforms, namely OFDM,
GFDM and CFBMC-OQAM, are first described. After that, brief introduction of the most
common physical impairments in communication circuitries, namely phase noise, IQ imbal-
ance and nonlinearity, is presented. An emerging technique to improve the spectral efficiency
of wireless communication systems, namely full-duplex communication, is also introduced at
the end.
2.2.2 OFDM
For OFDM, the multi-carrier modulation in the transmitter is performed by an IDFT,
i.e., Gt = F
H , and the multi-carrier demodulation in the receiver is performed by a DFT
transform, i.e., Gr = F. In OFDM, di is a set of N complex QAM symbols which are related









It can be seen that xi[n] is a weighted summation of N exponential functions, which represent













di[n], if k = n0, otherwise. (2.42)
Equation (2.42) implies that OFDM is an orthogonal system.
In OFDM, the use of IDFT and DFT operations in the transmitter and receiver, respec-
tively, as filters helps to divide the whole system bandwidth into orthogonal sub-bands. As
such, it makes the signals sent over different sub-carriers not interfering with each other.
Furthermore, the use of IDFT and DFT also helps to reduce the implementation complexity.
However, as pointed out in [4], using IDFT is equivalent to using a rectangular pulse
shaping filter in the transmitter. The use of a rectangular impulse response leads to an
undesirable magnitude response that suffers from large side lobes in the frequency domain.
This follows immediately from the fact that the Fourier transform of a rectangular pulse is
a sinc function, and it is well-known that the side lobes of a sinc pulse are relatively large.
Specifically, the peak of the first side lobe is only 13 dB below the peak of its main lobe.
Such high side lobes result in leakage of signal powers into the frequency bands of adjacent
systems [4].
The use of OFDM has also been challenged for applications in future generations of
wireless networks. Specifically, machine-type communication and machine-to-machine com-
munication require low power consumption, which makes the strict synchronization process
required to keep the orthogonality among sub-carriers in OFDM less attractive [5]. Further-
more, the low latency required for vehicle-to-vehicle applications demands for short bursts
of data, meaning that OFDM signals with one CP per symbol would present a prohibitive
low spectral efficiency [5].
All the above challenges do not favor OFDM as the first choice for the next and future
generations of wireless networks. In this context, alternative multi-carrier schemes should be
considered. Recently, GFDM and CFBMC-OQAM have emerged as promising techniques
to overcome the disadvantages of OFDM. The next sections discuss GFDM and CFBMC-
OQAM in more detail.
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2.2.3 GFDM
For GFDM, the input of the multi-carrier modulation, di, is also a set of N complex
symbols but it is different from the one in OFDM. Specifically, the symbol sequence after
the mapper is first arranged into a block-based structure of M time slots and K sub-carriers


























QAM symbol at the kth sub-carrier and mth time slot. After the multi-carrier modulation,








i , n = 0, 1, · · · ,N − 1 (2.43)
where gk,m[n] = g [n−mK]N ej
2πkn
K is a time and frequency shifted version of a prototype
filter g[n] [5]. In (2.43), xi[n] is obtained by essentially performing a circular convolution
between the prototype filter g[n] and the transmitted symbol sequence. Equation (2.43)
can be compactly rewritten as (2.27) where the (m + kM)th column of Gt is written as
Gt [:,m+ kM ] =
[
gk,m[0] · · · gk,m[N − 1]
]T
.
Two common methods, namely matched-filter (MF) demodulation where Gr = G
H
t
and zero-forcing (ZF) demodulation where Gr = G
−1
t , are usually deployed to detect the
transmitted signal in GFDM [5, 6]. Assuming that the MF demodulation is deployed, the
synchronization is achieved perfectly and there is no channel or noise, then the received


















i represents the self-interference. This indicates that GFDM is a non-orthogonal
system. Although, with ZF demodulation, the impact of self-interference can be completely
avoided, the two main disadvantages of using ZF detector are (i) the noise enhancement
effect and (ii) the inversion of Gt does not always exist.
Compared to OFDM, the pulse-shaping filter in GFDM can be flexibly designed to sup-
press the spectral leakage. Furthermore, as a non-orthogonal system, the strict orthogonality
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in OFDM is no longer required in GFDM. Similar to OFDM, a CP is also added into the
transmitted signal before sending out to a wireless channel. However, the CP in GFDM is
applied for the entire block of M symbols instead of every symbol as in OFDM. This results
in better spectral efficiency and low latency in GFDM compared to OFDM.
However, the trade-off for allowing non-orthogonal sub-carriers is the self-interference
which could significantly degrade performance of GFDM. As such a self-interference cancel-
lation mechanism is usually needed in the receiver of GFDM. To overcome this disadvantage,
CFBMC-OQAM shall be presented in the next section.
2.2.4 CFBMC-OQAM
The transmitted signal di in CFBMC-OQAM is constructed from a block-based structure
of K sub-carriers and 2M time slots such that N = M ×K. However, its elements are all


























After the multi-carrier modulation, xi[n] can be also written as (2.43) but m is from 0 to
2M − 1 and gk,m[n] = jk+mg [n−mK/2]N ej
2πkn
K . To be rewritten in the forms of (2.27), the
(m+ 2kM)th column of Gt is Gt[:,m+ 2kM ] =
[
gk,m[0] · · · gk,m[N − 1]
]T
.
To detect the transmitted signal, x̂i is passed through a bank of matched filters, i.e.,
Gr = G
H
t , and the estimate of di is obtained by taking the real part of the filtered output.

















No self-interference is seen in (2.45) which implies that CFBMC is a real-domain orthogonal
system.
2.2.5 Performance of CP-based Multi-Carrier Systems
Fig. 2.13 shows performance of OFDM as an example for CP-based multi-carrier systems
in terms of BER with respect to Eb/N0. This figure shows the performance of OFDM when
there is no fading, i.e., hf [i] = 1, ∀i and each sub-channel is an AWGN channel (hence the
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Figure 2.13: BER performance for OFDM systems.
curves are labeled as “AWGN”), and with the presence of fading (labeled as “Fading”). In
particular, the discrete-time complex baseband equivalent channel coefficients are assumed to
be identically independent complex Gaussian distributed with zero mean and unit variance,
i.e., h[n] ∼ CN (0, 1),n = 0, · · · ,µ−1. This is known as Rayleigh fading since the magnitude
of h[n] follows a Rayleigh distribution [1]. The performance of OFDM is also evaluated with
a variety of M -QAM modulations and under the assumption that the channel is known at
the receiver. First, it can be seen from Fig. 2.13 that fading dramatically degrades the
performance of OFDM systems compared to when there is no fading. Second, for both cases
of AWGN and fading channels, the performance of OFDM also degrades as M increases.
2.3 Physical Impairments
As mentioned before, PN, IQ imbalance and nonlinearity are the most common physical
impairments which can significantly degrade performance of a communication system. A
brief review of these impairments is presented in this section.
32
2.3.1 Phase Noise
As illustrated in Fig. 2.3, the baseband signal at the transmitter before being transmitted
over a channel should be up-converted to an RF carrier fc = ωc/2π by an oscillator or
a mixer (these two terminologies will be used interchangeably in the following). At the
receiver, the received passband signal should be first down-converted to baseband by another
oscillator. In practice, those mixers are not perfect. This imperfection, which originates from
thermal noise, was identified as one of the major performance limiting factors in multi-carrier
systems. The mixer’s imperfection causes random deviation of the frequency of the mixer
output. These frequency deviations are often modeled as a random excess phase and therefore
referred to as PN. At the transmitter, let x(t) and xRF(t) be the signals before and after RF
up-conversion, respectively. Without PN, the RF signal xRF(t) can be simply written as
xRF = x(t)e
j2πfct. (2.46)
On the other hand, under the presence of PN, the RF signal becomes
xRF(t) = x(t)e
j(2πfct+θ(t)), (2.47)
where θ(t) represents PN. This is rewritten in discrete-time baseband equivalent model as
xb,RF[n] = x[n]e
jθ[n] (2.48)
One can obtain a similar equation showing the PN impact in the receiver.
The following briefly reviews two PN models: one is based on an free-running (FR)
oscillator [16,17] and the other is based on a phase-locked loop (PLL) oscillator [17].
FR-PN Model
Let αv[n] denote the discrete-time phase deviation from an FR oscillator at the nth
sampling time. It can be modeled as αv[n] =
∑n−1
i=0 ρ[i] where ρ[i] is an i.i.d zero-mean
Gaussian random variable with variance σ2ρ = cvTs. Here, cv is a constant describing the
quality of an oscillator, and Ts is the sampling interval. The PN is θ[n] = 2πfcαv[n] =









Figure 2.14: A general PLL-based frequency synthesizer.
ncvTs, which grows linearly with the sample index n. Furthermore, the autocorrelation
function of the phase deviation can be computed as E [αv[n1]αv[n2]] = cvTs min (n1,n2) [16].






Since θ[n] ∼ N (0,nω2ccvTs) and E {θ[n1]θ[n2]} = ω2ccvTs min (n1,n2), one has











= (n1 + n2 − 2 min (n1,n2))ω2ccvTs.
(2.51)
In order to evaluate (2.49), we make use of the following result. If X ∼ N (µ,σ2), then
















A general PLL-based frequency synthesizer is illustrated in Fig. 2.14, which models the
phase deviation from a reference oscillator having a quality constant cr as in the FR-PN
model. Let αr[n], αv[n], and β[n] denote the discrete-time phase deviations at the output of
the reference oscillator, the frequency synthesizer, and the phase detector, respectively. Then
αv[n] = β[n] + αr[n] [19]. Furthermore, the correlation properties between αr[n] and β[n]
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no = 1 + olpf , and olpf represents the order of the loop filter [17,19]. The values of λi, µi and
νi are given, for instance in [19], for the PLL-based oscillator with a first-order loop filter.
The statistical characteristics of (θ[n2]− θ[n1]) for the case of PLL-PN can be obtained
similarly as follows. First,














2 + (αr[n2] + β[n2])













+ 2αr[n1]β[n1] + 2αr[n2]β[n2]
−2αr[n1]αr[n2]− 2αr[n1]β[n2]− 2β[n1]αr[n2]− 2β[n1]β[n2]} .
(2.54)
However, E {β[n1]αr[n2]} =
∑no
i=1 µie





























































































As discussed in Section 2.1, the transmitted M -QAM passband signal can be represented
as (2.1) in which quadrature mixers play an important role of up-converting a baseband signal
to a passband signal before transmitting over a wireless channel. In real implementations,
however, the quadrature mixers are often impaired by gain and phase mismatches between
the I and Q branches. This phenomenon is referred to as IQ imbalance.
It is relevant to point out that the problem of IQ imbalance distortion can be avoided by
using different transceiver architectures, such as super-heterodyne transceivers with digital
intermediate frequency (IF) [20, 22] and direct sampling transceivers [21, 22]. The first ar-
chitecture is obtained from the conventional super-heterodyne architecture [21] by removing
quadrature mixers and IF filters. Only one DAC and one ADC are used at the transmitter
and receiver, respectively. The complexity of this architecture is dominated by the ADC and
DAC because they have to handle signals at a higher frequency, which also means higher
dynamic-range requirements and higher sensitivity to the clock jitter. In addition, this ar-
chitecture still requires image rejection filters which are difficult to integrate on-chip at a low
cost. The second transceiver architecture does not require any frequency mixing stage as well
as IF filtering. Most of the signal processing can be done in the digital domain. However,
direct sampling transceivers are mostly limited to applications when the carrier frequency fc
is low and the signal bandwidth is narrow. As the carrier frequency and signal bandwidth
go up, the implementation cost significantly increases and the performance of ADC and
DAC drops quickly even when under-sampling is applied [21, 22]. As such, this transceiver
architecture is not suitable for low-cost applications such as machine-type communications
(MTC) [24].
As such, despite of having IQ imbalance, using quadrature mixers can still be a much
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cheaper solution compared to the above alternative architectures [20–23]. Furthermore, as
shown later, compensation for the IQ imbalance can be conveniently performed in the digital








Figure 2.15: Transmit IQ imbalance model.
Consider an IQ imbalance model at the transmitter as in Fig. 2.15. Define w(t) =
wI(t) + jwQ(t) as the input signal that needs to be up-converted to the carrier frequency fc
by the quadrature mixer, and z(t) as the output of the mixer. Without IQ imbalance, the












However, the mixer is not ideal in practice which results in IQ imbalance impairment. De-
noting by αT and θT the gain and phase imbalance, respectively. In practice, αT and θT are
fixed parameters. Thus, the output of the mixer can be represented as
z(t) =
√
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−j θT








The term I1 can be rewritten as







































From (2.58) and (2.63), it can be seen that the transmit IQ imbalance results in an “image”
signal w∗(t) at the output of the mixer.
Similarly, because of the imperfection of the RF down-conversion mixer, the IQ imbal-
ance happens at the receiver as well. Define αR and θR as the gain and phase imbalance,
respectively, of the receive mixer. Also define ẑ(t) and ŵ(t) as the input and output, re-
spectively, of the mixer. Then, the complex baseband equivalent received signal after the
frequency down conversion is
ŵ(t) = ξRẑ(t) + ηRẑ
∗(t) (2.64)















Thus, in the presence of the receive IQ imbalance, it can be seen that the output of the
mixer contains two components, one is the desired received signal ẑ(t) and the other is its
“image” signal ẑ∗(t).
2.3.3 Nonlinearity
Nonlinearity is generally generated by analog and RF devices like ADC, DAC, oscillators
and amplifiers. From communications point of view, this distortion leads to harmonics gen-
eration, gain compression, cross modulation, and inter-modulation issues which significantly
degrade the performance of either the system itself or other systems working in the con-
taminated spectrum range [25]. The characteristic of nonlinear devices can be represented
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either as memoryless nonlinearity or nonlinearity with memory. Fig. 2.16 illustrates how
nonlinearity impairment from a power amplifier can affect the output of a monotonic input
system. In this scenario, the impact of nonlinearity is represented by the third-order poly-
nomial α1x+α2x
2−α3x3. It is assumed that the input of the power amplifier is a sinusoidal
signal x(t) = cos (2πf1t) which is represented by an impulse at frequency f1 in the power
spectrum density (PSD) plot. The output of the power amplifier can be obtained as
y(t) = α1 cos (2πf1t) + α2 cos



















It can be seen that the output of this system contains not only the original frequency com-




1 2 3x+ x - x
f f
Figure 2.16: Illustration of power amplifier nonlinearity.
The effect of nonlinearities in communication systems has been well studied in the litera-
ture [26–30]. The influence of nonlinearities is often negligible in systems employing constant
modulus signaling since it makes the linear approximation model valid. However, since multi-
carrier systems produce signals with large amplitude fluctuations, they significantly suffer
from the nonlinearity distortions.
Although nonlinearity distortions can come from many sources, a power amplifier (PA),
which is commonly used to amplify the power of a radio frequency signal before being trans-
mitted over a channel, is considered as the major source of nonlinearity distortions in the
transmission chain [25]. Thus, only the PA nonlinearity is considered in this research. The
output of a PA exhibits different magnitudes of nonlinearities [25], namely AM/AM (Ampli-
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tude to Amplitude Modulation) and AM/PM (Amplitude to Phase Modulation) distortions.
A PA is often followed by a band-pass filter in practice to cancel any additional unwanted
sidebands lying at the harmonics of the carrier frequency. As a result, only in-band nonlinear
distortion is considered in this research. In order to model the effects of the in-band nonlin-
ear distortion introduced by the PA, an odd-order polynomial model is commonly used to
express the PA’s output as follows [31]. Define zp(t) and up(t) as the input and output of a






where β2k+1 is the coefficient of the polynomial scaling the nonlinearity, which is determined
based on interception points. For example, if the effect of PA nonlinearity takes into account
up to the third-order distortion, then
up(t) = β1zp(t) + β3[zp(t)]
3 (2.68)
and ∣∣∣∣β3β1
∣∣∣∣ = 43A2IIP3 , (2.69)
where AIIP3 refers to the input third order interception point [25].
For ease of representation, the input-output characteristic of a PA can be rewritten as [32]
up(t) = αzp(t) + dp(t) (2.70)
where α is a small gain resulting from amplifying, while dp(t) represents the distortion noise
which is statistically independent of zp(t). Let u(t) and d(t) be the complex baseband
equivalent signals of up(t) and dp(t), respectively. Then
u(t) = αz(t) + d(t). (2.71)
The value of α and the variance of d(t) can be determined by applying the Bussgang’s
theorem [33] as shown in [25].
In this thesis, the impacts of physical impairments, including PN, IQ imbalance and
nonlinearity, are first evaluated in Chapter 3 for an OFDM-based bi-directional full-duplex
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communication system. The impact of PN and its compensation in CFBMC-OQAM are
studied in Chapter 4 and Chapter 5. Different from Chapter 4 where the compensation of
PN is simplified by considering perfect channel estimation at the receiver, the impact of
channel estimation error is taken into account in Chapter 5. Finally, in addition to PN, the
impact of IQ imbalance is analyzed and compensated in Chapter 6 for a general CP-based
multi-carrier system.
2.4 Full-Duplex (FD) Wireless Communications
Full-duplex (FD) communication is an emerging technology for future wireless networks
since it achieves much higher spectral efficiency when compared to the conventional half-
duplex (HD) communication [34, 35] where the transmission and reception are performed
over either different time slots or different frequency bands.
Figure 2.17: A block diagram for full-duplex communications.
Fig. 2.17 illustrates a bi-directional FD communication between two transmission nodes.
It is assumed that each node has two antennas, one antenna is for transmitting signal and
the other is for receiving signal. In FD communication, the transmission and reception in
each node are performed simultaneously at the same time and frequency band. As such, the
received signal in Node 1 for example contains not only the transmitted signal from Node 2,
which is referred to as the desired signal, but also the transmitted signal from its own device,
which is referred to as self-interference (SI). Because the distance between two antennas in
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Node 1 is much shorter than the distance between the transmit antenna in Node 2 and the
receive antenna in Node 1, the power of the SI signal is typically thousand times higher
than the received power of the desired signal. This makes SI become the biggest challenge
in realizing FD communication in practice. The channel between two antennas in the same
device is also called near-end channel, whereas the channel between the transmit antenna of
one device and the receive antenna of the other device is called far-end channel.
In general, self-interference cancellation (SIC) techniques are classified into three main
categories, namely passive suppression, analog cancellation and digital cancellation [34, 36]
as illustrated in Fig. 2.17. Before performing analog and digital cancellation, a passive
suppression technique is required to achieve a high isolation between the transmit antenna
and the receive antenna and the amount of cancellation achieved mainly depends on the
propagation loss of the wireless channel. As for analog cancellation, a cancelling signal is
added to the received signal in the analog domain in order to further attenuate the power
of the SI. The residual SI (RSI) after the analog cancellation still remains and can be a
bottleneck limiting the implementation of FD devices in practice.
In this thesis, a bi-directional OFDM-based FD communication is studied in Chapter 3,
which focuses on digital cancellation of the self interference. The implementation of digital
self-interference cancellation is challenging due to the presence of PN, IQ imbalance and PA
nonlinearity. As such, the chapter develops an iterative SIC technique such that the impacts
of these physical impairments are taken into account in performing SIC.
2.5 Summary
In this chapter, an introduction to single-carrier as well as multi-carrier wireless com-
munication systems has been first presented. By dividing the system’s frequency band into
many sub-channels whose bandwidths are smaller than the coherence bandwidth of the
wireless channel, the frequency-selective fading channel, which causes ISI in single-carrier
wireless communications, is converted into a set of flat fading channels in multi-carrier wire-
less communications. This conversion generally eases the channel equalization task. Second,
three CP-based multi-carrier modulation techniques, namely OFDM, CFBMC-OQAM and
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GFDM, have been described in detail. Advantages and disadvantages of each multi-carrier
technique have been also discussed. Finally, a brief review of physical impairments, including
PN, IQ imbalance and nonlinearity, and FD communication technique was given. The next
chapters present contributions of this PhD research.
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As discussed in the previous chapter, FD communication is a promising technology since
it achieves much higher spectral efficiency when compared to the conventional HD commu-
nication. However, the trade-off for this spectral advantage is the existence of a massive
amount of SI caused by direct coupling of the strong transmit signal to the sensitive receiver
chain resided in the same hardware device. This SI poses the biggest challenge in realizing
FD communication in practice. There has been extensive research on SIC techniques for FD
communications. However, the implementation of SIC is very challenging in practice due to
physical impairments of hardware devices such as PN, nonlinearities, and IQ imbalance.
This chapter considers a bi-directional OFDM-based FD communication in the presence
of PN, IQ imbalance and PA nonlinearity. In order to effectively mitigate the effect of SI, an
iterative SIC technique is proposed which takes into account the impacts of PN, IQ imbalance
and PA nonlinearity. Simulation results show that the proposed technique can effectively
mitigate the self interference after every iteration. As a consequence, decoding performance
of the desired signal is significantly improved. Furthermore, the proposed algorithm is shown
to considerably outperform existing algorithms over a practical transmit power range.
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Iterative Self-Interference Mitigation in Full-Duplex
Wireless Communications
Long D. Le and Ha H. Nguyen
Abstract
This paper considers a full-duplex wireless communication system in which detection of
the desired signal is hindered not only by the self-interference (SI), but also phase noise, in-
phase and quadrature-phase (IQ) imbalance and power amplifier’s nonlinearity distortion.
An iterative algorithm is proposed in which the processes of SI cancellation and detection
of the desired signal aid each other in each iteration. In each iteration, the SI cancellation
process performs widely linear estimation of the SI channel and compensates for physical
impairments to improve the detection performance of the desired signal. The detected desired
signal is in turn removed from the received signal to improve SI channel estimation and SI
cancellation in the next iteration. Simulation results show that the proposed algorithm
significantly outperforms existing algorithms in SI cancellation and detection of the desired
signal.
Index terms
Full-duplex, self-interference, self-interference cancellation, phase noise, I/Q imbalance, power
amplifier’s nonlinearity distortion.
3.1 Introduction
Full-duplex (FD) communication is a promising technology for future generations of
wireless networks since it achieves much higher spectral efficiency when compared to the
conventional half-duplex (HD) communication [1, 2]. Different from HD communication,
in which the transmission and reception are performed over different time slots (i.e., time-
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domain division – TDD), or over different frequency bands (i.e., frequency-domain division –
FDD), FD wireless communication uses the same radio-frequency (RF) band for simultaneous
transmission and reception. As such, FD communication utilizes the spectrum resource
much more efficiently. However, the trade-off for this spectral advantage is the existence of
a massive amount of self-interference (SI) caused by direct coupling of the strong transmit
signal to the sensitive receiver chain resided in the same hardware device. The power of the
SI signal is typically thousand times higher than the received power of the desired signal.
This SI poses the biggest challenge in realizing FD communication in practice.
There has been extensive research on SI cancellation (SIC) techniques for FD commu-
nication [3–7]. In general, SIC techniques are classified into three main categories, namely
passive suppression, analog cancellation and digital cancellation [1, 3]. Before performing
analog and digital cancellation, a passive suppression technique is required to achieve a high
isolation between the transmit antenna and the receive antenna and the amount of cancella-
tion achieved mainly depends on the propagation loss of the wireless channel. As for analog
cancellation, a cancelling signal is added to the received signal in the analog domain in order
to further attenuate the power of the SI. The residual SI (RSI) after the analog cancellation
still remains and can be a bottleneck limiting the implementation of FD devices in prac-
tice. As demonstrated in [3, 4], digital cancellation has the potential of achieving around
additional 6 dB gain after analog cancellation. The implementation of digital SIC is very
challenging due to physical impairments of hardware devices. As observed in [5], phase noise
(PN), power amplifier (PA) nonlinearity, and in-phase and quadrature-phase (IQ) imbalance
are the major factors limiting performance of a digital SIC technique.
The effects of phase noise in SIC are investigated in [7–10]. Specifically, in [9] the impacts
of phase noise, which is modeled as a Wiener process, are analyzed under two scenarios:
(i) separated oscillators for the transmitter and receiver, and (ii) a common oscillator is
shared between the transmitter and receiver. The authors derived closed-form expressions
quantifying the digital cancellation capability and its limit in the large interference-to-noise
ratio regime. Based on the established digital cancellation capability, the achievable rate
region of a two-way FD system is also characterized. A novel digital SIC technique for FD
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systems is proposed in [7]. In that paper, a copy of the SI in digital domain is used to cancel
out both the SI signal and impairments in the transmitter, including the phase noise. In
order to alleviate the receiver’s phase noise effect, a common local oscillator (LO) is shared
between the auxiliary and ordinary receiver chains.
The impacts of IQ imbalance are considered in [6,10]. In [6], the IQ imbalance is included
in both the transmitter and receiver. The observation in this paper is that, under the effect
of IQ imbalance, the total SI at the receiver contains not only the linear SI component,
but also the complex conjugate SI component. The authors showed that the conjugate SI
signal is the most dominant source of distortion under a wide range of transmit power. In
some cases the power of conjugate SI is even more powerful than the power of the desired
signal. The authors also showed that using a linear digital cancellation technique under the
effect of receive IQ imbalance does not yield good performance. Instead, they proposed a
technique called widely linear digital cancellation, which takes into account not only the
linear SI component but also the conjugate SI component. In [10], an analysis of RSI for a
full-duplex OFDM transceiver under the joint impact of both phase noise and IQ imbalance
is given. In particular, a closed-form expression for the average RSI power was derived. It
was demonstrated that the effects of phase noise and IQ imbalance can be approximately
decoupled for small PN and IQ imbalance levels. The average RSI is linearly proportional
to the IQ image rejection ratio and the phase noise 3-dB bandwidth.
References [5–7, 11, 12] investigate nonlinearity distortions in FD systems. In general,
nonlinearity distortions come from the analog-to-digital converter (ADC), digital-to-analog
converter (DAC), mixers and amplifiers (i.e., a PA in the transmitter and a low-noise ampli-
fier (LNA) in the receiver). However, PA is the major source of nonlinearity distortions in the
transmission chain [13]. Indeed, a comparison in terms of relative powers of spurious signal
components resulting from different RF/analog impairments was given in [5]. In that paper,
along with the IQ imbalance, the PA nonlinearity is shown to be the most damaging factor
which severely degrades the performance of a SIC technique. The authors in [5] proposed
a two-stage iterative SIC scheme based on the output of the PA to substantially mitigate
the effect of SI. Simulation results show good performance improvement of the proposed
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strategy compared to previously-known digital cancellation schemes. A digital cancellation
technique for PA-induced nonlinear SI in a FD transceiver is also studied in [12]. Specifically,
a nonlinear digital SIC technique was proposed to handle both the linear and nonlinear SI
simultaneously. Simulation results in [12] demonstrate that the proposed canceller is able to
extend the usable transmit power range by at least 10 dB, or to allow using a lower-quality
PA in the transmitter.
To the authors’ best knowledge, there has been no work considering the joint effects of
phase noise, IQ imbalance and PA nonlinearity from both the transmitter and receiver in a
FD communication system. To fill this gap, this paper considers FD communication between
two nodes, Node 1 and Node 2, in which PN, IQ imbalance and PA nonlinearity are present
in the transmitter of Node 1, whereas PN and IQ imbalance are considered in its receiver.
To focus on signal processing and SI cancellation at Node 1, Node 2 is assumed to be free
of impairments. Because of SI, the received signal in Node 1 contains not only the desired
signal from Node 2, but also the SI signal from its own transmission. In order to effectively
mitigate the effect of SI, the SIC technique proposed in this paper is performed iteratively
as follows. First, the SI channel (i.e., the near-end channel) is estimated based on widely
linear estimation (WLE). Given the estimated SI channel, the SI signal leaking from its own
transceiver is subtracted from the received signal. The resulting signal is further processed
to decode the desired signal, i.e., the far-end signal. The impairments are also estimated
and compensated to improve the decoding performance. A DFT-based channel estimation
method is applied to further mitigate the effect of residual noise and improve the quality
of the far-end channel estimation. The decoded desired signal is then removed from the
received signal to improve the quality of the SI channel estimation in the next iteration.
Performance evaluation of the proposed algorithm is based on two metrics: Error Vector
Magnitude (EVM), and Bit Error Rate (BER) with respect to the transmit power of Node 2.
From simulation results, it is observed that the SI signal is effectively mitigated after every
iteration, which results in performance improvement in decoding the desired signal. As
expected, the decoding performance is much better than that of the case without deploying
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Figure 3.1: System Model.
algorithms proposed in [5] and [6], in which the former uses linear digital estimation and
the later uses widely linear digital estimation without considering the iterative decoding
and making use of the desired signal in refining the quality of the SI channel estimation.
In general, the performance of the proposed SIC technique is considerably better than the
existing techniques over the practical transmit power range.
This paper is organized as follows. The system model is presented in Section 3.2. The
proposed strategy to iteratively mitigate the effect of SI is described in Section 3.3. Simula-
tion results and performance analysis are provided in Section 3.4. Section 3.5 concludes the
paper.
Notation: Lowercase letters are used to denote scalars. Lowercase boldface and uppercase
boldface letters stand for vectors and matrices, respectively. (·)†, (·)T , (·)H , (·)∗, | · |, and
 denote pseudo-inverse, transpose, Hermitian, conjugation, modulus, and element-wise
multiplication operations, respectively. R[·] and I[·] represent the real and imaginary parts
of a complex variable.
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3.2 System Model
Consider a FD communication system as shown in Fig. 3.1. The information bits of Node
1, represented as vector b, are first encoded to generate coded bits, represented as vector r.
The coded bits are then mapped into a sequence of symbols, represented as vector s, based
on a QAM constellation and Gray mapping scheme. The sequence of QAM symbols is then
serial-to-parallel converted before performing OFDM modulation to obtain the discrete time-
domain signal x =
[
x(0) x(1) · · · x(N − 1)
]T
, where N is the length of a transmission
frame. Each frame contains Nf OFDM symbols in which each OFDM symbol consists of Nfft
time-domain samples (which are the IFFT of Nfft subcarriers) and a cyclic prefix (CP) of
length Ncp. The CP length is chosen long enough to avoid inter-symbol interference between
OFDM symbols. It follows that N = Nf(Nfft + Ncp). Furthermore, out of Nfft subcarriers,
there are Na active (i.e., nonzero) subcarriers carrying data and pilots.
The symbol sequence x is converted to a discrete-time impulse train by upsampling with
an oversampling factor F , where F is the ratio of symbol interval, denoted as Ts, to sample
interval, denoted as T . Let q(n) be the impulse response of the digital shaping filter. After
the discrete-time impulse train passes through the digital shaping filter and DAC, one obtains
the following continuous-time complex baseband signal w(t) [14]




where q(t) is the impulse response of an equivalent analog pulse shaping filter. It means
if B is the bandwidth of the transmitted signal and with an ideal DAC (i.e., band-limited
interpolation), then q(t) =
∑
n q[n]sinc(2B(t − nT )), where T is the sampling period. The
signal w(t) is up-converted to a carrier frequency fc by IQ mixers. These mixers are not
ideal in practice, which consequently insert the PN and transmit IQ imbalance into the
transmitted signal. The RF signal after the mixers is denoted by zp(t) and its complex
baseband equivalent signal is given as [15]
z(t) = ejφT (t) (ξTw(t) + ηTw
∗(t)) (3.2)
where ξT and ηT characterize the effect of transmit IQ imbalance. They are given in terms
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The function φT (t) in (3.2) represents the effect of transmit PN impairment. The genera-
tion of PN is based on either the free-running oscillator model or phase-locked loop (PLL)
synthesizer model [16,17]. Typically, the PN is defined with a power spectral density (PSD)
L(fm) [dBc/Hz], where fm is the frequency offset with respect to the carrier frequency fc.
It can be seen from (3.2) that the impaired signal after mixing contains two components,
which are the consequence of the IQ imbalance effect. Each component is further degraded
by PN impairment.
The signal zp(t) is then amplified by a PA, which exhibits different magnitudes of non-
linearities [13], namely AM/AM (Amplitude to Amplitude Modulation) and AM/PM (Am-
plitude to Phase Modulation) distortions, before finally being transmitted over the wireless
channel. The PA is commonly followed by a band-pass filter (BPF) to cancel any additional
unwanted sidebands lying at the harmonics of the carrier frequency. As a result, only in-band
nonlinear distortion is considered in this paper. In order to model the effects of the in-band
nonlinear distortion introduced by the PA, an odd-order polynomial model is commonly used






where β2k+1 is the coefficient of the polynomial scaling the nonlinearity, which is determined
based on interception points. For example, if the effect of PA nonlinearity takes into account
up to the third-order distortion, then
up(t) = β1zp(t) + β3[zp(t)]
3 (3.5)
and ∣∣∣∣β3β1
∣∣∣∣ = 43A2IIP3 , (3.6)
where AIIP3 refers to the input third order interception point [13].
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For ease of representation, the input-output characteristic of a PA can be rewritten as [19]
up(t) = αzp(t) + dp(t) (3.7)
where α is a small gain resulting from amplifying, while dp(t) represents the distortion noise
which is statistically independent of zp(t). Let u(t) and d(t) be the complex baseband
equivalent signals of up(t) and dp(t), respectively. Then
u(t) = αz(t) + d(t) (3.8)
The value of α and the variance of d(t) can be determined by applying the Bussgang’s
theorem [20] as shown in [13].
Owing to the SI in FD communications, the received signal in Node 1 contains not only
the desired signal (far-end signal) from Node 2, but also the SI signal (near-end signal)
from its own transmission. This paper focuses on the SIC in the digital domain under the
assumption that the SI has already been partially mitigated by passive suppression and











κps2 g(t) ∗ v(t) + n(t)




h(τ)u(t− τ)dτ + θ
∞∫
0
g(τ)v(t− τ)dτ + n(t)
(3.9)
in which v(t) denotes the complex baseband equivalent transmitted signal from Node 2;
σ2u and σ
2
v are the powers of u(t) and v(t), respectively; pi is the transmitted power from
Node i, i = 1, 2; κpsi is the attenuation capturing the propagation path loss and the passive











κps2 ; and n(t) denotes a circularly-symmetric complex Gaussian noise with zero mean
and variance σ2n. Furthermore, h(t) and g(t) in (3.9) are the complex baseband equivalent
impulse responses of the SI channel and the channel between Node 2’s transmitter and Node
1’s receiver, respectively. These channels are assumed to be frequency-selective, represented
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In Node 1, the received signal is first amplified by an ideal LNA, and then frequency down-
converted by mixers. Due to imperfection of the mixers, the effects of PN and IQ imbalance
are present in the received signal. Thus, the complex baseband equivalent received signal




where φR(t) represents the effect of PN impairment in the receiver, whereas ξR and ηR




























h(τ)u(kTs − τ)dτ + θ
∞∫
0

















h(m)u(kTs −mTs) + θ
L−1∑
m=0
g(m)v(kTs −mTs) + n(kTs)
(3.14)
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h(m)u(k −m) + θ
L−1∑
m=0
g(m)v(k −m) + n(k)
= γ · h(k) ∗ u(k)︸ ︷︷ ︸
y1(k)




Equation (3.15) can be rewritten compactly as
y = αγξTHPTQx + αγηRHPTQx
∗ + θGQc + γHd + n (3.16)
where y =
[





q̃(0) 0 · · · 0 · · · 0 0
q̃(1) q̃(0) · · · 0 · · · 0 0
...
... · · · ... · · · ... ...
0 0 · · · q̃(M − 1) · · · q̃(0) 0




in which q̃(n) = q(nF ) with n = 0, · · · ,M − 1. It is pointed that if the digital pulse shaping
filter q(n) is designed to satisfy the Nyquist criterion and the sampling times are perfect,
q̃(0) = 1, q̃(n) = 0 for n = 1, · · · ,M − 1 and Q becomes an identity matrix. The matrix
Q in (3.17), however, applies to the more general case of arbitrary pulse shaping filter and
nonzero timing offset. PT = diag
(
ejφT (0); ejφT (1); · · · ; ejφT (N−1)
)
represents the discrete-time
phase noise impairment. The channel matrices H and G are given as
H =

h(0) 0 · · · 0 · · · 0 0
h(1) h(0) · · · 0 · · · 0 0
...
... · · · ... · · · ... ...
0 0 · · · h(L− 1) · · · h(0) 0







g(0) 0 · · · 0 · · · 0 0
g(1) g(0) · · · 0 · · · 0 0
...
... · · · ... · · · ... ...
0 0 · · · g(L− 1) · · · g(0) 0





c(0) c(1) · · · c(N − 1)
]T
is the output of the OFDM modulator in Node 2. The
derivation steps for (3.16) are given as in Appendix 3.6.1.
Define PR = diag
(
ejφR(0); ejφR(1); · · · ; ejφR(N−1)
)
to represent the effect of PN impairment
in the receiver. Thus, (3.13) can be rewritten as (3.18)
p = ξRPR {αγξTHPTQx + αγηRHPTQx∗ + θGQc + γHd + n}+
ηRP
∗
R {αγξTHPTQx + αγηRHPTQx∗ + θGQc + γHd + n}
∗


























= K1x + K2x























ñ = γξRPRHd + γηRP
∗
RH





It can be observed from (3.18) that, due to the impairments in both the transmitter and
receiver, the effect of SI is not only manifested in a linear SI component as usual, but also
in the conjugate SI component. In addition to the SI, the desired signal, i.e., c, is also
degraded by its conjugation. Furthermore, the total distortion noise, i.e., ñ, contains not
only the thermal noise, but also the distortion noise from PA nonlinearity.
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It is pointed out that the IQ imbalance in the receiver is the source of conjugate com-
ponents for the SI, desired signal and noise. Each component is further degraded by other
impairments. In [5], the effects of IQ imbalance and PA nonlinearity distortion were con-
sidered only from the transmitter. Therefore, the SI signal in the receiver only contains the
linear SI component. The SIC algorithm proposed in [5] is performed iteratively in which the
SI channel is estimated by least square estimation (LSE). This is also a common estimation
method used in many studies to estimate the SI channel. However, as demonstrated later
with simulation results, this method does not work well when the conjugate SI component
is present.
In the next section, an iterative algorithm is proposed to mitigate the impacts of the SI
signal and detect the desired signal. In the proposed algorithm, both the linear SI component
and the conjugate SI component are taken into account to estimate the SI channel more
effectively. The other impairments are also estimated and compensated for in order to
further improve the detection performance of the desired signal. The detected desired signal
is the removed from the original received signal in order to improve the SI channel estimation
and SI cancellation in the next iteration.
3.3 Proposed Iterative Algorithm
As can be seen from (3.18), the effect of SI on the desired signal is represented in two
terms: the transmitted signal x and its conjugation. On the other hand, the existence of
the desired signal and its conjugation in (3.18) complicates the estimation of the SI channel
required to perform SI cancellation. The iterative algorithm proposed in this section is
grounded on the principle that the processes of SI cancellation and decoding of the desired
signal can benefit from each other. The specific steps of the proposed iterative algorithm are
presented in the following.
Step 1 – SI channel estimation
To cancel the SI, i.e., the first two terms in (3.18), one could try to estimate the SI
channel [h(0), . . . ,h(L− 1)] and impairment parameters so that matrices K1 and K2 could
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be computed as in (3.19). However, a better approach, based on widely-linear estimation, is





kaug + F1c + F2c
∗ + ñ = Xaugkaug + F1c + F2c
∗ + ñ (3.20)
where X is given as in (3.21)
X =

x(0) 0 · · · 0 0
x(1) x(0) · · · 0 0
...
... · · · ... ...




and kaug is a 2L × 1 column vector that depends on the SI channel and all impairment
parameters. It then follows that, in order to cancel the SI term Xaugkaug, the “augmented”






Step 2 – Self interference cancellation (SIC)
Given the estimate of kaug in Step 1, the estimated SI is subtracted from the original
received signal in preparation for detecting the desired signal. This step yields





Step 3 – Estimation and compensation of the receive IQ imbalance and PN
Before detecting the desired signal c, the effect of receive IQ imbalance shall be compen-
sated first. In particular, the parameters ξR and ηR are estimated based on the so-called
channel smoothness criterion [22]. In essence, the criterion is based on the fact that the
channel response does not change substantially between successive subcarriers in an OFDM
system. Hence, the values of ξR and ηR are estimated by minimizing the mean square error
of channel responses between consecutive subcarriers. These parameters are estimated only




λ(0) λ(1) · · · λ(Na − 1)
]
be the known BPSK-modulated training symbol in
a transmission frame, Λmirr =
[
λ(Na − 1) λ(Na − 2) · · · λ(0)
]
is a mirrored version of Λ,
and Λ′ = ΛΛmirr =
[
λ′(0) λ′(1) · · · λ′(Na − 1)
]
. Let Ψ =
[
ψ(0) ψ(1) · · · ψ(Na − 1)
]
represent the estimates of the far-end channel gains obtained from the training symbol and
least square estimation. Then the estimates of ξR and ηR, denoted ξ̂R and η̂R, can be found




(ψ(l + 1)− ψ(l))(λ′(Na − l − 2)ψ(Na − l − 2)− λ′(Na − l − 1)ψ(Na − l − 1))
Na−2∑
l=0














On the other hand, using ξ̂R and η̂R, the time-domain signal in Step 2 for the data portion





The DFT is then applied to p̂ to convert it to the frequency domain, denoted as DFT(p̂).
As for the PN, its impact in the frequency domain consists of two components, namely
common phase error (CPE) and inter-carrier interference (ICI) [17]. The former is a phase
rotation which is the same for all subcarriers within one symbol and varies slowly from
one symbol to the next. On the other hand, the latter is different for all subcarriers and
stochastic. As proved in [23], the estimation of ξR and ηR is not sensitive to the CPE
component. Therefore, the CPE component still remains as a factor in both the channel
response in (3.26) and the time-domain signal in (3.27). Furthermore, the value of CPE
slightly changes between OFDM symbols. Hence, CPE component can be mitigated by
equalization in each information-carrying OFDM symbol.
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Step 4 – Improving channel estimation of the far-end channel by a DFT-based
method and detecting the desired signal
This step further improves the detection performance of the desired signal by improving
the accuracy of far-end channel estimation. To this end, a DFT-based channel estimation
method [24–26] is applied. The main idea of this method is to transform the channel estimate
in the frequency domain to the time domain and then ignore noise-only samples from L to
N − 1 where L is the number of channel taps in the time domain. By doing so, the RSI, IQ
imbalance compensation residual, ICI of PN, PA distortion noise, and thermal noise can be
further mitigated. Let Φ be the following DFT matrix:
Φ =





· · · WNfft−1Nfft
...
...




· · · W (Nfft−1)(Nfft−1)Nfft
 ,
where WNfft = e
−j 2π
Nfft . Let Φ̄ contain the first L columns and the rows corresponding to the






For example, in the IEEE 802.11a standard, out of Nfft = 64 subcarriers, there are Nvcl = 6
null-subcarriers on the left, Nvcr = 5 null-subcarriers on the right, and 1 null-subcarrier in the





+2) : (Nfft−Nvcr)], 1 : L).
The updated channel estimate in (3.28) is now used to equalize the frequency-domain
information-carrying OFDM symbols from Step 3, i.e., to equalize DFT(p̂). Finally, the
desired signal is detected after the equalization step.
Step 5 – Subtraction of the desired signal from the original received signal
As can be seen from (3.22) in Step 1, kaug is initially estimated based on the original
received signal p, which contains not only the SI signal, but also the desired signal. Thus, if
the linear and conjugate components of the desired signal can be removed from the original
received signal, the estimation accuracy of kaug would be improved. This can be done after
the detection of the desired signal at the end of Step 4.
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Specifically, at the end of Step 4, the desired signal is detected and converted to the time
domain and it is denoted as ĉ. This signal is then used to construct the transmission matrix,
denoted as C, that is similar to (3.21). Given the transmission matrix of the desired signal,
the far-end channel experienced by the desired signal is estimated similarly as in (3.22).
Next, the contribution of the desired signal is removed from the original received signal to
update p for the next SIC iteration, i.e., the algorithm returns to Step 1.
3.4 Simulation Results
The system parameters used for simulation in this paper is based on the IEEE 802.11a
standard. Specifically, the bandwidth and the carrier frequency are 20 MHz and 2.4 GHz,
respectively. For OFDM modulation, the FFT size and cyclic prefix length are Nfft = 64 and
Ncp = 16, respectively. Out of 64 subcarriers, there are 52 nonzero subcarriers, including
48 subcarriers occupied for data transmission, and 4 subcarriers used for pilots transmis-
sion. The transmission is based on frames. Each frame consists of Nf = 10 OFDM symbols
in which the first symbol is used for the training purpose and the others are for data and
pilots. The training symbol and pilots are all BPSK modulated, whereas the data is trans-
mitted with QPSK. The pulse shaping filter is a raised cosine filter with oversampling factor
and roll-off factor of F = 16 and 0.5, respectively. In this paper, it is assumed that sam-
pling is performed perfectly in the receiver. A rate-1/2, constraint length-7 nonsystematic
feedforward convolutional encoder with generator polynomials (1718, 1338) in octal form is
employed in the transmitters, whereas the Viterbi decoding algorithm is used at the receiver.
The transmit power of Node 1 is fixed at p1 = 15 dBm, while the transmit power of Node
2, i.e., p2, varies in the range from 0 dBm to 40 dBm. Path loss between the transmit antenna
of Node 2 and the receive antenna of Node 1 is assumed to be 70 dB, i.e., κps2 = 1/
√
1070/10,
which is approximately equivalent to a distance of 6.5 meters between the two nodes. The
passive SI suppression achieved by path loss between the transmit and receive antenna in
Node 1 is assumed to be 40 dB, i.e., κps1 = 1/
√
1040/10, which is equivalent to a distance of 20
centimeters between the two antennas [3, 5]. It is also assumed that the analog cancellation




noise floor is assumed to be −90 dBm [1].
The SI channel is modeled as a Rician fading channel with a K-factor of 37 dB [4]
and the power delay profile is chosen as in [28] for the IEEE 802.11a standard, where the
relative tap powers are [0 −5.4 −10.8 −16.2 −21.7] dB and the excess tap delays are
[0 10 20 30 40] nanoseconds. The channel experienced by the desired signal is modeled
with the same power delay profile as that of the SI channel but with a K-factor of 34 dB [4].
Each signal path has a Bell Doppler spectrum shape [28] with the maximum Doppler shift
of 6 Hz.
It is assumed that αT = αR = 0.1, and φT = φR = 10
◦ [22] to represent the impacts of
IQ imbalance in the transmitter and receiver. The effect of PA nonlinearity is considered
approximately up to the third order with the third-order interception point of 15 dBm
[12]. The effect of the PN impairment is generated based on the PSD function L(fm) =[
−85 −100 −110 −120 −140 −160
]
dBc/Hz with the corresponding frequency offsets[
102 103 104 105 106 107
]
Hz in both the transmitter and receiver.
Two performance metrics used in this paper are the Error Vector Magnitude (EVM),
and Bit Error Rate (BER). The EVM is used to measure the modulation accuracy directly
on the constellation points after demodulation [29,30]. In other words, this metric measures
the deviation caused by the SI signal and impairments between the estimated constellation
points and their ideal locations. Here, EVM is calculated for each frame, in which EVMi for
the ith frame is defined as the root-mean-square of the error between the measured symbols
ŝim and the ideal symbols s
i









2. Then the value






In order to illustrate the performance improvement step by step, the two versions of
the proposed algorithm are considered. In the first version, named “ISIC”, the proposed
algorithm is performed without Step 4. This means that the far-end channel estimate is
not updated before the equalization. The second version, named “DFT-ISIC”, includes
Step 4. In all figures, performance of the proposed algorithm is given with the number of
iterations ranging from 1 to 3. Performance of the algorithms in [5] and [6] is also included
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[5] - 1 iteration
[5] - 2 iterations
[5] - 3 iterations
ISIC - 1 iteration. Also [6]
ISIC - 2 iterations
ISIC - 3 iterations
DFT-ISIC - 1 iteration
DFT-ISIC - 2 iterations
DFT-ISIC - 3 iterations
Figure 3.2: Performance comparison in terms of BER between the proposed algorithm and
the algorithms in [5], [6], and without deploying any SIC technique.
for comparison. The performance without any compensation of the impairments and SIC,
named “Without SIC”, is given as well.
First, performance of the proposed algorithm in terms of BER with respect to the trans-
mitted power of Node 2 is presented in Fig. 3.2. It is observed that the SI signal is sig-
nificantly mitigated after just one iteration, which results in performance improvement in
decoding the desired signal. As expected, the decoding performance is much better than in
the case without deploying any SIC technique. As seen in Fig. 3.2, after 3 iterations and
at BER = 10−3, the proposed algorithm gains over 28.0 dB and 32.0 dB in terms of the
transmitted power for “ISIC” and “DFT-ISIC” versions, respectively, when compared to the
case of “Without SIC”.
It is pointed out that the performance of “ISIC” version after 1 iteration is also the
performance of the algorithm proposed in [6] using the WLE technique to mitigate the effect
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of the SI. It is seen that under the presence of the desired signal, the performance with 1
iteration is not good enough. However, applying the iterative algorithm proposed in this
paper significantly improves the performance. In terms of EVM, Fig. 3.3 indicates that,
compared to the performance reported in [6], the EVM gain is approximately 5.8 dB and
8.3 dB at the transmitted power of 30 dBm after adding one more cancellation iteration for
“ISIC” and “DFT-ISIC”, respectively.
The performance of the proposed algorithm is also compared with the algorithm pro-
posed in [5] that uses the linear digital estimation to estimate the SI channel. Generally,
the performance of the proposed algorithm is considerably better than the algorithm in [5]
over a wide transmitted power range with the same number of iterations. Specifically, if
only one iteration is considered for both algorithms, gains of approximately 5.7 dB and 3.1
dB in terms of EVM for “ISIC” are achieved for the transmitted powers of 10 dBm and 15
dBm, respectively. These values increase approximately to 8.8 dB and 6.0 dB, respectively,
when “DFT-ISIC” is considered after one iteration. In terms of BER, the proposed algo-
rithm achieves around 7.0 dB and 11.0 dB gains for “ISIC” and “DFT-ISIC”, respectively,
compared to the algorithm in [5] at BER = 10−4 and after 3 iterations. Interestingly, over
the considered transmitted power range, when the transmit power in Node 2 is increased,
performance of “ISIC” for 1 iteration tends to be worse than the algorithm in [5], particularly
when the transmitted power of Node 2 is higher than 25 dBm. The reason for this is the
bad quality of the SI channel estimation when the transmitted power of the desired signal
is high. It is worthwhile to note that performance improvement of a SIC technique mainly
depends on the quality of the SIC channel estimation. The higher the power of SI signal
compared to the power of the desired signal is, the better the quality of the SI channel esti-
mation becomes. In other words, when the transmitted power of the desired signal is large,
the quality of the SI channel estimation gets worse. Therefore, instead of mitigating the SI
signal, the digital SIC actually increases the interference. This fact is also mentioned in [4].
If the number of iterations is not enough, deploying WLE in this transmitted power range
seems to raise more interference because it takes both linear SI component and conjugate SI
component into account while their powers are much lower than that of the desired signal.
67















[5] - 1 iteration
[5] - 2 iterations
[5] - 3 iterations
ISIC - 1 iteration. Also [6]
ISIC - 2 iterations
ISIC - 3 iterations
DFT-ISIC - 1 iteration
DFT-ISIC - 2 iterations
DFT-ISIC - 3 iterations
Figure 3.3: EVM comparison between the proposed algorithm and the algorithms in [5], [6],
and without deploying any SIC technique.
However, when the number of iterations increases to 2 and 3, it is shown that the algorithm
proposed in this paper outperforms the algorithm in [5] over the whole range of considered
transmitted power.
It is expected that adding Step 4 can help to further reduce the total amount of noise and
thus considerably improve the performance of the proposed algorithm. Indeed, as illustrated
in Fig. 3.2, “DFT-ISIC” gains approximately 4.0 dB and 11.2 dB at BER = 10−4 and
BER = 10−5, respectively, compared to “ISIC” after 3 iterations. In terms of EVM, “DFT-
ISIC” outperforms “ISIC” nearly 3.0 dB when the transmitted power of Node 2 is 20 dBm.
Finally, it is seen from Fig. 3.3 that the convergence of the algorithm proposed in this
paper as well as the algorithm in [5] can be achieved after just 2 to 3 decoding iterations.
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3.5 Conclusions
This paper has considered a full-duplex wireless communication system in which the
PN, IQ imbalance and PA nonlinearity impairments from the transmitter and receiver are
taken into account. An algorithm is proposed to iteratively cancel the SI, compensate for
the impairments and detect the desired signal. Simulation results show that the proposed
algorithm outperforms existing algorithms over a practical transmit power range.
3.6 Appendices
3.6.1 Appendix A
From (3.1), (3.2), and (2.71) one obtains































Dropping Ts in (3.30) results in











in which q̃(n) is obtained by downsampling q(n) with factor F , n = 0, · · · ,M − 1.
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From (3.31), y1(k) is written as (3.32)

















































h(k − i) + h(k) ∗ d(k)
(3.32)
With the definition of matrices Q, H and PT in Section 3.2, (3.32) is rewritten compactly
as




y1(0) y1(1) · · · y1(N − 1)
]T
. Similarly, y2(k) can be compactly written as
y2 = GQc, where G and c are defined as in Section 3.2.
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In this chapter, the impact of PN on CFBMC-OQAM systems is investigated. Two types
of PN are considered: one is FR PN and the another is PLL PN (see Section 2.3.1). As
discussed in Section 2.2.4, for CFBMC-OQAM, when the synchronization is perfect and
there is no channel or noise, the self-interferences are exactly zeros. However, this chapter
shows that the presence of PN increases the self-interferences which significantly degrade the
performance of CFBMC-OQAM systems.
An algorithm is then proposed in order to mitigate the impact of PN in this chapter.
Specifically, the conjugation of PN is estimated based on the transmission of pilot symbols.
The PN conjugation can be represented as a multiplication of a set of known basis vectors
with an unknown coefficient vector. The main purpose of this algorithm is to estimate the
unknown vector to compensate for the impact of PN given the known pilot symbols. From
the simulation results, the PN compensation algorithm is shown to effectively remove the
PN impact with a low computational complexity.
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Impacts of Phase Noise on CFBMC-OQAM
Long D. Le and Ha H. Nguyen
Abstract
Among many proposed multi-carrier systems, circular filter bank multi-carrier offset quadra-
ture amplitude modulation (CFBMC-OQAM) is one of promising candidates for future wire-
less networks. This paper studies the impacts of the intrinsic interferences, namely inter-
symbol interference (ISI) and inter-carrier interference (ICI), and phase noise (PN) on the
performance of CFBMC-OQAM systems. Two types of PN are considered: one is based on
a free-running oscillator and the other is based on a phase-locked loop oscillator. Sources
of performance degradation are quantified and a closed-form expression is derived for the
signal-to-interference ratio (SIR). An algorithm is then applied to mitigate the PN impacts
which takes into account the intrinsic interferences. It is observed that while the impact
of the self interference can be negligible when there is no PN, the presence of PN signifi-
cantly degrades performance of CFBMC-OQAM systems. The applied algorithm is shown
to effectively remove the PN impacts.
4.1 Introduction
Multi-carrier transmission techniques have been extensively studied over the last few
decades [1]. Currently, orthogonal frequency division multiplexing (OFDM) [2] is a popular
choice for broadband wireless communication systems because it offers many advantages
including resistance to multipath distortions and efficient implementations based on the fast
Fourier transform (FFT). However, OFDM also has its own disadvantages. Two major
disadvantages are: (i) high spectral leakage to neighboring frequency bands, and (ii) strict
orthogonality requirement, which makes OFDM systems more sensitive to impairments like
phase noise and frequency offset.
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Filter bank multi-carrier offset quadrature amplitude modulation (FBMC-OQAM) is an
alternative that can resolve the above problems in OFDM [1,3]. Specifically, with the use of
well-designed prototype filters, an FBMC system can avoid the high spectral leakage issue in
OFDM. On the other hand, using OQAM splits complex data into real and imaginary parts
which consequently relaxes the orthogonality condition to the real field. However, FBMC-
OQAM does not have a block-based structure like OFDM which makes it significantly more
complicated to implement than OFDM [1].
There are other multi-carrier systems, namely generalized frequency division multiplexing
(GFDM) [4] and circular filter bank multi-carrier offset quadrature amplitude modulation
(CFBMC-OQAM) [5], that have been recently proposed as candidates for the air interface
of 5G networks [6]. GFDM has a block based structure to ease the channel equalization task
but it is a non-orthogonal system and thus severely suffers from the impacts of inter-symbol
interference (ISI) and inter-carrier interference (ICI) when compared to OFDM. To avoid
performance degradation, interference cancellation techniques need to be used, which means
high computational complexity [6]. CFBMC-OQAM, on the other hand, is a modified version
of FBMC-OQAM by making use of circular convolution as in GFDM. As such, CFBMC-
OQAM also has a block based structure to enable the use of cyclic prefix (CP), and to ease
channel equalization.
Any multi-carrier systems suffer from physical impairments, especially the phase noise
(PN). Impacts of PN in OFDM systems have been extensively studied in the last few
decades [7–11]. In the frequency domain, the PN impact can be separated into two compo-
nents, namely common phase error (CPE) and ICI. Mitigating the PN impacts in OFDM
systems can be performed in either the frequency domain [8, 9] or the time domain [10, 11].
The impacts of PN have recently been considered in [12, 13] for FBMC-OQAM and in [14]
for GFDM. Different from OFDM, FBMC-OQAM and GFDM suffer from the two intrinsic
interferences, namely ISI and ICI. Therefore, these systems generally have additional inter-
ference components when PN is taken into account. Consequently, mitigating the impacts
of PN in such systems is more complicated than that in OFDM [12]. In [13], two algorithms,
which exploit the structure of the interferences, were proposed. However, only the impact of
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CPE was studied.
To the best of our knowledge, there is no work investigating the impacts of ICI, ISI, and
PN in CFBMC-OQAM systems. Such investigation shall be carried out in this paper. Two
common types of PN are considered: one is based on a free-running (FR) oscillator and the
another is based on a phase-locked loop (PLL) oscillator. In order to mitigate the impact
of PN as well as the intrinsic self interferences, this paper applies an algorithm which was
originally proposed in [10] to cancel the impact of PN in an OFDM system. Simulation
results show that, without PN the impacts of the intrinsic interferences can be neglected.
However, the presence of PN affects every signal components, including the desired signal
and the intrinsic interferences. The increased intrinsic interferences significantly degrade
performance of CFBMC-OQAM systems. Furthermore, it is observed that the use of circular
convolution instead of the conventional linear convolution in CFBMC-OQAM systems and
the characteristics of PN result in a variation of the signal-to-interference ratio (SIR) of the
received signal with respect to the symbol time index. The PN compensation algorithm
effectively removes the PN impact.
This paper is organized as follows. The system model is presented in Section 4.2, which
includes brief reviews of CFBMC-OQAM systems and characteristics of two PN types. Eval-
uation of PN impacts is presented in Section 4.3 for both types of PN. An algorithm to mit-
igate the PN impacts is presented in Section 4.4. Simulation results are provided in Section
4.5. Section 4.6 concludes the paper.
Notation: Lowercase letters are used to denote scalars. Lowercase boldface and uppercase
boldface letters stand for vectors and matrices, respectively. (·)†, (·)T , (·)H , (·)−1, | · |, ||·||2,
and ~ denote pseudo-inverse, transpose, Hermitian, inverse, modulus, `2-norm and circular
convolution operations, respectively. R[·], I[·], diag[·], and E[·] denote the real and imaginary
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Figure 4.1: A discrete-time complex baseband equivalent CFBMC-OQAM transceiver.
4.2 System Model
4.2.1 CFBMC-OQAM
Consider a discrete-time complex baseband equivalent CFBMC-OQAM system as in Fig.
4.1. Let N = KM . Then, the transmitted signal vector x =
[
x(0) x(1) · · · x(N − 1)
]T
















is a cyclic shift version of a length-N real-valued and symmetric
prototype filter g0(n) = g(n). Equation (4.1) can be rewritten as
x = Ad (4.2)
in which d =
[




di,0 di,1 · · · di,2M−1
]T
. It is assumed that
dk,m’s are independent and identically distributed (i.i.d) and E [dk,m] = 0 and E[d
2
k,m] =









[5]. A CP of length L is added to x before
transmitting.
The channel h =
[
h(0) h(1) · · · h(µ− 1)
]T
is characterized by µ taps, where L ≥ µ.
Then, the received signal after removing the CP is
y = Hcircx + w (4.3)
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where w represents noise, and Hcirc is a circulant matrix whose columns are circularly shifted
versions of vector
[
h(0) h(1) · · · h(µ− 1) 0 · · · 0
]T
N×1
. It is noted that Hcirc can be
represented as Hcirc = F
HΓF where F is the normalized DFT matrix. Therefore, to detect
the desired signal, the received signal y is first converted to the frequency domain by a DFT
transform, then channel equalized with matrix Γ̂ which is an estimate of Γ based on a known
preamble, and further IDFT transformed to obtain x̂. Then, x̂ is passed through a bank
of matched filters and the estimate of d is obtained by taking the real part of the filtered






This section briefly reviews two PN models: one is based on an FR oscillator and the
other is based on a PLL oscillator.
FR-PN model
Let αv(n) denote the discrete-time phase deviation from an FR oscillator at the nth
sampling time. It can be modeled as αv(n) =
∑n−1
i=0 ρ(i) where ρ(i) is an i.i.d zero-mean
Gaussian random variable with variance σ2ρ = cvTs. Here, cv is a constant describing the
quality of an oscillator, and Ts is the sampling interval. The PN is θ(n) = 2πfcαv(n) =
ωcαv(n), where fc is the carrier frequency. The variance of αv(n) is E [α
2
v(n)] = ncvTs, which
grows linearly with the sample index n. Furthermore, the autocorrelation function of the
phase deviation can be computed as E [αv(n1)αv(n2)] = cvTs min (n1,n2) [15].
PLL-PN model
A general PLL-based frequency synthesizer is described in [7], which models the phase
deviation from a reference oscillator having a quality constant cr as in the FR-PN model.
Let αr(n), αv(n), and β(n) denote the discrete-time phase deviations at the output of the
reference oscillator, the frequency synthesizer, and the phase detector, respectively. Then
αv(n) = β(n) + αr(n) [16]. Furthermore, the correlation properties between αr(n) and β(n)










no = 1 + olpf , and olpf represents the order of the loop filter [7, 16]. The values of λi, µi and
νi are given, for instance in [16], for the PLL-based oscillator with a first-order loop filter.
4.3 Impacts of PN on CFBMC-OQAM
In the presence of PN, the received signal can be written as
y(p) = ejθ(p) (h(p) ~ x(p)) + w(p) (4.4)
where w(p) ∼ CN (0,σ2w) represents additive white Gaussian noise (AWGN). Note that phase





H(i)X(i)I(l − i) +W (l) (4.5)






N . As pointed out in [17], I(l− i) is maximum at l = i
and its power decreases rapidly around this frequency location. Furthermore, it is assumed
that the channel frequency response does not change much over adjacent carriers. Thus (4.5)
can be approximated as
yf (l) ≈ H(l)
N−1∑
i=0
X(i)I(l − i) +W (l). (4.6)







X(i)I(l − i) + W (l)
H(l)
(4.7)





































where g̃m′(n) = g (m































































































Note that the first three signal components depend on the PN process θ(n) and their
powers depend on the following correlation function:















where the subscript i is either 1 or 2, depending on the case of FR-PN or PLL-PN model,
respectively. In particular, the function σ2i (b1, b2,n1,n2) is given for each PN model as follows.
For FR-PN, one has
σ21(b1, b2,n1,n2) = E
[
(b1θ(n1) + b2θ(n2))
2] = (b21n1 + b22n2 + 2b1b2 min(n1,n2)) cvω2cTs.
(4.12)
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The term A1,1 is obtained when m = m
′ and k = k′. Therefore, A1,1 represents the desired











2 Ii(0, 0, 1, 1,n, l) (4.13)
The term A1,2 is obtained when m 6= m′ and k = k′, i.e. A1,2 represents the interference
from different time slots in the same sub-channel or ISI. Let σ2A1,2 denote the power of this














(m−m′), 1, 1,n, l
)
(4.14)
The component A1,3 is obtained when k 6= k′, which therefore represents the interference
from symbols transmitted on different sub-channels, i.e., ICI. Denote %(m, k,m′, k′,n) =
π
2
(k +m− k′ −m′) + 2π(k−k
′)n
K













′, k′,n), %(m, k,m′, k′, l), 1, 1,n, l)
(4.15)
Ignoring the AWGN component A3, the impacts of PN are quantified using the signal-








4.4 Phase Noise Compensation
It can be seen from (4.10) that the impact of PN is manifested in all the three signal
components, which makes PN compensation challenging. From (4.3), the received signal
under PN after removing the CP is written as
y = PHcircx + w (4.17)
where P = diag
[
ejθ(L) ejθ(L+1) · · · ejθ(N+L−1)
]
. Define Ξ =
[
ξ0 ξ1 · · · ξF−1
]
, which
contains F basis vectors, in which ξf =
[
ξf ,0 ξf ,1 · · · ξf ,N−1
]T
. The basis vectors are
chosen from N eigenvectors of the PN covariance matrix, which correspond to the F largest
eigenvalues. Also define γ =
[
γ0 γ1 · · · γF−1
]T
. In order to compensate the PN effect,
the goal is to estimate γ such that diag [Ξγ] ' PH . Then Ξγ can be used to de-rotate the
received signal in the time domain prior to the DFT transform. Specifically, the demodulated
signal after PN compensation can be written as
d̂ = R
{
AHFHΓ−1Fdiag [PHcircAd + w] Ξγ
}
= R {∆γ} (4.18)
Denote p = {p0, p1, · · · , pQ−1} as a set of pilot indexes in each transmission block, and the
transmitted signal corresponding to the pilot index set as dp =
[
dp0 dp1 · · · dpQ−1
]T
.
Then, γ is estimated as [10,11]
γ = arg min
γ
||dp −R {∆(p, :)γ}||22 (4.19)
where ∆(p, :) is a Q × F matrix obtained by keeping Q rows of ∆ with respect to pilot
indexes. The matrix R {∆(p, :)γ} is expanded as
R {∆(p, :)γ} =

R {δ0,0} I {δ0,0} · · · R {δ0,F−1} I {δ0,F−1}
R {δ1,0} I {δ1,0} · · · R {δ1,F−1} I {δ1,F−1}
...
... · · · ... ...












where δi,j denotes the (i, j)th element of matrix ∆(p, :).
Vector γ is related to γ̃ as
γ =

1 −j 0 0 · · · 0 0




... · · · ... ...
0 0 0 0 · · · 1 −j
 γ̃
Thus, the estimation of γ can be found from
γ̃ = arg min
γ̃
||dp − ∆̂γ̃||22 = ∆̂†dp (4.21)
4.5 Simulation Results
For each transmission block, the numbers of sub-channels K and time slots 2M are 128
and 16, respectively. The bandwidth is B = 100 MHz and the carrier frequency is fc = 6
GHz [12]. The sampling period is Ts = 1/B s. The Martin shaping filter [3] is employed
together with 16-QAM. The CP length is 16 samples. For PN, it is assumed that cr = 10
−23
s and cv = 5 × 10−18 s [16]. All results in this section were obtained with a multi-path
channel defined as h = [0.390 + 0.105j, 0.605 + 0.142j, 0.440 + 0.0368j, 0.071 + 0.501j]T .
There are 8 pilots in each time slot and the distance between two adjacent pilots in the same
time slot is 16 symbols.
Without PN, the average power of the desired component, i.e., A1,1, is normalized to
0 dB and it is the same for every symbol index m′. The average powers of the intrinsic
interferences are much smaller than the power of A1,1 and they can be practically ignored.
Fig. 4.2 shows the impact of FR-PN on the average power of A1,1 with respect to the
symbol index in the first transmission block. Plots of (gm′(n))
2’s are given on the right-hand
side of the figure, which show the same shape but circularly shifted with respect to m′.
Since the variance of FR-PN increases linearly in time, cos θ(n) tends to decrease in time.
Therefore, the average power of A1,1 decreases from the first time slot, i.e., m
′ = 0, and
then reaches the minimum value at the eighth time slot, i.e., m′ = 7. After that point, the
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Figure 4.2: Impact of FR-PN on the average power of A1,1 in the first transmission block.
m′ = 9. Then, the average power decreases until m′ = 15. A similar trend is observed for the
next transmission block but the impact of PN is more significant. The impact of PLL-PN
on A1,1 is similar to that of FR-PN because the variance of PLL-PN also increases in time
but at a much slower rate than that of FR-PN when the frequency synthesizer goes into the
locked stage. The variation in the average power of A1,1 is due to the variation of PN and
the use of circular convolution in CFBMC-OQAM systems instead of the conventional linear
convolution. This fluctuation happens with other signal components as well.
Fig. 4.3 and Fig. 4.4 show the average powers of the desired signal and intrinsic inter-
ferences, respectively, in the presence of PN. It is pointed out that the average powers of
A1,1 and A1,2 depend only on the symbol index m
′, while the average power of A1,3 depends
on both m′ and k′. However, because the ICI power is mainly contributed by adjacent sub-
channels, the average power of A1,3 is plotted in Fig. 4.4 by setting |k − k′| = 1. It can be
seen from Fig. 4.3 that, for the case of FR-PN the average power of A1,1 drops from 0 to
−2.1 dB as the symbol index changes from m′ = 0 to m′ = 160, i.e., after 10 transmission
blocks. Under FR-PN, the average powers of A1,2 and A1,3 are about −16 dB and −23
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Figure 4.4: Average powers of A1,2 and A1,3 in the presence of PN.
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Figure 4.5: SIRs under two PN models.
by approximately 10 dB after 10 transmission blocks, which means that the power of the
intrinsic interferences becomes significant and cannot be ignored as when there is no phase
noise. Compared to FR-PN, the impacts of PLL-PN on the powers of A1,1, A1,2 and A1,3 are
rather consistent over 10 transmission blocks considered. Specifically, the average power of
A1,1 drops by only 0.2 dB, while the average powers of A1,2 and A1,3 are approximately −15
dB and −22 dB, respectively.
Fig. 4.5 plots the SIR based on (4.16) for both types of PN. It can be seen that the SIR
tends to reduce in time under the case of FR-PN, whereas it is quite stable when PLL-PN
is considered. As can be seen from Fig. 4.5, there are periodic fluctuations in the SIR for
both cases.
Finally, performance of the CFBMC-OQAM system in terms of the bit error rate (BER) is
illustrated in Fig. 4.6. In this figure, the performance in which PN is absent, indicated in the
legend as “Without Phase Noise”, is included as a reference to compare with the performance
under PN with and without deploying the PN compensation algorithm. As expected, the
impact of FR-PN is much more severe compared to that of PLL-PN. The performance is
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Figure 4.6: BER performance of CFBMC-OQAM.
getting better when the number of bases used in the PN compensation algorithm increases.
It is seen from Fig. 4.6 that using 8 bases yields performance very close to the ideal case
(i.e., without PN distortion). Specifically, at BER = 10−4, there is a gap of only 0.4 dB
between the performance in the ideal case and performance after the PN compensation.
4.6 Conclusions
This paper has considered the impacts of intrinsic self-interferences and phase noise on
the performance of a CFBMC-OQAM system. It is shown that PN significantly increase the
powers of intrinsic interferences under both PN models considered. Because of the use of
circular convolution instead of the conventional linear convolution and PN characteristics,
there is a variation in the SIR of the received signal over the symbol time index. The applied
PN compensation algorithm effectively mitigates the impact of PN.
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In the last chapter, the impact of PN on CFBMC-OQAM systems was investigated
assuming that the channel is perfectly known at the receiver. This chapter extends that
study by examining the impact of PN and its compensation for CFBMC-OQAM systems
under imperfect channel estimation.
It is first shown that, even in the absence of PN, CFBMC-OQAM still suffers from
a significant performance degradation due to imperfect channel estimation compared to
OFDM. As such, a preamble design is proposed to minimize the channel mean squared error
(MSE), and thus mitigate the performance degradation. In the presence of PN, a two-
stage PN compensation algorithm is developed. Specifically, in the first stage, the channel
frequency response and PN are estimated based on the designed preamble. In the second
stage, the estimated channel obtained from the first stage together with pilot symbols are
used to compensate for the PN and detect the transmitted signal.
By taking statistical characteristics of both the channel and noise into account, the
minimum mean-squared error (MMSE) method is used to improve the channel estimation
quality in the first stage. The dependency between the channel frequency response and PN
in this stage can be removed by solving an optimization problem to minimize the MSE of
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estimated PN. The optimization problem is effectively solved by applying the majorization-
minimization algorithm. The second stage basically applies the PN compensation algorithm
developed in Chapter 4 to estimate the PN conjugation to compensate for the PN impact.
Simulation results illustrate the performance of the proposed algorithm in a variety of
scenarios. Performance of OFDM is also included as the analytical benchmark. It is shown
that the proposed algorithm effectively estimates the channel frequency response and com-
pensates for the PN, which results in only a small performance gap in terms of the BER
when compared to the ideal case where there is no PN.
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Systems under Imperfect Channel Estimation
Long D. Le and Ha H. Nguyen, Senior Member, IEEE
Abstract
Among many multi-carrier systems, circular filter-bank multi-carrier offset quadrature am-
plitude modulation (CFBMC-OQAM) is one of promising candidates for future wireless
communications. This paper studies the impact of phase noise and its compensation for
CFBMC-OQAM under imperfect channel estimation, which has not been done before. In
the presence of phase noise, a two-stage phase noise compensation algorithm is proposed.
In the first stage, the channel frequency response and phase noise are estimated based on
the transmission of a preamble. Such a preamble is designed to minimize the channel mean
squared error. In the second stage, the estimated channel obtained from the first stage
together with pilot symbols are used to compensate for the phase noise and detect the
transmitted signal. Simulation results obtained under practical scenarios show that the pro-
posed algorithm effectively estimates the channel frequency response and compensates for
the phase noise. The proposed algorithm is also shown to outperform an existing algorithm
that performs iterative phase noise compensation when phase noise impact is high.
Index terms
FBMC, OFDM, CFBMC-OQAM, phase noise, preamble design, channel estimation.
5.1 Introduction
Multi-carrier transmission techniques have been extensively studied over the last few
decades [1]. Currently, cyclic prefix orthogonal frequency-division multiplexing (CP-OFDM)1
1For brevity, CP-OFDM is simply referred to as OFDM in the paper.
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[1, 2] is a popular choice for broadband wireless communication systems because it offers
many advantages including resistance to multipath distortions by using CP, and a simple
one-tap channel equalization, and efficient implementations based on the fast Fourier trans-
form (FFT). However, OFDM also has its own disadvantages. Two major disadvantages
are: (i) the effect of rectangular pulse shaping in the conventional OFDM leads to a high
out-of-band emission to neighboring frequency bands [1], and (ii) fairly complicated carrier
frequency offset and timing synchronization techniques are needed to establish subcarrier
orthogonality at the receiver [3–7].
In the search for more favorable waveforms for the physical layer of the next-generation
wireless networks, a number of signaling methods has been suggested. The proposed wave-
forms can be broadly classified into two groups, one with linear pulse shaping and the other
with circular pulse shaping. Filter-bank multi-carrier offset quadrature amplitude modu-
lation (FBMC-OQAM) is one of the signaling methods in the first group that can resolve
the above problems in OFDM [1, 8]. Specifically, with the use of well-designed prototype
filters [9–11], an FBMC system can avoid the high spectral leakage issue in the conventional
OFDM. On the other hand, using OQAM splits complex data into real and imaginary parts
which consequently relaxes the orthogonality condition to the real field [1, 8]. However,
FBMC-OQAM does not have a block-based structure like OFDM, which makes the channel
estimation and equalization tasks significantly more complicated when compared to OFDM.
Recently proposed as candidates for the air interface of 5G networks [12], generalized
frequency division multiplexing (GFDM) [13,14] and circular filter-bank multi-carrier offset
quadrature amplitude modulation (CFBMC-OQAM) [15] are signaling methods that use
circular pulse shaping. With circular pulse shaping, the length of the CP can be chosen to
be the same as the length of the channel impulse response, i.e., independent of the length
of the added pulse shaping filter. This is not the case with linear pulse shaping in which
the CP length needs to cover both the length of the channel impulse response and the delay
introduced by the shaping filter. Similar to the conventional OFDM, the channel estimation
and equalization in these systems can be simply performed after removing the CP. However,
different from GFDM which is a non-orthogonal system and thus can severely suffer from
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the impact of inter-symbol interference (ISI) and inter-carrier interference (ICI), CFBMC-
OQAM is an orthogonal system in the real domain.
In practice, to perform the channel equalization task, the channel state information has
to be first estimated based on the transmission of either pilots or preambles as in [16–
18] for OFDM, and [19–22] for FBMC-OQAM, and [23, 24] for GFDM. However, to the
best of our knowledge, all studies on CFBMC-OQAM assume that the channel frequency
response is perfectly known for the equalization task [12, 15] and thus the bit-error rate
(BER) performance of CFBMC-OQAM is equivalent to that of OFDM under the same
system configuration. Such an assumption does not hold in practice.
Any multi-carrier systems suffer from physical impairments, especially the phase noise
(PN). Impact of PN on OFDM systems has been extensively studied in the last few decades
[25–29]. In the time domain, the effect of PN can be represented as a multiplicative noise
in the form of a complex exponential function. In the frequency domain, on the other hand,
the PN impact can be separated into two components, namely common phase error (CPE)
and ICI. The first component results in a common rotation of all symbols, while the second
component is different for every symbol. Mitigating the PN impact in OFDM systems can
be performed in either the frequency domain [26,27,30–32] or the time domain [28,29,33–37].
In [31], the frequency-domain PN vector is estimated by solving a constrained quadratic
optimization problem. However, the problem is solved under the assumption that PN is
very small so that the constraint is relaxed and applied only for the real part of the first
frequency-domain PN component. To improve the PN estimation in [31], better constraints
are considered in [32] and [34]. The constraint in [32] is derived based on a geometrical struc-
ture associated with the frequency-domain PN components, whereas the constraint in [34]
relies on the fact that the complex exponential functions of PN have unit magnitudes. Ap-
plying the so-called S-procedure, the optimization problem in [32] is solved as a semidefinite
programming problem. However, because of the inherently high computational complex-
ity of semidefinite programming, the algorithm in [32] may not work efficiently when the
number of sub-carriers is very large as expected in future communication systems. On the
other hand, an algorithm known as majorization-minimization [38] is applied to estimate the
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channel and PN in [34] with low complexity that allows to deal with systems having a much
larger number of sub-carriers.
In [35], an iterative PN compensation algorithm is proposed for OFDM. With this it-
erative approach, based on the estimated channel and the output of a soft-decision Viterbi
decoder, the receiver tries to replicate the PN-free transmitted signal and uses it to estimate
the PN in the time domain by a one-tap least mean square (LMS) method. Performance
advantage of the iterative PN compensation algorithm over other algorithms is illustrated in
terms of the packet-error rate (PER) in [35]. The iterative technique in [35] is further con-
sidered in [36] and [37] for 60 GHz and 10 Gbps OFDM experimental systems, respectively.
The impact of PN has recently been considered in [39, 40] for FBMC-OQAM, [41] for
GFDM, and [42] for CFBMC-OQAM. Different from OFDM, FBMC-OQAM, GFDM and
CFBMC-OQAM suffer from two intrinsic interferences, namely ISI and ICI. Therefore, these
systems generally have additional interference components when PN is taken into account.
Consequently, mitigating the impact of PN in such systems is more complicated than that in
OFDM [39]. In [40], two novel CPE compensation algorithms, one is a pilot-based approach
and the other is a blind approach exploiting the interference structure from the neighboring
sub-channels, are proposed for FBMC-OQAM. Under the small PN assumption, the paper
shows that the proposed algorithms nearly achieve the optimal performance when no PN is
considered. The authors in [41] propose a filter for GFDM systems to maximize the signal-
to-interference ratio in the presence of timing offset, carrier frequency offset and PN. In our
previous study [42], we investigated the impact of two different PN types, one is based on a
free-running (FR) oscillator and the other is based on a phase-locked loop (PLL) oscillator,
on CFBMC-OQAM systems and proposed an algorithm to effectively compensate the PN
impact by taking the intrinsic self-interferences into account. However, the work in [42]
assumes that the channel frequency response is perfectly known.
The impact of PN on CFBMC-OQAM and its compensation under imperfect channel
estimation shall be studied in this paper. Since CFBMC-OQAM is different from both
OFDM and FBMC in terms of signal processing operations, existing techniques developed
for OFDM and FBMC might not provide good performance when applied straightforwardly
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to CFBMC-OQAM. First, it shall be shown that, compared to OFDM, performance of
CFBMC-OQAM is much more susceptive to imperfect channel estimation even when there
is no PN. The paper then proposes a preamble design to minimize the channel mean squared
error (MSE) and consequently mitigate the performance degradation. In the presence of PN,
the paper proposes a two-stage PN compensation algorithm. With the designed preamble,
channel and PN are estimated in the first stage. Different from previous works [31, 32, 34]
where the channel is estimated based on the least square (LS) method, the channel estimation
in this paper is performed based on the minimum mean-squared error (MMSE) method
to significantly improve the estimation performance. In the second stage, the estimated
channel obtained from the first stage is then utilized together with pilots to compensate
for the impact of PN and detect the transmitted data. To avoid error propagation and
long latency experienced by iterative PN compensation algorithms [35–37], a non-iterative
method is proposed in the second stage. Simulation results obtained under practical scenarios
illustrate the effectiveness of the proposed method in compensating for the PN impact in the
presence of imperfect channel estimation. Especially, the proposed two-stage algorithm is
shown to outperform the iterative PN compensation algorithm in [35] when the PN is large.
It is relevant to point out that paper [43] proposes a two-step algorithm to estimate the
carrier frequency offset (CFO) and channel in a multi-input multi-output FBMC-OQAM
system. Specifically, in the first step, the CFO is coarsely estimated by using the cross
correlation between the received signal and the known preamble. After CFO compensation,
the effective channel, which is a combination of the residual CFO and the real channel, is
estimated in the second step by either weighted LS or MMSE estimator. The difference
between [43] and our paper is that the impact of CFO is represented via a single unknown
variable. Once an estimated CFO is obtained from the first step based on preambles, it is used
for channel estimation in the second step and data detection for the remaining transmission
blocks. However, in our paper, PN needs to be modeled as a random process and it changes
from one transmission block to the other. As such, the estimated PN vector obtained based
on a preamble block cannot be reused for the data detection in the next blocks.
This paper is organized as follows. The system model is presented in Section 5.2, which
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includes a brief review of a CFBMC-OQAM system and characteristics of two PN types.
In the first part of Section 5.3, a preamble design is proposed to mitigate the performance
degradation in CFBMC-OQAM due to imperfect channel estimation and when PN is absent.
Under the presence of PN, the paper proposes a two-stage PN compensation algorithm. The
first stage is presented in the second part of Section 5.3 to estimate the channel and PN.
The second stage is described in Section 5.4 to compensate for the PN impact and detect
the transmitted data. Simulation results are provided in Section 5.5. Section 5.6 concludes
the paper.
Notation: Lowercase letters are used to denote scalars. Lowercase boldface and uppercase
boldface letters stand for vectors and matrices, respectively. Symbols (·)†, (·)T , (·)H , (·)−1,
(·)∗, |·|, ||·||2, and ~ denote pseudo-inverse, transpose, Hermitian, inverse, complex conjugate,
modulus, `2-norm and circular convolution operations, respectively. Symbols R{·}, I{·},
diag[·], and E[·] denote the real and imaginary parts of a complex variable, a diagonal matrix















































Figure 5.1: A discrete-time complex baseband equivalent CFBMC-OQAM transceiver.
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operation, respectively. 1N×1 denotes a column vector whose N components are all 1’s.
5.2 System Model
5.2.1 CFBMC-OQAM
Consider a discrete-time complex baseband equivalent CFBMC-OQAM system as illus-
trated in Fig. 5.1. Let N = KM . Then, the transmitted signal vector corresponding to the
ith transmission block xi =
[
xi(0) xi(1) · · · xi(N − 1)
]T
is constructed from a K × 2M








K ,n = 0, 1, · · · ,N − 1 (5.1)







is a cyclic shift version of a length-N real-valued and symmetric prototype
filter g0(n) = g(n). Equation (5.1) can be rewritten as
xi = Adi (5.2)
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The real-valued vector di is then obtained by vectorizing the matrix on the left of (5.3). A
is called the modulation matrix whose (m+ 2kM)th column is [15]
A[:,m+ 2kM ] = jk+m[gm(0)e
j 2πk0
K , · · · , gm(N − 1)ej
2πk(N−1)
K ]T .
A CP of length L is added to xi before transmitting.
The channel h =
[
h(0) h(1) · · · h(µ− 1)
]T
is characterized by µ taps, where µ ≤




is the µ×µ channel covariance
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matrix. When there is no PN, the received signal corresponding to the ith block after
removing the CP is written as
yi = Hcircxi + wi (5.4)
where wi ∼ CN (0,σ2wI) represents noise, and Hcirc is a circulant matrix whose columns are
circularly shifted from vector
[
h(0) h(1) · · · h(µ− 1) 0 · · · 0
]T
N×1
. It is noted that
Hcirc can be represented as Hcirc = F
HΓF where F is the normalized DFT matrix whose





N and Γ is a diagonal matrix whose diagonal
elements are subcarrier channel gains in the frequency domain. To detect the desired signal,
the received signal yi is first converted to the frequency domain by a DFT transform, then
channel equalized with matrix Γ̂ which is an estimate of Γ based on a known preamble,
and further IDFT transformed to obtain x̂i. Then, x̂i is passed through a bank of matched






In the presence of PN, the received signal for the ith block is
yi = PiHcircxi + wi (5.5)
where Pi = diag
[
ejθ(ε) ejθ(ε+1) · · · ejθ(ε+N−1)
]
represents the effect of PN on the ith trans-
mission block and ε = (i − 1)N + iL. It is pointed out that the form of the input/output
relation as in (5.4) and (5.5) is common to many multicarrier systems, including OFDM,
GFDM and CFBMC-OQAM, which use a CP to overcome the ISI effect of a frequency-
selective fading channel. However, different signal processing operations result in either an
orthogonal system (such as OFDM), or a non-orthogonal system (such as GFDM), or a real-
domain orthogonal system (such as CFBMC-OQAM). Therefore, it is necessary to study
different systems in detail when the impacts of PN and imperfect channel estimation are
considered.
5.2.2 Phase Noise
This section briefly reviews two PN models: one is based on a free-running oscillator and
the other is based on a PLL oscillator.
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FR-PN model
Let αv(n) denote the discrete-time phase deviation from an FR oscillator at the nth
sampling time. It can be modeled as αv(n) =
∑n−1
i=0 ρ(i) where ρ(i)’s are independent and
identically distributed (i.i.d) zero-mean Gaussian random variables with variance σ2ρ = cvTs.
Here, cv is a constant describing the quality of an oscillator, and Ts is the sampling interval.
The PN is θ(n) = 2πfcαv(n) = ωcαv(n), where fc is the carrier frequency. Thus, the
discrete-time FR-PN at the nth sampling time θ(n) can be modeled as a zero-mean Gaussian
distributed random variable with variance nω2ccvTs, which grows linearly with the sample
index n. Furthermore, the autocorrelation function of the phase deviation can be computed
as E [αv(n1)αv(n2)] = cvTs min (n1,n2) [44]. Define R as the PN covariance matrix, whose








The above PN covariance matrix will be used later to compensate the impact of PN.
PLL-PN model
A general PLL-based frequency synthesizer is described in [25]. Let αr(n), αv(n), and
β(n) denote the discrete-time phase deviations at the output of the reference oscillator, the
frequency synthesizer, and the phase detector, respectively. Then αv(n) = β(n) +αr(n) [45].
The reference oscillator is basically the same as a FR oscillator which is characterized by a
quality factor cr. The phase deviation output of the phase detector, i.e., β(n), is modeled as
a one-dimensional Ornstein-Uhlenbeck process [45]. Furthermore, the correlation properties








−λiTs|n1−n2| where no = 1 + olpf , and olpf represents the order of the loop filter [25, 45].
The values of λi, µi and νi are given, for instance in [45], for the PLL-based oscillator with

















5.3 Estimation of Phase Noise and Channel Frequency Response
It is clear that the estimated channel Γ̂ plays a critical role in detecting the transmitted
signal. In practice, the channel state information can be obtained based on the transmission
of preambles or pilot symbols. Specifically, preambles are training blocks which are transmit-
ted at the beginning of each transmission frame, while pilots are known symbols which are
embedded into transmission blocks based on a specific pattern and transmitted along with
the data. Given known preambles or pilots, channel frequency response can be estimated
by dividing the received signal by the corresponding preambles or pilots. Since a preamble
occupies the entire transmission block, the channel estimation based on a preamble, if well
designed, should be better than that obtained based on pilot symbols. Hence, a preamble
is designed and used to estimate the channel in this paper, while pilot symbols are used to
compensate for the PN.
Generally, channel estimation can be done in either time or frequency domain [4,46,47].
It appears that the frequency-domain approach is more common in practice for a multicarrier
system since it can make use of the IFFT/FFT blocks already existing in the system and
it also integrates well with the data detection process, which is conveniently performed in
the frequency domain. As such, frequency-domain channel estimation is also adopted in this
paper.
In this paper, it is assumed that the channel changes slowly during multiple transmission
blocks, while PN changes fast and varies from one block to the other. Under this assumption
the channel estimation based on the preamble, which is the first transmitted block in a
transmission frame, can be used to compensate for the impact of PN and detect the data
in the remaining transmission blocks. Thus, this paper proposes an algorithm which has
two stages. Specifically, the channel frequency response and PN are estimated in the first
stage based on the preamble. Given the estimated channel, data and PN can be estimated
based on the pilot symbols in the second stage. To perform this two-stage PN compensation
algorithm, the switch in Fig. 5.1 is toggled between the two positions.
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5.3.1 Channel estimation and preamble design without the pres-
ence of PN in CFBMC-OQAM
First, the received signal corresponding to the first transmission block y1 is converted to
the frequency domain by a DFT transform to as
ŷ1 = Fy1 = FHcircAd1 + Fw1 = ΓFAd1 + ŵ1. (5.8)
Define S1 = diag[FAd1] and hf = diag[Γ]. Then (5.8) can be rewritten as
ŷ1 = S1hf + ŵ1. (5.9)
For channel estimation, a known preamble is transmitted and hence S1 is known. When
the LS estimation method is employed, the estimated channel frequency response ĥf ,LS is
obtained by minimizing the following cost function:
C(ĥf ,LS) =
∣∣∣∣∣∣ŷ1 − S1ĥf ,LS∣∣∣∣∣∣2
2
. (5.10)
By setting the derivative of the cost function with respect to ĥf ,LS to zero, one obtains
ĥf ,LS = S
−1
1 ŷ1. (5.11)
It then follows that the MSE between ĥf ,LS and hf is










S−11 ŷ1 − hf
) (






S−11 (S1hf + ŵ1)− hf
)
×(


















As expected the MSE depends on the preamble through the diagonal matrix S1. This also
means that one can design the preamble to minimize the MSE.
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Define Ψ = SH1 S1 = diag
[
ψ0 ψ1 · · · ψN−1
]








subject to ψi ≥ 0 i = 0, 1, · · · ,N − 1
N−1∑
i=0
ψi ≤ N .
(5.13)
In (5.13), the first constraint is to guarantee that Ψ is a positive semi-definite matrix, while
the second constraint is to make sure that the total power of S1 is no more than N . The
solution for the optimization problem in (5.13) can be obtained by applying the Karush-
Kuhn-Tucker conditions [48] and the solution is Ψ = I. Thus, S1 is a diagonal matrix whose
diagonal elements are in the forms of exponential functions, i.e.,
S1 = diag
[
ejκ0 ejκ1 · · · ejκN−1
]T
. (5.14)




= I for a well-designed shaping






The above preamble design can be straightforwardly applied to OFDM systems where
the modulation matrix A is replaced by the inverse DFT matrix FH . This also means that
to minimize the channel MSE, the preamble for OFDM under the LS channel estimation has
to satisfy the unit-magnitude condition, namely |diag[S1]| = 1N×1. This is consistent with
previous studies for OFDM [16,18,49,50].
It is pointed out that the preamble design in this paper does not take into account
either the impact of PN or fading channel. This is a common practice (see e.g., [51, 52])
and is motivated by the fact that preambles are usually used for various purposes, such
as establishing synchronization between the transmitter and receiver, estimating system
parameters and channel statistics. To be applied ubiquitously, these preambles should be
designed or selected without taking into account specific propagation channels and physical
impairments. Given the designed preamble, the channel can be estimated based on either
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LS or MMSE method depending on whether statistical characteristics of channel and noise
are available.
5.3.2 Estimation of PN and channel frequency response
In the presence of PN, this section is performed on the first transmission block, i.e., the
designed preamble. Due to PN, the received signal (after removing CP) corresponding to
the first transmission block becomes
y1 = P1Hcircx1 + w1 = P1F
HS1hf + w1 (5.16)
where P1 = diag
[
ejθ(L) ejθ(L+1) · · · ejθ(N+L−1)
]
represents the effect of PN on the first
transmission block.
It is seen from (5.16) that there exists an inter-dependency between PN and the channel,
i.e., estimation of the channel depends on PN and vice versa. To estimate PN and the
channel, the approach in [31, 32, 34] is adopted. In such an approach, the inter-dependency
is decoupled by first obtaining the LS-based channel estimate which is a function of the
unknown PN matrix. Then, the estimated channel is substituted into the optimization
problem which minimizes the MSE for PN estimation. However, different from the previous
studies, the MMSE method is used to estimate the channel in this paper. Compared to LS-
based channel estimation, the MMSE method takes into account statistical characteristics
of both channel and noise to improve the channel estimation quality. To focus on the PN
compensation algorithm, it is assumed that the statistical characteristics of channel and
noise are known at the receiver.2
The MMSE channel estimate ĥf ,MMSE is found by minimizing E
[
||hf − ĥf ,MMSE||22
]
[53].
The orthogonality principle states that
E
[(





2In practice, statistical information of channel and noise can be obtained using either data-aided tech-
niques (which require and make use of pilot symbols) or non-data aided techniques (which are based directly
on the the received signals).
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which results in









where F̆ contains the first µ columns of F. A proof for (5.18) is given in Appendix 5.7.1.









1 y1. Thus, it can be seen from (5.18) that the
MMSE channel estimate can be expressed as a linearly-weighted version of the LS channel








With the expression of the MMSE channel estimate ĥf ,MMSE, PN is then estimated to
minimize the following MSE:
P1 = arg min
P1
∣∣∣∣∣∣(y1 −P1FHS1hf)∣∣∣hf=ĥf ,MMSE∣∣∣∣∣∣22 . (5.20)








F. Then the cost function in (5.20)



















The last equation in (5.21) is derived based on the fact that P1P
H
1 = I and B is a Hermitian
matrix, i.e., B = BH . Thus, the optimization problem (5.20) becomes




I− 2B + BHB
)
PH1 y1. (5.22)
Define U = (I − 2B + BHB), which is a Hermitian matrix, Y1 = diag [y1], and ρ =[
ρ0 ρ1 · · · ρN−1
]T
= diag [P1]





subject to |ρi| = 1; i = 0, 1, · · · ,N − 1.
(5.23)
107
A similar form of the optimization problem (5.23) can be found in [31,32,34]. Similar to [34],
the majorization-minimization algorithm is applied to solve (5.23). The principle behind
the majorization-minimization algorithm is to transform a difficult problem into a series of
simpler problems. This algorithm consists of two steps. In the first step, i.e., majorization,
a surrogate function needs to be found which locally approximates the objective function at
the current point. In the second step, i.e., minimization, the surrogate function is minimized.
From (5.23), define V = µmaxIN×N where µmax is the maximum eigenvalue of U. The
surrogate function corresponding to the objective function in (5.23) is [38]
g(ρ) = ρHYH1 VY1ρ+ 2R(ρ
HYH1 (U−V)Y1ρt) + ρHt YH1 (V −U)Y1ρt (5.24)
in which ρt is an arbitrary vector. The first and third terms in (5.24) are constants and
independent of ρ. Thus, minimizing g(ρ) in the second step is equivalent to minimizing the




subject to |ρi| = 1; i = 0, 1, · · · ,N − 1.
(5.25)
A closed-form solution for (5.25) is obtained as:
ρt+1 = e
j arg(YH1 (U−V)Y1ρt). (5.26)
A proof for (5.26) is given in Appendix 5.7.2.
In summary, to find a solution for the optimization problem (5.23), ρt is first initialized
at t = 0, i.e., ρ0, and then substituted into (5.26) to obtain ρ1. Next, ρ1 is substituted
into (5.26) to obtain ρ2 and so on. The algorithm terminates after a predefined number of
iterations Ni or when the squared `2-norm of the difference over two consecutive iterations
is smaller than a predefined threshold. The estimated PN is then substituted into (5.18) to
finally obtain the estimated channel frequency response.
The computational complexity of the first stage is proportional to the number of itera-
tions performed on (5.26). It is pointed out that G = YH1 (U−V)Y1 in (5.26) is a constant
and is computed once before any iterations. Thus, for each iteration, the computational
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complexity is determined by the multiplication between G and ρt, which requires N
2 com-
plex multiplications and N(N − 1) complex additions. For other parameters, they are also
computed once before any iterations. Furthermore, their computational complexities can be
reduced by utilizing the facts that: (i) the first stage is performed based on the transmis-





1 S1 = I, and (ii) the statistical characteristics of the channel and noise do not
change much from one frame, hence Σ and σw can be considered as constants.

























. In the above equation, the computational com-
plexity due to matrix inversion is significantly reduced from inverting an N × N matrix to
inverting a µ× µ matrix, where µ N . The matrix T is constant and does not depend on
the transmitted preamble. Only the DFT of the preamble, i.e., FHS1, needs to be computed
for every frame to update B. Similarly, the computation of BHB is
BHB = FHS1T
2SH1 F (5.28)
which requires the update of FHS1 for every frame only.
5.4 Phase Noise Compensation and Data Detection
In this part, the MMSE-based estimated channel obtained from the previous section shall
be used together with pilot symbols to compensate for PN and detect the transmitted signal
in the data transmission phase. To estimate and compensate for PN, the PN vector shall be




i · · · ξF−1i
]
, which








. The F basis vectors are
chosen either from N columns of the DFT matrix or from N eigenvectors corresponding
to the F largest eigenvalues of the PN covariance matrices as given in (5.6) and (5.7) for
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FR PN and PLL PN, respectively. Also define γi =
[
γi,0 γi,1 · · · γi,F−1
]T
. In order to
compensate for the PN, the goal is to estimate γi such that diag [Ξiγi] ' PHi . Then, Ξiγi
can be used to de-rotate the received signal in the time domain prior to the DFT transform.
Specifically, given the estimated channel frequency response, i.e., Γ̂ = diag[ĥf ,MMSE], the
demodulated signal for the ith transmission block after PN compensation can be written as
d̂i = R
{
AHFHΓ̂−1Fdiag [PiHcircAdi + wi] Ξiγi
}
= R {∆iγi} . (5.29)
Denote p = {p0, p1, · · · , pQ−1} as a set of pilot indexes in each transmission block, and the











Then, γi can be estimated to minimize the MSE between the originally transmitted pilots
and the estimated pilots as







i is a Q × F matrix obtained by keeping Q rows of ∆i with respect to the pilot











































































where δk,ji denotes the (k, j)th element of matrix ∆
[p]




1 −j 0 0 · · · 0 0




... · · · ... ...
0 0 0 0 · · · 1 −j
 γ̃i
where γ̃i can be found by solving
γ̃i = arg min
γ̃i
||d[p]i − ∆̂iγ̃i||22 (5.32)
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i . To avoid the singularity when performing the matrix inverse in
∆̂†i , the number of pilots should be greater than or equal to the number of bases.
Compared to the iterative PN compensation algorithm proposed in [35], where the PN
estimation is based on a one-tap LMS algorithm, the second stage proposed in this paper has
higher computational complexity due to the matrix multiplication and inversion in (5.32).
It is noted, however, that the complexity in (5.32) only depends on the numbers of bases
and pilots which are much smaller than N . As will be shown later, good PN compensation
performance can be achieved even when the numbers of bases and pilots are not too large.
Furthermore, compared to the iterative PN compensation algorithm in [35], the second stage
in our proposed algorithm does not require any iterations. Thus, the proposed algorithm
is expected to have lower latency than the one in [35] when a long transmission block is
considered.
The proposed PN compensation algorithm is summarized as in Algorithm 1. It contains
two stages. The estimation in the first stage is initialized with ρ0 = 1 in order to obtain the
PN estimate in (5.26) after Ni iterations. Given the estimated PN, i.e., P1 = diag[ρNi ]
H ,
the channel then can be estimated based on (5.18). In the second stage, given the estimated
channel obtained from the first stage, i.e., Γ̂ = diag[ĥf ,MMSE], as well as the transmitted
pilot symbols, which are determined by the pilot index set p, the PN corresponding to the
ith data transmission block, which is represented using a known basis matrix Ξi and an
unknown coefficient vector γi, can be estimated by obtaining an estimate of γi from (5.32).
Given the estimated PN, the impact of PN can be compensated accordingly.
5.5 Simulation Results
In this section, performance of the proposed two-stage PN compensation algorithm is
evaluated in different scenarios and with parameters listed in Table A.1. Among many
shaping filters [8], the linear-phase square-root raised cosine (SRRC) and Martin [9], which
are widely adopted in single-carrier data transmissions, can also be used as prototype filters
in FBMC-based systems as long as the underlying channel is slowly varying. As such, the
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Algorithm 1 Two-stage phase noise compensation
1: // Stage 1:
2: T = NS1F̆ΣF̆
HSH1 ;
3: B = FHT (T + σ2wI)
−1
F;
4: U = I− 2B + BHB;
5: V = µmaxI, µmax is the maximum eigenvalue of U;
6: Initialize: t← 0; ρt ← 1;
7: while (t < Ni) do
8: ρt+1 = e
j arg(YH1 (U−V)Y1ρt);
9: t = t+ 1;
10: end while
11: return ρNi ;
12: P1 = diag[ρNi ]
H ;
13: ĥf ,MMSE = NF̆ΣF̆




14: // Stage 2:
15: Γ̂ = diag[ĥf ,MMSE];
16: for i = 2 to Nb do
17: p⇒ d[p]i ;
18: ∆i = A
HFHΓ̂−1Fdiag [yi] Ξi; ∆i ⇒ ∆̂i;




i ; γ̃i ⇒ γi;
20: PHi = diag [Ξiγi];





SRRC and Martin filters shall be considered in this paper3. Because of the difference in the
signal types being transmitted in the preamble and data blocks, performance in this section
is evaluated with respect to the received signal-to-noise ratio (SNR). Two highly frequency-
3It might be interesting to examine other prototype filters such as the extended Gaussian filter (EGF)
[55,56], which has better time-frequency localization property.
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Table A.1: Simulation parameters
Channel coding
Convolutional code (Rate: 1/3;
Constraint length: 7; Generator
polynomials: [133 171 165]8);
Channel decoding Hard-decision Viterbi decoding;
Modulation 16-QAM;
Block structure K = 128;M = 6;
Prototype filter Martin; SRRC (Roll-off factor: 0.5);
Number of blocks per frame Nb = 10;
Carrier frequency fc = 6 GHz; [39]
Bandwidth B = 100 MHz;
Sampling interval Ts = 1/B;
Channel [54]
EPA (L = 41);
EVA (L = 251);
Phase noise [45] cv = 5× 10−18; cr = 10−23
selective channel models, namely the extended pedestrian A (EPA) and extended vehicular
A (EVA), are considered in this paper. In the transmitter, a CP length of L = 41 or L = 251
samples is added into the signal when EPA or EVA is considered, respectively.
5.5.1 Preamble design for channel estimation
First, the preambles designed to mitigate the performance degradation in CFBMC-
OQAM compared to OFDM due to imperfect channel estimation corresponding to SRRC
and Martin filters are illustrated in Fig. 5.2. To intuitively show the difference between
them, a short transmission block is applied where the numbers of sub-carriers and time slots
are K = 64 and 2M = 6, respectively. In this figure, S1 is simply chosen as an identity

































Figure 5.2: The designed preamble d1 when K = 64, M = 3, S1 = IN×N , and Martin and
SRRC shaping filters are deployed.
In Fig. 5.2, it is observed that applying different prototype shaping filters results in different
preamble patterns.
Performance comparisons of different preamble designs in terms of MSE and BER over
EPA channel are plotted in Fig. 5.3 when there is no PN (i.e., P1 is replaced by an identity
matrix in (5.18)). Performance curves of OFDM are included as benchmarks. In simulation,
“Random Preamble” refers to the case that each symbol in the OFDM preamble is randomly
generated from 16-QAM modulation, while each symbol in the CFBMC-OQAM preamble is
either a real or an imaginary part of a randomly-generated 16-QAM symbol. On the other
hand, “Proposed Preamble” means that the OFDM preamble contains randomly-generated
BPSK symbols, while in CFBMC-OQAM, each element in S1 is a randomly-generated BPSK
symbol to satisfy the unit-magnitude condition in (5.14). It is noted that OFDM preamble is
a N ×1 vector while it is a 2N ×1 vector for CFBMC-OQAM preamble. Also for simplicity,
in presenting the following results, only the Martin filter is considered.
It is first observed from Fig. 5.3 that when a “Random Preamble” and LS estimation
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are deployed, there is a large performance degradation of about 6.8 dB at MSE = 10−3 in
CFBMC-OQAM compared to that in OFDM. While in terms of BER, the performance loss
of CFBMC-OQAM is approximately 4.1 dB at BER = 10−5 compared to that in OFDM
under the same configuration. However, when the proposed preambles are applied in both
OFDM and CFBMC-OQAM, the performance of CFBMC-OQAM in terms of MSE is almost
the same as that in OFDM for both LS and MMSE channel estimation methods. For BER
performance, there are only about 1.1 dB and 0.6 dB losses at BER = 10−5 for CBMC-
OQAM compared to OFDM when LS and MMSE methods are deployed, respectively.
For CFBMC-OQAM, the proposed preamble helps to gain approximately 9.6 dB and
30.0 dB at MSE = 10−3 when LS and MMSE are used, respectively, compared to when a
random preamble is deployed. While in terms of BER performance, these gains are around
4.2 dB and 7.9 dB at BER = 10−5, respectively.
It is pointed out that at high SNR, performance of the MMSE channel estimator ap-
proaches that of the LS channel estimator, provided that these estimators operate in the
time domain and that the channel taps are statistically independent (which is a common
assumption in the literature). The behavior is, however, different for the MMSE and LS

























OFDM - Random Preamble - LS
OFDM - Proposed Preamble - LS
OFDM - Proposed Preamble - MMSE
CFBMC-OQAM - Random Preamble - LS
CFBMC-OQAM - Proposed Preamble - LS
CFBMC-OQAM - Proposed Preamble - MMSE
(a) MSE





















OFDM - Random Preamble - LS
OFDM - Proposed Preamble - LS
OFDM - Proposed Preamble - MMSE
CFBMC-OQAM - Random Preamble - LS
CFBMC-OQAM - Proposed Preamble - LS
CFBMC-OQAM - Proposed Preamble - MMSE
(b) BER
Figure 5.3: Performance comparisons in terms of (a) MSE and (b) BER for different preamble
designs over EPA channel when K = 128, M = 6 and Martin shaping filter is deployed.
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(a) SNR = 15 dB








































(b) SNR = 35 dB
Figure 5.4: Estimated PN in the first stage over EPA channel when K = 128, M = 6 and
Martin shaping filter is deployed.
channel estimators operating in the frequency domain, as in this paper. This is because, as
long as the number of subchannels in the frequency domain is larger than the number of
channel taps in the time domain (which is typically the case in practice), the subchannels
in the frequency domain are correlated. Since the MMSE estimator takes into account the
correlation of the subchannels as well as the noise statistics, it consistently outperforms the
LS estimator (which does not make use of the subchannels correlation or noise statistics). In
fact, a similar performance gap (even at high SNR) between the frequency-domain MMSE
and LS channel estimators is also observed for the OFDM systems in [46].
5.5.2 Stage 1: Estimation of PN and channel frequency response
From this part, impact of PN is included in simulation results. The PN estimation
algorithm in Section 5.3.2 is initialized with ρ0 = 1N×1. The number of iterations is set to
Ni = 150. First, the estimated PN from the first stage is illustrated in Fig. 5.4 for SNR = 15
dB and SNR = 35 dB for both types of PN. In this figure, EPA channel is considered. It
can be seen that although SNR = 15 dB is quite low, the algorithm can generally track the
PN, but there are large fluctuations in the estimated PN. However, when increasing SNR to
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Figure 5.5: Channel MSE from the first stage under two PN models when K = 128, M = 6
and Martin shaping filter is deployed.
35 dB, the PN is estimated almost perfectly.
After obtaining the PN estimation in (5.26), the estimated PN is substituted into (5.18)
to estimate the channel frequency response. An evaluation in terms of MSE for the channel
estimation is demonstrated in Fig. 5.5 which contains two sub-figures 5.5a and 5.5b corre-
sponding to EPA and EVA channels, respectively. In Fig. 5.5, the performance for the case
when there is no PN and the MMSE-based channel estimate is employed (labeled as “With-
out Phase Noise”), serves as the lower bound. The performance curves under the presence
of two PN types without PN compensation deploying LS and MMSE channel estimations
are also included. Performance of the proposed algorithm in [34] is also added for two PN
types. It is recalled that different from [34] in which the channel is estimated based on LS
method, the channel is estimated based on MMSE method in this paper.
It can be seen from Fig. 5.5 that without PN compensation the system basically fails in
estimating the channel as the channel MSE is always above 10−2 for the whole range of SNR
in both sub-figures. It is also observed that the channel MSE performance when PLL-PN is
present and no compensation is applied is lower than that when FR-PN is present for both
LS and MMSE channel estimation methods. This is expected because the impact of FR-PN
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is more significant than that of PLL-PN.
By applying the channel and PN estimation in the first stage of the two-stage algorithm,
the channel MSE is significantly improved. Specifically, for EPA channel, there is only
approximately 4.4 dB performance loss compared to the ideal case (“Without Phase Noise”)
at MSE = 10−3. For EVA channel, this performance gap is around 4.1 dB at MSE = 10−3.
It can be observed that performances of the proposed channel estimation in the first stage
are almost the same for two types of PN in both Figs. 5.5a and 5.5b.
The results in Fig. 5.5 show that, compared to the algorithm in [34], the proposed
algorithm in this paper yields significant gains. Specifically, under the case of EPA channel,
approximately 6.9 dB performance gain is achieved at MSE = 10−3. This improvement is
further increased to approximately 16.3 dB when the EVA channel is considered. It will be
seen later that the performance gain brought by channel estimation in this stage significantly
improves the PN compensation in the second stage of the proposed algorithm.
On the other hand, the degraded channel MSE in the low SNR observed from Fig. 5.5
is similar to the observation in [34]. This is caused by the susceptibility of the estimation in
the first stage to the under-determination problem in the low SNR range, where the number
of unknown variables is larger than the number of equations provided by the received signal.
It is interesting to see from Fig. 5.4a that, although there is a high fluctuation in the
estimated PN compared to the real PN, the first stage still results in a better channel MSE
performance compared to the case when no PN compensation is applied, i.e., by ignoring
PN, as shown in Fig. 5.5. To explain this, define ȳ1 = P
H
1 y1 and ỹ1 = P̂
H
1 y1, where P1
and P̂1 are the true PN and the estimated PN obtained from (5.26), respectively. This
means that ȳ1 is the received signal without any effect of PN, whereas ỹ1 is the received
signal that experiences PN impact and PN compensation. From (5.18), without PN, the
estimated channel is ĥ
(1)









In the presence of PN but without PN compensation, the estimated channel is obtained as
ĥ
(2)
f ,MMSE = Cy1. However, if the first stage is deployed, i.e., the estimated PN in (5.26) is
substituted into (5.18), the estimated channel is ĥ
(3)
























Figure 5.6: A comparison of squared errors between (y1, ȳ1) and (ỹ1, ȳ1) over 1000 preamble
frames at SNR = 15 dB.
estimate ĥ
(2)
f ,MMSE or ĥ
(3)
f ,MMSE is closer to ĥ
(1)
f ,MMSE depends on whether y1 or ỹ1 is closer to ȳ1
in the mean squared error sense. To see this, Fig. 5.6 displays squared errors between (y1,
ȳ1), denoted as δ1, and (ỹ1, ȳ1), denoted as δ2, over 1000 preamble frames and for SNR = 15
dB. It can be seen that there are cases where δ1 is lower than δ2, which means that the
estimated PN in the first stage sometimes does not help to improve the received signal
quality after performing PN compensation and thus does not improve channel estimation.
However, the average value of δ2, indicated in the figure as ∆2, is considerably lower than
the average value of δ1, indicated as ∆1. Therefore, on the average, the estimated PN still
results in a lower MSE of the estimated channel as observed in Fig. 5.5.
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Figure 5.7: BER performance of the two-stage algorithm over EPA channel when K = 128,
M = 6 and Martin shaping filter is deployed. The pilot ratio is 1/8.
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(a) cv = 5× 10−18
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(b) cv = 1× 10−19
Figure 5.8: A comparison in the PN estimation between the proposed algorithm in this paper
and the iterative algorithm in [35]. For the proposed algorithm in this paper, 16 bases are
deployed which are taken from DFT matrix. The pilot ratio is 1/8 and SNR = 25 dB.
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Figure 5.9: BER performance of the two-stage algorithm over EVA channel when K = 128,
M = 6 and Martin shaping filter is deployed. Basis vectors are from the PN covariance
matrix. The pilot ratio is 1/8.
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(a) EPA channel























FR-PN compensation, 1 basis
FR-PN compensation, 8 bases
FR-PN compensation, 16 bases
PLL-PN compensation, 1 basis
PLL-PN compensation, 8 bases
PLL-PN compensation, 16 bases
(b) EVA channel
Figure 5.10: BER performance of the two-stage algorithm when K = 128, M = 6 and Martin
shaping filter is deployed. Basis vectors are from the PN covariance matrix. The pilot ratio
is 1/16.
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(a) SNR = 15 dB





































(b) SNR = 35 dB
Figure 5.11: Estimated PN from the second stage when K = 128, M = 6, F = 16 and basis
vectors are from the PN covariance matrix. The pilot ratio is 1/8.
5.5.3 Stage 2: Data detection and phase noise compensation
To compensate for the PN and detect data, pilots are inserted into transmission frames.
Two pilot patterns are considered in this paper. For the first pattern, which corresponds to
the pilot ratio of approximately 1/8, 15 pilot symbols are inserted into each time slot of data
transmission blocks at positions [7, 15, 23, 31, 39, 47, 55, 63, 71, 79, 87, 95, 103, 111, 119].
The second pattern has a pilot ratio of 1/16 in which 8 pilots are added at positions
[7, 23, 39, 55, 71, 87, 103, 119].
BER performance of CFBMC-OQAM is first illustrated in Fig. 5.7 corresponding to
when EPA channel is considered and the pilot ratio is 1/8. In this figure, performance of
the case labeled as “Without Phase Noise” where PN is absent serves as the lower bound.
There are two sub-figures in Fig. 5.7. The sub-figure on the left is for the case that F basis
vectors are taken from N columns of the DFT matrix, while the sub-figure on the right is for
the case when F basis vectors are taken from N eigenvectors of the PN covariance matrix
R corresponding to the largest eigenvalues.
For comparison, Fig. 5.7 also includes performance obtained after 3 iterations of the
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iterative PN compensation algorithm proposed in [35]. In each iteration of such an algorithm,
a forward LMS procedure is first applied to estimate the PN which is then smoothened by
a backward procedure. As such, the algorithm proposed in [35] is referred to as “FW+BW”
in Fig. 5.7. As suggested in [35], the estimation step sizes for the forward and backward
procedures are selected as µφ = 0.1 and λφ = 1− µφ, respectively.
First, without PN compensation, the impact of FR-PN is much more severe than that
from PLL-PN as expected. It can be seen from Fig. 5.7 that PN compensation perfor-
mance is significantly improved when the number of bases increases. Specifically, for FR-PN
distortion, at BER = 10−5, performance gap between the ideal case, i.e., “Without Phase
Noise”, and “FR-PN compensation” reduces from 11.4 dB to 7.9 dB when 8 and 16 DFT-
matrix-based basis vectors are considered, respectively. Similarly, for PLL-PN distortion,
approximately 2.5 dB performance gain is obtained when the number of DFT-based bases
increases from 8 to 16 vectors. About 8.3 dB performance gap is observed between the
ideal case and “PLL-PN compensation, 16 bases”. A similar trend can be seen in Fig. 5.7b
when the basis vectors are taken from the PN covariance matrix. However, performance of
the proposed algorithm using the PN covariance matrix tends to be better than using DFT
matrix, especially when a low number of basis vectors is considered. It can also be seen
that increasing the number of bases from 12 to 16 does not improve much the performance
of the proposed two-stage PN compensation algorithm. In particular, when the bases are
obtained from the PN covariance matrices, only approximately 0.8 dB gain is observed at
BER = 10−5 for both PN models.
Fig. 5.7 shows that applying the algorithm proposed in [35] does not result in good
performance. To explain this, Fig. 5.8 (which contains two sub-figures) illustrate magnitudes
of the estimated FR-PN in the forms of exponential function obtained from the proposed
algorithm in the second stage in this paper (labeled as “Two-stage algorithm”), the algorithm
in [35] when only the FW procedure is considered (labeled as “FW - Estimated FR-PN”),
and the algorithm in [35] when both FW and BW procedures are considered (labeled as
“FW+BW - Estimated FR-PN”). The sub-figure on the left is obtained when the quality
factor cv = 5× 10−18, while the right sub-figure is for cv = 1× 10−19. The first quality factor
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corresponds to FR-PN having a 3-dB bandwidth ∆f3dB of over one thousand hertz, whereas
the second quality factor corresponds to ∆f3dB of dozens hertz.
4
As can be seen from Fig. 5.8b, when the PN is small, the algorithm in [35] outperforms
the algorithm proposed in this paper in tracking the PN. However, when the PN is large,
significant fluctuations are observed for the estimated PN obtained from [35] in some specific
positions as highlighted in Fig. 5.8a. It is worth noting that in [35], the PN compensation
algorithm is performed for every transmission block and the PN corresponding to a symbol
interval is estimated based on the estimated PN obtained for the previous symbol interval
and the decoded signal. Thus, having decoding errors at the output of the channel decoder
results in poor estimates of the PN. These errors consequently affect the PN estimation for
the next symbol intervals. At the end, the errors are spread all over the whole transmission
block. This error propagation phenomenon often happens when the decoding output is
reused in an iterative algorithm. Consistent with the results illustrated in [35], performance
of the iterative algorithm in terms of PER is still high due to the in-block error spreading.
Another disadvantage of the iterative algorithm in [35] is the long latency.
Fig. 5.9 illustrates performance of the proposed algorithm when the EVA channel is
considered. For this figure, the basis vectors are generated from the PN covariance matrix
and the pilot ratio is 1/8. It can be seen that increasing the number of bases improves the
performance and the improvement is better than when the EPA channel is considered. At
BER = 10−5, only about 2.5 dB performance gap is observed when 16 basis vectors are
applied for two PN types compared to the ideal case.
Performance of the proposed algorithm for both EPA and EVA channels when the pilot
ratio is 1/16 is presented in Fig. 5.10. In this figure, all bases are from the PN covariance
matrix. As expected, decreasing the pilot ratio from 1/8 to 1/16 degrades performance of
the proposed algorithm. For the EPA channel, the performance gaps between the proposed
algorithm with 16 basis vectors and the ideal case without PN are about 8.9 dB and 9.9
dB for FR-PN and PLL-PN, respectively, at BER = 10−5 as seen in Fig. 5.10a. For the
4In FR-PN model, the 3-dB bandwidth ∆f3dB is related to the quality factor cv as ∆f3dB ∼ 2πcvf2c [25,34].
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EVA channel in Fig. 5.10b, these gaps are 3.1 dB and 4.3 dB for FR-PN and PLL-PN,
respectively.
It can be seen from Figs. 5.7, 5.9 and 5.10 that the BER performance of the proposed
two-stage algorithm is degraded in the low SNR range compared to when no compensation
algorithm is deployed. First, this phenomenon comes directly from the degradation of the
estimated channel MSE in the first stage due to the under-determination problem discussed
earlier. Furthermore, the proposed PN estimation in the second stage is essentially similar
to the approximation problem in which the PN is approximated by a high-degree polynomial
based on a set of equispaced interpolation points which are the pilot symbols in this paper.
It will be shown later that this approximation results in a high fluctuation of the estimated
PN in the low SNR range and thus degrades the compensation performance.
Finally, the PN estimation based on pilots in the second stage is evaluated in Fig. 5.11
when SNR = 15 dB and SNR = 35 dB. Specifically, the PN in the second transmission
block is plotted in Fig. 5.11. Thus, the symbol index in Fig. 5.11 runs from 851 to 1618.
It can be seen that while the PN distortion is estimated very coarsely when SNR = 15 dB,
the PN estimation is getting much better for both types of PN when SNR increases to 35
dB. From the results in Fig. 5.11, it appears that the PN is approximated by a high-degree
curve. This is inline with the previous discussion on the similarity between the proposed PN
estimation in the second stage and the approximation problem based on a set of equispaced
interpolation points.
5.5.4 Spectral efficiency
In general, the proposed algorithm trades bandwidth efficiency for better PN compen-
sation. For the specific system parameters considered in the simulation with K = 128
subcarriers, 2 ×M = 12 time slots, there are N = K ×M = 768 QAM symbols in each
block, which also means that N = 768 QAM symbols are used in the preamble for the first
stage. For the simulation results in Fig. 5.7 with a pilot ratio of 1/8, Np = 15×6 = 90 QAM
pilot symbols are transmitted to estimate the PN in the second stage. Overall, the total





tot = N + (Nb − 1)×Np = 768 + (10− 1)× 90 = 1578. (5.34)
In [35], before performing the iterative PN compensation, initial channel estimation is
performed based on the transmission of preambles. Then a CPE compensation operation
is performed for every remaining transmission block in a frame based on the transmission
of pilots. It is presented in [35] that a two-symbol preamble, which is equivalent to two
transmission blocks in this paper, is transmitted in each frame for initial channel estimation.
Using the pilot ratio of 1/32 as in [35], Np = 1/32 × 768 = 24 pilots are needed for CPE
compensation per each transmission block. Therefore, the total number of QAM symbols
used as preamble and pilots in the algorithm in [35] is:
N
(2)
tot = 2×N + (Nb − 2)×Np = 1728. (5.35)
It can be seen from (5.34) and (5.35) that in this particular case the algorithm proposed
in this paper has a better overall spectral efficiency than the one in [35]. However, if the
number of blocks per frame increases, the algorithm in [35] will be better than the proposed
two-state algorithm in terms of the spectral efficiency.
5.6 Conclusions
This paper has investigated the impact of PN on CFBMC-OQAM systems in the pres-
ence of imperfect channel estimation. First, it has been shown that there is a considerable
performance gap between CFBMC-OQAM and OFDM under imperfect channel estimation.
As such, a preamble design based on LS estimation has been proposed to reduce such per-
formance gap. Simulation results indicated that applying the designed preamble results in
a similar performance between CFBMC-OQAM and OFDM in terms of BER and MSE. In
the presence of PN, the paper also proposed a two-stage algorithm to effectively estimate
the channel frequency response and compensate for the PN impact. In particular, given the
designed preamble, the channel frequency response and PN have been estimated in the first
stage, in which the MMSE estimation method is employed to improve the channel estimation.
In the second stage, the PN and data are estimated and detected based on the estimated
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channel obtained in the first stage and pilot symbols. Performance of the proposed two-stage
PN compensation algorithm has been verified in a various number of practical simulation
scenarios. Simulation results clearly shown that the two-stage algorithm effectively estimates
the channel frequency response and compensates for the impact of PN.
5.7 Appendix
5.7.1 Appendix B
Based on the received signal in (5.16), the MMSE channel is ĥf ,MMSE = Ŵy1 where Ŵ
is a N ×N weighting matrix that minimizes E
[
||hf − ĥf ,MMSE||22
]
. Substituting ĥf ,MMSE =

















































The last equation in (5.37) is obtained based on the fact that hf =
√
NF̆h.








































From (5.36), (5.37), and (5.38), one obtains the weighting matrix Ŵ as (5.39). The last
equation in (5.39) is derived based on the fact that given two arbitrary matrices R ∈ CN×M
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and Q ∈ CM×N , then the following identity is always true:
(IN×N + RQ)
−1 R = R (IM×M + QR)
−1 (5.40)
Therefore, the MMSE channel estimate is finally given as in (5.18).
5.7.2 Appendix C









subject to |ρi| = 1; i = 0, 1, · · · ,N − 1
(5.41)
Because of the constraint in (5.41), the solution, if exist, should be in the form of an ex-
ponential function. Define εi where i = 0, 1, · · · ,N − 1, as Lagrange multipliers. Then the












































































Hence, the solution for the optimization problem in (5.25) is
ρt+1 = e
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Imbalance in Multi-Carrier Systems
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Besides PN, IQ imbalance is also a common physical impairment which can significantly
degrade performance of a communication system. As such, the impacts of both PN and IQ
imbalance is considered in this chapter. A two-stage algorithm is proposed to compensate for
these two impairments in a general multi-carrier modulation system. Specifically, in the first
stage, the IQ imbalance parameters and channel impulse response are estimated based on a
preamble. The preamble is designed such that the estimation of IQ imbalance parameters
does not depend on the channel and PN estimation errors. The proposed design is based on
the observation that the impact of PN in the frequency domain can be well captured by a
certain number of factors. Given the estimates from the first stage, the IQ imbalance and
PN are subsequently compensated in the second stage for data transmission blocks.
The proposed algorithm is further extended to a multiple-input multiple-output (MIMO)
system that employs a diversity technique. It is shown that only one preamble block is needed
to estimate the IQ imbalances as well as impulse responses of multiple MIMO channels. This
means that the proposed algorithm is spectrally efficient. The computational complexity of
the proposed algorithm is also analyzed. Simulation results illustrate the effectiveness of the
proposed algorithm in a variety of scenarios and for different CP-based multi-carrier systems,
including OFDM, GFDM, and CFBMC-OQAM.
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Abstract
Compensation for the impacts of phase noise (PN) and in-phase and quadrature (IQ) im-
balance on cyclic-prefix (CP) based multi-carrier modulation systems in the presence of
imperfect channel estimation is considered in this paper. A unified two-stage algorithm is
proposed. In the first stage, IQ imbalance parameters and channel impulse response are
estimated based on the transmission of a preamble which is designed in such a way that
the estimation of IQ imbalance does not require any knowledge about the channel and PN.
Given the estimates from the first stage, the impacts of IQ imbalance and PN are subse-
quently compensated in the second stage based on the transmission of pilot symbols. The
proposed algorithm is further extended to a MIMO system that employs a diversity tech-
nique. Simulation results are presented for a wide range of PN and IQ imbalance scenarios
to corroborate the effectiveness of the proposed algorithm.
Index terms
Multi-carrier systems, OFDM, CFBMC-OQAM, GFDM, phase noise, IQ imbalance, channel
estimation, cyclic prefix.
6.1 Introduction
The next generation of wireless communication systems is expected to support not only
a wide range of data rates, but also a large number of devices sharing a limited transmission
bandwidth [1]. Recent studies on transmission technologies emphasize the need of new multi-
carrier modulation techniques to support these requirements [2, 3]. Among multi-carrier
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transmission techniques, orthogonal frequency-division multiplexing (OFDM) is currently
a popular choice for many communication systems due to its numerous advantages [4, 5].
However, OFDM also has disadvantages such as (i) the high out-of-band (OOB) emission of
OFDM poses a challenge for opportunistic and dynamic spectrum access, and (ii) a strict
orthogonal synchronization between sub-carriers makes OFDM less attractive in low-power
communication systems.
Generalized frequency division multiplexing (GFDM) [6,7] and circular filter-bank multi-
carrier offset quadrature amplitude modulation (CFBMC-OQAM) [8, 9] have been recently
proposed as promising candidates for the next generation wireless networks that can re-
solve the disadvantages in OFDM. In particular, with the use of well-designed prototype
filters [10,11], these systems can avoid the high spectral leakage in the conventional OFDM.
Furthermore, the strict orthogonal requirement in OFDM is relaxed in GFDM and CFBMC-
OQAM.
A common approach in multi-carrier techniques, including OFDM, GFDM and CFBMC-
OQAM, is that a proper-length cyclic prefix (CP) is added into the signal before sending
out to the channel. By doing so, the interference induced from the multipath (frequency-
selective) fading channel is completely removed in the receiver. This also makes the channel
estimation and equalization significantly simplified. However, different from OFDM where
a CP is added into each sub-symbol, the overhead induced from CP is kept minimum in
GFDM and CFBMC-OQAM since a single CP is added for the entire block that contains
multiple sub-symbols.
Physical impairments like phase noise (PN), and in-phase and quadrature (IQ) imbalance
are major sources limiting performance of multi-carrier systems [12]. The impact of PN can
be separated into two components, namely common phase error (CPE) and inter-carrier
interference (ICI), in the frequency domain [13]. While the first component results in a
common rotation of all symbols in the same transmission block, the second component is
different for every symbol. To compensate for the PN impact, many papers estimate CPE
and assume ICI as Gaussian noise [14–17]. This assumption does not always hold true in
practice, especially when PN is not small. Moreover, iterative PN compensation algorithms
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are proposed to replicate the PN-free transmitted signal and then use it to estimate the PN
in the time domain [18, 19]. However, these algorithms do not work well for large PN due
to error propagation, an inherent problem of an iterative algorithm. Another disadvantage
of iterative algorithms is their long latency. In [14,20–22], the authors propose non-iterative
algorithms to compensate for the PN impact. Specifically, in [14], the PN and channel are
first jointly estimated by solving a constrained quadratic optimization problem, but under
overly simplified constraints. The optimization problem in [14] is revisited in [20–22] with
more realistic constraints. Compared to [20], the proposed algorithms in [21, 22] have lower
complexity.
Different from PN which is randomly varying, IQ imbalance is a static impairment [12,23].
As such, the IQ imbalance parameters are estimated only once for the whole transmission. It
is shown in [23–26] that in the presence of IQ imbalance, the received signal contains not only
the linear component, which is a linear convolution between the transmitted signal and the
channel, but also the complex conjugate of the linear component which significantly degrades
the system performance. Algorithms are proposed in [16,23,24] to estimate the IQ imbalance
parameters based on an assumption that without IQ imbalance, the channel has a “smooth”
frequency response since the coherence bandwidth of the channel is commonly larger than the
inter-carrier spacing. In [27], the authors propose a novel approach to estimate the mixer’s
IQ imbalance which is isolated from the fading channel estimation by exploiting the channel
coherence in both time and frequency domains. However, in order to achieve a reasonable
performance, multiple training symbols are used.
In the presence of both PN and IQ imbalance, an algorithm is proposed in [15,28,29] to
compensate for the impairments. In these papers, the PN and channel impulse response are
first estimated based on a transmitted preamble. Given the estimates, the IQ imbalance pa-
rameters can be found. Such an algorithm is further extended when multiple-input multiple-
output (MIMO) transmission is considered. The estimation of IQ imbalance in [15, 28, 29]
highly depends on the estimation errors of PN and the channel. This consequently results
in a performance degradation when the estimated IQ imbalance is used for compensation in
the rest of data blocks. As a further development of the work in [23, 24], the impact of PN
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is included in [16,30]. Given the IQ imbalance compensation, the PN is estimated and then
compensated for the data blocks. A simple joint estimation and compensation technique
to estimate channel, PN and IQ imbalance is proposed in [17]. A sub-carrier multiplexed
preamble structure having a minimum overhead is introduced and used in the estimation
of IQ imbalance parameters as well as the initial estimation of the effective channel matrix,
including CPE. Then, a novel tracking method based on the second-order statistics of ICI
and noise is used to update the effective channel matrix throughout a transmission frame.
Main Contributions: In this paper, a generalized model of signal processing for CP-based
multi-carrier modulation systems, including but not limited to OFDM, GFDM and CFBMC-
OQAM, is first presented. We then introduce a unified algorithm which contains two stages
to estimate and then compensate for the impacts of PN and IQ imbalance. In the first stage,
the channel impulse response and IQ imbalance parameters are first estimated based on the
transmission of a preamble. Given the estimates from the first stage, in the second stage
the IQ imbalance and PN are compensated in that order based on the pilot symbols for
the rest of data transmission blocks. The preamble is designed such that the estimation of
IQ imbalance does not depend on the estimated channel and PN. Given the estimated IQ
imbalance, the channel impulse response is estimated. The computational complexity of the
first stage is analyzed and reduced based on the structure of the proposed preamble. The
proposed algorithm is then further extended to a MIMO system with a transmit diversity
technique. A general scenario is considered in which each receive antenna suffers from a
different impact of IQ imbalance and PN. The preamble design is then generalized for the
MIMO system so that the IQ imbalances as well as channel impulse responses can be easily
estimated while only one transmission block is needed for the preamble. The developed
algorithm makes no assumption about having small IQ imbalance or PN. Simulation results
are provided in a variety of scenarios to show the effectiveness of the proposed algorithm.
Notations: Lowercase letters are used to denote scalars. Lowercase boldface and upper-
case boldface letters stand for vectors and matrices, respectively. Symbols (·)†, (·)T , (·)H ,
(·)−1, (·)∗, |·|, ||·||2, ∗, and ~ denote pseudo-inverse, transpose, Hermitian, inverse, com-
plex conjugate, modulus, `2-norm, linear convolution, and circular convolution operations,
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respectively. Symbols R{·}, I{·}, diag[·], and E[·] denote the real and imaginary parts of a
complex variable, a diagonal matrix if the argument is a vector, or a vector if the argument
is a diagonal matrix, and expectation operation, respectively. 1N×1 denotes a column vec-
tor whose N components are all 1’s. CN (µ, Σ) represents a circularly symmetric Gaussian
random vector with mean µ and covariance matrix Σ. This paper use (t) to denote the
continuous time signal and [n] to denote discrete-time signals.
6.2 System Model
6.2.1 CP-Based Multi-Carrier Systems
Figure 6.1 illustrates a CP-based multi-carrier system under consideration. An informa-
tion bit sequence bi corresponding to the ith transmission block is first encoded to obtain
a coded-bit sequence ui, which is then mapped into a symbol sequence di by quadrature-
amplitude modulation (QAM) mapper. Next, the symbol sequence di is modulated by
multiplying with a general multi-carrier modulation matrix Gt to obtain
xi =
[
xi[0] xi[1] · · · xi[N − 1]
]T
= Gtdi. (6.1)
Before transmitting over a wireless channel, a CP of length Ng is added into xi to obtain
x̃i =
[
xi[N −Ng] · · · xi[N − 1] xi[0] · · · xi[N − 1]
]T
. To overcome the inter-symbol
interference (ISI) induced from the multipath fading channel, Ng is chosen such that Ng ≥
Nc − 1, where Nc is the length of the channel impulse response. The signal x̃i then goes
through the D/A converter and is up-converted to a passband signal xi(t). The received
passband signal is
yi(t) = h(t) ∗ xi(t) + wi(t), (6.2)
where h(t) is the impulse response of the channel and wi(t) is thermal noise.
At the receiver, yi(t) is first down-converted to baseband, filtered and sampled (by the
A/D converter). After removing CP, the received signal yi =
[
yi[0] yi[1] · · · yi[N − 1]
]T
can be written as
yi = Hxi + wi (6.3)
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Figure 6.1: A CP-based multi-carrier transceiver.
where H is an N × N circulant matrix whose columns are the shifted versions of the first
column
[




h[0] h[1] · · · h[Nc − 1]
]T
is the complex-baseband
discrete-time equivalent channel impulse response of h(t). It is assumed that h ∼ CN (0, Σ).
For all CP-based multi-carrier systems, H can always be written as H = FHΓF where F






Γ is a diagonal matrix whose diagonal is the channel frequency response hf . The vector
wi ∼ CN (0,σ2wI) represents Gaussian noise in the ith transmission block.
To detect the transmitted signal, yi is passed through a DFT, then a channel equalizer
and an IDFT to obtain x̂i. The output signal of the IDFT block is demodulated with a bank
of filters to obtain
d̂i = Grx̂i (6.4)
where the multi-carrier demodulation is represented by matrix Gr. The output d̂i is finally
passed through a demapper and then a decoder to obtain ûi and b̂i, respectively.
For OFDM, Gt = F
H , Gr = F and di is a column vector of N complex QAM symbols.
For GFDM, di is also a set of N complex QAM symbols but it is generated differently from
OFDM. Specifically, the symbol sequence after the mapper is first arranged into a block-
based structure of M time slots and K sub-carriers so that N = M × K. Then, di is
obtained by vectorizing that block-based structure. In GFDM, Gr = G
H
t for matched-filter
(MF) demodulation and Gr = G
−1
t for zero-forcing (ZF) demodulation. For CFBMC, di is
a 2N × 1 real -valued column vector which is constructed similarly as in GFDM but from
a K × 2M structure. For the receiver of CFBMC, Gr = GHt . Thanks to the real-domain
orthogonality, the estimate of di is obtained by taking the real part of the multi-carrier
demodulation output.
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6.2.2 PN and IQ Imbalance
PN and IQ imbalance mainly come from imperfect mixers in both transmitter and re-
ceiver. However, this paper assumes that only the receive mixer is impaired. This assumption
is commonly adopted in the downlink transmission from a base station to a mobile user where
the impact of PN and IQ imbalance is more severe at the receiver.
Define si = Fxi and si is the complex-conjugate mirroring version of si. Then the
presence of PN and IQ imbalance results in the following received signal:










HΓsi + vi (6.5)




i and Γ is a diagonal matrix whose diagonal is hf which is
obtained from hf by the complex-conjugate mirroring operation. The diagonal matrix Pi =
diag
[
ejφi[0] ejφi[1] · · · ejφi[N−1]
]
represents the PN corresponding to the ith transmission
block. In this paper, φi[n] is simply generated as a Wiener process [31, 32]. As such, the
discrete-time PN from an oscillator can be modeled as φi[n] = 2πfc
n−1∑
i=0
β[i] where fc is the
carrier frequency and β[i]’s are independent and identically distributed zero-mean Gaussian
random variables with variance σ2β = cvTs, cv is a constant describing the quality of the
oscillator1 and Ts is the sampling interval. For the asymmetrical IQ imbalance model [12],




(1− ge−jψ) and ε = 1
2
(1 + gejψ), (6.6)
where g and ψ denote the amplitude and phase offsets from IQ imbalance.
Performing DFT on zi results in
z
(f)





i = Fvi, Qi = FPiF
H and Qi = FP
H
i F
H . Both Qi and Qi are circular matrices.
Define Ii[l − q] and Ji[l − q] as elements at the lth row and the qth column of Qi and Qi,
1The 3-dB bandwidth ∆f3dB is related to the quality factor cv as ∆f3dB ∼ 2πcvf2c [21, 32].
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respectively. Then


















Ji[l − q] = I∗i [q − l].
(6.8)
Matrix Qi now can be written as
Qi =

Ii[0] Ii[−1] · · · Ii[2−N ] Ii[1−N ]






Ii[N − 1] Ii[N − 2] · · · Ii[1] Ii[0]
 . (6.9)
A similar expression can be obtained for Qi by replacing Ii by Ji.
It is worth pointing out that Ii[l − q] reflects the impact of PN on the received signal in





jφi[p] is known as CPE [32]. This value
is constant for all sub-carriers in the same block, but different from one block to the other.
When l 6= q, Ii[l − q] represents the interference induced by the qth sub-carrier on the lth
sub-carrier, i.e., ICI interference. This term randomly changes from one sub-carrier to the
next.




i the corresponding DFT of ρi. Given µ + ε














6.3 Proposed Algorithm for PN and IQ Imbalance Compensation
The proposed algorithm has two stages. In the first stage, the channel and IQ imbalance
parameters, i.e., µ and ε, are estimated based on the transmission of a preamble. Different
from [15,28,29], here the preamble is designed such that the estimation of IQ imbalance pa-
rameters is not affected by the estimation errors of the PN and channel. Given the estimates
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from the first stage and pilot symbols, the PN and IQ imbalance can be subsequently com-
pensated for the rest of data transmission blocks. In this paper, the preamble is transmitted
in the first block, i.e., i = 1, and the first stage is operated on the preamble only.
6.3.1 Stage 1: Estimation of IQ Imbalance, PN and Channel
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(c) cv = 5× 10−19
Figure 6.2: The first column of Qi. The values of cv are chosen such as ∆f3dB is in the order
of ten thousands hertz (a), thousands hertz (b) and hundreds hertz (c).
Fig. 6.2 shows the absolute values of the first column of Qi, which is the frequency-
domain representation of PN for the ith transmission block. The figure is obtained with 3
different values of cv, corresponding to ∆f3dB in the order of ten thousands, thousands and
hundreds hertz. It can be seen that when the PN is small, the CPE, i.e., Ii[0], dominates the
other components, hence the impact of ICI is negligible. However, when the PN is large, the
impact of ICI cannot be ignored. Interestingly, even when the PN is very large, the impact
of PN in the frequency domain can be well captured by a few components around Ii[0].
It is assumed that the frequency-domain PN corresponding to the preamble, i.e., i = 1,
can be approximately represented by
[
I1[−N] · · · I1[−1] I1[0] I1[1] · · · I1[N]
]
, where





I1[0] I1[−1] · · · 0 · · · 0 I1[N] I1[N − 1] · · · I1[2] I1[1]




















1 [1] · · · 0 · · · 0 I∗1 [−N] I∗1 [1−N] · · · I∗1 [−2] I∗1 [−1]














1 [2] · · · 0 · · · I∗1 [−N] I∗1 [1−N] I∗1 [2−N] · · · I∗1 [−1] I∗1 [0]
 ,
(6.12)









f [N − 2N − 1]s∗1[N − 2N − 1] + · · ·+





























































































1 [N + 1] = {I1[−N]hf [2N + 1]s1[2N + 1] · · ·+ I1[N]hf [1]s1[1]}+{
I∗1 [N]h
∗
f [N − 2N − 1]s∗1[N − 2N − 1] + · · ·+





















































































It can be observed that, for each expression in (6.13) and (6.14), while the terms inside
the first curly brackets, which are related to µ, only contain symbols from the first half of






, the terms inside the second curly brackets,







and s1[N − 1]. As such, if either the first half or the second half of
s1 contains all zero elements, then either ε or µ can be estimated, respectively. Specifically,






, · · · , (N−1),
then (6.13) and (6.14) can be respectively rewritten as
z
(f)
1 [N + 1] = µ {I1[−N]hf [2N + 1]s1[2N + 1] · · ·+ I1[N]hf [1]s1[1]}+ v
(f)


















































1 [N + 1] = {I1[−N]hf [2N + 1]s1[2N + 1] · · ·+ I1[N]hf [1]s1[1]}+ ṽ
(f)


















































1 can be obtained as
z
(f)
1 [N + 1] = µρ
(f)




1 [N + 1]− µṽ
(f)






















































With the estimate of µ, ε can be estimated as
ε̂ = 1− µ̂∗. (6.19)
The performance of IQ imbalance estimation can be evaluated in terms of the mean







• Similarly, ε can be estimated first by designing the preamble such that the first half of














sample, i.e., they belong to the first half of the received signal z
(f)
1 . A similar analysis
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can be done for the second half of z
(f)
1 . However, the same conclusion related to how
s1 is designed would be reached.
• (2N+ 1) samples in the first half of the received signal z(f)1 are not used in estimating
the IQ imbalance parameters.
• Depending on how large ∆f3dB is, N can be chosen appropriately so that the PN
impact can be well captured. For instance, when ∆f3dB is in the order from hundreds
to thousands hertz, N = 2 would be enough to capture the PN impact as illustrated
in Figs. 6.2b and 6.2c. However, when ∆f3dB is very high, as in the order of ten
thousands hertz as shown in Fig. 6.2a, N = 4 is a better choice.
• The estimation of IQ imbalance does not require any knowledge about the fading
channel and PN.
PN and Channel Estimation
Given µ̂ and ε̂, IQ imbalance can be compensated from the received signal corresponding




≈ P1Hx1 + ŵ1 =
√
NP1F
HS1F̆h + ŵ1 (6.21)
where ŵ1 = P1w1, S1 = diag[s1] and F̆ is obtained from F by keeping the first Nc columns.
To estimate the channel impulse response, the inter-dependency between the channel h
and the PN P1 in (6.21) has to be resolved. Similar to [14, 20–22], the inter-dependency
can be decoupled by first obtaining an estimate of the channel which is a function of P1.
The estimated channel is then substituted into the optimization problem which minimizes
the MSE of PN estimate. The PN estimated from solving the optimization problem is then
used to finally obtain the estimated channel. It is pointed out that, to improve the quality
of the estimated channel, the minimum mean squared error (MMSE) method is used in this
paper rather than the least square (LS) method as in [14,20,21]. Furthermore, the proposed
algorithm estimates the channel impulse response rather than the channel frequency response
as proposed in [22]. The reason is that the length of a channel impulse response is usually
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much shorter than the length of its corresponding channel frequency response, and as such,
estimating the channel impulse response usually requires less transmitted pilots than that
from estimating the channel frequency response. This is especially useful when the MIMO
scenario is considered later where only one preamble is used to estimate multiple channel
impulse responses.













= rH1 P1 (I− 2Λ + ΛΛ) PH1 r1
(6.23)









Let F1 and F̆1 be obtained from F and F̆, respectively, by keeping the first N/4 rows,
and A be a diagonal matrix whose diagonal contains all the non-zero elements from the
first half of the preamble designed in the previous subsection. As such, Λ can be simplified










F1. It can be seen that the most
complicated operations in computing Λ related to matrix inversion and multiplication are
reduced from N -dimensional matrices to only N/2-dimensional matrices. The matrix inver-
sion in Λ can be further simplified if the preamble is designed such as AHA = IN/2 [22]
and the length of the channel impulse response is much shorter than the half length of the
preamble s1. Specifically, Λ can be rewritten as
Λ = NFH1 AF̆1Σ
(






In (6.24), the inversion complexity of an N/2-dimensional matrix is reduced to that of an
Nc-dimensional matrix. Furthermore, the matrix inversion does not depend on the preamble.
This means that it needs to be computed once only, provided that the statistics of channel
and noise do not change.
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Define U = (I − 2Λ + ΛΛ), R = diag [r1], and η =
[








subject to |ηj| = 1; j = 0, 1, · · · ,N − 1.
(6.25)
Similar to [21,22], the majorization-minimization algorithm is applied to solve (6.25). Define
V = λmaxIN where λmax is the maximum eigenvalue of U. A closed-form solution for (6.25)
is obtained as
ηt+1 = e
j arg(RH1 (U−V)R1ηt). (6.26)
In summary, to find a solution for the optimization problem (6.25), it is first initialized
at t = 0, i.e., η0, and then substituted into (6.26) to obtain η1. Next, η1 is substituted
into (6.26) to obtain η2 and so on. The algorithm terminates after a predefined number
of iterations, say Niter. The estimated PN is then substituted into (6.22) to finally obtain
the estimated channel impulse response. It is pointed out that, given the prposed preamble
design, the first stage can be carried out in the same way for all CP-based multi-carrier
systems considered in this paper.
6.3.2 Stage 2: Data Detection
In the second stage of the proposed algorithm, the impact of IQ imbalance and PN
shall be subsequently compensated for the data blocks. With the estimated IQ imbalance
parameters, the IQ imbalance is first compensated for the received signal corresponding to




≈ PiFHΓFGtdi + ŵi (6.27)
where 2 ≤ i ≤ Nf and Nf is the number of blocks in each frame. The IQ imbalance-
compensated signal ri then enters the PN compensation procedure. It is assumed that
the conjugate of PN, namely PHi , can be approximately represented as a multiplication































γi should be estimated (which shall be discussed shortly) so that Ωiγi can be used to de-
rotate the PN impact in the receiver. After the PN compensation, the output signal is further







p0 p1 · · · pT−1
]













be the transmitted signal corresponding to the pilot index
set. Define ∆
[p]
i as the matrix which is obtained from ∆i by keeping the rows corresponding






To estimate γi, LS estimation is used for simplicity.








































































































which is in the form of (6.28), where δ
(k,j)
i denotes the (k, j)th element of matrix ∆
[p]
i and
γi is related to γ̃i as
γi =

1 −j 0 0 · · · 0 0




... · · · ... ...




The proposed algorithm in the second stage does not require any iterations as the ones




Figure 6.3: Proposed preamble when Nt = 2.
latency and error propagation can be effectively avoided. Furthermore, different from the
existing literature, the PN is estimated in the second stage without making any assumptions
to simplify the PN model.
6.4 Extension to MIMO Systems
This section extends the algorithm proposed in the previous section to the MIMO systems.
Consider a MIMO system equipped with Nt transmit and Nr receive antennas. The channel
impulse response between the pth transmit antenna and the qth receive antenna is denoted
as hp,q and modeled as hp,q ∼ CN (0, Σp,q). Define xp,i and zq,i as the transmitted signal and
the received signal corresponding to the ith transmission block at the pth transmit antenna
and the qth receive antenna, respectively. Let Pq,i and (µq, εq) represent the impact of PN
and IQ imbalance corresponding to the qth receive antenna and the ith transmission block.











p,i + vq,i (6.31)




q,i and wq,i represents Gaussian noise in the ideal case, i.e.,
without PN and IQ imbalance, and Hp,q is a circulant matrix built from hp,q.
6.4.1 Stage 1: IQ Imbalance, PN and Channel Estimation
Preamble Design and IQ Imbalance Estimation
Observe from (6.31) that all the transmitted signals appear as pairs of linear components,




p,i in the received signal. Such observation motivates us to propose
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a preamble as illustrated in Fig. 6.3 for the case Nt = 2. Specifically, there is one preamble
for each transmit antenna which contains only one transmission block. The transmitted
preamble from each transmit antenna shall be non-overlapped with the ones from the other
transmit antennas. Furthermore, each transmitted preamble is designed by following the
same principle presented in Section 6.3.1.
The received signal at the qth antenna corresponding to the preamble and after removing











p,1 + vq,1 (6.32)























With the proposed preamble design in Fig. 6.3, where s1,1[n] 6= 0 when n = 0, · · · , N4 − 1
and s2,1[n] 6= 0 when n = N4 , · · · ,
N
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q,1[N + 1] = µqρ
(f)


















































































































th sample do not depend on the non-zero elements in s2,1. Similarly, the













not depend on the non-zero elements in s1,1.












ε̂q = 1− µ̂∗q
(6.38)
in which ϑ =
[



















the cardinality of ϑ.













depend on the non-zero elements from both s1,1 and s2,1. As such, they cannot be used
to estimate the IQ imbalance parameters. Compared to the SISO scenario, 2N samples
cannot be used to estimate the IQ imbalance parameters which, therefore, results in a
degradation in the quality of IQ imbalance estimation. However, when the number of
samples is large enough, this degradation can be negligible.
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• The preamble design can be straightforwardly extended when the number of transmit
antennas is greater than two. In general, withNt transmit antennas, (2
Nt−1N+2N+1)
samples in the first half of the preamble cannot be used in estimating the IQ imbalance
parameters.
PN and Channel Estimation
Once µ̂q and ε̂q are obtained, the IQ imbalance compensation is performed on the pream-







Hp,qxp,1 + ŵq,1 (6.39)
where ŵq,1 = Pq,1wq,1. The above equation can be rewritten as follows:














and Sp,1 = diag[sp,1]. Equation (6.40) is now similar to (6.21). As such, the channel can be
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λq,maxIN×N where λq,max is the maximum eigenvalue of Uq. Let Rq = diag [rq,1], and
ηq =
[
ηq,0 ηq,1 · · · ηq,N−1
]T
= diag [Pq,1]
H . Then, the PN from the qth receive mixer







subject to |ηq,n| = 1; n = 0, 1, · · · ,N − 1.
(6.42)
A closed-form solution for (6.42) is obtained as
ηq,t+1 = e
j arg(RHq (Uq−Vq)Rqηq,t). (6.43)
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The estimated PN obtained from the optimization problem is then substituted back into
(6.41) to find hq,MMSE.
Remarks:
• Only one transmission block is required as a preamble to perform the first stage of the
proposed algorithm, making it spectrally efficient.
• With the proposed preamble, estimation of IQ imbalance parameters as well as the set
of channel impulse responses corresponding to a given receive antenna can be performed
as (6.38) and (6.41), respectively.
• The algorithm in the first stage can be significantly simplified based on the structure












where A is the N/4 × N/4 diagonal matrix whose diagonal contains all the non-zero
elements of the preamble. Matrices F1 and F̆1 are obtained from F and F̆, respectively,
by keeping the first N/4 rows. On the other hand, matrices F2 and F̆2 are obtained









6.4.2 Stage 2: Data Detection
For a MIMO system, the use of multiple antennas can be broadly classified into two
categories: spatial multiplexing techniques and spatial diversity techniques [34, 35]. While
the first class aims to increase the transmission rate, the second class is to improve the
transmission reliability. This paper focuses on a diversity technique, namely space-frequency
block code (SFBC) [34,35].
Generation of SFBC for CP-Based Multi-Carrier Systems
To implement SFBC for CP-based multi-carrier systems, this paper proposes a strategy




















Figure 6.4: SFBC in CP-based multi-carrier systems when Nt = 2.
di is first transformed to s̃i = FGtdi. Then s̃i =
[





s̃i[0] −s̃∗i [1] · · · −s̃∗i [N − 1]
]T
. Finally, ŝi is passed through a space-time block
code (STBC), which can be the Alamouti code [34] for Nt = 2. The generated signals s1,i
and s2,i for two transmit antennas which are finally passed through an IDFT block to obtain
x1,i and x2,i, respectively.
The transmitted signal on the first transmit antenna is the same as in the single-antenna
system, i.e., Gtdi, whereas the transmitted signal on the second transmit antenna is an
orthogonally transformed version of the one from the first antenna. For OFDM, Gt = F
H ,
so that s̃i = di. Compared to the conventional MIMO-OFDM with SFBC [34, 35], the
proposed strategy is different in the way that a new block, namely FGtdi, is added in order
to adapt to the general multi-carrier modulation matrix Gt.
At the receiver, signal processing can be carried out in a similar manner as in the SISO
system. However, the channel equalizer is replaced by an SFBC combiner. The estimate







































and r̃q,i is the received signal corresponding to the ith transmission block at the qth receive
antenna after DFT. From (6.45), the transmitted signal di can be finally recovered.
Data Detection
The received signal at the qth receive antenna corresponding to the ith data transmission







Γp,qsp,i + ŵq,i (6.48)
where ŵq,i = Pq,iwq,i, sp,i = Fxp,i and 2 ≤ i ≤ Nf .
Similar to the SISO scenario, it is assumed that the conjugate PN at the qth receive
antenna corresponding to the ith transmission block, i.e., PHq,i, can be approximately rep-





















and an unknown vector γq,i =[
γ
(0)




. The goal is to estimate γq,i so that Ωq,iγq,i can be used to multiply
with the received signal rq,i to compensate for the PN impact.




Γp,qsp,i + w̄q,i (6.49)
where w̄q,i = diag[ŵq,i]Ωq,iγq,i. The received signal is further processed to detect the trans-
mitted signal by first passing through a DFT. Define Υq,i = Fdiag[rq,i]Ωq,i and w̃q,i = Fw̄q,i.
Then the signal after DFT is written as
r̃q,i = Υq,iγq,i ≈
Nt∑
p=1
Γp,qsq,i + w̃q,i. (6.50)
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To illustrate how γq,i can be estimated based on the transmitted pilot symbols, a 2 × 2
MIMO system is considered. Given the PN-compensated received signal r̃q,i, the transmitted
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It is worth pointing out that the channel frequency responses in L̂ are from the estimated
















































































Equation (6.51) can be rewritten as
ŝi = ∆iγ̂i (6.53)
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∆i[N − 2, :]
−∆̄i[N − 1, :]

γ̂i = ∆̂iγ̂i (6.54)
in which ∆̄i[n, :] is obtained from ∆i[n, :] by first conjugating ∆i[n, :] and then swapping
locations of the first half and the second half of the conjugated result.
Define p =
[
p0 p1 · · · pT−1
]













as the transmitted signal corresponding to the pilot index
set for the ith transmission block. Furthermore, define ∆̆
[p]
i as the matrix obtained from
∆̆i = GrF











For CFBMC, a similar adjustment as presented in Section 6.3.2 needs to be performed in




(γ̂i [1 : Nb] + γ̂
∗




(γ̂i [Nb + 1 : 2Nb] + γ̂
∗
i [3Nb + 1 : 4Nb]) .
(6.56)
Before closing this section, it is pointed out that the proposed algorithm can be applied
to the general case where each receive antenna experiences different IQ imbalance and PN
impact. In the special case when all receive antennas are using the same mixer to down-
convert the received signal and thus experience from the same IQ imbalance and PN, then
the estimation of IQ imbalance, PN, and channel impulse responses can be further improved
by averaging (6.38), (6.43), and (6.56).
6.5 Simulation Results
In this section, performance of the proposed two-stage PN and IQ imbalance com-
pensation algorithm is evaluated in various scenarios and with parameters listed in Ta-
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Table A.2: Simulation parameters.
Channel coding
Convolutional code (Rate: 1/3;
Constraint length: 7; Generator
polynomials: [133 171 165]8);
Channel decoding Hard-decision Viterbi decoding;
Modulation 16-QAM;
Block structure
N = 768 (OFDM);
K = 256;M = 3 (GFDM, CFBMC);
Prototype filter
CFBMC: Martin;
GFDM: Raised Cosine (Roll-off factor: 0.1);
Blocks/Frame Nf = 10;
Carrier frequency fc = 6 GHz;
Bandwidth B = 100 MHz;
Sampling interval Ts = 1/B;
Channel EVA (Ng = 251);
MIMO Nt = 2;Nr = 2; SFBC;
Phase noise cv = {5× 10−19; 5× 10−18; 2× 10−17};
IQ imbalance
SISO: g = 1.1;ψ ∼ U[−π/36;π/36];
MIMO: g = [1.1; 1.05];ψ ∼ U[−π/36;π/36];
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ble A.2. Among many CP-based multi-carrier modulation systems, this paper investigates
OFDM, GFDM and CFBMC-OQAM as they represent different classes of multi-carrier sys-
tems, namely, orthogonal, non-orthogonal and real-domain orthogonal systems, respectively.
The simulation results are first presented for SISO, and then for MIMO systems. When
cv = 5 × 10−19 and cv = 5 × 10−18, N = 2 is chosen. However, when cv = 2 × 10−17, i.e.,
more severe PN, N = 4 is chosen.
The PN estimation in the first stage is initialized with η0 = 1N×1 and the number of
iterations is set to Niter = 10. To perform the second stage, pilots are inserted into each
transmission block at positions q1 = 2 + 4n1 where n1 = 0 : 191 for OFDM and n2 = 0 : 63
in each time slot for CFBMC and GFDM. It is pointed out that, different from OFDM,
CFBMC and GFDM have block-based structures. Therefore, the above pilot configuration
in each time slot results in 192 total pilot symbols in CFBMC and GFDM, which is the same
number of pilots for OFDM. This pilot configuration corresponds to a pilot ratio 1/4. For
simplicity the ZF demodulator is used for GFDM.
6.5.1 SISO Scenario
For the preamble s1, a length–
N
2
Zadoff-Chu sequence with the sequence index u = 25 is
generated for the first half, and all zero elements are set for the second half.
Stage 1
Performance of the first stage is illustrated in Fig. 6.5 for the IQ imbalance estimation,
PN estimation, and channel impulse response estimation. Recall that with the proposed
preamble design, the first stage can be performed in the same way for all CP-based multi-
carrier systems. As such, the performance in Fig. 6.5 would apply for all three CP-based
multi-carrier systems considered in this paper. In the simulation, PN is varied from medium
when cv = 5 × 10−19 to very high when cv = 2 × 10−17. For the IQ imbalance, while
the amplitude imbalance is set to g = 1.1, the phase imbalance is generated as a uniformly
distributed random variable over −π/36 to π/36. When the proposed algorithm is employed,
its performance is labeled based on the value of cv. On the other hand, “No PN and IQ”
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Figure 6.5: MSE performance of CP-based SISO multi-carrier systems in the presence of PN
and IQ imbalance.
refers to the ideal case where there is no PN and IQ imbalance at the receive mixer, “PN
and IQ” is obtained under the impact of IQ imbalance and PN with cv = 5 × 10−19 and
without performing any compensation.
First, for the channel MSE performance, it can be seen that the system completely fails
on estimating the channel impulse response in the presence of PN and IQ imbalance even
under the lowest level of PN 2. However, when the first stage is applied, the channel MSE
performance is significantly improved. Specifically, only approximately 5.5 dB performance
gap is observed at MSE = 10−4 between “No PN and IQ” and the proposed algorithm
when cv = 5× 10−19. When the PN level is increased by 10 times, i.e., cv = 5× 10−18, only
additional 0.2 dB loss is seen. When cv = 2×10−17, the performance gap is further increased
by around 1.3 dB.
By adaptively choosing N, the MSE performance of IQ imbalance and PN estimations is
not much different when varying the PN level. In particular, for the IQ imbalance estimation,
2This is the reason why the performance curves for “PN and IQ” when cv = 5× 10−18 or cv = 2× 10−17
are not shown in Fig. 6.5.
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Figure 6.6: Bit-error rate performance of CP-based SISO multi-carrier systems in the pres-
ence of PN and IQ imbalance. (a) OFDM, (b) CFBMC, (c) GFDM, (i) cv = 5× 10−19, (ii)
cv = 5× 10−18, and (iii) cv = 2× 10−17.
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only 0.6 dB and 2.7 dB performance losses are observed when the PN level increases from
cv = 5 × 10−19 to cv = 5 × 10−18 and from cv = 5 × 10−19 to cv = 2 × 10−17, respectively,
at MSE = 10−4. For the PN estimation, the performance gap between cv = 5 × 10−19 and
cv = 2× 10−17 is only 0.8 dB at MSE = 10−2. The MSE performances when cv = 5× 10−19
and cv = 5× 10−18 are almost the same.
Stage 2
Performance of the second stage in terms of the bit-error rate (BER) is shown in Fig.
6.6. For the second stage, it is assumed that all bases are generated from a DFT matrix.
First, it can be seen that in the ideal case, i.e., “No PN and IQ”, the BER performance of
OFDM is slightly better than that of CFBMC and GFDM. In particular, at BER = 10−5,
the degradations are approximately 1.6 dB and 1.2 dB for CFBMC and GFDM, respectively.
These degradations are due to, respectively, noise enhancement induced from the use of ZF
demodulator in GFDM [7] and the self-interference in CFBMC [22]. Similar to channel
estimation performance, in the presence of PN and IQ imbalance, all the considered CP-
based multi-carrier systems fail on detecting the received signal without any compensation.
By deploying the proposed algorithm, performance of the systems is clearly improved. When
cv = 5× 10−19, increasing the number of bases from 8 to 16 helps to further gain 2.0 dB for
OFDM, 0.9 dB for CFBMC and 1.8 dB for GFDM at BER = 10−5. Compared to the ideal
case, only 3.1 dB, 2.6 dB, and 3.3 dB performance losses are observed for OFDM, CFBMC,
and GFDM, respectively, when 16 bases are used in the proposed algorithm.
When cv = 5× 10−18, the performance gaps between “No PN and IQ” and the proposed
algorithm using 16 bases are 3.7 dB, 3.5 dB and 3.7 dB for OFDM, CFBMC, and GFDM,
respectively, at BER = 10−5. Therefore, only around 0.6 dB, 0.9 dB and 0.4 dB losses are
observed even when compared to the case cv = 5 × 10−19. When cv = 2 × 10−17, although
increasing the number of bases still considerably improves the detection, performance of all
three systems is saturated above BER = 10−4.
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Figure 6.7: MSE performance of CP-based 2× 2 multi-carrier systems in the presence of PN
and IQ imbalance.
6.5.2 MIMO Scenario
For the MIMO scenario, it is assumed that Nt = Nr = 2. The preamble is designed
such that s1,1[n] 6= 0 when n = 0, · · · , N4 − 1 and s2,1[n] 6= 0 when n =
N
4
, · · · , N
2
− 1. The




the sequence index u = 25. Here, PN and IQ imbalance are generated differently for each




and ψ ∼ U[−π/36;π/36].
Stage 1
To evaluate the MSE performance of the first stage, the Frobenius norm is used for the
estimated channel impulse responses, estimated IQ imbalances and estimated PNs. Perfor-
mance of the first stage is shown in Fig. 6.7. There is not much difference in the MSE
performances when cv = 5× 10−19 and cv = 2× 10−17. For the channel estimation, approxi-
mately 1.9 dB performance loss is observed at MSE = 10−4 between the ideal case and the
proposed algorithm when cv = 5 × 10−19. For the IQ imbalance estimation, about 1.1 dB
and 2.3 dB gaps are seen when the PN level increases from cv = 5× 10−19 to cv = 5× 10−18
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Figure 6.8: Bit-error rate performance of 2× 2 MIMO-OFDM in the presence of PN and IQ
imbalance. (i) cv = 5× 10−18, and (ii) cv = 2× 10−17.
and from cv = 5 × 10−19 to 2 × 10−17, respectively. The difference is unnoticeable for PN
estimation.
Stage 2
Performance of the second stage is shown in Fig. 6.8. Since there is a strong similarity
in the BER performance of the considered CP-based multi-carrier systems in the SISO
scenario (see Fig. 6.6), only performance of the OFDM system is presented in Fig. 6.8 for
the MIMO scenario. Furthermore, the performance when cv = 5× 10−19 is not shown since
it is very similar to the performance when cv = 5×10−18. First, observe that by using SFBC
the proposed algorithm substantially enhances the decoding performance. In particular,
compared to the SISO case, the compensation performance is significantly improved even
when only one basis is deployed. When cv = 5× 10−18, increasing the number of bases from
1 to 8 helps to gain approximately 3.5 dB at BER = 10−5. The performance gap between
the ideal case and the proposed algorithm is only about 1.3 dB at BER = 10−5 when 8 bases
are used.
While there is a performance saturation when cv = 2× 10−17 in the SISO case (see Fig.
6.6), with the help of the diversity technique the error performance of the proposed algorithm
is not saturated and is much better in the MIMO scenario. Only approximately 3.8 dB gap
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at BER = 10−5 is seen between “No PN and IQ” and the proposed algorithm using 8 bases.
6.6 Conclusions
In this paper, the impacts of PN and IQ imbalance are first analyzed for CP-based multi-
carrier modulation systems, including but not limited to OFDM, GFDM and CFBMC. Then,
a unified two-stage algorithm was proposed to compensate for the impacts of PN and IQ
imbalance. Specifically, the IQ imbalance parameters and channel impulse response are
estimated in the first stage based on the transmission of a preamble which is designed such
that the estimation of IQ imbalance does not depend on the estimation errors of the estimated
channel and PN. Given the estimates from the first stage, the IQ imbalance and PN are
compensated subsequently in the second stage. The proposed algorithm is further extended
to a spatial-diversity MIMO system where the IQ imbalance and PN are different for each
receive antenna. Simulation results were presented and discussed in detail to demonstrate
the effectiveness of the proposed algorithm in a variety of PN and IQ imbalance conditions.
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7. Summary and Suggestions for Further Studies
7.1 Summary
Due to the low complexity implementation of channel estimation and equalization, CP-
based multi-carrier modulation techniques including OFDM, CFBMC-OQAM and GFDM
have become popular choices in many communication systems. This thesis focused on two
main topics: (i) the integration of CP-based multi-carrier systems with the other techniques
and (ii) the impacts of physical impairments and their compensation in CP-based multi-
carrier systems.
In the first contribution, an OFDM-based FD communication scenario between two nodes
in the presence of the most relevant physical impairments, namely PN, IQ imbalance and
nonlinearity, is considered. The impact of physical impairments on the received signal in FD
communication scenario is first analyzed. Based on that analysis, an iterative SIC algorithm
is proposed in which the SIC and data detection benefit from each other. To improve the
quality of the SIC, the physical impairments are estimated and compensated. Performance
of the proposed algorithm is shown to outperform the existing algorithms.
In the second contribution, the impact of PN is evaluated in CFBMC-OQAM systems. It
is first shown that in the presence of PN, the self-interferences, namely ISI and ICI, drastically
degrade performance of CFBMC-OQAM. Then, an algorithm is proposed to compensate for
the PN impact in CFBMC-OQAM in which channel frequency response is assumed to be
known at the receiver. In this algorithm, the impact of PN in the conjugation form can be
captured by a multiplication of a known basis matrix and an unknown vector which is then
estimated based on pilot symbols. Only a small performance gap is observed between the
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proposed algorithm and the ideal case where there is no PN.
As an extension of the second contribution, the impact of imperfect channel estimation is
considered in the third part of this research. In order to take into account channel estimation,
a two-stage PN compensation algorithm is proposed in which the channel frequency response
is estimated in the first stage based on the transmission of a preamble. Given the estimated
channel, the PN impact can be compensated for the rest of data transmission blocks in
the second stage. The strategy to design the preamble is also presented in this part of
the research. From the simulation results, the proposed algorithm is shown to effectively
estimate the channel information as well as compensate for the PN impact.
In the last contribution, the impact of IQ imbalance is also included in addition to PN and
imperfect channel estimation. A two-stage algorithm is developed to take the impact of IQ
imbalance into account. Along with the channel, the IQ imbalance parameters are estimated
in the first stage. The preamble in this chapter is designed to be spectrally efficient and the
estimation of IQ imbalance does not depend on the estimation errors of estimated channel
and PN. Given the estimate from the first stage, the IQ imbalance and PN are subsequently
compensated in the second stage. The proposed algorithm is further extended to a MIMO
system where the PN and IQ imbalance are different in each receive antenna. The preamble
design is also generalized for the MIMO system. Only one transmission symbol is needed to
be transmitted as the preamble. To further improve performance of the proposed algorithm,
a diversity technique is considered in the MIMO system. Simulation results are presented
for three systems, namely OFDM, GFDM and CFBMC-OQAM. The proposed algorithm is
shown to effectively compensate for PN and IQ imbalance impacts.
7.2 Suggestions for Further Studies
As a further development of the first contribution, the combination of a general CP-
based multi-carrier system and FD communication under the impact of physical impairments
could be studied. Different from the first contribution which considers an orthogonal system,
i.e., OFDM, the other classes of CP-based multi-carrier systems can be considered as well.
Without a strict orthogonal condition, more challenging issues are expected related to the
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impact of SI. For example, as described in Section 2.2.3, because GFDM is a non-orthogonal
system, it suffers from the self-interference even under the ideal transmission condition. As
such, when integrated with FD communications, an SIC should be designed such that it
can handle not only the ordinary SI resulting from the FD communications, but also the SI
due to the non-orthogonality. Including physical impairments would further complicate the
design of an effective SIC algorithm.
Second, it was shown that the use of CP can eliminate the IBI, provided that its length
is chosen sufficiently large compared to the channel length. While a long CP leads to a
significant reduction in both bandwidth and power efficiencies since the CP does not carry
any useful information, a CP whose length is shorter than the length of the channel impulse
response results in ICI and IBI [3, 4]. In general, while the CP length is usually specified
based on a standard, the channel length could change randomly. This possibly results in a CP
insufficiency. As such, the impact of insufficient CP could be studied in a general CP-based
multi-carrier system. The compensation of insufficient CP generally requires knowledge of
not only the transmitted signal from the previous block to remove the IBI, but also the
channel state information to remove the ICI impact. When physical impairments are also
included in the insufficient CP scenario, it further complicates the design of compensation
algorithms.
Third, not only PN and IQ imbalance, nonlinearity is also shown to be a critical factor
that significantly degrades performance of a multi-carrier system in general. However, the
impact of nonlinearity has only been considered for OFDM systems in conjunction with FD
communications in this thesis. As relatively new multi-carrier techniques, there have not
been many studies that examine performance of CFBMC-OQAM and GFDM in the pres-
ence of nonlinearities. To evaluate performance degradation induced from nonlinearities, the
Bussgang decomposition can be applied [5, 6]. This decomposition provides an exact prob-
abilistic relationship between the output and the input of a nonlinear system. Specifically,
the output is equal to a scaled version of the input plus uncorrelated distortion. Applying
this decomposition would help to analytically derive performance of the new waveforms in
the presence of nonlinearities in terms of achievable datat rate, BER, etc.
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Last, to further improve the applicability as well as the validity of all the studies in this
research, additional works need to be considered. For example, in the first contribution, the
BER performance obtained from the proposed algorithm should be compared with the BER
performance when HD is considered and there are no physical impairments (which serves
as the lower bound), to further show the effectiveness of the proposed algorithm in cancel-
ing SI and compensating physical impairments. Second, to simplify the development of the
proposed algorithm, the remote device is assumed to be free of physical impairments. This
assumption may not hold true in practice. Furthermore, the trade-off between the computa-
tional complexity and processing latency of the proposed iterative SI compensation algorithm
is needed. In the second and third studies where the impact of PN and its compensation
are considered for CFBMC-OQAM systems, to improve the quality of the estimated channel
and thus the PN compensation, statistics of channel and noise are assumed to be known and
MMSE estimation can be performed. In practice, this information needs to be estimated
and thus its estimation error should also be taken into account. Furthermore, since the first
stage of the proposed algorithm is performed iteratively, the latency induced from the first
stage should be analyzed. In the last study where IQ imbalance is considered together with
PN and imperfect channel estimation, the IQ imbalance distortion is assumed to be from
mixers only, which is commonly known as frequency-independent IQ imbalance. However,
the mismatches between the I and Q branches due to transmit/receive analog filters and
DAC or ADC, which is frequency-dependent IQ imbalance, has not been considered. Addi-
tionally, the impacts of PN and IQ imbalance should also be considered at the transmitter
for the last three studies in this thesis.
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