Abstract-Semidefinite programming problem is an important optimization problem that has been extensively investigated. A real-time solution method for solving such a problem, however, is still not yet available. This paper proposes a novel recurrent neural network for this purpose. First, an auxiliary cost function is introduced to minimize the duality gap between the admissible points of the primal problem and the corresponding dual problem. Then a dynamical system is constructed to drive the duality gap to zero exponentially along any trajectory by modifying the gradient of the auxiliary cost function. Furthermore, a subsystem is developed to circumvent in the computation of matrix inverse, so that the resulting overall dynamical system can be realized using a recurrent neural network. The architecture of the resulting neural network is discussed. The operating characteristics and performance of the proposed approach are demonstrated by means of simulation results.
I. INTRODUCTION

C
ONSIDER the following minimization problem of a linear function subject to a linear matrix inequality: minimize (1) subject to: (2) where denotes the set of all symmetric matrices, and are linearly independent. The constraint (2) means that is positive semidefinite. Such a problem is usually referred to as a semidefinite programming problem. A vector satisfying the constraint (2) is called an admissible or a feasible solution of this problem. In the case that the inequality strictly holds, it is called strictly admissible or strictly feasible.
The semidefinite programming problem is of great interest because it covers many classes of scientific and engineering problems. For example, solving a linear matrix inequality (LMI) is to compute an admissible solution to an appropriate semidefinite programming problem. Because many important performance indexes of control system (e.g., and norms, frequency constraints, root constraints, etc.) can be formulated as a linear matrix inequality [1] , an efficient way to solve a linear matrix inequality is desirable for high performance control design. See [2] for more details of control design by a linear matrix inequality. The semidefinite programming problem also includes linear programming problems as a special case. Specifically, if all are diagonal, then the semidefinite programming problem becomes a linear programming problem. Similarly, it covers the case involving several linear matrix inequality constraints, where all are block-diagonal. Furthermore, the applications of the semidefinite programming problem can also include combinatorial optimization, quadratically constrained quadratic programming, maximum eigenvalue and matrix norm minimization, logarithmic Chebychev approximation, structural optimization, pattern separation, statistics, etc. See [1] and [3] - [5] for details.
In spite of its wide applicability, the semidefinite programming problem is difficulty to solve as it stands, because the constraint (2) can not be handled efficiently. For example, to check whether a matrix is positive semidefinite we need to compute its eigenvalues or all determinants of its principal submatrices. In the case that off-line computation is suitable, newly developed interior-point methods, such as reported in [4] and [6] - [8] , can be used to compute the solution. The advantage of these approaches is that the number of the iterations needed to obtain a solution for a given precision is less than a polynomial of the problem size. This property is also referred to as polynomial complexity. There are some efficient software packages developed using these methods; e.g., the LMI control toolbox of Matlab. However, these software packages are not efficient enough for real-time computation.
In recent years, neural networks become popular methods for real-time computation of many optimization problems. Especially, after Tank and Hopfield applied the Hopfield type recurrent neural network for the real-time computation of linear programming problem [9] , many encouraging results have been reported using recurrent neural networks to solve optimization problems; e.g., [10] - [14] . One of the main ideas is to build a recurrent neural network such that the state of the neural network represents the decision vector of the optimization problem and the dynamics of the neural network reflects certain gradient descent property of the corresponding cost function for the optimization problem used as an energy function. If such a recurrent neural network is implemented in hardware, the steady state of the dynamics can usually be reached within milliseconds. Hence it can be used for realtime computation. One of requirements to realize a dynamical system a recurrent neural network is that the computation of the dynamics must be simple enough such as a finite combination of addition, multiplication and composition of some simple functions such as threshold logic functions, sigmoid functions, etc.
Although the semidefinite programming problem is convex, existing methods, such as the one reported in [13] , do not directly lead to an effective neural network. In addition, it would be a formidable task to build neural network counterparts for these existing algorithms, such as reported in [6] and [4] , that are efficient in numerical computation. As such, it remains a challenge to design an effective neural network to solve a semidefinite programming problem.
In this paper, we present a recurrent neural network for semidefinite programming. The present approach is partly inspired by the primal-dual potential reduction approach in the optimization literature. To minimize the duality gap of the primal and dual problems, an auxiliary cost function is introduced. Then a modified gradient flow of the auxiliary cost function is obtained to be used as the dynamics of the neural network model. The state of the resulting model is guaranteed to converge to the optimal solution set. Furthermore, the convergence rate is shown to be exponential. To avoid the difficulty in the computation of matrix inverse involved in this model for a hardware implementation, a subnetwork is successfully developed. The architecture of the composite model is also discussed. The performance of composite neural network is demonstrated by use of some simulation results.
The paper is organized in six sections. In Section II we give some preliminaries concerning the concepts of duality gap and central trajectory. The duality gap is used as the measure of optimality of a solution in this paper. The central trajectory reflects the satisfaction of the constraint. In Section III we introduce an auxiliary cost function, develop a dynamical system for the semidefinite programming problem, and analyze its convergence. Section IV discusses how to realize the dynamical system developed in Section III as a recurrent neural network and introduces a subnetwork for the computation of the inverse of a time-varying matrix involved. Section V contains some simulation results that demonstrate the efficiency of the neural network developed. The last section concludes the paper. Some complicated mathematical proofs are included in the Appendix.
II. PRELIMINARIES
A. Duality Gap
For each semidefinite programming problem, we can associate it with another semidefinite programming problem which is called its dual problem. The dual decision vector lies in the dual space of the decision vector of the original primal problem. We can also define a duality gap for each pair of the primal and dual decision vectors. This duality gap is a linear combination of the costs of the original problem and its dual problem. The optimal solution of the original problem and that of the dual problem can be characterized as zero duality gap. As a result, we can compute the optimal solution by minimizing the duality gap.
Consider the problem defined by (1) and (2) as a primal problem. Then its dual problem can be defined [4] , [5] as
where denotes the trace of a matrix We can also define the concept of an admissible or feasible solution of the dual problem similar to the primal problem defined by (1) and (2) . For any admissible pair of those two problems, it is easily seen that simply because both and are required to be positive semidefinite. To simplify the subsequent analysis, we need the following assumptions.
Assumption:
1) The cost function is bounded below on the admissible set defined by 2) Both the primal problem defined by (1), (2) and the corresponding dual problem defined by (3)-(5) are strictly feasible; i.e., there exist a vector and a positive definite matrix such that
The first assumption is concerned with the consistency of the problem. In the case that this assumption is not satisfied, the minimum of the cost is negative infinity. The second assumption is not a restriction on a semidefinite programming problem either. In fact, many techniques have been reported that can convert a semidefinite programming problem into a primal and dual strictly admissible one. For example, we can obtain a primal and dual strictly admissible semidefinite programming problem by the "big-M" method reported in [15] . It is worth mentioning that by using the "big-M" method, we can also obtain an admissible solution to the original semidefinite problem if there exists one.
Under these assumptions, it is already known [4] that the following duality theorem holds.
Theorem 1 (Duality Theorem):
If the assumptions A-1 and A-2 are satisfied, then an admissible pair of the primal and dual problems defined, respectively, by (1), (2) , and (3)- (5) is optimal if and only if is termed as a duality gap. The optimal solution can be computed by minimizing the duality gap. Indeed, this idea is used in many studies such as those reported in [4] and [6] . We can justify this approach by the following analysis.
Note that the dual problem defined by (3)- (5) can also converted into the form of a primal problem. More specifically, the solution of (4) can be calculated as the following form:
where is an appropriate positive integer and are linearly independent symmetric matrices. Then the problem given by (3)- (5) is equivalent to the following problem: minimize (6) subject to (7) where
By the relation (4) we can see that
The duality gap now becomes Therefore, the primal and dual problems defined, respectively, by (1)- (5) can be solved simultaneously by solving the following combined problem: minimize (10) subject to (11) This combined problem is larger than the primal problem and its dual problem in terms of the dimension of the corresponding decision vector. However, it is known that its optimal cost value is zero, which provides an advantage for the development of appropriate optimization algorithms and the corresponding theoretical analysis.
B. Central Trajectory
The central trajectory reflects the constraints of the original and its dual problems. In the construction of an auxiliary cost function, we use logarithm barrier function to force these two matrices in the formulation of the original and its dual problems to be positive definite. Corresponding to a weighting factor associated with this penalty term we can obtain an optimal solution for this cost function. As the weighting factors vary, the solution forms a trajectory called central trajectory. This central trajectory converges to the optimal solution we search for. Therefore, the central trajectory can be used as good reference for optimality during the searching process for the optimal solution.
The idea of the interior-point methods for constrained optimization is to use some types of penalty functions or barrier functions to keep the decision vector to be an interior point of the admissible set of the problem in the searching process for the optimal solution. To keep the matrices and positive-definite while searching for the optimal solution, we commonly used barrier function is where denotes the logarithm of the determinant of the matrix Consider the following unconstrained optimization problem:
where The function can be organized as The first and second differential of can be calculated as By the assumption in (2), we know that are linearly independent. It follows that and is a strictly convex function. Therefore, the cost function is a strictly convex problem. Hence as long as it is admissible (i.e., both the primal and the dual problems defined, respectively, by (1)-(5) have an interior point in the admissible set), there exists a unique optimal solution for this problem. Let this optimal solution be denoted as Then for It can be checked that is also an admissible solution to the problems defined by (1)- (5), respectively, by direct computation. By the uniqueness of the optimal solution for any strictly convex function, there holds (13) It can also be directly checked that this optimal solution coincides with the optimal solution for another optimization problem defined as minimize: (14) subject to: (15) As varies, the optimal solution of the unconstrained problem (12) defines a curve. This curve is called a central trajectory.
Note that, as tends to , the central trajectory converges to the optimal solution pair of the primal and dual problems defined by (1)- (5), respectively.
Based on the above analysis, we obtain the following two properties concerning the central trajectory.
Lemma 1: Consider the combined problem defined by (10) and (11) .
1) An admissible pair is on the central trajectory if and only if (16) 2) For any admissible pair (17) Proof: Equation (1) is obtained combining (13) and (15) . Equation (2) is obtained since by (14) and (15) there holds
III. A MODIFIED GRADIENT SYSTEM
In this section, we will introduce an auxiliary cost function which incorporates the cost function and the constraint of the combined problem defined by (10) and (11), respectively. Then we construct a dynamical system based on the gradient of this auxiliary cost function. Starting from any strictly admissible solution the trajectory of this dynamical system converges to the optimal solution set of the combined problem. The convergence rate can be chosen to be exponential.
A. An Auxiliary Cost Function
Let us introduce an auxiliary cost function as follows: (18) for such that is an adjustable parameter. This auxiliary cost function has the following interesting properties.
Lemma 2: Consider the auxiliary cost function defined by (18) . 1) 2) 3) If there is a sequence such that then this sequence converges to the optimal solution set of the semidefinite programming problem. Proof: Clearly, by the positive definite property of and (17) in Lemma 1 we can obtain (1) and (2) . The last result is a direct conclusion of (2) .
Based on these results in Lemma 2, we can search for an optimal solution by minimizing this auxiliary cost function. Note that any optimal solution is a global optimal because the semidefinite programming problem is convex. Its gradient can be calculated by the techniques in [16] 
B. An Optimizing Dynamical System
In search of the minimum of the auxiliary function (18) , one may try to use the steepest descent method or the Newton's method. Unfortunately, the solution obtained might be a local optimal one since the function is not a convex function. In order to obtain the global optimal solution efficiently, similar to the learning algorithms in [17] and [18] , we propose a modified gradient system to compute the semidefinite programming problem as follows:
for (20) where is the Frobenius norm (i.e., ), and are any parameters that can be chosen freely. Later in this paper we can see that is preferred. In fact, the auxiliary cost function is the exponential of the primal-dual potential reduction cost function addressed in [4] and [6] . It is known [6, Th. 3 ] that for any strictly feasible point Therefore, the definition of (20) is justified. We can extend the definition of (20) to more general cases as follows:
for (21) where is the binary (hard-limiting) function defined as for for
It is worth noticing that the right-hand side of (21) (21) in the time interval 2) Along the trajectory of (21) starting from (25) and the cost function decreases strictly until an optimal solution to the combined problem given by (10) and (11) (2) and (3) can be clearly seen from the argument for (1) and the formula of given by (24).
IV. REALIZATION OF THE NEURAL-NETWORK MODEL
Note that the modified gradient flow (21) is, in fact, not yet ready for realization as a neural network because of the difficulty in the computation of the inverse of and contained in the gradient and In this section, we will discuss how to cope with this difficulty and present a neural network for the computation of semidefinite programming.
A. Computation of Time-Varying Matrix Inverse
In numerical computation, a matrix inverse is usually computed by certain kinds of decomposition, such as LU decomposition, singular value decomposition, etc. The computation complexity is much higher than that of other matrix operations like product and sum. Furthermore, as the decision vector converges to an optimal solution the duality gap will converges to zero. This implies that the matrix tends to a singular matrix. Since and are positive definite, at least one of them tends to be singular. Therefore, if we construct a recurrent neural network to compute inverses of and the existence of the steady state will not be guaranteed. This is also one of the reason why there is no neural network counterparts for the numerical algorithms reported in [4] , [6] . There are some approaches available for real-time computation using recurrent neural networks to compute the matrix inverse, such as reported in [12] and [14] . Those approaches are not suitable for our use either.
Instead of computing the inverse or we construct a recurrent neural network to compute
The reason lies in the following result.
Lemma 3: Along the trajectory of (21) starting from any strictly admissible pair (26) where is or a positive real number corresponding to Case 1 or Case 2, respectively, in the proof of (1) Since is the largest eigenvalue of the matrix the proof is complete.
Let the matrix be denoted as Then its time derivative is calculated as (27) where are given by (21) . The time-varying matrix can also be determined by using the dynamical system (27) and the initial condition (28) Furthermore, we can also compute and by using the following formula which is equivalent to (21): (29) where . . .
. . . (30)
and is the auxiliary cost function given by (18) .
B. Stabilization of the Composite Neural Network
Section IV-A introduces a method to compute the matrix inverse using a subsystem. This subsystem requires an precisely computed initial condition. In order to apply this method in the cases where there is an error in the initial condition, we develop in this section a stabilized approximation system that can also be used to compute the optimal solution.
For a given positive real number let us consider the following smooth binary function: 2) is differentiable up to the th order; 3)
The inequality is strictly hold if
Apply the smooth binary function to construct an approximation for the system (21) as follows:
The following result holds. Theorem 3: For a give and the system (32) has the following properties.
1) Any trajectory of the system starting from a strictly feasible point such that and remains strictly feasible. 2) The steady state of the system is the optimal solution to the semidefinite programming. 3) Along any trajectory of the system, converges to the region given by exponentially. 4) If the right-hand side of (32) is second-order differentiable. Proof: The proof of the first three points of this theorem is similar to that of Theorem 2. Therefore, it is omitted. The last point involves complicated mathematical computation which is included in the Appendix. Now we tackle the stabilization issue of the system (32). Let the right-hand side of (27) be denoted as Introduce the a stabilizing term in the subsystem so that it can be written as follows: (33) where is a parameter that can be used to adjust the convergence rate of
The following result holds. Theorem 4: Consider the composite system combining (33) and (32), where the matrix inverse is replaced by with appropriately adjustment as in (29) and the integer If the optimal solution to the semidefinite programming problem is unique, such a composite system is stable with the state and converges to the optimal solution.
The proof of this Theorem is quite mathematically involved. Therefore, it is also included in the Appendix.
It is expected that a subnet can also constructed to compute the determinant Even though the computation only involves the arithmetic operation of each entry, the corresponding neural network is large in size. One can develop a dynamical system similar to that of But the stability issue remains to be established.
C. Neural-Network Architecture
Based on the previous discussion, we can build a neural network associated with the dynamical system given in Theorem 4. For this recurrent neural network, the computation of the matrix inverses are avoided by computing using its dynamical system. See Fig. 2 for a simplified block diagram. The corresponding electronic circuits of those subnetworks can be developed because the computation is only a combination of addition, subtraction and multiplication of and a circuit realizing the smooth binary (hard-limiting) function It is worthy noting that the initial condition for and are now independent. More specifically, it is preferred to choose (34) but not necessary.
V. SIMULATION RESULTS
A. A Numerical Example
In this section, simulation results are given to demonstrate the effectiveness and the efficiency of the proposed approach. The simulation is divided into two parts.
First, ten semidefinite problems, which are primal and dual strictly feasible, are generated randomly. Then the behavior of the proposed recurrent neural networks are simulated using an ODE solver in Matlab. For demonstration purpose, the size of the symmetric matrices are chosen as four. The time variables when the duality gap reduced to of the ten trajectories are put into the following vector (38.5, 36.5, 31, 37.5, 23, 39, 49, 25, 46.5, 43.5). The average time is 36.95 ms. The maximum is 49 ms, whereas the minimum is 23 ms.
Second, one of these ten problems is chosen to show the details of data convergence. The parameters are the following: Fig. 3 . Duality gap converges to zero exponentially along the trajectory of the dynamical system defined by (27) and (29). The simulation result is plotted in Figs. 3-12. In Fig. 3 , we can see that the duality gap rises first then converges to zero exponentially. The initial increase is the effect of the determinant factor in the auxiliary cost function (18) . In Figs. 4 and 5, it is shown that the primal and dual variables converge to their steady states quickly. In these figures, the time scale is in ms.
As mentioned before, is used instead of to avoid the computation of matrix inverse that is close to singular. To demonstrate the effect of this idea, we have also computed the trajectory of the modified gradient system (21) directly. It is much slower to obtain a solution with respect to the same precision required in the computation described above, as shown in Figs. 6-8. This is due to the error generated in the computation of inverses of near-singular matrices. Of course, it is possible to avoid this adverse phenomenon by adjusting the precision of the matrix inverses adaptively. However, such result is not yet available.
In the analysis of our approach, we have shown that that the initial condition of may not precisely be the result of formula (34). In practice, we can only get an approximate value of it. To demonstrate the effectiveness of our approach, we have conducted a simulation with 1% error in the initial condition. The simulation results are shown in Figs. 9-11 .
In Figs. 9-11 , we see that the computation error of the initial condition of and is stabilized using the proposed neural network (32). We can see that the primal and dual variables, and the duality gap of the trajectory are very close to that of the system given by (27) and (29) In the simulation, the adjustable parameters are chosen in an ad hoc way. Obviously, we can see that is preferred because it can lead to an exponential convergence.
and can affect the convergence rate of the algorithm and precision. From (3) of Theorem 2 we see that plays a more important role than does. To get an idea how we should adjust the parameter , We conducted another simulation for computing the time when the duality gap is less than a prescribed small number along the corresponding trajectory of the system with respect to different value of The results are presented in the Fig. 12 . In this figure, we can see that the recurrent neural network performs very well when is in the interval
B. A Control Example
Consider a benchmark problem reported in [19] and [20] . It is a two-mass-spring system depicted as the Fig. 13 . By the Euler's first-order approximation for the derivative and a sampling time of 0.1 s, the linearized system model can be written as where and are the positions and the velocities of the bodies 1 and 2, respectively. The objective is to design a feedback controller for a unit-step output command tracking problem starting from the origin for the output such that 1)
; 2) settling time and overshoot are minimized; and 3) performance and stability robustness with respect to are maximized. In the case that but is an uncertain constant between and , such a problem can be posed as a model predictive control (MPC) problem as the following: minimize: (35) where and the are the steady state and input to be tracked. This problem can be solved through solving the following semidefinite programming [20] : minimize: subject to:
where stands for those entries that make each of the matrices symmetric, and are decision variables In [20] , this group of linear matrix inequalities is solved using the LMI Toolbox in Matlab. Their performance of the closed-loop system is demonstrated using the control inputs computed based on the LMI solution. However, the average computation of the LMI at each step is about 0.66 s on a SUN SPARC station 20 while the system is sampled at a rate of 0.1 s. Obviously, such a computation speed is not fast enough for a real-time implementation.
A group of simulation is done to demonstrate that the desired control inputs can be computed in real-time using the recurrent neural network developed in this paper. Ten states in the state space are generated randomly, then the proposed neural network is used to compute the desired control inputs there. The time for the duality gap reduced to 0.1% is listed in the vector (47.5, 58.5, 36.5, 41, 56, 38, 32.5, 29, 52.5), where the time unit is 1 ms. The average time consumption using the proposed neural network is 39.15 ms, whereas the maximum is 58.5 ms. Therefore, the proposed approach can be applied. The simulation is very similar to that in the previous subsection. Hence only two Figs. 14 and 15 are included as examples to show the convergence of the duality gap for one of these ten states. Other details are omitted.
VI. CONCLUSION
We have proposed a recurrent neural network approach to real-time semidefinite programming. Based on a primaldual reformulation of the problem, we first constructed an auxiliary cost function reflecting both the minimization of the duality gap and the linear matrix inequality constraint. Then we proposed a modified gradient dynamical system based on this auxiliary cost function. Following any trajectory of this system starting from any strictly primal-dual feasible point, the duality gap converges to zero exponentially. Then a subsystem is introduced to cope with the difficulty in the ill-conditioned computation of matrix inverse so that the resulted dynamical system can be realized in a recurrent neural network. The effectiveness and efficiency of the resulted neural system are established by theoretical analysis and demonstrated by means of simulation results.
Even though they are out the scope of this paper, some issues are of interest for future investigation, especially those related to hardware implementation. In this paper, the proposed recurrent neural-network model is analyzed theoretically and simulated numerically. It is of interest to study the precise realization of such a recurrent neural network model in hardware, and the operating range of the specific hardware devices developed. Clearly, it is also an important issue to determine the desired operating range of the hardware devices for specific applications. For the convergence rate, it is of interest to determine the appropriate the scaling factor. Such an issue is closely related to the operating range of the desired hardware device and the desired speed.
APPENDIX
The Proof of (4) in Theorem 3. It is known [6] that the feasible set with constant duality gap is compact. Therefore, the feasible set with bounded duality gap is also bounded. Hence is bounded if As that is an infinitesimal for any positive integer by its definition, the right-hand side of (32) is continuous at the optimal solution point to the semidefinite programming problem, where this function should be assigned the value zero at such point.
Consider the first-order derivatives
And
We only need to show that is an infinitesimal.
The derivative is calculated as where . . . . . . . . . and is its dual counterpart.
For each entry of these matrices, it clearly where stands for some appropriate constant. As where is given as Similar calculation can also conducted for Therefore, it can be checked by each item that the first-order derivatives are infinitesimal if
By the same method, it can be shown that the second-order derivatives are infinitesimal if
The proof is complete.
Proof of Theorem 4: If the initial condition is chosen as precisely, the trajectory of the composite system defined by (33) and (32) coincides with that of the system (32). This implies that defines an invariant manifold of this composite system. Let Then Since is an invariant manifold, one can choose appropriately such that each entry of and are independent functions and the composite system can be written as (37) (38) (39) where and their first-order derivatives (they exist by the property of are zeros at the optimal point and the eigenvalues of are in the open left-half plane, all eigenvalues of are zero. By the well-known center manifold theory [21] , there exists a center manifold as an invariant manifold of the following dynamic system: (40) (41) Because this system is asymptotically stable, the following center dynamic system is also asymptotically stable: (42) Notice that the set is now a center manifold of the dynamic system (37)-(39) and the corresponding center dynamic system is asymptotically stable. Therefore, the whole system is asymptotically stable by applying center manifold theory [21] . The proof is complete.
