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Abstract
This article provides an empirical insight on the heterogeneity in the
estimates of banking efficiency produced by the stochastic frontier ap-
proach. Using data from five countries of Central and Eastern Europe, we
study the sensitivity of the efficiency score and the efficiency ranking to a
change in the design of the frontier. We found that the average scores are
significantly smaller when the transcendental logarithmic functional form
is used in the profit efficiency measurement and when the scaling effect is
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1 Introduction
Managers, as well as regulators, need to have accurate information about the
effects their decision-making has. The importance of efficiency estimation is
backed by an extensive research production in this field. Contrary to the ratio
analysis, the frontier approach to efficiency measurement (proposed by Farrell
1957) provides an objective numerical value and ranking of firms. Untill nowa-
days, researchers have developed several different methodologies applying the
frontier approach, the most common of which became the parametric stochastic
frontier approach (SFA). However, the estimated efficiency scores, including the
exact definition of certain frontier estimation characteristics, differ throughout
the studies.
Recently, the literature targeting the efficiency estimation of the banking
sector in European transitional countries started to increase in number. The
articles applying the SFA deal with technical efficiency including the duality-
problem-solving economic efficiency. The examples include Fries & Taci (2005)
using translog functional form for the panel of 15 countries in 1994–2001 with
cost efficiencies around 75% except the Czech Republic and Romania (50%);
Kosˇak & Zajc (2006) applying the intermediation approach on input/output
definition with translog cost function for 8 countries through 1996–2003, esti-
mating the average score around 85%; Rossi et al. (2004) employing the modi-
fied production approach on the unbalanced panel of 9 states during 1995–2002
and Fourier-flexible functional, with average cost and alternative profit scores
75− 80% and 40% respectively, subdividing the samples not only according to
countries but also bank size and specialization. The works of Mamatzakis et al.
(2007) and Koutsomanoli-Filippaki et al. (2008) are other examples that esti-
mate the efficiency on a regional level; Weill (2003) compares the Eastern Eu-
ropean countries to Western Europe and subregional estimates for the years of
1996 and 2000, but with a different number of banks. Authors focusing on a
single country include Hasan & Marton (2003) writing about Hungarian bank-
ing, Podpiera & Podpiera (2005) about the Czech Republic, or Mertens & Urga
(2001) using cross-sectional estimation for the Ukrainian banks.
As it was briefly demonstrated, the studies differ in the final efficiency esti-
mation since they not only use different data samples but also employ diverse
approaches toward certain methodological characteristics of the SFA. Therefore,
the articles’ results are hardly comparable; moreover, the consensus over the
sources of differences in estimates and ranking is missing. Following the study
of Berger & Mester (1997), this article will focus on the quantitative compar-
isons of the scores over several proposed definitions of the functional form using
the SFA. Moreover, we will observe the changes in ranking of banks caused by
the altered methodological design.
The remainder of the article is organized as follows: in Section 2, we briefly
describe technicalities behind the SFA; in Section 3, we define and make a sum-
mary statistics on the transitional datasets, as well as specify the methodological
aspects. Section 4 provides the reader with commentaries on the results, Sec-
tion 5 concludes the paper.
2
2 Stochastic Frontier Approach
Benchmarking with the parametric techniques of efficiency estimation is based
on the regression analysis. As previously stated, the most common economet-
ric method is the SFA, independently developed by Aigner et al. (1977) and
Meeusen & van den Broeck (1977). Using explicit assumptions about the ineffi-
ciency component’s distribution, it decomposes the residual of the frontier into
the inefficiency and the noise. Direct estimation of the production function with
output as the dependent variable is called primal approach. Recently, empirical
frontier analysis focuses more on dual approach (reasons for which are provided
in Battese & Coelli 1995) using cost and profit functions.
In general, firms maximize produced output vector Qit (or maximize ob-
served profit, or minimize costs in the dual approach) generated by input vari-
ables matrix X with sensitivity coefficients β. Ideally, Qit = f(Xit, β),1 but in
reality it does not hold because of inefficiencies ξit and random shocks exp(vit):
Qit = f(Xit, β)ξitexp(vit) (1)
If ξit|∈(0,1〉 = 1, a firm is producing optimally, if ξit < 1, it indicates that a firm
with technology embodied in f(Xit, β) can do better. Output Qit > 0 is strictly
positive, therefore the degree of technical efficiency is assumed to be ξit > 0,
strictly positive as well.
In the SFA, researchers arbitrarily choose the form of production function.
Beginning with Farrell (1957), the Cobb-Douglas functional form was used in the
estimation of (1). Later, its generalized form came into usage, the less restric-
tive transcendental logarithmic (translog) function. An insufficient approxima-
tion provided by the translog functional can be cured by adding trigonometric
terms (Fourier-flexible functional form); however, specification problem appears
(Mitchell & Onvural 1996). According to some authors, the Fourier-flexible
functional is considered to be the most appropriate choice for the efficiency
estimation in banking sector (as in McAllister & McManus 1993).
Rewriting production function (1) linear in logarithm with N inputs in log-
arithmic terms yields2
lnQit =
N∑
n=0
βn lnXnit + vit − uit (2)
or Qit = exp
(
N∑
n=0
βn lnXnit
)
︸ ︷︷ ︸
deterministic component
· exp (vit)︸ ︷︷ ︸
noise
· exp (−uit)︸ ︷︷ ︸
inefficiency
.
The analogy for derivation of production function (2) is the cost functional,
the key element of this paper (known as the dual approach, explained in detail
by Kumbhakar & Lozano-Vivas 2000). The authors specify the problem as:
lnCit = β0 +
∑
j=0
βyj ln yjit +
∑
k=0
βwk lnwkit + vit − auit, (3)
1i denotes the cross-sectional dimension, t stands for the dimension of time. These indices
are different from the i and t in the equations from Definition 3.2 in the next section.
2For − ln ξit = uit and uit ≥ 0 (stemming from uit substracted from lnQit), ξit ∈ (0, 1〉.
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where Cit is the cost/profit variable, yjit stands for an output, wkit is the price of
an input, a = 1 in production functions and a = −1 in cost functions [for a = 1,
we call f(w, y) the alternative profit function and f(w, p) the standard profit
function with output prices p instead of output quantity y]. uit
iid∼ N+(µ, σ2u)
truncated at 0 is the function of firm-specific factors determining technical ineffi-
ciency. vit
iid∼ N(0, σ2v) represents disturbances (luck, weather, strikes). There-
fore, the frontier output from (1) is Xitβ + vit and the observed output is
Xitβ + εit, where εit represents a composite error equal to vit − auit.
Maximization of the likelihood function (8) in Appendix A provides us with
the estimates of parameter η (if positively or negatively significant, the efficiency
ratio decreases or increases over time), µ (if insignificant, most of the banks lie
on or are close to the efficiency frontier), σv and σu, the output of Stata 10
(see more in the publication of Stata Corporation 2005 and 2007).3 Knowing
these parameters, the estimates of technical efficiency term from equation (3)
are obtained via (9) in Appendix A.
The general form of bank-specific efficiency is determined by vector of vari-
ables Git (inefficiency determinants, conventionally called the z-variables) and
the technological progress (time variables t, t2) explaining technical inefficiency:
a. First, G- and t-variables can be put in the mean (mean-conditional model),
the variance, or both mean and variance of the truncated error term.
The mean-conditional model (one-step procedure, Coelli 1996) is defined
as E(µit|εit) = tτi1 + t2τi2 + Gitδ + ωit, where variables of G-matrix
are expected to be correlated with the mean-inefficiency term µit from
uit
iid∼ N+(µit, σ2u), and ωit is the white noise error.
b. On the other hand, G- and t-variables can represent a part of the produc-
tion function as the explanatory variables, along with the output quantities
and input prices in (3). Estimating uit in this two-step procedure yields
uit = exp (−η (t− Ti))ui, where ui iid∼ N+(µ, σ2u) for bank i and time
t = 1, . . . , T . After estimating the inefficiency term, researchers usually
run a second-step individual regression in form of mean-conditional model
but with E(uit|εit) as the dependent variable.
The SFA is not driven by outliers in such an extent as some of the non-
parametric methods (for instance, the non-parametric data envelopment analysis
may pronounce a bank to be efficient because it is an outlier, and disregard its
weak cost management). The cost (profit) function is defined by the behavior
of a representative cost-minimizing (profit-maximizing) subject, controlling the
amount of every input used to produce a given output. This statement is an
implication of a need for properties of linear homogeneity and concavity in input
prices (required by the duality theorem), and monotonicity in input prices and
output.
The properties of symmetry of the second-order parameters and linear ho-
mogeneity in input prices are imposed via parameter restrictions—homogeneity
by normalizing Cit and wit, and symmetry by conditions of β
y
ij = β
y
ji and
βwij = βwji, ∀i, j. Standard restrictions of production function as to linear homo-
3Note that due to software limitations, only truncated normal distribution will be used for
the panel estimates.
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geneity would be
∑N
k=1 β
w
k = 1, and for translog w-product terms
∑N
k=1 β
w
kl = 0,
here not applied due to price normalization.4
If estimating the efficiency of several countries, the cross-country compar-
isons should be used only in case of the common frontier (pooled panel dataset).
Even in this case, countries with similar background or environment, such as
transition countries, OECD countries, etc., should be chosen for the comparison.
Also, the measurement of bank efficiency per se is hardly informative for the
owners, the regulators or the bank customers. Therefore, some studies include
the regression analysis, where the dependent variable is the (computed) level
of efficiency and independent variables are the G-variables such as country-
specific macroeconomic variables, structure of banking industry or individual
bank characteristics. Statistical significance and polarity of the variables im-
pact is commented. Moreover, the studies focus on ranking of firms according
to the computed efficiency score.
3 Data and Methodology
This study uses banks’ balance sheet and income statement data for a sam-
ple of European banks between the years 1995 and 2006, obtained from the
BankScope database (Bureau van Dijk Electronic Publishing). The restrictions
on the choice of banks were the following: studying transitional countries, we
decided for the Central, Eastern Europe and Baltics (CEEB) region—the Czech
Republic, Hungary, Poland, the Slovak Republic and Slovenia. Total number
of banks’ accounts for 221 in this region, with 41 in the Czech Republic, 47 in
Hungary, 73 in Poland, 33 in Slovenia, and 27 in the Slovak Republic. Regarding
bank types, the selection includes commercial, savings and cooperative banks,
real estate and mortgage banks, medium & long term credit banks, investment
banks and securities houses.
Let us have a closer look at the variables that will be used (3) [later enlarged
with translog and trigonometric terms]. In the literature on banking, there is a
controversy regarding the choice of inputs and outputs. We decided for the most
common intermediation approach (Sealey & Lindley 1977); a short summary on
used variables can be found in Table 1 (more informative statistics is provided
in Table 6).
The costs OC and profits OP are reported as operating expenses and operat-
ing income of a bank, the output variables cover loans y1, deposits y2 and other
earning assets y3 providing us with 3 possible regressors of the Cobb-Douglas
specification. Furthermore, there are three inputs to be used: labor x1, capital
x2 and funds x3. The prices of labor (personnel on total assets)
5 w1 and capital
w2 (covering depreciation on fixed assets) are normalized by the price of the
funds w3 (other funds over the sum of interest expenses and deposits). The
4The choice of normalizing the prices and Cit has some practical reasons as well; it is
problematic to assure the price homogeneity for the trigonometric terms of the Fourier-flexible
form, which we intend to use in this study. This is not the only kind of normalization to be
performed, the cost/profit and output quantities are also going to be normalized by the equity
capital to control for a potential heteroscedasticity.
5Since the Bankscope database does not provide an information on the number of em-
ployees, we follow the (Hasan & Marton 2003) approach and define the price of labor as an
approximation using total asstets instead of the number of employees.
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Table 1: Definition of variables used in regressions of SFA
Regressands Description
OC Operating costs Operating expenses
OP Operating profits Operating income
Regressors
Output variables
y1 Loans
y2 Deposits
y3 Other earning assets
Input price variables
w1 Price of labor Personal expenses over total assets
w2 Price of capital Depreciation over fixed assets
w3 Price of funds Interest expenses /(deposits + other funds)
Netputs
z Equity capital
intention is to use a multi-product (three inputs6 & three outputs, and their
combinations) functional shapes. The translog production function applies eq-
uity capital as one netput variable. Furthermore, we define the correlates with
an inefficiency term—the summary statistics on correlates is also presented in
Table 6.
Table 6 in Appendix A reports a detailed summary statistics of the vari-
ables used in this study. Based on the results of the Kruskal-Wallis equality-
of-populations rank test (testing the hypothesis that several samples are drawn
from the same population), the heterogeneity among the banks is highly sig-
nificant. We strongly rejected that the variables’ means (i.e., OC, OP , yi, wk,
and z) are the same across different groups, where by groups we mean the sub-
samples created by dummies commb (group of commercial banks only), large
(group of banks with total assets over 1 mio USD), foreign (banks in which
the foreign investor participation on equity is more than 50%), all (denoting
the Czech Republic, Hungary, Poland, Slovenia and the Slovak Republic), and
years in the transitional dataset. Almost all the variables’ means were signif-
icant at 5% level, with an exception of w1 grouped by year and commb, w2
grouped by foreign, commb, and large, y1 by commb and OC by all, each of
them not statistically significant even at the 10% level.
Another important aspect of the data is the difference between the within
and the between standard deviation. For the panel of 1995–2006, the within
standard deviation is smaller than between; for the sample of 2003–2006, the
difference is even larger. This indicates that the variability in data is almost
entirely due to the changes over time for a given bank rather than due to the
cross-sectional differences between the banks—consequently, this panel does not
behave like a cross-sectional dataset (years are an important identifier) and the
panel estimation technique will be an appropriate choice. The dataset is strongly
imbalanced and has many missing observations before the year 2000. Moreover,
we decided not to weight the individual banks, but to treat each data point
equally.
If we take a closer look at Table 2, it illustrates the market representation
(by operating profits) of the three and five largest banks (by total assets). There
62 input prices w1 and w2 normalized by the price of the 3rd input.
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is an extremely large portion of the Czech, the Slovak and the Slovenian market
occupied by a small number of these financial institutions. Even for the whole
transitional dataset at disposal, the numbers of 21% and 30% are quite high.
Since we decided not to weight the estimated inefficiencies, it would be more
reasonable to focus on the products of the benchmark B model and its deviations
deprived of the scaling effect.
Table 2: Market share of banks in countries and regions as of 2006
Czech Republic Hungary Poland Slovenia Slovakia All
No. of banks 26 31 35 17 16 125
3 largest banks 70% 40% 46% 62% 65% 21%
5 largest banks 77% 52% 57% 71% 76% 30%
Knowing the variables involved in the estimation, we will define the so-
called “benchmark model”, which represents our preferred specification of the
functional form and its design (following Berger & Mester 1997). Inspired by
a few works written on the fitness of the Fourier-flexible functional form for
banking data (McAllister & McManus 1993), we consider this functional form
to be an acceptable choice of a benchmark (being aware that many authors in
banking efficiency do not have to agree). Moreover, the normalization of costs
C and prices w by equity capital z does not only help to get rid of the possible
heteroscedasticity presence; also, the economic interpretation of the variables
used is more reasonable (if C is profit, the dependent variable changes to return
on equity ROE, and so on), and the scale bias is reduced.7 For this reason,
we decided for the two benchmark choices—one not normalized and the other
normalized by equity capital z.
From these benchmark models, we will deviate by altering their design–each
deviation represents a single methodological change in the benchmark, so that
it will be easier to follow and comment on the changes in the final efficiency
estimates, and also the respective order correlation between the benchmark and
its deviation (or between deviations). In the following lines, we present the two
chosen benchmarks, each with five different deviations related to the functional
form, the number of outputs, the presence of a netput variable and a different
time span.
Definition 3.1 (Benchmark model A). Let us define the model with Fourier-flexible
cost/profit functional form, 2 outputs y1 and y2 and 2 input prices w1 and w2:
8
7Some authors first scale data by dividing each price and output by its sample mean
(Mitchell & Onvural 1996). Scaling helps with heteroscedasticity and transforms the variables
so that the magnitudes of parameters are closer to each other. For our dataset, an improvement
in results by this kind of scaling was not achieved.
8Note that the indices denoting cross-sectional and time dimension are not listed; however,
we take them as present.
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ln C
w3
= α0 +
2∑
i=1
αi ln yi +
2∑
k=1
βk ln
wk
w3
+ 12
2∑
i=1
2∑
j=1
γyij ln yi ln yj+ (4)
+ 12
2∑
k=1
2∑
l=1
δwkl ln
wk
w3
ln wl
w3
+
2∑
i=1
2∑
k=1
ρik ln yi ln
wk
w3
+
4∑
i=1
[θi cos qi + ωi sin qi] +
4∑
i=1
4∑
j=i
[θij cos(qi + qj) + ωij sin(qi + qj)]
+
4∑
i=1
4∑
j=i
4∑
n=j
[θijn cos(qi + qj + qn) + ωijn sin(qi + qj + qn)] + v − au,
(5)
where C is the cost (or profit, normalized by w3), wk is the price of an input
(normalized by w3) for k = 1, 2, yi stands for the output for i = 1, . . . , 3; q-
variables are the transformation of ln y’s and ln ww3 ’s according to z-terms from
the study of Berger & Humphrey (1997)9.
The deviations (2) - (6) from the benchmark model A in Definition 3.1 are
specified as follows:
(1) The benchmark model A uses Definition 3.1, the Fourier-flexible form is
not normalized by z, with 2 outputs and 2 input prices, a panel for the
2003–06 range, without netput z and correlates G; an assumed inefficiency
distribution is to be truncated normal;
(2) As the benchmark (1) but the translog specification only, the trigonometric
q terms are removed from the cost/profit function;
(3) As the benchmark (1) but the output quantities y and cost/profit variable
C are normalized by equity capital z, identical to equation (7);
(4) As the benchmark (1) but with one additional output y3 and the relevant
products of the translog specification are added;
(5) As the benchmark (1) but a panel for the 2004–06 range with one year
eliminated from the benchmark (observations eliminated);
(6) As the benchmark (1) but 1 netput variable z, its respective translog re-
gressors and time variable t are included:
τ1t+
1
2τ2t
2 +
2∑
i=1
τyi t ln
yi
z
+
2∑
k=1
τwk t ln
wk
w3
+ τz1 ln z +
1
2τ
z
2 ln z2+ (6)
+
2∑
i=1
τzyi ln z ln
yi
z
+
2∑
k=1
τzwk ln z ln
wk
w3
,
9To specify this transformation due to the eligibility of trigonometric terms usage: ln y1 →
q1, . . . , ln w2w3 → q5, where qi = 0.2pi−µa+µ ln yi (ln
wi
w3
), µ = (0.9 ∗ 2pi − 0.1 ∗ 2pi) / (b− a),
and 〈a, b〉 is the range of ln yi or ln wiw3 for i = 1, . . . , 5.
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where t denotes time variable accounting for the technological change over
time.
Definition 3.2 (Benchmark model B). Let us define the model (4), but normalized
by the equity capital z as:
ln C
w3z
= α0 +
2∑
i=1
αi ln
yi
z
+
2∑
k=1
βk ln
wk
w3
+ 12
2∑
i=1
2∑
j=1
γyij ln
yi
z
ln yj
z
(7)
+ 12
2∑
k=1
2∑
l=1
δwkl ln
wk
w3
ln wl
w3
+
2∑
i=1
2∑
k=1
ρik ln
yi
z
ln wk
w3
+
4∑
i=1
[θi cos qi + ωi sin qi] +
4∑
i=1
4∑
j=i
[θij cos(qi + qj) + ωij sin(qi + qj)]
+
4∑
i=1
4∑
j=i
4∑
n=j
[θijn cos(qi + qj + qn) + ωijn sin(qi + qj + qn)] + v − au,
where the variables’ definitions from previous benchmark Definition 3.1 apply
and q variables are transformations of normalized y’s and w’s according to
Berger & Humphrey (1997). Unlike in Benchmark A of (3.1), the dependent
variable C with all output quantities y are normalized by equity capital z to
account for heterogeneity.
The deviations (2) - (6) for benchmark B from Definition 3.2 are specified
as follows:
(1) The benchmark model B uses Definition 3.2, Fourier-flexible form is normal-
ized by z, with 2 outputs and 2 input prices, a panel for the 2003–06 range,
without netput z and correlates G; an assumed inefficiency distribution is
to be truncated normal;
(2) As the benchmark (1) but the translog specification only, the trigonometric
terms are removed from the cost/profit function;
(3) As the benchmark (1) but with one additional output y3 normalized by z,
so that also the products of translog specification are added;
(4) As the benchmark (1) but a panel for the 2004–06 range with one year
eliminated from the benchmark (observations eliminated);
(5) As the benchmark (1) but time variable t added [see term (6) excluding the
z-variables];
(6) As the benchmark (1) but 1 netput variable z and its respective translog
regressors included [see term (6) excluding the t-variables].
The price and the cost (profit) variables are normalized in both definitions
to ensure the homogeneity of the functional form in prices (since other specifi-
cations are considered deviations from the Fourier-flexible, terms of which are
not multiplicative). Besides the homogeneity, the symmetry is integrated in the
specification of the functional forms. The exact representation of the function
9
would lie in the use of an infinite number of terms but an infinite number of
observations as well, which is hardly achievable; therefore, we choose a subset of
trigonometric terms. Also, the use of the Fourier form requires all independent
variables (to produce trigonometric terms) to be scaled between (0, 2pi〉 (more
on this subject can be found also in Gallant 1981). In this paper, the transfor-
mation of Berger & Humphrey (1997) will be applied. The flexible forms (may)
face a problem with the collinearity of variables and even if the convergence is
achieved in the model, the estimated production function may still not satisfy
the curvature conditions.
Using Stata 10 statistical software, we estimate the random effects model, de-
fault for the idiosyncratic error term estimation. The iteration method uses the
Newton-Raphson algorithm (see Coelli 1996, who finds the Davidon-Fletcher-
Powell algorithm to be the most suitable) and assumes the inefficiency terms of
truncated normal distribution.10 We will also check for the appropriateness of
the regression output: among others, the inefficiency term u should be signifi-
cant, γ parameter should indicate the presence of inefficiency in the composite
error term, the polarity of the coefficients of output and price logarithms should
make sense, convergence in ML estimation has to be achieved, and the residu-
als have to have the correct kind of skewness to be consistent with the frontier
models.
4 Efficiency Estimation
Often, it is not plausible to restrict the cost or the profit function to be constant
over time; especially, in the case of a relatively long time-series panel or a
fast evolving technological development. The cost and the (alternative) profit
equations are then estimated separately for each year for the whole panel, so
that the estimated production frontier coefficients may vary to better reflect the
complex environmental, technological, or regulatory states. Applications using
the cross-sectional analysis would be a good complement within this sensitivity
check; however, we did not find our data sample to be appropriate for the cross-
sectional analysis, since the convergence in ML estimation for the benchmark
and its variations was not achieved.
Nevertheless, the cross-sectional model does not account for the time varia-
tions in efficiency (e.g., when managers learn from previous experiences). Panel
estimation offers several advantages over the cross-section; providing a larger
sample size and thus more degrees of freedom, accounting for the (unobserved)
time variations in efficiency (managerial, regulatory or environmental factors),
or generating a more satisfactory solution to biases produced by heterogeneity
within the dataset.
Data for the cost efficiency estimation are problematic till 2002, the only
suitable data are the panel of 2003–2006 and 2004–2006 (see results in Table 8
in Appendix A). Hence, we limited the research to the period from 2003 till
2006. Data for the profit efficiency estimation are suitable through the whole
period of 1995–2006, see Table 9 and Table 10 in Appendix A. We managed
to estimate the scores using the profit benchmark A for the period of 1995–
10Other distributions have been used as well; for example, the normal-truncated normal dis-
tribution in Berger & DeYoung (1997), the normal-exponential distribution in Mester (1996),
or the normal-gamma by Greene (1990).
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Figure 1: (B) Box plot for cost and profit scores in 2003-2006, resp.
2006 in Table 7; however, we will comment only on the results for the period
of 2003–2006, since this period is considered to be relatively stable, thus more
suitable for analyzing the sensitivity of the estimates towards the changes in
methodological design.
Figure 1 shows the box plot for estimates of the cost and the profit effi-
ciency scores grouped by individual countries [benchmark B or deviation (3)
from benchmark A]. The box constitutes the 75th percentile as the upper hinge
and 25th as the lower hinge, the inside line represents a median value, the lower
and the upper adjacent values are marked by lines ending the whiskers and
the grayish dots stand for the outside values. We observe the highest simple
average (not median) cost efficiency of the banking sector in Slovenia (64.7%),
right above the Czech Republic with 60.4%, then 57.7% in Poland (having the
largest st. deviation 0.135 of the estimated inefficiency), 53.6 % in Hungary and
51.8% in Slovakia (having the smallest st. deviation 0.076 of the estimate) at
the bottom. Regarding the alternative profit efficiency, the largest score from
the benchmark B model obtained the Czech Republic with 45% (the highest st.
deviation 0.136), next to the Hungarian 44.5%, Slovakia with 43.2% (the lowest
st. deviation 0.055), Poland’s 39% and at the bottom is Slovenia with 35.4%.
Taking different time sub-panels of the 1995–2006 panel, Figure 2 illustrates
the development of estimated alternative profit efficiencies. The kernel density
estimates are charted in Figure 3, using the benchmark A and B models (left to
right). Figure 4 depicts the development of average profit efficiencies country by
country through 1995–2006, Figure 5 and Figure 6 show the development of the
cost and the profit scores through 2003–2006 (and their kernel density estimation
is sketched by Figure 7 and Figure 8). All figures from Appendix A are paired
into the benchmark A and B estimations (left to right), so that the reader can
create his/hers own picture about the bias in estimates made by not normalizing
the costs/profits and outputs by equity capital. Notice also the vertical shift in
the scores and a relatively unchanged trend in the development of scores, apart
from the disturbing trend shifts for the cost efficiency of the Slovak Republic
and the profit efficiency for Hungary through 2003–2006. Throughout most of
the results, we observe a decreasing profit and an increasing cost efficiency over
time.
Generally in this paper, the portion of the variance in disturbance due to
inefficiency, γ, is around 60% for the cost models, and quite high, 83%, for
the alternative profit models. Some of the trigonometric terms needed to be
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Table 3: (B) Efficiency scores for 2003-2006
Model specified Cost efficiency Alternative profit efficiency
commercialc large c foreign commercialc large c foreign
(1) Benchmark model:
Fourier-flexible form normalized
by z with 2 outputs, 2 input
prices, and frontier between
2003-06; without netput and
correlates; t-normal panel
Mean = 0.575 (0.118) Mean = 0.416 (0.118)
nobs c 382 c c 382 c
c c
mean 0.571 c 0.581 c 0.561 0.411 c 0.409 c 0.439
st. dev (0.121) c(0.108)c(0.0954) (0.112) c(0.0957)c (0.147)
nobs 340 c 215 c 154 340 c 215 c 154
(2) As the benchmark model Mean = 0.535 (0.119) Mean = 0.393 (0.119)
but Translog specification nobs c 382 c c 382 c
mean 0.531 c 0.541 c 0.516 0.391 c 0.403 c 0.418
st. dev (0.122) c (0.10) c(0.0969) (0.12) c (0.118) c (0.142)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (2) 0.9656, 0.8545 0.8862, 0.7284
(3) As the benchmark model Mean = 0.606 (0.11) Mean = 0.43 (0.115)
but with 3 outputs nobs c 382 c c 382 c
mean 0.603 c 0.61 c 0.591 0.427 c 0.426 c 0.455
st. dev (0.114) c (0.1) c(0.0896) (0.11) c(0.0946)c (0.141)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (3) 0.9615, 0.8732 0.9301, 0.8299
(4) As the benchmark model Mean = 0.592 (0.118) Mean = 0.416 (0.122)
but with frontier ranging nobs c 302 c c 302 c
from 2004-2006
mean 0.589 c 0.592 c 0.583 0.413 c 0.414 c 0.434
st. dev (0.122) c (0.11) c(0.0995) (0.109) c(0.0953)c (0.151)
nobs 268 c 184 c 123 268 c 184 c 123
Spearman and Kendall corr. of (1) & (4) 0.9518, 0.8279 0.9367, 0.7970
(5) As the benchmark model Mean = 0.562 (0.12) Mean = 0.462 (0.126)
but with time nobs c 382 c c 382 c
mean 0.558 c 0.57 c 0.548 0.457 c 0.449 c 0.484
st. dev (0.124) c (0.11) c (0.1) (0.116) c(0.0999)c (0.153)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (5) 0.9601, 0.8343 0.9377, 0.7920
(6) As the benchmark model Mean = 0.612 (0.111) Mean = 0.504 (0.119)
but with equicap netput nobs c 382 c c 382 c
mean 0.609 c 0.618 c 0.602 0.5 c 0.494 c 0.52
st. dev (0.114) c(0.103)c (0.089) (0.109) c(0.0963)c (0.139)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (6) 0.9488, 0.8352 0.9145, 0.7888
Note: mean = simple mean efficiency score, nobs = number of observations, standard deviation in parenthe-
sis. Rank correlation coefficients significant at the 1% level. Dependent variables are lnocw z and lnop w,
respectively.
eliminated due to collinearity between the variables; therefore, we could not meet
the recommendations of Berger et al. (1997) about the number of parameters
specifying the cost/profit function. This is, however, of no harm to our results.
More interesting is the fact that the joint insignificance of trigonometric terms’
coefficients in all-but-one cost models could not be rejected at any statistically
appropriate level (although it is not necessarily proof of a wrong specification,
since the Fourier functional form is very data demanding).
Even if we take the benchmark B as a preferred specification (results from
Table 3), the unscaled benchmark A may still serve as a robustness check (results
from Table 11). To compare the particular benchmark A and B specifications, it
has to be cleared that the difference between deviation B(2) and the benchmark
A(1) as well as B(2) and B(1) is the change of the Fourier functional form to
the translog, only scaled in the case of B. B(3) with one additional output is
a scaled variation of A(4), B(4) with one less year matches the A(5) model
and deviations (6) from both models are quite similar, nevertheless not equally
defined specifications. From a simple comparison, we conclude that scaling (by
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Table 4: (B) Comparison of efficiency scores in different models
(4) year (3) output (2) tlog (1) bench Profit
> > > > (6) expl
tlog (2) < < >! > (4) year
output (3) > > > > (3) output
year (4) > > <! <! (2) tlog
expl (6) >! > >! >!
Cost (1) bench (2) tlog (3) output (4) year
equity capital z) markedly increases the cost efficiency but increases much less
or even decreases to some extent the alternative profit efficiency.
Overall results of the quantitative scores’ comparison are reported in Table 3
(and Table 11), the discussion of it is summarized in Table 4. Symbols < and
> denoting “strictly less” and “strictly more” should be read as comparisons of
models from rows to columns. The table is divided diagonally into two parts: the
white top-right part compares the alternative profit models, the gray bottom-
left part concerns the cost efficiencies. The exclamation mark besides the >
and < symbols warns about the inconsistency of these symbols through different
benchmark A and B variations; however, benchmark B is preferred, therefore the
symbol next to the exclamation mark corresponds to the result of B estimates.
We can notice a perfect diagonal symmetry in Table 4; meaning that the
variations have the same impact on the direction of change in the cost as well
as the profit estimates. The translog specification (2) produces a lower average
cost and profit score regardless of the benchmark or its deviation (even if for the
profit models, this is true for benchmark B only). It should be noted that while
all profit models from Table 14 have the trigonometric terms jointly significant
at the 1% level (by F-test and likelihood-ratio test taking into account translog
as model nested in Fourier specification), the cost efficiency models in Table 13
were not significant, even at the 10% level, with an exception of deviation (6)
which uses an additional netput in the production function.
Turning our attention to the B specification and its variations only, we
can conclude the following: the translog functional form (2) behaves through-
out all the models as an efficiency-decreasing element—the average efficiencies
are smaller in comparison to the other models in both the cost and the profit
estimates—and deviates by 3.1% from the cost benchmark and by 1.4% from
the profit benchmark. Secondly, a strong claim can be carried from Table 3
about the last specification (6)—inclusion of a netput variable into the produc-
tion function has a positive effect on efficiency; this specification yields larger
scores in comparison to all other models, the change of 3.7% for the cost and
high 8.8% for the profit estimation. Interestingly, the inclusion of time variable
and its respective translog products defined as B(5) has an opposite influence
on the profit and the cost scores [in the majority of models, this specification
returns lower scores for the cost and higher for the profit efficiencies; by 1.3%
from the cost benchmark and by −4.6% from the profit benchmark]. Finally,
the enlargement of the cost functional form by one additional output increases
the cost scores, by 1.7% from the cost benchmark, and by 1.4% from the profit
benchmark model, although its increasing power is rather equivocal in compar-
ison to other models.
What we cannot exactly interpret are the efficiency estimates by deviation
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Table 5: (B) Rank order correlations across models of 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.97iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.96iiii 0.93iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.95iiii 0.92iiii 0.92iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.96iiii 0.93iiii 0.94iiii 0.93iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.95iiii 0.93iiii 0.92iiii 0.91iiii 0.93iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.54iiii -0.56iiii -0.53iiii -0.57iiii -0.52iiii -0.51iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.41iiii -0.44iiii -0.40iiii -0.42iiii -0.39iiii -0.40iiii 0.89iiii 1iiii iiii iiii iiii
(3) P y iiii -0.43iiii -0.46iiii -0.49iiii -0.45iiii -0.41iiii -0.40iiii 0.93iiii 0.84iiii 1iiii iiii iiii
(4) P year iiii -0.55iiii -0.57iiii -0.53iiii -0.58iiii -0.54iiii -0.51iiii 0.94iiii 0.81iiii 0.89iiii 1iiii iiii
(5) P expltiiii -0.56iiii -0.57iiii -0.55iiii -0.59iiii -0.60iiii -0.53iiii 0.94iiii 0.80iiii 0.88iiii 0.92iiii 1iiii
(6) P explziiii -0.50iiii -0.55iiii -0.49iiii -0.53iiii -0.49iiii -0.52iiii 0.91iiii 0.82iiii 0.88iiii 0.91iiii 0.92iiii 1
(4), which restricts the time range by one year; however, it was expected to
behave according to η positive for the cost and negative for the profit models.
As mentioned at the beginning of this section, we work with a strongly un-
balanced panel dataset. Moreover, the market power of a little number of the
large players is huge (even if we partially managed to deal with this problem).
The loss of a few highly efficient banks may alter the estimated scores, even if
methodologically, the SFA is more robust to outliers than the non-parametric
methods. Still, the production frontier and the coefficients are changed, and a
loss of the degrees of freedom may have diverse consequences. This phenomenon
can be seen in Figure 2, reflecting only slight changes in the estimated develop-
ment for panels of 1995–2006 to 1999–2006 panel, then almost 8% jump for the
2001–2006 panel and further.
One more issue needs to be addressed when talking about the efficiency value.
The estimated efficiencies were divided according to three groups reported in
Table 3 (and Table 7, or Table 11). The first one, commercial banks (commb),
reports almost the average scores less 0.5%, but this population sample has
only 11% lower number of observations at the disposal than the full panel.
More interesting is the result for large and foreign banks, defined in Table 6.
According to our results, large banks concentrate their efforts in managing costs
more effectively, while the profits are only secondary. Foreign-owned banks
behave contrary to this attitude, their primary goal is to have high profits by
given outputs and input prices; the cost efficient management is secondary.
The efficiency value, however, is not the only concern of this study—the
ranking of firms by efficiency value is another important aspect to be discussed.
Spearman correlations between the estimated models are conducted (Table 5):
all the coefficients are significant at the 1% level (valid for Table 12, as well),
the cost-to-cost ones range between 91 and 97%, correlations between estimated
profit scores are also high, 80 to 94%. It can be proclaimed from the nature of
negative correlation coefficients between the cost and the profit scores that the
cost and the alternative profit efficiencies measure different kinds of managerial
skills and should be both taken into account in bank x-efficiency valuations.
The cost and the profit efficiency, or the economic efficiency, which is a broad
concept requiring both allocative and technical efficiency, reflects a managerial
decision-making. Due to these negative correlations, we show that the cost and
the profit efficiencies are conducted by different managerial skills because the
banks are not able to handle low costs and high profits simultaneously.
Regarding the rank-order correlation between the benchmark model and its
deviations, it is apparent that accounting for heterogeneity increases the coef-
ficients in Table 5 relatively to Table 12. Ranking of banks in cost efficiency
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deviations from the benchmark B differs, but only slightly (coefficient between
95–97%), while in the profit efficiency estimation, the differences are more ap-
parent (coefficient reaches 89%). Therefore, in terms of the banks’ ranking, the
efficiency estimates seem to be quite robust with respect to the differences in
the SFA design, especially for the cost functional.
Table 15 to Table 23 provide a similar country-by-country overview of the
Spearman and Kendall correlation coefficients. The correlation coefficients be-
tween the cost models are high and robust in size for all countries, which in-
dicates that the ranking of firms is robust using different methodological ap-
proaches to the cost efficiency estimation. In case of the alternative efficiency
scores, the robustness of ranking does not apply to such an extent, especially
for Hungary, where the Spearman coefficients range from 50–86%. Interestingly,
the most significant managerial problem with keeping low costs and high profits
simultaneously can be found in Poland and Slovakia. In Slovenia, this issue is
the least problematic, still, the correlation is negative.
5 Concluding Remarks
The paper aims to uncover the sensitivity of a specification change in the
stochastic frontier approach—an analysis that is, to the authors knowledge,
missing in the present literature on transitional countries banking efficiency fron-
tier estimation (Berger’s“black box”with the sources of the substantial variation
in measured efficiency, Berger & Mester 1997). We conducted the valuation on
a regional level for five Central and Eastern Europe countries, including the
Czech Republic, Hungary, Poland, Slovenia and Slovakia. New evidence is pro-
vided using an unbalanced panel dataset of about 220 transitional banks for
the period of 1995–2006, examining two economic efficiency concepts: the cost
and the alternative profit efficiency. Estimations for this panel dataset assum-
ing truncated-normal distribution of inefficiency term differ in the very basic
methodological approaches.
We examine several types of variation sources by defining the benchmark
model and altering it by deviations such as usage of translog specification instead
of Fourier, adding one more output into the functional to have three of them
instead of two, adding time trend into the equation to control for technological
progress, adding the netput variable z into the functional, and taking a period of
time with one less year (which reduces the number of observations but changes
the whole dataset, therefore it has only an informative character and is not
additive to the sensitivity analysis). Two types of the benchmark model are
defined; one normalized by the equity capital to control for scale bias, the other
not normalized in this way.
The results for the transitional data sample for the period of 2003-2006 can
be resumed in the following: usage of transcendental logarithmic functional
decreases on average the cost and profit scores, for the cost efficiency this is
valid regardless of the benchmark model or the deviation used. Inclusion of
the netput variable into the functional has a positive effect on both efficiencies
irrespecitve of the specification (inclusion of one additional output has the same
effect on the cost efficiency, only less robust). Scaling (normalization by equity
capital) significantly increases the cost efficiency but increases much less or even
decreases the alternative profit efficiency. Not accounting for the equity capital
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normalization makes large, commercial and foreign banks more profit efficient
(for large banks, this conclusion is consistent with Berger & Mester 1997, the
study on the US banks) but less cost efficient, even if the mean profit efficiency
is higher for equity-normalized model.
We found the correlation coefficients of the cost and the alternative profit
estimates to be significantly negative. Also, the number of potential correlates
has a different relationship for these different measures of efficiency—suggesting
that for the efficiency research of banks, both of these measures should be pro-
vided by the study on x-efficiency as both of these measures relate to different
managerial decision-making; therefore, the raw conclusions about the most ef-
ficient institutions may be faulty if not being robust with respect to each of
these approaches, which is an outcome supporting the current stream of liter-
ature. Also, we found the ranking of firms to be similar especially among the
cost efficiency deviations from the benchmark, implying that the estimates are
robust to the differences in methodological definitions within the cost efficiency
framework.
The largest caveat would be probably addressed to the unbalancedness of
the dataset. Moreover, the “transitionality” character of the CEEB countries
throughout the investigated period 2003–2006 is questionable; nevertheless, it
is not important for the overall results. We would like to emphasize the fact
that our findings apply only to the given dataset with chosen assumptions and
should be confirmed by the further studies. The future research may concern
the alternative assumptions about the efficiency distribution, using a production
approach in defining inputs and outputs, or a profit-oriented approach, accom-
panied by the efficiency estimation using a standard profit functional form, and
extending the analysis to the cross-sectional estimates.
References
Aigner, D., C. Lovell & P. Schmidt (1977):
“Formulation and Estimation of Stochas-
tic frontier Production Function Models.”
Journal of Econometrics 6: pp. 21–37
Battese, G. E. & T. J. Coelli (1995): “A
Model for Technical Inefficiency Effects in
a Stochastic Frontier Production Function
for Panel Data.” Empirical Economics
20(2): pp. 325–32
Battese, G. E. & G. S. Corra (1977): “Es-
timation of a Production Frontier Model:
With Application to the Pastoral Zone of
Eastern Australia.” Australian Journal of
Agricultural Economics 21: pp. 169–179
Berger, A. N. & R. DeYoung (1997): “Prob-
lem loans and cost efficiency in commer-
cial banks.” Journal of Banking & Finance
21(6): pp. 849–870
Berger, A. N. & D. B. Humphrey (1997):
“Efficiency of financial institutions: Inter-
national survey and directions for future
research.” European Journal of Opera-
tional Research 98: pp. 175–212
Berger, A. N., J. H. Leusner & J. J. Mingo
(1997): “The efficiency of bank branches.”
Journal of Monetary Economics 40(1):
pp. 141–162
Berger, A. N. & L. J. Mester (1997): “In-
side the black box: What explains differ-
ences in the efficiencies of financial insti-
tutions?” Journal of Banking & Finance
21(7): pp. 895–947
Coelli, T. (1996): “A Guide to FRONTIER
Version 4.1: A Computer Program for
Stochastic Frontier Production and Cost
Function Estimation.”CEPA Working Pa-
pers 7, Centre for Efficiency and Produc-
tivity Analysis
Farrell, J. M. (1957): “The Measurement
of Productive Efficiency.” Journal of the
Royal Statistical Society 120(1): pp. 253–
290
Fries, S. & A. Taci (2005): “Cost efficiency
of banks in transition: Evidence from 289
banks in 15 post-communist countries.”
Journal of Banking & Finance 29(1): pp.
55–81
16
Gallant, A. R. (1981): “On the bias in flexi-
ble functional forms and an essentially un-
biased form : The fourier flexible form.”
Journal of Econometrics 15(2): pp. 211–
245
Greene, W. H. (1990): “A Gamma-
distributed stochastic frontier model.”
Journal of Econometrics 46(1-2): pp.
141–163
Hasan, I. & K. Marton (2003): “Develop-
ment and efficiency of the banking sector
in a transitional economy: Hungarian ex-
perience.” Journal of Banking & Finance
27(12): pp. 2249–2271
Kosˇak, M. & P. Zajc (2006): “Bank con-
solidation and bank efficiency in Europe.”
mimeo, University of Ljubljana
Koutsomanoli-Filippaki, A., E. Mamatza-
kis & C. Staikouras (2008): “Structural
reforms and banking efficiency in the new
EU States.” Journal of Policy Modeling
Kumbhakar, S. C. & A. Lozano-Vivas
(2000): Stochastic Frontier Analysis.
Cambridge: Cambridge University Press
Mamatzakis, E., C. Staikouras &
A. Koutsomanoli-Filippaki (2007):
“Bank efficiency in the new European
Union member states: Is there conver-
gence?” International Review of Financial
Analysis
McAllister, P. H. & D. McManus (1993):
“Resolving the scale efficiency puzzle in
banking.” Journal of Banking & Finance
17(2-3): pp. 389–405
Meeusen, W. & J. van den Broeck (1977):
“Efficiency estimation from Cobb-Douglas
production functions with composed er-
ror.” International Economic Review
18(2): pp. 435–44
Mertens, A. & G. Urga (2001): “Efficiency,
scale and scope economies in the Ukrainian
banking sector in 1998.”Emerging Markets
Review 2(3): pp. 292–308
Mester, L. J. (1996): “A study of
bank efficiency taking into account risk-
preferences.” Journal of Banking & Fi-
nance 20(6): pp. 1025–1045
Mitchell, K. & N. M. Onvural (1996):
“Economies of Scale and Scope at Large
Commercial Banks: Evidence from the
Fourier Flexible Functional Form.” Jour-
nal of Money, Credit and Banking 28(2):
pp. 178–99
Podpiera, A. & J. Podpiera (2005): “De-
teriorating Cost Efficiency in Commercial
Banks Signals an Increasing Risk of Fail-
ure.” Working Papers 2005/06, Czech Na-
tional Bank, Research Department
Rossi, S. P. S., M. S. Schwaiger & G. Win-
kler (2004): “Banking Efficiency in Cen-
tral and Eastern Europe.” Financial Sta-
bility Report 8, Oesterreichische National-
bank
Sealey, J., Calvin W & J. T. Lindley (1977):
“Inputs, Outputs, and a Theory of Produc-
tion and Cost at Depository Financial In-
stitutions.” Journal of Finance 32(4): pp.
1251–66
Stata Corporation (2005): Stata longitudi-
nal/panel data: reference manual, release
9. College Station, TX [US]: Stata Press.
ISBN: 1597180017
Stata Corporation (2007): Stata base refer-
ence manual | Vol. 1, A-H: release 10. Col-
lege Station, TX [US]: Stata Press. ISBN:
1597180246
Weill, L. (2003): “Is There a Lasting Gap
in Bank Efficiency between Eastern and
Western European Countries?” Paper pre-
sented at the 20th Symposium on Mone-
tary and Financial Economics in Birming-
ham, June 2003
17
A Appendix
According to Battese & Corra (1977) parametrization, the inefficiency and the
noise variances σ2u and σ
2
v are replaced by σ
2 = σ2v+σ2u, the variance of composed
error εit. A new variable γ = σ2u/(σ2v + σ2u) is defined, so that γ ∈ (0, 1) in ML
procedure. For the time-varying model, the log-likelihood function has the form
of:
lnL = − 12
(
ln 2pi + ln σ2
) N∑
i=0
Ti − 12
N∑
i=0
(Ti − 1) ln (1− γ) (8)
− 12
N∑
i=0
ln
{
1 +
(
Ti∑
t=1
η2it − 1
)
γ
}
−N ln {1− φ(−z˜)} − 12Nz˜
2
+
N∑
i=1
ln {1− φ(−z∗i )}+
1
2
N∑
i=1
z∗2i −
1
2
N∑
i=1
Ti∑
t=1
ε2it
(1− γσ2)
where ηit = exp {−η (t− Ti)}, z˜ = µ/
(
γσ2
)1/2
, and φ(.) is the cumulative
distribution function of the standard normal distribution, a is the parameter
differentiating between the production and the cost functions from (3), and
z∗i =
µ (1− γ)− aγ∑Tit=1 ηitεit[
γ (1− γ)σ2
{
1 +
(∑Ti
t=1 η
2
it − 1
)
γ
}]1/2 .
The estimates of technical efficiency term from (3) are obtained via:
E {exp(−auit)|εit} =
[
1− φ {aηitσ˜i − (µ˜i/σ˜i)}
1− φ (−µ˜i/σ˜i)
]
exp
(
−aηitµ˜i + 12η
2
itσ˜
2
i
)
,
(9)
where
µ˜i =
µσ2v − a
∑Ti
t=1 ηitεitσ
2
u
σ2v +
∑Ti
t=1 η
2
itσ
2
u
and σ˜2i =
σ2vσ
2
u
σ2v +
∑Ti
t=1 η
2
itσ
2
u
.
Replacing ηit = 1 and η = 0 changes the time decay model into the time-
invariant model, so that the estimated efficiencies differ only on the cross-
sectional level (for banks), not in the time dimension (through years) and
uit = ui.
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Figure 2: (A, B) Development of profit scores for different panels
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Table 7: (A) Profit efficiency scores for 1995-2006
Model Alternative profit efficiency Model Alternative profit efficiency
commercial large foreign commercial large foreign
(1) Mean = 0.386 (.101) (2) Mean = 0.351 (0.105)
nobs 932 nobs 932
mean 0.383 0.38 0.392 mean 0.349 0.343 0.357
st. dev (0.0988) (0.0717) (0.0897) st. dev (0.104) (0.0755) (0.0944)
nobs 863 373 349 nobs 863 373 349
spear spear 0.9113, 0.7599
(3) Mean = 0.3698 (0.0844) (4) Mean = 0.387 (0.0984)
nobs 932 nobs 932
mean 0.367 0.364 0.375 mean 0.386 0.383 0.391
st. dev (0.0823) (0.0548) (0.0729) st. dev (0.0971) (0.0709) (0.0832)
nobs 863 373 349 nobs 863 373 349
spear 0.8799, 0.7115 spear 0.9819, 0.9126
(5) Mean = 0.375 (0.993) (6) Mean = 0.371 (0.807)
nobs 877 nobs 930
mean 0.372 0.37 0.377 mean 0.428 0.424 0.428
st. dev (0 .0974) (0.0711) (0.0815) st. dev (0.0942) (0.0670) (0.0935)
nobs 810 355 336 nobs 861 372 348
spear 0.9812, 0.8935 spear 0.8623, 0.6899
Note: dependent variable lnopw.
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Figure 3: (A, B) Kernel profit density 1995-2006 (epanechnikov, bandwidth
0.0148 & 0.0128)
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Figure 4: (A, B) Development of profit scores by countries
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Figure 5: (A, B) Development of cost scores by countries
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Table 8: (A, B) Stochastic panel cost frontier by years
lnocw(z) = depvar (A) 2003-2006 (A) 2004-2006 (B) 2003-2006 (B) 2004-2006
alpha1( z) 0.0697 −0.530 0.521∗∗ 0.416∗∗
(0.12) (−0.69) (6.82) (4.31)
alpha2( z) 1.665
∗∗
1.672
∗∗
0.536
∗∗
0.527
∗∗
(5.28) (4.67) (8.98) (6.95)
beta1 2.320
∗∗
1.971
∗
0.811
∗∗
0.837
∗∗
(3.30) (2.48) (12.80) (9.78)
gamma11( z) 0.241
∗∗
0.315
∗∗
0.0833
†
0.131
∗
(4.28) (4.30) (1.88) (2.38)
gamma12( z) −0.215∗∗ −0.252∗∗ −0.0987∗∗ −0.125∗∗
(−6.61) (−6.05) (−4.64) (−3.97)
gamma22( z) 0.121
∗∗
0.163
∗∗
0.123
∗∗
0.146
∗∗
(5.78) (5.00) (6.47) (5.56)
delta11 −0.102 −0.0926 0.157∗∗ 0.104†
(−0.98) (−0.85) (3.01) (1.82)
rho11( z) −0.0740 −0.0992† 0.0593† 0.0220
(−1.55) (−1.73) (1.65) (0.45)
rho21( z) −0.0455 0.0121 0.105∗∗ 0.0975∗
(−1.05) (0.21) (3.27) (2.53)
sq33 0.217 −0.00534 −0.0890 −0.129
(0.87) (−0.02) (−0.46) (−0.54)
cq111 0.0995 0.165 −0.0896 −0.0550
(0.75) (1.13) (−0.90) (−0.50)
cq122 0.00187 0.0385 0.0176 0.0549
(0.01) (0.13) (0.08) (0.21)
cq133 −0.161 −0.362 0.0543 −0.146
(−0.84) (−1.62) (0.41) (−0.90)
cq222 0.100 −0.0295 0.00851 −0.0967
(0.61) (−0.14) (0.06) (−0.51)
cq223 −0.435∗ −0.637∗ −0.115 −0.223
(−2.54) (−2.32) (−0.85) (−1.10)
cq233 −0.104 0.202 −0.0717 0.163
(−0.56) (0.84) (−0.44) (0.77)
cq333 −0.00279 0.0266 0.0530 0.0121
(−0.04) (0.27) (0.80) (0.15)
sq111 0.311 0.647
∗
0.192 0.352
(1.44) (2.15) (1.03) (1.41)
sq112 −0.468 −1.042† −0.267 −0.572
(−1.12) (−1.71) (−0.70) (−1.09)
sq122 0.136 0.550 0.0711 0.304
(0.49) (1.29) (0.27) (0.83)
sq123 0.431 1.003
∗ −0.0732 0.226
(1.52) (2.43) (−0.39) (0.75)
sq133 0.397
†
0.514
∗
0.198 0.327
†
(1.78) (2.09) (1.37) (1.95)
sq223 0.0627 −0.526† 0.0591 −0.316
(0.34) (−1.66) (0.35) (−1.19)
sq233 −0.354† −0.641∗ −0.385∗ −0.481∗
(−1.84) (−2.56) (−2.33) (−2.36)
sq333 0.133 0.110 0.0515 0.0467
(1.44) (1.07) (0.67) (0.54)
constant −2.583 1.547 1.079∗∗ 1.235∗∗
(−0.64) (0.31) (4.82) (4.26)
ln σ2 −2.239∗∗ −2.305∗∗ −2.534∗∗ −2.578∗∗
(−23.56) (−22.37) (−24.35) (−22.56)
inverse logit of γ 0.0451 0.0835 0.439
∗
0.615
∗
(0.20) (0.32) (2.08) (2.55)
µ 0.785
∗∗
0.773
∗∗
0.678
∗∗
0.706
∗∗
(3.41) (3.35) (3.63) (2.87)
η 0.0343
†
0.0422
†
0.0247 0.0301
(1.84) (1.65) (1.55) (1.43)
z statistics in parentheses, † p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01
σ2 = σ2u + σ
2
v 0.107 0.0998 0.0794 0.0759
(0.0101) (0.0103) (0.00826) (0.00868)
γ = σ2u/σ
2 0.511 0.521 0.608 0.649
(0.0554) (0.0648) (0.0503) (0.0549)
σ2u 0.233 0.228 0.220 0.222
(0.01) (0.0106) (0.00834) (0.00903)
σ2v 0.228 0.219 0.176 0.163
(0.0047) (0.00529) (0.00284) (0.00301)
Efficiency score 0.522 0.559 0.575 0.592
(0.117) (0.116) (0.118) (0.118)
Observations 382 302 382 302
Standard errors in parentheses, ML computed using heteroscedasticity robust z statistics. If
µ = 0, most of the banks lie on or are close to the efficient frontier. Inefficiency decreases over
time t if η > 0, increases if η < 0, and is steady for η = 0. γ is a proportion of the variance in
disturbance due to inefficiency—if it is too low, it questions the presence of inefficiency.
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Table 9: (A) Stochastic panel profit frontier by years
lnopw = depvar 1995-06 1996-06 1998-06 1999-06 2001-06 2002-06 2003-06
alpha1 1.275
∗∗
1.304
∗∗
1.397
∗∗
0.713 0.988
∗∗
0.753
†
0.662
(6.27) (5.34) (5.18) (1.10) (2.73) (1.76) (1.07)
alpha2 0.874
∗
1.349
∗
1.458
∗∗
1.290
∗
1.015
∗
1.745
∗∗
1.053
∗∗
(1.97) (2.27) (4.45) (2.01) (2.48) (3.07) (3.15)
beta1 0.106 1.109
∗∗
1.015
∗∗
0.962
∗∗
0.891
∗
1.879
∗∗
0.775
∗
(0.23) (4.53) (3.77) (2.60) (1.97) (2.71) (2.01)
gamma11 0.149
∗∗
0.128
∗∗
0.128
∗∗
0.179
∗∗
0.164
∗∗
0.168
∗∗
0.136
∗
(10.78) (7.47) (7.55) (4.21) (5.46) (5.12) (2.01)
gamma12 −0.192∗∗ −0.184∗∗ −0.201∗∗ −0.201∗∗ −0.201∗∗ −0.191∗∗ −0.166∗∗
(−8.79) (−7.26) (−10.60) (−8.19) (−8.88) (−5.60) (−5.90)
gamma22 0.183
∗∗
0.115
∗∗
0.124
∗∗
0.134
∗∗
0.192
∗∗
0.0892
∗
0.118
∗∗
(5.94) (3.33) (8.85) (3.39) (5.84) (2.41) (8.04)
delta11 0.307
∗
0.0726 0.0493 −0.0212 0.116 −0.148∗ 0.0550
(2.52) (1.59) (0.98) (−0.32) (1.56) (−2.26) (1.05)
rho11 −0.00606 −0.00251 −0.0267 0.00554 −0.0304 −0.0956∗ −0.0118
(−0.42) (−0.20) (−1.55) (0.18) (−0.82) (−2.35) (−0.56)
rho21 0.145
∗
0.00538 0.0211 −0.0206 0.0664 0.00496 0.0189
(2.41) (0.15) (0.88) (−1.05) (1.54) (0.17) (0.56)
sq113 0.360
∗
0.216 0.219
∗
0.156 0.264
†
0.407
∗∗
(2.01) (1.37) (2.25) (0.99) (1.95) (3.17)
sq22 −0.395∗∗ −0.509∗∗ −0.574∗∗ −0.666∗ −0.413 −0.265
(−3.45) (−3.01) (−3.20) (−2.09) (−1.35) (−1.31)
cq133 0.395
∗
0.0972 −0.0156 0.0886 −0.352∗∗
(2.37) (1.20) (−0.28) (0.85) (−3.13)
cq11 0.557
∗
0.397 0.505
∗
0.367
∗
(2.06) (1.11) (1.97) (2.35)
cq123 −0.613† −0.303 −0.460∗∗ −0.105 −0.561∗
(−1.93) (−1.24) (−3.40) (−0.43) (−2.27)
sq111 0.204 0.0684 0.0996 −0.151∗ −0.176
(1.20) (0.42) (0.92) (−2.08) (−1.42)
cq111 0.0821 −0.0825 0.144 0.482†
(0.98) (−0.57) (1.32) (1.73)
cq13 1.452
∗∗
0.716
∗
(2.85) (2.29)
sq233 −0.230 −0.192 −0.176 −0.290∗∗
(−1.05) (−1.30) (−1.58) (−2.60)
cq33 −0.111 −0.405∗∗
(−0.77) (−2.93)
cq23 0.851
∗
0.192 1.825
∗∗
(2.34) (0.53) (2.82)
sq223 −0.332∗∗ 0.306∗ −0.148 −0.367†
(−2.65) (2.43) (−1.31) (−1.86)
cq223 −0.240∗ 0.124 −0.449∗∗
(−2.12) (0.80) (−3.75)
sq333 0.0827 0.142
∗∗
(1.51) (3.45)
sq123 0.665
∗
(2.54)
constant −6.961∗ −6.988 −7.733∗ −2.144 −5.509 −4.982 0.836
(−2.13) (−1.32) (−2.09) (−0.30) (−1.56) (−1.17) (0.22)
ln σ2 −1.560∗∗ −1.529∗∗ −1.669∗∗ −1.732∗∗ −1.860∗∗ −2.085∗∗ −2.032∗∗
(−23.67) (−22.42) (−22.89) (−22.52) (−19.42) (−18.04) (−16.40)
inverse logit of γ −0.462∗ −0.442∗ −0.340† −0.294 0.249 1.287∗∗ 1.546∗∗
(−2.53) (−2.32) (−1.79) (−1.47) (1.25) (7.19) (8.09)
µ 1.254
∗∗
1.247
∗∗
1.176
∗∗
1.125
∗∗
1.186
†
1.028
∗∗
1.050
∗∗
(2.78) (3.52) (4.22) (4.29) (1.86) (6.76) (4.95)
η 0.00332 0.00513 0.00832 0.0105 −0.0230 −0.0209∗ −0.0168†
(0.72) (0.99) (1.25) (1.30) (−1.52) (−2.35) (−1.65)
z statistics in parentheses, † p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01
σ2 = σ2u + σ
2
v 0.210 0.217 0.188 0.177 0.156 0.124 0.131
(0.0139) (0.0148) (0.0137) (0.0136) (0.0149) (0.0144) (0.0162)
γ = σ2u/σ
2 0.387 0.391 0.416 0.427 0.562 0.784 0.824
(0.0433) (0.0454) (0.0462) (0.0489) (0.0492) (0.0303) (0.0277)
σ2u 0.285 0.291 0.280 0.275 0.296 0.312 0.329
(0.0134) (0.0145) (0.0133) (0.0134) (0.0150) (0.0145) (0.0165)
σ2v 0.359 0.363 0.332 0.318 0.261 0.164 0.152
(0.00674) (0.00719) (0.00656) (0.00645) (0.00505) (0.00218) (0.00214)
Efficiency score 0.386 0.375 0.384 0.4004 0.447 0.438 0.445
(0.101) (0.0993) (0.108) (0.111) (0.127) (0.129) (0.139)
Observations 932 877 735 666 523 457 382
St. errors in parentheses, ML computed using heteroscedasticity robust (observed information
matrix) z statistics. Only significant trigonometric coefficients reported. All frontier equations
are Fourier-flexible using 2 outputs and 2 input prices.
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Table 10: (B) Stochastic panel profit frontier by years
lnopw z = depvar 1995-06 1996-06 1998-06 1999-06 2001-06 2002-06 2003-06
alpha1 z 0.0828 0.0725 0.129
†
0.133
†
0.270
∗
0.0844 0.0845
(1.26) (1.08) (1.84) (1.81) (2.32) (0.85) (0.76)
alpha2 z 0.483
∗∗
0.498
∗∗
0.441
∗∗
0.515
∗∗
0.370
∗∗
0.400
∗∗
0.405
∗∗
(7.59) (7.61) (6.39) (7.20) (3.61) (4.81) (4.19)
beta1 0.701
∗∗
0.695
∗∗
0.888
∗∗
0.887
∗∗
0.808
∗∗
0.534
∗∗
0.389
∗∗
(8.81) (8.56) (8.72) (7.98) (7.08) (4.65) (3.02)
gamma11 z 0.139
∗∗
0.131
∗∗
0.109
∗∗
0.106
∗∗
0.102
∗
0.221
∗∗
0.226
∗∗
(6.53) (5.92) (3.99) (3.48) (2.25) (5.79) (5.29)
gamma12 z −0.0922∗∗ −0.0906∗∗ −0.0831∗∗ −0.0917∗∗ −0.0825∗∗ −0.0839∗∗ −0.0761∗∗
(−7.61) (−7.24) (−5.47) (−5.53) (−3.53) (−4.15) (−3.17)
gamma22 z 0.128
∗∗
0.132
∗∗
0.133
∗∗
0.146
∗∗
0.108
∗∗
0.0701
∗∗
0.0634
∗
(8.49) (8.42) (8.13) (8.71) (4.86) (3.39) (2.31)
delta11 0.0454 0.0500 0.00657 0.0277 −0.114† −0.109† −0.0762
(0.86) (0.93) (0.12) (0.45) (−1.71) (−1.92) (−1.12)
rho11 z −0.0217 −0.0212 −0.0576∗ −0.0433 −0.0612† −0.0333 −0.00986
(−0.94) (−0.89) (−2.29) (−1.59) (−1.67) (−0.78) (−0.19)
rho21 z 0.0490
†
0.0552
∗
0.0690
∗∗
0.0757
∗∗
0.00214 0.0384 0.0603
(1.92) (2.10) (2.62) (2.75) (0.06) (1.29) (1.54)
cq11 −0.395† −0.459∗ 0.252 0.164 0.827∗ −0.120 −0.323
(−1.82) (−2.05) (0.90) (0.55) (2.04) (−0.31) (−0.69)
cq12 −0.337∗ −0.290† −1.154∗∗ −0.999∗∗ −1.547∗∗ −0.450 −0.0701
(−2.03) (−1.70) (−4.06) (−3.32) (−3.61) (−1.14) (−0.14)
cq13 −0.639∗∗ −0.692∗∗ −0.0814 −0.167 0.114 −0.429 −0.502
(−2.60) (−2.75) (−0.25) (−0.47) (0.28) (−1.21) (−1.10)
cq33 −0.255∗ −0.266∗ −0.389∗∗ −0.330∗ −0.606∗∗ −0.609∗∗ −0.565∗∗
(−2.18) (−2.21) (−3.19) (−2.39) (−4.33) (−5.53) (−4.49)
cq23 0.593
∗∗
0.620
∗∗
0.623
∗∗
0.800
∗∗
0.687
∗∗
0.291 0.169
(2.74) (2.80) (2.89) (3.61) (2.83) (1.57) (0.81)
sq22 −0.133† −0.122 −0.232∗∗ −0.205∗ −0.270∗∗ −0.135† −0.121
(−1.78) (−1.58) (−2.58) (−2.20) (−2.81) (−1.70) (−1.36)
sq23 −0.558 −0.557 −0.573 −0.536 −1.236∗ −0.921 −0.770
(−1.57) (−1.52) (−1.46) (−1.15) (−2.12) (−1.63) (−1.07)
sq33 0.0186 −0.00992 −0.128 −0.103 −0.102 −0.00923 0.174
(0.18) (−0.09) (−1.09) (−0.78) (−0.73) (−0.08) (1.15)
cq111 0.0130 0.00288 0.125 0.153
†
0.242
∗∗
0.188
∗∗
0.213
∗
(0.17) (0.04) (1.50) (1.75) (2.58) (2.63) (2.44)
cq113 −0.416∗∗ −0.399∗∗ −0.170 −0.107 −0.0254 −0.196 −0.186
(−2.96) (−2.78) (−1.11) (−0.59) (−0.12) (−0.99) (−0.66)
cq123 0.274 0.242 −0.105 −0.127 0.200 0.330 0.369
(1.21) (1.05) (−0.41) (−0.40) (0.53) (0.99) (0.81)
cq133 −0.142 −0.112 −0.00859 −0.0224 −0.0973 −0.325∗ −0.506∗∗
(−1.36) (−1.04) (−0.06) (−0.14) (−0.54) (−2.41) (−2.68)
sq111 −0.0249 −0.0608 0.261† 0.0986 0.342 −0.0763 −0.107
(−0.25) (−0.59) (1.86) (0.64) (1.56) (−0.38) (−0.44)
sq112 −0.260∗ −0.229∗ −0.583∗∗ −0.437∗∗ −0.777∗∗ −0.255 −0.183
(−2.55) (−2.17) (−3.72) (−2.64) (−3.20) (−1.18) (−0.66)
sq113 0.0761 0.0506 0.373
∗
0.490
∗∗
0.711
∗∗
0.346
∗
0.376
∗
(0.55) (0.36) (2.39) (2.76) (3.60) (2.30) (2.00)
sq233 −0.343∗ −0.373∗ −0.513∗∗ −0.476∗ −0.593∗∗ −0.540∗∗ −0.470∗∗
(−2.11) (−2.23) (−3.02) (−2.48) (−3.08) (−3.41) (−2.58)
constant 3.916
∗∗
3.891
∗∗
4.090
∗∗
3.953
∗∗
4.278
∗∗
3.970
∗∗
3.830
∗∗
(9.41) (10.26) (11.24) (10.04) (5.55) (10.33) (7.47)
ln σ2 −1.885∗∗ −1.855∗∗ −1.967∗∗ −1.975∗∗ −2.119∗∗ −2.330∗∗ −2.354∗∗
(−29.03) (−27.66) (−27.31) (−25.82) (−22.47) (−19.81) (−19.19)
inverse logit of γ −0.473∗∗ −0.436∗ −0.388∗ −0.290 0.0359 1.340∗∗ 1.466∗∗
(−2.64) (−2.37) (−2.01) (−1.47) (0.16) (7.40) (7.53)
µ 1.250
∗∗
1.238
∗∗
1.159
∗∗
1.144
∗∗
0.994 0.939
∗∗
0.997
∗∗
(3.78) (4.51) (4.94) (4.56) (1.41) (6.48) (4.95)
η 0.00400 0.00615 0.00874 0.00750 −0.0175 −0.0187∗ −0.0139
(1.02) (1.40) (1.48) (1.10) (−1.14) (−2.25) (−1.52)
z statistics in parentheses, † p < 0.10, ∗ p < 0.05, ∗∗ p < 0.01
σ2 = σ2u + σ
2
v 0.152 0.156 0.140 0.139 0.120 0.0973 0.0950
(0.00986) (0.0105) (0.0101) (0.0106) (0.0113) (0.0114) (0.0117)
γ = σ2u/σ
2 0.384 0.393 0.404 0.428 0.509 0.792 0.812
(0.0425) (0.0439) (0.0464) (0.0484) (0.055) (0.0298) (0.0297)
σ2u 0.241 0.248 0.238 0.244 0.247 0.278 0.278
(0.00949) (0.0102) (0.00975) (0.0104) (0.0116) (0.0116) (0.0119)
σ2v 0.306 0.308 0.289 0.282 0.243 0.142 0.133
(0.00487) (0.00515) (0.00496) (0.00504) (0.00442) (0.00164) (0.00167)
Efficiency score 0.362 0.357 0.374 0.388 0.503 0.458 0.445
(0.0861) (0.0886) (0.0936) (0.0998) (0.116) (0.119) (0.118)
Observations 932 877 735 666 523 457 382
St. errors in parentheses, ML computed using heteroscedasticity robust (observed information
matrix) z statistics.
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Table 11: (A) Efficiency scores for 2003-2006
Model specified Cost efficiency Alternative profit efficiency
commercialc large c foreign commercialc large c foreign
(1) Benchmark model:
Fourier-flexible form with 2
outputs, 2 input prices, and
frontier between 2003-2006;
without equity capital and
correlates; panel estimation
Mean = 0.522 (0.117) Mean = 0.386 (.101)
nobs c 382 c c 382 c
c c
mean 0.519 c 0.528 c 0.508 0.430 c 0.423 c 0.443
sd (0.120) c (0.106) c(0.0872) (0.119) c (0.104) c (0.135)
nobs 340 c 215 c 154 340 c 215 c 154
(2) As the benchmark model Mean = 0.469 (0.119) Mean = 0.411 (0.135)
but Translog specification nobs c 382 c c 382 c
mean 0.465 c 0.471 c 0.448 0.407 c 0.399 c 0.429
sd (0.122) c (0.107) c(0.0904) (0.131) c (0.115) c ( 0.149)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (2) 0.9417, 0.8104 0.9188, 0.7743
(3) As the benchmark model Mean = 0.575 (0.118) Mean = 0.416 (0.118)
but with equity capital nobs c 382 c c 382 c
normalization
mean 0.571 c 0.581 c 0.561 0.411 c 0.409 c 0.439
sd (0.121) c (0.108) c (0.954) (0.112) c(0.0957)c (0.147)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (3) 0.9386, 0.8053 0.8157, 0.6386
(4) As the benchmark model Mean = 0.553 (0.111) Mean = 0.435 (0.13)
but with 3 outputs nobs c 382 c c 382 c
mean 0.552 c 0.559 c 0.54 0.43 c 0.423 c 0.448
sd (0.115) c (0.101) c(0.0787) (0.123) c (0.104) c (0.134)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (4) 0.9566, 0.8627 0.9665, 0.8710
(5) As the benchmark model Mean = 0.559 (0.116) Mean = 0.399 (0.127)
but with frontier ranging nobs c 302 c c 302 c
from 2004-2006
mean 0.557 c 0.558 c 0.55 0.398 c 0.397 c 0.409
sd (0.119) c (0.109) c(0.0926) ( 0.117) c (0.107) c (0.145)
nobs 268 c 184 c 123 268 c 184 c 123
Spearman and Kendall corr. of (1) & (5) 0.9494, 0.8350 0.9286, 0.7923
(6) As the benchmark model Mean = 0.484 (0.114) Mean = 0.447 (0.126)
but with other explanatory nobs c 382 c c 382 c
variables (with gray
part in Def. 3.1) mean 0.479 c 0.487 c 0.474 0.444 c 0.436 c 0.463
sd (0.116) c(0.0997)c(0.0927) (0.122) c (0.111) c (0.143)
nobs 340 c 215 c 154 340 c 215 c 154
Spearman and Kendall corr. of (1) & (6) 0.8328, 0.6555 0.8599, 0.6942
Note: mean = simple mean efficiency score, nobs = number of observations, standard deviation in parenthesis.
Rank correlation coefficients significant on 1% level.
Table 12: (A) Rank order correlations across models of 2003-06
Spearman ccc(1) Cccc(2) Cccc(3) Cccc(4) Cccc(5) Cccc(6) Cccc(1) Pccc(2) Pccc(3) Pccc(4) Pccc(5) Pccc(6) P
(1) C ccc 1ccc ccc ccc ccc ccc ccc ccc ccc ccc ccc ccc
(2) C tlog ccc 0.94ccc 1ccc ccc ccc ccc ccc ccc ccc ccc ccc ccc
(3) C z ccc 0.94ccc 0.94ccc 1ccc ccc ccc ccc ccc ccc ccc ccc ccc
(4) C y ccc 0.96ccc 0.88ccc 0.91ccc 1ccc ccc ccc ccc ccc ccc ccc ccc
(5) C yearccc 0.95ccc 0.88ccc 0.88ccc 0.91ccc 1ccc ccc ccc ccc ccc ccc ccc
(6) C explccc 0.83ccc 0.83ccc 0.79ccc 0.80ccc 0.82ccc 1ccc ccc ccc ccc ccc ccc
(1) P ccc -0.48ccc -0.49ccc -0.46ccc -0.47ccc -0.48ccc -0.37ccc 1ccc ccc ccc ccc ccc
(2) P tlog ccc -0.40ccc -0.50ccc -0.42ccc -0.40ccc -0.39ccc -0.33ccc 0.92ccc 1ccc ccc ccc ccc
(3) P z ccc -0.49ccc -0.54ccc -0.54ccc -0.49ccc -0.50ccc -0.37ccc 0.82ccc 0.81ccc 1ccc ccc ccc
(4) P y ccc -0.41ccc -0.41ccc -0.39ccc -0.44ccc -0.40ccc -0.30ccc 0.97ccc 0.90ccc 0.80ccc 1ccc ccc
(5) P yearccc -0.48ccc -0.52ccc -0.45ccc -0.45ccc -0.50ccc -0.42ccc 0.93ccc 0.86ccc 0.78ccc 0.88ccc 1ccc
(6) P explccc -0.45ccc -0.55ccc -0.48ccc -0.45ccc -0.45ccc -0.43ccc 0.86ccc 0.92ccc 0.87ccc 0.82ccc 0.81ccc 1
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Table 13: (B) Cost efficiency by models (2003-06)
lnocw z = depvar (1) (2) (3) (4) (5) (6)
alpha1 z 0.521
∗∗
0.478
∗∗
0.325
∗∗
0.416
∗∗
0.495
∗∗ −0.306
(6.82) (7.98) (3.19) (4.31) (3.31) (−0.60)
alpha2 z 0.536
∗∗
0.437
∗∗
0.423
∗∗
0.527
∗∗
0.535
∗∗
1.757
∗∗
(8.98) (11.42) (6.33) (6.95) (3.83) (6.29)
beta1 0.811
∗∗
0.713
∗∗
0.909
∗∗
0.837
∗∗
1.012
∗∗
2.911
∗∗
(12.80) (16.11) (13.32) (9.78) (5.65) (4.91)
gamma11 z 0.0833
†
0.105
∗∗
0.184
∗
0.131
∗
0.0694 0.145
∗∗
(1.88) (2.84) (2.57) (2.38) (1.56) (2.61)
gamma12 z −0.0987∗∗ −0.0745∗∗ −0.0334 −0.125∗∗ −0.0870∗∗ −0.168∗∗
(−4.64) (−4.96) (−0.91) (−3.97) (−3.89) (−5.94)
gamma22 z 0.123
∗∗
0.0881
∗∗
0.134
∗∗
0.146
∗∗
0.115
∗∗
0.125
∗∗
(6.47) (9.30) (5.67) (5.56) (5.77) (6.28)
delta11 0.157
∗∗
0.124
∗∗
0.118
†
0.104
†
0.185
∗∗ −0.00641
(3.01) (5.52) (1.81) (1.82) (3.14) (−0.08)
rho11 z 0.0593
†
0.0719
∗∗ −0.00866 0.0220 0.0637† −0.0379
(1.65) (2.97) (−0.15) (0.45) (1.74) (−0.87)
rho21 z 0.105
∗∗
0.0640
∗∗
0.147
∗∗
0.0975
∗
0.0909
∗∗ −0.00601
(3.27) (3.44) (3.96) (2.53) (2.83) (−0.16)
alpha3 z 0.330
∗∗
(3.77)
gamma23 z −0.0177
(−0.70)
gamma33 z 0.00842
(0.40)
gamma13 z −0.107∗
(−2.23)
rho31 z −0.00237
(−0.05)
tau1 0.264
(0.98)
tau2 −0.0187
(−0.95)
tauy1 0.00182
(0.20)
tauy2 −0.00277
(−0.31)
tauy3 0.00281
(1.33)
tauw1 −0.0126
(−0.97)
tau1 z 0.192
(0.35)
tau2 z −0.0299
(−0.70)
tauy1 z 0.0570
(1.43)
tauy2 z −0.107∗∗
(−4.60)
tauy3 z 0.00574
∗
(2.53)
tauw1 z −0.183∗∗
(−3.50)
constant 1.079
∗∗
1.033
∗∗
1.121
∗∗
1.235
∗∗ −1.147 1.218
(4.82) (5.30) (4.24) (4.26) (−0.60) (0.34)
ln σ2 −2.534∗∗ −2.444∗∗ −2.649∗∗ −2.578∗∗ −2.625∗∗ −2.670∗∗
(−24.35) (−23.16) (−26.69) (−22.56) (−24.61) (−26.57)
inverse logit of γ 0.439
∗
0.561
∗∗
0.205 0.615
∗
0.335 0.226
(2.08) (2.73) (0.92) (2.55) (1.52) (1.01)
µ 0.678
∗∗
0.748
∗∗
0.677
∗∗
0.706
∗∗
0.661
∗∗
0.639
∗∗
(3.63) (3.73) (3.08) (2.87) (3.95) (2.93)
η 0.0247 0.0251
†
0.0219 0.0301 0.0844
∗
0.0305
†
(1.55) (1.80) (1.33) (1.43) (2.49) (1.70)
σ2 = σ2u + σ
2
v 0.0794 0.0868 0.0707 0.0759 0.0725 0.0693
γ = σ2u/σ
2 0.608 0.637 0.551 0.649 0.583 0.556
σ2u 0.220 0.235 0.197 0.222 0.206 0.196
σ2v 0.176 0.178 0.178 0.163 0.174 0.175
log L 10.12 0.898 18.17 12.96 14.01 22.50
Efficiency score 0.575 0.535 0.606 0.592 0.562 0.612
st. dev (0.118) (0.119) (0.11) (0.118) (0.121) (0.111)
Observations 382 382 382 302 382 382
t statistics in parentheses, ML computed using heteroscedasticity robust (observed information
matrix) z statistics. Trigonometric coefficients not reported.
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Table 14: (B) Profit efficiency by models (2003-06)
lnopw z = depvar (1) (2) (3) (4) (5) (6)
alpha1 z 0.236
∗∗
0.441
∗∗ −0.00374 0.287∗∗ 0.265∗ 0.246
(3.32) (7.58) (−0.04) (3.33) (2.22) (0.55)
alpha2 z 0.286
∗∗
0.381
∗∗
0.185
∗∗
0.248
∗∗
0.214
∗
1.355
∗∗
(5.39) (10.33) (3.17) (3.97) (1.97) (5.44)
beta1 0.584
∗∗
0.481
∗∗
0.742
∗∗
0.570
∗∗
0.649
∗∗
1.619
∗∗
(10.48) (11.69) (12.33) (7.41) (4.56) (3.23)
gamma11 z 0.183
∗∗
0.157
∗∗
0.349
∗∗
0.193
∗∗
0.201
∗∗
0.272
∗∗
(4.26) (4.42) (5.40) (3.72) (4.74) (5.49)
gamma12 z −0.0529∗∗ −0.0663∗∗ 0.0284 −0.0622∗ −0.0615∗∗ −0.146∗∗
(−2.67) (−5.05) (0.88) (−2.19) (−3.06) (−5.55)
gamma22 z 0.0578
∗∗
0.0592
∗∗
0.103
∗∗
0.0649
∗∗
0.0712
∗∗
0.0822
∗∗
(3.62) (6.91) (5.04) (2.91) (4.23) (5.73)
delta11 0.183
∗∗
0.0864
∗∗
0.0665 0.127
∗∗
0.225
∗∗
0.125
†
(3.89) (4.05) (1.20) (2.62) (4.37) (1.84)
rho11 z 0.0754
∗
0.122
∗∗ −0.0312 0.0778† 0.0805∗∗ 0.0287
(2.52) (5.62) (−0.69) (1.95) (2.65) (0.88)
rho21 z 0.00162 0.0677
∗∗
0.0731
∗ −0.0324 −0.000381 −0.0743∗
(0.06) (3.91) (2.36) (−1.03) (−0.01) (−2.57)
alpha3 z 0.464
∗∗
(6.12)
gamma23 z −0.0414†
(−1.89)
gamma33 z −0.00109
(−0.06)
gamma13 z −0.154∗∗
(−3.66)
rho31 z 0.0131
(0.35)
tau1 0.442
∗
(2.27)
tau2 −0.0378∗
(−2.55)
tauy1 0.000304
(0.04)
tauy2 0.00829
(1.20)
tauy3 0.000608
(0.35)
tauw1 0.00189
(0.18)
tau1 z 1.527
∗∗
(3.18)
tau2 z −0.117∗∗
(−3.14)
tauy1 z −0.0000235
(−0.00)
tauy2 z −0.0843∗∗
(−4.11)
tauy3 z 0.00256
(1.47)
tauw1 z −0.0784†
(−1.77)
constant 3.458
∗∗
3.314
∗∗
3.543
∗∗
3.540
∗∗ −0.858 −6.637∗
(8.72) (5.50) (8.97) (3.35) (−0.65) (−2.15)
ln σ2 −2.313∗∗ −2.132∗∗ −2.442∗∗ −2.329∗∗ −2.308∗∗ −2.473∗∗
(−18.48) (−17.70) (−19.61) (−17.27) (−17.62) (−19.81)
inverse logit of γ 1.578
∗∗
1.621
∗∗
1.536
∗∗
1.925
∗∗
1.642
∗∗
1.390
∗∗
(8.00) (8.85) (7.79) (9.03) (8.28) (6.92)
µ 1.098
∗∗
1.207
∗
1.054
∗∗
1.143 0.987
∗∗
0.854
∗∗
(3.04) (2.01) (2.91) (1.10) (5.46) (5.40)
η −0.00581 −0.000346 −0.00424 −0.0249 −0.0651∗ −0.0207†
(−0.71) (−0.05) (−0.52) (−1.06) (−2.33) (−1.87)
σ2 = σ2u + σ
2
v 0.0990 0.119 0.0870 0.0974 0.0995 0.0843
γ = σ2u/σ
2 0.829 0.835 0.823 0.873 0.838 0.801
σ2u 0.286 0.315 0.268 0.291 0.289 0.260
σ2v 0.130 0.140 0.124 0.111 0.127 0.130
logL 65.06 34.35 85.49 60.49 77.42 79.67
Efficiency score 0.416 0.394 0.43 0.416 0.462 0.504
st. dev (0.118) (0.119) (0.115) (0.122) (0.126) (0.119)
Observations 382 382 382 302 382 382
t statistics in parentheses, ML computed using heteroscedasticity robust (observed information
matrix) z statistics. Trigonometric coefficients not reported.
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Figure 6: (A, B) Development of profit scores by countries
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Figure 7: (A, B) Kernel cost density (epanechnikov, bandw. 0.023)
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Figure 8: (A, B) Kernel profit density (epanechnikov, bandw. 0.023)
Table 15: (B) Spearman correlations, the Czech Republic in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.93iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.90iiii 0.86iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.91iiii 0.88iiii 0.75iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.97iiii 0.92iiii 0.88iiii 0.91iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.92iiii 0.89iiii 0.81iiii 0.84iiii 0.90iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.32iiii -0.38iiii -0.20iiii -0.44iiii -0.31iiii -0.36iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.31iiii -0.39iiii -0.19iiii -0.45iiii -0.30iiii -0.39iiii 0.93iiii 1iiii iiii iiii iiii
(3) P y iiii -0.23iiii -0.32iiii -0.31iiii -0.29iiii -0.24iiii -0.27iiii 0.88iiii 0.82iiii 1iiii iiii iiii
(4) P year iiii -0.27iiii -0.33iiii -0.11iiii -0.44iiii -0.28iiii -0.25iiii 0.96iiii 0.88iiii 0.81iiii 1iiii iiii
(5) P expltiiii -0.40iiii -0.42iiii -0.26iiii -0.50iiii -0.44iiii -0.39iiii 0.95iiii 0.86iiii 0.80iiii 0.96iiii 1iiii
(6) P explziiii -0.31iiii -0.37iiii -0.17iiii -0.40iiii -0.31iiii -0.36iiii 0.98iiii 0.93iiii 0.85iiii 0.95iiii 0.95iiii 1
Table 16: (B) Spearman correlations, Hungary in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.95iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.96iiii 0.89iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.95iiii 0.95iiii 0.89iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.92iiii 0.86iiii 0.92iiii 0.88iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.84iiii 0.84iiii 0.81iiii 0.82iiii 0.79iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.51iiii -0.45iiii -0.56iiii -0.57iiii -0.51iiii -0.30iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.36iiii -0.29iiii -0.40iiii -0.41iiii -0.36iiii -0.13iiii 0.83iiii 1iiii iiii iiii iiii
(3) P y iiii -0.43iiii -0.36iiii -0.51iiii -0.48iiii -0.39iiii -0.18iiii 0.83iiii 0.72iiii 1iiii iiii iiii
(4) P year iiii -0.70iiii -0.68iiii -0.72iiii -0.72iiii -0.67iiii -0.55iiii 0.81iiii 0.61iiii 0.80iiii 1iiii iiii
(5) P expltiiii -0.50iiii -0.46iiii -0.54iiii -0.59iiii -0.60iiii -0.34iiii 0.86iiii 0.76iiii 0.78iiii 0.73iiii 1iiii
(6) P explziiii -0.38iiii -0.48iiii -0.36iiii -0.57iiii -0.35iiii -0.48iiii 0.51iiii 0.52iiii 0.50iiii 0.62iiii 0.65iiii 1
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Table 17: (B) Spearman correlations, Poland in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.98iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.99iiii 0.96iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.97iiii 0.94iiii 0.97iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.98iiii 0.96iiii 0.97iiii 0.96iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.98iiii 0.97iiii 0.98iiii 0.94iiii 0.96iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.57iiii -0.55iiii -0.57iiii -0.58iiii -0.55iiii -0.55iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.54iiii -0.55iiii -0.55iiii -0.48iiii -0.51iiii -0.54iiii 0.87iiii 1iiii iiii iiii iiii
(3) P y iiii -0.52iiii -0.50iiii -0.54iiii -0.55iiii -0.51iiii -0.50iiii 0.98iiii 0.85iiii 1iiii iiii iiii
(4) P year iiii -0.58iiii -0.55iiii -0.58iiii -0.63iiii -0.58iiii -0.52iiii 0.95iiii 0.79iiii 0.95iiii 1iiii iiii
(5) P expltiiii -0.60iiii -0.59iiii -0.60iiii -0.64iiii -0.62iiii -0.56iiii 0.95iiii 0.79iiii 0.94iiii 0.97iiii 1iiii
(6) P explziiii -0.61iiii -0.61iiii -0.60iiii -0.61iiii -0.59iiii -0.58iiii 0.98iiii 0.88iiii 0.96iiii 0.95iiii 0.96iiii 1
Table 18: (B) Spearman correlations, Slovenia in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.98iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.99iiii 0.97iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.93iiii 0.87iiii 0.95iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.93iiii 0.91iiii 0.94iiii 0.93iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.98iiii 0.96iiii 0.99iiii 0.95iiii 0.94iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.25iiii -0.19iiii -0.25iiii -0.20iiii -0.24iiii -0.29iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.16iiii -0.09iiii -0.16iiii -0.05iiii -0.17iiii -0.18iiii 0.89iiii 1iiii iiii iiii iiii
(3) P y iiii -0.24iiii -0.19iiii -0.25iiii -0.19iiii -0.22iiii -0.30iiii 0.98iiii 0.88iiii 1iiii iiii iiii
(4) P year iiii -0.24iiii -0.16iiii -0.24iiii -0.20iiii -0.23iiii -0.28iiii 0.98iiii 0.85iiii 0.96iiii 1iiii iiii
(5) P expltiiii -0.25iiii -0.22iiii -0.25iiii -0.19iiii -0.35iiii -0.30iiii 0.90iiii 0.81iiii 0.88iiii 0.93iiii 1iiii
(6) P explziiii -0.18iiii -0.17iiii -0.19iiii -0.14iiii -0.20iiii -0.24iiii 0.89iiii 0.74iiii 0.89iiii 0.89iiii 0.93iiii 1
Table 19: (B) Spearman correlations, Slovakia in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.96iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.97iiii 0.91iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.94iiii 0.87iiii 0.98iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.93iiii 0.92iiii 0.92iiii 0.91iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.98iiii 0.92iiii 0.98iiii 0.97iiii 0.93iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.59iiii -0.66iiii -0.62iiii -0.64iiii -0.59iiii -0.59iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.17iiii -0.24iiii -0.20iiii -0.31iiii -0.23iiii -0.18iiii 0.71iiii 1iiii iiii iiii iiii
(3) P y iiii -0.44iiii -0.51iiii -0.48iiii -0.52iiii -0.44iiii -0.44iiii 0.96iiii 0.78iiii 1iiii iiii iiii
(4) P year iiii -0.56iiii -0.64iiii -0.56iiii -0.59iiii -0.63iiii -0.58iiii 0.86iiii 0.75iiii 0.76iiii 1iiii iiii
(5) P expltiiii -0.60iiii -0.69iiii -0.62iiii -0.61iiii -0.72iiii -0.58iiii 0.89iiii 0.65iiii 0.85iiii 0.83iiii 1iiii
(6) P explziiii -0.62iiii -0.71iiii -0.62iiii -0.62iiii -0.64iiii -0.61iiii 0.97iiii 0.61iiii 0.92iiii 0.84iiii 0.91iiii 1
Table 20: (B) Kendall correlations, the Czech Republic in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.81iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.80iiii 0.70iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.77iiii 0.72iiii 0.61iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.86iiii 0.77iiii 0.75iiii 0.76iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.80iiii 0.74iiii 0.69iiii 0.68iiii 0.76iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.27iiii -0.35iiii -0.16iiii -0.37iiii -0.25iiii -0.29iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.24iiii -0.32iiii -0.16iiii -0.35iiii -0.24iiii -0.30iiii 0.78iiii 1iiii iiii iiii iiii
(3) P y iiii -0.19iiii -0.30iiii -0.27iiii -0.23iiii -0.19iiii -0.24iiii 0.80iiii 0.69iiii 1iiii iiii iiii
(4) P year iiii -0.21iiii -0.30iiii -0.07iiii -0.35iiii -0.22iiii -0.20iiii 0.86iiii 0.72iiii 0.70iiii 1iiii iiii
(5) P expltiiii -0.33iiii -0.37iiii -0.20iiii -0.43iiii -0.37iiii -0.31iiii 0.83iiii 0.69iiii 0.67iiii 0.85iiii 1iiii
(6) P explziiii -0.25iiii -0.34iiii -0.13iiii -0.33iiii -0.26iiii -0.31iiii 0.92iiii 0.79iiii 0.77iiii 0.84iiii 0.82iiii 1
Table 21: (B) Kendall correlations, Hungary in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.84iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.86iiii 0.76iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.84iiii 0.83iiii 0.77iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.78iiii 0.69iiii 0.76iiii 0.73iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.67iiii 0.67iiii 0.64iiii 0.68iiii 0.62iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.39iiii -0.36iiii -0.43iiii -0.43iiii -0.37iiii -0.21iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.28iiii -0.23iiii -0.31iiii -0.32iiii -0.27iiii -0.14iiii 0.66iiii 1iiii iiii iiii iiii
(3) P y iiii -0.35iiii -0.30iiii -0.40iiii -0.40iiii -0.29iiii -0.15iiii 0.72iiii 0.57iiii 1iiii iiii iiii
(4) P year iiii -0.53iiii -0.52iiii -0.57iiii -0.55iiii -0.50iiii -0.42iiii 0.66iiii 0.48iiii 0.69iiii 1iiii iiii
(5) P expltiiii -0.39iiii -0.35iiii -0.42iiii -0.44iiii -0.45iiii -0.25iiii 0.71iiii 0.57iiii 0.62iiii 0.58iiii 1iiii
(6) P explziiii -0.29iiii -0.37iiii -0.27iiii -0.43iiii -0.25iiii -0.37iiii 0.40iiii 0.42iiii 0.41iiii 0.51iiii 0.49iiii 1
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Table 22: (B) Kendall correlations, Poland in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.90iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.94iiii 0.89iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.86iiii 0.82iiii 0.88iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.88iiii 0.86iiii 0.87iiii 0.84iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.91iiii 0.87iiii 0.89iiii 0.82iiii 0.85iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.43iiii -0.42iiii -0.43iiii -0.43iiii -0.41iiii -0.41iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.42iiii -0.42iiii -0.42iiii -0.36iiii -0.39iiii -0.41iiii 0.75iiii 1iiii iiii iiii iiii
(3) P y iiii -0.40iiii -0.38iiii -0.42iiii -0.41iiii -0.38iiii -0.38iiii 0.91iiii 0.72iiii 1iiii iiii iiii
(4) P year iiii -0.45iiii -0.43iiii -0.46iiii -0.48iiii -0.45iiii -0.41iiii 0.83iiii 0.63iiii 0.83iiii 1iiii iiii
(5) P expltiiii -0.46iiii -0.44iiii -0.46iiii -0.48iiii -0.48iiii -0.42iiii 0.82iiii 0.64iiii 0.80iiii 0.85iiii 1iiii
(6) P explziiii -0.47iiii -0.47iiii -0.47iiii -0.46iiii -0.45iiii -0.45iiii 0.89iiii 0.73iiii 0.87iiii 0.83iiii 0.83iiii 1
Table 23: (B) Kendall correlations, Slovenia in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.91iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.93iiii 0.90iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.82iiii 0.76iiii 0.85iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.81iiii 0.78iiii 0.81iiii 0.80iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.91iiii 0.89iiii 0.93iiii 0.84iiii 0.82iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.24iiii -0.17iiii -0.24iiii -0.22iiii -0.22iiii -0.26iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.12iiii -0.05iiii -0.12iiii -0.05iiii -0.14iiii -0.13iiii 0.76iiii 1iiii iiii iiii iiii
(3) P y iiii -0.22iiii -0.17iiii -0.24iiii -0.21iiii -0.20iiii -0.26iiii 0.92iiii 0.73iiii 1iiii iiii iiii
(4) P year iiii -0.21iiii -0.14iiii -0.22iiii -0.21iiii -0.20iiii -0.25iiii 0.90iiii 0.74iiii 0.85iiii 1iiii iiii
(5) P expltiiii -0.20iiii -0.17iiii -0.21iiii -0.19iiii -0.28iiii -0.25iiii 0.75iiii 0.65iiii 0.73iiii 0.80iiii 1iiii
(6) P explziiii -0.15iiii -0.14iiii -0.16iiii -0.15iiii -0.18iiii -0.20iiii 0.81iiii 0.62iiii 0.80iiii 0.80iiii 0.80iiii 1
Table 24: (B) Kendall correlations, Slovakia in 2003-06
Spearman iiii(1) Ciiii(2) Ciiii(3) Ciiii(4) Ciiii(5) Ciiii(6) Ciiii(1) Piiii(2) Piiii(3) Piiii(4) Piiii(5) Piiii(6) P
(1) C iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(2) C tlog iiii 0.85iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii iiii
(3) C y iiii 0.87iiii 0.77iiii 1iiii iiii iiii iiii iiii iiii iiii iiii iiii
(4) C year iiii 0.84iiii 0.75iiii 0.90iiii 1iiii iiii iiii iiii iiii iiii iiii iiii
(5) C expltiiii 0.79iiii 0.77iiii 0.78iiii 0.80iiii 1iiii iiii iiii iiii iiii iiii iiii
(6) C explziiii 0.88iiii 0.78iiii 0.89iiii 0.88iiii 0.79iiii 1iiii iiii iiii iiii iiii iiii
(1) P iiii -0.47iiii -0.51iiii -0.49iiii -0.51iiii -0.45iiii -0.47iiii 1iiii iiii iiii iiii iiii
(2) P tlog iiii -0.11iiii -0.20iiii -0.17iiii -0.22iiii -0.16iiii -0.13iiii 0.57iiii 1iiii iiii iiii iiii
(3) P y iiii -0.35iiii -0.39iiii -0.37iiii -0.42iiii -0.32iiii -0.35iiii 0.87iiii 0.62iiii 1iiii iiii iiii
(4) P year iiii -0.42iiii -0.49iiii -0.42iiii -0.45iiii -0.47iiii -0.44iiii 0.71iiii 0.58iiii 0.62iiii 1iiii iiii
(5) P expltiiii -0.44iiii -0.53iiii -0.47iiii -0.46iiii -0.55iiii -0.43iiii 0.73iiii 0.49iiii 0.68iiii 0.66iiii 1iiii
(6) P explziiii -0.50iiii -0.55iiii -0.50iiii -0.47iiii -0.49iiii -0.52iiii 0.88iiii 0.49iiii 0.79iiii 0.68iiii 0.75iiii 1
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