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The solution of the advection-diffusion equations, which describe pollution transport, for
large urban areas using traditional numerical methods is computationally expensive. This
makes applications such as real-time or interactive modeling of pollution transport unfea-
sible, applications which would be very useful in urban areas to improve pollution control
policies and better manage urban spaces in a moment where increasing urbanization and
transportation demand are leading to worsening in air quality in many cities around the
world. In this thesis, an alternative method, the proper generalized decomposition (PGD),
is applied to solve the pollution transport problem. PGD allows parametric modeling,
resulting in a generic solution which can be obtained immediately for different parameter
combinations once the approximation has been computed once, thus overcoming limitations
of traditional numerical methods. The results in synthetic urban domains are promising
and show that PGD can typically approximate the FEM solution with reasonable accu-
racy with a reasonable number of modes in the decomposition for simple cases. However,
challenges remain involving the non-linear terms, which cannot be separated but are neces-
sary for fully stabilizing advection-dominated problems. Furthermore, the implementation
of the approach in meshes of real urban areas introduces further complications, thereby
yielding inconclusive results about the ability of PGD to correctly approximate solutions
in real cities. The main contributions of this thesis have been: i) the combination of PGD
with stabilization terms for steady-state advection-diffusion equations, ii) the application
of algebraic PGD to parametrize the solution as a function of the wind direction and mod-
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DBC : Dirichlet Boundary Condition
EPA : Environmental Protection Agency
FEM : Finite Element Method
HPC: High Performance Computing
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Air pollution is a prevalent problem in the world today. While many of the compounds
traditionally classified as "air pollution" were naturally found in the atmosphere thousands
of years ago in very small quantities, human activity has caused the concentrations of many
of these chemical species to increase. This trend has been especially important in the past
decades as the world population has increased and the adoption of technologies contributing
to the emission of these pollutants has been widespread. Air pollution has been gaining
attention by both citizens and public entities as studies have revealed the negative impact
that it can have on human health. Urban pollution is estimated to contribute to more
than 3.8 million premature deaths annually through various mechanisms: it is a risk factor
in the development of cardiovascular disease, increases the risk of suffering from a stroke,
and can lead to increased chances of developing cancer in the respiratory system. Other
surprising long-term effects, such as cognitive impairment in older people [30], as well as
increased chances of dementia, Parkinson’s disease and Alzeimer’s disease, have also been
reported [21].
The term "air pollution" is a broad term referring to a number of different chemical
species which are found in the air in concentrations different than those which would be
measured in normal conditions. According to the United States (US) Clean Air Act, in its
title III, Section 7602(g) defines air pollutants in the following way:
"The term “air pollutant” means any air pollution agent or combination of such agents,
including any physical, chemical, biological, radioactive (including source material, special
nuclear material, and byproduct material) substance or matter which is emitted into or
otherwise enters the ambient air." [25]
The definition does not describe what an "air pollution agent" is. However, an in-
dication can be found in Title 42, Section 7408, which states that the US Environmental
Protection Agency (EPA) must publish a list of air pollutants:
"emissions of which, in his judgment, cause or contribute to air pollution which may
reasonably be anticipated to endanger public health or welfare"[26]
This is a very broad definition which encompasses many different compounds affecting
humans in very diverse ways through various mechanisms. Some common pollutants which
are the subject of many scientific studies include particulate matter (PM), ground-level
ozone (O3), methane, nitrogen oxides, carbon monoxide and sulphur dioxide. These are
known to have a hazardous effect on human health [12]. The World Health Organization
(WHO) publishes guidelines regarding the maximum concentration of these pollutants
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which are safe for humans to breathe.
Whether carbon dioxide (CO2) should or shouldn’t be considered as a pollutant still
remains a subject of scientific debate, given that emissions of CO2 are necessary for the bal-
ance of the planetary ecosystem and they don’t directly affect human health by increasing
the risk of suffering from an illness. However, given that the amount of CO2 endangering
public welfare when emitted in the amounts which are typical of modern cities via exacer-
bation of climate change, as well as its potential for ocean acidification, CO2 will also be
considered as a pollutant.
Although the problem of pollution is a global one, susceptible of affecting any person
in any country, it is especially concentrated in cities around the planet. 75% of greenhouse
gas emissions originate from cities, despite the fact that urban areas account for roughly
only 2% of the Earth’s surface. In cities, gases with high concentrations of pollutants
are originated mostly by internal combustion engines in vehicles, residential buildings and
industries (such as coal-burning electricity plants). In many developing cities around the
world, the PM concentration can be as high as 4-15 times the one judged as safe by
the WHO. According to a recent survey by the WHO, only 20% of the global urban
population lives in areas which comply with WHO air quality guidelines for PM2.5, which is
considered to be the most harmful air pollutant for humans [28]. In a context of increasing
worldwide urbanization, with roughly 70% of the population expected to live in urban
areas by 2050, and increasing pressure on existing infrastructure as motorized transport
becomes ubiquitous in communities with rising middle classes, understanding pollution
transport is more necessary than ever to make informed decision-making with the objective
of mitigating its environmental and public health impacts.
Figure 1.1: Pollution from factories in Bratislava, Slovakia (Picture by Dominik Dancs)
Pollution doesn’t stay indefinitely in the place where it is originated. Instead, it is
transported through the air and is affected by various factors, such as the wind. A very
clear example of pollution transport can be seen in Figure 1.1. Pollution is transported
following a set of relatively well-known equations. Often referred to as the advection-
diffusion-reaction equations or the convection-diffusion-reaction equations, this set of par-
tial differential equations (PDE) describes the transport phenomena as a function of the
derivatives of the pollutant concentration. Except for very simple 1-dimensional or 2-
dimensional cases, there is rarely an analytic solution which can be derived for these equa-
tions. Instead, the use of numerical models and computational simulations is often required
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for solving this equation. However, traditional methods have a number of limitations.
First, the complexity (which is determined by the number of degrees of freedom of
the problem) of the computation can be very high, especially if we consider 3-dimensional
domains which represent the real geometry of vast areas in cities. The solution of an
advection-diffusion problem is usually found by solving a system of equations, the number
of unknowns of which depends on the number of points at which we actually solve the
equation and the dimensionality of the space. For instance, for the solution of a PDE
using the Finite Element Method on a computational 3D Cartesian domain with n n
nodes along each coordinate axis we can expect a complexity of n3. As n increases, it soon
becomes computationally very costly to solve the equations. Although most household
computers can run some simple simulations, and modern computer clusters offer enough
resources to perform computations which wouldn’t have been possible twenty years ago,
it is still a challenge to run three-dimensional simulations within a reasonable time frame,
something which would be helpful in a number of applications.
Second, there is rarely a situation in which the input parameters can be perfectly
described. The pollution concentration at any given point within a fixed domain is depen-
dent on a lot of factors, including, for instance, the amount of emitted pollutant, the wind
direction or the wind strength. If we hope to predict how the pollutant is transported, we
need to have a detailed knowledge of what the variables that describe this phenomenon
are. This has traditionally been tackled by the resolution of inverse problems, where the
problem is "solved backwards" starting from the answer as we try to infer the parame-
ters which may have led to that solution. However, it may take many attempts to find a
combination of problem data which yields the solution we are looking for.
Finally, there is a certain time delay between the beginning of the computations and
the visualization of the results, which can become very large as the complexity of the
computations increases. This delay makes certain applications, such as real-time simulation
or interactive modeling, impractical. The use of ROM can contribute to solving these issues
by generating a small space where solutions can be sought, thereby bypassing the need to
solve the equations in a computationally expensive way.
Recent advances have helped to partially overcome some of these difficulties. On
the one hand, the continuous increase in average computational power during the past
decades have made it much faster to run a pollution transport simulation on a standard
laptop today than 20 years ago. On the other hand, extensive scientific research has been
conducted to improve traditional methods. For instance, mesh adaptation aims to reduce
the computational complexity of a given problem by performing more calculations only
where it is really required to capture the solution.
A different approach to tackling the computational complexity problem has been to ap-
ply reduced order models (ROM). Model order reduction refers to a family of computational
techniques which explicitly try to reduce the computational complexity associated with a
given problem. In particular, the problem is somehow intentionally simplified, normally by
either reducing the amount of degrees of freedom or by introducing further assumptions
which result in a search for a solution in a much smaller solution space. Furthermore, the
problem simplification and subsequent lower complexity allows us to introduce problem
parameters into the ROM and solve for them, which eases parameter identification and
simplifies the resolution of inverse problems. ROMs are not free from drawbacks: some
of the simplifications they introduce can sometimes lead to a certain decrease in accuracy
with respect to the original solution, and their proved robustness remains limited to a small
number of cases. However, they show promising results and studying them to understand
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when and under which circumstances they can serve as an additional tool for simulating
air pollution will be the objective of this report.
1.1 Objectives
A specific type of ROM will be studied in detail in this report: the Proper Generalized
Decomposition (PGD). This method is based on the idea that instead of solving one high-
dimensional complex problem, we can solve a series of modified problems of lower dimen-
sions and add the solutions together to come up with an approximated solution, somehow
mimicking traditional mathematical concepts of Taylor or Fourier series but applied to
numerical problems. This method, however, needs to be studied in detail to understand
what its pros and cons when applied to our specific context. As a method which approxi-
mates the solution, it is essential to study its accuracy with respect to that of traditional
methods, and understand what factors (both intrinsic to the problem as well as imposed
by the model) may have the greatest influence on its performance.
This thesis has been carried out to gain a better understanding of the performance
of the PGD approximation for the computation of the solution of pollution transport
equations. A good approximation to the solution of the advection-diffusion equation using
PGD would pose numerous advantages which would result in lower computational times,
readily available solutions and possibility of overcoming traditional engineering bottlenecks
such as real-time simulations.
An improved understanding of the way pollution transport happens in different con-
texts can be the decision basis used to recommend robust pollution-control policies and
measure the impact that different scenarios are likely to have. This would lead to healthier
air for people to breathe, reduced environmental impact, mitigation of climate change and
more livable urban areas, to name a few benefits.
1.2 Document structure
This report is structured in the following way: Chapter 2 presents the problem state-
ment, while Chapter 3 explains the Finite Element Method and applies it to the pollution
transport problem in urban areas. Chapter 4 briefly introduces the PGD model reduction
procedure, focusing specifically on parametric PGD (where parameters are considered as
variables when solving the system of equations) and explains how to apply it to the problem
at hand. Chapter 5 describes a specific urban area in the city of Barcelona where it would
be interesting to solve the problem, and the procedure used for handling a computational
representation of such a space. Then, after performing the analyses, in Chapter 6, the
results the solutions to the advection-diffusion problem solved by applying the previously
explained concepts are laid out. Finally, the discussion in Chapter 7 shares some insights
into the advances made with this thesis and presents further aspects which could be studied




2.1 The advection-diffusion equation
The advection-diffusion-reaction equation (sometimes also referred to as the convection-
diffusion-reaction equation) governs, for example, the transport of species inside a fluid.
While it will be used to model the transport of air pollution, it can also be used, for
instance, when simulating transport phenomena of chemical species in liquids. In its most











where c is the concentration of pollutant, generally expressed in kg/m3 or mol/m3, D
is the diffusivity in m2/s, v is a vector field representing the velocity in m/s, and R is a
reaction term with units of kg/(m3 ·s) or mol/(m3 ·s). Each of the terms in (2.1) describes
a different phenomenon.
The first term in (2.1), ∂c∂t , expresses the time variation of the concentration of the
species. As long as the problem is evolving, this term will be different from zero. If the
problem reaches steady-state, meaning that it is no longer evolving in time, then this term
goes to zero.
The second term is the diffusive contribution. Diffusion is a phenomenon such that
there is a transport of mass due to the existence of a nonzero concentration gradient for
the species. Because of the differences in concentration, the pollutant will travel from the
areas with the most concentration to the places with least concentration. Therefore, the
gradient has a negative sign in front. This term is controlled by the diffusion coefficient
D, also called diffusivity, which gives an idea of how the pollutant spreads around. This
phenomenon develops in all the directions as long as there is a difference in concentration.
The third term in equation (2.1) is the advection (or convection) part. This expresses
the species transport due to the existence of a convective field. For instance, the velocity
of a fluid will cause the suspended particles inside the fluid to move along the direction of
the velocity. This phenomenon therefore only happens in the direction of the flow at each
point within the fluid.
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The fourth term is the reactive contribution. It defines the unit volume rate of species
creation or destruction. For instance, if our pollutant of interest reacted with another
species in the air and degrades at a rate which is sufficiently high to be considered in the
modeling, a negative reactive term would be included here to reflect the existence of a sink.
A positive term would correspond to the existence of a volume source of pollutant within
our domain.
In this thesis, we will forego the reaction term (therefore R = 0) as the pollutant will
not be created nor destroyed inside the domain, so the advection-diffusion-reaction equation
reduces to the advection-diffusion equation. The pollutant will instead be assumed to
generate outside of the urban area under study and introduced into the domain through
the boundaries.
We will study the steady state configuration of this equation, which means that we will
assume that boundary conditions and parameters remain fixed and therefore the system
has the time to reach a stable state where the solution does not evolve in time. It is this
final configuration that we want to model. As such, the time-derivative will be set equal
to zero (∂c∂t = 0) . Therefore, a first resulting simplified equation is as follows
0 = −∇ · (D∇c) +∇ · (vc) (2.2)
This equation can be further simplified in our case, where we will assume that the
diffusion coefficient D is a constant which is isotropic (identical in all directions) and
uniform (homogeneous across the entire domain). This means that it can be expressed
as a scalar without any spatial parameter dependence, and is thus not affected by the
divergence operator. The equation can thus be rewritten in the following form:
0 = −∇ · (D∇c) +∇ · (vc) = −(∇D︸︷︷︸
0
·∇c+D∇ · (∇c)) +∇ · (vc) = −D∆c+∇ · (vc),
where ∆ is the Laplacian operator, defined as the divergence of the gradient (∆c = ∇·(∇c)).
We can introduce another simplification, i.e. we will consider the flow incompressible.
Incompressibility of a flow should not be confused with incompressibility of a fluid: if a
flow is incompressible, it means that the density of a small volume moving along with the
fluid velocity is constant. Compressible fluids, such as air, can display incompressible flows.
Incompressibility of a flow mathematically results in a zero divergence condition for the
velocity (∇ · v = 0). This is a valid assumption for flows with a Mach number (velocity of
the fluid with respect to the velocity of sound when traveling along the fluid) under 0.3 [8],
which is a valid assumption for the air velocity in normal circumstances. A Mach number
of 0.3 converts to a velocity of roughly 357.8 km/h. Because our final goal is to model
pollution transport in an urban area, and in this thesis a small part of Barcelona has been
adopted as the target area, we are interested in knowing what the maximum wind speeds
are. In the 2013-2017 period, the maximum wind speed that was reached in Barcelona was
of 94 km/h [2], which converts to less than 0.1 Mach. Therefore, incompressibility of the
air flow will be assumed for the rest of this report. This means that we can introduce yet
another simplification:
0 = −D∆c+∇ · (vc) = −D∆c+ (∇ · v︸ ︷︷ ︸
0
c+ v · ∇c) = −D∆c+ v · ∇c, (2.3)
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which will be the preferred form of the equation under the considered conditions.
Before moving to the next section, special attention must be given to the diffusion
coefficient D. We have assumed that D is a constant. However, it is not straightforward to
choose a value for the D, because there are many ways to choose this coefficient. Diffusivity
is not a fixed quantity, given that it depends on many factors: for instance, diffusivity is
highly scale-dependant. Furthermore, diffusivity is pollutant dependent, as it may not be
the same for ozone than for PM2.5 or for carbon dioxide. Nevertheless, it is generally
accepted that for air pollution transport problems, the exact choice of D is generally
unimportant as long as it is within the right order of magnitude [31]. This is because in
outdoor and well-ventilated indoor pollution transport problems, the transport of pollution
is dominated by the wind velocity and not by the diffusion. Typically the effects due to
diffusion are negligible, which means that it is not necessary to accurately estimate the
diffusivity coefficient. The most typical approach is therefore to ignore the differences
between pollutants when solving a fluid dynamics problem, instead taking a typical value
for the diffusivity which could vary by 1 or 2 orders of magnitude, but still have a very
small impact on the final results due to the much more important effect of advection. In
this report, a value of 10−4 has been typically assumed for D.
2.2 The potential flow model
One of the inputs which are necessary for computing solution to the advection-diffusion
equation within a given domain is the velocity field. However, this field is a priori unknown
and must be computed before solving the advection-diffusion problem we are interested in.
The flow of air is governed by the Navier-Stokes equations. These correspond to a
system of coupled equations which describe the relationship between the velocity, pressure,
temperature, and density of any given moving fluid. The equations are complex and have
no closed analytic solution. Furthermore, they are computationally costly to solve and are
inherently prone to instabilities.
Alternatively, by means of a few hypotheses, the Navier-Stokes equation can be sim-
plified to uncoupled expressions with fewer terms which are not as difficult to solve. One
idealized simplified model of the Navier-Stokes is the potential flow model. In this case,
we assume the existence of a velocity potential Φ of a flow. This potential Φ satisfies the
Laplace equation:
∆Φ = 0, (2.4)
for a given set of conditions. However, if we want to solve this equation instead of the
Navier-Stokes one, we have to make sure that our flow behaves according to some additional
assumptions:
1) Incompressible flow: as already discussed in the section above, this assumption has
been accepted in urban areas in the context of the advection-diffusion equation. Mathe-
matically, this means that the divergence of the velocity is zero: ∇ · v = 0.
2) Irrotational flow: An irrotational flow doesn’t present any vorticity. This means
that the curl of the velocity field is zero: ∇ × v = 0. This is a reasonable assumption if
we don’t consider the effects due to the boundary layer [18]. Because we are interested
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in what happens on a large scale, where small vortices become negligible, we can consider
this assumption to hold for our case study.
3) Inviscid flow: An inviscid flow is one such that viscosity effects can be neglected. In
reality, all fluids are inherently viscous. However, if the effects of viscosity are very small
when compared to the inertial ones for a given flow, they can be ignored, thereby greatly
simplifying the solution of the problem. To see if a flow can be considered to be inviscid,





where U is the fluid characteristic velocity, L is the characteristic length of the object the
fluid is flowing over and ν is the kinematic viscosity of the fluid. If the Reynolds number
of a fluid is very large (Re → ∞), the fluid can be considered as inviscid. It is usually
considered that when Re > 103, the viscous effects become negligible with respect to the
inertial ones and the viscosity can thus be ignored [29]. In our particular case, where
we are trying to model pollution dispersion in the Eixample district in Barcelona, air is
flowing over and around buildings. The characteristic dimension of a building block will
be considered as the length of a typical block in the Eixample, which is 113.3m [19], but
will be rounded to 115m. The lowest velocity we will be dealing with will be considered to
be 0.1 m/s and the kinematic viscosity of air at 25oC and 1 bar of pressure is 1.78 · 10−5
[24]. Therefore, a first approximation of the lowest Reynolds number we would consider in




≈ 6.5 · 105,
which is more than two orders of magnitude higher than the one we need to justify the
assumption of an inviscid flow, and is therefore a sufficient condition to make this choice.
Even if we were to take a single isolated house (with a characteristic length of 10m) and
lower the velocity by 1 order of magnitude (to 0.01 m/s), our Reynolds number would still
be higher than the one we need to justify our inviscid approximation to fluid flow. This
will therefore be taken as a valid simplification under all cases that we will study.
Equation (2.4) is solved numerically to obtain the value of the potential flow within
the area of interest. This equation can be solved using a variety of computational methods.
In our case, this has been done using the Finite Element Method, which is described in
the following chapter. This method solves the equation above within a bounded domain.
The solution to the problem will fundamentally depend on the boundary conditions which
are applied. As different values for the potential are chosen at the boundaries, the velocity
field inside the domain will change.
Our problem of interest is a problem in the 3D space. However, when imposing
boundary conditions to compute the velocity field, only potentials varying along the x
and y dimensions are considered. This means that the potential is not considered to
vary along the vertical axis. This, however, does not mean that the velocity inside the
domain does not have any vertical component. As the air flows inside the domain and it
encounters obstacles (buildings in our case), its trajectory is substantially modified and
vertical components may develop, becoming especially large in the vicinity of impediments.
Once we have solved equation (2.4), the velocity field is simply obtained as the gradient
of the scalar field:
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where v is a vector field. This last step explains why this model is referred to as the
potential flow model, given that it corresponds to the traditional notion of potential in
Physics and Mathematics.
In our problem, a generic velocity field is expressed as follows:
v = ν(sin(θ)v1 + cos(θ)v2), (2.5)
where v1 and v2 are the velocity fields obtained by solving potential flow model with a
potential varying only along the x and y axis respectively and ν is a parameter which
controls the module of the velocity. If the domain is symmetric with respect to the x and y
axes and has the same dimension along the x and y directions and the potential imposed on
the boundaries is the same, then the two velocities v1 and v2 will be identical but rotated
by π/2.
The velocity field is therefore be explicitly dependent on the angle of the incoming
wind, θ. By setting θ = 0, we obtain a velocity which is equal to v1, and by setting
θ = π/2, we obtain that the velocity is equal to v2. By choosing an angle in between, we
obtain a velocity in-between as a linear combination of the two velocities for the extreme
angles. This means that the velocity field generated by the wind from any direction can
be computed as the weighted average of two input velocities. Once we have obtained the
desired direction for the velocity, its module can be adjusted by tuning the parameter ν.
Therefore, by solving for the two velocities v1 and v2 we can find the velocity obtained
by the imposition of a potential flow which varies in any of the directions in the xy plane.
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The Finite Element Method
Humans are taught to solve equations analytically using diverse methods. The analytic
solution of a PDE involves finding an explicit expression of the function which solves the
problem. This means that the solution is expressed as a function of the problem variables,
and when specific points in the domain and problem parameters are plugged into the
expression, a particular numerical solution is obtained. Computers are unable to find
these analytic solutions: they are good, however, at performing arithmetic computations
very fast, typically solving millions of simple operations per second. The idea behind using
computational methods to solve PDEs, such as the one in (2.3), is the following: we are
interested in transforming PDEs into alternative forms which can be solved numerically
(i.e. by obtaining discrete values which represent the solution at certain points) rather
than analytically (i.e. by obtaining a general expression of the target equation). This
typically involves performing some mathematical manipulations which yield an alternative
form of the original PDE, which can be solved more easily and results in an approximation
of the solution to the original problem. This change in problem formulation is done not
only because of computer limitations, but also because many PDEs simply don’t have a
known analytic solution, but can still be approximated numerically.
3.1 Problem geometry
Before solving a PDE problem, we have to define the area of interest where we want to find
our numerical solution. Since we are going to compute a discrete solution with a computer
which has finite memory to store numerical values, we identify a domain of the PDE within
a finite portion of the 3D Cartesian space where we will obtain the approximated solution.
We are interested in approximating the advection-diffusion equation in urban areas:
as such, we will create a simple model recreating a part of a city where we will solve our
problem. As we will see later, to appropriate solve the equations this geometry needs to
be bounded.
A mathematical model of a city is not an actual representation of a real city. Rather,
it is a simplified rendering of an urban area with its major defining elements. Therefore, we
will not include many of the elements which characterize cities: people, vehicles, trees or
street furniture to name a few. Instead, we will only keep the features which are important
for the model, that is, the ground and the buildings. There will also be some fictitious
lateral walls of our model - which do not represent actual walls, but just the limits of the
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model, just like the borders of a map. In a similar way, there will also be a top limit.
Therefore, we can imagine our computational domain of a city as a box (which may be
regular, or not) with indentations on the bottom surface which correspond to the buildings.
The "limits" of our computational model, the fictitious "walls" of the box, will be hereon
named "boundaries", introducing the terminology which will be used in the rest of this
report.
Figure 3.1: Wireframes of two synthetic computational domains of small urban areas,
featuring a single high-rise building (red, left) and four low-storey buildings (red, right)
Two sample synthetic urban geometries have been generated and can be seen in Figure
3.1. We can see a three dimensional domain consisting of some boundaries, with indenta-
tions at the bottom representing the buildings, which have been highlighted in red.
3.2 Finite element formulation for an advection-diffusion prob-
lem
There are various ways in which the solutions of PDEs can be found numerically. One of
the most famous and versatile methods is the Finite Element Method (FEM).
The FEM is based on the discretization of PDEs within a standard framework which
allows us to find a solution in a convenient space. This requires applying a series of
well-defined steps to find an alternative formulation of the original problem which can
be solved within the finite element framework. These steps apply different mathematical
manipulations to modify the equation to be solved, while ensuring that the solution of the
modified equation is a valid solution for the original problem in the distributional sense.
The original equations are usually called strong form of the problem, while the manipulated
ones constitute the so-called weak (or variational) form and finally, the equations in the
finite dimensional space represent the discretized FEM form. They will now be applied to
the problem of pollution transport in equation (2.3).
1) Strong form
The starting point to find the FEM formulation of the advection-diffusion equation is
stating the strong form of the problem. This defines the equation to be solved along with
the boundary conditions that express certain characteristics the solution needs to fulfill at
11
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the boundaries. If boundary conditions are not explicitly provided, the so-called "natural
boundary conditions" are imposed.
In the case study of interest, we are dealing with a steady-state problem, so there
is no need to explicit the initial conditions since no time evolution will be considered. If
we consider a transient problem, we also need to define the initial conditions within the
domain at the beginning of the simulation, and the equations then yield the time evolution
of the initial concentration.
There are 3 types of boundary conditions: Dirichlet, Neumann and Robin conditions.
Dirichlet boundary conditions impose values for the solution to the problem, in our case,
the concentration, on the boundaries. Neumann boundary conditions express a condition
on the derivative of the solution, which can be interpreted as a flow by multiplying the
derivative by a coefficient which corrects the units and gives the condition a physical
meaning. Robin boundary conditions state the desired value of a combination of both
the solution and its derivative, and are considered as an extension of Neumann boundary
conditions.
Let Ω be the domain where we are solving the problem. Let ∂Ω be the boundary of
such domain. We can then decompose the boundary into components, not only depending
on what they represent in the real world (buildings, streets, etc.) but also depending
on what type of boundary condition is applied to that portion. Let ∂ΩD be the part of
the boundary where Dirichlet conditions are applied, ∂ΩN the part of the boundary with
Neumann conditions and ∂ΩR the component with Robin boundary conditions. It must
then hold that ∂ΩD ∪ ∂ΩN ∪ ∂ΩR = ∂Ω.
For each of the boundary portions ∂ΩD, ∂ΩN and ∂ΩR, there can be further subdi-
visions as there can be different boundary conditions of the same type but with different
values. Therefore, for instance, ∂ΩD = ∂ΩD1∪∂ΩD2∪...∪∂ΩDm , wherem different Dirich-
let conditions are applied on different parts of the Dirichlet boundaries. This decomposition
can be extended to Robin and Neumann BC as well.
The strong form of the problem therefore consists of the PDE to be solved together
with the boundary conditions assigned to the corresponding parts of the boundary. For a
steady-state advection-diffusion problem with generic boundary conditions, we have:

0 = −D∆c+ v · ∇c on Ω
c = ai in ∂ΩDi ∀∂ΩDi ∈ ∂ΩD
D ∂c∂n + bj = 0 on ∂ΩNj ∀∂ΩNj ∈ ∂ΩN
D ∂c∂n + dkc = ek on ∂ΩRk ∀∂ΩRk ∈ ∂ΩR
(3.1)
where ∂c∂n = ∇c · n is the normal derivative of the concentration, with n the exterior unit
normal at each point of the boundary.
Going back to the classification of boundaries with respect to their physical meaning,
the boundary ∂Ω of our urban area domain become the following: ∂Ω = ∂Ωbot ∪ ∂Ωtop ∪
∂Ωlat ∪ ∂Ωbuild. It should be noted that ∂Ωbot refers to the bottom of the domain, which
will model the streets, ∂Ωlat models the fictitious lateral boundaries, ∂Ωbuild models the
buildings and ∂Ωtop is the upper boundary which is a plane in the air above the urban
area.
We have chosen to take a cubic-like shape for our urban model, which corresponds
to the existence of 4 lateral sides, as can be seen, for instance, in Figure 3.1 or 3.2. We
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Figure 3.2: Assuming a wind that flows from left to right and from front to back, the
Dirichlet boundaries are highlighted in the first picture (inlet and bottom), the Neumann
boundaries in the second (outlet) and the Robin in the last (building)
can further subdivide the laterals into inflow and outflow boundaries depending on the
direction of the wind. The inflow boundaries are the ones through which our wind enters
the domain (corresponding to the points where the exterior normal to the surface times
the wind vector at that point corresponds to a negative vector product) and the outflow
boundaries are those through which the wind exits the domain (which means that the cross
product of the wind vector and the exterior normal results in a positive or zero quantity).
This means that ∂Ωlat = ∂Ωlat,in ∪ ∂Ωlat,out.
The inflow part of the boundary, ∂Ωlat,in, will be assumed to have a zero concentration
value. This is because the high Péclet numbers we are working with result in most of the
pollutant being whisked away from the inflow at a fast enough rate as to consider negligible
the amount that actually reaches this boundary.
The streets of the city, which correspond to ∂Ωbot, will be assumed to be emitting
pollutant as the cars in the city use fuel to move around. As such, they will be assumed
to have a constant concentration of pollutant, so a constant Dirichlet condition will be
imposed on the bottom. Of course, urban streets do not emit pollution - the cars circulating
on them do - but we can assume that, for this simplified model, the cars can be integrated
with the streets, which then become sources of pollutant gases.
The outflow and top of the city ∂Ωlat,out and ∂Ωtop are actually open as they don’t
represent any real boundaries, but just fictitious limits that we have to set in order to solve
the equations on a closed domain. Therefore, any pollutant that reaches these bound-
aries should be allowed to leave the domain. This corresponds to a "natural" boundary
condition, free-flow, or zero flux ( ∂c∂n = 0).
The buildings ∂Ωbuild will be assumed to absorb some of the concentration in the air.
This is due to the nature of the materials which buildings are made of. Most buildings
in modern cities are made out of concrete, which is a porous material. This means that
some of the particles floating in the air will get trapped in the material pores when the
polluted air hits against the walls and ceiling of the buildings. Therefore, the buildings
will be assumed to absorb part of the pollutant floating around. The absorbed amount
of pollutant is assumed to be proportional to the concentration with a factor β, which is
determined by the concrete porosity. This absorption is therefore represented as a flux
which depends on the concentration, which is formalized as a Robin boundary condition.It
should therefore be noted that buildings will be considered to be residential and/or office
buildings, with neither industries nor factories within the urban area we are modeling.
Figure 3.2 shows three views of a synthetic urban domain with highlighted Dirichlet,
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Neumann and Robin conditions as explained above. In Figure 3.3, we can see a longitudinal
section of a further synthetic urban domain with the same boundary conditions sketched
all together.
Figure 3.3: 2D longitudinal section of a synthetic domain with the corresponding BCs in
different colors. Wind direction is assumed to be from left to right.
The mathematical representation of these boundary conditions together with the cor-
responding equation allow us to properly define the strong form of our problem, which is
the following:

0 = −D∆c+ v · ∇c in Ω
c = a on ∂Ωbot
c = 0 on ∂Ωlat,in
D ∂c∂n = 0 on ∂Ωlat,out ∪ ∂Ωtop
D ∂c∂n + βc = 0 on ∂Ωbuild
(3.2)
When modeling the problem, we choose an appropriate parameter a which represents
the expected concentration of pollutant in the streets of the city.
We can therefore see that, in this particular expression of our problem, ∂Ωbot ∪
∂Ωlat,in = ∂ΩD, ∂Ωlat,out∪∂Ωtop = ∂ΩN and ∂Ωbuild = ∂ΩR. Therefore, the three different
types of boundary conditions appear in different parts of the boundary.
Before going on to the next step it is important to note that, while the problem as
stated above was the one solved in the majority of cases, for some particular situations
that will be explained in the Results section, the model above was too ideal and yielded
results that were overly optimistic. To obtain results which gave a more accurate idea of
the actual performance of the techniques under study, a slightly more intricate boundary
condition was imposed in some cases where instead of applying a homogeneous non-zero
Dirichlet boundary condition on the entire base, it was only done on a part of the bottom
boundary. A longitudinal sketch of the resulting section can be seen in Figure 3.4.
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Figure 3.4: 2D longitudinal section of a synthetic domain with modified boundary condi-
tions such that the non-zero Dirichlet BC is only applied on part of the bottom boundary.
However, we are going to proceed by applying the FEM framework only to the initial
case. This is because, in this new problem statement, equation (3.2) still holds, with only
changes in the boundaries where we are applying the boundary conditions. Because only
boundaries with zero Neumann and Dirichlet boundary conditions are affected by this
modification, as it will be seen, the resulting equations remain exactly the same for both
cases as the terms involving these types of conditions soon vanish from the formulation.
The only needed changes are at the very end of the procedure when the final form of the
advection-diffusion equation has been obtained and we are choosing on what part of the
boundary we want to solve it.
In the Results section, it will be duly noted whenever this test case was used instead
of the original one.
2) Weak form
We are interested in solving equation (3.2), which means that we want to find the
function c ∈ C2(Ω), which is the space of continuous functions with continuous first and
second order derivatives in Ω. This form is referred to as the strong form of the problem
because we are imposing "strong" constraints on the space where the solutionis defined.
However, we can manipulate the strong formulation of (3.2) to obtain an equivalent
form easier to be solved by relaxing the constraints on the solution space so that c no
longer needs to belong to C2(Ω).
Let us choose a certain arbitrary function v. Because we can choose any function that
we want, this is not a problem. This function will also be referred to as "test function".
We now multiply the original problem by this test function and integrate over the domain.
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(−D∆c+ v · ∇c)vdΩ (3.3)
We can then now integrate the second order term by parts by using the relation:
∇ · [(D∇c)v] = [∇ · (D∇c)]v +D∇c · ∇v,





∇ · [(−D∇c)v] +D∇c · ∇v + v · ∇cv
)
dΩ (3.4)
We now use the divergence theorem (also referred to as the Green-Ostrogradski theo-
rem), which allows us to transform a volume integral into a surface one, being:
∫
Ω




where ds = d∂Ω is a surface differential on the boundary. By applying this relationship to








D∇c · ∇v + v · ∇cv
)
dΩ (3.5)
We now have a term which is integrated over the boundaries of the domain. Let us














Each of these terms is treated differently:
1: Dirichlet Boundary conditions
∫
∂ΩD
n · [(−D∇c)v]ds = 0
Because we already know the value of the solution in the part of the boundary where
we apply boundary conditions and we have said that we can choose our test function as we
please, we set the test function to be 0 in this part of the domain given that we don’t need
to test the solution. Therefore, v=0 on ∂ΩD and this term disappears from the integral.
2: Neumann Boundary conditions
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∫
∂ΩN






Because in our pollution transport problems Neumann conditions are homogeneous









3: Robin Boundary conditions
∫
∂ΩR






Similarly to Neumann conditions we have an expression which can be directly intro-










This Robin boundary condition is therefore the only boundary condition which pro-
vides an explicit contribution to (3.5). After introducing this term into the original form of
the boundary conditions, we can rearrange (3.5) in a new form which includes, on the left
hand side, terms containing the solution c and the test functions v, while the right hand
side vanishes because all of terms which only depend on v are zero. Namely, this yields:
∫
Ω
(D∇c · ∇v + v · ∇cv)dΩ +
∫
∂ΩR
βcvds = 0 (3.6)
We can now properly select the test function v. If possible, the idea is to pick both c
and v in the same function space V. We remark that both functions are derived only once
in the weak form, which means they have the same constraints. The standard choice for
V for a 3D problem coincides with a suitable set of the Sobolev space H1(Ω) [17], with:
H1(Ω) = {v ∈ L2(Ω) : ∇v ∈ (L2(Ω))3}




In particular, space V has to include the Dirichlet boundary terms so that we have:
V = {v ∈ H1(Ω); γ0[v] = 0, on ∂ΩD}
where γ0[v] is the trace of function v on the boundary [22]. This is the subspace of functions
in the Sobolev space which vanish on the Dirichlet boundary as the solution at these points
does not need to be tested.
Therefore, the weak form of the problem can be stated as follows:
Find c ∈ U such that B(c, v) = F (v), ∀v ∈ V (3.7)
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Where B(·, ·) is a bilinear form on the space U x V corresponding to the left hand
side of the equation (3.6) and F (·) is a linear form defined on the space V in this case
identically equal to zero.
The only thing that needs to be done in order to proceed is to define the space U where
the solution c will be sought. By taking a look at (3.6), we see that second derivatives of
the solution no longer appear in the problem statement, which now instead only involves
first derivatives in the distributional sense. This means that we are now looking for the
solution in a larger space. Therefore, the constraints of the solution have been relaxed,
as under this new problem formulation we now obtain solutions which we would not have
considered in the strong form of the problem. This is the goal of recasting the equation in
the weak form: we are now free to look for solutions in a different and larger vector space.
Starting from eq. (3.6), it becomes obvious that we take a space U which is quite
similar in nature to space V given that the constraints on the derivatives are identical for
both the test and trial functions, and define the new space as follows:
U = {c ∈ H1(Ω); γ0[v] = a, on ∂ΩD}
The only constraint that we impose here is that the trace of the solution on the
Dirichlet boundary corresponds to the solution restricted to this boundary portion.
However, in order to simplify our problem, we would ideally like spaces U and V not
only to be similar in nature but identical. For this purpose, a lift function is introduced.
The lift function c̃ on Ω is such that c̃ = a on ∂Ωbottom. We also introduce a function w
such that c = w + c̃. Then, we have that B(c, v) = B(w, v) + B(c̃, v) = F . By choosing
c̃ = a,∀x ∈ Ω, we can now modify U:
U = {c ∈ H1(Ω); γ0[v] = 0, on ∂ΩD}
This modifies our weak form, which now becomes:
Find w ∈ V such that B(w, v) = F (v)−B(c̃, v) ∀v ∈ V (3.8)
Now that U=V and we can proceed.
3) Demonstrate well-posedness
It is not obvious that the solution to the weak form will exist and be unique. The
existence and uniqueness of solutions of boundary value problems in the weak form is
usually determined by the Lax-Milgram lemma [22]:
Lax-Milgram lemma. Let V be a Hilbert space with inner product (·, ·)V and associated
norm ‖ · ‖V (i.e. such that ‖w‖2V = (w,w)V ), and let U=V. Moreover, it is assumed that
the following conditions hold:
• Continuity of B: ∃M>0 such that ∀u, v ∈ V , |B(u,v)| ≤M‖u‖V ‖v‖V ;
• Continuity of F: ∃C>0 such that ∀v ∈ V , |F(v)| ≤ C‖v‖V ;
• Coercivity of B: ∃α >0 such that ∀u ∈ V , B(u,u) ≥ α‖u‖2V
Then, the boundary value problem is well-posed, i.e. there exists a solution, this solu-
tion is unique and it continuously depends on the data.
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Thereby, by proving the three conditions demanded by the Lax-Milgram lemma to
hold, we can prove the well-posedness of the weak formulation. However, proving conti-
nuity and coercivity specific analytical tools (trace theorem, Poincaré inequality, Sobolev
embedding theorem, etc.) which have not been directly considered in this chapter. For the
sake of completeness we explicitly prove the well-posedness of 3.6 in Appendix A. All the
theory needed for understanding the proof can be found in [11] and [17] .
4) Galerkin method
A Galerkin dimension reduction will now be considered. This procedure consists in
replacing the Hilbert space where we are looking for the solution in the weak form with
a finite dimensional subspace. Therefore, we are now taking the opposite approach: while
the idea of recasting the strong form of the equation in the weak form was to allow us to
look for solutions in a larger space, we are now going to restrict the space where we will
consider approximating our equation.
The new space will be noted Vh for the trial and test functions. If this Hilbert subspace
is equipped with its corresponding scalar product, it is still a Hilbert space, and the well-
posedness of the problem still holds [17].
Therefore, we now have a new formulation of our problem, which is referred to as the
discrete formulation, which then reads:
Find ch ∈ Vh such that B(ch, vh) = F (vh),∀vh ∈ Vh (3.9)
We define the dimension of the discrete space Vh as Nh, such that Nh −→
h→0
+∞. If
Vh is dense in V, we can then assume that the internal approximation converges to c for




which means that as h gets closer to 0, the approximated solution ch converges to the
actual solution c or, likewise, that we can approximate c with the accuracy that we desire
by increasing the dimension of the discrete space.
From this part on, to simplify notation, test functions vh will be renamed as N .
The Galerkin method is the most classical method used to find an approximation of
the problem (3.9). This method consists of two main steps:
1) The solution c is interpolated by ch =
∑M
i=1 ciNi which acts as the trial function.
2) Test the equation for all basis functions Ni ∈ Vh
Physically, what this means is that we choose a finite number of points M within our
domain where we will actually solve our equation. Each points has a finite number of
associated degrees of freedom. Thereafter, we can obtain the concentration in any point
of the domain by computing the weighted sum of the concentrations in the entire domain
times their basis functions Ni, hereafter referred to as shape functions. Shape functions
therefore act as interpolating functions, as they allow us to compute the solution at the
points outside those where we have actually computed the solution. Nevertheless, we
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cannot choose whatever basis functions we want. Instead, we will define N such that it is
zero outside the finite element which contains it.
Each point j where the solution is computed corresponds to a value of Ni=1 if i = j,
and the shape function has a value of Ni=0 on all the other nodes of the element (i 6= j).
Therefore, for a given node xj :
cj =
∑M
i=1 ciNi(xj) = c1×N1(xj) + c2 ·N2(xj) + ...+ cj ·Nj(xj) + ...+ cN ·NN (xj) =
c1 × 0 + c2 · 0 + ...+ cj · 1 + ...+ cN · 0 = cj
which is exactly the result that we expected to find.
3.3 Finite element approximation
Up until now, we haven’t defined what space Vh is. The Finite Element approximation
is a specific type of Galerkin method which consists in taking space Vh in (3.6) to be the
space of piecewise polynomial functions.
By applying the finite element approximation to equation (3.6), we obtain the following






D∇Ni · ∇Nj + v · ∇NiNjdΩ +
∫
∂ΩR
βNiNjds)ci = 0 ∀j = 1, ..,M (3.10)
This form is referred to as the discrete form. From here on, we need to continue
manipulating the equation given that (3.10) cannot be computed just yet with a computer.
However, the manipulations no longer require changing the essential problem formulation,
as the solutions will be sought in Vh. But by applying a few further steps which do not
affect the unknowns ci, (3.10) can be recast in a much more practical form.
3.4 Mesh and tetrahedral elements
The mesh is a fundamental concept in the FEM. A 3D mesh consists in the division into
smaller volumes of the 3D space on which we are approximating our PDE. These smaller
volumes will hereon be named "elements".
In theory, our elements are not restricted to any particular shape, and we can choose
any volume we please: cubes, pyramids, octaedrons... However, certain shapes have easier
analytic expressions which make solving the equation simpler. For this reason, the domain
has been decomposed into tetrahedral elements, which are one of the most convenient
element types. A sample computational domain divided into tetrahedral elements can be
seen in Figure 3.5.
The defining points of the solution are the nodes. In our particular examples, the
nodes are the vertices of the tetrahedra which define our domain. This is because linear
finite elements have been used for solving the problem, which means that the only nodes
where the solution is computed are the vertices of the polyhedra. More generally, nodes
coincide with vertices if we are using first order linear finite elements, whatever shape
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Figure 3.5: Synthetic computational domain of urban area meshed with tetrahedral
elements. View of the exterior faces (left) and all the faces (right).
and dimension these may have. Nevertheless, it is also possible to use finite elements of
higher order, in which case, nodes are no longer restricted to vertices, as further nodes
appear at the middle of the edges of the element or inside the elements. But given that
we are working with linear tetrahedral elements, the terms node and vertex will be used
interchangeably.
There are a few considerations to take into account when choosing the size of our
elements, which defines how far apart the nodes are found:
• We would ideally like to compute the solution in as many points as possible so as
to have more accurate approximations. This results in a smaller mesh size, which
in turn increases the computational cost. Therefore, users generally have to make
compromises, trading off accuracy for computing efficiency.
• Our choice of mesh not only impacts the accuracy of the solution, but also the shape
of our domain. For instance, if we are using linear paralallelepipeds as elements,
approximating curved surfaces requires small elements to simulate the curving effects.
The same happens if we are trying to capture very small spatial features which may
be relevant for the solution. Therefore, meshes are also determined by the shape of
the domain we are working with.
In our case, we are working with the mesh of an urban area. In a synthetic mesh such
as the one in figure 3.5, we can use quite large elements as there are no curved surfaces, so
the only limitation we deal with is the computational one. However, in real urban areas,
which may include curved streets and buildings of very different sizes, it is often necessary
to refine the mesh (i.e. use elements of smaller size) locally to capture these features.
Once we have divided our computational domain into suitable elements, we have
to solve the equation for each element. However, the most usual approach consists in
defining a standard reference tetrahedral element and doing all the computations on this
"natural" space, which is specifically chosen to make the derivation and integration as
easy as possible. Once the solution has been found, a suitable mapping is employed to
bring the solution back to the real space and scale it to the size of the corresponding
element as pictured in Figure 3.6. This greatly simplifies calculations as we don’t need to
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compute local derivatives for each element, instead having all the data readily available
for a standard element and transporting the results to the actual space we are working in
once they have been computed.
Figure 3.6: Mapping of a tetrahedral element to the reference element. Source: [20]
Technical details for this procedure can be found in Appendix B. This results in shape
functions Ni being converted into functions N̂i which refer to the reference elements and
in the use of Jacobian matrices which perform the change of coordinates from local (i.e.
belonging to the element of reference in a generic space) to global (i.e. belonging to the
domain of the PDE). J(e) will be used to refer to the Jacobian matrix used to change the
element volume coordinates for local to global, while J(e)s is the Jacobian for the element
faces.
Then we convert the integrals into weighted sums using Gaussian quadratures. This is
because computers are unable to compute integrals analytically (i.e. by performing actual
explicit integration), so definite integrals are approximated by multiplying the value of the
function at certain points within the element domain times certain tabulated weights. This




where K is the element we are integrating over (in our case, K is a tetrahedron if we are
integrating over an element and a triangle if we are integrating over an element face), wn,k
is a weight which can be found in a table, n refers to the order of the integration (in our
case, we will choose n = 1, integration with a single point, which yields an exact solution
for linear tetrahedra) and k defines the type of element that we are integrating over (so,
for instance, k = 4 defines a tetrahedron because it has 4 points).
The exact procedure used to get the final form of the problem is also explained in
Appendix B.









w1,kβNiNj |J(e)s |)ci = 0
(3.11)
This is an expression which can now be understood by a computer and can be used
as a basis for approximating our PDE via the FEM.
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3.5 System of equations and treatment of Dirichlet boundary
conditions
We have gone from integrals over the entire domain in equation (3.2) to a discrete system
of equations with as many equations as nodes times the number of unknowns per node
in (3.11). Because (3.11) has been fully discretized, we end up with a system of linear
equations which can be recast in matrix form. Each of the equations in the system solves
the PDE for a given node, so the contributions of all the elements in the domain which
share that node must be added.
Approximations for the solution in the elements are computed separately and a local
matrix of size 4x4 is obtained for each tetrahedron in the case of volume integrals, and of
size 3x3 when integrating over the triangular faces. If there were surface terms on the right
hand side, their integration would yield yield 3x1 vectors, but in our case, the right hand
side is null so no integration is performed. However, these local matrices and vectors then
need to be assembled into a single global matrix K in the case of the left hand side, and a
single global vector f in the case of the right hand side. This final step before solving the
equations is called assembly, and involves the positioning of the individual element matrix
terms inside the global matrix. This is done by mapping each node in global numbering
to the corresponding node in each element when locally numbered.
For generic steady problems, the resulting equations are then obtained in a matrix
form which reads: Ku = f, where K is referred to as the stiffness matrix, u as the vector
of unknowns and f the load vector. Because in our problem there is only one unknown
per node (the concentration), the vector of unknowns u, which is relabeled as c, is a
vector with one column and as many rows as the number of unknowns in the problem.
The corresponding terms in matrices K and f are those shown in (3.11). More generally,
stationary linear PDE problems can be discretized and recast as linear systems involving
a stiffness matrix, a load vector and a vector of unknowns.
By solving the system of advection-diffusion equationsKc=f, the expression of c yields
the solution of the problem at the nodes. Because matrices K and f can be obtained from
the known terms, the solution of the system is conceptually easy once we have K and f,
for very large systems, computing the result can be quite computationally costly. We want
our matrix K to be as sparse as possible so that the matrix is computationally cheap to
store. This is why we chose basis functions characterized by a local support.
Although the solution of the system can be conceptually expressed as c = K−1f, this
system is solved without inverting the matrix, an operation which is always avoided in
computational methods. This is due to the fact that the inverse of a sparse matrix is
generally not sparse, which could lead to very costly operations as well as a lack of storage
if we tried to compute it directly. Instead, these systems are solved via specific algorithms
and operators which depend on the selected programming language.
A special mention should be given to Dirichlet boundary conditions. When finding
the weak form of our problem, we said that we would make the test function zero on the
Dirichlet boundary because the solution there was known. This is effectively the case, which
means that by the time matrix K is assembled, the Dirichlet terms have not been taken
into account. This is done a posteriori and right before solving the system of equations by
performing an operation known as matrix reduction.
The idea is the following: we actually don’t need to solve the equations for the nodes
where we have imposed Dirichlet boundary conditions, because we already know what the
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solution at those nodes is going to be. Therefore, we can reduce our matrix correspondingly
by imposing those values at the corresponding nodes and making our system smaller. This
is done via the following steps:
1) Eliminate the rows of the stiffness matrix which correspond to the nodes with
imposed Dirichlet boundary conditions. Also eliminate the corresponding term from the
force vector.
2) Take the columns of the stiffness matrix, multiply them times their corresponding
Dirichlet boundary conditions, which are known, and then move the term to the right hand
side of the equation, as it is no longer an unknown.
As an example, let’s assume we have a system of equations expressed as Kc=f of the
following shape:

k11 k12 k13 k14 ... k1n
k21 k22 k23 k24 ... k2n
k31 k32 k33 k34 ... k3n

























We assume that we have Dirichlet boundary conditions p and q applied on globally
numbered nodes 2 and 3 respectively. Therefore, c2 and c3 are no longer unknowns and
take on certain concentration values imposed by the boundary conditions. We remove
the rows in the system corresponding to nodes 2 and 3, and then move the corresponding
columns of the stiffness matrix to the right hand side multiplied by the boundary value
which is imposed there. This results in the following reduced system:

k11 k14 ... k1n













f1 − k12p− k13q
f4 − k42p− k43q
...
fn − kn2p− kn3q

We now solve this last system, which yields the solution at all the nodes except for
the ones where we have imposed Dirichlet boundary conditions. However, the solution at
these nodes does not need to be computed given that it is already known.
Because Neumann and Robin boundary conditions appear in the weak form of the
problem and are already part of the equations to be solved, it is not necessary to perform
any kind of manipulation to enforce them.
3.6 Stabilization
While solving the advection-diffusion problem by the application of the FEM would yield a
certain solution, there will be some cases in which the solution of the approximated problem
will differ significantly from the real solution. This phenomenon most frequently happens
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in advection-dominated problems. When advection effects become more important than
diffusive ones, solutions may start to display non-physical spurious oscillations: without
any warning, the concentration will start becoming arbitrarily negative and positive. The
intuitive explanation of this is the following: when we use a Galerkin formulation, in which
the shape functions don’t prioritize any given node, we are giving as much importance to
what is happening upstream as to what is happening downstream. However, in advection-
dominated problems, there is a clear flow of information from one direction towards the
other due to the existence of a strong velocity field. If we try to solve the problem "sym-
metrically" (i.e. by ignoring the existence of a preferred direction), the solution will begin
to display a strange behaviour in the preferential direction.
Advection-diffusion problems begin displaying this non-physical behaviour when the
Péclet number, which is defined as the ratio of advection to diffusion while taking into
account the size of the mesh, exceeds a critical value. There are two main definitions of
this number, the global Péclet number (where the size of the entire mesh is taken into
account) and the local Péclet number (which only takes into account the characteristic
dimension of a single element in the mesh). For stability purposes, we are interested in the





where ν is the module of the velocity in that element keeping consistency with notation
introduced in equation (2.5), h is the characteristic dimension of the element and D is the
diffusivity coefficient. Advection-diffusion problems usually start displaying oscillations
when the Péclet number becomes greater than 1. The higher the Péclet number, the more
advection predominates over diffusion and the more unstable our problem becomes, with
the oscillations reaching more extreme positive and negative numbers.
For instance, in Figure 3.7 we show a synthetic computational domain with the shape
of a cube. When imposing a wind field which is strong enough to make the Péclet num-
ber larger than one, then the concentration inside our domain oscillates and displays a
behaviour which very clearly does not correspond to what is observed in reality. The con-
centration then reaches both extremely high values, which is impossible due to the fact that
the maximum concentration is reached at the bottom, as well as negative concentrations,
which has no physical meaning.
Therefore, to avoid the oscillatory behaviour we are interested in solving problems
with small Péclet numbers, ideally under 1. However, if we compute an estimation for the
Péclet number that we would expect to see in a problem of advection-diffusion in an urban
area with some typical parameters, we see that this is not the case to be expected.
The velocity of the wind in a city will be assumed to be within the order of magnitude
of 2 m/s, while the diffusivity of pollutants in air will be taken at 10−4 m2/s . The mesh
is a priori controlled by the user, but it cannot be arbitrarily small. For meshing a small
part of an urban area which can fit inside a 100m x 100m x 100m cube, if 100 nodes are
taken on each side, thereby yielding a node side of roughly 1m, we would have roughly
1003 nodes, or 1 million nodes, which can already be considered a fine mesh. Therefore,
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Figure 3.7: Sample oscillations for a not stabilized advection-diffusion problem with a
local Péclet number of roughly 60
meaning that, if we solved the problem with these estimated quantities, the Péclet number
would be 4 orders of magnitude higher than the one which ensures an oscillation-free
solution. We can try to decrease the Péclet number by checking if different values for each
of the parameters which come into play at the definition can be assumed while maintaining
the physical soundness of the model:
• Decreasing the velocity: because we want to consider the full spectrum of realistic
velocity modules when solving the PDE, we cannot limit the velocity to cases which
are convenient. We must instead work with the entire range, for velocities ranging
from 0.1 to 10 m/s.
• Increasing the diffusivity: the diffusivity is a physical parameter where some freedom
can be taken, but which can only be increased until the problem under consideration
no longer corresponds to the reality. This typically happens well below the diffusivity
value that would be needed to reach a Péclet number of 1.
• Refining the mesh: this is the most common approach, given that the mesh is not
governed by any physical considerations and is often chosen by the user. However,
reducing the mesh size increases the number of equations to compute, making the
problem more computationally expensive. For a small increase in accuracy, we may
need to solve many more equations, which soon makes this strategy impractical as
the simulations begin taking up too many computational resources. Furthermore, in
some applications the mesh is given and cannot be changed. This is often the case if
we are working with a mesh which has been generated by third parties and not by
ourselves.
None of the three options is feasible if we want to systematically obtain an accurate
approximation which behaves according to physical laws with an acceptable computational
effort. To solve the numerical difficulties associated with the solution of the advection-
diffusion problem using the FEM in the presence of a high Péclet number, a stabilization
scheme was implemented. This scheme is based on a modification of the discrete form
to be solved which changes the nature of the problem by increasing the diffusion along
26
CHAPTER 3. THE FINITE ELEMENT METHOD
certain preferential directions, thereby increasing the Péclet number along certain flow
lines. This removes the numerical non-physical oscillations, and yields a solution much
more representative of the real one. By wisely choosing the directions along which we hope
to stabilize the solution, we hope to obtain an approximation which does not differ much
from the expected behaviour.
There are various ways to perform this stabilization. They can be broadly classified
into two types: consistent and not consistent. On the one hand, not consistent stabilization
schemes are those in which the amount of added diffusion does not depend on how close
the numerical solution is to the analytic one. Therefore, the same quantity of diffusion
is considered even when the solution does not need it. On the other hand, consistent
stabilization schemes add less diffusion as the numerical solution gets closer to the exact
one. In other words, if the solution is exact, no diffusion will be added. This makes the
solution closer to the one we would expect. Therefore, consistent stabilization techniques
will be prioritized.
The first consistent stabilization procedure used in this project is the Streamline Up-
wind Petrov-Galerkin (SUPG) method. The SUPG method adds a term to the discrete
form. This term is a function of the residual, which is defined as follows for the pollution
transport problem that we are interested in solving:
<(c) = −D∆c+ v · ∇c (3.12)
If the solution is exact, the residual goes to zero. Therefore, consistent stabilization
methods usually compute the diffusion to be added as a function of the residual. The






℘(v)τ<(c)dΩ = 0 (3.13)
where B(u, v) corresponds to the terms in the left hand side of the weak form (3.9) and
Ωe refers to a given finite element. ℘(v) is a given operator which is applied to the test
function (its definition is what distinguishes different consistent stabilization methods), τ
is a stabilization parameter and <(c) is the residual of the differential equation as described
in (3.12) [9].
SUPG is defined by the choice of the following test function operator:
℘(v) = v · ∇v






(v · ∇v)τ(−D∆c+ v · ∇c)dΩ = 0 (3.14)
The discretized form of this problem is the same, but defined in a different functional
space:
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(v · ∇vh)τ(−D∆ch + v · ∇ch)dΩ = 0 (3.15)
The residual term is not integrated by parts, and the second derivative of the concen-
tration therefore remains. However, in this particular problem we are working with linear
finite elements, which means that the second derivative of ch is zero. For that reason, the






(v · ∇vh)τ(v · ∇ch)dΩ = 0 (3.16)
The addition of the term based on the residual adds diffusion in the direction of the
velocity. The amount of added diffusivity therefore depends on the gradient, the velocity
and the choice of parameter τ . While some analytic expressions for τ exist for very simple
1D and 2D problems, there is no closed expression for this parameter in 3D problems. τ is
highly problem dependent, and different values should be tested to find the most suitable
one, usually values which will depend on problem parameters. However, it is obvious that
τ must vanish when the mesh size gets finer, given that SUPG is a consistent method, and





where φ is a coefficient and he is the mesh size for the element under consideration.
Coefficient φ is an empirical coefficient which the user can pick. A lot of research has
been performed to find the best choice of coefficient under different circumstances. Best
practices for 2D cases recommend taking φ such that [9]:
φ = coth(Pe)− 1
Pe
.
It is often the case that this same approach is taken in 3D problems. However, this
stabilization method can be insufficient in very high Péclet number situations such as
the ones we are working with, where Pe >> 1. As noted by Codina in [5], sometimes
small oscillations appear in the direction perpendicular to the gradient of the transported
concentration. This is usually due to the existence of interior or boundary layers in the
solution, as these oscillations usually appear in narrow areas along these sharp layer, where
SUPG has the most potential for over and undershooting [15, 27]. Although the solution of
the velocity field with the potential flow model does not allow the development of velocity
boundary layers, the sharp decrease in concentration as we go from the bottom to the
top of the model generates an internal concentration layer, causing the solution to become
unstable. As we can see in Figure 3.8, if we only implement SUPG without any additional
terms, instabilities happen in the crosswind direction (meaning, in the plane perpendicular
to the wind direction) in the vicinity of the sharp interior concentration layer, although
the solution is much more stable with respect to that of figure 3.7 as the oscillations are
much more damped and only occur locally instead of globally.
No matter how much SUPG diffusion is increased, these instabilities will remain, given
that the stabilization is only carried out in the direction of the gradient itself and not in
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Figure 3.8: Concentration for regular SUPG (left) and SUPG with φ times 1000 (right).
Instabilities (darkest blue) remain in the crosswind direction next to the concentration
layer.
misaligned directions. Therefore, sometimes it is convenient to include a small term in the
direction normal to the concentration gradient. This procedure, carried out by changing
the weighting functions, is usually referred to as discontinuity capturing or shock capturing.
The idea behind discontinuity capturing is to introduce additional crosswind dissipa-
tion only in areas where streamline diffusion proves insufficient in damping the oscillations.
The location of these problematic areas is a priori unknown, so it is determined using prox-
ies for solution smoothness. In our case, we will consider this to be the norm of the residual
of the solution obtained with the SUPG approximation. Therefore, it is still a strongly
consistent method. Nevertheless, care must be taken, because the introduction of the
norm of the residual into the test function operator of the new solution makes the problem
non-linear, and adds a layer of additional difficulty.
As explained by Codina in [5], a reference the reader can refer to for a detailed theo-
retical explanation of how the expression is derived, we modify the test function operator
and introduce another term to the left-hand side of the problem which adds diffusion in
the crosswind direction. The crosswind direction is obtained by subtracting the normal-
ized streamline velocity ( v⊗v||v||2 ) from the identity matrix. The final modified discrete form
of the stabilized advection-diffusion problem, including both SUPG and the crosswind





























is chosen so that it is always smaller than the SUPG parameter τ1, otherwise, crosswind
diffusion would dominate over streamline diffusion. If this was the case, we would get an
over-diffused solution, given that most of the stabilization needs to take place along the
streamlines, which is the direction where the major numerical oscillations happen. Just
enough diffusion has to be added in the crosswind direction as to stabilize the perpendicular
oscillations, but this term should generally be much smaller than the streamline one.
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Term αec is a term which is defined as follows:




where C is a user-determined parameter and Pee is the local Péclet number for the element
being considered.
3.6.1 Iterative scheme
The method used to solve the nonlinear problem induced by the introduction of crosswind
diffusion is the Picard scheme, which is a particular case of the alternate direction scheme.
The idea is the following: we want to find an iteration function Φ such that we can deduce
cn+1 from cn, where cn is the solution found at iteration n (cn+1 = Φ(cn)). We start from
an initial guess c0 and from there we iterate until the solution no longer changes [16].
Before applying crosswind diffusion, our problem was linear, and could be written as a
system of algebraic equations Kc = f. We now rewrite it and make its dependency explicit




The idea behind the Picard method is to use the right hand side of the expression
above as the iteration function Φ. Therefore, we have:
Φ(c) = K(c)−1f
Which, by implementing an iterative procedure, becomes:
cn+1 = K(cn)−1f
Once solution cn+1 has been obtained, it is compared with solution cn to determine
if the iterative procedure should end. The stopping criterion usually has the following
expression:
||cn+1 − cn|| < ε||cn||
where ε is a user-determined tolerance.
By recovering the original expressions of the bilinear and linear forms and exploiting
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Finally, we refer the terms in the problem to the reference element, perform a change


































J(e)s | = 0
(3.19)
Equation (3.19) is the form that is actually implemented and solved by the computer.
It is the form that a computer can actually work directly with: an algebraic system of
equations where all the terms can be computed as weighted additions of scalars, vectors
and matrices. The solution of this form of the equation should be as close as possible to
the solution of equation (3.2). The details of the implementation will be provided in the
following section.
3.7 Implementation of the FEM advection-diffusion problem
using MATLAB
The final step is to implement the final discrete stabilized form of the advection-diffusion
PDE so that a computer can perform the computations. For this, the MATrix LABoratory
(MATLAB) language has been used. MATLAB is a programming language especially
suited for operations with matrices, which is the preferred format for solving the advection-
diffusion equations computationally using the FEM.
As it has been shown in the previous sections, the approximated solution of the sta-
tionary advection-diffusion equation can be expressed in FEM form as a linear system
of equations, Kc=f prior to the introduction of the crosswind diffusion, and a nonlinear
system of equations K(c)c=f after the introduction of the discontinuity capturing term.
From now on, we will solve the nonlinear problem, but for the sake of keeping notation
simple, the explicit non-linearity will be dropped from the notation that is, the nonlinear
problem will be written as Kc=f.
By going back to the discretized equations (3.19), we see that K results from the
addition of various terms, which conceptually correspond to different phenomena: diffusion,
advection, absorption, streamline stabilization and crosswind stabilization. Therefore, the
implementation of the different terms is actually carried out separately, as this will greatly
simplify the application of reduced order models in the following chapter to the problem.
This division results in different MATLAB scripts which compute different parts of the
matrix, and finally add the individual terms to obtain the full system. Following physical
and numerical considerations, the decomposition has been carried out as follows:
K = Kdiff + Kconv + Ksupg + Kcw + Krob
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f = 0
where:


























































• Krob contains the Robin conditions as they appear in the left-hand side, which in








Once the different terms have been computed, including the operations required to
reach the final expression of Kcw, the solution of a problem of the form Kc=f is found by
using the backslash \ operator: therefore, in MATLAB, the solution of operation K\f
yields the same result as K−1f at a fraction of the computational cost. Remembering
that this operation is performed with the reduced versions of the matrices corresponding
to the nodes without Dirichlet BCs, the only things that’s left is to expand the resulting
vector c with the known values, and the computation of the concentration is complete.
Computing the FEM approximation of our problem is useful for two reasons: first,
we need something against which we can compare the PGD results to determine accuracy.
Given that the FEM is the method of choice of many people for solving the advection-
diffusion equation, it makes sense to choose it as our control result. Second, as we will
see in the following section, although we are going to use another method to solve these
equations, the input for this method requires knowing the exact discretized expression of
the matrices involved in our problem, Kdiff ,Kconv,Ksupg,Kcw and Krob. Therefore, the




4.1 Introduction to PGD
The Proper Generalized Decomposition (PGD) is a specific type of ROM. It is categorized
as an "a priori" ROM given that the order reduction is carried out prior to the resolution
of the problem, and it is a different version of the problem which is subsequently solved. It
should be noted that "a posteriori" methods also exist, where the order reduction is per-
formed on the solution so that it is less expensive to store and reconstruct. The main idea
behind a posteriori model order reduction techniques is to obtain some snapshots of the
solution, find the eigenmodes with the largest corresponding eigenvalues in the autocorre-
lation matrix and use them as the new basis for further simulations with different values
for the problem parameters. These techniques have been applied in different branches
of science and technology under different names, such as Principal Component Analysis
(PCA), Singular Value Decomposition (SVD) or Karhunen-Loève theorem, to name a few
[6]. While the details of these methods vary depending on their application, the basic idea
is the same: using various empirical realizations of the problem under study with different
parameters, compute an alternative basis to express the solution, and project the solution
onto this new, optimized space where it can be described much more compactly. These
methods are therefore usually referred to as projection-based methods.
The PGD approach is somewhat different. Its origins can be traced to the traditional
method of separation of variables, also known as Fourier method, for the solution of PDEs.
The PGD finds an approximation to the solution of the PDE without any prior information
about the solution, unlike a posteriori methods. Let’s consider a problem defined within a
space of dimension D where the solution u is a field with u(x1, x2, ..., xD), where xi denotes
any coordinate of the problem, such as space or time, but can also include other problem
parameters such as material coefficients, boundary conditions or geometric considerations
to name a few. We will begin by considering a total separation, which means that an
approximate solution uN will be sought in the following form:











This means that the solution is expressed as a summation ofN products of D functions,
each of the corresponding D problem coordinates. The N number of terms in the solution
is a priori unknown, as are the different functions F ji (xj). The N terms are computed
sequentially, beginning with 1, followed by 2, and so on until reaching N . Let’s assume
we want to compute the functions F ji (xj) at step n. At this point, we already know the
solution of such functions for i ≤ n given that we have computed them at previous steps.
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We can therefore use the information from the previously computed functions to find this
new function in a procedure usually called successive enrichment. This means that thee
terms in the sum are computed one after the other using information from all the other
previously computed steps. For the first step, where no information is available, an initial
approximation based on the boundary conditions of the problem is used.
The total number of terms N in the approximation is a priori unknown. If we wanted
the solution to be exact, in the most general case we would need an infinite number of
terms to obtain the best representation of the solution. However, this is not feasible nor
practical, so we usually choose an appropriate truncation level to determine N by setting
a stopping criterion for the enrichment.
To solve this problem at each step, we have to find the solution of the problem for
each term we want to compute. However, the separated representation involves the multi-
plication of functions F ji which need to be determined, resulting in a non-linear problem
independently on whether the original problem was linear or not. This means that an iter-
ative scheme is needed to find the solution at each enrichment step [3]. The most common
type of scheme used is the fixed point iteration scheme. It is assumed that the iterative
solver will lead to convergence towards the actual solution of the problem.
The advantages of the PGD are numerous. One of the most interesting possibilities
is the inclusion of additional problem parameters in the problem statement, something
referred to as parametric PGD. This allows us to compute the solution of the problem
only once for all values of the involved parameter within a given range, which provides a
sort of "general" solution which can then be post-processed to obtain the results for any
particular combination of values within the explicit range. This general solution is often
referred to as the "computational vademecum" [4] and is carried out in what is typically
referred to as an offline phase. Afterwords, finding the desired solution of the problem for a
given combination of parameters only requires consulting this vademecum in what is called
the online phase. Because the solution has already been computed, this is an extremely
fast operation. This means that many of the traditional limitations of engineering and
scientific simulations, for instance, the possibility of obtaining results in real time, can be
overcome.
The parametric PGD strategy, however, involves increasing the number of dimensions
in the problem with respect to those in the original problem (which typically don’t include
problem parameters). If tackled with traditional methods, this approach would lead to a
rapid increase in computational complexity referred to as the "curse of dimensionality".
However, the nature of PGD makes it a method capable of foregoing the curse of dimen-
sionality as each of the parameters is solved separately instead of taking into account all
of their possible combinations [32].
Up until this point, this introduction to PGD has used an example of total separation,
where all the variables involved in the solution have been separated. However, this is
not necessary in order to perform PGD. We can also choose to only separate a certain
number of coordinates, especially if performing a full separation would be impractical due
to implementation issues, physical interactions or the large number of terms needed to
approximate the solution. In this case, we may prefer a partial separation, which would





i (x1)× ...× FD
∗
i (xD∗) where D
∗ < D
where the separated functions take values in low-dimensional spaces, meaning that xi ∈
Ωi ⊂ Rqi , with qi = 1, 2 or 3 typically [6]. Everything that has been assumed for totally
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separated variables can be applied to partially separated ones.
Finally, it should be noted that while PGD will be applied to find the solution to
the advection-diffusion equation, it is by no means a method restricted to transport prob-
lems in environmental engineering. Other successful applications of the methods can be
found in fields as diverse as geophysics [32], material science [23], virtual surgery [1] and
magnetostatics [13] to name a few.
4.2 PGD for the advection-diffusion problem
The PGD will be applied to solving the advection-diffusion problem as presented in the
problem statement. In this case, the unknown that we are tying to find is the concentration
which approximates the solution of the strong form of the advection-diffusion equation with
its corresponding boundary conditions. The PGD applied to this problem has been the
parametric PGD: in other words, the objective is to introduce further parameters other
than the spatial ones into the problem formulation to obtain a generic solution of the
advection-diffusion problem as a function of these additional parameters. Therefore, there
has been no separation of space performed - instead, two parameters have been added as
extra problem variables. This results in a separation with 3 parameters: x, θ and ν. x
refers to the vector of 3D spatial variables (x, y, z) which are the coordinates of the FEM
problem, while θ and ν refer to the velocity angle and module as defined in equation (2.5).
A partial separation is therefore obtained, given that x ∈ Ωx ⊂ R3, θ ∈ Ωθ ⊂ R and
ν ∈ Ων ⊂ R, where Ωx is the spatial domain and Ωθ and Ων are closed intervals.
The idea is therefore to exploit a decomposition which is explicitly dependent on the
velocity module and angle. The desired output is then a computational vademecum such
that, when specific values for the velocity angle and module are plugged in, a solution
for those parameters is directly obtained without having to perform any further numerical
operations, allowing users to obtain results extremely quickly. This solution would allow us
to visualize the pollution transport for the chosen velocity angle and module. The specific
structure of our computational vademecum will be explained in the following section.
Therefore, the separation will be carried out under the form:




i (x)× F 2i (θ)× F 3i (ν)
where F ji is the separated function for parameter j. We want the approximated solution
cN to be as close as possible to the actual solution of equation (3.2). By taking the FEM
solution to the equation as an adequate proxy of the solution, the accuracy of the PGD
approximation can be measured by comparing the results obtained with both approaches.
The technical details regarding how the approximation of the solution is performed
are provided in Appendix C. There, we can see the alternate direction scheme on which the
implemented algorithm is based to compute the approximation. Given that the algorithm
itself was not implemented, as it was available from existing codes, the appendix is left
as an addition for the readers interested in seeing how an approximation of this kind is
performed. For illustration purposes, the equations solved in Appendix C refer to the weak
form of the unstabilized advection-diffusion problem as shown in equation (3.6). This is
therefore the system which is solved for Péclet numbers which are lower than 1. The same
procedure could be carried out for stabilized formulations allowing us to solve for any
Péclet number.
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The convergence of the PGD approach to the actual solution of the steady advection-
diffusion problem, which is classified as an elliptic PDE, is proved in [10]. More generally,
convergence of the PGD approximation towards the approximated solutions of the PDE
obtained with other numerical methods can be proved for any elliptic PDE.
4.3 Algebraic PGD
In practice, the PGD has to be carried out by a computer and, just like for the FEM,
the equations need to be recast in a form which can be easily interpreted and solved
computationally. The PGD does not necessarily have to be combined with the FEM: it
is a versatile tool which can use a variety of numerical methods for solving the equations,
including the FEM but also finite differences and finite volumes. However, the type of PGD
applied in this case has been algebraic PGD, which computes the solution using tensors as
inputs. The tensors are based on the matrix form of the equations solved by the FEM. A
separate discretization of the paramters must also be provided.
In the particular case of the algebraic PGD, the method aims to obtain an approxi-















1 ⊗ fm2 ⊗ ...⊗ fmd ,
where vectors fi are vectors of unit length and σm represents the amplitude of the corre-
sponding term. This last expression is usually preferred because σm provides information
determining the relative importance of each mode in the approximation, and is usually
used to decide whether the solution has reach the desired level of accuracy [23].
The standard FE discretized formulation of the problem had a complexity expressed




where ndof is the number of degrees of freedom per node (only 1, which is the concentration,
if we are solving the advection-diffusion equation), np is the total number of parameters
which we are integrating over and nd,i refers to the dimension of each of the parameters.
For a 3D stationary advection-diffusion equation, typically np = 3 corresponding to the
three spatial coordinates and not including any other parameter. nd,i then refers to the
number of discrete values d that are taken for each of the spatial coordinates i .
However, the algebraic PGD approximation shows a different complexity CPGD:
CPGD = nRankOne(ndof +
∑np
i=1 nd,i),
where nRankOne is the total number of rank one approximations (terms in the summation of
the separated approximation). Therefore, the complexity of the solution is mostly affected
by the number of rank one approximations: however, as long as these remain below the
thousands, for a 3D problem, we can typically expect CPGD << CFULL. So even if the
PGD problem is non-linear, its complexity is much lower than for linear problems, which
typically makes it a less expensive option even if the solution of non-linear problems poses
its own set of computational challenges.
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4.4 Application of algebraic PGD to the case study
By applying algebraic PGD to our problem, we hope to express our general solution as a
tensor resulting from the summation of generic vectors which express the solution modes
times a set of parametric functions:






From now on, to alleviate notation, the explicit dependency of parametric functions
on their respective parameters will be dropped as the subscript will yield this information.
Therefore, Gmθ (θ) = G
m
θ and so on for all the other functions and parameters.
In particular, if we define an appropriate norm for cm and parametric functions G,
generally the L2 norm (although other norms may be chosen if it makes sense in the
context of the problem), we can normalize the terms in the expression above and reach an
alternative configuration of the summation:











where βm = ‖cm‖L2‖Gmθ ‖L2‖Gmν ‖L2 is the amplitude of term m of the summation and
c̃m, G̃mθ , G̃
m
ν are of unit norm.
The starting point for the application of algebraic PGD to the advection-diffusion
problem is equation (3.19). In particular, as seen before, once we have the discretized
expression we can easily recast the equation in a matrix form which can then be solved for
algebraically. If we include the parameters as problem unknowns, the final matrix form
reads:
K(µ)C(µ) = F(µ),
where µ is a generic vector collecting the different problem parameters. This equation is
of algebraic nature, and should be seen as already integrated in space. Therefore, as noted
before, for this particular problem, µ = (θ, ν). When referring to the two parameters
simultaneously, this compact notation will be preferred. We drop the spatial coordinates
from the problem parameters because we are already working with the discretized form,
so they will simply continue to play the role of coordinates.
A special mention needs to be made regarding tensors K(µ) and F(µ). Because the
algebraic PGD works with the matrices which are directly used to solve the advection-
diffusion problem, K(µ) and F(µ) are actually the reduced versions of the full correspond-
ing tensors as seen in equation (3.19). This corresponds to the matrices in the expression
after having performed matrix reduction to eliminate the terms corresponding to Dirichlet
boundary conditions and bringing them to the right hand side of the equation. Therefore,
F(µ) is no longer zero as terms from tensor K(µ) appear on the right hand side as well to
account for Dirichlet boundary conditions.
To express the algebraic advection-diffusion equation in integral form, we use its resid-
ual:
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<(C(µ)) = F(µ)−K(µ)C(µ),





U∗(µ)<(C(µ))dθdν = 0, (4.2)
where U∗ is a modified test function. Integration is only performed for non-spatial param-
eters.
The PGD solver discretizes and solves the separated form of equation (4.2). To perform
the integration, bounded intervals have to be provided for parameters θ and ν such that
θ ∈ Ωθ ⊂ R and ν ∈ Ων ⊂ R, and these intervals have to be discretized explicitly.
While the discretization of the spatial coordinates in the FEM form of the problem was
performed via the mesh, we don’t have a priori discretizations of our problem parameters.
We therefore have to choose a number of points within the intervals of definition of our
parameters, at which the solutions will be found. This choice is important for appropriate
convergence: if our discretization is too coarse, the algorithm may try to infer information
from two solutions which are very different from one another, resulting in a bad separation.
We ideally want to discretize the parameters so that the evolution of the solution between
consecutive values of the discretization can be captured by the modes in the approximation.
Once we have obtained the solution for the points in our discretization, if we want to obtain
the approximated results for values of the parameters not included in the discretization,
we will interpolate linearly.
The approximation of the solution is performed using a greedy strategy. This means
that the different terms in the approximation are computed successively, and we don’t
know a priori how many terms there will be. The algorithm will keep on enriching the
approximation Cn until a certain stopping criterion is met, at which point the solution
will be considered as accurate enough as will be said to have converged. We begin by
computing C1, then C2, and we check if the convergence criteria is met. We then compute
C3, and check for convergence. This process continues until we have an appropriate (i.e.
accurate enough) approximation. The fact that more modes lead to greater accuracy for
the steady-state advection-diffusion equation is ensured by the proved convergence of the
PDG approach for elliptic problems.
The accuracy of the approximation is based on coefficient βm in the last term of the
current approximation as defined in equation (4.1). Let us assume that we have computed















and we want to judge whether the approximation is already accurate enough. This is done
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where εPGD is a user-determined tolerance. If the expression holds true, then the algorithm
stops. Otherwise, the current approximation of C (which here would be Cn−1) is judged
not to be accurate enough and the next term is computed.
Conceptually, what the expression above means is that we want to know when the
approximation is capturing modes with an amplitude which is below a certain importance.
Assuming for instance, that εPGD is 10−4, we would stop the approximation when the
amplitude of the (n − 1)-th term is equal to or lower than 0.01% of the amplitude of the
first term in the approximation. Because the amplitude of the terms is directly related to
the importance of the effects they capture on the solution, this means that we will stop
considering any effects which have 4 orders of magnitude less than the main one as we will
consider that they have a negligible impact on the overall solution of the problem.
We now assume that we have computed the first n − 1 terms in the approximation,
the convergence criterion above has been checked, and it has been determined that the
solution is not yet accurate enough. The enrichment must then continue, and term n in
the approximation must be computed. Based on the definition of C:
Cn = Cn−1 + cnGnθG
n
ν
Because we already know Cn−1, solving this problem boils down to finding cn, Gnθ
and Gnν such that the new approximation Cn fulfills equation (4.2). The unknown term is
said to be of rank one because it is computed as the product of functions.
It must be noted that this new term to be computed is non-linear given that it can be
expressed as a product of unknowns. This may seem like a step back from the original FEM
problem, which was linear. However, as it has been noted, this increase in the complexity
is usually compensated by the lower rank of the approximation so that the overall number
of computations remains lower than for the full problem as long as the number of terms in
the approximation is kept relatively low.
The term cnGnθG
n
ν is computed using an alternate direction scheme. A full example
of explicit computation of the n-th term of an algebraic PGD problem can be found in
[23] while the algorithm which was used for the resolution of this particular problem has
been laid out in detail in [7]. It is similar to the procedure described in Appendix C, but
instead of working with the weak form, the resolution is carried out for the algebraic form
of the equation.
4.4.1 Separated form of the advection-diffusion equation
Unlike the FEM version of the advection-diffusion problem, where a code was written
in MATLAB specifically for this problem, the PGD approximation was computed using
existing routines. In order to apply the algebraic PGD procedure as described in [7], the
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where nk and nf are the number of terms which are needed to approximate the tensors
K(µ) and F(µ) separately.
The interest of having written equation (3.19) explicitly therefore becomes evident:
if we want to perform the separation of the variables of interest, having the available
equations makes it much easier to do.
Going back to the MATLAB implementation of the advection-diffusion problem and
the details of matrix reduction, we see that the FEM problem was decomposed into sub-
matrices which capture the different physical phenomena and numerical additions. This
boiled down to the following matrices and vectors as the final configuration right before
finding the solution of the system of equations:
Kred = Kdiff,red + Kconv,red + Ksupg,red + Kcw,red + Krob,red,
and
fdir = −(Kdiff,dir + Kconv,dir + Ksupg,dir + Kcw,dir + Krob,dir) ∗ a,
where the subscript ’red’ is used to refer to the reduced version of the stiffness matrix
(where the rows and columns corresponding to Dirichlet boundary conditions have been
subtracted) and subscript ’dir’ refers to the columns of the stiffness matrix corresponding to
the non-zero Dirichlet boundary conditions (which only refer to a in the bottom boundary
as defined in equation (3.2)).
Because we see that the same terms appear in both sides of the equation (left and
right hand sides), we see that in the separated form (4.3), Bθ = Sθ and Bν = Sν for those
functions which refer to the same matrix.
Our objective is now to recast the matrices which compose the global stiffness ma-
trix into the form imposed by equation (4.3) so as to make them explicitly dependent
on the parameters that we are interested in solving for (velocity module and angle). For
some matrices, the process is relatively straightforward, while for others the mathematical
manipulations which need to be performed are complex. The advantage is that the decom-
position of the matrices noted above are valid for both the left and right hand sides, given
that only the stiffness matrix needs to be taken into account to compute the solution due
to the force vector being zero.
For two of the matrices, after writing their expressions it becomes clear that there are
no velocities involved in their computation, so these matrices do not need to be modified















where MND refers to the nodes where no Dirichlet BCs are applied and MR denotes the
nodes with Robin BCs.
The convection matrix can also be quite neatly separated as it only involves one
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velocity term. We then substitute the velocity decomposition of equation (2.5) into the
expression, separate the terms, and subsequently conveniently rewrite the expressions to
arrive at the following conclusion:
Kconv,red = ν sin(θ)Kconv,v1 + ν cos(θ)Kconv,v2



















































ν sin(θ)Kconv,v1 + ν cos(θ)Kconv,v2
The SUPG matrix can also be separated quite neatly, although given that the terms
include squared velocities, the decomposition is slightly more intricate. It results in the
following conclusion:
Ksupg,red = ν2 sin2(θ)Ksupg,v1 +ν
2 cos2(θ)Ksupg,v2 +ν
2 sin(θ) cos(θ)(Ksupg,v1v2 +Ksupg,v2v1)
This is readily shown by substituting the velocity vector by its separated expression
and expanding the resulting terms. To make notation compact, the following equivalence
for notation will be assumed in the following proof: ṽ = v · (J(e))−1∇̂N̂j , ṽ1 = v1 ·
(J(e))−1∇̂N̂j and ṽ2 = v2 · (J(e))−1∇̂N̂j . Referring to equation (2.5), the decomposition
of ṽ yields ṽ = ν sin(θ)ṽ1 + ν cos(θ)ṽ2. We insert this decomposition into the original




























ν2(sin2(θ)ṽ1 ⊗ ṽ1 + sin(θ) cos(θ)(ṽ1 ⊗ ṽ2 + ṽ2 ⊗ ṽ1) + cos2(θ)ṽ2 ⊗ ṽ2)
))
|J(e)| =
ν2 sin2(θ)Ksupg,v1 + ν
2 cos2(θ)Ksupg,v2 + ν
2 sin(θ) cos(θ)(Ksupg,v1v2 + Ksupg,v2v1)
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Because we are working with tensor products of vectors, in the most general case
ṽ1 ⊗ ṽ2 6= ṽ2 ⊗ ṽ1 so the two cross terms cannot be confounded.
Kcw includes the stabilizing terms corresponding to the crosswind stabilization. It
has the most complex mathematical expression out of all the considered matrices, and
its dependence on the velocity is such that it cannot be fully separated. This is because
the velocity appears inside an absolute value operator multiplied by another vector, which
results in an expression which is not separable at all with respect to the velocity angle (it
is completely separable, however, with respect to the velocity module). Furthermore, the
velocity also appears in the denominator of a fraction, making separation more complicated.
Therefore, in order to proceed with the separation, we have relaxed the constraint of strong
consistency on the crosswind diffusion, substituting the troublesome quantities instead with
average values:
• For the fraction involving the residual in equation (3.17) (residual/concentration),
the average value of quantity for the first 20 iterations of the Picard scheme has been
taken as the mean value. If was checked that the average value of this term for a
synthetic mesh for the 20th iteration was roughly a little over twice the value of the
average fraction at the 1st iteration. Therefore, there is not a large difference in the
order of magnitude of the average terms, which justifies the use of this approach as
an initial approximation.
• The norm of the velocity squared was also computed for a synthetic mesh simulating
an urban area for different angle combinations (notice that the velocity module has
already been removed from the expressions). While here the maximum velocity
was typically 7-8 times larger than the minimum one, if we take the percentile 1%
and 99% of the velocities, we see the differences drop rapidly as the module of the
percentile 99% velocity was only roughly twice that of the percentile 1%. For this
reason, the extreme velocity module values were considered few enough to justify
taking an average value for the velocity on the entire domain.
The problem with this approach is that is does not retain the strong consistency of
the approximation. This is because the strong consistency depends on the norm of the
residual appearing in the computation. If we substitute the actual residual by an average
residual, it means that we are adding crosswind diffusion in the same proportion in our
entire domain. This may lead to our solution being slightly overdiffused in some areas and
still presenting some oscillations in others. The result of taking an average denominator
will be that we will not be adding diffusion exactly in the crosswind direction at each point,
but in a plane which will be a small angle away from the crosswind one. Nevertheless, the
solution will still be more stable than the one with only SUPG given that diffusion will be
added in the crosswind direction, so we have continued with this approach.
The separation is performed with the following aspects in mind:
-The property of matrix multiplication distributivity on both the left and right hand
sides allows us to write, for any matricesA1, A2, A3 andA4 which allows for compatibility






will be renamed as r̃ for simplifying notation. The term





k=1wn,k(r̃∇N̂i · I · ∇N̂j)|J
(e,i)|) will be renamed Ĩ given that it
does not include the velocity terms.
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Ĩ− sin2(θ)Kcw,v1 − cos2(θ)Kcw,v2 − sin(θ) cos(θ)(Kcw,v1v2 +Kcw,v2v1)
4.4.2 Practical implementation issues
The codes used to perform the PGD were authored by members of the LAboratori de
CAlcul Numèric (LACAN) from the Universitat Politècnica de Catalunya (UPC). These
codes are publicly available and can be found in the LACAN github at the following
link (as of 14/06/2019): https://git.lacan.upc.edu/zlotnik/algebraicPGDtools. The exact
algorithm used by the code is presented in [7].
The algebraic PGD approach is divided into several subroutines which work together
as a whole.
The first important subroutine, named pgdLinearSolve, is used for computing the
rank-one approximations to the problem. The script requires two compulsory structures
as inputs: we need to provide a separated left hand side and a separated right hand side
which the algorithm then uses to parametrically solve the system of equations. Each of
the structures consists of two compulsory sub-structures: first, we have to provide the
different matrices (in the left hand side) or vectors (in the right hand side) which are then
added to reach the solution of our problem. Second, we also have to provide the explicit
parametric dependence of the matrices. The algorithm then proceeds on to compute the
decomposition of the solution.
The exact inputs to this model were obtained from the separation of the matrices
shown above. Having decomposed all of the matrices in the approximation, we regroup
the terms as a function of their dependency. The matrices and dependencies were those
that are shown in Table 4.1.
Another parameter is compulsory is the maximum number of terms in the approx-
imation. The algorithm computes as many terms as those needed to reach the desired
tolerance. However, if after having computed the maximum number of terms that toler-
ance hasn’t been reached, the algorithm will stop and return the separation up to that
mode. All the other parameters which are necessary for the fixed point algorithm and the
43
CHAPTER 4. PROPER GENERALIZED DECOMPOSITION
Matrix Angle dependency Velocity module dependency







Ksupg,v1v2 +Ksupg,v2v1 sin(θ) cos(θ) ν
2
Kcw,v1 − sin2(θ) none
Kcw,v2 − cos2(θ) none
Kcw,v1v2 + θKcw,v2v1 −sin(θ) cos(θ) none
Table 4.1: Table with inputs to the PGD model
successive enrichment to be computed (tolerances, etc.) are optional, as default values are
set, but the user can tune them to suit the particular needs of the problem.
Ideally, we want as many modes as possible so that our solution gets closer to the one
that is reached with the FEM. Nevertheless, the more modes the approximation computes,
the longer it takes to compute the subsequent mode. This is because to compute term n of
the approximation, we need to compile all the information from the previous n− 1 modes.
This operation becomes longer the more modes we accumulate, until there comes a point
at which is becomes unfeasible to compute the subsequent mode due to various reasons,
including:
• For meshes which are simple enough to be computed by standard computers without
crashing, computations with very large numbers of nodes can take a long time to
converge, especially if the tolerance is set to be very small. Small instabilities may
remain even after stabilization (full stabilization would overdamp the oscillations and
lead to overdiffused solutions) and they may be captured by modes with very low
mode amplitudes, which can lead the algorithm not to easily converge and thus make
the computation of the solution overly costly.
• For very fine meshes, such as the one that will be seen in the following section,
the separation has to be performed on a computing cluster due to the sheer size
of the problem, which typically needs more working memory than that available
with regular commercial PCs. If the matrices are very large, it is then necessary to
resort to parallel computing to run the routines. While aspects of high performance
computing (HPC), parallelization and job scheduling are not the object of this thesis,
it should be noted that computing clusters, especially those with parallel threads,
usually only let jobs run for a limited time before interrupting them to avoid jobs that
run for innecessary long times and take up too many resources. In the Clonetroop
cluster, a HPC cluster with 56 nodes belonging to LACAN, where this code was run,
the limit for jobs to run is 24 hours, during which typically no more than 30 modes
can be computed for the mesh that will be presented in the following section. If the
separation job is interrupted, all results are lost, so it is only possible to compute a
very limited number of modes before the job is terminated.
A solution exists to overcome these two problems: tensor compression. If we have
computed n modes of our solution, we can choose a number d such that d < n and com-
press the n modes into d terms yielding a generic tensor Sd. This approximation can
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then be fed into the pgdLinearSolve algorithm which then goes on to compute the sub-
sequent approximations taking Sd as an initial approximation. The term which would
have been at the n+ 1 position in our approximation is now in d+ 1, yielding an obvious
computational advantage with respect to the uncompressed version. Therefore, the second
important routine is the pgdTensorCompression, which allows us to compress the output of
the pgdLinearSolve with n terms into a similar approximation with d terms. Another ben-
efit of tensor compression is that eliminates redundancies in the modes. When computing
the successive modes, orthogonality of the modes is not imposed [23]. Because the com-
pression is doing by projecting the tensor onto an orthonormal basis, these redundancies
are more effectively dealt with in the compressed version of the tensor.
Finally, once the decomposition algorithm has converged, the solution is available
in its parametric dependence. To visualize a certain solution on our mesh, we need to
reconstruct the solution for a given set of parameters. This means that we need to sum
the specific outputs of the pgdLinearSolve routine for our target parameters. A routine
called fullTensor allows us to do just this, inputting the index of the parameters that we
wish to particularize our solution for and outputting the corresponding solution.
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Case study: Pollution transport in
Barcelona
Solving pollution transport equations on fictitious idealized domains has a limited interest.
It is useful to understand the qualitative behaviour of the numerical method under study.
However, once the method has been validated, the final objective is to apply it to a real
situation to obtain results which can be used to improve decision-making in our urban
areas.
The most interesting property of the FEM is that all the mathematical manipulations
can be performed without ever actually specifying the exact coordinates of the nodes, the
number of nodes or the elements resulting from the nodes. Therefore, while the results
obtained at the end of the previous sections may have been obtained with a generic mesh
in mind, the derived equations, boundary conditions and parameters are just as applicable
to a synthetic mesh as to a mesh actually reproducing the physical world. This means that
the equations we are going to solve are exactly the same. The only varying factor will be
the mesh, which needs special treatment due to two reasons:
1. The mesh is no longer generated by the user, but is given to him as an input.
This severely limits mesh refining, as the user does not necessarily have the tools
to subsequently remesh the domain while remaining faithful to the original problem
geometry if the node structure is modified. Therefore, the mesh is what it is and
cannot be refined to suit the user’s needs.
2. Meshes of real urban areas typically capture large areas of land, resulting in large
numbers of nodes and elements if one wants to meaningfully capture the most relevant
urban elements. This results in meshes which require a special treatment.
Luckily, recent years have brought by advances in mesh generation from existing data.
For cities, meshes can be generated from visual information such as satellite images. This
means that a mesh can mostly be generated without much human intervention, which would
otherwise be a long and tedious process, and probably not as accurate as one computed
automatically.
One of such meshes was available for our study. It covered a roughly 80 km2 area
including the entire city of Barcelona and some of the surrounding areas. The original
mesh was generated and handed over by our colleagues at the Barcelona Supercomputing
Center (BSC).
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The district of the Eixample was chosen for the simulation due to its nice geometric
properties, with the square blocks being relatively similar to the blocks generated synthet-
ically in the previous section. This selection was done because carrying the simulation in
the entire city needed far more computational power than was available for this thesis.
In fact, the complete mesh had more than 80 million nodes and more than 320 million
elements, making so large that it could not be processed with commercial tools nor with
other lower-level methods in a small cluster. Instead, it had to be pre-processed using a
number of tools. A small part of the total mesh was selected and after the pre-processing of
the mesh, the results of the potential flow and advection-diffusion problems were computed
with MATLAB.
5.1 Mesh manipulation
The first step was to pre-process the mesh. To do this, a MATLAB script was created
to read the file (which was received in a .geo file which could not be understood by any
pre-processing software), choose a certain subset of elements within the mesh, and create
a file with the new sub-mesh in the .inp format, which can then be fed into ABAQUS.
Node and element selection was carried out because a commercial computer would have
been unable to visualize the entire mesh. To ensure connectivity, the chosen elements were
those with barycenters inside a given rectangle. The mesh could then be visualized and
used to solve the equations. The shear size of the mesh meant that typically no more than
2% of the nodes and elements in the mesh could be visualized at any given time without
the software crashing. The resulting mesh can be seen in Figure 5.1, and corresponds to a
mesh of roughly 70.000 nodes and and 360.000 elements.
Figure 5.1: Mesh of some streets in the Eixample in Barcelona. The mesh is seen from
below.
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To work with the resulting mesh, ABAQUS was the commercial software of choice.
ABAQUS not only lets the user visualize a mesh generated from a text file input, but also
allows the user to subsequently perform certain operations the mesh. While modifying the
underlying structure of the mesh is not doable with this software, the idea was to be able
to perform certain conditions which would allow us to determine the inputs of equations
(2.4) and (3.2).
The second step was to select the nodes corresponding to the boundary conditions of
these equations (except for those that appear as zero Neumann boundary conditions for
both problems). Given that these nodes need to be operated with (Robin and non-zero
Neumann terms appear in the weak form, and Dirichlet nodes are used to carry out matrix
reduction), it is necessary to flag them. While this is usually trivial in a self-generated
mesh, where the user has complete control over the geometry and discretization, when a
mesh is manipulated and its original boundaries are deleted, it is necessary to specify what
nodes are now on the boundary of the domain. Notice that the resulting mesh from the
previous operation has very irregular boundaries which lack flat faces.
The resulting flagged nodes where Dirichlet and Robin types of boundary conditions
are applied can be seen in Figure 5.2. Zero Neumann boundary conditions are assumed to
hold in all the other boundaries.
Dirichlet boundary conditions are zero on the laterals and a on the small area in the
middle of the domain, where a is the non-zero Dirichlet boundary condition defined in (3.2).
It should be noticed that in this particular version of the problem statement, the non-zero
Dirichlet boundary condition is no longer being applied to the entire bottom surface, but
to a subset of nodes corresponding roughly to a park which is located in l’Eixample. The
pollution being emitted from this area could correspond, for instance, to bushes which have
caught fire. Robin boundary conditions correspond to the buildings. There are two areas
in which Robin boundary conditions have not been applied: these correspond to two parks
in the Eixample, which are not assumed to absorb pollution.
Once the appropriate boundaries for the different types of boundary conditions were
chosen, the resulting mesh was exported to use it for solving the advection-diffusion prob-
lem using the FEM and PGD codes. However, the ABAQUS writing format, .inp, is not
readily recognizable by MATLAB. Therefore, further processing of the text file was needed.
For this purpose, another MATLAB routine was created which converted text files from
ABAQUS format to MATLAB-readable matrices.
5.2 Modified problem statement
As seen in Figure 5.2, the nodes at which we are applying the Dirichlet boundary conditions
have changed from those considered in equation (3.2), where we were considering the entire
bottom of the model to have a non-zero Dirichlet value. For this reason, we will restate
the problem statement with the new boundary conditions.
Following the notation in the previous chapters, our boundaries will be decomposed
as ∂Ω = ∂Ωbot ∪ ∂Ωtop ∪ ∂Ωlat,in ∪ ∂Ωlat,out ∪ ∂Ωbuild. In this problem, the bottom area
has been further decomposed into two parts: an area of the park (noted ∂Ωbot,park) and
the rest of the bottom (noted ∂Ωbot,nopark). Therefore, in our new configuration, ∂Ω =
∂Ωbot,park ∪ ∂Ωbot,nopark ∪ ∂Ωtop ∪ ∂Ωlat,in ∪ ∂Ωlat,out ∪ ∂Ωbuild. We now revisit equation
(3.2) and apply the boundary conditions to their corresponding boundaries for this new
problem:
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Figure 5.2: Nodes with Dirichlet boundary conditions (left) and Robin boundary condi-
tions (right).

0 = −D∆c+ v · ∇c in Ω
c = a on ∂Ωbot,park
c = 0 on ∂Ωlat,in
D ∂c∂n = 0 on ∂Ωlat,out ∪ ∂Ωtop ∪ ∂Ωbot,nopark
D ∂c∂n + βc = 0 on ∂Ωbuild
(5.1)
Because only the boundaries where we are applying the boundary conditions have
changed, but the conditions remain essentially the same, it is not necessary to repeat the
entire process of going from the strong to the fully discretized form of the equation. All
the steps previously derived, including the demonstration of the well-posedness, apply to
this modified problem. The only change that needs to be made is in the matrix reduction
procedure carried out in the final step, where the columns and rows being extracted from
the stiffness matrix K will correspond to those of the nodes with applied non-zero Dirichlet




To compute the results, concrete values for the variables a and β as they appear in equations
(3.2) and (5.1) have been provided. The final choice has been to set a = 8000 and β = 10−5.
6.1 Quality control
Because all the code for the FEM was developed and implemented from scratch in MAT-
LAB, a few basic tests have been carried out to ensure that no programming mistakes
have been made. Given that we will be comparing our PGD solution to the one obtained
with the FEM, it is important to ensure that the FEM solution is accurate and behaves
according to expectations.
For this, we have chosen to study the formulation of our problem without added
stabilization to determine if the numerical instabilities begin when we expect them to.
This serves as a quality check of the advection-diffusion code without stabilization. To
do this, we have studied the evolution of the minimum concentration in the domain as a
function of the Péclet number. The minimum concentration is a reliable indicator of the
oscillations, given that it will start taking negative values as soon as the spurious behaviour
begins. We obtain the values in Figure 6.1:
Figure 6.1: Evolution of the minimum concentration with respect to the Peclet number
(general at the left and zoom-in at the right)
We can see that the solution behaves like we expect it to: the concentration is non-
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negative until a Péclet number of 1 is reached (see Figure 6.2). For Péclet numbers greater
than one, the oscillations begin and the solution starts showing negative values for the con-
centration, thereby signaling that the solution is no longer stable. Furthermore, the higher
the Péclet number, the stronger the oscillations become as highlighted by the decrease in
the the minimum value, something which was expected.
Figure 6.2: Solution for the limit case of Pe=1, just before the solution begins oscillating
For higher Péclet numbers, which will be the ones in most air pollution transport
problems in urban areas, we need to add the SUPG stabilization terms to stabilize the
solution. Doing this will bring the concentration values back up to positive numbers and
the solution will display a much more physical behaviour.
We therefore increase the velocity values and monitor the evolution of the minimum
concentration for different Péclet numbers under this new stabilized formulation of the
problem to see at which point additional diffusion will be needed.
Figure 6.3: Evolution of the minimum concentration for the SUPG-stabilized formulation
of the problem as a function of the Péclet number (zoom-in in the right)
As shown in Figure 6.3, the quality of the solution improves for Péclet numbers higher
than 1. By adding SUPG stabilization, the concentration takes positive values again until
a Péclet number of about 5 is reached, proving that the implementation of the SUPG
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stabilization has been successful. However, as the Péclet number keeps increasing beyond
5 for this test case, SUPG is no longer sufficient to fully stabilize the solution as the scheme
will begin over and undershooting in the areas with the stronger concentration gradients.
Figure 6.4: Lateral view of the domain with concentration visualization for Pe=5 (left),
fully stabilized, and Pe = 50 (right), with instabilities in sharp gradient areas
Figure 6.4 displays a lateral side of our synthetic urban domain with wind blowing
from left to right. We can see, on the left, a fully stabilized solution for a Péclet number
of 5, where the solution displays a normal behaviour. However, on the picture of the right,
where the Péclet number is one order of magnitude higher, oscillations (marked by values
below 0, seen in dark blue) begin developing. At this point, crosswind stabilization has to
be introduced to fully stabilize the solution.
6.2 Crosswind stabilization parameters tuning
Crosswind stabilization includes two empirical parameters, C and the tolerance of the
iterative scheme. Therefore, these two parameters have to be chosen appropriately.
We therefore want to study the relationship between the two main problem parameters,
wind speed and wind angle, with the two crosswind stabilization numerical parameters
determined by the user. For this, we need to carry out a sensitivity analysis to understand
the relationship between the parameters and to see what factors may have an impact on
the others. This has been done by fixing three of the parameters that we are studying,
making the last one vary, and observing how the stability of the scheme, as determined by
the minimum concentration, evolves.
However, although the minimum concentration serves as a good proxy to understand
when the solution is stable, it is not informative about the physical soundness of the approx-
imation. This is because crosswind stabilization is increasing diffusion in the crosswind
direction, and if too much is added, the behaviour of the solution will begin to diverge
from the one that is expected. As such, another parameter has been measured to gauge
the physical soundness of the solution, namely the Euclidean norm of the solution vector.
If two solutions contain only positive values for the concentration, the one with the lower
norm will be preferred. A lower norm of the solution vector means that, overall, there are
fewer nodes with non-zero concentration values, and that the solution is less likely to be
affected by excess diffusion.
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Furthermore, to study this dependence the boundary conditions of the problem have
been slightly modified to make the problem less symmetric and have a clearer idea of
the impact of the angle. This is why the modified version of the original problem was
introduced in the problem statement, and can be seen in Figure 3.4. If the impact of the
angle is studied on a problem where all the bottom boundary is emitting pollution and the
geometry is symmetrical, the effect of the angle on the solution is underestimated. Instead
of imposing a Dirichlet boundary condition on the entire bottom, only two rows of nodes
in the bottom boundary simulating a street have now a fixed concentration. No boundary
condition has been specified on the rest of the bottom, thereby applying a natural Neumann
boundary condition which imposes non-penetrability. Therefore, ∂ΩD = Ωbottom,street and
∂ΩN = Ωtop + Ωlat,out + Ωbottom,nostreet. This does not affect at all the discretized form
(3.17) as the only thing that changes is the matrix reduction procedure carried right before
the solution, where fewer rows are subtracted from the stiffness matrix. Figure 6.5 shows
the bottom side of this new domain where the Dirichlet boundary condition is only applied
to a restricted part of the bottom boundary. This corresponds to a 3D rendering of Figure
3.4 as seen from below.
Figure 6.5: Solution of the advection-diffusion problem for an alternative synthetic do-
main, as seen from below. The Dirichlet boundary condition (in yellow) is applied only on
some bottom nodes instead of the entire bottom side.
The sensitivity analysis has been carried out for the four parameters (wind angle, wind
velocity, crosswind added diffusion parameter and crosswind iteration tolerance). Unless
the parameter itself was affected, the default values have been taken as follows:
• Velocity angle: π2
• Velocity module: such that the average local Péclet number is equal to 7500.
• Crosswind added diffusion parameter C: 0.05
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• Tolerance for the crosswind iterative scheme: 0.002
Wind Angle
We keep all parameters fixed and evaluate the impact of the angle on the solution for
9 different angles in the range [0, π2 ]. We then monitor the minimum concentration.
Figure 6.6: Minimum concentration as a function of the angle
As we can see in Figure 6.6, the angle does have an impact on the minimum concentra-
tion. An angle of π2 , which is the most unfavorable, corresponds to a velocity aligned with
the pollutant emitting "street", resulting in a very thin and elongated cloud of pollution.
This seems to suggest that, if the angle of the wind is such that the cloud of pollutant is
very thin, crosswind diffusion may need to be increased.
Wind velocity module
We start by changing the velocity module so that we obtain the results for different
Péclet numbers. 9 different Péclet numbers in the range from 1400 to 14.000 have been
tested, and the results in Figure 6.7 have subsquently been obtained.
Although the graph seems to suggest that the minimum concentration sharply de-
creases when the Péclet number decreases, the scale along the y axis has to be noted.
Therefore, for this range of Péclet numbers which varies by one order of magnitude, the
velocity does not have an impact on the results. Therefore, the wind velocity seems to
make a low impact on the stability of the solution once a stable configuration has been
reached with the other parameters.
Crosswind added diffusion
The shock capturing technique also involves an empirical parameter C which appears
in (3.18) and greatly influences the amount of crosswind diffusion that is added by deter-
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Figure 6.7: Minimum concentration as a function of the Péclet number
mining what elements need it. Therefore, we study its evolution.
Figure 6.8: Minimum concentration as a function of the shock capturing parameter
In Figure 6.8, we see that for very low values of C, the stabilization is insufficient and
the solution still displays negative values for a fixed tolerance. However, once a minimum
value of C is reached, all of the concentrations are positive, which means that the solution
55
CHAPTER 6. RESULTS
is stable. Given these results, we try to take a very high value of C to be on the safe
side. However, as seen in Figure 6.9, this is not the best strategy. Once the solution has
been stabilized, the more crosswind diffusion we add, the more overdiffused our solution
becomes as evidenced by the increase in the norm of the concentration vector. Therefore,
if we choose C to be very high and the tolerance to be relatively low, our solution will no
longer be representative of the actual behaviour of the solution.
Figure 6.9: Norm of the concentration vector as a function of parameter C which controls
the added crosswind diffusion
Figure 6.10 shows a comparison between two stabilized solutions and illustrates what
overdiffused solutions look like. The wind is assumed to be flowing from the back of the
paper towards the reader. The problem on the left hand side has been computed with a
lower C than the one in the right hand side. We can therefore see that higher C values
lead to an increase in diffusivity highlighted by the apparent rising of the pollution cloud
- we are dealing with a Péclet number of 3500, which indicates a very strong advective
effect, and the expected solution is therefore a cloud of pollutant which is very flat and
stays close to the ground, much more similar to the term on the left.
Crosswind diffusion iterative tolerance
To compute the crosswind artificial diffusion term, an iterative procedure is carried
out. Within this algorithm, a tolerance is specified to understand when iterations should
stop. The determination of this tolerance impacts both the accuracy of the solution (smaller
tolerances result in more stable, but also more diffused solutions for a given C) as well as
the computation time (smaller tolerances result in more iterations so the procedure will
take longer to finish).
As seen in Figure 6.11, lower tolerances improve the stabilization and result in positive
concentrations in the entire domain. However, taking very low tolerances results in two
problems. First, for very low tolerances, the algorithm will take many steps to converge,
and the computational cost will therefore increase. Second, low tolerances usually increase
the total diffusivity, resulting in less physical solutions. The increase in diffusivity which
is brought about by the decrease in tolerance can be seen in Figure 6.12.
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Figure 6.10: Fully stabilized solutions for values of C=0.05 (left) and C=0.5 (right). The
rising cloud of pollution with such a high Péclet number indicates overdiffusion for C=0.5
Figure 6.11: Minimum concentration as a function of the tolerance of the crosswind fixed
point iteration for a fixed set of parameters
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Figure 6.12: Norm of the solution vector for different tolerances. High norms are indicative
of excess diffusion
6.2.1 Final parameter choice
It seems evident that the most important choice, rather than the choice of an individ-
ual parameter, is the choice of the combination of values for C and the tolerance of the
crosswind iteration scheme. While stabilized solutions may be obtained for many different
combinations of these two parameters, setting very high values for C and low values for
the tolerance may result in stable but overdiffused solutions. Therefore, the idea is to keep
the value of C as low as possible and set the tolerance high enough to ensure complete
stability but low enough to prevent overdiffusion.
The final combination to be applied has finally chosen to be C = 0.05 with a tolerance
of 0.012. This fully stabilizes the result and, although the solution obtained for the syn-
thetic mesh is very slightly overdiffused, we can consider it an appropriate approximation
of the actual solution.
It should be noted that the final goal of this thesis is to compare the PGD and
FEM approaches. What will be important in the following section of the results will not
be whether the solution is physically accurate or not, but whether the solution given by
the PGD approximation and the one given by the FEM are similar. Of course, having
a physically sound approximation is necessary for the final application of the PGD to
actual problems in real situations, but at this stage, a slightly (not drastically) overdiffused
solution is a reasonable price to pay in exchange for mitigation of the oscillations.
6.3 PGD Results
In this section, the results obtained with PGD are compared to those obtained with the
FEM approximation. Three types of data will be monitored to evaluate the results:
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• Coefficient βn: As defined in equation (4.1), βn measures the amplitude of mode n in
the approximation. Therefore, both the absolute amplitude βn and more frequently
the relative amplitude βnβ1 , is used to assess the convergence of PGD.
• Mean error of the PGD approximation: A very useful measure of the accuracy of the
PGD approximation is the average error for each of the rank-n approximations. This
means that, for each of the n computed modes, we reconstruct the solution until the
n-th mode, and compute the error of the approximation with respect to the FEM
solution for all the possible parameter combinations. This yields a "global average
error" for each reconstruction, and allows us to check how each additional mode adds
accuracy to the approximation.
• Qualitative information: Finally, different data visualizations can also allow us to
assess whether the solution behaves according to what we would expect. Visual
information can also serve as a diagnostic tool - if there is a problem, measures of
accuracy and convergence may not suffice to explain the root cause of the issue.
Visual data can help us understand why there are problems in our approximations.
6.3.1 Unstabilized PGD for low Péclet numbers
We begin by considering the PGD approximation to a low local Péclet configuration
(Pe<1), which doesn’t require stabilization, to consider how good the approximation is
when no numerical instabilities need to be accounted for. For this, we consider a very
small velocity. The following discretizations are introduced into the model for the param-
eters:
• Angle: from 0 to π2 with 91 points in the discretization
• Velocity: from 10−6 to 10−4 m/s with 91 points in the discretization. This narrow
range is taken to ensure that the Péclet number remains below 1, so that we don’t
need to use the SUPG matrix as an input to the model. All concentrations are
strictly positive, so the minimum concentration is ensured to be 0 so that it is not
tracked as part of the quality control. Resulting Péclets are in the [0.008, 0.8] range.
The solution for the low Péclet number was computed on the cubic mesh with bound-
ary conditions corresponding to those of the problem pictured in Figures 3.4 and 6.5. This
was done once again to make the problem less symmetrical and make sure that good results
were not due to an excessive idealization of the domain.
The evolution of coefficient β lets us see that the approximation is converges towards
the solution as we expect it to. As it can be seen in Figure 6.13, amplitudes show a
clear downward trend and, for a tolerance of 10−4 for the relative mode amplitude βiβ1 ,
convergence is reached after 68 modes.
As we can see in Figure 6.14, the PGD offers a very good approximation for problems
with low Péclet numbers. The error (measured with the Euclidean norm of the vector of
difference in concentrations with respect to the FEM) steadily decreases as we include more
terms in the approximation and it is of around 2% with respect to the solution obtained
with the regular FEM after the computation of 10 modes.
Given these good results concerning the separation, we can try modifying the dis-
cretization of the separated variables to include a wider range of velocities. However, if
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Figure 6.13: Evolution of the relative importance of coefficient β
i
β1
for the ith iteration for
low Péclet numbers (Pe<1), without stabilization
Figure 6.14: Evolution of the global error of the approximation as a function of the
number of terms in the iteration
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instead of using a velocity range that keeps the Péclet within low range, we input a range
of velocities which brings about the instabilities in our solution, the results do not show a
good convergence:
Figure 6.15: Evolution of the relative mode amplitude β
i
β1
for Péclet ∈ [1,100] range,
without stabilization
As we can see in Figure 6.15, the plot no longer displays a clear descending trend.
This means that the underlying separation of variables in the PGD approximation is not
adequate for the problem that we are solving. Indeed, there is a value for i at which the
relative importance of βi begins meaning steadily, signaling that the solution is having
convergence issues. This seems to be due to the fact that the oscillations are captured by
a mode of lower amplitude of the PGD, which subsequently begins trying to separate the
spurious oscillations, thus leading the solution to become less physical. Because oscillations
cannot be characterized as functions of the parameters, the algorithm will display a non-
convergent behaviour.
Therefore, the need to include more terms in the separation to stabilize the solution
is justified.
6.3.2 SUPG stabilized formulation
In this section, given that we want to concentrate on issues regarding stability, we initially
went back to our original problem formulation with the boundary conditions as seen in
Figure 3.3. The evaluation of the global error for the SUPG approximation can be seen in
figure 6.17.
We see that the relative mode amplitudes display a decreasing trend, although not as
marked as the one for low Péclet numbers, but are not increasing rapidly as in Figure 6.15,
which is a good sign and shows that the parametrization is appropriate for this problem.
It may be surprising to realize that the first mode in the PGD already captures more
than 94% of the variation. Therefore, with only 1 mode, we are already capturing 94% of
the solution for all the parametric combinations. However, this boils down to the modeling
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Figure 6.16: Evolution of the relative mode amplitude of the PGD solution for a problem
with homogeneous Dirichlet on the bottom boundary




choices made. Because we have imposed a Dirichlet boundary condition on the entire
bottom boundary, and the wind speed is very strong, we obtain a similar "flat" solution,
where the cloud of pollutant remains very close to the bottom boundary and doesn’t rise,
across the entire domain no matter the velocity or the direction.
Due to this, we once again used the modified boundary conditions introduced in the
problem statement and pictured in Figures 6.5 and 3.4.
Figure 6.18: Evolution of the global error for a problem with inhomogeneous Dirichlet on
the bottom boundary
As shown in Figure 6.18, the error shows a very similar trend to the one in Figure
6.17, but the global error of the approximation is higher because the solution is no longer
symmetric and therefore more modes need to be computed to effectively capture all the
variability of the solution.
An interesting phenomenon is observed in figures 6.17 and 6.18. While more terms are
added to the approximation, the global accuracy of the solution at a certain point stagnates.
This means that whatever features the PGD is capturing, they are not contributing to
improve the quality of the overall solution. These features are noticeably the oscillations
in the solution. Because the solution is partially stabilized, the PGD begins capturing
relevant information. However, as it begins characterizing more details, it eventually picks
up the instabilities. As these have been damped, β does not increase a lot, but the PGD
incorporates them into the solution. Given that these are difficult to separate as a function
of the input parameters, many modes are needed to capture these effects, leading to an
enrichment without an improvement in accuracy. To improve the results, we now keep on
stabilizing the solution.
6.3.3 Fully stabilized formulation
We now fully stabilize the solution with the addition of the crosswind diffusion terms.




The evolution of β for this case is plotted in Figure 6.19, and shows a downward trend,
which means that the separation is converging towards a solution.
Figure 6.19: Evolution of relative mode amplitude for the fully stabilized problem with
homogeneous bottom boundary conditions
However, when we plot the global error trend in Figure 6.20, we see that there is no
decrease in the error as we conduct the enrichment even though β seems to be slightly
decreasing, signaling a certain convergence. However, the explanation for this is due to the
fact that after having linearized the crosswind term, we are no longer solving exactly the
same equation. This can be seen in Figure 6.21, where the FEM and the PGD solution
(approximated with 50 modes) are being plotted. The error between them remains constant
because the PGD algorithm is converging towards a solution which is different from the
one in the FEM due to the change in problem formulation. Therefore, in this case, when
measuring the error of the approximation with respect to the error of the FEM solution,
we must realize that no matter how much we enrich the approximation, a large difference
in values will likely remain.
However, a further interesting conclusion can be extracted from Figure 6.21. While the
FEM solution appears to be somewhat overdiffused, the new linearization procedure has
yielded a stable solution which is much closer to the one we would expect for a very high
Péclet number (for this particular example, around 7500). This means that the addition of
not consistent stabilization in this particular test case may yield good results, and further
research would be useful to figure out if, at a fraction of the cost of solving a nonlinear
problem, an alternative linear formulation could be appropriate for this situation.
Results for the synthetic meshes have been mostly in line with what we expected.
PGD approximates the solution quite effectively and, despite the fact that it is clear that
the linearization of nonlinear terms yields a solution which diverges from the one obtained
with the fully stabilized FEM, the PGD approximation yields comparatively good results.
The following step will be to implement this algorithm in the computational domain rep-
resenting an area of the Eixample district in Barcelona which has been obtained following
the procedure described in Chapter 5.
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Figure 6.20: Evolution of the global error for the fully stabilized problem with homoge-
neous bottom boundary conditions
Figure 6.21: Evolution of relative mode amplitude in the non-linear case
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6.3.4 Implementation for l’Eixample, Barcelona
In the rest of this section, it is important to take into account that only SUPG stabilization
has been implemented, due to the computational constraints of performing iterations on
such a large mesh, which rendered non-linear modeling very complicated.
The solution of the transport equations with the FEM yields a baseline solution against
which we can compare the PGD approximations. As it can be seen in Figure 6.22, the FEM
solution shows the pollutant generated at a park in Barcelona (defined by the nodes shown
in the left plot of Figure 5.2) flowing in the direction of the wind, preferably following the
directions of the streets. The model behaves like we expect. Pollution is carried in the
direction of the wind, which . The strong convection in presence of a velocity field with
small vertical components means that the pollutant will tend to stay close to the ground
and travel, preferentially, down the streets rather than over the buildings.
MATLAB visualizations were not powerful enough to accurately portray some of the
most important features of such a complex solution. Therefore, the results in this section
will be visualized using the software Paraview, which offers much more advanced visual-
ization possibilities.
Figure 6.22: FEM solution for a test case in the Barcelona mesh. Visualization includes
the wireframe rendering of the mesh and solution (left) and a disperse cloud of pollutant
as seen from below (right). Range of legend has been adjusted for improved visualization.
In a first attempt, the SUPG stabilized model with parametric dependencies on both
the angle and velocity was implemented for the Eixample in Barcelona. However, it soon
became evident that given the computational power available for the project, carrying out
a full PGD decomposition with 2 parameters for such a large mesh would be challenging.
Even when running the job on the CloneTroop cluster, it was taking more than 24 hours
to compute a single mode in the approximation and the initial results were disappointing,
showing a rapid increase in β which signaled either that the separation was not being
carried out effectively or that instabilities were being captured already in the first modes
due to insufficient stabilization with the linearized crosswind diffusion. This can be seen
in Figure 6.23.
Due to the high computational burden and the evident lack of good convergence, the
parametric dependence of the problem on the velocity was dropped, and we studied a
separation of the results based only on the angle of the incoming wind.
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Figure 6.23: Evolution of relative mode amplitude shows no sign of decreasing, showing
that the PGD has difficulties capturing the dependency of the most relevant features on
the parameters
The evolution of coefficient β for the SUPG-stabilized problem can be seen in Figure
6.23. This shows that the angle parametrization is doing a very bad job at capturing
the main features of the solution. By reconstructing the solution and plotting it, we can
understand what the modes are actually capturing.
Figure 6.24: Reconstruction of solution for angle π4 with 5 modes (left) and 25 modes
(right). We see that the enrichment has been capturing instabilities.
As explained in Chapter 5, the computational domain which has finally been used was
obtained after pre-processing a larger mesh and extracting a sub-domain from this larger
mesh. As such, while the large mesh had very regular boundaries which did not cause
numerical instabilities, the boundaries of the extracted mesh are strongly irregular, causing
the quality of the solution to worsen. The top boundary proves especially challenging as
the obtained elements are strongly irregular. This causes the solution to be very badly
behaved at the most irregular elements, arbitrarily under- and overshooting and causing
the physical soundness of the solution to greatly decrease.
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Figure 6.25: Comparison of the reconstructed solution with 25 modes for angles of 0 (left)
and π4 (left). Bright colors signal extreme concentration values. The PGD approximation
has been capturing discontinuities which are characteristic of the intermediate angles, but
don’t contribute to an angle of 0.
As pictured in Figure 6.24, the increase in the number of terms in the PGD solu-
tion has actually led to the capturing of numerical instabilities in the nodes in the upper
boundary. This is displayed by the increased number of colored finite elements, which rep-
resent extreme concentration values. We can see that the discontinuities being captured
are not general for all the angles in Figure 6.25. While for an angle of 0 no oscillations are
evident, the upper boundary shows extreme values for an angle of π4 . This shows that the
oscillations cannot be parametrized easily as a function of the angle.
It therefore becomes evident that more stabilization is needed if we want the solution
to converge without capturing unnecessary noise. Given that these instabilities happen in
the parts of the domain with almost null velocity due to their geometric position, no amount
of SUPG can dampen the oscillations generated in these areas. Using other stabilization
methods therefore becomes unavoidable.
The parametric dependence of the solution on the angle can therefore be considered to
be poor when solving the SUPG-stabilized problem. Oscillations are not angle-dependent,
which causes PGD to fail to meaningfully capture the relationship and enrich the solu-
tion with many modes characterizing individual oscillations which don’t contribute to the
improvement of the solution.
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Conclusions and future work
In this thesis, approximated solutions of the advection-diffusion equation in urban areas
have been computed using algebraic PGD and introducing the wind speed and angle as
parameters. These solutions have been compared to the approximated solutions obtained
with the traditional FEM. MATLAB has been the tool of choice to develop the necessary
routines to solve the problem, which have been validated by applying them to a simple
case. Finally, the performances of the two approaches have been compared for more re-
alistic situations with the objective of understanding if algebraic PGD can be used to
overcome certain bottlenecks of the traditional FEM when used to solving the pollution
transport equation, therefore making a wider range of applications (real-time modeling,
etc.) practical.
The main original contributions of this thesis have been: i) using stabilization proce-
dures in combination with the PGD framework, ii) studying the parametric dependence
of the wind module and speed on the solution of the advection-diffusion equation and iii)
applying the PGD to study a pollution transport problem in a computational model of an
urban area existing in the real world. None of these things have ever been done before to
the knowledge of the author or her advisers.
7.1 Conclusions
The PGD approximation shows very promising results for low Péclet number (Pe<1) sit-
uations. In these cases, where the separation of variables can be computed without any
problem, the PGD is capable of capturing the most relevant features of the solution and
converges rapidly towards the FEM solution in modes typically in the tenths or low hun-
dreds. While such a low Péclet number is not applicable to pollution transport in urban
areas, given that the smallest Péclet number we would be dealing with is of the order of
magnitude of 104, we see that the use of PGD for other applications where low Péclet are
involved seems justified given these initial results.
However, when the Péclet number becomes greater than one and the solution begins
oscillating, it becomes harder for the PGD to efficiently converge. This is made evident
by the greater number of modes that the solution takes to converge, as well as the large
increases in mode amplitude that occur as the enrichment progresses. This is because the
oscillations do not depend on the angle nor the velocity of the wind, so it becomes difficult
for the PGD to capture the relationships between the parameters and the instabilities. The
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number of modes in the approximation therefore increases by a lot of terms as the indi-
vidual oscillations are characterized by successive modes without resulting in a noticeable
improvement in global accuracy.
The addition of SUPG mitigates the most extreme oscillations, decreasing their order
of magnitude and thereby helping the PGD capture more meaningful parametric features
of the solution once again. However, SUPG stabilization by itself is often insufficient to
completely mitigate the instabilities in crosswind directions if the Péclet number is very
high. Therefore, when the order of magnitude of the relevant phenomena being captured
by the PGD approximations becomes equal to that of the remaining oscillations, the PGD
begins characterizing the instabilities, and the solution is enriched with modes which don’t
contribute much to the global accuracy of the approximation due to the same effect that
is observed in formulations of the problem without stabilization.
At this point, discontinuity capturing comes into play by adding diffusion in the cross-
wind direction to completely stabilize the solution. However, because discontinuity captur-
ing methods are non-linear, they are very difficult to characterize via an algebraic param-
eter dependence such as the one assumed in PGD. Proxies which add crosswind diffusion
linearly have been used instead, which further stabilizes the solution with respect to the
SUPG one and allows us to capture more meaningful modes, but questions remain regard-
ing the physical soundness of the resulting solution as well as the appropriate choice of
the numerical values which are used to substitute the non-linear terms in the crosswind
stabilization scheme.
While results for synthetic meshes were satisfactory, the results of the PGD approxi-
mation for advection-diffusion equations in computational domains of actual urban areas
was problematic and yielded inconclusive results. Results showed that the approach which
worked for idealized urban areas was not appropriate for real ones, likely due to their in-
creased geometric complexity. Furthermore, implementing the PGD in this context poses
its own set of challenges other than the generic computational ones. First, the appropriate
choice of domain is relevant when working with meshes generated by third parties, as these
may not be suited for the resolution of the advection-diffusion equations and may lead to
instabilities due to their irregularity, as was the case in this thesis. Second, empirical pa-
rameters in the crosswind stabilization scheme may need to be studied on a case-by-case
basis as their values may not correspond to those obtained with test cases, which may have
led to the divergence in performances. Finally, the large number of PGD modes needed
to accurately approximate solutions in complex geometries, where the number of modes
needed to appropriate the solution with a high degree of accuracy may be very high, re-
quires efficient storage and successive compression of the approximated solution to make
the more extensive testing feasible. Overcoming these difficulties may then allow extensive
testing to determine whether using PGD to model pollution transport in real urban areas
is feasible at a large scale.
7.2 Future work
Seeing the results obtained with the first test performed on the Barcelona mesh, it becomes
evident that adequate mesh creation procedures are necessary. A possible extension of the
work performed in this thesis would be to create a protocol to generate suitable meshes
with regular boundaries which are not as prone to instabilities as the ones obtained when
elements are simply extracted from a larger mesh without considering their geometrical
characteristics. Furthermore, a detailed study of the computational bottlenecks associated
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with the resolution of the advection-diffusion problems in meshes of relatively large urban
areas, as well as the possible introduction of parallelization of the computations, would
allow for faster iterations, thereby providing a way to efficiently conduct more detailed
numerical analyses to understand the causes of the possible issues.
The approximation of the non-linear terms remains a delicate aspect for the application
of parametric PGD to a fully stabilized advection-diffusion problem. This is because the
separation of these terms is not straightforward, and their approximation by the means
of average values fails to completely stabilize the solution in the most critical parts of
the domain. To improve the approximation, a possibility would be to use PGD inside
an iterative scheme and update the nonlinear terms with the values resulting from the
previous PGD iteration. While problems related to the separation of variables would
remain, it would provide a more balanced distribution of additional crosswind diffusivity
and result in a less oscillatory solution.
Finally, an interesting feature of PGD that could potentially be exploited is that
by setting an appropriate tolerance for stopping the enrichment, PGD can could provide
a stabilized solution by itself. For problems with inherent instabilities, lower tolerances
for PGD modes are not necessarily always better, as the oscillations will eventually be
captured in the approximations if the tolerance is low enough and the algorithm will
compute a lot of modes without improving the global accuracy of solution, which leads
to high computational costs without much benefit. We could instead be willing to obtain
a slightly less accurate solution, but with the main features of the pollution transport
solution, by setting the tolerance such that the enrichment stops right before the oscillations
are incorporated into the decomposition.
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Appendix A: Proof of well-posedness
In this appendix, the well-posedness of the weak form (3.6) of the advection-diffusion
equation we are trying to solve will be demonstrated. Well-posedness means that [17]:
1. A solution exists
2. The solution is unique within the space where we are looking for the solution (there-
fore, if v1 and v2 are both solutions, it holds that v1 = v2).
3. The solution depends continuously on the data (parameters, boundary conditions,
etc)
Conditions 1 and 2 ensure that if we compute the solution to the weak form various
times, it will always yield the same solution, and that this solution will exist. Given that
we are looking for the solution in a different solution space as in the original formulation,
this is not an obvious corollary. Condition 3 can be seen as a physical constraint, given
that continuity is what we would expect from a physically sound solution.
Well-posedness of the weak form of the problem is problem-dependent as the choice
of non-Dirichlet boundary conditions will appear in the weak form and thus could affect
well-posedness. Therefore, well-posedness is not straightforward. Well-posedness is most
often demostrated through the Lax-Milgram lemma, which states that:
Lax-Milgram lemma. Let V be a Hilbert space with inner product (·, ·)V and associated
norm ‖ · ‖V (i.e. such that ‖w‖2V = (w,w)V ). Moreover, it is assumed that the following
conditions hold:
• Continuity of B: ∃M>0 such that ∀u, v ∈ V , |B(u,v)| ≤M‖u‖V ‖v‖V ;
• Continuity of F: ∃C>0 such that ∀v ∈ V , |F(v)| ≤ C‖v‖V ;
• Coercivity of B: ∃α >0 such that ∀u ∈ V , B(u,u) ≥ α‖u‖2V
Then, the boundary value problem is well-posed, i.e. there exists a solution, this solu-
tion is unique and it continuously depends on the data.




D∇u · ∇vdΩ +
∫
Ω




F (v) = 0
73
Appendix A: Proof of well-posedness
We now prove the different conditions of the Lax-Milgram lemma. In the following
proofs, there are many results and theorems which will be used but not proved given that it
is not the main focus of this thesis. For a detailed explanation of all the relevant concepts,
the reader can refer to [17] or, given that this reference is academic material not readily
accessible nor purchasable, other more easily available materials such as [11] can be used
as references.
1) Continuity of B
We can demonstrate that the different terms in B are bounded:
For the diffusion term, we can use the generalization of the Cauchy-Schwarz inequality




∣∣∣ ≤ |D|‖u‖V ‖v‖V
Concerning the advection term is the test function v ∈ H1 as defined by the weak
form statement of our problem in equation (3.9), the Sobolev embedding theorem for 3D
problems concludes that v ∈ L4. We also know that v ∈ H1 as well, given that v is obtained
by the potential flow model and therefore both the terms and their derivatives exist and are
square-integrable. By using the same theorem as previously (Sobolev embedding theorem)
we reach the conclusion that v ∈ L4. Because the product of two L4 functions is in L2,
∇u is in L2 and the product of two L2 functions is in L1, we reach the conclusion that the
term inside the integral, v ·∇uv, actually belongs to L1. This guarantees that the integral





The Robin term can be bounded by using a combination of the Cauchy-Schwarz in-




∣∣∣ ≤ β‖u‖L2(∂Ω,build)‖v‖L2(∂Ω,build) ≤ β∗‖u‖V (Ω)‖v‖V (Ω)
where β∗ includes both the contribution of the β as well as the trace inequality constant.
Because we have proved that the three terms in the bilinear form are bounded, the
bilinear form itself is bounded due to the property of boundedness which ensures that the
finite sum of bounded sets (including vector spaces) is itself bounded. Therefore, B(u, v)
is bounded and continuous.
2) Continuity of F
It is trivial to prove that F is continuous given that F=0.
3) Coercivity of B
We need to prove that the term
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D∇v · ∇vdΩ +
∫
Ω













is lower bounded in terms of ‖v‖2V . The equivalence above holds because we are working
with a divergence-free flow (∇·v = 0) as explained in the problem statement. Remembering
that β is a positive constant:





∇ · (vv2)dΩ + β
∫
∂Ωbuild






By using the divergence theorem and the definition of the boundary conditions, we
can manipulate the advection term to arrive at a convenient expression (excluding the














Because we have used the potential flow theorem to find the velocity field, we know
that all boundaries except for the lateral inflow and outflow will result in v ·n = 0 because
they are all considered to be non-penetrable boundaries [14]. The inflow is a Dirichlet
boundary, so it is not taken into account in the expression, and the only thing left is the
outflow where, by definition, v·n > 0. It should also be noted that D is a positive constant.
This leads to the conclusion that:





∇ · (vv2)dΩ ≥ D‖∇v‖2L2 ≥ D
∗‖v‖2V
where D∗ includes the contributions from both D and the constant in the Poincaré in-
equality. This proves the coercivity so that the well-posedness of the problem is proved.
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numerical integration details
To perform integration on the elements in a practical way, we refer all elements to a
reference element which is built in a convenient space as pictured in Figure 3.6. To do so,
we define a 3D space of coordinates α, β and γ such that one of the faces of the tetrahedron
lies in the plane α = 0, another on the plane β = 0, another on the plane γ = 0 and the
final one on the plane 1−α−β−γ = 0. We build the tetrahedral element so that its edges
of lengths a, b, and c coincide with the new coordinate axes, and we number the nodes
from 1 to 4. We assume node 1 to be the corner at the origin of the coordinate system.
We have the following node coordinates in this new system, where we want our element
edges to be of unit length:
Node 1: α = 0, β = 0, γ = 0
Node 2: α = 1, β = 0, γ = 0
Node 3: α = 0, β = 1, γ = 0
Node 4: α = 0, β = 0, γ = 1
If we align the coordinates α, β and γ with the usual axes x, y and z, then we can
describe the coordinates as follows [20]:
α = x−x1a , β =
y−y1
b , γ =
z−z1
c













and a differential of volume can therefore be expressed as:
dx dy dz = a b c dα dβ dγ
This greatly simplifies the integration of functions f = f(x, y, z) as we can compute
everything in this local system of coordinates and then perform a simple change of coor-














The application of this theory to the advection-diffusion problem is the following. We
are working with 4-node linear tetrahedral elements, which means that each element has 4
shape functions, one associated to each of the nodes. Given the coordinates of the reference
element, it is therefore easy to express these shape functions as:
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N1 = N̂1 = 1− α− β − γ, N2 = N̂2 = α, N3 = N̂3 = β, N4 = N̂4 = γ
which fulfills the conditions stated above, where the shape function for each node has value
1 at the node it refers to and 0 on all the others.
Before going on, it should be noted that the numbering of the nodes cannot be ar-
bitrary. While there isn’t any fixed rule regarding how nodes should be numbered, it is
necessary to chose an order so that the determinant of the node coordinates when listed
in order is positive. This ensures that the integrals will be computed for positive volumes
and will result in physically sound solutions given that, if incorrectly listed, the integrals
will be computed over negative volumes. In other words, the quantity:
det(A) =
∣∣∣∣∣∣∣∣
1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4
∣∣∣∣∣∣∣∣
should be strictly positive for all the elements under consideration.
We not only need to know the expression the shape functionsNi in natural coordinates,
but also to compute their gradient ∇Ni. We can use the following rule to derive the












































Where J(e) is the Jacobian matrix corresponding to a given element which allows us
to change from reference to real coordinates and viceversa. It is therefore trivial to obtain
the expression of the gradient in global coordinates, which is what we are looking for:
∇N (e)i = (J
(e))−1∇̂N̂i
This way of computing the gradients is preferred because we don’t need to compute the
derivatives of the shape functions with respect to the global coordinates for each element,
which would be bothersome for those elements with edges not aligned with the coordinate
axes. We can instead just compute the gradient of the shape functions for a generic element
with edges aligned with the axes, which makes the computations of gradients trivial, and
then multiply the result by the inverse of the Jacobian. This way of computing results is
more convenient than obtaining the derivatives of the shape functions for each element.
A volume differential can thus be computed as:
dxdydz = |J(e)|dξdηdζ
The same logic can be applied to the computation of the integrals along the boundaries.
Boundaries of the 3D domain are two-dimensional: therefore, the restriction of coordinates
to x, y, ξ and η are applied instead. The surface differential is therefore expressed as:
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dxdy = |J(e)s |dξdη,

























These changes of coordinates can be incorporated into equation (3.10) to obtain the











βN̂iN̂j |J(e)s |dξdη)ci = 0
(1)
for every element where the equation holds. This is the entire domain for the volume
integrals, and the Robin boundary for the surface integral. Everything is computed in
terms of the local elements, and then the Jacobian converts it to the global system.
To solve the finite element form of the problem, we need to compute the integrals of the
terms in the local space as noted above. However, a computer cannot solve for integrals
analytically. Instead, these must be cast in a form such that they can be computed as
weighted sums using the so called quadrature rules. The result we obtain will therefore be
a numerical value which will reflect the computation of the integral of each element, and
not a generic expression. This is usually referred to as numerical integration.
Let’s assume that we want to integrate a function f = f(x) such that x ∈ [−1, 1].
One of the possible approximations that we could obtain is the following:∫ 1
−1 f(x)dx ≈ 2f(0)
which is often referred to as the midpoint rule. We also know that, if f is linear within its
domain, then this yields the exact value instead of just an approximation. If we take for
instance, f(x) = x+2, the integral between -1 and 1 is 4, which is exactly 2f(0) = 2 ·2 = 4.
The same kind of approximation can be generalized to polynomials of a higher order.
These are usually known as the Gauss-Legendre quadrature rules. For a 1D problem, these
are usually defined as weighted sums:∫ 1
−1 f(x)dx =
∑n
k=1wn,kf(xn,k) + εn(f) ≈
∑n
k=1wn,kf(xn,k)
where xn,k are usually referred to as Gauss-Legendre points, wn,k are the weights associated
to these points (which are found in tables) and εn(f) is the truncation error, which only
depends on the (2n)th derivative of f. n refers to the degree of the approximation.
This formula is often generalized to higher dimensions. If the vector in which we find
the finite element can be described as a tensor-product of d 1D spaces, then the Gauss
quadrature can just be expressed as the tensor product of d 1D Gauss-Legendre rules.
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If this is not the case, then we need to come up with specific Gauss quadrature rules,
which are usually written in terms of the barycentric coordinates (λ0, ..., λd). This is the
case in this report, given that elements are tetrahedral. For a unit tetrahedron and for a




where the number of points increases as the order of the integrated polynomial becomes
higher.
Because we are working with linear tetrahedra, we would have d = 2 (because we
start numbering at 0) in the sum above. In the case of linear elements, the simplest
Gauss quadrature rules applies, where a single point suffices to obtain the exact value
of the integrated term inside the finite element. Therefore, n = 1. This point is noted
by coordinates λ0,1,k, λ1,1,k, λ2,1,k and corresponds to the barycenter of the tetrahedron.
The position of the integration points for elements are tabulated: for a linear tetrahedral





The same idea that has been explained for tetrahedra can be applied to 2D surfaces,
which in our case is necessary to integrate the boundary conditions. In this case, the
integration point for single-point integration corresponds to the barycenter of the triangle
and we can look in tables for the corresponding Gauss quadrature rule and weights.
The quadrature rule that is finally implemented for an advection-diffusion problem










w1,kβNiNj |J(e)s |)ci = 0
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scheme for PGD
In this appendix, a particular realization of the alternating directions scheme for an non-
stabilized advection-diffusion problem will be presented. For illustration purposes, the
PGD applied here is non-algebraic, and is based instead on the weak form of the advection-
diffusion equation. Stabilization has been foregone to ease notation.
We start from the weak form of our problem which is stated in eq. (3.6). The weak
form is actually a weighted residual form of the equation, and by choosing a specific type
of test function, we can arrive at an expression to be easily computed by our algorithm.
The weak form of the problem is recast as follows:
∫
Ω
(D∇c · ∇u∗ + v · ∇cu∗)dΩ +
∫
∂Ωbuild,sides
βcu∗ds = 0 (2)
to distinguish the test functions v of the FEM case from the test functions u∗ of the PGD
case. This equation evidently holds true for any appropriately chosen test function u∗.
For the purposes of the variable separation, we separate the velocity v into its com-
ponent parts: v = ν(v1 sin(θ) + v2 cos(θ)). θ determines the angle of the velocity, and
the module is then controlled by ν. Given that the solution of the velocity results from a
potential flow model, this yields the complete range of possibilities that we will encounter.
We substitute the expression for the velocity into the equation:
∫
Ω




We want to find the solution c = c(x, θ, ν), where θ is the angle of the incoming
wind and ν is the module of the wind. Our goal is to obtain a PGD approximation of the
solution, which is expressed in separated form. The desired expression of the approximated
solution would be of the form:
cN (x, θ, ν) =
∑N
i=1Xi(x)×Oi(θ)× Vi(ν)
Where we want the approximated solution cN to be as close as possible to the actual
solution of equation (3.2).
The solution is computed by successive approximations. Let’s assume we have com-
puted the first n− 1 terms of the PGD approximation such that:
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cn−1(x, θ, ν) =
∑n−1
i=1 Xi(x) ·Oi(θ) · Vi(ν)
We are now interested in enriching this approximation, that is, computing the next
term of the sum for this particular problem:
cn(x, θ, ν) = cn−1(x, θ, ν) +Xn(x) ·On(θ) · Vn(ν)
For each enrichment step, the term which needs to be computed is non-linear given
that it is expressed as a product of functions. The unknown functions which are required
for the enrichment must be computed from the current known terms. To compute the
solution, we must use an iterative solver.
The preferred way is to use an alternating direction strategy which computes Xn(x)
from On−1(θ) and Vn−1(ν), then On(θ) from Xn(x) and Vn−1(ν), and finally Vn(ν) is
computed from Xn(x) and On(θ). An arbitrary guess is used as an initial approximation.
The iterations proceed until they reach a fixed point within a user-determined tolerance ε
[3]. This fixed point is determined by the difference between successive approximations: if
the difference is small, it means that the new solution found by the algorithm is very close
to the one from the previous iteration and thus a fixed point has been reached. Therefore,
in our case, the algorithm would stop when:
||Xpn(x) ·Opn(θ) · V pn (ν)−Xp−1n (x) ·Op−1n (θ) · V p−1n (ν)||
||Xp−1n (x) ·Op−1n (θ) · V p−1n (ν)
< ε
Each iteration of the alternating directions strategy consists in 3 steps:
1) Calculating Xpn(x) from Op−1n (θ) and V p−1n (ν)
Assuming we have arrived at step n, the approximation we have is the one given by
the expression:
cn(x, θ, ν) =
∑n−1
i=1 Xi(x) ·Oi(θ) · Vi(ν) +X
p
n(x) ·Op−1n (θ) · V p−1n (ν)
Where the only unknown isXpn(x). To compute the weighted residuals of the advection-
diffusion problem (3) we use the weight function:
u∗(x, θ, ν) = X∗n(x) ·O
p−1
n (θ) · V p−1n (ν)
From now on, for simplification of the notation, we will drop the explicit dependence
of the functions on the variables and on the current iteration of the alternating direction
scheme. Therefore, for the unknowns at iteration n, Xn(x) = R,On(θ) = Q and V n(ν) =
W . This means that the unknown becomes:
c = cn−1 +R ·Q ·W
We can then introduce the expressions derived above for the unknown and the test
functions into the Galerkin formulation of our problem, which we arrive at as described in
the section above, and we obtain the following:
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∫
Ω×Ωθ×Ων
(D · ∇R ·Q ·W · ∇R∗ ·Q ·W + ν(v1 sin(θ) + v2 cos(θ)) · ∇R ·Q ·W ·R∗ ·Q ·W+






(D · ∇Xi ·Oi · Vi · ∇R∗ ·Q ·W+
ν(v1 sin(θ) + v2 cos(θ)) · ∇Xi ·Oi · Vi ·R∗ ·Q ·W + β ·Xi ·Oi · Vi ·R∗ ·Q ·W )dxdθdν
(4)
We will now introduce the following notation to refer to the integrals of the known
































































ν ·W · Vidν
(5)
The integral above can therefore be recast as follows under the new notation:
∫
Ω






(D · q6 · w2 · ∇Xi · ∇R∗ + v4(v1q3 + v2q4) · ∇Xi ·R∗ + βq6 · w2 ·Xi ·X∗)dx
(6)
The equation above is the weighted form residual of a steady-state BVP which can be
solved using any appropriate technique, such as the FEM.
2) Computing Opn(θ)(Q) from Xpn(x)(R) and V p−1n (ν)(W )
We now change the test function to suit our current unknown O. Given that X and V
are known at this step, we can take their variations to be zero, and the test function thus
becomes:
u∗(x, θ, ν) = R(x) ·Q∗(θ) ·W (ν)
By injecting this into (3) and introducing the decomposition of the unknown term, we
obtain the following equation:
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∫
Ω×Ωθ×Ων
(D · ∇R ·Q ·W · ∇R ·Q∗ ·W + ν(v1 sin(θ) + v2 cos(θ)) · ∇R ·Q ·W ·R ·Q∗ ·W+






(D · ∇Xi ·Oi · Vi · ∇R ·Q∗ ·W+
ν(v1 sin(θ) + v2 cos(θ)) · ∇Xi ·Oi · Vi ·R ·Q∗ ·W + β ·Xi ·Oi · Vi ·R ·Q∗ ·W )dxdθdν
(7)
We can now integrate these forms over Ω× Ων and, by doing appropriate changes of
variables with the terms found in (5) and we obtain the following equation:
∫
Ωθ







D · r5 ·Oi · w2 +
n−1∑
i=1
(v1 sin(θ) + v2 cos(θ)) · r6 ·Oi · w4)dθ
(8)
Given that the original equation included no derivatives with respect to the velocity,
which the angle defines, there are no differential operators inside this new expression. We
therefore do not need to solve the weighted residual form of this equation, which can instead
be expressed in its strong formulation and solved as an algebraic equation:
Q · (−D · r2 · w1 + r3 · v3 · (v1 sin(θ) + v2 cos(θ))) =
n−1∑
i=1
(−D · r5 · w2 + (v1 sin(θ) + v2 cos(θ)) · r6 · w4) ·Oi
(9)
By solving this equation directly, we can find the expression for O(θ) for each value
of θ we want to compute our solution for.
3) Obtaining V pn (ν)(W ) from Xpn(x)(R) and Opn(θ)(W )
Finally, the last step in the alternated directions scheme is to compute the final func-
tion in the separated approximation.
The test function is now modified to be:
u∗(x, θ, ν) = R(x) ·Q(θ) ·W ∗(ν)
By substituting this new test function into equation (3) together with the correspond-
ing separated decomposition for the unknown, we obtain the following expression:
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∫
Ω×Ωθ×Ων
(D · ∇R ·Q ·W · ∇R ·Q ·W ∗ + ν(v1 sin(θ) + v2 cos(θ)) · ∇R ·Q ·W ·R ·Q ·W ∗+






(D · ∇Xi ·Oi · Vi · ∇R ·Q ·W ∗+
ν(v1 sin(θ) + v2 cos(θ)) · ∇Xi ·Oi · Vi ·R ·Q ·W ∗ + β ·Xi ·Oi · Vi ·R ·Q ·W ∗)dxdθdν
(10)
Because our only unknown is related to the module of the velocity, we can integrate
over the domain Ω× Ωθ and express the resulting terms with the notation defined in (5),
so that the equation becomes:
∫
Ων






V ∗(D · r6 · q6 · Vi + w‖(v1q3 + v2q4) · r6 · Vi + β · r4 · q6 · Vi)dν
(11)
Just like in the previous step, there are no differential operators involved in the
weighted residual form of this equation given that the velocity is not affected by this type
of operator. Therefore, this equation can be recast in strong form and solved algebraically:





We have now obtained the approximations for terms R, O and V in step n. We
now check our approximation against a convergence criterion to determine if it is accurate
enough or if we should continue with the enrichment. The stopping criterion is based on
the relative change in the solution after the enrichment: we validate the iteration of the
change with respect to the previous one is below a certain threshold. In particular, for our
case, a particular stopping criterion could be to stop iterating when the difference between
two successive iterations is small enough [23]:
||cn − cn−1|| < ε||cn||
Where ε is a user-determined tolerance.
If the difference between iterations is larger than ε, we now know the approximation
functions at step n, and begin once again the alternated directions algorithm at step n+1.
Given that the evolution of the norm of the difference between successive iterations
is unknown and may be complicated to estimate, a maximum number of iterations is also
usually specified to ensure that the algorithm finishes within a reasonable time frame.
We carry out the normalization of the solutions once the fixed point iteration has
converged.
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As noted in [3], the addition of extra coordinates as problem parameters does not alter
the overall complexity of the PGD procedure, although their introduction often means
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