Using the invariant measures of homeomorphisms, we study in this paper the asymptotic behavior of the energy E(t) of an hyperbolic partial differential equation in a moving domain. The behavior of E(t) as t → ∞ depends essentially on the number theoretical characteristics of the rotation number of the homeomorphism.
Introduction
The study of the so-called Fermi accelerators becomes more and more extensive. The name comes from Fermi's considerations on the possible mechanism of cosmic rays acceleration [13] . In the later studies up to contemporary ones, they serve as simple prototypes of the externally driven dynamical systems, mainly in the connection with the deterministic and chaotic behavior of the classical and quantum systems. The first mechanical models were proposed by Ulam [33] , the rigorous results in Newtonian mechanics, Pustyl'nikov [28, 29] , and in spatialrelavistic classical mechanics, Pustyl'nikov [30, 31] , were obtained much later. Only as a sample of papers in nonrelavistic quantum mechanics let us mention Karner [19] , Dodonov, Klimov and Nikonov [11] . Similar problems for classical wave equation: Balasz [2] , Cooper [5] , Cooper and Koch [6] , Gonzalez [16] , Perla Menzala [27] , Nakao [25] , Nakao and Narazaki [26] , Ferrel and Medeiros [14] , Aassila [1] , and the references cited therein. Maxwell equations were also considered by Cooper [7] . An analogous model in quantum field theory was treated, for example, by Moore [24] , Calucci [3] , Dodonov, Klimov and Nikonov [12] , Johnston and Sarkar [18] . In the present paper, we continue and extend the study for classical d'Alembert equation.
Let us consider the one-dimensional wave equation in a domain with one spatial boundary fixed and the second one moving slower than the wave velocity. Let us assume that the boundary motion is described by a Lipschitz continuous function s(t) and assume that the field satisfies either Dirichlet or Neumann boundary conditions. We describe the behavior of the energy E of the field in more details and for a wider class of functions s than the papers [5, 6, 14, 25, 26, 27] which treat only the case s ∈ C k (R) (k ≥ 2), s is periodic and assumptions on the smallness of time variations of s(t). In Nakao-Narazaki [26] , existence and decay for solutions of the nonlinear wave equation in noncylindrical domains for the d'Alembert operator was investigated by employing the penalty method as in Lions [23] . In the work of Ferrel and Medeiros [14] , the approach introduced by Komornik and Zuazua [21] was used to derive the exponential decay of energy. In [5] , Cooper proved that if there are a finite number of reflected characteristics of period T , then all finite energy solutions converge as t → ∞ to certain generalized solutions which can be described as square waves which travel back and forth, being reflected at the boundaries. These square waves do not have finite energy. Furthermore, the energy of all finite energy solutions grows without bound as t → ∞. He gave examples where the energy of the solution grows exponentially, but the solution converges to zero a.e. This result can be summarized briefly in the statement that the energy growth of the solution caused by the moving boundary happens because of compression of a wave, not by amplification. These results have some bearing on the possibility of developing a Floquet theory for partial differential equations with time periodic coefficients. In the parabolic case this has been quite successful, see Chow, Lu and Pallet-Maret [4] . Also for the case of the linear wave equation with a time periodic potential, localized in space, it is possible to find a Floquet type of expansion, see Cooper, Perla Menzala and Strauss [8] . However, the situation for a hyperbolic equation with time periodic coefficients in the highest order terms is quite different because the characteristics may converge as t → ∞. In [6] , Cooper and Koch reduced the description of the spectrum to a study of the mapping of the characteristics through one period. They gave a precise description of the spectrum of the evolution operator considered in a complete range of Sobolev spaces.
The key of the results we present here is that the orbits of the characteristics of the wave equation are given by a Lipschitz homeomorphism F of R which depends only on s and becomes the lift of a homeomorphism of the circle when s is periodic. According to the arithmetic properties of the rotation number of F and to the regularity of s, E will behave differently.
Definitions and preliminaries
Let s be a strictly positive real function to be precised later. The problems we are considering are
and the Dirichlet condition 4) or the Neumann condition 5) or the inhomogeneous boundary conditions (1.1), (1.3) and
Since it will not play a role in the mathematical analysis, the wave velocity of the field u is normalized to 1. In addition, if s is periodic, then by a rescaling in the parameters, one can also take the period equal to 1; this will simplify our notations. The energy of the field u is given by the standard expression
The aim of this paper is to study the asymptotic behavior as t → ∞ of E(t). Section 2 is devoted to some preliminary results which will be needed later. In section 3 we give an explicit and detailed spectral analysis. In section 4, we study problem (1.1)-(1.3) with boundary conditions (1.4) and (1.5). According to an explicit relation between α, β and F at the periodic point, the energy may grow exponentially, tend to zero exponentially, or remain bounded. In section 5, we study in detail the behavior of E under the boundary condition (1.6). Finally, in section 6, we study a stabilization problem.
To end this section, we introduce some notations and recall some known results. Let X be either the set Z (the integers) or N (the nonnegative integers) or Q (the rational numbers) or R (the real numbers). Then X * = X \ {0}, X + := {x ∈ X, x ≥ 0}, and X * + = X * ∩ X + . Denote by T the one-dimensional torus (the circle of unit length) and by X either T or R. Let C 0 (T) be the space of the continuous periodic functions on R. For a measurable function F : X → R, we shall denote by F min and F max its essential infimum and essential supremum, respectively. Let Lip (X) be the space of Lipschitz continuous functions. We shall denote the Lipschitz constant of a function F by
We denote by =( ) := C 
where F n = F • F • · · · • F is the n-th iterate of F . In Herman [17, Prop. II.2.3, p. 20], the limit is proven to exist (it is a real number independent of x) and to be uniform with respect to x. If in the sequel ρ(F ) = p q for p ∈ Z, q ∈ N * , it is always assumed that p and q are relatively primes.
A point x 0 is said to be a periodic point of period 
∈ Q, which means that if the rotation number is irrational then there are no periodic points.
Let X be a compact metric space (for instance, X = T) and F : X → X to be a continuous map. The measure µ is said to be an invariant measure of F if and only if µ belongs to the set of probability measures on X (i.e. µ ∈ (C 0 (x)) the dual space of C 0 (X), µ ≥ 0 and µ(X) = 1) and for every µ-measurable set The point x 0 is said to be attracting if there exists a neighborhood U of x 0 such that for all x ∈ U , F nq (x) − np tends to x 0 as n tends to +∞. If x 0 is an attracting periodic point of F −1 , then x 0 is called a repelling periodic point of F .
Preliminaries
The sets S n and F n defined by
and equipped with C n -topologies are homeomorphic for any n ∈ N ∪ {∞, ω}. 
;
Finally, let F ∈ F 0 , then there exists s ∈ S 0 such that
and 
we deduce that h(R) = R. Whence h : R → R is an homeomorphism. Now,
a.e., and hence
a.e.
The same results hold for k. The functions k • h −1 and h • k −1 are well defined, non-decreasing and are Lipschitzian homemorphisms. As
The same result holds for h • k −1 . Now, let us assume that s is 1-periodic, by defintion h−I d = −s and 
and on the other hand
Consequently, s ∈ Lip(R); and since
be a nonempty open and connected domain such that for all y ∈ R, J y := {x ∈ R; (x, y) ∈ } and for all x ∈ R, J x := {y ∈ R; (x, y) ∈ } are intervals of R. Let K 1 := {x ∈ R; ∩ ({x} × R) = ∅} and K 2 := {y ∈ R;
∩ (R × {y}) = ∅}. 
Then there exist two functions
Proof. It is evident that K 1 and 
is absolutely continuous; m is the Lebesgue measure;
(iii) u y = φ xy a.e. in .
It is sufficient to prove that for all x ∈ K 1 , there exists
Hence, for all x ∈ (x 0 − r, x 0 + r) ∩ K 1 and for all y ∈ (y 0 − r, y 0 + r), we have u(x, y) = ϕ(x). Assumption (i) implies that for almost all y ∈ (y 0 − r, y 0 + r), 
By (ii'), a y ∈ J y being arbitrary
Thanks to (iv'), we deduce from (2.1) that
Let a 0 ∈ K 1 , we define
, f is absolutely continuous on K 1 , and f = ϕ a.e. on K 1 .
On the other hand, we know that g : K 2 → R is a function and thus
Similarly, by exchanging the roles of f and g, there exist functions
. Then, l is well-posed and continuous on
and if
Furthermore, we assume that
Proof. We will prove (2.2) and (2.4). The proofs of (2.3) and (2.5) are similar. For all n ∈ N * we define
We have r n = √ l n f 2 J . We will prove that l n (x) converges to l(x) and it is uniformly bounded, hence by the dominated convergence theorem we conclude that lim n→+∞ r n = L.
and
Hence +∞ k=0 |v k (x)| < +∞, and consequently
Let us now prove that l n (x) is uniformly bounded. Assume that G(a 1 ) < G(a 2 ) and let J + := [a 2 − δ + , a 2 ] where δ + is sufficiently small so that min J + G ≥ G(a 1 ). If x ∈ J + \ {a 2 }, we denote by n x ∈ N the integer such that
We know that for all k < n x ,
≤ 1, and hence for all x ∈ [a 2 − δ + , a 2 ) and for all n ≤ n x we have l n (x) ≤ 1.
If J + = J , then n x = +∞, and hence for all x ∈ J , for all n ∈ N, we have 0 ≤ l n (x) ≤ 1.
If J + = J , then n x < +∞ and for all x ∈ J + \ {a 2 }, for all n > n x we have
Whence, by the Lebesgue convergence theorem we get
n instead of l n . Finally, let us prove now that
Now we have
the minimal number of iterations needed to reach J − from a 2 − . Then, we have
Hence,
Then, we have from (2.6)-(2.7) 
It is not difficult to see that d ≥ min{d, µ } and if is small enough then d ≥ µ . We define the sequence y 0 := a 2 − , y n := F (y n−1 ), n ≥ 1, (y n ) is a decreasing sequence which converges to a 1 and y 0 − y n ≥ nd if y n ≥ a 1 + δ − . On the other hand we are looking for n 1 such that a 1 ≤ y n 1 ≤ a 1 + δ − and
where
|f (x)| 2 dx. We impose that tends to zero when n → +∞ and that the equation 
Since (a 2 −a 1 ) ln γ µ + ln γ − n cannot tend to +∞ as n tends to infinity, we easily deduce that for n large enough ≤ c 6 n , where c 6 ∈ R * + is a real constant.
Spectral Analysis
Consider the operator Otherwise, r = 1. Hence, these spectral informations are not sufficient for the study of the energy behavior as t → +∞, especially when we dot not have an attracting periodic hyperbolic point. So, in this paper we use another method rather than spectral analysis to study the asymptotic behavior of the energy. However, in this section we present a complement to the nice work of Cooper and Koch [6] .
In [6, Th. 2.6] Cooper and Koch proved the following result: 
Case B: ρ(F ) ∈ Q.
We assume that the Lebesgue measure of W is equal to 0 if m = 0, 1, and that W has its interior empty otherwise. We present here a complement to the results of [6] with a direct and general proof. We have 
e X ln |α| dµ .
The endpoints of the interval belong to σ (S).
The difference between 4, 5, 6) . F is of class C 1 (and not C 2 ), which permits us to study certain cases such as the counter-examples of Denjoy (i.e., when F is not topologically conjugate to the rotation I d + ρ(F )). Finally, there is no technical conditions on the periodic points (the set W in the theorem of Cooper and Koch).
In theorem 3.1 we have an unified formula for r, and the monotonicity and the invertibility of F are not necessary. We retrieve the hypotheses of the theorem by Krylov and Bogolioubov (Cf. Queffélec [33, Th. IV.33]).
Proof of Theorem 3.1. Let f
Let µ be a measure of S F (X), then Let us prove that we can obtain equality as well. Let x n ∈ X be such that
for all n ∈ N * . We set
n is a probability measure on X. Because of Banach-Alaoglu theorem, there exists a subsequence { n i } i∈N such that
weakly-star.
is a probability measure on X invariant by F . Indeed,
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Thanks to the Riesz representation Theorem, there exists a unique Borelian positive measure µ on X such that
We choose f := ln |α| ∈ C 0 (X), then since 
The endpoints of the interval belong to σ (S).
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Proof. Consider Tf := β · (F )
, and as n → +∞:
by the proof of Theorem 3.1 . Since F is invertible, we have Using the formalism of Cooper and Koch [6] , we have proved the following:
the endpoints of the interval belong to σ (A 0 ). Let A + (resp. A − ) be the set of the derivatives of F at the attracting periodic points (resp. repelling). Let µ + := inf A + , µ − := sup A − . Then:
Then σ (A 0 ) ⊂ T.
Case B: ρ(F ) ∈ Q.
Then
and the endpoints of the interval belong to σ (A 0 ).
Dissipative Boundary Conditions
Let s be a strictly positive real function to be precised later. The problem we are considering here is
The energy is given by the classical formula:
We have the following: (F and h are defined in section 2).
Lemma 4.1. 
Let s
∈ Lip(R), L(s) ∈ [0, 1), s > 0. Then, for all t ∈ R there exists a unique n : R → Z, n(0) = 0 such that h(t) ∈ I n(t) := [F n(t) (−s(0)), F n(t) (s(0))). If, furthermore, s is 1-periodic, then for all t ∈ R * 1 ρ(F ) − s(t) ρ(F )t − 1 + s(0) ρ(F )|t| < n(t) t < 1 ρ(F ) − s(t) ρ(F )t + 1 + s(0) ρ(F )|t| .
Assume that s
Choosing, x = ±s(0) and taking into account that 
Let l :=
a.e. Now, we can write
1 a.e., and consequently for all t ∈ R 1
Now, we are in position to state and prove the main results about the asymptotic behavior of the energy associated to problem (4.1)-(4.4).
Theorem 4.2. Let s
∈ Lip(R) such that L(s) ∈ [0, 1), s > 0, and α, β ∈ C 0 (R) such that ∃ν ∈ R * + , ∀t ∈ R, |α(t) ± β(t)| ≥ ν. Let (u 0 , u 1 ) ∈ H 1 ((0, s(0))) × L 2 ((0, s(0))) be such that u 0 (s(0)) = 0. Then,
there exists a unique weak solution u to problem (4.1)-(4.4) given by
a.e. in , f and g are two functions belonging to H 1 loc (R). Furthermore, if s, α, β are 1-periodic and E(0) > 0 then:
1.
Assume that ρ(F ) = p with p ∈ N * and that F has only two periodic points a 1 , a 2 in I 0 , one of which a 1 is hyperbolic and attracting. Assume
with n(t) = t p + δ 1 (t), δ 1 bounded and p-periodic,
Assume that ρ(F )
∈ R \ Q and denote by µ the unique invariant measure by F . If the Radon-Nikodym derivative of µ with respect to Lebesgue's measure m satisfies
then for all > 0 there exists a real t ≥ 0 such that for all t ≥ t :
where δ is a bounded function in R.
Proof. If a weak solution u exists, then thanks to proposition 2.2 it has the form
loc (R). The boundary conditions give
We can then construct a solution (which is unique in fact) by successive iterations on the intervals I n . Indeed, the initial conditions determine f on (0, s(0)) a.e. and g on (−s(0), 0) a.e. By (4.5) we obtain f on I 0 , and then on R a.e. using (4.6). By integration, f is known on R up to an arbitrary constant. The relation (4.5) permits us to determine g on R. We omit the details here.
Let us prove 1). We have by (4.5) for all t ∈ R:
; χ A is the characteristic function of the set A. We have
We know that for all t ∈ R, there exists a unique n(t) ∈ R such that t ∈ h −1 (I n(t) ). By the variable change y := F −1 (x), we pass from (h(t), k(t)) to I n(t) :
we get from (4.6) that for all t ∈ R, x ∈ I n(t) :
, then for all t ∈ R we get
For all t ∈ R, we set
and hence we have
On the other hand, for all n ∈ N * , we have
Thanks to proposition 2.3, and since G ∈ Lip(T), G > 0 and G(a 1 ) < G(a 2 ), we have
Since n(t) = t p + δ 1 (t) where δ 1 is a strictly increasing positive function. The proof of 1) is by now complete.
By Lemma 4.1, we have
On the other hand
and thanks to Furstenberg [15] , if u is a continuous and 1-periodic function then
where µ is the unique invariant measure of F .
, for all > 0 there exists N ∈ N * such that for all n ≥ N and for all x ∈ R:
We set δ(t) := n(t) − t ρ (F ) . By the Lemma 4.1, δ 2 is a bounded function. Since for all t ∈ R E(t) = φ(t)
then, by setting t := h −1 (I N ), the proof is finished.
Corollary 4.3. (i) Under the hypotheses of Theorem 4.2, 1), we have
(ii) Under the hypotheses of Theorem 4.3, 2), and we assume furthermore that s is constant and is a strictly positif irrational and that
Then, for all > 0, there exists a real t ≥ 0 such that for all t ≥ t , we have
Proof. The first part of the corollary is easy to prove. For the second one, we have F = I d + 2a which is an irrational translation, and hence the unique invariant measure is the Lebesgue's measure, and ρ(F ) = 2a. Now, we consider the problem
Then, we have s(0) )). Then, there exists a unique weak solution u to problem (4.8) - (4.11) given by
1.
2.
Assume that ρ(F ) ∈ R \ Q and denote by µ the unique invariant measure by F . If the Radon-Nikodym derivative of µ with respect to Lebesgue's measure m satisfies
Proof. The proof is similar to that of Theorem 4.2. The relations which permit to construct the solution u(
For the energy estimates, we use the fact that
We, then, apply Lemma 4.1 in the case G(a 1 ) > G(a 2 ) to get 1). For part 2) of the Theorem, the proof is similar since the term DF n does not play any role.
Inhomogeneous Boundary Conditions
In this section we assume that the Dirichlet boundary conditions are inhomogeneous, more precisely consider the problem:
Our aim is to study the asymptotic behavior of the energy defined by
To get an idea how the energy could behave, assume for a while that s(t) 
, k ∈ N * , then the system has a resonance. If For the existence, we have: (F and h are defined in section 2).
exists a unique weak solution u to problem (5.1)-(5.3). Furthermore, there exists a function
Proof. By proposition 2.2, the weak solution, if it exists, is given by u(x, t) = f (t + x) + g(t − x) a.e. in . The boundary conditions imply that g = −f + α and
Hence, we can construct a solution with the help of the relations
and the value of f on the interval I 0 . Indeed, since
with f (0) an arbitrary constant. We have 0) ). Thus, we can construct a function f ∈ H 1 loc on R. We present now a useful formula for the energy expression. We know that
Consider the sequence of integers defined by
Then, for all n ∈ N:
By the variable change y := F −n (x), we get for all n ∈ N * E(t n ) =
We consider the simplified case where s is a positive constant (hence F = I d + 2s). Then, by (5.5), γ (x) = β(x + s) − α(x) and if we set
p and q are two positive integers, the formula (5.6) now becomes Theorem 5.3. Assume that s is constant and positive,
2)
If s ∈ R \ Q, we assume that α, β ∈ H 1 (T), then we have: 
where c is the constant appearing in the definition af a diophantine number.
Proof.
1) The relation (5.9) follows easily from (5.8).
2) a) Since f = 0 a.e. on (0, s(0)), then by (5.7) we have for all n ∈ N * E(2sn)
, and also
, 1 , then thanks to [10, Th. 1.3] we deduce that
and by (5.7) we have for all n ∈ N * and thanks to [10, Th.
where c is a positive constant depending only on λ and
Thus, we have proved (5.10). 
where Var(γ ) is the total variation of γ .
Hence 2) b) is now proved, because (5.7) implies
2) c)
We use a result due to Herman (Cf. [35] 
where c is the constant appearing in the definition of a diophantine number. Let t ∈ R + , then there exists a unique n ∈ N such that h(t) ∈ I n = [−s + 2ns, s + 2ns] = [x n−1 , x n ). Assume that t > x n , then E(t) = 
≤ 4
x n−1 +s
(−s,s) .
If t ≤ x n , we similarly obtain 
E(t) =
|f − α | 2 dm + 8s β 2 L ∞ (T) = 2 F −1 (t) x n−2 |f + γ − α • F | 2 dm + 2 x n−1 F −1 (t) |f − α | 2 dm + 8s β 2 L ∞ (T) ≤ 4 I n−2 |f − α | 2 dm + 8s α 2 L ∞ (T) + 16s β 2 L ∞ (T) ≤ 8E(2(n − 1)s) + 16s α 2 L ∞ (T) + 16s β 2 L ∞ (T) ≤ 2( s + 1) π 4 c 2 D 3 γ 2 T + 16s β 2 L ∞ (T) + 2 α 2 L ∞ (T) + 16 f 2
(−s,s) .
Hence, the energy is uniformly bounded. 
v(0, t) = −P (t), v(s(t), t) = −P (s(t)), t ∈ R,
v(x, 0) = u 0 (x), v t (x, 0) = u 1 (x) in (0, s(0)).
If we set α(t) := −P (t) and β(t) := −P (s(t)) and by imposing appropriate conditions on p and s, we can apply the results of Theorem 5.3 to the above problem.
Stabilization Results
When the boundary s is no longer periodic or monotone, it seems difficult to estimate the energy. Our aim in this section is to establish some results on the asymptotic behavior of the energy when ∀t ∈ R, s(t) = s 1 (t) + s ∞ > 0, where s 1 ∈ C 1 (R) ∩ L ∞ (R), |s 1 | < 1 and s ∞ ∈ R * + , lim |t|→+∞ s 1 (t) = 0. We assume that this function s is the moving boundary in the Dirichlet case It is easy to check that 
