Dynamical generalizations of the Prime Number Theorem and disjointness
  of additive and multiplicative semigroup actions by Bergelson, Vitaly & Richter, Florian K.
ar
X
iv
:2
00
2.
03
49
8v
1 
 [m
ath
.D
S]
  1
0 F
eb
 20
20
Dynamical generalizations of the Prime Number
Theorem and disjointness of additive and
multiplicative semigroup actions
Vitaly Bergelson Florian K. Richter
February 11, 2020
Abstract
We establish two ergodic theorems which have among their corollaries numerous
classical results from multiplicative number theory, including the Prime Number Theo-
rem, a theorem of Pillai-Selberg, a theorem of Erdo˝s-Delange, the mean value theorem
of Wirsing, and special cases of the mean value theorem of Hala´sz. By building on
the ideas behind our ergodic results, we recast Sarnak’s Mo¨bius disjointness conjec-
ture in a new dynamical framework. This naturally leads to an extension of Sarnak’s
conjecture which focuses on the disjointness of additive and multiplicative semigroup
actions. We substantiate this extension by providing proofs of several special cases
thereof.
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1. Introduction
One of the fundamental challenges in number theory is to understand the intricate way in
which the additive and multiplicative structures of natural numbers intertwine. It is the
purpose of this paper to offer a new dynamical perspective on this topic.
This introduction is divided into two subsections. In Subsection 1.1 we present new er-
godic theorems which can be viewed as amplifications of various classical number-theoretic
results. In Subsection 1.2 we take a closer look at the independence of additive and multi-
plicative structures in N := {1, 2, 3, . . .}. In particular, we interpret some classical theorems
in multiplicative number theory as manifestations of additive-multiplicative independence.
This leads to a formulation of an extended form of Sarnak’s Mo¨bius disjointness conjecture,
which is supported by the results presented in this subsection.
1.1. Dynamical generalizations of the Prime Number Theorem
Let Ω(n) denote the number of prime factors, counted with multiplicities, of a natural
number n ∈ N. A central topic in multiplicative number theory concerns the study of the
asymptotic distribution of the values of Ω(n), which connects to fundamental questions
about the prime numbers and numerous classical theorems and conjectures in number
theory.
For example, the Prime Number Theorem is equivalent to the assertion that, asymp-
totically, there are as many n ∈ N for which Ω(n) is even as there are for which Ω(n)
is odd. This fact dates back to the works of von Mangoldt [Man97, p. 852] and Lan-
dau [Lan53, pp. 571–572, 620-621] and can also be expressed using the classical Liouville
function λ(n) := (−1)Ω(n) as
lim
N→∞
1
N
N∑
n=1
λ(n) = 0. (1.1)
It is natural to ask whether Ω(n) also equally distributes over other residue classes.
This question is answered by the Pillai-Selberg Theorem [Pil40; Sel39], an extension of
the Prime Number Theorem asserting that for all m ∈ N and all r ∈ {0, . . . ,m − 1} the
set of numbers n for which Ω(n) ≡ r mod m has asymptotic density equal to 1/m.
Another classical theorem in number theory states that for any irrational α the se-
quence Ω(n)α, n ∈ N, is uniformly distributed mod 1. This was first mentioned by Erdo˝s
in [Erd46, p. 2, lines 4–5] without a proof, although Erdo˝s adds that “the proof is not
easy”. A proof was later published by Delange in [Del58] (see also [Wir61, Section 2.4] and
[Ell71]). The Erdo˝s-Delange Theorem complements the above mentioned result of Pillai
and Selberg, as it implies that the values of Ω(n) are evenly distributed among “general-
ized arithmetic progressions”, i.e., for all α ∈ R\Q with α > 1 and β ∈ R the asymptotic
density of the set of n for which Ω(n) belongs to {⌊αm+ β⌋ : m ∈ N} equals 1/α.
We will presently formulate our first result, which can be viewed as an ergodic theorem
along the sequence Ω(n). It contains the Prime Number Theorem, the Pillai-Selberg
Theorem, and the Erdo˝s-Delange Theorem, as well as various other classical results in
number theory, as rather special cases. Let X be a compact metric space and T : X → X
a continuous map. Since
Tm ◦ T n = Tm+n, ∀m,n ∈ N, (1.2)
the transformation T naturally induces an action of (N,+) on X. We call the pair (X,T )
an additive topological dynamical system. A Borel probability measure µ on X is called T -
invariant if µ(T−1A) = µ(A) for all Borel measurable subsets A ⊂ X. By the Bogolyubov-
Krylov theorem (see for example [Wal82, Corollary 6.9.1]), every additive topological
dynamical system (X,T ) possesses at least one T -invariant Borel probability measure
µ. If (X,T ) admits only one such measure then the system is called uniquely ergodic.
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For convenience, we will use (X,µ, T ) to denote a uniquely ergodic additive topological
dynamical system (X,T ) together with its unique invariant probability measure µ.
Theorem A. Let (X,µ, T ) be uniquely ergodic. Then
lim
N→∞
1
N
N∑
n=1
f
(
TΩ(n)x
)
=
∫
f dµ (1.3)
for every every x ∈ X and f ∈ C(X).
One can interpret Theorem A as saying that for any uniquely ergodic system (X,T )
and any point x ∈ X the orbit TΩ(n)x is uniformly distributed in the space X.
It is straightforward to recover the Prime Number Theorem (in the shape of (1.1))
from Theorem A. Indeed, consider the additive topological dynamical system (X,T ) where
X = {0, 1} and T (x) = x+ 1 (mod 2). This system is often referred to as rotation on two
points and with its help we can write the Liouville function λ(n) in the form f(TΩ(n)x),
simply by taking x = 0 and defining f : {0, 1} → {−1, 1} as f(0) = 1 and f(1) = −1. Since
rotation on two points is uniquely ergodic with respect to the unique invariant probability
measure defined by µ({0}) = µ({1}) = 1/2, and since f has zero integral with respect
to this measure, we see that (1.3) implies (1.1). In a totally similar way one can recover
the Pillai-Selberg Theorem from Theorem A by considering a cyclic rotation on q points
instead of a rotation on two points.
To see that the Erdo˝s-Delange Theorem also follows from Theorem A, consider the
additive topological dynamical system (X,T ) where X is the torus T := R/Z and T : x 7→
x+ α (mod 1); this system is usually called rotation by α. Let x = 0 and, for h ∈ Z\{0},
let f(x) = e(hx), where e(x) is shorthand for e2πix. Then, by Theorem A,
lim
N→∞
1
N
N∑
n=1
e (hΩ(n)α) = 0, ∀h ∈ Z\{0},
which in view of Weyl’s equidistribution criterion (see [KN74, §1, Theorem 2.1]) is equiv-
alent to Ω(n)α, n ∈ N, being uniformly distributed mod 1.
Remark 1.1. The classical proofs of the above-mentioned number-theoretic corollaries
of Theorem A rely on sophisticated machinery from analytic number theory. By way of
contrast, our proof of Theorem A is elementary and hinges on new ideas and combinatorial
tools which we develop in Section 2. Admittedly, a down-side of our “soft” approach is
that we do not obtain any noteworthy asymptotic bounds. It is also worth mentioning
that our techniques can be adapted to give a new elementary proof of the Prime Number
Theorem, see [Ric20].
Theorem A offers new insights on the asymptotic distribution of the values of Ω(n)
from which new number-theoretic results can be derived. In [Wey16] Weyl proved that a
polynomial sequence Q(n) = ckn
k + . . .+ c1n+ c0, n ∈ N, is uniformly distributed mod 1
if and only if at least one of the coefficients c1, . . . , ck is irrational. Furstenberg gave a
dynamical proof of Weyl’s result utilizing the fact that any sequence of the form e(Q(n)),
where Q is a polynomial, can be written as f(T nx) with the help of unipotent affine trans-
formations1 on tori (see [Fur81, pp. 67 – 69]). We will show in Section 4 that combining
1A unipotent affine transformation T : Td → Td is a transformation of the form T (x) := Ax+ b where
A is a d× d unipotent integer matrix and b is an element in Td.
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Furstenberg’s method with Theorem A gives the following variant of Weyl’s theorem,
which can be viewed as a polynomial generalization of the Erdo˝s-Delange Theorem.
Corollary 1.2. Let Q(n) = ckn
k + . . . + c1n + c0. Then Q(Ω(n)), n ∈ N, is uniformly
distributed mod 1 if and only if at least one of the coefficients c1, . . . , ck is irrational.
Theorem A also implies other results similar to Corollary 1.2. For example, one can
show that if β is irrational and α ∈ R is rationally independent from β then the sequences
⌊Ω(n)α⌋β and {Ω(n)α}Ω(n)β, n ∈ N, are uniformly distributed mod 1, where {x} := x−
⌊x⌋ denotes the fractional part of a real number x. Indeed, the sequences (⌊nα⌋β)n∈N and
({nα}nβ)n∈N belong the the class of so-called generalized polynomials, which is the class
of functions generated by starting with conventional real polynomials and applying in an
arbitrary order the operations of taking the integer part ⌊.⌋, addition, and multiplication.
More examples of generalized polynomials are p1+p2⌊p3⌋, ⌊p1⌋
2{p2⌊p3⌋+p4}, and ⌊⌊p1⌋p2+
{p3}
2p4⌋ + {p5}⌊p6⌋
3, where p1, . . . , p6 are any polynomials with real-valued coefficients.
Generalized polynomials also appear in various other contexts under the name bracket
polynomials (see for instance [GTZ12]). As was shown in [BL07, Theorem A], any bounded
generalized polynomial can be written as f(T nx) where (X,T ) is a nilsystems2 and f is
Riemann integrable. We will show in Section 4 that this fact, combined with Theorem A,
implies the following extension of Corollary 1.2.
Corollary 1.3. Let Q : N→ R be a generalized polynomial. Then the sequence Q(Ω(n))
is uniformly distributed mod 1 if and only if Q(n) is uniformly distributed mod 1.
For an ample supply of concrete examples of generalized polynomials that are uniformly
distributed mod 1 we refer the reader to [H˚al92; H˚al94; BL07; BKS19].
Another corollary of Theorem A concerns an analogue of an old theorem of Gelfond.
For positive integers q > 2 and n > 1 let sq(n) denote the sum of digits of n in base q,
that is, sq(n) =
∑
k>0 ak where n =
∑
k>0 akq
k for a0, a1, . . . ∈ {0, 1, . . . , q − 1}. Gelfond
[Gel68] showed that if m and q− 1 are coprime then for all r ∈ {0, 1, . . . ,m− 1} the set of
n for which sq(n) ≡ r mod m has asymptotic density 1/m. In Section 4 we explain how
one can combine Theorem A with well-known results regarding the unique ergodicity of
certain substitution systems to obtain the following corollary.
Corollary 1.4. If m and q − 1 are coprime then for all r ∈ {0, 1, . . . ,m− 1} the set of n
for which sq(Ω(n)) ≡ r mod m has asymptotic density 1/m.
In terminology introduced in [BCG01], an odious number is a non-negative integer with
an odd number of 1s in its binary expansion, whereas an evil number has an even number
of 1s. The special case of Corollary 1.4 where m = q = 2 asserts that, asymptotically,
Ω(n) is as often an odious number as it is an evil number.
Our next application of Theorem A connects to the classical Mo¨bius function µ : N→
{−1, 0, 1}, which is defined as µ(n) = λ(n) if n is squarefree and µ(n) = 0 otherwise. In
2Let G be a nilpotent Lie group acting continuously on a compact metric space X. Let a ∈ G be a
fixed group element and define T : X → X as T (x) := ax for all x ∈ X. The resulting additive topological
dynamical system (X,T ) is called a nilsystem.
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analogy to (1.1), one has
lim
N→∞
1
N
N∑
n=1
µ(n) = lim
N→∞
1
N
∑
16n6N
n squarefree
λ(n) = 0, (1.4)
which is yet another well-known equivalent form3 of the Prime Number Theorem. The
next corollary provides a dynamical generalization of (1.4).
Corollary 1.5. Let (X,µ, T ) be uniquely ergodic. Then
lim
N→∞
1
N
∑
16n6N
n squarefree
f
(
TΩ(n)x
)
=
6
π2
(∫
f dµ
)
. (1.5)
for every x ∈ X and f ∈ C(X).
Note that Corollary 1.5 applied to rotation on two points immediately yields (1.4). In
addition to (1.5), one can also derive from Theorem A that
lim
N→∞
1
N
∑
16n6N
n isk-free
f
(
TΩ(n)x
)
=
1
ζ(k)
(∫
f dµ
)
, (1.6)
where ζ is Riemann’s zeta function and a k-free integer is an integer that is not divisible
by a k-th power. (Formula (1.6) is also a special case of a more general result – see
Corollary 1.17 below.)
Another classical number-theoretic function, akin to Ω, is the function ω : N→ N∪{0},
which is defined for all n ∈ N as the number of primes dividing n when counted without
multiplicity. Results concerning Ω(n) often possess a counterpart where Ω(n) is replaced
by ω(n). The following corollary serves as a confirmation of this rule.
Corollary 1.6. Let (X,µ, T ) be uniquely ergodic. Then
lim
N→∞
1
N
N∑
n=1
f
(
Tω(n)x
)
=
∫
f dµ (1.7)
for every f ∈ C(X) and every x ∈ X.
Remark 1.7. Variants of Corollaries 1.2, 1.3, and 1.4 where Ω(n) is replaced by ω(n)
also hold and can be derived from Corollary 1.6 similarly to the way we derive Corollaries
1.2, 1.3, and 1.4 from Theorem A.
Our next main result, which is Theorem B below, shows that Theorem A is merely
a special case of a more general dynamical phenomenon involving actions of the multi-
plicative semigroup (N, ·). To illustrate the connection between Theorem A and actions
3Equation (1.4) was first observed by von Mangoldt [Man97, pp. 849–851]; its equivalence to the
Prime Number Theorem goes back to Landau [Lan11; Lan12], but can also be found in most textbooks
on number theory (see for example [TM00, §4.4] or [Apo76, §4.9]); the equivalence between (1.1) and
(1.4) can be proved using the two basic formulas 1
N
∑N
n=1 µ(n) =
∑N
d=1
µ(d)
d2
( 1
N/d2
∑
n6N/d2 λ(n)) and
1
N
∑N
n=1 λ(n) =
∑N
d=1
1
d2
( 1
N/d2
∑
n6N/d2 µ(n)); see [Axe10, Eq. (16)] for the latter; cf. also [Lan53, pp.
620-621] and [Dia82, p. 582].
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of (N, ·), let us take a closer look at the expression TΩ(n). The function Ω: N → N ∪ {0}
is completely additive, meaning that Ω(n1n2) = Ω(n1)+Ω(n2) for all n1, n2 ∈ N. For that
reason, Ω turns any action of (N,+) into an action of (N, ·):
TΩ(nm) = TΩ(n)+Ω(m) = TΩ(n) ◦ TΩ(m), ∀n,m ∈ N. (1.8)
We can view the metric space X equipped with the multiplicative action induced by
(TΩ(n))n∈N as a topological dynamical system. This motivates the following definition.
Definition 1.8. A multiplicative topological dynamical system is a pair (Y, S) where Y is
a compact metric space and S = (Sn)n∈N is an action of (N, ·) by continuous maps on Y
(i.e. Snm = Sn ◦ Sm for all m,n ∈ N.).
Remark 1.9. The following are two natural approaches to constructing examples of mul-
tiplicative topological dynamical systems.
(i) The first approach utilizes the additivity of Ω(n) to turn actions of (N,+) into actions
of (N, ·) as mentioned above. Indeed, it follows from (1.8) that for any additive
topological dynamical system (X,T ) the pair (X,TΩ) is multiplicative topological
dynamical system, where we use TΩ to denote (TΩ(n))n∈N. Since many dynamical
properties of (X,T ) are inherited by (X,TΩ)4, this construction yields a diverse
class of systems with a wide range of different behaviors. For the special case when
(X,T ) is a rotation on two points, i.e. X = {0, 1} and T (x) = x+ 1 (mod 2), we
call the corresponding multiplicative system (X,TΩ) multiplicative rotation on two
points. Although not mentioned explicitly, this system played a central role in our
derivation of the Prime Number Theorem from Theorem A.
(ii) Another way of constructing examples of multiplicative topological dynamical sys-
tems is with the help of completely multiplicative functions. A function b : N → C
is called multiplicative if b(n1n2) = b(n1)b(n2) for all coprime n1, n2 ∈ N, and it
is called completely multiplicative if b(n1n2) = b(n1)b(n2) for all n1, n2 ∈ N. Any
completely multiplicative function b taking values in the unit circle S1 := {z ∈ C :
|z| = 1} induces a natural action S = (Sn)n∈N of (N, ·) on S
1 via Sn(z) = b(n)z for
all n ∈ N and z ∈ S1. Let Y denote the closure of the image of b in S1. We call the
multiplicative topological dynamical system (Y, S) the multiplicative rotation by b.
We remark that multiplicative rotation by the Liouville function λ and multiplica-
tive rotation on two points (as defined in the previous paragraph) are isomorphic as
topological dynamical systems.
A version of the Bogolyubov-Krylov theorem for actions of (N, ·) implies that every
multiplicative topological dynamical system (Y, S) possesses an S-invariant Borel probabil-
ity measure ν. If this measure is unique then (Y, S) is called uniquely ergodic. Motivated
by Theorem A, it is tempting to ask whether it is true that for any uniquely ergodic
4It is straightforward to check that (X,T ) is an equicontinuous additive topological dynamical system
if and only if (X,TΩ) is an equicontinuous multiplicative topological dynamical system. Analogous state-
ments hold when ‘equicontinuous’ is replaced by minimal, transitive, distal, topologically weak mixing, and
uniquely ergodic (see [Gla03, pp. 14, 18, and 23] for definitions). We remark that entropy is not preserved
via this construction. More precisely, (X,TΩ) has zero topological entropy regardless of the topological
entropy of (X,T ) (see Proposition 6.1).
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multiplicative topological dynamical system (Y, ν, S) one has
lim
N→∞
1
N
N∑
n=1
g(Sny) =
∫
g dν (1.9)
for all y ∈ Y and all g ∈ C(Y ). In general, (1.9) is false (see Example 3.1 below). However,
we will show that (1.9) holds for a large class of multiplicative topological dynamical
systems which contains systems of the form (X,TΩ) as a rather special subclass.
Definition 1.10. Let (Y, S) be a multiplicative topological dynamical system.
• The action S on Y is called finitely generated if there exists a finite collection of
continuous maps R1, . . . , Rd : Y → Y such that Sp ∈ {R1, . . . , Rd} for all primes
p ∈ P := {2, 3, 5, 7, 11, . . .}. In this case we call R1, . . . , Rd the generators of S.
• Let ν be a Borel probability measure on Y . We say that ν pretends to be invariant
under S if there exists a set of primes P ⊂ P with
∑
p/∈P 1/p < ∞ such that ν is
invariant under Sp for all p ∈ P . We call (Y, S) strongly uniquely ergodic if there is
only one Borel probability measure on Y that pretends to be invariant under S.
Note that strong unique ergodicity implies unique ergodicity, but not the other way
around (cf. Example 3.1).
Theorem B. Let (Y, ν, S) be finitely generated and strongly uniquely ergodic. Then
lim
N→∞
1
N
N∑
n=1
g(Sny) =
∫
g dν
for every y ∈ Y and g ∈ C(Y ).
Observe that for any uniquely ergodic additive topological dynamical system (X,T )
the corresponding multiplicative topological dynamical system (X,TΩ) is both finitely
generated and strongly uniquely ergodic. In particular, Theorem B contains Theorem A
as a special case.
We will discuss now some applications of Theorem B. We call a multiplicative function
b : N→ C finitely generated if {b(p) : p ∈ P} is finite. Also, we say a multiplicative function
b has a mean value if its Cesa`ro averages converge, i.e.,
M(b) := lim
N→∞
1
N
N∑
n=1
b(n) exists.
A renowned result of Wirsing [Wir61], which verified a conjecture of Erdo˝s, states that
any multiplicative function taking only the values −1 and 1 has a mean value. This result
is widely known as Wirsing’s mean value theorem. A natural extension thereof, which
follows from the more general mean value theorem of Hala´sz [Hal68], asserts that actually
any finitely generated multiplicative function taking values in S1 has a mean value. This
special case of Hala´sz’ mean value theorem, and therefore also Wirsing’s mean value
theorem, follows rather quickly from Theorem B. Indeed, after reducing to the case when
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b is completely multiplicative5, the result follows straightway from Theorem B applied to
the multiplicative rotation z 7→ b(n)z on the unit circle S1 (as defined in Remark 1.9, part
(ii)), since rotation by b is finitely generated (in the sense of Definition 1.10) and can be
made to be strongly uniquely ergodic6.
In view of Theorem A and Corollary 1.6, it is natural to ask whether there are other
number-theoretic functions, besides Ω(n) and ω(n), along which one can formulate and
prove an ergodic theorem. The next corollary of Theorem B answers this question by
allowing us to replace Ω(n) in (1.3) with a wider range of completely additive functions.
Corollary 1.11. Let a : N → N ∪ {0} be a completely additive function (i.e. a(nm) =
a(n) + a(m) for all n,m ∈ N) and assume the set {a(p) : p prime} is finite. Let P0 :=
{p ∈ P : a(p) 6= 0} and suppose
∑
p∈P0
1/p = ∞ and (X,µ, T a(p)) is uniquely ergodic for
all p ∈ P0. Then
lim
N→∞
1
N
N∑
n=1
f
(
T a(n)x
)
=
∫
f dµ (1.10)
for every f ∈ C(X) and x ∈ X.
Among other things, Corollary 1.11 implies another classical result of Wirsing. Let
Q ⊂ P be a set of primes with relative density τ > 0, i.e. |Q∩[1, n]| ∼ τn/log(n). Let ΩQ(n)
denote the number of prime factors of n that belong to Q (counted with multiplicities),
and consider the following variant of the Liouville function:
λQ(n) = (−1)
ΩQ(n), ∀n ∈ N.
It was shown in [Wir61, § 2.4.2] that
lim
N→∞
1
N
N∑
n=1
λQ(n) = 0. (1.11)
The condition |Q ∩ [1, n]| ∼ τn/log(n) for some τ > 0 can even be replaced with the
weaker condition
∑
p∈Q 1/p =∞, which follows from the work in [Hal68]. We can recover
this result from Corollary 1.11. Indeed, if a(n) = ΩQ(n), T is rotation on two points
{0, 1}, x = 0, and f : {0, 1} → C is the function f(0) = 1 and f(1) = −1, then (1.11)
follows immediately from (1.10). It is also straightforward to derive from Corollary 1.11
analogues of Corollaries 1.2, 1.3, 1.4, and 1.5 with Ω(n) replaced by ΩQ(n).
5 To show that finitely generated multiplicative functions possess a mean value, it suffices to prove the
statement for completely multiplicative functions only. Given a multiplicative function b : N → C there
exists a unique completely multiplicative function b∗ : N → C with the property that b(p) = b∗(p) for all
p ∈ P. Let E be the set of all natural numbers n with the property that every prime appearing in the
prime factorization of n appears with multiplicity at least 2. Then
1
N
N∑
n=1
b(n) =
∑
16d2e6N
e∈E
µ(d) b∗(d2) b(e)
d2e

d2e
N
∑
n6N/d2e
b∗(n)

 .
This formula implies that if b∗ has a mean value then so does b.
6Although it is not true that any multiplicative rotation z 7→ b(n)z on the unit circle S1 by a completely
multiplicative b : N→ S1 is strongly uniquely ergodic, it becomes true after potentially changing the value
of b on a “small” set of primes, i.e., a set P ⊂ P satisfying
∑
p∈P 1/p < ∞. Changing b on such a set of
primes does not affect whether b possesses a mean value.
8
1.2. A wider framework for Sarnak’s conjecture
A rule of thumb in number theory is that the additive and multiplicative structures in the
integers behave “independently”, where the respective notion of independence may vary
based on the context. In this subsection, we explore this phenomenon from a dynamical
perspective through an analysis of the interplay between additive and multiplicative semi-
group actions. To begin with, let us introduce a way of capturing independence between
arithmetic functions.
Definition 1.12. We call two bounded arithmetic functions a, b : N → C asymptotically
independent if
lim
N→∞
(
1
N
N∑
n=1
a(n)b(n)−
(
1
N
N∑
n=1
a(n)
)(
1
N
N∑
n=1
b(n)
))
= 0. (1.12)
We are interested in instances of (1.12) where a(n) arises from an additive system and
b(n) arises from a multiplicative system.
Definition 1.13. Let (X,T ) be an additive topological dynamical system and (Y, S) a
multiplicative topological dynamical system. We call (X,T ) and (Y, S) disjoint7 if for all
x ∈ X, f ∈ C(x), y ∈ Y , and g ∈ C(Y ) the sequences a(n) = f(T nx) and b(n) = g(Sny)
are asymptotically independent.
Numerous classical results and conjectures in number theory can be interpreted as the
disjointness between certain classes of additive and multiplicative systems. For example,
a well-known result by Davenport [Dav37] asserts that
lim
N→∞
1
N
N∑
n=1
e(nα)λ(n) = 0, ∀α ∈ R, (1.13)
where λ is the Liouville function. Note that (1.13) is equivalent to the assertion that e(nα)
and λ(n) are asymptotically independent. This allows us to recast (1.13) as a dynamical
statement as follows:
Davenport’s Theorem Reformulated. Multiplicative rotation on two points (defined
in Remark 1.9, part (i)) is disjoint from any additive rotation x 7→ x+ α (mod 1) on the
torus T.
To see why the above statement implies (1.13), it suffices to observe that e(nα) is
of the form f(T nx), where T is rotation by α, and the Liouville function λ(n) is of the
form g(Sny), where S = (Sn)n∈N is multiplicative rotation on two points. For the reverse
implication, notice that any sequence a(n) = f(T nx) arising from rotation by α can be
approximated uniformly by finite linear combinations of sequences of the form e(hnα),
h ∈ Z, whereas any sequence b(n) = g(Sny) arising from multiplicative rotation on two
points is equal to c1λ(n)+c2 for some c1, c2 ∈ C. Therefore, the asymptotic independence
of a(n) = f(T nx) and b(n) = g(Sny) follows from (1.13).
7Using disjoint in this context is in line with the use of this term in connection to Sarnark’s Mo¨bius
disjointness conjecture. It should not be confused with Furstenberg’s notion of disjointness introduced in
[Fur67].
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Davenport’s result is complemented by a theorem of Daboussi (see [Dab75; DD74;
DD82]), which asserts that for all α ∈ R\Q and all completely multiplicative8 functions
b : N→ S1 one has
lim
N→∞
1
N
N∑
n=1
e(nα) b(n) = 0. (1.14)
Similarly to Davenport’s theorem, Daboussi’s result can also be reformulated as the dis-
jointness between certain classes of additive and multiplicative systems.
Daboussi’s Theorem Reformulated. Let α ∈ R\Q and b : N → S1 completely mul-
tiplicative. Then the multiplicative rotation z 7→ b(n)z on the unit circle S1 (defined in
Remark 1.9, part (ii)) is disjoint from the additive rotation x 7→ x+ α (mod 1) on the
torus T.
It is perhaps instructive to point out that (1.13) holds for all α, whereas (1.14) holds
only for irrational α. This is because for any rational α there exists a Dirichlet character9
χ such that e(nα) and χ are not asymptotically independent (if α = r/m for r and m
coprime then taking χ to be any primitive Dirichlet character of modulusm works, because
in this case limN→∞
1
N
∑N
n=1 e(nα)χ(n) equals the Gauss sum
1
m
∑m
j=0 e(jr/m)χ(j) which
is non-zero). Phenomena of this type are often referred to as local obstructions.
A conjecture of Sarnak, which represents a far-reaching dynamical generalization of
Davenport’s Theorem, emphasizes even more strongly that additive systems are often dis-
joint from multiplicative systems. The formulation of Sarnak’s Conjecture involves the
notion of (topological) entropy. Entropy is a dynamical invariant which measures the com-
plexity of a topological dynamical system. We give the precise definition in Section 6. A
sequence a : N → C is called deterministic if there exists a zero entropy additive topo-
logical dynamical system (X,T ), a point x ∈ X, and a function f ∈ C(X) such that
a(n) = f(T nx) for all n ∈ N.
Sarnak’s Conjecture ([Sar11; Sar12]10). For any deterministic sequence a : N→ C one
has
lim
N→∞
1
N
N∑
n=1
a(n)λ(n) = 0. (1.15)
We can reformulate Sarnak’s Conjecture as follows.
Sarnak’s Conjecture Reformulated. Multiplicative rotation on two points is disjoint
from any zero entropy additive topological dynamical system.
8Daboussi’s result actually holds for all bounded multiplicative functions and not just for completely
multiplicative functions taking values in the unit circle S1. However, using standard tools from number
theory one can show that the general case foloows from the special case stipulated in (1.14).
9An arithmetic function χ : N→ C is called a Dirichlet character if there exists a number d ∈ N, called
the modulus of χ, such that
• χ(n+ d) = χ(n) for all n ∈ N;
• χ(n) = 0 whenever gcd(n, d) 6= 1, and χ(n) is a ϕ(d)-th root of unity if gcd(n, d) = 1, where ϕ
denotes Euler’s totient function.
• χ(nm) = χ(n)χ(m) for all n,m ∈ N.
A Dirichlet character χ is principal if χ(n) = 1 for all n ∈ N with gcd(n, d) = 1.
10Sarnak originally formulated his conjecture using the Mo¨bius function µ instead of the Liouville func-
tion λ. For the equivalence between these two formulations see [FKL18, Corollary 3.8].
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The following heuristic postulate is an attempt to put forward a principle that, on the
one hand, encompasses the above reformulations of Davenport’s and Daboussi’s theorems
and of Sarnak’s Conjecture and, on the other hand, serves as a guide for new developments.
Let (X,T ) be a zero entropy additive topological dynamical system and (Y, S)
a “low complexity” multiplicative topological dynamical system. If there are
“no local obstructions” then (X,T ) and (Y, S) are disjoint.
(H)
The notion of “low complexity” which appears in the formulation of (H) is admittedly
(and somewhat intentionally) not well defined. While for additive topological dynamical
systems the notion of zero topological entropy is just a precise form of low complexity, the
situation with multiplicative topological dynamical systems is drastically different due to
the fact that (N, ·) has an infinite number of generators. Although it is certainly tempting
to try to replace “low complexity” in (H) with zero entropy, this does not work! For
example, consider the (N, ·)-action on the torus T given by x 7→ nx (mod 1), n ∈ N.
This action has zero topological entropy, but it violates (H) because it can easily be used
to generate deterministic sequences such as e(nα), n ∈ N. This example indicates that
the notion of low complexity for (Y, S) in (H) needs to be more restrictive than just
zero entropy. One such possibility, which leads to interesting new developments including
Theorems C and D below, is to assume that (Y, S) belongs to a subclass of zero entropy
systems which we introduced in Definition 1.10 under the name finitely generated. (For
the proof that finitely generated systems have zero entropy see Proposition 6.1). Yet
another non-trivial example of low complexity is provided by actions S = (Sn)n∈N of (N, ·)
for which every generator Sp, p ∈ P, has zero entropy. Special cases of this option are
implemented by our reformulations of Davenport’s and Daboussi’s theorems and Sarnak’s
conjecture above. (See also Questions 1 and 2 at the end of this section.)
As for the stipulation “no local obstructions” in (H), we believe it is in parts captured
by the notion of aperiodicity which we will presently introduce. We call an arithmetic
function P : N → C periodic if there exists m ∈ N such that P (n + m) = P (n) for all
n ∈ N.
Definition 1.14.
• We call an additive topological dynamical system (X,T ) aperiodic if for all f ∈ C(X)
and x ∈ X the sequence a(n) = f(T nx) is asymptotically independent from every
periodic sequence. Equivalently, for all f ∈ C(X) and x ∈ X, if aN (n) := f(T
nx)−
1
N
∑N
n=1 f(T
nx), then
lim
N→∞
1
N
N∑
n=1
e(nα) aN (n) = 0, ∀α ∈ Q. (1.16)
• Similarly, we call a multiplicative topological dynamical system (Y, S) aperiodic if for
all g ∈ C(Y ) and y ∈ Y the sequence b(n) = g(Sny) is asymptotically independent
from every periodic sequence. Equivalently, for all g ∈ C(Y ) and y ∈ Y , if bN (n) :=
g(Snx)−
1
N
∑N
n=1 g(Snx), then
lim
N→∞
1
N
N∑
n=1
e(nα) bN (n) = 0, ∀α ∈ Q. (1.17)
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Remark 1.15.
(i) An additive topological dynamical system (X,T ) is aperiodic if and only if any
ergodic11 T -invariant Borel probability measures on (X,T ) is totally ergodic12.
(ii) It is straightforward to show that (1.17) is equivalent to the assertion that for all
non-principal Dirichlet characters χ one has limN→∞
1
N
∑N
n=1 g(Sny)χ(n) = 0.
(iii) It follows from (1.13) that multiplicative rotation on two points is an aperiodic
multiplicative topological dynamical system. More generally, we show in Lemma 5.3
below that for any additive topological dynamical system (X,T ) the corresponding
multiplicative topological dynamical system (X,TΩ) is aperiodic.
Note that if a multiplicative topological dynamical system (Y, S) is not aperiodic then
there exists an addditive topological dynamical system (X,T ) (namely a cyclic rotation
on finitely many points) such that (X,T ) and (Y, S) are not disjoint. Conversely, if
(X,T ) is not aperiodic then there exists (Y, S) such that (X,T ) and (Y, S) are not dis-
joint. In this sense, aperiodicity is a necessary condition for disjointness between ad-
ditive and multiplicative systems. The following conjecture, which is a generalization of
Sarnak’s Conjecture and one of our main illustrations of heuristic (H), asserts that if (Y, S)
is finitely generated then aperiodicity is not just a necessary but also sufficient condition.
Conjecture 1. Let (X,T ) be an additive topological dynamical system of zero entropy
and let (Y, S) be a finitely generated multiplicative topological dynamical system. If either
(X,T ) is aperiodic or (Y, S) is aperiodic then (X,T ) and (Y, S) are disjoint.
Observe that Sarnak’s Conjecture corresponds to the special case of Conjecture 1 where
(Y, S) is a multiplicative rotation on two points.
Assuming that (X,T ) is uniquely ergodic and (Y, S) is strongly uniquely ergodic, we
have the following aesthetically appealing variant of Conjecture 1.
Conjecture 2. Let (X,µ, T ) be a uniquely ergodic additive topological dynamical system
of zero entropy and let (Y, ν, S) be a finitely generated and strongly uniquely ergodic
multiplicative topological dynamical system. If either (X,T ) is aperiodic or (Y, S) is
aperiodic then
lim
N→∞
1
N
N∑
n=1
f(T nx)g(Sny) =
(∫
f dµ
)(∫
g dν
)
(1.18)
for all x ∈ X, f ∈ C(X), y ∈ Y , and g ∈ C(Y ).
Note that Theorem B corresponds to the special case of Conjecture 2 where (X,T ) is
the trivial system. Moreover, due to Theorem B, we see that Conjecture 1 actually implies
Conjecture 2.
An extension of (1.13), which constitutes a special case of Sarnak’s Conjecture, was
establishes in [GT12] and asserts that
lim
N→∞
1
N
N∑
n=1
f(T nx)λ(n) = 0, (1.19)
11A T -invariant Borel probability measures µ on (X,T ) is ergodic if for any Borel measurable set A ⊂ X
with µ(A△T−1A) = 0 satisfies µ(A) ∈ {0, 1}.
12A T -invariant Borel probability measures µ on (X,T ) is totally ergodic if (X,Tm) is ergodic for all
m ∈ N.
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for all nilsystems (X,T ), x ∈ X, and f ∈ C(X) (see Footnote 2 for the definition of a
nilsystem). We have the following extension of (1.19), which establishes a special case of
Conjecture 1.
Theorem C. Let (Y, S) be a finitely generated multiplicative topological dynamical sys-
tem, and let (X,T ) be a nilsystem. If either (X,T ) is aperiodic or (Y, S) is aperiodic then
(X,T ) and (Y, S) are disjoint.
In Subsection 1.1 we discussed how one can recover from Theorems A and B vari-
ous classical generalizations of the Prime Number Theorem. Dirichlet’s Prime Number
Theorem along arithmetic progressions was not among them, but the next corollary of
Theorem C contains it as a special case.
Corollary 1.16. Let (X,T ) be a uniquely ergodic additive topological dynamical system
and let µ denote the corresponding unique T -invariant Borel probability measure on X.
Then
lim
N→∞
1
N
N∑
n=1
e(nα) f
(
TΩ(n)x
)
=
{∫
f dµ, if α ∈ Z
0, if α ∈ R\Z
for every f ∈ C(X) and every x ∈ X.
If T is a rotation on two points then Corollary 1.16 implies that 1N
∑N
n=1 e(nα)λ(n)
converges to 0 as N →∞ for all rational α, which is a well-known equivalent form of the
Prime Number Theorem along arithmetic progressions.
Corollary 1.16 also implies the following refinement of Theorem A: For any uniquely
ergodic system (X,µ, T ) we have
lim
N→∞
1
N
N∑
n=1
f
(
TΩ(mn+r)x
)
=
∫
f dµ (1.20)
for every x ∈ X, f ∈ C(X), m ∈ N, and r ∈ {0, 1, . . . ,m− 1}.
Another result related to Corollary 1.16 is the following.
Corollary 1.17. Let (X,T ) be a uniquely ergodic additive topological dynamical sys-
tem and let µ denote the corresponding unique T -invariant Borel probability measure on
X. Let a : N → C be a Besicovitch almost periodic function13 and denote by M(a) :=
limN→∞
1
N
∑N
n=1 a(n) its mean value. Then
lim
N→∞
1
N
N∑
n=1
a(n) f
(
TΩ(n)x
)
= M(a)
(∫
f dµ
)
(1.21)
for every f ∈ C(X) and every x ∈ X.
We remark that the indicator function of the squarfree numbers 1-free is Besicovitch
almost periodic and its mean value equals 6/π2. Therefore, choosing a(n) = 1-free(n)
allows us to recover (1.5) from (1.21). More generally, for every k > 2 the indicator
13A bounded arithmetic function a : N → C is called Besicovitch almost periodic if for every ε > 0
there exists a trigonometric polynomial P (n) := c1e(nα1) + . . . + cLe(nαL), where c1, . . . , cL ∈ C and
α1, . . . , αL ∈ R, such that lim supN→∞
1
N
∑N
n=1 |a(n)− P (n)| 6 ε.
13
function for the set of k-free numbers is Besicovitch almost periodic with mean value
1/ζ(k) and hence we can actually get (1.6) from (1.21).
From Corollary 1.16 we can also derive a generalization of Corollary 1.2.
Corollary 1.18. Let p(x) = ckx
k+ . . .+ c1x+ c0 and q(x) = dℓx
ℓ+ . . .+ d1x+ d0 be two
polynomials with real coefficients and suppose at least one of the coefficients c1, . . . , ck is
irrational and one of the coefficients d1, . . . , dℓ is irrational. Then
(
p(n), q(Ω(n))
)
n∈N
is
uniformly distributed in the two-dimensional torus T2.
Any sequence of the form f(T nx), n ∈ N, where (X,T ) is a nilsystem, x ∈ X, and
f ∈ C(X) is called a nilsequence. Nilsequences naturally generalize sequences of the form
e(Q(n)), where Q is a polynomial, and play an important role in additive combinatorics.
Note that (1.19) implies that λ(n) is asymptotically independent from any nilsequence.
Using Theorem C we can further generalize this result.
Corollary 1.19. Let (Y, ν, S) be an aperiodic, finitely generated, and strongly uniquely
ergodic multiplicative topological dynamical system. Let η : N → C be a nilsequence and
denote by M(η) := limN→∞
1
N
∑N
n=1 η(n) its mean value. Then
lim
N→∞
1
N
N∑
n=1
η(n) g
(
Sny
)
= M(η)
(∫
g dν
)
for every y ∈ Y , and g ∈ C(Y ).
In [BSZ13] it was shown that Sarnak’s Conjecture holds for all horocycle flows14. We
have the following generalization, which verifies yet another instance of Conjecture 1.
Theorem D. Let (Y, S) be a finitely generated and aperiodic multiplicative topological
dynamical system, and let (X,T ) be a horocycle flow. Then (Y, S) and (X,T ) are disjoint.
Our next goal is to formulate analogues of Conjecture 1 for multiplicative topological
dynamical systems that are not necessarily finitely generated. When dealing with non-
finitely generated actions of (N, ·), new local obstructions can arise. To meet this challenge,
we need a strengthening of the notion of aperiodicity introduced in Definition 1.20. Let us
call a bounded arithmetic function P : N → C locally periodic if there exists m ∈ N such
that for all ε > 0 the set {n ∈ N : |P (n+m)− P (n)| > ε} has zero asymptotic density.
Roughly speaking, this means that for all H ∈ N and for “almost all” n ∈ N the function
P looks like a periodic function in a window [n−H,n+H] around n. Surely every periodic
function is locally periodic. A natural class of arithmetic functions that are locally periodic
but not periodic are functions of the form χ(n)nit, where χ is a Dirichlet character and
nit, t ∈ R, is an Archimedean character.
Definition 1.20.
• We call an additive topological dynamical system (X,T ) locally aperiodic if for all
f ∈ C(X) and x ∈ X the sequence a(n) = f(T nx) is asymptotically independent
from every locally periodic sequence. Equivalently, for all f ∈ C(X) and x ∈ X, if
14Let G = SL2(R), let Γ be a lattice in G (i.e. a discrete subgroup of G with co-finite volume) and
let u = [ 1 10 1 ]. The additive topological dynamical system (X,T ) where X = G/Γ and T is given by
T (gΓ) = (ug)Γ is called a horocycle flow.
14
aN (n) := f(T
nx)− 1N
∑N
n=1 f(T
nx), then
lim
H→∞
lim
N→∞
1
N
N∑
n=1
∣∣∣∣∣ 1H
n+H∑
h=n
e(hα) aN (n)
∣∣∣∣∣ = 0, ∀α ∈ Q. (1.22)
• We call a multiplicative topological dynamical system (Y, S) locally aperiodic if for
all g ∈ C(Y ) and y ∈ Y the sequence b(n) = g(Sny) is asymptotically independent
from every locally periodic sequence. Equivalently, for all g ∈ C(Y ) and y ∈ Y , if
bN (n) := g(Snx)−
1
N
∑N
n=1 g(Snx), then
lim
H→∞
lim
N→∞
1
N
N∑
n=1
∣∣∣∣∣ 1H
n+H∑
h=n
e(hα) bN (n)
∣∣∣∣∣ = 0, ∀α ∈ Q. (1.23)
Remark 1.21. It was shown in [MRT15] that the Lioville function λ(n) satisfies
lim
H→∞
lim
N→∞
1
N
N∑
n=1
∣∣∣∣∣ 1H
n+H∑
h=n
e(hα)λ(n)
∣∣∣∣∣ = 0, ∀α ∈ R.
This implies that multiplicative rotation on two points is an aperiodic multiplicative topo-
logical dynamical system.
When considering analogues of Conjecture 1 for systems (Y, S) that are not necessarily
finitely generated, we propose to replace aperiodicity with local aperiodicity. This is in
line with Matoma¨ki-Radziwi l l-Tao’s “corrected Elliott conjecture” which emanated from
their work in [MRT15].
We conclude this introductory section with two questions.
Question 1. Let (X,T ) be an additive topological dynamical system of zero entropy and
let (Y, S) be distal15 multiplicative topological dynamical system. Is it true that if either
(X,T ) is locally aperiodic or (Y, S) is locally aperiodic then (X,T ) and (Y, S) are disjoint?
A harder question, which includes Question 1 as a special case, is the following.
Question 2. Let (X,T ) be an additive topological dynamical system of zero entropy and
let (Y, S) be multiplicative topological dynamical system with the property that for every
p ∈ P the map Sp : Y → Y has zero entropy. Is it true that if either (X,T ) is locally
aperiodic or (Y, S) is locally aperiodic then (X,T ) and (Y, S) are disjoint?
Structure of the paper. In Section 2 we present a proof of Theorem A. As was men-
tioned above, Theorem A is a corollary of Theorem B. Since the proof of Theorem A
contains the essential ideas in embryonic form and is much shorter and less technical than
the proof of Theorem B, we believe that it is beneficial to the reader to see first the proof
of Theorem A.
Section 3 is dedicated to the proof Theorem B.
In Section 4 we give the proofs of Corollaries 1.2, 1.3, 1.4, 1.5, 1.6, and 1.11.
15A multiplicative topological dynamical system (Y, S) is distal if for all y1, y2 ∈ Y with y1 6= y2 we have
infn∈N d(Sny1, Sny2) > 0.
15
Section 5 contains the proofs of Theorem C (in Subsection 5.1), Theorem D (in Subsec-
tion 5.2), as well as the proofs for Corollaries 1.16, 1.17, 1.18, and 1.19 (in Subsection 5.3).
Finally, in Section 6, we discuss topological entropy for additive and multiplicative sys-
tems and prove that finitely generated multiplicative topological dynamical systems have
zero entropy.
Acknowledgements. We thank Tomasz Downarowicz and Alexander Leibman for pro-
viding useful references. The second author is supported by the National Science Foun-
dation under grant number DMS 1901453.
2. Distribution of orbits along Ω(n)
This section is dedicated to the proof of Theorem A and is divided into two subsections. In
Subsection 2.1 we give a proof of Theorem A conditional on three technical results, namely
Propositions 2.1 and 2.2 and Lemma 2.3, whose proofs are delayed to Subsection 2.2.
2.1. Proof of Theorem A
As was mentioned in Remark 1.1, our proof of Theorem A does not rely on technology
from analytic number theory. Instead, our methods are combinatorial in nature and involve
special types of averages over almost primes (defined below). To motivate our approach,
we begin with a brief discussion of a well-known corollary of the Tura´n-Kubilius inequality.
Recall that P ⊂ N denotes the set of prime numbers and write [N ] for the set
{1, . . . , N}. For a finite and non-empty set B ⊂ N and a function a : B → C we de-
note the Cesa`ro average of a over B and the logarithmic average of a over B respectively
by
E
n∈B
a(n) :=
1
|B|
∑
n∈B
a(n) and Elog
n∈B
a(n) :=
∑
n∈B a(n)/n∑
n∈B 1/n
.
As was already observed by Daboussi [Dab75, Lemma 1] and Ka´tai [Ka´t86, Eq. (3.1)], it
follows from the Tura´n-Kubilius inequality (see for instance [Ell71, Lemma 4.1]) that
lim
s→∞
lim
N→∞
E
n∈[N ]
∣∣∣∣ Elogp∈P∩[s] (1− p1p|n)
∣∣∣∣ = 0, (2.1)
where
1p|n =
{
1, if p divides n,
0, otherwise.
One way of interpreting (2.1) is to say that for “large” s and for “almost all” n ∈ N the
number of primes in the interval [s] that divide n is approximately equal to
∑
p6s 1/p.
Even though (2.1) is commonly viewed as a corollary of the Tura´n-Kubilius inequality, we
remark that its proof is significantly shorter and easier (it follows by choosing B = P∩ [s]
in Proposition 2.1 below).
An equivalent form of (2.1), which will be particularly useful for our purposes, states
that for all ε > 0 there exists s0 ∈ N such that for all arithmetic functions a : N → C
bounded in absolute value by 1 and all s > s0 one has
lim sup
N→∞
∣∣∣∣ En∈[N ] a(n) − Elogp∈P∩[s] En∈[N/p] a(pn)
∣∣∣∣ 6 ε. (2.2)
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We note that (2.1) is a special case of the so-called dual form of the Tura´n-Kubilius
inequality, see [Ell71, Lemma 4.7]. An important role in our proof of Theorem A will be
played by a variant of (2.2), asserting that
lim sup
N→∞
∣∣∣∣ En∈[N ] a(n) − Elogm∈B En∈[N/m] a(mn)
∣∣∣∣ 6 ε, (2.3)
for some special types of finite and non-empty subsets B ⊂ N. To clarify which choices
of B work, besides B = P ∩ [s] as in (2.2), we will provide an easy to check criterion.
Roughly speaking, our criterion says that B is good for (2.3) if two integers n and m
chosen at random from B have a “high chance” of being coprime. The precise statement
is as follows.
Proposition 2.1. Let B ⊂ N be finite and non-empty. For any arithmetic function
a : N→ C bounded in modulus by 1 we have
lim sup
N→∞
∣∣∣∣ En∈[N ] a(n) − Elogm∈B En∈[N/m] a(mn)
∣∣∣∣ 6
(
Elog
m∈B
Elog
n∈B
Φ(n,m)
)1/2
, (2.4)
where Φ: N×N→ N ∪ {0} is the function Φ(m,n) := gcd(m,n)− 1.
A proof of Proposition 2.1 can be found in Subsection 2.2.
The usefulness of Proposition 2.1 is that it reduces the task of finding sets for which
(2.3) holds to the easier task of exhibiting sets for which Elogm∈BE
log
n∈BΦ(m,n) is very small.
For example, the initial segment of the set of k-almost primes, Pk := {n ∈ N : Ω(n) = k},
has this property. Indeed, one can verify that for any k ∈ N and any ε > 0 there exists
s0 ∈ N such that for all s > s0 one has E
log
m∈Pk∩[s]
E
log
n∈Pk∩[s]
Φ(m,n) 6 ε2. In light of
Proposition 2.1, this implies
lim sup
N→∞
∣∣∣∣ En∈[N ] a(n) − Elogm∈Pk∩[s] En∈[N/m] a(mn)
∣∣∣∣ 6 ε, (2.5)
which is a natural generalization of (2.2) and perhaps of independent interest.
It is also interesting to observe that Em∈Pk∩[s]En∈Pk∩[s]Φ(m,n) goes to ∞ as s → ∞.
In particular, (2.1), (2.2), and (2.5) fail severely if one tries to replace logarithmic averages
with Cesa`ro averages.
One of the main technical ingredients in our proof of Theorem A is Lemma 2.2 below.
It guarantees the existence of two finite sets B1 and B2 with a number of useful properties
and with its help we will be able to finish the proof of Theorem A rather quickly.
Lemma 2.2. For all ε ∈ (0, 1) and ρ ∈ (1, 1 + ε] there exist finite and non-empty sets
B1, B2 ⊂ N with the following properties:
(a) B1 ⊂ P1 and B2 ⊂ P2;
(b) |B1 ∩ [ρ
j, ρj+1)| = |B2 ∩ [ρ
j , ρj+1)| for all j ∈ N ∪ {0};
(c) Elogm∈B1E
log
n∈B1
Φ(m,n) 6 ε as well as Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε, where Φ is as in Propo-
sition 2.1.
The proof of Lemma 2.2 is given in Subsection 2.2. Before we embark on the proof of
Theorem A, we need one final technical lemma whose proof is also delayed until Subsec-
tion 2.2.
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Lemma 2.3. Fix ε ∈ (0, 1) and ρ ∈ (1, 1+ ε]. Let B1 and B2 be finite non-empty subsets
of N with the property that |B1 ∩ [ρ
j, ρj+1)| = |B2 ∩ [ρ
j , ρj+1)| for all j ∈ N ∪ {0}. Then
for any a : N→ C with |a| 6 1 we have∣∣∣∣Elogp∈B1 En∈[N/p] a(n) − Elogq∈B2 En∈[N/q] a(n)
∣∣∣∣ 6 3ε. (2.6)
We are now ready to prove Theorem A.
Proof of Theorem A assuming Proposition 2.1 and Lemmas 2.2 and 2.3. Let x ∈ X be
arbitrary. Our goal is to show
lim
N→∞
E
n∈[N ]
f
(
TΩ(n)x
)
=
∫
f dµ, ∀f ∈ C(X). (2.7)
For N ∈ N denote by µN the Borel probability measure on X uniquely determined by∫
f dµN = En∈[N ]f(T
Ω(n)x) for all f ∈ C(X). Then (2.7) is equivalent to the assertion
that µN → µ as N →∞ in the weak-
∗ topology on X. Since (X,µ, T ) is uniquely ergodic,
to prove µN → µ it suffices to show that any limit point of {µN : N ∈ N} is T -invariant,
because then all limit points of {µN : N ∈ N} equal µ and hence the limit exists and
equals µ. The T -invariance of any limit point of {µN : N ∈ N} follows from
lim
N→∞
∣∣∣∣ En∈[N ] f(TΩ(n)x) − En∈[N ] f(TΩ(n)+1x)
∣∣∣∣ = 0 (2.8)
for all f ∈ C(X).
For the proof of (2.8), fix f ∈ C(X). We can assume without loss of generality that
f is bounded in modulus by 1. Let ε ∈ (0, 1) and ρ ∈ (1, 1 + ε] be arbitrary and, as
guaranteed by Lemma 2.2, find two finite sets B1, B2 ⊂ N satisfying conditions (a), (b),
and (c). Combining (2.4) with property (c) gives
E
n∈[N ]
f
(
TΩ(n)+1x
)
= Elog
p∈B1
E
n∈[N/p]
f
(
TΩ(pn)+1x
)
+ O(ε1/2) + oN→∞(1)
as well as
E
n∈[N ]
f
(
TΩ(n)x
)
= Elog
q∈B2
E
n∈[N/q]
f
(
TΩ(qn)x
)
+ O(ε1/2) + oN→∞(1).
Since B1 is comprised only of primes, we have T
Ω(pn)+1x = TΩ(n)+2x for all p ∈ B1.
Similarly we have TΩ(qn)x = TΩ(n)+2x for all q ∈ B2, because B2 is comprised only of
2-almost primes. We conclude that∣∣∣∣ E
n∈[N ]
f
(
TΩ(n)x
)
− E
n∈[N ]
f
(
TΩ(n)+1x
)∣∣∣∣
=
∣∣∣∣Elogp∈B1 En∈[N/p] f(TΩ(n)+2x) − Elogq∈B2 En∈[N/q] f(TΩ(n)+2x)
∣∣∣∣ + O(ε1/2) + oN→∞(1)
(2.9)
Finally, combining (2.9) with (2.6) from Lemma 2.3 yields∣∣∣∣ En∈[N ] f(TΩ(n)x) − En∈[N ] f(TΩ(n)+1x)
∣∣∣∣ = O(ε1/2) + oN→∞(1).
Letting ε tend to 0 finishes the proof of (2.8).
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2.2. Proofs of Proposition 2.1 and Lemmas 2.2 and 2.3
We begin with the proof of Lemma 2.3.
Proof of Lemma 2.3. By splitting up the logarithmic averages over B1 and B2 into “ρ-
adic” intervals [ρj , ρj+1) and using the triangle inequality, we obtain∣∣∣∣Elogp∈B1 En∈[N/p] a(n) − Elogq∈B2 En∈[N/q] a(n)
∣∣∣∣
=
∣∣∣∣∣∣
∞∑
j=0
(
Elog
p∈B1
1[ρj ,ρj)(p) E
n∈[N/p]
a(n) − Elog
q∈B2
1[ρj ,ρj)(q) E
n∈[N/q]
a(n)
)∣∣∣∣∣∣
6
∞∑
j=0
∣∣∣∣Elogp∈B1 1[ρj ,ρj)(p) En∈[N/p] a(n) − Elogq∈B2 1[ρj ,ρj)(q) En∈[N/q] a(n)
∣∣∣∣ .
(2.10)
Observe that for any p, q ∈ [ρj , ρj+1) we have∣∣∣∣ En∈[N/p] a(n) − En∈[N/ρj ] a(n)
∣∣∣∣ 6 ε and
∣∣∣∣ En∈[N/q] a(n) − En∈[N/ρj ] a(n)
∣∣∣∣ 6 ε, (2.11)
because ρ 6 1 + ε. Since B1 ∩ [ρ
j , ρj+1) has the same cardinality as B2 ∩ [ρ
j, ρj+1), we
also have(
1− ε
)
Elog
q∈B2
1[ρj ,ρj)(q) 6 E
log
p∈B1
1[ρj ,ρj)(p) 6
(
1 + ε
)
Elog
q∈B2
1[ρj ,ρj)(q). (2.12)
Combining (2.10), (2.11) and (2.12) proves (2.6).
Next we state and prove a lemma which will be useful for the proof of Proposition 2.1.
Lemma 2.4. Let B be a finite and non-empty subset of N and recall that Φ(m,n) =
gcd(m,n)− 1. Then
lim
N→∞
E
n∈[N ]
∣∣∣∣Elogm∈B (1−m1m|n)
∣∣∣∣2 = Elogl∈B Elogm∈B Φ(l,m). (2.13)
Proof. By expanding the square on the left hand side of (2.13) we get
E
n∈[N ]
∣∣∣∣Elogm∈B (1−m1m|n)
∣∣∣∣2 = 1− 2Σ1 +Σ2, (2.14)
where Σ1 := En∈[N ]E
log
m∈Bm1m|n and Σ2 := En∈[N ]E
log
l,m∈B(l1l|n)(m1m|n).
Note that En∈[N ]m1m|n = 1 + O(1/N) and therefore
Σ1 = 1 + O
(
1
N
)
. (2.15)
Similarly, since En∈[N ]lm1l|n1m|n = gcd(l,m) + O (1/N), we have
Σ2 = E
log
l∈B
Elog
m∈B
gcd(l,m) + O
(
1
N
)
= 1 +Elog
l∈B
Elog
m∈B
Φ(l,m) + O
(
1
N
)
. (2.16)
Putting together (2.14), (2.15) and (2.16) completes the proof of (2.13).
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Proof of Proposition 2.1. It follows from Lemma 2.4 and the Cauchy-Schwarz inequality
that
lim
N→∞
E
n∈[N ]
∣∣∣∣Elogm∈B (1−m1m|n)
∣∣∣∣ 6
(
Elog
l∈B
Elog
m∈B
Φ(l,m)
)1/2
.
Thus, we have
lim sup
N→∞
∣∣∣∣ En∈[N ] a(n) − Elogm∈B En∈[N/m] a(mn)
∣∣∣∣ = lim sup
N→∞
∣∣∣∣ En∈[N ]Elogm∈B a(n) (1−m1m|n)
∣∣∣∣
6 lim sup
N→∞
E
n∈[N ]
∣∣∣∣Elogm∈B (1−m1m|n)
∣∣∣∣ .
This proves (2.4).
Now that we have finished the proofs of Lemma 2.3 and Proposition 2.1, the remainder
of this subsection is dedicated to the proof of Lemma 2.2. We begin with two helpful
lemmas.
Lemma 2.5. Fix ε ∈ (0, 1) and let B ⊂ P be a finite set of primes satisfying
∑
m∈B 1/m >
1
ε . Then
Elog
m∈B
Elog
n∈B
Φ(m,n) 6 ε.
Proof. Since all elements in B are prime numbers, for m,n ∈ B the quantity Φ(m,n) =
gcd(m,n)− 1 is non-zero if and only if m = n. Hence
Elog
m∈B
Elog
n∈B
Φ(m,n) =
∑
m,n∈B
gcd(m,n)−1
mn(∑
m∈B
1
m
)2
=
∑
m∈B
m−1
m2(∑
m∈B
1
m
)2
6
∑
m∈B
1
m(∑
m∈B
1
m
)2 .
6 ε.
This finishes the proof.
Lemma 2.6. Fix ε ∈ (0, 1). Let P1, P2 ⊂ P be finite sets of primes satisfying
∑
p∈P1
1/p >
3
ε and
∑
q∈P2
1/q > 3ε . Define B := {pq : p ∈ P1, q ∈ P2}. Then
Elog
m∈B
Elog
n∈B
Φ(m,n) 6 ε.
Proof. First we calculate that
Elog
m∈B
Elog
n∈B
Φ(m,n) =
∑
m,n∈B
gcd(m,n)−1
mn(∑
m∈B
1
m
)2 .
Note that for m,n ∈ B the number gcd(m,n) is either 1, or and element of P1, or an
element of P2, or an element of B. If it is 1 then gcd(m,n)− 1 = 0 and so this term does
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not contribute to Elogm∈BE
log
n∈BΦ(m,n) at all. The case where gcd(m,n) belongs to B can
only happen if m = n. We can therefore write∑
m,n∈B
gcd(m,n)−1
mn =
∑
m,n∈B
gcd(m,n)∈P1
gcd(m,n)−1
mn
︸ ︷︷ ︸
[1]
+
∑
m,n∈B
gcd(m,n)∈P2
gcd(m,n)−1
mn
︸ ︷︷ ︸
[2]
+
∑
m,n∈B
m=n
gcd(m,n)−1
mn
︸ ︷︷ ︸
[3]
.
The third term can be bounded from above as follows:
[3] 6
∑
m∈B
1
m =
( ∑
p∈P1
1
p
)(∑
q∈P2
1
q
)
.
To estimate [1], note that if m,n ∈ B with gcd(m,n) ∈ P1 then there exists p ∈ P1 and
q1, q2 ∈ P2 such that m = pq1 and n = pq2. In this case, we have
gcd(m,n)− 1
mn
6
1
pq1q2
.
This gives us
[1] 6
∑
p∈P1
∑
q1,q2∈P2
1
pq1q2
=
(∑
p∈P1
1
p
)(∑
q∈P2
1
q
)2
.
By symmetry we have
[2] 6
(∑
p∈P1
1
p
)2(∑
q∈P2
1
q
)
.
We conclude that∑
m,n∈B
gcd(m,n)−1
mn(∑
m∈B
1
m
)2 = [1] + [2] + [3](∑
m∈B
1
m
)2
=
[1] + [2] + [3](∑
p∈P1
1
p
)2(∑
q∈P2
1
q
)2
6
1∑
p∈P1
1
p
+
1∑
q∈P2
1
q
+
1(∑
p∈P1
1
p
)(∑
q∈P2
1
q
)
6
ε
3
+
ε
3
+
(ε
3
)2
< ε.
This finishes the proof.
Proof of Lemma 2.2. Fix ε ∈ (0, 1) and ρ ∈ (1, 1 + ε]. It is a consequence of the Prime
Number Theorem that there exists j0 ∈ N and C > 0 such that∣∣P ∩ [ρj, ρj+1/2)∣∣ > Cρj
j
, ∀j > j0.
Pick s ∈ N sufficiently large such that
∑
j06l<s
C/l > 3/ε, and define
P1,l := P ∩
[
ρl, ρl+1/2
)
and P1 :=
⋃
j06l<s
P1,l.
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Observe that ∑
p∈P1
1
p
=
∑
j06l<s
∑
p∈P1,l
1
p
>
∑
j06l<s
|P1,l|
ρl
>
∑
j06l<s
C
l
>
3
ε
. (2.17)
Next, choose t ∈ N sufficiently large such that
∑
j∈[t]C/(2|P1|sj) > 3/ε. Then, for every
j ∈ [t] let P2,j be a subset of P ∩ [ρ
sj , ρsj+1/2) satisfying
Cρsj
2|P1|sj
6 |P2,j | 6
Cρsj
|P1|sj
,
and define
P2 :=
⋃
j∈[t]
P2,j.
A similar calculation to (2.17) shows that
∑
p∈P2
1
p
>
3
ε
. (2.18)
Define B2 := P1 · P2. Certainly, B2 ⊂ P2. Moreover, combining Lemma 2.6 with (2.17)
and (2.18) shows that Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε. Note that
B1 ∩
[
ρsj+l, ρsj+l+1
)
= P1,l · P2,j
for all j0 6 l < s and j ∈ [t]. Therefore
∣∣B1 ∩ [ρsj+l, ρsj+l+1)∣∣ 6 Cρsj
sj
6
∣∣P ∩ [ρsj+l, ρsj+l+1)∣∣,
which allows us to find for every j0 6 l < s and j ∈ [t] a set Ql,j ⊂ P∩ [ρ
sj+l, ρsj+l+1) with
|Ql,j| = |B1 ∩
[
ρsj+l, ρsj+l+1
)
|. Now define B1 :=
⋃
j06l<s
⋃
j∈[t]Ql,j. By construction, we
have |B1∩[ρ
j , ρj+1)| = |B2∩[ρ
j, ρj+1)| for all j ∈ N∪{0}. Moreover, using |B1∩[ρ
j, ρj+1)| =
|B2 ∩ [ρ
j+i, ρj+i+1)|, we see that
∑
m∈B1
1
m
>
1
ρ
∑
m∈B2
1
m
=
1
ρ

∑
p∈P1
1
p



∑
q∈P2
1
q

 > 9
ρε2
>
1
ε
.
In light of Lemma 2.5, this shows that Elogm∈B1E
log
n∈B1
Φ(m,n) 6 ε. This finishes the proof
that B1 and B2 satisfy (a), (b), and (c).
Remark 2.7. While the Prime Number Theorem was used in the above proof of Lemma 2.2
to streamline its exposition, it is possible to avoid using it altogether which however would
lead to a longer and more cumbersome proof. We would also like to mention that the tech-
nique utilized in the above proof actually allows one to obtain a new proof of the Prime
Number Theorem. The details are carried out in [Ric20].
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3. Finitely generated and strongly uniquley ergodic
systems
In this section we deal with Theorem B. In Subsection 3.1 we give an example which
illustrates that the assumption of strong unique ergodicity which we impose on the system
(Y, S) in Theorem B cannot be relaxed. In Subsection 3.2 we present a proof of Theorem B
assuming the validity of a technical proposition, Proposition 3.2, whose proof is given in
Subsection 3.3.
3.1. A counterexample
The following example describes a multiplicative topological dynamical system that is
finitely generated and uniquely ergodic but not strongly uniquely ergodic. We will show
that for this system there exist a function g ∈ C(Y ) and a point y ∈ Y such that (1.9)
fails.
Example 3.1. Fix an arbitrary irrational number α and denote by ν2(n) := max{e ∈ Z :
2e | n} the 2-adic valuation of a positive integer n. Using ν2, we can define a multiplicative
topological dynamical system on the torus in the following way: Define for all n ∈ N the
map Sn : T→ T via
Sn(x) = x+ ν2(n)α mod 1.
Since ν2(nm) = ν2(n) + ν2(m) for all m,n ∈ N, we have Snm = Sn ◦ Sm for all n,m ∈ N.
In particular, S = (Sn)n∈N is an action of (N, ·) and (T, S) is a multiplicative topological
dynamical system.
Since Sp = idT for all primes p > 2, the system (T, S) is finitely generated. Moreover,
since S2 is rotation by α, any S-invariant measure on T must, in particular, be invariant
under rotation by α. Since α is irrational, the normalized Lebesgue measure is the only
Borel probability measure with this property. We conclude that (T, S) is uniquely ergodic.
But (T, S) is not strongly uniquely ergodic, because Sp = idT for all primes p > 2 and so
any Borel probability measure on T pretends to be invariant under S (see Definition 1.10).
To summarize, (T, S) is a finitely generated multiplicative topological dynamical system
that is uniquely ergodic but not strongly uniquely ergodic. We also have that for all y ∈ Y
and g ∈ C(Y )
lim
N→∞
E
n∈[N ]
g(Sny) = lim
N→∞
1
N
N∑
n=1
g(y + ν2(n)α)
= lim
N→∞
∑
06i6 log(N)
log(2)
|{n∈[N ]:ν2(n)=i}|
N g(y + iα)
= 12g(y) +
1
4g(y + α) +
1
8g(y + 2α) +
1
16g(y + 3α) + . . . ,
which shows that there exists no Borel probability measure ν on T such that (1.9) holds
for the system (T, S) and all y ∈ Y and g ∈ C(Y ).
3.2. Proof of Theorem B
This subsection is dedicated to the proof of Theorem B. The main ingredient in our proof
is the following technical result, which is proved in Subsection 3.3.
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Proposition 3.2. Let (Y, S) be a finitely generated multiplicative topological dynamical
system and let R1, . . . , Rd denote the generators of S. Then for every y ∈ Y , g ∈ C(Y ),
and e ∈ [d] with
∑
p∈P, Sp=Re
1/p =∞ we have
lim
N→∞
∣∣∣∣ En∈[N ] g(ReSny) − En∈[N ] g(R2eSny)
∣∣∣∣ = 0. (3.1)
Proof of Theorem B assuming Proposition 3.2. Let (Y, S) be a finitely generated multi-
plicative topological dynamical system and let R1, . . . , Rd denote the generators of S. We
also assume that (Y, S) is strongly uniquely ergodic, i.e., there exists only one Borel prob-
ability measure ν on Y that pretends to be invariant under S (see Definition 1.10). For
e ∈ [d] define Pe := {p ∈ P : Sp = Re} and let y ∈ Y be fixed. Our goal is to show
lim
N→∞
E
n∈[N ]
g
(
Sny
)
=
∫
g dν (3.2)
for every g ∈ C(X).
Let νN be the Borel probability measure on Y that is uniquely determined by
∫
g dνN =
En∈[N ]g(Sny) for all g ∈ C(Y ). Certainly, (3.2) is equivalent to the assertion that νN → ν
as N →∞. Since (Y, S) is strongly uniquely ergodic, to prove that νN → ν it suffices to
show that any limit point of {νN : N ∈ N} pretends to be invariant under S, or in other
words, any limit point of {νN : N ∈ N} is invariant under Re for all e ∈ [d] for which∑
p∈Pe
1/p =∞. This, in turn, follows from
lim
N→∞
∣∣∣∣ En∈[N ] g(Sny) − En∈[N ] g(ReSny)
∣∣∣∣ = 0. (3.3)
It remains to verify (3.3). Fix ε ∈ (0, 1) and e ∈ [d] for which
∑
p∈Pe
1/p = ∞.
Applying Proposition 2.1 once with a(n) = g(Sny) and once with a(n) = g(ReSny), we
obtain
lim sup
N→∞
∣∣∣∣ En∈[N ] g(Sny) − Elogp∈B En∈[N/p] g(ReSny)
∣∣∣∣ 6
(
Elog
m∈B
Elog
n∈B
Φ(m,n)
)1/2
,
and
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(ReSny) − E
log
p∈B
E
n∈[N/p]
g(R2eSny)
∣∣∣∣ 6
(
Elog
m∈B
Elog
n∈B
Φ(m,n)
)1/2
.
In view of Lemma 2.5, if s is sufficiently large and B := Pe ∩ [s], then
lim sup
N→∞
∣∣∣∣ En∈[N ] g(Sny) − Elogp∈B En∈[N/p] g(ReSny)
∣∣∣∣ 6 ε, (3.4)
lim sup
N→∞
∣∣∣∣ En∈[N ] g(ReSny) − Elogp∈B En∈[N/p] g(R2eSny)
∣∣∣∣ 6 ε. (3.5)
From Proposition 3.2 we get
lim
N→∞
∣∣∣∣ En∈[N/p] g(R2eSny) − En∈[N/p] g(ReSny)
∣∣∣∣ = 0. (3.6)
Putting together (3.6) with (3.4) and (3.5) gives
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(Sny) − E
n∈[N ]
g(ReSny)
∣∣∣∣ 6 2ε.
Since ε can be made arbitrarily small, we get (3.3).
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3.3. Proof of Proposition 3.2
Let us say A ⊂ N is a DSR (Divergent Sum of Reciprocals) set if
∑
n∈A
1
n
= ∞.
Note that DSR sets are partition regular, meaning that whenever one is partitioned into
finitely many pieces, at least one of the pieces is itself DSR.
Suppose we are given a finite partition of N, i.e. N = I1 ∪ . . .∪ Id. We define a relation
∼ on the set [d] of indices of this partition via
e ∼ e′ ⇐⇒
at least one of the sets Ie ∩ Ie′ , Ie ∩ (Ie′ − 1),
or Ie ∩ (Ie′ + 1) is a DSR set.
(3.7)
The relation ∼ is reflexive and symmetric, but it might not be transitive. Its transitive
closure is the relation ≈ defined as
e ≈ e′ ⇐⇒
there exist r ∈ [d] and e1, . . . , er ∈ [d] such that e1 = e,
er = e
′, and ei ∼ ei+1 for all i ∈ [r − 1].
(3.8)
It is not hard to see that ≈ is an equivalence relation on [d].
The next lemma generalizes Lemma 2.2 and is important for our proof of Proposi-
tion 3.2. Recall that Φ(m,n) = gcd(m,n)− 1.
Lemma 3.3. Let ε ∈ (0, 1) and ρ ∈ (1, 1 + ε]. Let (Y, S) be a finitely generated mul-
tiplicative topological dynamical system and let R1, . . . , Rd denote the generators of S.
Define, for all e ∈ [d],
Pe := {p ∈ P : Sp = Re} and Ie :=
{
j ∈ N :
∣∣Pe ∩ [ρj, ρj+1)∣∣ > 1
d
∣∣P ∩ [ρj, ρj+1)∣∣} .
(i) For every e1 ∈ [d] with
∑
p∈Pe1
1/p = ∞ there exists e2 ∈ [d] for which Ie2 is a
DSR set, and there exist finite and non-empty sets B1, B2 ⊂ N with the following
properties:
(i-a) B1 ⊂ Pe1 and B2 ⊂ Pe2 ;
(i-b) |B1 ∩ [ρ
j, ρj+1)| = |B2 ∩ [ρ
j , ρj+1)| for all j ∈ N;
(i-c) Elogm∈B1E
log
n∈B1
Φ(m,n) 6 ε and Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε.
(ii) For all e1, e2 ∈ [d] with e1 ∼ e2 there exist i ∈ {−1, 0, 1} and B1, B2 ⊂ N with the
following properties:
(ii-a) B1 ⊂ Pe1 and B2 ⊂ Pe2 ;
(ii-b) |B1 ∩ [ρ
j , ρj+1)| = |B2 ∩ [ρ
j+i, ρj+i+1)| for all j ∈ N;
(ii-c) Elogm∈B1E
log
n∈B1
Φ(m,n) 6 ε and Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε.
(iii) For every e1 ∈ [d] for which Ie1 is DSR there exist e2 ∈ [d] with e1 ≈ e2, i ∈ {0, 1},
and finite and non-empty sets B1, B2 ⊂ N with the following properties:
(iii-a) B1 ⊂ {pq : p, q ∈ Pe1} and B2 ⊂ Pe2 ;
(iii-b) |B1 ∩ [ρ
j+i, ρj+i+1)| = |B2 ∩ [ρ
j , ρj+1)| for all j ∈ N;
(iii-c) Elogm∈B1E
log
n∈B1
Φ(m,n) 6 ε and Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε.
25
Proof of Lemma 3.3, part (i). Fix e1 ∈ [d] with
∑
p∈Pe1
1/p =∞. Let J denote the set of
all j ∈ N for which Pe1 ∩ [ρ
j , ρj+1) 6= ∅. Since N =
⋃
e∈[d] Ie, for every j ∈ J there exists
e(j) ∈ [d] such that j ∈ Ie(j) . Define, for e ∈ [d], the set
Qe :=
⋃
j∈J
e(j)=e
Pe1 ∩
[
ρj , ρj+1
)
. (3.9)
Observe that Q1, . . . , Qd is a partition of Pe1 . Since Pe1 is a DSR set and since DSR sets
are partition regular, there exists e2 ∈ [d] such that Qe2 is DSR.
We claim that Ie2 is a DSR set. By (3.9) we have Qe2 ∩ [ρ
j, ρj+1) = ∅ unless j ∈ Ie2 .
Therefore ∑
p∈Qe2
1
p
=
∑
j∈Ie2
∑
p∈Qe2∩[ρ
j ,ρj+1)
1
p
.
Note that ∑
p∈Qe2∩[ρ
j ,ρj+1)
1
p
6
∑
p∈P∩[ρj,ρj+1)
1
p
6
C
j
for some positive constant C. It follows that
∑
p∈Qe2
1
p
6 C
∑
j∈Ie2
1
j
.
Since Qe2 is DSR, this proves that Ie2 is also DSR.
Next, for every j ∈ N let B1,j be a subset of Qe2 ∩ [ρ
j , ρj+1) of size min{|Qe2 ∩
[ρj , ρj+1)|, |Pe2 ∩ [ρ
j , ρj+1)|} and let B2,j be a subset of Pe2 ∩ [ρ
j , ρj+1) of size min{|Qe2 ∩
[ρj , ρj+1)|, |Pe2∩[ρ
j, ρj+1)|}. Since bothQe2 and Pe2 are DSR sets, it follows that
⋃
j∈NB1,j
and
⋃
j∈NB2,j are DSR. Therefore, there exists s ∈ N such that the sets B1 :=
⋃
j∈[s]B1,j
and B2 :=
⋃
j∈[s]B2,j have the properties
∑
m∈B1
1
m
>
1
ε
and
∑
m∈B2
1
m
>
1
ε
.
Therefore, in light of Lemma 2.5, the sets B1 and B2 satisfy (i-c). Since B1 ⊂ Qe2 ⊂
Pe1 and B2 ⊂ Pe2 , we see that B1 and B2 also satisfy (i-a). Finally, by construction,
|B1 ∩ [ρ
j, ρj+1)| = |B2 ∩ [ρ
j , ρj+1)| for all j ∈ N, which implies (i-b).
Proof of Lemma 3.3, part (ii). Let e1, e2 ∈ [d] with e1 ∼ e2. This means that there exists
i ∈ {−1, 0, 1} such that Ie1 ∩ (Ie2 − i) is a DSR set. Let us now show how to construct
sets B1 and B2 satisfying (ii-a), (ii-b), and (ii-c). For every j ∈ N define
rj := min{|Pe1 ∩ [ρ
j, ρj+1)|, |Pe2 ∩ [ρ
j+i, ρj+i+1)|}.
Note that for every j ∈ Ie1 ∩ (Ie2 − i) we have
rj > min
{
1
d
∣∣P ∩ [ρj, ρj+1)∣∣, 1
d
∣∣P ∩ [ρj+i, ρj+i+1)∣∣} . (3.10)
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For every j ∈ N, let B1,j be a subset of Pe1 ∩ [ρ
j , ρj+1) of size rj and let B2,j be a subset
of Pe2 ∩ [ρ
j+i, ρj+i+1) also of size rj. We have∑
j∈N
∑
p∈B1,j
1
p
>
∑
j∈N
∑
p∈B1,j
1
ρj
>
∑
j∈N
rj
ρj
By (3.10) and the Prime Number Theorem we have that rj > C
ρj
j for all j ∈ Ie1 ∩ (Ie2− i)
and some constant C > 0. This, combined with the fact that Ie1 ∩ (Ie2 − i) is DSR,
proves that the set
⋃
i∈NB1,i is DSR. An analugous argument shows that
⋃
i∈NB2,j is
DSR. Therefore, there exists s ∈ N such that B1 :=
⋃
j∈[s]B1,j and B2 :=
⋃
j∈[s]B2,j have
the properties ∑
m∈B1
1
m
>
1
ε
and
∑
m∈B2
1
m
>
1
ε
.
In light of Lemma 2.5, this means that the sets B1 and B2 satisfy (i-c). Moreover, by con-
struction, we have B1 ⊂ Pe1 and B2 ⊂ Pe2 , and also |B1∩ [ρ
j , ρj+1)| = |B2∩ [ρ
j+i, ρj+i+1)|
for all j ∈ N. Therefore, B1 and B2 also satisfy (i-a) and (i-b).
For the proof of part (iii) of Lemma 3.3 we need another lemma.
Lemma 3.4. Suppose N = I1 ∪ . . . ∪ Id is a partition of N and fix e ∈ [d] for which Ie is
a DSR set. Let C(e) := {e′ ∈ [d] : e′ ≈ e} denote the ≈-equivalence class of an element
e ∈ [d] and define
I :=
⋃
e′∈C(e)
Ie′ .
Then for every ℓ ∈ N the set {n ∈ I : n+ ℓ /∈ I} is not a DSR set.
Proof. We will show that {n ∈ I : n+1 /∈ I} is not DSR; from this the claim follows for 1
replaced by arbitrary ℓ ∈ N. By way of contradiction, assume the set {n ∈ I : n+1 /∈ I} is
a DSR set. Since N\I ⊂
⋃
e′ /∈C(e) Ie′ , it follows from the partition regularity that for some
e′ /∈ C(e) the set {n ∈ I : n + 1 ∈ Ie′} is DSR. But this implies e
′ ≈ e, which contradicts
e′ /∈ C(e).
Proof of Lemma 3.3, part (iii). Fix e1 ∈ [d] for which Ie1 is a DSR set. Since Ie1 is DSR
and |Pe1 ∩ [ρ
j , ρj+1)| > 1/d |P ∩ [ρj , ρj+1)| for all j ∈ Ie1 , we have that∑
p∈Pe1
1
p
= ∞.
Pick s ∈ N sufficiently large such that
∑
p∈Pe1
p<ρs+1
1
p
>
12d2
ε
. (3.11)
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Define I :=
⋃
e∈C(e1)
Ie and consider the set I
′ := {n ∈ I : n+1 ∈ I, n+2 ∈ I, . . . , n+s ∈
I}. In view of Lemma 3.4, the set
I\I ′ =
⋃
ℓ∈[s]
{n ∈ I : n+ ℓ /∈ I}
is not a DSR set. In particular, this means Ie1\I
′ is not DSR, because Ie1 ⊂ I. It follows
that E := Ie1 ∩ I
′ must be a DSR set.
By definition, every element n ∈ E has the property that for all l ∈ [s] the number
n + l belongs to Ie for some e in the equivalence class of e1. In other words, if we define
the set Kn,e ⊂ [s] via
l ∈ Kn,e ⇐⇒ n+ l ∈ Ie,
then, as e runs through C(e1), the sets Kn,e exhaust [s], i.e.,
[s] =
⋃
e∈C(e1)
Kn,e, for all n ∈ E.
This allows us to write ∑
p∈Pe1
p<ρs+1
1
p
=
∑
e∈C(e1)
∑
l∈Kn,e
∑
p∈Pe1∩[ρ
l,ρl+1)
1
p
.
Note that C(e1) contains at most d-many elements. Therefore, by the pigeonhole principle,
it follows from (3.11) that for some e(n) ∈ C(e1) we have∑
l∈K
n,e(n)
∑
p∈Pe1∩[ρ
l,ρl+1)
1
p
>
12d
ε
. (3.12)
In summary, we have found for every n ∈ E an element e(n) ∈ C(e1) and a subset Kn,e(n) ⊂
[s] such that n + l ∈ Ie(n) for every l ∈ Kn,e(n) and (3.12) holds. There are only finitely
many choices for both e(n) and Kn,e(n) . Therefore there exists e2 ∈ C(e1), K ⊂ [s], and
E′ ⊂ E such that E′ is still a DSR set and e(n) = e and Kn,e(n) = K for all n ∈ E
′.
From (3.12) it follows that
∑
l∈K
∑
p∈Pe1∩[ρ
l,ρl+1)
1
p
>
12d
ε
.
We can write the left hand side of the above inequality as
∑
l∈K
∑
p∈Pe1∩[ρ
l,ρl+1)
1
p
=
∑
i∈{0,1,...,4d−1}
∑
l∈K
∑
p∈Pe1∩[ρ
l+i/(4d),ρl+(i+1)/(4d))
1
p
.
It follows that there exists i1 ∈ {0, 1, . . . , 4d− 1} such that∑
l∈K
∑
p∈Pe1∩[ρ
l+i1/(4d),ρl+(i+1)/(4d))
1
p
>
3
ε
.
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Define P ′ :=
⋃
l∈K Pe1 ∩ [ρ
l+i1/(4d), ρl+(i1+1)/(4d)). Then P ′ ⊂ Pe1 and∑
p∈P ′
1
p
>
3
ε
. (3.13)
Next, observe that j + l ∈ Ie2 for all j ∈ E
′ and l ∈ K. Since E′ ⊂ Ie1 , we have
|Pe1 ∩ [ρ
j , ρj+1)| > 1/d |P ∩ [ρj, ρj+1)| for all j ∈ E′. Moreover, by the Prime Number
Theorem, for all but finitely many j ∈ E′ we have
∣∣Pe1 ∩ [ρj+i/(4d), ρj+(i+1)/(4d))∣∣ 6 12d ∣∣P ∩ [ρj , ρj+1)∣∣.
Therefore, for all but finitely many j ∈ E′, if we split the set Pe1 ∩ [ρ
j , ρj+1) into 4d many
pieces,
Pe1 ∩
[
ρj, ρj+1
)
=
⋃
i∈{0,1,...,4d−1}
Pe1 ∩
[
ρj+i/(4d), ρj+(i+1)/(4d)
)
,
then at least two of the pieces will have size at least 18d |P ∩ [ρ
j , ρj+1)|, that is, there exist
uj , vj ∈ {0, 1, . . . , 4d− 1} such that
∣∣Pe1 ∩ [ρj+uj/(4d), ρj+(uj+1)/(4d))∣∣ > 18d ∣∣P ∩ [ρj , ρj+1)∣∣
and ∣∣Pe1 ∩ [ρj+vj/(4d), ρj+(vj+1)/(4d))∣∣ > 18d ∣∣P ∩ [ρj , ρj+1)∣∣.
Since there are only finitely many choices for uj and vj, we can pass to a subset E
′′ ⊂ E′
which is still DSR and such that vj = v and uj = u for all j ∈ E
′′, where u, v ∈
{0, 1, . . . , 4d−1} are fixed. By further refining E′′ if necessary, we can also assume without
loss of generality that E′′ intersects any interval of length s in at most one point and,
additionally,
∣∣P ∩ [ρj+l, ρj+l+1)∣∣ > 1
8
∣∣P ∩ [ρj , ρj+1)∣∣, ∀l ∈ K, ∀j ∈ E′′. (3.14)
Since u and v are distinct, we either have u + i1 6= 4d − 1 or v + i1 6= 4d − 1. If the
former holds, then define i2 := u, otherwise define i2 := v. Either way, we have∣∣Pe1 ∩ [ρj+i2/(4d), ρj+(i2+1)/(4d))∣∣ > 18d ∣∣P ∩ [ρj , ρj+1)∣∣
for all j ∈ E′′. This allows us to find Qj ⊂ Pe1 ∩ [ρ
j+i2/(4d), ρj+(i2+1)/(4d)) of size∣∣P ∩ [ρj, ρj+1)∣∣
16d|P ′|
6 |Qj | 6
∣∣P ∩ [ρj , ρj+1)∣∣
8d|P ′|
. (3.15)
Since E′′ is a DSR set, it follows from (3.15), combined with he prime number theorem,
that the set
⋃
j∈E′′ Qj is DSR. This implies that there exists t ∈ N such that the set
P ′′ :=
⋃
j∈E′′∩[t]Qj satisfies ∑
p∈P ′′
1
p
>
3
ε
. (3.16)
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Define i := ⌊(i1 + i2)/4d⌋. It is straightforward to calculate that
P ′ · P ′′ ⊂
⋃
j∈E′′
⋃
l∈K
[
ρj+l+(i1+i2)/(4d), ρj+l+(i1+i2+2)/(4d)
)
.
Since i1+ i2 6= 4d−1, we either have (i1+ i2+2)/(4d) 6 1 or (i1+ i2)/(4d) > 1. Therefore[
ρj+l+(i1+i2)/(4d), ρj+l+(i1+i2+2)/(4d)
)
⊂
[
ρj+l+i, ρj+l+i+1
)
,
which implies
P ′ · P ′′ ⊂
⋃
j∈E′′
⋃
l∈K
[
ρj+l+i, ρj+l+i+1
)
.
Moreover, since E′′ intersects all shifts of K in at most one point, we have
(P ′ · P ′′) ∩
[
ρj+l+i, ρj+l+i+1
)
= Qj ·
(
Pe1 ∩
[
ρl+i1/(4d), ρl+(i1+1)/(4d)
))
. (3.17)
We are now ready to construct the sets B1 and B2 satisfying (iii-a), (iii-b), and
(iii-c). Take B1 := P
′ · P ′′. Since P ′ ⊂ Pe1 and P
′′ ⊂ Pe1 , we have that B1 ⊂ {pq :
p, q ∈ Pe1}. Moreover, using Lemma 2.6 together with (3.13) and (3.16) proves that
E
log
m∈B1
E
log
n∈B1
Φ(m,n) 6 ε.
Next, note that from (3.14), (3.15), and (3.17) it follows that for every j ∈ E′′ ∩ [t]
and every l ∈ K we have
B1 ∩
[
ρj+l+i, ρj+l+i+1
)
6
1
d
∣∣P ∩ [ρj+l, ρj+l+1)∣∣.
Moreover, since j + l ∈ Ie2 , we have
Pe2 ∩
[
ρj+l, ρj+l+1
)
>
1
d
∣∣P ∩ [ρj+l, ρj+l+1)∣∣.
Therefore, for all j ∈ E′′ ∩ [t] and l ∈ K, we can find P2,j,l ⊂ Pe2 ∩
[
ρj+l, ρj+l+1
)
with
|P2,j,l| =
∣∣B1 ∩ [ρj+l+i, ρj+l+i+1)∣∣.
Define P2 :=
⋃
j∈E′′∩[t]
⋃
l∈K P2,j,l. Then B2 ⊂ Pe2 and also |B1 ∩ [ρ
j , ρj+1)| = |B2 ∩
[ρj+i, ρj+i+1)| for all j ∈ N. Moreover, using |B1 ∩ [ρ
j , ρj+1)| = |B2 ∩ [ρ
j+i, ρj+i+1)|, we
see that
∑
m∈B2
1
m
>
1
ρ
∑
m∈B1
1
m
=
1
ρ

∑
p∈P ′
1
p



∑
q∈P ′′
1
q

 > 9
ρε2
>
1
ε
.
In light of Lemma 2.5, this shows that Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε. This finishes the proof
that B1 and B2 satisfy (iii-a), (iii-b), and (iii-c).
Here is another lemma which we use in our proof of Proposition 3.2.
Lemma 3.5. Fix ε ∈ (0, 1) and ρ ∈ (1, 1 + ε] and i ∈ {−1, 0, 1}. Let (Y, S) be a
finitely generated multiplicative topological dynamical system, let R1, . . . , Rd denote the
generators of S, and define Nke := {n ∈ N : Sn = R
k
e}. Suppose there exist k1, k2 ∈ {1, 2},
e1, e2 ∈ [d], and finite and non-empty sets B1, B2 ⊂ N such that
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(a) B1 ⊂ N
k1
e1 and B2 ⊂ N
k2
e2 ;
(b) |B1 ∩ [ρ
j , ρj+1)| = |B2 ∩ [ρ
j+i, ρj+i+1)| for all j ∈ N;
(c) Elogm∈B1E
log
n∈B1
Φ(m,n) 6 ε and Elogm∈B2E
log
n∈B2
Φ(m,n) 6 ε.
Then for every y ∈ Y and every g ∈ C(Y ) with supy∈Y |g(y)| 6 1 we have
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(Rk1e1Sny) − E
n∈[N ]
g(Rk2e2Sny)
∣∣∣∣ 6 8ε1/2.
For the proof of Lemma 3.5 we need a variant of Lemma 2.3.
Lemma 3.6. Fix ε ∈ (0, 1), ρ ∈ (1, 1 + ε], and i ∈ {−1, 0, 1}. Let B1 and B2 be finite
non-empty subsets of N with the property that |B1 ∩ [ρ
j , ρj+1)| = |B2 ∩ [ρ
j+i, ρj+i+1)| for
all j ∈ N ∪ {0}. Then for any a : N→ C with |a| 6 1 we have∣∣∣∣Elogp∈B1 En∈[N/p] a(n) − Elogq∈B2 En∈[N/q] a(n)
∣∣∣∣ 6 6ε.
The proof of Lemma 3.6 is analogous to the proof of Lemma 2.3 and therefore omitted.
Proof of Lemma 3.5. First, in light of Proposition 2.1, it follows from assumption (c) that
lim sup
N→∞
∣∣∣∣ En∈[N ] g(Rk2e2Sny) − Elogp∈B1 En∈[N/p] g(Rk2e2Spny)
∣∣∣∣ 6 ε1/2,
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(Rk1e1Sny) − E
log
q∈B2
E
n∈[N/q]
g(Rk1e1Sqny)
∣∣∣∣ 6 ε1/2.
Note that g(Rk2e2Spny) = g(R
k1
e1Sqny) = g(R
k1
e1R
k2
e2Sny) for all n ∈ N, p ∈ B1, and q ∈ B2,
because B1 ⊂ N
k1
e1 and B2 ⊂ N
k2
e2 . Therefore
lim sup
N→∞
∣∣∣∣ En∈[N ] g(Rk2e2Sny) − Elogp∈B1 En∈[N/p] g(Rk1e1Rk2e2Sny)
∣∣∣∣ 6 ε1/2
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(Rk1e1Sny) − E
log
q∈B2
E
n∈[N/q]
g(Rk1e1R
k2
e2Sny)
∣∣∣∣ 6 ε1/2.
The claim now follows from Lemma 3.6.
Proof of Proposition 3.2. Let ε ∈ (0, 1) and ρ ∈ (1, 1 + ε] be arbitrary and define Nke :=
{n ∈ N : Sn = R
k
e}, Pe := {p ∈ P : Sp = Re}, and
Ie :=
{
j ∈ N :
∣∣Pe ∩ [ρj , ρj+1)∣∣ > 1
d
∣∣P ∩ [ρj , ρj+1)∣∣} .
Take e ∈ [d] such that
∑
p∈Pe
1/p =∞. Combining part (i) of Lemma 3.3 with Lemma 3.5
we can find e′ ∈ [d] such that Ie′ is DSR and
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(ReSny) − E
n∈[N ]
g(Re′Sny)
∣∣∣∣ 6 8ε1/2 (3.18)
uniformly over all y ∈ Y and g ∈ C(Y ) with supy∈Y |g(y)| 6 1. Since (3.18) holds uniformly
over all g ∈ C(Y ) with supy∈Y |g(y)| 6 1, we can replace g with g ◦ Re and g ◦ Re′ and
deduce that
lim sup
N→∞
∣∣∣∣ En∈[N ] g(R2eSny) − En∈[N ] g(R2e′Sny)
∣∣∣∣ 6 16ε1/2. (3.19)
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Next, from part (iii) of Lemma 3.3 and Lemma 3.5, we know there exists e′′ ∈ [d] with
e′ ≈ e′′ such that
lim sup
N→∞
∣∣∣∣ E
n∈[N ]
g(R2e′Sny) − E
n∈[N ]
g(Re′′Sny)
∣∣∣∣ 6 8ε1/2. (3.20)
Since e′ ≈ e′′, there exist r ∈ [d] and e1, . . . , er ∈ [d] such that e
′ = e1, e
′′ = er, and
ei ∼ ei+1 for all i ∈ [r − 1]. It then follows from part (ii) of Lemma 3.3 and Lemma 3.5
that for all i ∈ [r − 1],
lim sup
N→∞
∣∣∣∣ En∈[N ] g(ReiSny) − En∈[N ] g(Rei+1Sny)
∣∣∣∣ 6 8ε1/2. (3.21)
Using (3.21) and the fact that e1 = e
′ and er = e
′′ we obtain
lim sup
N→∞
∣∣∣∣ En∈[N ] g(Re′Sny) − En∈[N ] g(Re′′Sny)
∣∣∣∣ 6 8(r − 1)ε1/2. (3.22)
From (3.20) and (3.22) it now follows that
lim sup
N→∞
∣∣∣∣ En∈[N ] g(R2e′Sny) − En∈[N ] g(Re′Sny)
∣∣∣∣ 6 8rε1/2. (3.23)
Finally, combining (3.23) with (3.18) and (3.19) we get
lim sup
N→∞
∣∣∣∣ En∈[N ] g(R2eSny) − En∈[N ] g(ReSny)
∣∣∣∣ 6 8(r + 3)ε1/2.
Since ε was arbitrary, this proves (3.1).
4. Applications of Theorems A and B
The purpose of this section is to give proofs of Corollaries 1.2, 1.3, 1.4, 1.5, 1.6, and 1.11.
Proof of Corollary 1.2. Let Q(t) = ckt
k+ . . . c1t+c0 be a real polynomial and assume that
at least one of the coefficients c1, . . . , ck is irrational. Following Furstenberg’s method (see
[Fur81, pp. 68 – 69]) one can write, for every h ∈ Z, the sequence e(hQ(n)), n ∈ N, in the
form f(T nx), n ∈ N, using the unipotent affine transformation T : Tk → Tk defined by
T (x1, . . . , xk) = (x1 + ck, x2 + x1, x3 + x2, . . . , xk + xk−1), ∀(x1, . . . , xk) ∈ T
k.
Indeed, define pk(t) = Q(t) and, for i = k − 1, . . . , 1, define inductively the polynomial pi
as
pi(t) := pi+1(t+ 1)− pi+1(t).
Also, let x denote the point (p1(0), . . . , pk(0)) in T
k. One can verify that the orbit of the
point x under T is the sequence (p1(n), . . . , pk(n)). In particular, if h ∈ Z and f : T
k → C
denotes the function f(x1, . . . , xk) = e(hxk), then we have
f(T nx) = e(hQ(n)), n ∈ N,
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as well as
f(TΩ(n)x) = e(hQ(Ω(n))), n ∈ N.
Next, let X be the orbit closure of x under T . Since (X,T ) is a transitive system, it is
also uniquely ergodic, because all transitive unipotent affine transformations are uniquely
ergodic (one way of seeing this is to note that any unipotent affine transformation is a nil-
translation and for niltranslations this is a well established fact, see Proposition 5.1 below).
Since one of the coefficients c1, . . . , ck is irrational, we have limN→∞ En∈[N ]e(hQ(n)) = 0
as long as h is non-zero. This implies that the integral of f with respect to the unique
T -invariant Borel probability measure on X equals 0. Therefore, by Theorem A, we have
lim
N→∞
E
n∈[N ]
f(TΩ(n)x) = lim
N→∞
E
n∈[N ]
e(hQ(Ω(n))) = 0
for every non-zero h ∈ Z. By Weyl’s equidistribution criterion, this implies that Q(Ω(n)),
n ∈ N, is uniformly distributed mod 1.
Proof of Corollary 1.3. Let Q : N→ R be a generalized polynomial. By Weyl’s equidistri-
bution criterion, to prove the equivalence between the uniform distribution mod 1 of the
sequences Q(n) and Q(Ω(n)), it suffices to show that for every h ∈ Z we have
lim
N→∞
E
n∈[N ]
e(hQ(n)) = lim
N→∞
E
n∈[N ]
e(hQ(Ω(n))). (4.1)
Let h ∈ Z be arbitrary. According to [BL07, Theorem] there exists a nilmanifold X =
G/Γ, a niltranslation T : X → X, a point x ∈ X, and a Riemann integrable function
F˜ : X → [0, 1) such that
{Q(n)} = F˜ (T nx), ∀n ∈ N,
where {Q(n)} is the fractional part ofQ(n). By replacing, if needed,X with {T nx : n ∈ Z},
we can assume without loss of generality that the orbit of x under T is dense in X. In this
case the nilsystem (X,T ) is known to be uniquely ergodic (see Proposition 5.1 below).
Now define the function F : X → C as F (y) = e(hF˜ (y)) for all y ∈ X. This allows us
to rewrite (4.1) as
lim
N→∞
E
n∈[N ]
F (T nx) = lim
N→∞
E
n∈[N ]
F (TΩ(n)x). (4.2)
Since (X,T ) is uniquely ergodic, it follows from Theorem A that (4.2) holds when F is
replaced by any continuous function. But if it holds for all continuous functions, then it
also holds for Riemann integrable fucntions. Since F is Riemann integrable, we conclude
that (4.2) is true.
Proof of Corollary 1.4. Fix q > 2 and let m ∈ N with gcd(q − 1,m) = 1. Consider the
sequence
xn := e(csq(n)),
where sq denotes the sum of digits of n in base q and c ∈ R. We can view x = (xn) as
an element in the space DN, where D := {z ∈ C : |z| 6 1}. Let T be the left-shift on DN,
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i.e., T is the map that takes a sequence (yn)n∈N to the sequence (yn+1)n∈N. Let X ⊂ D
N
denote the orbit closure of x under the transformation T ,
X = {T nx : n ∈ N ∪ {0}}.
Then (X,T ) is an additive topological dynamical system. It is known (cf. [Que10, p. 122])
that if c(q − 1) is not an integer, then (X,T ) is uniquely ergodic. Therefore, in light of
Theorem A, we have for any f ∈ C(X),
lim
N→∞
E
n∈[N ]
f(TΩ(n)x) = lim
N→∞
E
n∈[N ]
f(T nx). (4.3)
Note that if f : DN → D is the function that maps a sequence (yn) in D
N onto its first
coordinate y1, then
f(T nx) = e(csq(n)), and f(T
Ω(n)x) = e(csq(Ω(n))).
Therefore (4.3) implies
lim
N→∞
E
n∈[N ]
e(csq(Ω(n))) = lim
N→∞
E
n∈[N ]
e(csq(n))
for all c with c(q − 1) /∈ Z. In particular, if we take c = rm for some r ∈ {1, . . . ,m − 1},
then
lim
N→∞
E
n∈[N ]
e
( r
m
sq(Ω(n))
)
= lim
N→∞
E
n∈[N ]
e
( r
m
sq(n)
)
. (4.4)
As we have mentioned in Subsection 1.1, Gelfond [Gel68] showed that if m and q − 1
are coprime then for all r ∈ {0, 1, . . . ,m− 1} the set of n for which sq(n) ≡ r mod m has
asymptotic density 1/m. This is equivalent to
lim
N→∞
E
n∈[N ]
e
( r
m
sq(n)
)
= 0, ∀r ∈ {1, . . . ,m− 1}.
By (4.4), this implies
lim
N→∞
E
n∈[N ]
e
( r
m
sq(Ω(n))
)
= 0, ∀r ∈ {1, . . . ,m− 1},
which shows that set of n for which sq(Ω(n)) ≡ r mod m has asymptotic density 1/m.
Proof of Corollary 1.5. Let (X,T ) be a uniquely ergodic additive topological dynamical
system and let µ denote the corresponding unique T -invariant Borel probability measure
on X. Our goal is to prove
lim
N→∞
1
N
∑
16n6N
n squarefree
f
(
TΩ(n)x
)
=
6
π2
(∫
f dµ
)
(4.5)
for all f ∈ C(X) and x ∈ X. Let 1-free(n) denote the indicator function of the set of
squarefree numbers. Then (4.5) can be rewritten as
lim
N→∞
E
n∈[N ]
1-free(n) f
(
TΩ(n)x
)
=
6
π2
(∫
f dµ
)
. (4.6)
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To prove (4.6), we utilize the fact that
∑
d2|nµ(d) = 1-free(n), which implies
1-free(n) f
(
TΩ(n)x
)
=
∑
d2|n
µ(d)f
(
TΩ(n)x
)
=
∑
d
1d2|nµ(d)f
(
TΩ(n)x
)
.
Therefore, and since En∈[N ]1d2|n f(T
Ω(n)x) = 1d2En∈[N/d2]f(T
Ω(d2n)x)+oN→∞(1), we have
lim
N→∞
E
n∈[N ]
1-free(n) f
(
TΩ(n)x
)
=
D∑
d=1
µ(d)
d2
(
lim
N→∞
E
n∈[N/d2]
f
(
TΩ(d
2n)x
))
+ oD→∞(1).
By Theorem A, we have
lim
N→∞
E
n∈[N/d]
f
(
TΩ(d
2n)x
)
=
∫
f dµ
for all d ∈ N, which leaves us with
lim
N→∞
E
n∈[N ]
1-free(n) f
(
TΩ(n)x
)
=
D∑
d=1
µ(d)
d2
(∫
f dµ
)
+ oD→∞(1).
Since
∑
d µ(d)/d
2 = 6/π2, this proves (4.6).
Proof of Corollary 1.6. We want to show
lim
N→∞
E
n∈[N ]
f
(
Tω(n)x
)
=
∫
f dµ. (4.7)
Let 1(n) denote the function that equals 1 if n is a perfect square, and 0 otherwise. Since
f
(
Tω(n)x
)
=
∑
d|n
1-free
(
n
d
)
1(d)f
(
TΩ
(
n
d
)
x
)
,
we have
lim
N→∞
E
n∈[N ]
f
(
Tω(n)x
)
=
D∑
d=1
1
d2
(
lim
N→∞
E
n∈[N/d2]
1-free(n)f
(
TΩ(n)x
))
+ oD→∞(1).
By (4.6) we have
lim
N→∞
E
n∈[N/d2]
1-free(n)f
(
TΩ(n)x
)
=
6
π2
(∫
f dµ
)
,
and hence
lim
N→∞
E
n∈[N ]
f
(
Tω(n)x
)
=
6
π2
(
D∑
d=1
1
d2
)(∫
f dµ
)
+ oD→∞(1).
Using
∑
d 1/d
2 = π2/6, (4.7) now follows.
Proof of Corollary 1.11. Let a : N→ N ∪ {0} be a completely additive function such that
{a(p) : p ∈ P} is finite and set P0 := {p ∈ P : a(p) 6= 0}. Suppose
∑
p∈P0
1/p = ∞
and assume (X,µ, T a(p)) is uniquely ergodic for all p ∈ P0. Let us write for short T
a :=
(T a(n))n∈N. Then (X,T
a) is a multiplicative topological dynamical system. Since {a(p) :
p ∈ P} is finite, the system (X,T a) is finitely generated. Moreover, since (X,µ, T a(p)) is
uniquely ergodic for all p ∈ P0 and
∑
p∈P0
1/p =∞, we conclude that (X,T a) is strongly
uniquely ergodic. Therefore, we can apply Theorem B to the system (X,T a) and (1.10)
follows.
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5. Disjointness of additive and multiplicative semigroup
actions
In this section we prove Theorem C (in Subsection 5.1), Theorem D (in Subsection 5.2),
and Corollaries 1.16, 1.17, 1.18, and 1.19 (in Subsection 5.3).
5.1. Nilsystems, nilsequences, and a proof of Theorem C
Let G be a Lie group with identity 1G. The lower central series of G is the sequence
G = G1 D G2 D G3 D . . . D {1G}
where Gi+1 := [Gi, G] is defined as the subgroup of G generated by all commutators
aba−1b−1 with a ∈ Gi and b ∈ G. If Gs+1 = {1G} for some finite s ∈ N then G is called
(s-step) nilpotent. Each Gi is a closed and normal subgroup of G (cf. [Lei05, Section
2.11]).
Given a (s-step) nilpotent Lie group G and a uniform16 and discrete subgroup Γ of
G, the quotient space X := G/Γ is called a (s-step) nilmanifold. The group G acts
continuously and transitively on X via left-multiplication, i.e., for any x ∈ X and a ∈ G
we have a · x = (ab)Γ where b is any element of G such that x = bΓ. Any map T : X → X
of the from T (x) = g · x, x ∈ X, where g is a fixed element of G, is called a niltranslation.
The pair (X,T ) is an additive topological dynamical system called a nilsystem. Any
nilmanifold X = G/Γ possesses a unique G-invariant probability measure µ called the
Haar measure on X (see [Rag72, Lemma 1.4]).
Let us state some classical results regarding the dynamics of niltranslation.
Proposition 5.1 (see [AGH63; Par69] in the case of connected G and [Lei05] in the
general case). Suppose (X,T ) is a nilsystem and µ is the Haar measure on X. Then the
following are equivalent:
(i) (X,T ) is transitive17;
(ii) (X,µ, T ) is uniquely ergodic;
Moreover, the following are equivalent:
(iii) X is connected and (X,µ, T ) is uniquely ergodic.
(iv) (X,µ, T ) is totally uniquely ergodic18.
We will also make use of vertical characters: Let G = G1 D G2 D . . . D Gs D {1G} be
the lower central series of G. A function f ∈ C(X) is called a vertical character if there
exists a continuous group homomorphism χ : Gs → {z ∈ C : |z| = 1} satisfying χ(γ) = 1
for all γ ∈ Gs ∩ Γ and such that f(tx) = χ(t)f(x) for all t ∈ Gs and x ∈ X.
For the proof of Theorem C we will make use of the following number-theoretic or-
thogonality criterion.
16A closed subgroup Γ of G is called uniform if G/Γ is compact or, equivalently, if there exists a compact
set K such that KΓ = G.
17An additive topological dynamical system (X,T ) is called transitive if there exists at least one point
with a dense orbit.
18An additive topological dynamical system (X,µ, T ) is called totally uniquely ergodic if (X,µ, Tm) is
uniquely ergodic for every m ∈ N
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Proposition 5.2 (see [Ber+19, Proposition 4] and [BSZ13, Theorem 2]; cf. also [Ka´t86;
Dab75]). Let a : N→ C be bounded and P ⊂ P with
∑
p∈P 1/p =∞. If
lim
N→∞
E
n∈[N ]
a(pn) a(qn) = 0
for all p, q ∈ P with p 6= q then
lim
N→∞
E
n∈[N ]
a(n) = 0.
Proof of Theorem C. Let (Y, S) be a finitely generated multiplicative topological dynam-
ical system and let (X,T ) be nilsystem where X = G/Γ for some s-step nilpotent Lie
group G and uniform and discrete subgroup Γ ⊂ G. Our goal is to show that
lim
N→∞
(
E
n∈[N ]
f(T nx)g(Sny)−
(
E
n∈[N ]
f(T nx)
)(
E
n∈[N ]
g(Sny)
))
= 0 (5.1)
for all x ∈ X, f ∈ C(X), y ∈ Y , and g ∈ C(Y ). By replacing X with the orbit closure of
x if necessary, we can assume without loss of generality that the orbit of x is dense in X.
According to Proposition 5.1, this implies that (X,µ, T ) is uniquely ergodic, where µ is
the Haar measure on X.
By assumption, either (X,T ) or (Y, S) is aperiodic. Let us first deal with the case
where (X,T ) is aperiodic. Note that in this case (X,µ, T ) is totally uniquely ergodic
because it is both uniquely ergodic and aperiodic.
We will prove (5.1) by induction on the nilpotency step s. If s is zero then (X,T ) is the
trivial system and (5.1) holds trivially. Let us therefore assume s > 1 and (5.1) has already
been proven for all nilsystems of step s−1. Since functions of the form {g ∈ C(Y ) : |g| = 1}
separate points on Y (for example the function z 7→ e
( dY (z,y)
2dY (x,y)
)
separates the points x and
y, where dY is a metric on Y ), we have by the Stone-Weierstrass theorem that the algebra
of functions generated by {g ∈ C(Y ) : |g| = 1} is uniformly dense in C(Y ). Hence, in order
to prove (5.1), we can assume without loss of generality that |g| = 1. It is also not hard to
show that the class of vertical characters separate points onX and so the algebra generated
by them is uniformly dense in C(X). This allows us to assume that f is a vertical character,
which means there exists a continuous group homomorphism χ : Gs → {z ∈ C : |z| = 1}
satisfying χ(γ) = 1 for all γ ∈ Gs∩Γ such that f(tx) = χ(t)f(x) for all t ∈ Gs and x ∈ X.
If χ is trivial (meaning χ(t) = 1 for all t ∈ Gs) then f is Gs-invariant and can be
viewed as a continuous function on the quotient space X/Gs. Since X/Gs is a (s−1)-step
nilmanifold, it follows from the induction hypothesis that (5.1) holds. Therefore we only
have to deal with the case when χ is non-trivial.
It was shown in [FH17, p. 102] that if T is totally uniquely ergodic and f is a vertical
character with non-trivial vertical frequency χ then for all pairs of distinct primes p and
q one has
lim
N→∞
E
n∈[N ]
f(T pnx)f(T qnx) = 0. (5.2)
Let R1, . . . , Rd denote the generators of S and define Pe := {p ∈ P : Sp = Re} for all
e ∈ [d]. For at least one e ∈ [d] we must have
∑
p∈Pe
1/p =∞. Note that for p, q ∈ Pe,
f(T pnx)g(Spny)f(T qnx)g(Sqny) = f(T
pnx)g(ReSny)f(T qnx)g(ReSny)
= f(T pnx)f(T qnx),
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where we have used g(ReSny)g(SReny) = 1 because |g| = 1. Therefore (5.2) implies
lim
N→∞
E
n∈[N ]
f(T pnx)g(Spny)f(T qnx)g(Sqny) = 0 (5.3)
for all p, q ∈ Pe with p 6= q. In light of Proposition 5.2, we have
lim
N→∞
E
n∈[N ]
f(T nx)g(Sny) = 0.
Since limN→∞ En∈[N ]f(T
nx) = 0 (because f is a vertical character with non-trivial χ and
hence
∫
f dµ = 0), (5.1) follows.
Next, let us deal with the case where (Y, S) is aperiodic. By compactness, any nilman-
ifold has only finitely many connected components, say X0,X1, . . . ,Xm−1. Since T acts
ergodically on X, it cyclically permutes these connected components. In particular, after
a potential reordering of X0,X1, . . . ,Xm−1, we have T
n(Xi) = Xi+n mod m for all n ∈ N.
Let π : G → X denote the natural projection map from G onto X = G/Γ and choose
a ∈ G such that Tx = ax for all x ∈ X. Let G◦ denote the identity component of
G. Then π(G◦) = X0 (cf. [Lei05, Subsection 2.1]). Let 〈G
◦, a〉 denote the smallest Lie
group generated by G◦ and a. Since translation by a acts ergodically on the connected
components, we have π(〈G◦, a〉) = X. Therefore we can assume without loss of generality
that G = 〈G◦, a〉.
Let
G = G1 D G2 D G3 D . . . Gs D Gs+1 = {1G}
be the lower central series of G. If s = 1 then (X,T ) is merely a group rotation, in which
case (5.1) follows from
lim
N→∞
E
n∈[N ]
e(nα)g(Sny) = 0, ∀α ∈ R\Z. (5.4)
Since we have already proved (5.1) for the case where (X,T ) is aperiodic, it follows
that limN→∞ En∈[N ]e(nα)g(Sny) = 0 whenever α is irrational. If α is rational then
limN→∞ En∈[N ]e(nα)g(Sny) = 0 follows directly from the aperiodicity assumption on
(Y, S). Therefore (5.4) holds.
It remains to deal with the case s > 2, for which we will use induction on s. Since
G◦ is a normal subgroup of G and G = 〈G◦, a〉, it follows that G2, the second element in
the lower central series of G, is generated by [G◦, G◦] ∪ [aZ, G◦]. Since [G◦, G◦] ∪ [aZ, G◦]
is connected and since any group generated by a connected set is connected, we conclude
that G2 is connected. A similar argument can be used to show that Gi is connected for
all i ∈ {2, . . . , s}.
To prove (5.1) we can once again assume that f is a vertical character with a non-
trivial vertical frequency, i.e., there exists a non-trivial continuous group homomorphism
χ : Gs → {z ∈ C : |z| = 1} satisfying χ(γ) = 1 for all γ ∈ Gs∩Γ such that f(tx) = χ(t)f(x)
for all t ∈ Gs and x ∈ X. Since Gs is connected, the action of Gs on X preserves
the connected components X0, . . . ,Xm−1. Therefore the restriction of f onto the r-th
connected component is a vertical character of the sub-nilmanifold Xr with a non-trivial
vertical frequency. Since Tm is a totally uniquely ergodic niltranslation on Xr, it follows
from (5.2) that
lim
N→∞
E
n∈[N ]
f(T p(mn+r)x)f(T q(mn+r)x) = 0. (5.5)
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for all r ∈ {0, 1, . . . ,m − 1} and all distinct primes p and q. Since (5.5) holds for all
r ∈ {0, 1, . . . ,m− 1}, it implies that
lim
N→∞
E
n∈[N ]
f(T pnx)f(T qnx) = 0.
One can now use the same argument as above to conclude that
lim
N→∞
E
n∈[N ]
f(T nx)g(Sny) = 0,
from which (5.1) follows.
5.2. Horocyclic flow and a proof of Theorem D
The proof of Theorem D relies on some facts proved in [BSZ13] as well as Theorem C.
Proof of Theorem D. Let G := SL2(R), let Γ be a lattice in G, and let u := [ 1 10 1 ]. Let
X := G/Γ. Let (Y, S) be a finitely generated and aperiodic multiplicative topological
dynamical system. We want to show that
lim
N→∞
(
E
n∈[N ]
f(unx)g(Sny)−
(
E
n∈[N ]
f(unx)
)(
E
n∈[N ]
g(Sny)
))
= 0 (5.6)
for all x ∈ X, f ∈ C(X), y ∈ Y , and g ∈ C(Y ).
If x is not generic19 for the Haar measure µ on X then the orbit closure of x under
u, {unx : n ∈ N}, is either finite or a circle. Therefore, the action of u on {unx : n ∈ N}
is either a finite cyclic rotation or an irrational circle rotation (cf. [BSZ13, p. 14]). In this
case, (5.13) follows from Theorem C. If x is generic for the Haar measure µ then it follows
from Corollaries 5 and 6 in [BSZ13] that for all f ∈ C(X) and all but finitely many pairs
of distinct primes p and q we have
lim
N→∞
E
n∈[N ]
f(upnx)f(uqnx) =
∫ ∫
f(x)f(y) dµ(x) dµ(y) =
∣∣∣∣
∫
f dµ
∣∣∣∣2 . (5.7)
Arguing as in the proof of Theorem C, we see that it suffices to prove (5.13) for the
special case where |g(y)| = 1 for all y ∈ Y . Also, by replacing f with f −
∫
f dµ, we can
assume without loss of generality that
∫
f dµ = 0.
Let R1, . . . , Rd denote the generators of S and define Pe := {p ∈ P : Sp = Re}, e ∈ [d].
For at least one e ∈ [d] we must have
∑
p∈Pe
1/p =∞. Note that for p, q ∈ Pe,
f(upnx)g(Spny)f(uqnx)g(Sqny) = f(u
pnx)g(ReSny)f(uqnx)g(ReSny)
= f(upnx)f(uqnx),
where we have used g(ReSny)g(SReny) = 1 because |g| = 1. Therefore (5.7) implies
lim
N→∞
E
n∈[N ]
f(T pnx)g(Spny)f(T qnx)g(Sqny) = 0
19In our context, we call a point x ∈ X generic for the Haar measure µ if for all f ∈ C(X) we have
limN→∞ En∈[N]f(u
nx) =
∫
f dµ.
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for all but finitely many p, q ∈ Pe with p 6= q. In light of Proposition 5.2, we thus have
lim
N→∞
E
n∈[N ]
f(T nx)g(Sny) = 0.
Since x is generic and
∫
f dµ = 0 we have limN→∞ En∈[N ]f(T
nx) = 0 and so (5.13)
follows.
5.3. Proofs of Corollaries 1.16, 1.17, and 1.19
For the proofs of Corollaries 1.16 and 1.17 we need the following lemma:
Lemma 5.3. Let (X,T ) be a uniquely ergodic topological dynamical system. Then the
multiplicative topological dynamical system (X,TΩ) is aperiodic.
Proof. To verify that (X,TΩ) is aperiodic we have to show that
lim
N→∞
E
n∈[N ]
e(nα) f
(
TΩ(n)x
)
= 0 (5.8)
for every f ∈ C(X), x ∈ X, and α ∈ Q\Z. Pick r ∈ Z\{0} and m ∈ N such that
gcd(r,m) = 1 and α = r/m. Let (Z/mZ)∗ denote the set of all numbers in {0, 1, . . . ,m−1}
that are coprime to m. If p is a prime appearing in the prime factorization of m then let
Rp : (Z/mZ)
∗ → (Z/mZ)∗ be the identity map. If, however, p is not a prime appearing
in the prime factorization of m then define Rp : (Z/mZ)
∗ → (Z/mZ)∗ to be the map
r 7→ pr (mod m). Let R = (Rn)n∈N be the action of (N, ·) on (Z/mZ)
∗ generated by
(Rp)p∈P. Now define Y := X × (Z/mZ)
∗ and Sn := T
Ω(n) × Rn, n ∈ N. Then (Y, S)
is a multiplicative topological dynamical system. Certainly (Y, S) is finitely generated,
since both the actions of TΩ = (TΩ(n))n∈N and R = (Rn)n∈N are finitely generated.
Moreover, it is straightforward to check that (Y, S) is strongly uniquely ergodic with
the unique S-invariant measure given by µ ⊗ κ where µ is the unique T -invariant Borel
probability measure on X and κ is the normalized counting measure on (Z/mZ)∗. It
therefore follows from Theorem B applied to the system (Y, S) that for any m ∈ N and
any r ∈ {0, 1, . . . ,m− 1} with gcd(m, r) = 1 we have
lim
N→∞
E
n∈[N ]
f
(
TΩ(mn+r)x
)
=
∫
f dµ.
If m and r are not coprime then there exists s ∈ N such that m = sm′ and r = sr′ and
gcd(m′, r′) = 1 and hence
lim
N→∞
E
n∈[N ]
f
(
TΩ(mn+r)x
)
= lim
N→∞
E
n∈[N ]
f
(
TΩ(s)+Ω(m
′n+r′)x
)
=
∫
f ◦TΩ(s) dµ =
∫
f dµ.
From this (5.8) follows.
Proof of Corollary 1.16. Let (X,T ) be a uniquely ergodic additive topological dynamical
system and let µ denote the corresponding unique T -invariant Borel probability measure
on X. Our goal is to show that
lim
N→∞
E
n∈[N ]
e(nα) f
(
TΩ(n)x
)
=
{∫
f dµ, if α ∈ Z
0, if α ∈ R\Z
(5.9)
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for every f ∈ C(X) and every x ∈ X. Since rotation by α is a (1-step) nilsystem and
(X,TΩ) is finitely generated and aperiodic (due to Lemma 5.3), it follows from Theorem C
that
lim
N→∞
(
E
n∈[N ]
e(nα)f
(
TΩ(n)x
)
−
(
E
n∈[N ]
e(nα)
)(
E
n∈[N ]
f
(
TΩ(n)x
)))
= 0. (5.10)
By Theorem A we have
lim
N→∞
E
n∈[N ]
f
(
TΩ(n)x
)
=
∫
f dµ, (5.11)
whereas
lim
N→∞
E
n∈[N ]
e(nα) =
{
1, if α ∈ Z
0, if α ∈ R\Z
. (5.12)
Putting together (5.10), (5.11), and (5.12) proves (5.9).
Proof of Corollary 1.17. Let a : N→ C be a Besicovitch almost periodic function. In view
of Corollary 1.16, for any trigonometric polynomial P (n) := c1e(nα1)+ . . .+ cLe(nαL) we
have
lim
N→∞
E
n∈[N ]
P (n) f
(
TΩ(n)x
)
= M(P )
(∫
f dµ
)
for every f ∈ C(X) and every x ∈ X. Since a can be approximated by trigonometric
polynomials, (1.21) follows.
Proof of Corollary 1.19. From Theorem C it follows that
lim
N→∞
(
E
n∈[N ]
η(n)g(Sny)−
(
E
n∈[N ]
η(n)
)(
E
n∈[N ]
g(Sny)
))
= 0 (5.13)
for all y ∈ Y , g ∈ C(Y ), and all nilsequences η : N→ C. Since
lim
N→∞
E
n∈[N ]
g(Sny) =
∫
g dν
by Theorem B, we conclude that
lim
N→∞
1
N
N∑
n=1
η(n) g
(
Sny
)
= M(η)
(∫
g dν
)
.
This finishes the proof.
6. Entropy of finitely generated multiplicative topological
dynamical systems equals zero
Let (X,T ) be an additive topological dynamical system. By a finite open cover of X we
mean a finite collection C of open non-empty sets such that
⋃
C∈C C = X. A subcover of a
finite open cover C is any subset D ⊂ C that is itself a finite open cover of X. Also, given a
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finite collection C1, . . . , Ct of finite open covers of X, we denote by
∨t
i=1 Ci the finite open
cover of X given by
t∨
i=1
Ci := {C1 ∩ . . . ∩ Ct : C1 ∈ C1, . . . , Ct ∈ Ct}.
Let H(C) be defined as
H(C) := min
{
log(|D|)
log(2)
: D is a subcover of C
}
.
One can show that the limit
H(T, C) := lim
N→∞
1
N
H
(
N∨
n=1
T−nC
)
always exists. The (topological) entropy of the system (X,T ) is then defined as
h(T ) := sup
C
H(T, C),
where the supremum is taken over all finite open covers C of X.
For multiplicative topological dynamical systems entropy is defined similarly. A se-
quence Φ = (ΦN )N∈N of finite non-empty subsets of N is called a Følner sequence for the
semigroup (N, ·) if for every m ∈ N one has
lim
N→∞
|ΦN △ΦN/m|
|ΦN |
= 0,
where ΦN/m := {n : mn ∈ ΦN}. Given a multiplicative topological dynamical system
(Y, S), an open cover C of Y , and a Følner sequence Φ = (ΦN )N∈N for (N, ·), consider the
quantity
H(S, C,Φ) := lim
N→∞
1
|ΦN |
H

 ∨
n∈ΦN
S−1n C

 .
The (topological) entropy of the system (Y, S) is
h(S) := sup
C
H(S, C,Φ),
where the supremum is taken over all finite open covers C of Y . We remark that the
quantity h(S) does not depend on the choice of Følner-sequence Φ = (ΦN )N∈N (cf. [DFR16,
Theorem 6.8]).
Proposition 6.1. Any finitely generated multiplicative topological dynamical system has
zero entropy.
Proof. Let pn denote the n-th prime number. Let (Y, S) be a finitely generated mul-
tiplicative topological dynamical system and R1, . . . , Rd its generators. Since h(S) =
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supC H(S, C) is independent of the choice of Φ, let us stick for convenience to the “stan-
dard” Følner sequence
ΦN = {p
e1
1 · . . . · p
eN
N : 0 6 e1, . . . , eN 6 N − 1}, ∀N ∈ N.
Let C be an arbitrary finite open cover of Y . Note that for n = pe11 · . . . · p
eN
N ∈ ΦN we
have Sn = S
e1
p1 ◦ · · · ◦S
eN
pN ∈ {R
g1
1 ◦ · · · ◦R
gd
d : 0 6 g1, . . . , gd 6 (N − 1)
2}. This implies that∨
n∈ΦN
S−1n C ⊂
∨
06g1,...,gd6(N−1)2
R−g11 ◦ · · · ◦R
−gd
d C.
Since the size of the cover
∨
06g1,...,gd6(N−1)2
R−g11 ◦ · · · ◦ R
−gd
d C is at most |C|
N2d , we can
estimate
H

 ∨
n∈ΦN
S−1n C

 6 log
(
|C|N
2d
)
log 2
= N2d
log |C|
log 2
.
Since |ΦN | = N
N , we conclude that
lim
N→∞
1
|ΦN |
H

 ∨
n∈ΦN
S−1n C

 6 lim
N→∞
N2d log |C|
NN log 2
= 0.
This shows that the entropy of (Y, S) is zero.
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