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Abstract
In this note, we prove that the maximally defined operator associated with the Dirac-type differ-
ential expression
M(Q) = i
( d
dx Im −Q
−Q∗ − ddx Im
)
,
where Q represents a symmetric m × m matrix (i.e., Q(x) = Q(x) a.e.) with entries in L1loc(R),
is J -self-adjoint, where J is the antilinear conjugation defined by J = σ1C, σ1 =
( 0 Im
Im 0
)
and
C(a1, . . . , am,b1, . . . , bm) = (a1, . . . , am,b1, . . . , bm). The differential expression M(Q) is of
significance as it appears in the Lax formulation of the non-abelian (matrix-valued) focusing nonlin-
ear Schrödinger hierarchy of evolution equations.
 2004 Elsevier Inc. All rights reserved.
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To set the stage for this note, we briefly mention the Lax pair and zero-curvature repre-
sentations of the matrix-valued Ablowitz–Kaup–Newell–Segur (AKNS) equations and the
special focusing and defocusing nonlinear Schrödinger (NLS) equations associated with it.
Let P = P(x, t) and Q = Q(x, t) be smooth m × m matrices, m ∈ N, and introduce the
Lax pair of 2m × 2m matrix-valued differential expressions
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( d
dx
Im −Q
P − d
dx
Im
)
, (1)
L(P,Q) = i
(
d2
dx2
Im − 12QP −Q ddx − 12Qx
P d
dx
− 12Px − d
2
dx2
Im + 12PQ
)
(2)
and the 2m× 2m zero-curvature matrices
U(z,P,Q) =
(−izIm Q
P izIm
)
, (3)
V (z,P,Q) =
(−iz2Im − i2QP zQ + i2Qx
zP − i2Px iz2Im + i2PQ
)
, (4)
where z ∈ C denotes a (spectral) parameter and Im is the identity matrix in Cm. Then the
Lax equation
d
dt
M − [L,M] = 0 (5)
is equivalent to the m × m matrix-valued AKNS system
Qt − i2Qxx + iQPQ = 0,
Pt + i2Pxx − iPQP = 0,
(6)
where [· , ·] denotes the commutator symbol. Similarly, the zero-curvature equation
Ut − Vx + [U,V ] = 0 (7)
is also equivalent to the m ×m matrix-valued AKNS system (6). Two special cases of this
formalism are of particular importance: The focusing NLS equation,
focusing: Qt − i2Qxx − iQQ
∗Q = 0, (8)
obtained from (1)–(7) in the special case where P = −Q∗, and the defocusing NLS equa-
tion,
defocusing: Qt − i2Qxx + iQQ
∗Q = 0, (9)
obtained from (1)–(7) in the special case where P = Q∗. Here Q∗ denotes the adjoint (i.e.,
complex conjugate and transpose) matrix of Q.
In this note, we will restrict our attention to the focusing NLS case P = −Q∗. (See,
e.g., [1, Section 3.3, Chapter 8], [13] and [14, Section 3.1] in which an inverse scattering
approach is developed for the matrix NLS equation (8).) Actually, (6), (8), and (9) are just
the first equations in an infinite hierarchy of nonlinear evolution equations (the non-abelian
AKNS, and focusing and defocusing NLS hierarchies) but we will not further dwell on this
point.
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sion
M(q) = i
( d
dx
−q
−q − d
dx
)
(10)
corresponding to the scalar focusing NLS hierarchy defines, under the most general hy-
pothesis q ∈ L1loc(R) on the potential q , a J -self-adjoint operator in L2(R)2, where J is
the antilinear conjugation, J = σ1C , with σ1 =
( 0 1
1 0
)
and C is complex conjugation in C2.
This is the direct analog of a recently proven fact in [4, Lemma 2.15] that the Dirac-type
Lax differential expression in the defocusing nonlinear Schrödinger (NLS) case is always
in the limit point case at ±∞. Equivalently, the maximally defined Dirac-type operator
corresponding to the defocusing NLS case is always self-adjoint.
In this paper we present an extension of the result in [3], for 2m × 2m matrix-valued
Dirac-type differential expressions of the form
M(Q) = i
( d
dx
Im −Q
−Q∗ − d
dx
Im
)
(11)
associated with the non-abelian (matrix-valued) focusing NLS equation (8).
We will assume the following conditions on Q from now on (A denotes the transpose
of the matrix A):
Hypothesis 1. Assume Q ∈ L1loc(R)m×m satisfies
Q = Q a.e. (12)
Next, we briefly recall some basic facts about J -symmetric and J -self-adjoint opera-
tors in a complex Hilbert space H (see, e.g., [5, Section III.5] and [6, p. 76]) with scalar
product denoted by (· , ·)H (linear in the first and antilinear in the second place) and corre-
sponding norm denoted by ‖ · ‖H. Let J be a conjugation operator in H, that is, J is an
antilinear involution satisfying
(J u,v)H = (J v,u)H for all u,v ∈H, J 2 = I. (13)
In particular,
(J u,J v)H = (v,u)H, u, v ∈H. (14)
A linear operator S in H, with domain dom(S) dense in H, is called J -symmetric if
S ⊆ J S∗J (equivalently, if JSJ ⊆ S∗). (15)
Clearly, (15) is equivalent to
(J u,Sv)H = (J Su, v)H, u, v ∈ dom(S). (16)
Here S∗ denotes the adjoint operator of S in H. If S is J -symmetric, so is its closure S.
The operator S is called J -self-adjoint if
S = J S∗J (equivalently, if J SJ = S∗). (17)
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closure, T , is J -self-adjoint, that is, if
T = J T ∗J . (18)
Next, assuming S to be J -symmetric, one introduces the following inner product (· , ·)∗
on dom(J S∗J ) = J dom(S∗) according to [8] (see also [12]),
(u, v)∗ = (J u,J v)H + (S∗J u,S∗J v)H, u, v ∈ dom(J S∗J ), (19)
which renders dom(J S∗J ) a Hilbert space. Then the following theorem holds (IH denotes
the identity operator in H).
Theorem 2 (Race [12]). Let S be a densely defined closed J -symmetric operator. Then
dom(J S∗J ) = dom(S) ⊕∗ ker
(
(S∗J )2 + IH
)
, (20)
where ⊕∗ means the orthogonal direct sum with respect to the inner product (· , ·)∗. In
particular, a densely defined closed J -symmetric operator S is J -self-adjoint if and only
if
ker
(
(S∗J )2 + IH
)= {0}. (21)
Theorem 2 will be used to prove the principal result of this note that the (maximally
defined) Dirac-type operator associated with the differential expression M(Q) in (11) (rel-
evant to the focusing matrix NLS equation (8)) is alwaysJ -self-adjoint under most general
conditions on the coefficient Q in Hypothesis 1 (see Theorem 4). This will be done by ver-
ifying a relation of the type (21).
To this end, it is convenient to introduce some standard notations to be used throughout
the remainder of this paper. The Hilbert space H is chosen to be L2(R)2m = L2(R)m ⊕
L2(R)m. The space of m × m matrices with entries in L1loc(R) is denoted by L1loc(R)m×m.
An antilinear conjugation J in the complex Hilbert space L2(R)2m is defined by
J = σ1C, (22)
where
σ1 =
(
0 Im
Im 0
)
,
C(a1, . . . , am, b1, . . . , bm) = (a1, . . . , am, b1, . . . , bm ). (23)
Given Hypothesis 1, we now introduce the following maximal and minimal Dirac-type
operators in L2(R)2m associated with the differential expression M(Q):
Dmax(Q)F = M(Q)F, (24)
F ∈ dom(Dmax(Q))= {G ∈ L2(R)2m ∣∣G ∈ ACloc(R)2m, M(Q)G ∈ L2(R)2m},
Dmin(Q)F = M(Q)F, (25)
F ∈ dom(Dmin(Q))= {G ∈ dom(Dmax(Q)) ∣∣ supp(G) is compact}.
It follows by standard techniques (see, e.g., [10, Chapter 8] and [15]) that under Hypoth-
esis 1, Dmin(Q) is densely defined and closable in L2(R)2m and Dmax(Q) is a densely
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[15] in the analogous case of symmetric Dirac operators)
Dmin(Q) = Dmax(−Q)∗, or equivalently, Dmin(Q)∗ = Dmax(−Q). (26)
The following result will be a crucial ingredient in the proof of Theorem 4, the principal
result of this note.
Theorem 3. Assume Hypothesis 1. Let N(Q) be the following (formally self-adjoint) dif-
ferential expression
N(Q) = i
( d
dx
Im −Q
Q∗ d
dx
Im
)
(27)
and denote by D˜max(Q) the maximally defined Dirac-type operator in L2(R)2m associated
with N(Q),
D˜max(Q)F = N(Q)F, (28)
F ∈ dom(D˜max(Q))= {G ∈ L2(R)2m ∣∣G ∈ ACloc(R)2m, N(Q)G ∈ L2(R)2m}.
Then,
(i) The following identity holds:
M(−Q)M(Q) = N(Q)2. (29)
(ii) Let UQ = UQ(x) satisfy the initial value problem
U ′Q =
(
0 Q
−Q∗ 0
)
UQ, UQ(0) = I2m. (30)
Then {UQ(x)}x∈R is a family of unitary matrices in C2m with entries in ACloc(R) ∩
L∞(R) satisfying
U−1Q N(Q)UQ = i
d
dx
I2m. (31)
(iii) Let UQ denote the multiplication operator with UQ(·) on L2(R)2m. Then D˜max(Q)
is unitarily equivalent to the maximally defined operator in L2(R)2m associated with
the differential expression i d
dx
I2m,
U−1Q D˜max(Q)UQ =
(
i
d
dx
I2m
)
max
, (32)
dom
((
i
d
dx
I2m
)
max
)
= H 1,2(R)2m
= {F ∈ L2(R)2m ∣∣ F ∈ ACloc(R)2m, F ′ ∈ L2(R)2m}.
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U−1Q Dmax(−Q)Dmax(Q)UQ =
(
− d
2
dx2
I2m
)
max
, (33)
dom
((
− d
2
dx2
I2m
)
max
)
= H 2,2(R)2m
= {F ∈ L2(R)2m ∣∣ F,F ′ ∈ ACloc(R)2m,F ′,F ′′ ∈ L2(R)2m}.
Proof. That N(Q) is formally self-adjoint and M(−Q)M(Q) = N(Q)2, as stated in (i),
is an elementary matrix calculation.
To prove (ii), we note that the initial value problem (30) is well-posed in the sense of
Carathéodory since Q ∈ L1loc(R)m×m (cf., e.g., [7, Lemma IX.2.2]) with a solution matrix
UQ with entries in ACloc(R). Moreover, for each x ∈ R, UQ(x) is a unitary matrix in
C2m, since U ′Q = −B(Q)UQ, with B(Q) =
( 0 −Q
Q∗ 0
)
being skew-adjoint. Thus, the entries
UQ,j,k , 1 j, k  2m of UQ (as well as those of U−1Q ) actually satisfy
UQ,j,k ∈ ACloc(R) ∩ L∞(R), 1 j, k  2m. (34)
(Since UQ is a bounded matrix-valued operator of multiplication in L2(R)2m, its en-
tries UQ,j,k are all in L∞(R), as one readily verifies by studying scalar products
of the form (Fj ,UQFk)L2(R)2m = (fj ,UQ,j,kfk)L2(R), 1  j, k  2m, where Fj =
(0, . . . ,0, fj ,0, . . . ,0) with fj ∈ L2(R), 1  j  2m.) Next, fix F ∈ ACloc(R)2m, such
that U−1Q F ∈ H 1,2(R)2m. Then
UQ
(
i
d
dx
I2m
)
U−1Q F = i
d
dx
F + iUQ d
dx
(
U−1Q
)
F = i d
dx
F + iUQ
(
U−1Q B(Q)
∗)F
= N(Q)F, (35)
where we used the fact that (U−1Q )′ = U−1Q B(Q)∗. Thus, (ii) follows.
Moreover, by (34), the fact that UQ is unitary in C2m, and by (35) one concludes
dom(D˜max(Q)) = UQH 1,2(R)2m. This proves (32).
Clearly, (i) and (ii) yield the relation
U−1Q M(−Q)M(Q)UQ = −
d2
dx2
I2m.
Thus, (33) will follow once we prove the following facts:
(i) UQF ∈ L2(R)2m if and only if F ∈ L2(R)2m, (36)
(ii) UQF ∈ ACloc(R)2m if and only if F ∈ ACloc(R)2m, (37)
(iii) M(Q)UQF ∈ L2(R)2m if and only if F ′ ∈ L2(R)2m, (38)
(iv) M(Q)UQF ∈ ACloc(R)2m if and only if F ′ ∈ ACloc(R)2m, (39)
(v) M(−Q)M(Q)UQF ∈ L2(R)2m if and only if F ′′ ∈ L2(R)2m. (40)
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UQ,j,k,U
−1
Q,j,k ∈ ACloc(R) ∩L∞(R), j, k = 1, . . . ,2m.
Next, for F = (F1 ,F2 ), F1,F2 ∈ L2(R)m, an explicit computation yields
M(Q)UQF = i
(
U
(1)
Q F
′
1 + U(2)Q F ′2
−U(3)Q F ′1 − U(4)Q F ′2
)
, F = (F1 ,F2 ), (41)
where U(l)Q , l = 1,2,3,4, are blocks of the matrix UQ,
UQ =
(
U
(1)
Q U
(2)
Q
U
(3)
Q U
(4)
Q
)
. (42)
Introducing
VQ = σ3UQσ3 =
(
U
(1)
Q −U(2)Q
−U(3)Q U(4)Q
)
, (43)
one infers VQ,j,k,V −1Q,j,k ∈ ACloc(R) ∩ L∞(R), j, k = 1, . . . ,2m, and
V −1Q M(Q)UQF = i
(
F ′1,−F ′2
)
, (44)
and hence (38) and (39) hold. This proves (33). 
The principal result of this note then reads as follows.
Theorem 4. Assume Hypothesis 1. Then the minimally defined Dirac-type operator
Dmin(Q) associated with the Lax differential expression
M(Q) = i
( d
dx
Im −Q
−Q∗ − d
dx
Im
)
(45)
introduced in (25) is essentially J -self-adjoint in L2(R)2m, that is,
Dmin(Q) = JDmin(Q)∗J , (46)
where J is the conjugation defined in (22). Moreover,
Dmin(Q) = Dmax(Q) (47)
and hence Dmax(Q) is J -self-adjoint.
Proof. We first recall (cf. (26))
Dmin(Q)
∗ = Dmax(−Q) (48)
and also note
JDmax(−Q)J = Dmax
(
Q
)= Dmax(Q). (49)
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symmetric (this follows from (48) and (49)), itsJ -self-adjointness is equivalent to showing
that (cf. (21))
ker
(
Dmin(Q)
∗JDmin(Q)∗J + IL2(R)2m
)= ker(Dmax(−Q)Dmax(Q) + IL2(R)2m)
= {0}. (50)
Since Dmax(−Q)Dmax(Q) is unitarily equivalent to (−d2I2m/dx2)max  0 by Theo-
rem 3(iii), one concludes that
Dmax(−Q)Dmax(Q) 0 (51)
and hence (50) holds. The fact (47) now follows from (46) and (48),
Dmin(Q) = JDmin(Q)∗J = JDmax(−Q)J = Dmax(Q).  (52)
As mentioned in the introductory paragraph, Theorem 4 in the J -self-adjoint context
can be viewed as an analog of [4, Lemma 2.15] in connection with self-adjoint Dirac-
type operator relevant in the non-abelian (matrix-valued) defocusing nonlinear Schrödinger
hierarchy (cf. also [9] for results of this type).
We conclude with a short remark. The special case where
Q =

q1 0 . . . 0
q2 0 . . . 0
...
...
. . .
...
qm 0 . . . 0
 , or Q = (q 0), (53)
is known as the vector NLS equation (cf. [2])
iqt + 12 qxx + ‖q‖
2q = 0, (54)
a generalization of the well-known Manakov system [11] (for m = 2). Here q =
(q1, . . . , qm)

, (‖q‖2 = q∗q = ∑mj=1 |qj |2). Unfortunately, the methods applied in this
note forced us to restrict our attention to symmetric matrices Q only (i.e., Q = Q) and
hence our current result does not apply to the vector NLS case.
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