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Consuming conditions increase expressiveness in the communication between units. With
this facility, we can model the movement of a formula from one theory to another (from one
unit to another), changes in the theory of one unit that cause the removal of a formula from
another one, and so on. This mechanism also makes it possible to model the concept of state
since having a concrete formula in one unit or another might represent a differentagent state.
Forexample,later in the paperwe use thepresenceof a formulain a particularunitto indicate
the availability of a resource.
A time-out in a bridge rule means there is a delay between the instant in time at which the
conditions of the bridge rule are satisﬁed and the effective activation of the rule. A time-out
is denoted by a label on the right of the rule; for instance:
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￿
￿
￿
￿
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￿
￿
￿
means that
￿ units of time after the theory in unit
￿
￿ gets formula
￿, the theory in unit
￿
￿ will
be extended by formula
￿. If during this time period formula
￿ is removed from the theory
in unit
￿
￿, this rule will not be applied. In a similar way to consuming conditions, time-outs
increase expressiveness in the communication between units. This is important when actions
performed by bridge rules need to be retracted if a speciﬁc event does not happen after a
given period of time. In particular, it enables us to representsituations where silence during a
period of time may mean failure (in this case the bridge rules can then be used to re-establish
a previous state).
Both of these extensions to the standard multi-context system incur a cost. This is that in-
cluding them in the model means that the model departs somewhat from ﬁrst-order predicate
calculus, and so does not have a fully-deﬁned semantics. We are currently looking at using
linear logic, in which individual propositions can only be used once in any given proof, as a
means of giving a semantics to consuming conditions, and various temporal logics (such as
those surveyed in [31]) as a means of giving a semantics to time-outs. As Gabbay [11] dis-
cusses, resource logics like linear logic are captured naturally in systems of argumentation,1
and it is also natural to consider extending the predicates we use to have explicit temporal
arguments.
It should be noted that the use of consuming conditions is related to the problem of con-
traction in belief revision. In both, the removal of formulae from a logical theory means that
deductions based upon those formulae become invalid and must be retracted. Since systems
of argumentation explicitly record the formulae used in every deduction, it is conceptually
simple (if computationally complex in general) to identify those deductions invalidated by
the consumption of given formulae.2 When, as is the case in the examples considered here,
the theories from which formulae are retracted are small and involve few deductions, estab-
lishing the effects of consumption need not be too difﬁcult.
1To be more precise Gabbay discusses how labelled deductive systems can be used to capture linear logic, but
the necessary features of labelled deductive systems are shared with systems of argumentation
2A naive procedure for doing this in the general case would be to check that every formula in every argument is
still present in the theory, labelling those arguments which rely on formulae now missing from the theory as invalid.
For
￿ arguments each of which includes
￿ formulae in its grounds this would involve checking at most
￿
￿ formulae
(assuming no duplication). For a theory which contains
￿ formulae, this would, in the worst case (where each of
the
￿ formulae in the grounds of the argument included only formulae from the theory rather than deductions from
them), involve checking that each of the
￿
￿ formulae were present in the
￿. The worst case complexity of this
search would be
￿
￿
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where the predicate
"
￿
￿
￿
￿
￿
￿
￿
￿ denotes the fact that
￿, taken to be a conjunction of terms,
is a plan to achieve the goal
￿.3
When the communication unit sees a message on the inter-module bus asking about the
feasibility of the agent achievinga goal, then, if there is a plan to achieve that goal in the plan
repository, that plan is sent to the module which asked the original question. Note that the
bridge rule has a consuming condition—this is to ensure that the question is only answered
once.
The structure of the resource manager module is given in Figure 5. The two units in this
module are:
￿ The communication unit (
￿
￿).
￿ Theresourcerespository(
￿):a unitwhichholdsthesetofresourcesavailabletotheagent.
The bridge rule connecting the two units is the following:
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￿ denotes the fact that the resource
￿ is in use, and
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￿
￿ denotes the fact that the resource
￿ is not in use.
When the communication unit sees a message on the inter-module bus asking if the agent
has a resource, then, if that resource is in the resource repository and is currently free, the
formula recording the free resource is deleted by the consuming condition, a new formula
recording the fact that the resource is allocated is written to the repository, and a response
is posted on the inter-module bus. Note that designating a resource as ‘allocated’ is not the
same as consuming a resource (which would be denoted by the deletion of the resource), and
that once again the bridge rule deletes the original message from the communication unit.
3Though here we take a rather relaxed view of what constitutes a plan—our ‘plans’ are little more than a set of
pre-conditions for achieving the goal.Engineering Executable Agents using Multi-context Systems 425
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FIGURE 6. The goal manager module
The goal manager is rather more complex than either of the previous modules we have
discussed, as is immediately clear from Figure 6 which shows the units it contains, and the
bridge rules which connect them. These units are:
￿ The communication unit (
￿
￿).
￿ The planlist unit(
￿): this containsa list of plansthe executionof which is currentlybeing
monitored.
￿ The goal manager unit (
￿): this is the heart of the module, and ensures that the necessary
sub-goaling is carried out.
￿ The resource list module (
￿): this contains a list of the resources being used as part of
plans which are currently being executed.
Thebridgerulesrelatingtheseunitsareasfollows. Theﬁrsttwobridgeruleshandleincoming
information from the communication unit:
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The ﬁrst of these,
￿
￿
￿
￿
￿
￿
￿
￿, looks for messages from the resource manager reporting that
the agent has possession of some resource. When such a message arrives, the goal manager
adds a formula representing the resource to its resource list module. The second bridge rule430 Engineering Executable Agents using Multi-context Systems
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FIGURE 9. The resource manager module
which do not belong to it do not exist as far as it is concerned. The social agents, in contrast,
need to consider two aspects to everyresource—whetheror not it is free, and who has control
over it. The
￿ unit deals with the former, and the
￿
￿
￿ unit with the latter.
Clearly with more units we have more bridge rules. Of those in Figure 9, only the
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￿ rule is familiar from the autistic agent:
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￿ denotes the fact that the resource
￿ is in use, and
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￿ denotes the fact that the resource
￿ is not in use. This rule will be used if the agent is
dealing with its own need for a resource that it owns, as in the case of the autistic agent.
Because we now have two agents, the resource that one agent requires may be owned
by another agent, and this situation is where the
￿
￿
￿ unit comes into play. There are four
bridge rules which relate this unit to
￿ and
￿
￿. The ﬁrst of these is
￿
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￿
￿, which places
knowledge about which agent has which resource into
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￿ as a result of an
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￿ message:
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The name indicates that the rule is a kind of identity rule between the
￿
￿ and
￿
￿
￿ units.
Because in this model resources belong to just one agent, there is a contradiction if a re-
source is thought to belong two agents at once. The
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ rule ensures that this
situation does not occur by ensuring that the agent doesn’tthink another agent has a resource
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￿ when in fact the agent has the resource itself,
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￿
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The bridge rule works by detecting that the resource
￿ is recorded both as being free and
being owned by agent
￿, and simultaneously deleting the record of the fact that
￿ is owned
by
￿ using a deleting condition. The rule will be ﬁred when, for example, Agent
￿ knows
that
￿ has some resource, but is then presented with the information that the resource is now
free because
￿ has given it up. Without the bridge rule,
￿ would continue to believe that
￿
hasthe resource. Because the purposeof this bridgerule is to delete the
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is achieved by its antecedents, there is no consequent, making the rule unlike others in the
agent (and subsequently stressing the operational nature of our use of bridge rules). If one
wanted to not only remove the
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If an agent requiresa resource it does not have, the
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￿ bridge rule allows it to request
the resource from another agent, and the
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￿ rule makes it possible to accept a resource it
is given:
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The ﬁnal resource-related situation an agent may be in is when it has a resource that another
agent requires. This situation is handled by the
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￿
￿
￿
￿
￿ bridge rule, which hands over a
resource if it is free and the social manager tells it to, updating the
￿
￿
￿ unit with information
about where the resource is:
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This completes the description of the resource manager.
The ﬁnal module in the new agents is the social manager. As can be seen from Figure 10,
here the social manager consists of a single communication unit
￿
￿. As well as being con-
nected to the agent’s internal modules via multi-cast bridge rules, the social manager module
is also connected to the correspondingmodule of the agent’s aquaintancesvia an ‘interagent’
which handles the transfer of messages between agents (see Section 6). This passes
￿
￿
%
￿
￿
￿
￿
and
￿
￿
"
￿
& on to the communication unit of the module to which they are addressed. The
generation of these messages is carried out by the theory in the communication unit.