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ON THE RATE OF ACCUMULATION OF (αζn)
n≥1 MOD 1 TO 0
JOHANNES SCHLEISCHITZ
Abstract. In this paper we study the distribution of the sequence (αζn)n≥1 mod 1,
where α, ζ are fixed positive real numbers, with special focus on the accumulation point
0. For this purpose we introduce approximation constants σ(α, ζ), σ(α, ζ) and study
their properties in dependence of α, ζ, distinguishing in particular the cases of Pisot
numbers, algebraic non Pisot numbers and transcendental values of α as well as ζ.
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1. Introduction
This paper deals with the distribution of αζn mod 1 for arbitrary but fixed positive real numbers α, ζ
as n runs through the positive integers. We are in particular interested in pairs α, ζ for which rather
fast accumulation to 0 occurs, either for a sequence of arbitrarily large values of n or for all sufficiently
large values of n. We will treat these two cases separately, measuring the rate of accumulation with
approximation constants σ(α, ζ), σ(α, ζ) we will introduce in section 1.1. Related problems were first
studied by Pisot in [21] using methods of Fourier Analysis. An interesting result of Pisot states that if
for some ζ > 1 the sequence αζn mod 1 tends to zero as n tends to infinity, so roughly speaking the
numbers αζn somehow ”converge to integers”, then ζ must be algebraic and of a special shape, called
Pisot numbers to his honors. We will give a definition and known properties of Pisot numbers in the
section 1.1.
In the present paper we don’t make use of Fourier analysis, many given proofs rely on basic properties
of symmetric polynomials or classical Diophantine approximation properties, in the latter case mostly
concerning the approximation of n · ζ mod 1 for fixed ζ ∈ R as n runs through the integers, and higher
dimensional generalizations. For this purpose we at first introduce some notation, some of which is classic
notation and some invented for our special purpose.
1.1. Basic facts and notations. At first a basic definition, whose parameter x will later mostly be of
the form αζn.
Definition 1.1. For a real number x ∈ R denote with ⌊x⌋ ∈ Z the largest integer smaller or equal x,
⌈x⌉ ∈ Z the smallest integer greater or equal x and {x} ∈ [0, 1) the fractional part of x, i.e. {x} = x−⌊x⌋.
Furthermore denote with 〈x〉 ∈ Z the closest integer to x and with ‖x‖ := |x−〈x〉| ∈ [0, 1/2] the distance
to the closest integer to x, with the special convention if {x} = 1/2 then 〈x〉 := ⌊x⌋. So clearly we have
〈x〉 ∈ {⌊x⌋, ⌈x⌉} and ‖x‖ = |x − 〈x〉|. If for a sequence (xn)n≥1 we have limn→∞ ‖xn‖ = 0, we will say
(xn)n≥1 converges to integers.
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By Bolzano-Weierstrass Theorem [12], an alternative characterization of convergence to integers is that
the sequence {xn} can only have the accumulation point {0}.
We will in general restrict to the case
(1) ζ > 1, α > 0,
as for ζ ∈ (−1, 1) we clearly have limn→∞ αζn = 0 for all α ∈ R and ζ 7→ −ζ, α 7→ −α does not affect
the properties of αζn mod 1, and the special cases ζ ∈ {−1, 1} or α = 0 are of no interest either.
We are particularly interested in α, ζ, for which at least for a subset (n1, n2, . . .) of positive integers, the
values αζni converge to integers rather quickly.
In order to measure this convergence and more general the distribution of αζn mod 1 in dependence of
n, we now introduce
(2) σn(α, ζ) := − log ‖αζ
n‖
log(αζn)
such as the derived approximation constants
(3) σ(α, ζ) := lim inf
n→∞ σn(α, ζ), σ(α, ζ) := lim supn→∞
σn(α, ζ).
Large values of σ(α, ζ) mean that for some sequence (n1, n2, . . .) of positive integers which tends mono-
tonically to infinity, the values ‖αζni‖ converge to integers very fast. In particular, σ(α, ζ) > 0 gives an
exponential convergence to integers of the sequence.
Similarly, large values of σ(α, ζ) give fast convergence of the sequence (αζn)n≥1 to integers, and in
particular σ(α, ζ) > 0 gives exponential convergence.
In case of α 6= 0 and ζ ∈ (−1, 1), it is easy to see that
(4) σ(α, ζ) = σ(α, ζ) = −1, ζ ∈ (−1, 1).
So in the sequel assume ζ > 1, α > 0. In this case we have limn→∞ αζn =∞ as well as 0 ≤ ‖αζn‖ ≤ 1/2
for all n, so clearly
(5) σ(α, ζ) ≥ σ(α, ζ) ≥ 0, ζ > 1.
Note that the expressions σ(α, ζ), σ(α, ζ) can be written in the easier form
(6) σ(α, ζ) = lim inf
n→∞
− log ‖αζ
n‖
n · log ζ , σ(α, ζ) := lim supn→∞ −
log ‖αζn‖
n · log ζ .
This can easily be deduced by the definition of the quantities, as for sequences (xn)n≥1, (yn)n≥1 with
limn→∞ yn =∞ as well as limn→∞ xnyn =: Z and fixed δ ∈ R we have
(7) lim
n→∞
xn
yn + δ
= lim
n→∞
xn
yn
· yn
yn + δ
= Z · 1 = Z.
Applying (7) to xn := − log ‖αζn‖, yn := log ζn = n log ζ and δ = logα, which satisfy the conditions by
(1), and recalling (3) yields (6).
Also note that in the case σ(α, ζ) = 0 respectively σ(α, ζ) = 0, one cannot decide if the sequence αζn
respectively some subsequence αζni tends to integers.
An easy property of the quantities σn(α, ζ) is σn(α, ζ
k) = σnk(α, ζ) for all α, ζ and k = 1, 2, 3, . . . and
thus taking limits
σ(α, ζk) ≥ σ(α, ζ), k = 1, 2, 3, . . .(8)
σ(α, ζk) ≤ σ(α, ζ), k = 1, 2, 3, . . .(9)
holds. Another easy property of the quantities σ(α, ζ), σ(α, ζ) is given in the following Proposition which
we will use in section 2.2.2.
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Proposition 1.2. Let α, ζ > 1 be real numbers and M,N > 0 integers. Then
σ(Mα,Nζ) ≥ max
(
log ζ · σ(α, ζ) − logN
log ζ + logN
, 0
)
σ(Mα,Nζ) ≥ max
(
log ζ · σ(α, ζ) − logN
log ζ + logN
, 0
)
.
Proof. Without loss of generality we may assume M,N,α, ζ all to be positive. The bound 0 is the trivial
bound from (5), so we may restrict to the case logNlog ζ < σ(α, ζ) resp.
logN
log ζ < σ(α, ζ), or equivalently
(10) N < ζ−σ(α,ζ), resp. N < ζ−σ(α,ζ).
For any positive integers M,N we have
‖(Mα)(Nζ)n‖ = |〈(Mα)(Nζ)n〉 − (Mα)(Nζ)n|
= |〈MNnαζn〉 −MNnαζn|
= |〈MNn(〈αζn〉 ± ‖αζn‖)〉 −MNnαζn|
= |MNn〈αζn〉 ± 〈MNn‖αζn‖〉 −MNnαζn|
= |MNn(〈αζn〉 − αbn)± 〈MNn ‖αζn‖〉|
= |±MNn‖αζn‖ ± 〈MNn ‖αζn‖〉| .(11)
By our restrictions (10), for any sufficiently large n ≥ n0 resp. for arbitrarily large values of n ≥ n0 we
have MNn‖αζn‖ < 12 , which is equivalent to 〈MNn‖αζn‖〉 = 0. In view of (11) this yields
‖(Mα)(Nζ)n‖ ≤MNn‖αζn‖
for the respective values n. Taking logarithms according to (2) yields for any ǫ > 0 and the respective
values of n (restricting to n ≥ n1 = n1(ǫ) for some n1(ǫ) > n0 if needed)
σn(Mα,Nζ) ≥ (σn(α, ζ)− ǫ) log ζ − logN
log ζ + logN
.
The assertion follows with ǫ→ 0 by the definition of the quantities σ(α, ζ), σ(α, ζ). 
Remark 1.3. Note that in case of α 6= 0 and ζ ∈ (0, 1) we have
Nζ > 1 =⇒ σ(Mα,Nζ) ≥ 0
Nζ < 1 =⇒ σ(Mα,Nζ) = σ(Mα,Nζ) = −1.
This is easily deduced by (4) and (5).
We will now give the definition of a class of algebraic numbers with a highly non-generic and thus
interesting behavior concerning the sequence (αζn)n≥1 mod 1.
Definition 1.4. (Pisot numbers, Pisot polynomials, Pisot units) A real algebraic integer ζ > 1 is called
Pisot number, if all its conjugates lie strictly inside the unit circle of the complex plane. If a Pisot number
is a unit in the ring of algebraic integers, we will call it a Pisot unit. We will refer to the monic minimal
polynomial P ∈ Z[X ] of a Pisot number ζ as the Pisot polynomial of ζ. In general call a polynomial a
Pisot polynomial if it is the Pisot polynomial of a Pisot number ζ, and the unique root greater than 1 of
a Pisot polynomial P the Pisot number associated to P .
We will sum up known results for Pisot numbers we will refer to in the sequel, transferred into our
notation, in the following Theorem (which we will call Pisot Theorem although the results may not be
entirely due to him).
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Theorem 1.5 (Pisot). Pisot numbers have the property σ(1, ζ) > 0, i.e. ζn converges to integers at
exponential rate. This property characterizes Pisot numbers among all real algebraic numbers. Even the
following stronger assertion holds: if αζn tends to integers for a real algebraic number ζ > 1, then ζ is
a Pisot number and α ∈ Q(ζ), where α = 1 is always a possible choice.
Moreover, if for any real ζ > 1 the sequence (‖αζn‖)n≥1 is square-summable, then ζ is a Pisot number
(and clearly again α ∈ Q(ζ), and α = 1 is always a possible choice.)
The first assertion is easily seen by looking at the sum of the powers
∑k
j=1 ζ
n of the conjugates ζ1 =
ζ, ζ2, . . . , ζk of ζ, where k denotes the degree [Q(ζ) : Q] of ζ. Every such sum is an integer as it is
a symmetric polynomial in ζ1, ζ2, . . . , ζk. We will recall a detailed proof in Theorem 2.5. See [21] or
chapter 5 in [3] for the proofs of the remaining and slightly refined results. At this point it should be
mentioned that there are only countably many ζ such that αζn converges to integers for some auxiliary
α, an immediate consequence of Theorem 5.6.1 in [3], but the question if any such ζ is transcendental is
open. Theorem 1.5 immediately yields
Theorem 1.6. Let ζ > 1 be a real number but not a Pisot number. Then for any α ∈ R we have
σ(α, ζ) = 0. If ζ is a Pisot number and α /∈ Q(ζ), we have σ(α, ζ) = 0 as well.
Proof. If otherwise ‖αζn‖ ≤ ζ−nǫ for some ǫ > 0 and all n ≥ n0 sufficiently large, then
∞∑
n=1
‖αζn‖2 ≤
n0−1∑
n=1
‖αζn‖2 +
∞∑
n=n0
ζ−2nǫ ≤ n0 + 1
1− ζ−2ǫ <∞.
This contradicts the fact that only Pisot numbers have this property by Theorem 1.5. The proof of the
second assertion is similar due to facts from Theorem 1.5. 
We will discuss properties of Pisot numbers concerning the approximation constants σ(1, ζ), σ(1, ζ) in
more detail in section 2.1. Now we will only give one more well known basic fact
Proposition 1.7. Any Pisot polynomial P is irreducible.
Proof. Clearly, the constant coefficient of P is a nonzero integer. Consequently, if P = Q · R, with
Q,R non-constant polynomials, the constant coefficients of Q,R have this property too, so their absolute
values are at least 1. Hence both Q,R must have at least one root of absolute value larger than 1, since
by Vieta Theorem 2.4 the product of the roots of Q resp. R are just the constant coefficient of Q resp.
R. A contradiction to the fact that there is only one root of P with absolute value greater or equal than
1. 
As indicated in the introduction section 1, our approach will at some places deal with a classic simulta-
neous Diophantine approximation problem.
Definition 1.8. For a positive inter d and ζ := (ζ1, ζ2, . . . , ζd) ∈ Rd define by λd(ζ) respectively λ̂d(ζ)
the supremum of all µ ∈ R such that
|x| ≤ X
max
1≤k≤d
|xζi − yi| ≤ X−µ(12)
has a solution (x, y1, . . . , yd) ∈ Zd+1 for some arbitrarily large values of X respectively all sufficiently
large values of X .
By Minkowski’s lattice point Theorem, for all ζ ∈ Rd we have the well known result
(13) λd(ζ) ≥ λ̂d(ζ) ≥ 1
d
,
see the first pages of [22] for instance. For almost all ζ ∈ Rd, there is actually equality in both inequalities
(13), see [14]. For our purposes it suffices to restrict to the case d = 1.
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Theorem 1.9 (Khinchin). The set of ζ ∈ R with λ1(ζ) > 1 has Lebesgue measure 0.
We will later need the following result by Davenport, Schmidt and Laurent, see [7],[15].
Theorem 1.10 (Davenport, Laurent, Schmidt). Let ζ = (ζ, ζ2, . . . , ζd) for ζ ∈ R not algebraic of degree
≤ ⌈d2⌉. Then
λ̂d(ζ) ≤ 1⌈d
2
⌉ .
We will also refer to the well-known Roth Theorem for algebraic numbers which we will state in our
notation.
Theorem 1.11 (Roth). For an irrational, algebraic real number ζ we have λ1(ζ) = 1.
We will later refer to another type of classical approximation constants too that deal with linear forms
and that are somehow dual to λd and λ̂d.
Definition 1.12. For a real vector ζ = (ζ1, ζ2, . . . ζd) let the quantities wd(ζ) resp. ŵd(ζ) be given by
the supreme of all ν ∈ R such that
(14) |x+ y1ζ1 + y2ζ2 + · · ·+ ydζd| ≤ H−ν
has a solution (x, y1, . . . , yd) ∈ Zd+1 with max(|x|, |y1|, . . . , |yd|) ≤ H for arbitrarily large resp. all
sufficiently large values H .
A connection between the values of λd and wd is given by
Theorem 1.13 (Khinchin). For any ζ ∈ Rd we have
wd(ζ) ≥ dλd(ζ) + d− 1, λd(ζ) ≥ wd(ζ)
(d− 1)wd(ζ) + d.
Finally a definition about polynomials we will use frequently in section 2.
Definition 1.14. For a polynomial P (X) = akX
k + ak−1Xk−1 + · · · + a0 with integer coefficients let
H(P ) := max0≤j≤k |ak|. For an algebraic number z put H(z) := H(P ) with the minimal polynomial
with relatively prime coefficients P ∈ Z[X ] of z.
Note that the quantities wd(ζ), ŵd(ζ) can be equivalently defined as
(15) wd(ζ) = lim sup
H→∞
max
‖L‖∞≤H
− logL(ζ)
logH
, ŵd(ζ) = lim inf
H→∞
max
‖L‖∞≤H
− logL(ζ)
logH
,
where L(X1, X2, . . . , Xd) = a0 + a1X1 + a2X2 + · · ·+ adXd for aj ∈ Z and ‖L‖∞ := max0≤j≤d |aj |. So
for any H > 0 the maxima are taken among all integral linear forms L with coefficients bounded by
H . Sprindzuk [25] works with a similar notation for example. The expressions in (15) are in notable
conformity to the possible definition of the quantities σ(α, ζ), σ(α, ζ) in (6), which again underlines that
it is pretty natural to consider these quantities.
6 JOHANNES SCHLEISCHITZ
2. Results for σ(α, ζ), σ(α, ζ) with algebraic α, ζ
2.1. Pisot numbers. Pisot discovered in that the sequence of positive integer powers of Pisot numbers
converge exponentially to integers, i.e. σ(1, ζ) > 0. We want to prove some more detailed results in
terms of the quantities σ(1, ζ), σ(1, ζ). For preparation we need the following well-known result.
Definition 2.1. A polynomial P ∈ Z[X1, . . . , Xk] is called symmetric, if for all bijections (=permuta-
tions) σ : {1, 2, . . . , k} 7→ {1, 2, . . . , k} the polynomial remains unaffected.
Definition 2.2. The elementary symmetric polynomials in k variables X1, X2, . . . , Xk are given by
µk,1 :=
k∑
j=1
Xj , µk,2 :=
∑
1≤i<j≤k
XiXj , . . . , µk,k :=
∏
1≤j≤k
Xj.
Theorem 2.3. Every symmetric polynomial is a polynomial with integer coefficients in the elementary
symmetric polynomials.
See [16] for a proof.
Theorem 2.4 (Vieta). Let P = akX
k+ak−1Xk−1+ · · ·+a0 be a polynomial with integer coefficients and
roots ζ1, . . . , ζk counted with multiplicity. Then aj =
(−1)k−j
ak
µk,k+1−j with µ.,. from the above Definition.
Now we are ready to present a first Theorem concerning the quantities σ(1, ζ), σ(1, ζ).
Theorem 2.5. Let ζ be a Pisot number of degree [Q(ζ) : Q] = k. Then we have
0 < σ(1, ζ) ≤ 1
k − 1(16)
0 < σ(1, ζ) ≤ σ(1, ζ) ≤ k − 1(17)
Proof. Let ζ1 = ζ, ζ2, . . . , ζk be the conjugates of ζ. Note first, that for all positive integers n
(18)
k∑
j=1
ζnj ∈ Z, n ≥ 1.
That is because it is a symmetric polynomial in the variables ζj with integer coefficients. By Theorem 2.3
it is an integer linear combination of the elementary symmetric polynomials, which are itself integers as
they are the coefficients of the minimal polynomial P (X) :=
∏k
j=1(X− ζj) of ζ (observe ζ is an algebraic
integer). Thus we have (18).
We now first proof (16). On the other hand, by definition all other roots ζ2, ζ3, . . . , ζk of P (X) apart
from ζ have absolute value smaller than 1, so let 0 < f < 1 be the maximum absolute value among these
and put z := log flog ζ < 0. Then for all positive integers n we have
(19)
k∑
j=2
ζnj ≤ (k − 1) · fn = (k − 1) · ζnz.
On the other hand, by (18) and as the right hand side of (19) converges to 0 as n→∞ we have
(20) ‖ζn‖ =
k∑
j=2
ζnj , n ≥ n0.
Combining (20) with (19) we have
σ(1, ζ) := lim inf
n→∞
− log ‖ζ
n‖
n · log ζ = lim infn→∞ −
∑k
j=2 ζ
n
j
n · log ζ ≥ − lim infn→∞
log ((k − 1)ζnz)
n · log ζ = −z > 0,
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the left hand side of (16).
For the upper bound in (16) first observe, that since the product of the roots is the constant coefficient
of P (X) which is a nonzero integer,
1 ≤
k∏
j=1
|ζj | = ζ
k∏
j=2
ζj ≤ ζ · fk−1
yields f ≤ ζ− 1k−1 or equivalently
(21) z ≤ 1
k − 1 .
Now let ψ1 = 0, ψ2, . . . , ψk be the angles of ζk in the complex plane in the interval [0, 2π) and put
φj :=
ψj
2π ∈ [0, 1) for 1 ≤ j ≤ k. In general denote by ψ(t) the angle in [0, 2π) of a complex number t and
put φ(t) := φ(t)2π . By the identity ψ(t
n) = n · ψ(t) we have
ψ(ζnj ) = n · ψj , 1 ≤ j ≤ k(22)
φ(ζnj ) = n · φj , 1 ≤ j ≤ k.(23)
By (13) with d = n there exist arbitrarily large values of n such that simultaneously
‖φ(ζnj )‖ = ‖nψj‖ ≤
1
n
<
1
8
· 2π, 1 ≤ j ≤ k
for certain arbitrarily large values of n. (For the rest of of the proof of (16) we only consider such a
sequence of values for n, and assume n is sufficiently large.) Hence ψ(ζnj ) = 2π ·φ(ζnj ), where the equality
is viewed mod 2π, hence |φ(ζnj )− 2π| < π4 .Thus
Re
(
ζnj
) ≥ cos(ψj) ∣∣ζnj ∣∣ = cos(ψj) |ζj|n ≥ 1√
2
· |ζj|n , 1 ≤ j ≤ k.
Since
∑k
j=1 ζ
n
j is an integer and ζ
n is real,
∑k
j=2 ζ
n
j is real. Hence and recalling (20) gives
‖ζn‖ =
k∑
j=2
ζnj = Re
 k∑
j=2
ζnj
 ≥ 1√
2
·
k∑
j=2
|ζj|n ≥ 1√
2
· fn.
Recalling (21) and taking logarithms yields the right hand side of (16).
For the remaining non trivial upper bound of (17) put Mn := 〈ζn〉 ∈ Z and consider
Φ(Mn) :=
k∏
j=1
(
Mn − ζnj
)
.
The values φ(Mn) are integers by Theorem 2.3, as it is again a symmetric polynomial in the variables
ζj with integer coefficients. Moreover Φ(Mn) 6= 0 for all positive integers n. Indeed, if otherwise ζ
would be of the shape ζ = m
√
L for some L ∈ Z, but then its conjugates would be ηjmζ with ηm := e
2πi
m ,
contradicting the fact that the conjugates apart from ζ itself lie inside the unit circle. Clearly, powers of
the other conjugates are smaller than 1 in absolute value so they cannot equal Mn either.
Thus we have
1 ≤
k∏
j=1
∣∣Mn − ζnj ∣∣ = |Mn − ζn| k∏
j=2
∣∣Mn − ζnj ∣∣ ,
which leads to
(24) ‖ζn‖ = |Mn − ζn| ≥ 1∏k
j=2
∣∣Mn − ζnj ∣∣ .
However, Mn = ζ
n + o(1) and |ζnj | = o(1) for 2 ≤ j ≤ k as n→∞. Using this in (24) gives
(25) ‖ζn‖ ≥ (ζn + o(1))−(k−1), n→∞.
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Now the fact σ(1, ζ) cannot exceed k − 1 follows easily. If otherwise σ(1, ζ) > k − 1, then for some
arbitrarily large values of n and some ǫ > 0 we would have
‖ζn‖ ≤ ζ−n(1+ǫ)(k−1) = (ζ1+ǫ)−n(k−1) = ζ̂−n(k−1)
with ζ̂ := ζ1+ǫ > ζ, so limn→∞ ζ̂n − ζn =∞, clearly contradicting (25) for n sufficiently large. 
Remark 2.6. A generalization for the upper bound in (17) for σ(α, ζ) for arbitrary algebraic real
numbers α is given in Corollary 2.33. An interesting question is if in fact σ(α, ζ) = 0 for all Pisot
numbers ζ and algebraic numbers α /∈ Q(ζ) and more general for any algebraic ζ and algebraic α /∈ Q(ζ).
For transcendental α this is wrong, see Theorem 3.5.
For the quantity σ(α, ζ) with ζ a Pisot number and real α /∈ Q(ζ) we have σ(α, ζ) = 0 by Theorem 1.6.
Analyzing the proof of Theorem we obtain a Corollary that we will refer to in the sequel.
Corollary 2.7. For a Pisot number ζ of degree [Q(ζ) : Q] = k with conjugates ζ2, ζ3, . . . , ζk we have
σ(1, ζ) ≤ − log f
log ζ
where f := max2≤j≤k |ζj | < 1.
Proof. The proof of the right hand side of (16) effectively contained the proof of the claim. 
The upper bound for σ(1, ζ) seems to be not very strong. It seems unlikely that the case σ(1, ζ) > 1k−1 ,
or more general
(26) σ(1, ζ) > σ(1, ζ),
does occur for any Pisot number ζ. A stronger result should be true.
Conjecture 2.8. For any Pisot number ζ and any real α we have σ(α, ζ) = σ(α, ζ).
We want to give a result that somehow quantifies this, which connects the constant σ(1, ζ) with the
Diophantine problem (12) for some ζ arising from the conjugates of ζ. First we define
Definition 2.9. Denote with Liov the set of Liouville numbers, which is irrational real numbers ζ such
that λ1(ζ) =∞.
It is known that Liov consists only of transcendental numbers, as irrational algebraic numbers ζ have
λ1(ζ) = 1 by Roth‘s Theorem, that can be found in [4], and (13).
Liov has Hausdorff dimension 0, which is an easy consequence of the following Theorem by Bernik [2]:
Theorem 2.10 (Bernik). For a polynomial P let H(P ) be the maximum absolute value of its coefficients
and let
A(w) :=
{
ζ ∈ R : |P (ζ)| < H(P )−w for infinitely many P ∈ Z[X ], deg(P ) ≤ n}
Then the Hausdorff dimension of A(w) equals n+1w+1 .
The special case n = 1 proves the claim concerning the Hausdorff dimension. So the set Liov is small in
some sense, which is of interest with respect to our following Theorem 2.13. For its proof we need
Theorem 2.11 (Smyth). Let ζ be a Pisot number and ζ1 = ζ, ζ2, . . . , ζk be its conjugates. Then |ζi| = |ζj |
for i 6= j implies ζi = ζj.
See [24] for a proof. We will also need a closely related deeper result.
Theorem 2.12 (Mignotte). For a Pisot number, there is no nontrivial multiplicative relation between
its conjugates.
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See [18] for a more precise definition and a proof.
Theorem 2.13. Let ζ = ζ1 be a Pisot number of degree [Q(ζ) : Q] = k. Further let the conjugates
ζ1 = ζ, ζ2, . . . , ζk be labeled by decreasing absolute values, such that in particular |ζ2| = max2≤j≤k |ζj |.
Put ζ2 = R2e
iψ2 with 0 ≤ ψ2 < 2π.
Suppose σ(1, ζ) > σ(1, ζ), which by Theorem 2.5 in particular holds if σ(1, ζ) > 1k−1 . Then the following
holds
ψ2
2π
∈ Liov.
Proof. First note that by Smyth’s Theorem 2.11 the conjugate ζ2 is determined by the absolute value
property up to complex conjugation. Define rj by |ζj | = rj |ζ2| = rjR2 for 3 ≤ j ≤ k. Put ζ3 = ζ2 in case
of non-real ζ2. Then, clearly 0 < rk ≤ rk−1 . . . ≤ r3 < 1 in case of real ζ2 as well as 0 < rk ≤ rk−1 ≤
. . . ≤ r4 < r3 = 1 in case of non-real ζ2 by Smyth’s Theorem 2.11.
In view of this, if ζ2 is real, i.e. ψ2 = 0, for n sufficiently large
(27) ‖ζn‖ =
∣∣∣∣∣∣
k∑
j=2
ζnj
∣∣∣∣∣∣ ≥ |ζ2|n
1− k∑
j=3
rnj
 ≥ 1
2
· |ζ2|n , n ≥ n0.
Hence and by Corollary 2.7 this case clearly yields σ(1, ζ) = σ(1, ζ) ≤ − log |ζ2|log ζ ≤ 1k−1 .
If otherwise ψ2 6= 0, we similarly have
(28) ‖ζn‖ =
∣∣∣∣∣∣
k∑
j=2
ζnj
∣∣∣∣∣∣ ≥
∣∣∣∣∣∣ζn2
2|cos(nψ2)| − k∑
j=4
rnj
∣∣∣∣∣∣ ≥ |ζ2|n (2cos(nψ2)− (k− 3)rn4) , n ≥ n0.
Thus by Corollary 2.7 and noting
(29) 0 < r4 <
1 + r4
2
< 1,
if σ(1, ζ) > σ(1, ζ) = − log |ζ2|log ζ , we must have a sequence of values n such that
(30) cos(nψ2) = o
((
1 + r4
2
)n)
, n→∞.
To avoid subindices we only consider this sequence of values n in the sequel. Using twice the addition
Theorem cos(2a) = cos2(a) − sin2(a) = 2cos2(a) − 1 for cosine we infer cos(4nψ2) = 8cos4(nψ2) −
4cos2(nψ2) + 1 = 1 + o
((
1+r4
2
)2n)
as n→∞. Hence
(31) sin(4nψ2) =
√
1− cos2(4nψ2) = o
((
1 + r4
2
)n)
, n→∞.
But by (29) the right hand side of (31) tends to 0. Clearly, this implies
(32) 4nψ2 = 2πmn + o(1)
as n → ∞ for an integer sequence (mn)n≥1. Using 12 |x| ≤ |sin(x + 2mπ)| for an integer m and x ∈
[−0.1, 0.1], (31) yields
4nψ2 = 2mnπ + o
((
1 + r4
2
)n)
too for the sequence in (30) and the corresponding integer sequence (mn)n≥1 from (32). But again by
(29), this in particular implies 4nψ2 = 2mnπ + o(n
−ν) or equivalently (4n) · ψ22π − mn = o(n−ν) for
any ν > 0 and n sufficiently large. By definition this implies ψ22π is either nonzero rational (the case
of a real numbers ζ2 was treated in (27)) or a Liouville number. To see that it cannot be rational we
use Mingnotte’s Theorem 2.12. If ψ22π is nonzero rational, then ζ2 would be a real multiple of a root of
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unity. In this case for some positive integer L we would have ζ2L2 = |ζ2|2L = ζL2 ζ2
L
, so ζL2 = ζ2
L
, but
this clearly is a nontrivial multiplicative relation between the roots ζ2, ζ3 = ζ2 contradicting Mignotte’s
Theorem. 
Theorem 2.13 in fact even shows the stronger condition∥∥∥∥nφ22π
∥∥∥∥ ≤ e−νn
has infinitely many integral solutions n for some ν > 0 in case of σ(1, ζ) > σ(1, ζ). However, as algebraic
numbers are only countable and angles
ψj
2π in Theorem 2.13 are typically expected to be transcendental,
the pathological case cannot be excluded easily. However, we give another Corollary affirming it should
not happen.
Corollary 2.14. If for any real θ in the splitting field of a Pisot polynomial the value arctan(θ)π is not
a Liouville number, then σ(1, ζ) = σ(1, ζ) for any Pisot number ζ. In particular, if for any algebraic
number θ the value arctan(θ)π is either rational or irrational and no Liouville number, then σ(1, ζ) = σ(1, ζ)
for any Pisot number ζ.
Proof. For any algebraic number γ = reiψ , since the conjugate is algebraic in the same splitting field so
are Re(γ) = γ+γ2 , Im(γ) =
γ−γ
2i and hence their quotient
γ−γ
i(γ+γ) =: θ = tan(ψ) ∈ R too. So we may apply
Theorem 2.13 using its notation with γ = ζ2 (or equivalently θ = tan(ψ2) or arctan(θ) = ψ2). 
Remark 2.15. The condition in Corollary 2.14 is equivalent to the condition that w2(π, tan(ψ2)) =∞
for the two-dimensional simultaneous approximation constant w2 in (14). It is worth noting by Khinchin’s
transference principle Theorem 1.13 this implies λ2(π, tan(ψ2)) ≥ 1.
The next Proposition shows that indeed for k = 2, we cannot have (26).
Theorem 2.16. Let ζ be a Pisot number of degree [Q(ζ) : Q] = k = 2. Then σn(1, ζ) is eventually
constant. In particular σ(1, ζ) = σ(1, ζ).
Furthermore the set
(33) {t ∈ R : ∃ζ Pisot number of degree k=2 such that σ(1, ζ) = σ(1, ζ) = t}
is dense in (0, 1]. Moreover
(34) σ(1, ζ) = σ(1, ζ) = 1
if and only if ζ is an algebraic unit.
Proof. In the quadradic case the only conjugate ζ1 of ζ is real, so for n ≥ n0 large enough that |ζ1|n < 12
we have ‖ζn‖ = |ζ1|n, thus by definition
(35) σn(1, ζ) = − log |ζ1|
log ζ
∈ (0, 1], n ≥ n0
For the second statement first consider only ζ of the shape ζ = N +
√
d and observe that for positive
integers N, d the conditions (N − 1)2+1 ≤ d ≤ (N +1)2− 1, d 6= N2, are easily seen to be necessary and
sufficient for such ζ to be a Pisot number of degree 2. We restrict to (N − 1)2 + 1 ≤ d ≤ N2 − 1.
Let N tend to infinity and according to (35) consider the values
χ(N, d) :=
log |N −√d|
logN +
√
d
, (N − 1)2 − 1 ≤ d ≤ N2 − 1.
For d = N2 − 1 we have (N + √d) = (N − √d)−1, so in this case ζ = N + √d is an algebraic unit
and σ(1, ζ) = σ(1, ζ) = 1. Similarly for d = N2 + 1. Conversely, let an arbitrary quadratic irrational
ζ = N +M
√
d for some M,N, d ∈ Z be a unit in Q(√d). Units are known to be precisely the elements
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with norm N
Q(
√
d)/Q(ζ) = ζζ1 ∈ {−1, 1}, where ζ1 is the conjugate. But the latter is just a reformulation
of (34).
For the other interval end d = (N − 1)2 + 1, the numerator is easily seen to tend to 0 whereas the
denominator tends to infinity, so with N →∞ the quotient tends to 0. To sum up for any fixed N , and
with d increasing in the interval (N − 1)2 − 1 ≤ d ≤ N2 − 1, the values χ(N, d) decrease from 1 to ǫ(N)
which tends to 0 as N →∞. Consequently, to obtain that (33) is dense it remains to prove that with
Φ(x, y) := χ(x, y)− χ(x, y + 1) = log(x−
√
y)
log(x+
√
y)
− log(x−
√
y + 1)
log(x+
√
y + 1)
, (x − 1)2 + 1 ≤ y ≤ x2 − 2
the value maxy Φ(x, y) tends to 0 as x → ∞, where the maximum is taken over y in the given interval.
This is standard analysis.
Using Φ(x, y) ≤ | ∫
y,y+1
χy(x, t)dt| ≤ max |χy(x, y)| with the restriction (x − 1)2 + 1 ≤ y ≤ x2 − 2 some
computation shows
Φ(x, y) ≤
∣∣∣∣∣−
1
2
√
y(x−2√y) log(x+
√
y)− 12√y(x+2√y) log(x −
√
y)
log(x +
√
y)2
∣∣∣∣∣
≤
∣∣∣∣∣
1
x−√y − 1x+√y
2
√
y log(x+
√
y)
∣∣∣∣∣
=
√
y
log(x+
√
y)
√
y(x2 − y)
=
1
log(x+
√
y)(x2 − y) ,
and by x2 − y ≥ 1 this indeed tends to 0.

We are interested in higher dimensional generalizations of Theorem 2.16. The point if σ(1, ζ) = σ(1, ζ)
was discussed in Theorem 2.13. Counterexamples to some of the facts are summed up in Theorem 2.20.
The claims there are quite natural and suggestive but the proofs are a little technical. We will make use
of Rouche’s Theorem
Theorem 2.17 (Rouche). Let f, g be holomorphic functions defined on a simply connected open subset
K of the complex plane. If |g| ≤ |f | on the boundary of K, then f and f + g have the same number of
zeros in K.
See [1] for a proof.
We will make use of a special class of Pisot polynomials in the sequel.
Proposition 2.18. Let k ≥ 2 and M,N be integers satisfying M ≥ 3 and 1 ≤ N ≤ M − 2. Then the
polynomial
Qk,M,N (X) := X
k −MXk−1 +N
is a Pisot polynomial.
Proof. We apply Rouche’s Theorem with f(z) := Mzk−1−N , g(z) := zk and the closed unit circle as K
to prove that Qk,M,N is a Pisot polynomial. Indeed, on the one hand the k − 1 zeros of Mzk−1 −N are
clearly inside the unit circle as they all have absolute value k
√
N
M < 1 (and differ only by multiplication
with a k-th root of unity), by the conditions on M,N for |z| = 1 we have |g(z)| = |zk| = 1 < M −N <
|Mzk−1−N | = |f(z)|, so by Rouchees Theorem Qk,M,N (X) has k−1 roots inside the unit circle too. On
the other hand, it is easily seen that the remaining root is real and greater 1 by the intermediate value
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Theorem, as Qk,M,N (1) = 1−M +N < 0 and limx→∞Qk,M,N (x) = +∞ because the leading coefficient
of Qk,M,N is positive. 
Remark 2.19. The proof essentially shows that more general every polynomial P (X) = Xk+ak−1Xk−1+
· · ·+ a0 ∈ Z[X ] with |ak−1| ≥ |ak−2|+ |ak−3|+ · · ·+ |a0|+ 2 is a Pisot polynomial if its unique real root
of absolute value greater than 1 is positive (it is real because complex roots have a conjugate of same
absolute value). It is not hard to see by Vieta Theorem 2.4 that the positivity is equivalent to ak−1 < 0.
Note that nevertheless in the other case of a negative root the basic approximation properties coincide.
Theorem 2.20. Let ζ be a Pisot number of degree [Q(ζ) : Q] = k ≥ 3. Then σn(1, ζ) is not ultimately
constant. Moreover, there are algebraic Pisot units ζ of any given degree k such that
(36) σ(1, ζ) <
1
k − 1 .
Proof. Assume σn(ζ) would be ultimately constant. Recall (20) and without loss of generality let |ζ2| =
max2≤j≤k |ζj |. For k ≥ 3 this gives
σn(1, ζ) =
log ‖ζn‖
n · log ζ =
log
∑k
j=2 ζ
n
j
n · log ζ =
log
(
ζn2 · (1 +
∑k
j=3(
ζj
ζ2
)n)
)
n · log ζ
=
log ζ2
log ζ
+
log
(
1 +
∑k
j=3(
ζj
ζ2
)n
)
n · log(ζ) .
Now if this is eventually constant so is the second term, applying exponential map yields
(37) ζC·n = 1 +
k∑
j=3
(
ζj
ζ2
)n
, C ∈ R, n ≥ n0.
By our assumption the right hand side in (37) is bounded by k − 1, so C ≤ 0. Now using the same
method as for the proof of the right hand side in (16) for
ζj
ζn
we see that there are arbitrarily large n such
that every element of the sum on the right hand side is positive, so the sum is (strictly) greater than 1.
Thus also C ≥ 0 and hence C = 0, hence the right hand side in (37) equals 1 for all n ≥ n0. But in the
argument for C ≥ 0 we saw that this is impossible, a contradiction.
For the second claim recall (21) in context of the proof of the right hand side of (16), and Corollary 2.7.
In view to this it suffices for fixed degree k ≥ 3 to find a Pisot unit whose conjugates do not all lie on
the circle with origin 0 and radius ζ−
1
k−1 in the complex plane.
We prove that for any fixed k, Pisot numbers associated to the set of polynomials Qk,M,1 arising from
Proposition 2.18 and putting N = 1 have this property.
Firstly, by Proposition 2.18 these are Pisot polynomials, and as the constant term equals 1 the associated
Pisot number is a unit by Vieta Theorem 2.4. To prove our claim, we show that there is a real root
ζ2,M ∈ (0, 1) which has strictly larger absolute value than any other root inside the unit circle (i.e. apart
from the Pisot number associated to Qk,M,1). The existence of a real root ζ2,M ∈ (0, 1) of Qk,M,1 is
immediate due to Qk,M,1(0) = 1 > 0, Qk,M,1(1) = 2 − M < 0 by intermediate value Theorem. The
uniqueness is easily inferred by looking at the derivative Q′k,M,1(x) = kx
k−1 − M(k − 1)xk−2 which
obviously has unique positive root x = M(k−1)k , consequently apart from the Pisot root there can only
be one more positive real root.
Note that Qk,M,1(z) = 0 is equivalent to Mz
k−1 = zk+1, so in particular M |z|k−1 = |zk+1|. Above we
saw Qk,M,1(t) < 0 for t ∈ (ζ2,M , 1). Applying this to t := |ζ3| with another root ζ3,M 6= ζ2,M of Qk,M,1
with |ζ3,M | ∈ [ζ2,M , 1), we must have |ζ3,M | = ζ2,M . More precisely, since |zk+1| ≤ |z|k+1 with equality
if and only if zk is real, ζ3,M must be of the shape ζ3,M = ζ2,Me
2πij
k , j ∈ {1, 2, . . . , k − 1}. However,
for these values of ζ3,M we have Mζ
k−1
3,M /∈ R as (k − 1, k) are relatively prime, so Qk,M,1(ζ3,M ) /∈ R, so
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Qk,M,1(ζ3,M ) 6= 0 in particular, contradicting the existence of a root of Qk,M,1 with absolute value in
[ζ2,M , 1). 
Remark 2.21. Applying the nontrivial result of C. Smyth [24] we already referred to in Theorem 2.13
would have simplified the proof of the second part of Theorem 2.20. However, we wanted to present a
more elementary proof. More general, Smyth’s Theorem implies
Corollary 2.22. Every Pisot number ζ of degree [Q(ζ) : Q] ≥ 4 satisfies σ(1, ζ) < 1k−1 .
Proof. By Smyth’s Theorem 2.11, there can be at most 2 roots of every fixed absolute value f . So, for
k ≥ 4 there must be two conjugates of ζ inside the unit circle with different absolute values. Looking at
the constant coefficient of the Pisot polynomial associated to ζ it follows by Vieta Theorem 2.4 that the
maximum absolute value of a root inside the circle is strictly larger than ζ−
1
k−1 . Thus by Corollary 2.7
we have σ(1, ζ) < 1k−1 in this case. 
We now inspect the problem if (33) with 2 changed to k is dense is true for k ≥ 3. Using the polynomials
from Proposition 2.18 we can give an affirmative answer.
Theorem 2.23. For any k ≥ 2, (33) is dense in
(
0, 1k−1
]
.
Proof. Fix ǫ ∈ [0, 1) and consider the polynomials Qk,M,N from Proposition 2.18 with N = ⌊M−ǫ⌋ and
let M → ∞. Clearly, for M sufficiently large the conditions on M,N are satisfied. Let z be any root
unequal the Pisot number ζk,M,N associated to Qk,M,N . Since Qk,M,N is Pisot polynomial it has |z| ≤ 1.
The equation Qk,M,N(z) = 0 implies z
k + ⌊M−ǫ⌋ =Mzk−1 and further
M−ǫ − 2 ≤M |z|k−1 ≤M−ǫ + 2,
thus for M →∞ for every root of Qk,M,⌊M−ǫ⌋ we have the asymptotic property
(38) |z| ∼M −1−ǫk−1 .
However, by Qk,M,N (M − 1) = −(M − 1)k−1 + N < 0 and Qk,M,N (M) = 1 > 0 by intermediate value
Theorem we have M − 1 < ζk,M,N < M for the Pisot number ζk,M,N associated to any polynomial
Qk,M,N . So by (38) for M →∞ we also have the asymptotic property
|z| ∼ ζ
−1−ǫ
k−1
k,M,N .
Varying ǫ proves in view to Corollary 2.7 that σ(1, ζ) is dense. However, an obvious generalization of
the proof of Theorem 2.20 for arbitrary N shows that there is a real root of Qk,M,N with the unique
maximum absolute value among all the roots of Qk,M,N apart from the Pisot root ζk,M,N . So with the
same argument as in (27) in the proof of Theorem 2.13, σ(1, ζk,M,N ) = σ(1, ζk,M,N ) for any k,M,N
satisfying the conditions of Theorem 2.18. 
Another easy confirmative result relating to Theorem 2.16 is
Proposition 2.24. If for a Pisot number ζ of degree [Q(ζ) : Q] = k we have σ(1, ζ) = 1k−1 , then ζ is a
Pisot unit.
Proof. If ζ is not a unit, then the constant coefficient of its minimal polynomial P (X) has absolute value
at least 2, so the largest conjugate of ζ has absolute value at least log 2
log ζk−1
> 1(k−1) log ζ by Vieta Theorem
2.4. The proof of the right hand side of (16), i.e. Corollary 2.7, finishes the proof. 
Remark 2.25. Only in case of k = 3 Proposition 2.24 is not already implied by Theorem 2.16 or
Corollary 2.22, which shows the set is in fact empty for k ≥ 4.
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2.2. Case of algebraic numbers α, ζ > 1 and ζ not a Pisot number. Observe that Theorem
1.6 applies in this case, so σ(α, ζ) = 0. First we point out that converse to the Conjecture 2.8 from
section 2.1 that this should never occur for Pisot numbers, there exist algebraic numbers α, ζ > 1 with
σ(α, ζ) < σ(α, ζ).
Proposition 2.26. There exist algebraic numbers ζ with σ(1, ζ) < σ(1, ζ).
Proof. Take ν any Pisot number and k a positive integer such that ζ := k
√
ν is no Pisot number. Any
sufficiently large k satisfies this property since there exists a smallest Pisot number which happens to be
ρ ≈ 1.3247 the root of X3 − X − 1 see Theorem 7.2.1 on page 133 in [3], but otherwise k√ν converges
to 1. Since ζ is no Pisot number we have σ(1, ζ) = 0 by Pisot Theorem 1.5. On the other hand
σ(1, ζ) ≥ σ(1, ν) ≥ σ(1, ν) > 0 by (9) and Theorem 2.5. 
We want to give estimates for σ(α, ζ). Before we proof our main result we give an easy Proposition we
will later need.
Proposition 2.27. For real numbers α 6= 0, ζ 6= 0 if αζn is an integer for infinitely many positive
integers n, then ζ = L
√
M for positive integers L,M and α = AB ζ
−g ∈ Q(ζ) for A,B integers and g a
non-negative integer. In particular α ∈ Q(ζ).
Proof. First note that without loss of generality we may assume α, ζ to be positive and then, clearly
λ > 1 is a necessary condition (so we are in the interesting case).
Let n2 > n1 be two such integers. Then we can write αζ
n1 = M1, αζ
n2 = M2 with integers M2 > M1.
Then building quotients we get
(39) ζ = χ := n2−n1
√
M2
M1
.
Let m2m1 =
M2
M1
with (m1,m2) = 1 relatively prime. If m1 = 1 put L := n2 − n1,M := m2 and we are
done. So suppose m1 ≥ 2.
If αζn is an integer for infinitely many n, then by pigeon hole principle there is a residue class f mod
n2 − n1 with infinitely many too, i.e.
αζN(n2−n1)+f ∈ Z
has infinitely many positive integer solutions N . But by (39) the same applies to
αζf ·
(
m2
m1
)N
.
But by (m1,m2) = 1 this means αζ
f is an integer that is divided by arbitrarily large powers of m1, a
contradiction to m1 ≥ 2.
The claim concerning α follows by the fact that ζn is of the form BM
g
L with an integer B and g ∈
{0, 1, . . . , L− 1}, so for this be an integer A requires α to be of the form α = ABM
−g
L = AB ζ
−g ∈ Q(ζ). 
Another very easy Proposition to simplify the proof of Proposition 2.30 later.
Proposition 2.28. If ζ = L
√
M for positive integers L,M and L chosen minimal with this property,
then for t an integer ζt is rational if and only if L|t.
Proof. Clearly if LK = t with K ∈ Z, then ζt = MK is rational. Conversely, if ζq ∈ Q for some integer
L ∤ q, then since ζL = M also q + pL has the same property for any p ∈ Z, so there is an integer
1 ≤ s ≤ L − 1 with this property ζs ∈ Q. We may assume s to be minimal with this property. Since ζ
is irrational (otherwise ζ ∈ Z and L = 1) in fact 2 ≤ s ≤ L− 1. Write L = vs+ u with v, 0 ≤ u ≤ s− 1
integers. By the assumed minimality of L such that ζL is an integer we must have u 6= 0, because
otherwise if ζs ∈ Q \ Z clearly ζL = ζvs is no integer, contradiction. But ζL ∈ Z and ζs ∈ Q implies
ζL−vs = ζu ∈ Q, by 1 ≤ u ≤ s− 1 a contradiction to the minimality of s. 
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Proposition 2.27 suggests that in order to investigate the quantity σ(α, ζ) we need to treat the case
ζ = L
√
M separately. We first define
Definition 2.29. For real numbers α 6= 0, ζ > 1 define the restricted approximation constant σ̂(α, ζ) as
in (3) but excluded the values n for which σn(α, ζ) =∞, i.e. αζn is an integer.
Proposition 2.30. Let ζ = L
√
M for positive integers M,L and L chosen minimal with this property.
Further let P(N) denote the set of prime divisors of an integer N . Then for α = AB ζ
−g for non-negative
integers A,B, g, (A,B) = 1 with P(B) ⊂ P(M) we have σ(α, ζ) =∞, and for any other real algebraic
α 6= 0 we have σ(α, ζ) ≤ 1. In any case σ̂(α, ζ) ≤ 1.
Proof. For α = AB ζ
−g and P(B) ⊂ P(M) we have αζLN+g = ABMN ∈ Z for any positive integer
N ≥ N0 with N0 sufficiently large that B|MN0 , so σ(α, ζ) =∞ in this case.
If otherwise α is not of this shape, we first show that αζn is no integer for all sufficiently large n.
Assume the opposite. By Proposition 2.27 then we must have α = ζ−g AB for some g ≥ 0. In this case
if we write n = LN + r with N, 0 ≤ r ≤ L − 1 integers. Consequently αζn = ABMNζr−g ∈ Z. But
A
BM
N ∈ Q, so
(40) ζr−g ∈ Q
too. By the assumption P(B) * P(M) obviously ABM
t is not an integer for any integer t, so L ∤ r − g.
However, for L ∤ r − g we have ζr−g /∈ Q by Proposition 2.28, a contradiction to (40). So indeed there
are only finitely many n with αζn ∈ Z.
Write n = LN + r with N, 0 ≤ r ≤ L− 1 integers. We have
(41) ‖αζn‖ = ∥∥MN (αζr)∥∥ .
Observe all the L values αζr for 0 ≤ r ≤ L− 1 are algebraic and we showed αζn are no integers. If αζr
is rational, i.e. αζr = prqr , then the right hand side of (41) is bounded below by
1
qr
> 0. If not, by Roth’s
Theorem 1.11 for any ǫ > 0 the right hand side of (41) is at least M−N(1+ǫ) = ζ−LN(1+ǫ) as N → ∞.
In either case taking logarithms according to (6) and observing nN = L +
r
N ≤ L + L−1N tends to L as
N →∞ (or equivalently n→∞) proves 1 to be an upper bound for σ(α, ζ). The last claim concerning
σ̂(α, ζ) admits an analog proof. 
Now we turn to the case of ζ not of the form L
√
M . We will need a basic property of algebraic field
extensions.
Lemma 2.31. Let [K : L] be a field extension of algebraic number fields K,L. Then there exist exactly
[K : L] monomorphisms τj : K 7→ L which are the identity restricted to L.
If K : L and L : Q are finite field extensions, then each of the [L : Q] monomorphisms L 7→ C has exactly
[K : L] extensions to monomorphisms K 7→ C.
A Corollary to the famous isomorphism extension Theorem additionally using the fact that number fields
are perfect, see chapter 9 in [13] for example. We will first restrict to algebraic integers α, ζ.
2.2.1. Special case algebraic integers α, ζ.
Theorem 2.32. Let α > 0, ζ > 1 be real algebraic integers and ζ not of the form L
√
M for integers
M,L. Put K := Q(ζ, α) and let [Q(ζ) : Q] = k and [K : Q] = [K : Q(ζ)] · [Q(ζ) : Q] = ks. Further let
θ1 = ζ, θ2, . . . , θk be the conjugates of ζ in Q(ζ) labeled such that |θ2| ≥ |θ3| ≥ . . . ≥ |θk|. Put ηj := log |θj|log ζ
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for 1 ≤ j ≤ k and further let θ2, θ3, . . . , θm be the conjugates with ηj > 1 if any, else put m = 1. Then
an upper bound for σ(α, ζ) is given by
(42) σ(α, ζ) ≤ s
 m∑
j=2
ηj + k −m
 .
In particular σ(α, ζ) <∞.
Proof. Put K := Q(ζ, α) and let τ1, τ2, . . . , τks be the monomorphisms K 7→ C from Lemma 2.31. Then
τj(αζ
n) = τj(α)τj(ζ)
n are the conjugates of αζn, 1 ≤ j ≤ ks. Then ζ1 := τ1(ζ), ζ2 := τ2(ζ), . . . , ζks :=
τks(ζ) are the conjugates of ζ in K and similarly α1 := τ1(α), . . . , αk := τks(α) are the conjugates of α
in K.
Label such that τ1 is the identity map and |ζ2| ≥ |ζ3| ≥ . . . ≥ |ζks|. Put ηj := log |ζj |log ζ for 1 ≤ j ≤ ks. Let
ζ2, ζ3, . . . , ζr be the conjugates with ηj > 1 if any, else put r = 1. We first show
(43) σ(α, ζ) ≤
r∑
j=2
ηj + ks− r.
We proceed similar to the proof of the right hand side of (17). Again putMn :=< αζ
n >∈ Z and consider
the polynomials
Φ(Mn) :=
ks∏
j=1
(
Mn − αjζnj
)
Note that again by our assumptions Φ(Mn) 6= 0 for n sufficiently large. Indeed, the linear factor
(Mn−α1ζn1 ) = (Mn−αζn) 6= 0 for any n by our restrictions and Proposition 2.30. But if another linear
factor would be 0 for arbitrarily large values of n, clearly neither |ζj | < |ζ| nor |ζj | > |ζ| is possible due
to |Mn −αζn| ≤ 1 but the difference αζn − αjζnj would clearly tend to infinity by absolute value. But if
|ζj | = |ζ| = ζ and αj 6= α, a similar argument applies. In the remaining case |ζj | = |ζ| = ζ and αj = α,
we have Mn 6= αζn = |αζn| = |αjζnj |, so this case leads to a contradiction too.
Since α, ζ are in the ring of algebraic integers, similarly to (24) we obtain
(44) ‖αζn‖ = |Mn − αζn| ≥ 1∏ks
j=2
∣∣Mn − αjζnj ∣∣ .
By 0 < Mn ≤ αζn + 1 the factors in the right hand side denominators of (44) are bounded above by
max(α, |αj |) (|ζ|n + |ζj |n) + 1. For n→∞ and with K := max2≤j≤ks |αj | this gives
‖αζn‖ ≥ 1
2K ·∏2≤j≤ksmax(|ζj |, ζ)n .
Separating cases |ζj | > ζ and |ζj | ≤ ζ and taking logarithms to base ζ proves (43).
To derive (42) from (43), it suffices to observe that by Lemma 2.31, each θi for i ∈ {1, 2, . . . , k} equals
ζj for exactly s values of j ∈ {1, 2, . . . , ks}. 
Corollary 2.33. Let ζ be a Pisot number and α 6= 0 be real algebraic of degree
[Q(α) : Q] = t. Then σ(α, ζ) ≤ t(k − 1).
Proof. For Pisot numbers, by their definition m = 1 in Theorem 2.32 and
∑k
j=2 ηj is the empty sum.
Moreover,
(45) s = [Q(α, ζ) : Q(ζ)] ≤ [Q(α) : Q] = t
by an easy vector space argument. In view of this the result is immediate due to Theorem 2.32. 
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If ζ is not a Pisot number, the quantities ηj in Theorem 2.32 are somehow annoying. We want to give a
version of Theorem 2.32 where the upper bound only depends on the degree of α and the complexity of
ζ, i.e. its degree and the largest absolute value of the coefficients of its minimal polynomial. For this we
need Landau’s bound for the roots of a polynomial, which is given in the next Proposition.
Proposition 2.34. Let z1, z2, . . . , zk be the k roots of the polynomial P (X) = akX
k+ak−1Xk−1+· · ·+a0
with integer coefficients. Then
M(P ) := |ak|
k∏
j=1
max(1, |ζj |) ≤
√√√√ k∑
j=0
|aj |2 ≤
√
k + 1H(P ).
See [17] for a proof. Now we can present a Theorem which in fact is a Corollary to Theorem 2.32.
Theorem 2.35. Let α > 0, ζ > 1 be real algebraic integers and ζ not of the form L
√
M for integers M,L.
Further let [Q(ζ) : Q] = k be the degree of ζ and [Q(α) : Q] = t be the degree of α. Further let N(ζ) be
the number of conjugates of ζ in the closed unit circle. Then we have
(46) σ(α, ζ) ≤ [Q(α, ζ) : Q(ζ)] ·
(
N(ζ) +
1
2 log k + logH(ζ)
log ζ
)
.
In particular
(47) σ(α, ζ) ≤ t ·
(
k − 1 +
1
2 log k + logH(ζ)
log ζ
)
.
Proof. By Theorem 2.32 it suffices to prove the value in the brackets of (46) is not smaller than the one
in (42).
In order to prove this, we look at the roots ζj with |ζj | > 1 and those with |ζj | ≤ 1 separately. The sum
in (42) over the latter can be estimated above by their cardinality N(ζ), as by ζ > 1 they in particular
have smaller modulus than ζ. For the first type we may apply Proposition 2.34 to obtain
m∑
j=2
log |ζj |
log ζ
≤
k∑
j=2
max
(
0,
log |ζj |
log ζ
)
≤ log(
√
kH)
log ζ
=
1
2 log k + logH
log ζ
.
Combining the estimates (46) follows immediately. For (47) further note that again since ζ > 1 we have
N(ζ) ≤ k − 1 and moreover (45) still holds. 
We finally want to give bounds for arbitrary algebraic integers depending only on their complexity, i.e.
replace the quantity log ζ by an expression which solely depends on the degrees of α, ζ such as H(ζ).
Under the additional restriction ζ > 1 + ǫ for some ǫ > 0 we can just replace log ζ by log(1 + ǫ) in the
denominator of (47).
In order to give bounds in the general case we need some more preparation.
Proposition 2.36. Let m,H be positive integers and x1, x2, . . . , xm be positive reals satisfying the fol-
lowing: the product of the xj with xj ≥ 1 is bounded above by
√
m+ 1H. Then
(48)
m∏
j=1
(xj + 1) ≤ 2m
√
m+ 1H.
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Proof. The claim obviously holds if all xj ≤ 1 so we can assume there exists at least one xj > 1. For any
given x1, x2, . . . , xm if necessary relabel xj to be increasing and define f by x1 ≤ x2 ≤ · · · ≤ xf ≤ 1 <
xf+1 ≤ xf+2 ≤ · · · ≤ xm and f = 0 in case of all xj > 1. Clearly
(49)
f∏
j=1
(xj+1 + 1) ≤ 2f .
To estimate the product over the remaining xj , expand
∏m
j=f+1(xj + 1). Since xj ≥ 1 in this case, each
of the 2m−f products of the arising sum is at most the total product
∏m
j=f+1 xj , which is bounded by
above by
√
m+ 1H by our assumption. Thus
(50)
m∏
j=f+1
(xj+1 + 1) ≤ 2m−f
√
m+ 1H.
Combining (50),(49) gives
m∏
j=1
(xj + 1) =
f∏
j=1
(xj + 1)
m∏
j=f+1
(xj + 1) ≤ 2f · 2m−f
√
m+ 1H = 2m
√
m+ 1H.

Corollary 2.37. For ζ as in Theorem 2.32 or 2.35 we have
0 < log ζ ≤ log
(
1 +
1
2k−1
√
kH(ζ)
)
.
Proof. Consider P (1) =
∏k
j=1(1 − ζj) = (1 − ζ)
∏k
j=2(1 − ζj). Due to the irreducibility of P this is a
nonzero integer, so we have
ζ − 1 ≥ 1∏k
j=2 |1− ζj |
≥ 1∏k
j=2(1 + |ζj |)
.
We can apply Proposition 2.36 to the right hand side with m := k − 1 and xj := |ζj+1| for 1 ≤ j ≤ m
and H := H(ζ), because its assumption is satisfied by Proposition 2.34, which leads to
ζ − 1 ≥ 2−(k−1) 1√
kH(ζ)
.
Adding one and taking logarithms finishes the proof. 
As an immediate Corollary to Theorem 2.35 and Corollary 2.37 we get
Theorem 2.38. Let k, t,H be positive integers. For all real algebraic integers ζ > 1 of degree [Q(ζ) :
Q] ≤ k and H(ζ) ≤ H and all non-zero real algebraic integers α of degree [Q(α) : Q] ≤ t
(51) σ(α, ζ) ≤ t ·
k − 1 + 12 log k + logH
log
(
1 + 1
2k−1
√
kH
)

holds.
Corollary 2.39. With the notation and assumptions of Theorem 2.38
σ(α, ζ) ≤ t
(
k − 1 + 2k
√
kH
(
1
2
log k + logH
))
holds.
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Proof. Clearly 2k−1
√
kH ≥ 1, so its reciprocal is in (0, 1). So looking at the denominator in (51), it
suffices to prove log(1 + x)− x2 > 0 for 0 < x < 1. However, this is easily checked. 
2.2.2. General case. To obtain bounds for σ(α, ζ) we put the general case down to the special case of
algebraic integers. It is well known that the algebraic integers are the fraction field of the ring of algebraic
integers. The classical way to prove this is for any algebraic number z of degree [Q(z) : Q] = k with
minimal polynomial P (X) = akX
k + ak−1Xk−1 + · · ·+ a0, i.e.
akz
k + ak−1zk−1 + · · ·+ a0 = 0 ⇔ ak−1k
(
akX
k + ak−1Xk−1 + · · ·+ a0
)
= 0
to observe that z′ := akz is an algebraic integer of the same degree because it is a root of the monic
polynomial
QP (X) = X
k + ak−1Xk−1 + ak−2akXk−2 + ak−3a2kX
k−3 + · · ·+ a0ak−1k = 0.
(Note: The degree of z′ cannot be strictly less than k since any polynomial equation Q(z′) = 0 with
deg(Q) < k in z′ can be written as a polynomial equation R(z) = 0 with deg(Q) = deg(R) < k,
contradicting the minimality of k). This construction additionally gives the bounds
(52) |z′| ≤ H(z)|z|, H(z′) ≤ H(z)k.
Now in view of Proposition 1.2 we can generalize our results from the last subsection 2.2.1.
Theorem 2.40. Let k, t,H be positive integers. For all real algebraic numbers ζ > 1 not of the form
L
√
M0
N0
for L,M0, N0 ∈ Z of degree [Q(ζ) : Q] ≤ k and H(ζ) ≤ H and all non-zero real algebraic numbers
α of degree [Q(α) : Q] ≤ t
(53) σ(α, ζ) ≤ 2k
√
kt ·H logH ·
(
2k − 1 +
1
2 log k + logH
log 2
)
+ 2k
√
kH logH − 1
holds. In particular σ(α, ζ) <∞.
Proof. Let α, ζ be arbitrary real algebraic numbers satisfying the assumption. Observe that by ζ > 1
and distinguishing cases σ(α, ζ) log ζ − logN > 0 and σ(α, ζ) log ζ − logN ≤ 0, Proposition 1.2 can be
written as
(54) σ(α, ζ) ≤ max
{
σ(Mα,Nζ)(log ζ + logN) + logN
log ζ
,
logN
log ζ
}
.
By (5) applied to Mα,Nζ > N ≥ 1, the left expression in the maximum is the larger one and it can be
written as
(55)
σ(Mα,Nζ)(log ζ + logN) + logN
log ζ
= σ(Mα,Nζ)
(
1 +
logN
log ζ
)
+
logN
log ζ
.
Denote ζ′, α′ the algebraic integers arising from ζ, α by the above construction, i.e. M := bt resp.
N := ak are the leading coefficients of the minimal polynomials of α resp. ζ and ζ
′ = akζ, α′ = btα. We
may assume N ≥ 2. Indeed, if else N = 1 then ζ is an algebraic integer and since furthermore Mα has
the same degree as α, the upper bounds from Corollary 2.39 of subsection 2.2.1 are valid for the right
hand side of (55), which are better then the one in (53). (Anyway, if ζ is an algebraic integer nevertheless
we can apply the results of subsection 2.2.1 to Nζ for any N , so really N ≥ 2 is no restriction.)
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We may apply (47) from Theorem 2.35 to α′, ζ′. In view of (52), i.e N ≤ H(ζ) ≤ H and H(Nζ) ≤
NkH(ζ) ≤ NkH , and Nζ > N ≥ 2 this gives
σ(Mα,Nζ) ≤ t ·
(
k − 1 +
1
2 log k + logH(Nζ)
log ζ
)
≤ t ·
(
k − 1 +
1
2 log k + logH(Nζ)
logN
)
≤ t ·
(
2k − 1 +
1
2 log k + logH
logN
)
≤ t ·
(
2k − 1 +
1
2 log k + logH
log 2
)
.(56)
It remains to find lower bounds for log ζ. However, Corollary 2.37 holds in case of arbitrary algebraic
numbers ζ too with an almost analogue proof. Indeed, similarly
ζ − 1 ≥ 1|ak| ·
1∏k
j=2(|aj |+ 1)
,
but the bound from Proposition 2.34 is better by the same factor 1|ak| making Proposition 2.36 applicable
with H replaced by H|ak| , thus giving the same result. Combining the mentioned bound from Corollary
2.37 with the easy estimate (similar to the proof of Corollary 2.39)
1 +
logN
log(1 + x)
≤ logN
(
1
log(1 + x)
+ 1
)
+ 1− logN < logN 2
x
+ 1− logN, x ∈
(
0,
1
2
]
,
for x := ζ − 1 ≤ 12 (otherwise the bounds are much better anyway!), we obtain
(57) 1 +
logN
log ζ
≤ 2k
√
kH logN + 1− logN ≤ 2k
√
kH logH.
Inserting (57) and (56) in (55) leads to the desired upper bound in (53) for (55), which is the left (and
larger) expression in the maximum of (54). 
Remark 2.41. Note that again the additional assumption ζ > 1+ ǫ for some ǫ > 0 improves the bounds
concerning H from order H logH2 to order logH .
Remark 2.42. Fix k, t in Theorem 2.40 or Corollary 2.39 and let H be large. The bounds become
σ(α, ζ) ≤ C(k, t) ·H(logH)2
for a constant C(k, t), where the square can be dropped in case of algebraic integers. Note that noticeable
improvements of this bound imply improvements of Theorem 2.32. Indeed, the monic irreducible qua-
dratic polynomials P2,H(X) = X
2−HX +H have H(P ) = H and the roots satisfy ζ1 ∼ 1+ 12H , ζ2 ∼ H
as H → ∞. Thus the bracket expression in the right hand side of (42) is of order C(2, s)H logH with
C(2, s) = 2.
Conversely, for fixed t,H and k →∞ the bounds seem not to be optimal due to possible improvements
of Corollary 2.37. According to chapter 3 in [5] the closest root z(k) to 1 among all polynomials Pk of
degree k with coefficients among {−1, 0, 1} and Pk(1) 6= 0 is of order |z(k)− 1| ≍ 1k2 . In chapter 4 of [5]
the polynomials Rk with the respective roots z(k) closest to 1 are explicitly given as
Rk = ±x
2m+1 − x2m + 1
x− 1 , k = 2m
Rk = ±x
2m+2 − xm+1 − xm + 1
x− 1 , k = 2m+ 1.
So for H = 1 and all ζ with [Q(ζ) : Q] ≤ k these estimates indeed improve the bound in Proposition 2.37
and consequently in Corollary 2.39 as for k →∞ we have 1log ζ ≍ k2 < 2k
√
kH = 2k
√
k.
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For general H , the minimal value of ζ− 1 for roots of polynomials P of arbitrary degree with H(P ) ≤ H
was investigated in [9], [10], [6], [19], [20] often in terms of the Weil height of a polynomial. However no
result seems to be directly applicable to derive a much better bound.
We want to quote a last result where the distance of algebraic numbers to an integer converges indeed
exponentially to 0 with increasing degree. In [8] it is shown that the closest distance τ 6= 0 of the
root of any polynomial P of degree ≤ k and H(P ) ≤ H from any integer is either 0 or bounded by
H(H + 1)−k < τ < 2H(H + 1)−k for k sufficiently large and the minimum is taken for a root of the
polynomial Sk := X
k −H(Xk−1 +Xk−2 + . . .X + 1). In particular this result applies to our concern:
For any algebraic number β of degree [Q(β) : Q] ≤ k and H(β) ≤ H the distance τ to any integer
satisfies H(H +1)−k < τ for k sufficiently large. Moreover, provided that Sk is irreducible, which is true
by Eisenstein criterion if H has a prime divisor p with p2 ∤ H , an upper bound for τ is given too by
H(H + 1)−k < τ < 2H(H + 1)−k. Clearly, these bounds in [8] are no improvement of our results in any
way, however replacing 1 by any integer weakens the statement a lot. We will not go into deeper detail
here since for our concern the finiteness of σ(α, ζ) in the algebraic case is most important.
The case of ζ = L
√
p
q with q > 1 is still missing. Similar to Proposition 2.30 Roth’s Theorem 1.11 applies
to this case.
Proposition 2.43. Let ζ = L
√
p
q > 1 with relatively prime positive integers p > q > 1 and L minimal
with this property. For any real algebraic α 6= 0 we have σ(α, ζ) ≤ log p+log qlog p−log q . In particular σ(α, ζ) <∞.
Proof. Write n = LN + r with integers N, 0 ≤ r ≤ L− 1 such that
‖αζn‖ =
∥∥∥∥∥
(
p
q
)N
(αζr)
∥∥∥∥∥ .
If αζr is rational, so is the expression above. However, it is not 0 for all sufficiently large N by our
assumption q > 1 and Proposition 2.27. Hence in this case
(58) ‖αζn‖ ≥ 1
KqN
for some constant K, which can be chosen the maximum of the denominators of the rational αζr if there
exist any. For those r such that αζr /∈ Q, by Roth’s Theorem 1.11 for any ǫ > 0, T ∈ Z and N = N(ǫ)
sufficiently large ∣∣αζrpN − qNT ∣∣ ≥ p−N(1+ǫ),
so dividing by qN
(59)
∥∥∥∥∥
(
p
q
)N
(αζr)
∥∥∥∥∥ ≥ p−N(1+ǫ)q−N .
The bound in (59) is clearly worse than the one in (58) for large N .
Letting ǫ → 0, taking logarithms in (59) according to (6) and observing nN ∼ L for n → ∞ yields the
assertion. 
Remark 2.44. Note that the minimal polynomial PL(X) := qX
L−p of ζ is of heightH(PL) = H(ζ) = p.
Thus σ(α, ζ) ≤ 2 logH(ζ)L log ζ and that L is just the degree of ζ. For fixed, L,H and H(ζ) = p ≤ H we have
ζL ≥ pp−1 , so this becomes
σ(α, ζ) ≤ 2 logH
logH − log(H − 1) ∼ 2H logH,
similar to the results in the case ζ 6= L
√
p
q but without appearance of the degrees k = L, t of ζ, α.
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Again restricting to ζ > 1 + ǫ for some ǫ > 0, due to log p − log q = L · log ζ improves the bounds to
order C · logHL for a constant C = C(ǫ) = 2log(1+ǫ) depending on ǫ only, which even seems to improve as
the degree L of ζ increases. Note however, that ζL = L
√
pL
qL
> 1 + ǫ implies H(ζL) = pL ≥ ζLL tends to
infinity exponentially as L→∞, so in fact it does not.
We want to point out a particular consequence of the combination of Theorem 2.40 and Proposition 2.43
that can be interpreted as a transcendence criterion.
Theorem 2.45. For any real algebraic α 6= 0 and ζ > 1 not of the form (α, ζ) =
(
A
BM
− g
L ,M
1
L
)
for
integers L,M,A,B, g > 0 we have σ(α, ζ) < ∞. In particular, for any algebraic ζ > 1 not of the form
L
√
M for integers L,M and any real algebraic α 6= 0 we have σ(α, ζ) <∞.
Note that by (4) we can drop the assumption ζ > 1 in Theorem 2.45. It is likely that in fact 1 is the
correct uniform upper bound, which we want to state as a Conjecture.
Conjecture 2.46. For any real algebraic α 6= 0 and real ζ not of the form (α, ζ) =
(
A
BM
− g
L ,M
1
L
)
for
integers L,M,A,B, g > 0 we have σ(α, ζ) ≤ 1. In particular, For any real algebraic ζ not of the form
L
√
M for integers L,M and any real algebraic α 6= 0 we have σ(α, ζ) ≤ 1.
Note that 1 is the best bound possible because algebraic Pisot units of degree 2 have σn(1, ζ) = 1 for all
n ≥ 1 by Theorem 2.16.
As a final Remark to the case of algebraic numbers α, ζ > 1 we want to point out that Roth’s Theorem
suggests that the set σ(α, ζ) > 0 should be somehow small. In this case of for ǫ > 0 certain arbitrarily
large values of n ∥∥ζ−n〈ζn〉∥∥ = ∥∥ζ−n(ζn + ‖ζn‖)∥∥ = ∥∥ζ−n‖ζn‖∥∥ ≤ ζ−n(1+ǫ).
So by 〈ζn〉 ≤ ζn + 1 for large n ∥∥ζ−nK∥∥ ≤ K−1− ǫ2
has the solution K := 〈ζn〉. By Roth’s Theorem, for fixed n there are only finitely many K satisfying
this equation. However, as there is only one solution this is just a heuristic argument and indeed Pisot
numbers provide counterexamples where σ(α, ζ) > 0.
3. Results for σ(α, ζ), σ(α, ζ) in the general case
If ζ is transcendental, then as in section 2.2 Theorem 1.6 applies, so σ(α, ζ) = 0. We nevertheless want
to give a different proof for this fact, relying only on Diophantine approximation properties and avoiding
Fourier analysis.
Theorem 3.1. Let ζ > 1 be a transcendental real number. Then σ(α, ζ) = 0 for all α 6= 0.
Proof. If else σ(α, ζ) = ǫ > 0 for ζ transcendental real and α 6= 0 an arbitrary real number, for arbitrary
but fixed k and any n ≥ n0(k) sufficiently large we would have
‖αζn‖ ≤ ζ−n ǫ2
‖αζn+1‖ = ‖ζ · αζn‖ ≤ ζ−n ǫ2
...
...
...
‖αζn+k‖ = ‖ζk · αζn‖ ≤ ζ−n ǫ2 .
Thus putting Mn :=< αζ
n > and using the first equation in the others gives by triangular inequality
(60)
∥∥Mnζj∥∥ ≤ (ζj + 1)ζ−n ǫ2 ≤ 2ζk · ζ−n ǫ2 , 2 ≤ j ≤ k.
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Now look at the quantity λ̂k(ζ) with ζ := (ζ, ζ
2, . . . , ζk) for the present ζ. In Definition 1.8 of the
quantities λ̂d for any X taking x = Mn(X) = ‖αζn(X)‖ with n(X) the largest integer n such that
αζn ≤ X , and noting that 1 ≤ XMn(X) ≤ ζ by (60) we would have λ̂k(ζ) ≥
ǫ
2 > 0. However, as this is valid
for any positive integer k and ζ is transcendental, this contradicts Theorem 1.10. So the assumption
σ(α, ζ) > 0 cannot hold. 
For sake of completeness we give an immediate Corollary.
Corollary 3.2. The set of ζ such that σ(α, ζ) > 0 for some real α 6= 0 (that may depend on ζ) equals
the set of Pisot numbers. The set of real α 6= 0 such that σ(α, ζ) > 0 for some ζ (that may depend on α)
consists of algebraic numbers only. In particular both sets are countable infinite sets.
Proof. The first assertion follows from the combination of Theorems 1.5, 3.1. The second assertion is
immediate due to Theorem 1.5. Finally it is well-known that there exist infinitely many Pisot numbers,
which can be deduced from Proposition 2.18, and since the second set is obviously closed under α 7→Mα
for integers M by Proposition 1.2 as well as α 7→ ζkα for an integer k and a ζ associated to α it cannot
be finite either. 
Now we turn to the constant σ(α, ζ). First we prepare some results, showing that conversely to σ(α, ζ),
the set of pairs (α, ζ) ∈ R2 with large values of σ(α, ζ) is not small in sense of cardinality.
Definition 3.3. For any real ζ > 1 and δ ≥ 0, denote with ∆δ(ζ) the set of α such that σ(α, ζ) > δ. In
particular let ∆∞(ζ) be the set of real numbers α such that σ(α, ζ) =∞.
We start with an easy Proposition discussing the algebraic structure of the sets ∆δ(ζ).
Proposition 3.4. For δ1 < δ2 we have ∆δ1(ζ) ⊃ ∆δ2(ζ). For any δ ∈ [0,∞] the set ∆δ(ζ) is closed
under any map α 7→Mζk ·α for any integers M,k. Furthermore ∆δ( k
√
ζ) ⊃ ∆δ(ζ) for all δ ∈ [0,∞] and
all integers k ≥ 0.
Proof. The first point is obvious by the definition of the quantities ∆δ(ζ). It is also immediate due to its
definition that ∆δ is closed under α 7→ ζkα. So the other assertions follow easily from Proposition 1.2
with N = 1 respectively (9). 
Now we aim to give some metrical results.
Theorem 3.5. For any real ζ > 1 and any real b > a, the set ∆∞(ζ) ∩ (a, b) has the same cardinality
as R. In particular ∆∞(ζ) is dense in R.
Proof. We explicitly construct α in dependence of ζ. Let n1, n2, . . . be a strictly monotonically growing
sequence of positive integers to be specified later. Define
(61) α :=
∞∑
j=1
cj
ζnj
where 0 ≤ cj < 1 are defined recursively in the following way. Put c1 := 1ζn1 . Note c1ζn1 = 1 ∈ Z.
Similarly define c2 as the smallest positive real number such that ζ
n2( c1ζn1 +
c2
ζn2 ) ∈ Z, equivalently
ζn2( c1ζn1 +
c2
ζn2 ) =
⌈
ζn2 · c1ζn1
⌉
, which gives
c2 :=
⌈
ζn2−n1c1
⌉− ζn2−n1c1.
In general, having defined c1, c2, . . . , cg−1 putting
cg :=

g−1∑
j=1
ζng−njcj
−
g−1∑
j=1
ζng−njcj
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we have
(62) ζng
g∑
j=1
cj
ζnj
∈ Z.
By 0 ≤ cj < 1, clearly the sum (61) converges and α is well defined. Moreover by (62) for any sufficiently
large g we have
‖αζng‖ =
∥∥∥∥∥∥ζng
∞∑
j=1
cj
ζnj
∥∥∥∥∥∥ =
∥∥∥∥∥∥ζng
∞∑
j=g+1
cj
ζnj
∥∥∥∥∥∥ ≤
∞∑
j=g+1
1
ζnj−ng
.
The assertion σ(α, ζ) =∞ follows easily for any α arising from a sequence with
lim supj→∞
nj+1
nj
= ∞, for instance nj = j!. Clearly, this method is flexible enough to provide card(R)
many α.
To see it is dense we may generalize the construction by putting c1 =
L
λn1 for an arbitrary integer L.
If we choose n2 − n1 sufficiently large we can guarantee α ∈
(
L
λn1 ,
L+1
λn1
)
. Finally since we can take n1
sufficiently large we see the set is dense. Combining the arguments for density and cardinality, we infer
the assertion of the Theorem. 
The following Theorem 3.8 shows that the set of α with good approximation properties concerning σ(α, ζ)
for some ζ > 1 that may depend on α is small in measure theoretic sense. To simplify its proof and some
following proofs at some points we prepend a well-known fact from measure theory first.
Lemma 3.6 (Basic measure theory). Let (Ω,A , µ) be a measure space and for any ǫ > 0 let Mǫ ∈ A
be arbitrary µ-measurable subsets of Ω with the property ǫ1 < ǫ2 ⇒Mǫ1 ⊃ Mǫ2. If for any ǫ > 0 the set
Mǫ has measure µ(Mǫ) = 0, then µ(∪ǫ>0Mǫ) = 0 too.
Proof. By the inclusion property and the sigma subadditivity of measures we have
µ(∪ǫ>0Mǫ) = µ
(
∪n≥1M 1
n
)
≤
∞∑
n=1
µ
(
M 1
n
)
=
∞∑
n=1
0 = 0.

Definition 3.7. For any δ ≥ 0, let ∆δ := ∪ζ>1∆δ(ζ), i.e. the set of α such that σ(α, ζ) > δ for some
ζ > 1 that may depend on α.
Theorem 3.8. For any δ ∈ [0,∞] the s-dimensional Hausdorff measure of ∆δ is 0 for all s ≥ 11+δ . In
particular:
• the Hausdorff dimension of ∆δ is at most 11+δ
• the set of α with σ(α, ζ) > 0 for any ζ > 1 (that my depend on α) has Lebesgue measure 0.
Proof. We may restrict to α > 0, since clearly α ∈ ∆δ ⇔ −α ∈ ∆δ. By Lemma 3.6 with Ω = R, µ = λs
and Mǫ := ∆δ ∩ [ǫ, 1ǫ ] it suffices to prove the assertion with the additional restriction α ∈ (A,B) for any
given B > A > 0. Similarly Lemma 3.6 implies it is sufficient to restrict to ζ ∈ (1 + C,∞) for arbitrary
but fixed C > 0 in the definition of ∆δ.
So we restrict to this case for arbitrary but fixed B > A > 0, C > 0 in the sequel and denote the resulting
set with ∆δ,A,B,C . By construction ∆δ,A,B,C ⊂ ∆δ ∩ (A,B) ⊂ ∆δ. We are left to prove
(63) λs(∆δ,A,B,C) = 0, ∀s ≥ 1
1 + δ
, ∀B > A > 0, ∀C > 0.
Fixing ζ > 1 for α 6= 0 to lie in ∆δ+ǫ(ζ) for some ǫ > 0 there are infinitely many positive integer pairs
n,Mn with |Mn − αζn| ≤ ζ−n(δ+ǫ− ǫ2 ) = ζ−n(δ+ ǫ2 ), hence
α ∈ In,Mn :=
(
Mnζ
−n − ζ−n(1+δ+ ǫ2 ),Mnζ−n + ζ−n(1+δ+ ǫ2 )
)
.
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These intervals have length λ1(In,Mn) = 2ζ
−n(1+δ+ ǫ2 ), but by our restriction α ∈ (A,B) we haveMn ≍ ζn
as n→∞, so the interval lengths are of order λ1(In,Mn) ≍M−(1+δ+
ǫ
2 )
n as n→∞.
On the other hand, note ζ−n(1+δ+
ǫ
2 ) < 1. Consequently for any fixed integerM > max{A, 2B}, such that
2MA >
M
A +1 and
M
B − 1 > M2B , by our second restriction ζ > 1+C there are at most
log(2M
A
)
log ζ −
log( M2B )
log ζ ≤
logB−logA+2 log 2
log(1+C) logM ≍ logM intervals In,Mn = In,M with In,M ∩ (A,B) 6= ∅. Hence
λs(∆δ+ǫ,A,B,C) ≤
∑
M≥M0
C0 logM · 2sM−(1+δ+ ǫ2 )s = 2sC0
∑
M≥M0
logM ·M−(1+δ+ ǫ2 )s
for a constant C0 and anyM0 ≥ 1. Since this sum converges for all ǫ > 0 qand s ≥ 11+δ , the s-dimensional
Hausdorff measure of ∆δ+ǫ,A,B,C is arbitrarily small so it is 0. Assertion (63) follows with Lemma 3.6
putting Ω = R, µ = λs and Mǫ := ∆δ+ǫ,A,B,C .
The specifications follow by the definition of Hausdorff dimension resp. δ = 0. 
Now we want to study the reverse situation of fixed α.
Definition 3.9. For any real α and δ ≥ 0, denote with Θδ(α) the set of real ζ > 1 such that σ(α, ζ) > δ.
In particular denote with Θ∞(α) the set with σ(α, ζ) =∞.
First an easy Proposition about the algebraic structure of the sets Θδ(α).
Proposition 3.10. For δ1 < δ2 we have Θδ1(α) ⊃ Θδ2(α). If ζ ∈ Θδ(α) then N k
√
ζ ∈ Θτ(δ) with
τ(δ) = max
{
δ log ζ−logN
log ζ+logN , 0
}
. In particular, Θδ(α) is closed under any map ζ 7→ k
√
ζ and Θ∞(α) is
closed under any map ζ 7→ N k√ζ for all positive integer pairs N, k. Moreover Θδ(Mα) ⊃ Θδ(α) for all
δ ∈ (0,∞] and integers M .
Proof. The first point is obvious by the definition of the quantities Θδ(α). The remaining assertions
follow immediately from (9) and Proposition 1.2. 
Theorem 3.11. For any real α and any b > a ≥ 1, the set Θ∞(α) ∩ (a, b) has the same cardinality as
R. In particular Θ∞(α) is dense in (1,∞).
Proof. We recursively construct such ζ in dependence of α such that
(64) ‖αζnu‖ ≤ ζ−unu , u ≥ 1
for a monotonic increasing sequence (nu)u≥1 we will specify. This obviously yields σ(α, ζ) =∞.
Let N1, n1 be arbitrary positive integers and put ζ1 :=
n1
√
N1
α . For reasons of continuity exists some
interval I1 := (ζ1− ǫ1, ζ1+ ǫ1) such that ‖αxn1‖ ≤ ζ−n11 for all x ∈ I1. So all x ∈ I1 satisfy (64) for j = 1.
Having defined intervals I1 ⊃ I2 ⊃ I3 · · · ⊃ Iu such that (64) holds for all x ∈ Iu, we now define
(au+1, bu+1) = Iu+1 ⊂ Iu = (au, bu) such that it is still valid for x ∈ Iu+1. Take an integer nu+1
sufficiently large such that α(b
nu+1
u − anu+1u ) > 2. Consequently the interval (αanu+1u , αbnu+1u ) contains a
neighborhood of 2 consecutive integers Nu+1,i(u), i(u) ∈ {1, 2} respectively. Hence by continuity
Iu+1,i(u+1) :=
(
nu+1
√
Nu+1,i(u+1) − δu+1
α
,
nu+1
√
Nu+1,i(u+1) + δu+1
α
)
⊂ Iu
for some δu+1 > 0. If we decrease δu+1 if necessary, for any ζu+1 ∈ Iu+1,i(u+1)
(65) |αζnu+1 −Nu+1,i(u+1)| ≤ b−(u+1)1 .
For u ≥ u0 sufficiently large b−(u+1)1 < 12 so that the resulting intervals Iu+1,i(u+1) are disjoint in each
step. So any ζ := ∩u≥1Iu,i(u) arising by this construction with any choice i(u) ∈ {1, 2} for u = 2, 3, . . .
satisfies (64) by (65) and ζ = infu≥1 bu < supu≥1 bu = b1, and no two such ζ coincide unless i(u) coincide
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for all u ≥ u0. Hence the set has cardinality of the power set of N, which equals the cardinality of R.
This still holds with ζ restricted to I1 as all arising ζ are in I1. Since the choice of N1, n1 was arbitrary
and clearly { n1√N1 : (n1, N1) ∈ N2} is dense in (1,∞) and we can make ǫ1 and hence I1 smaller if needed,
the assertion follows. 
The following Theorem 3.12 shows that for fixed α 6= 0, the set of ζ with good approximation properties
concerning σ(α, ζ) is small in measure theoretic sense.
Theorem 3.12. For any δ ∈ [0,∞] the s-dimensional Hausdorff measure of Θδ(α) is 0 for all s ≥ 11+δ .
In particular:
• the Hausdorff dimension of Θδ(α) is at most 11+δ
• for any fixed α 6= 0 the set of ζ > 1 with σ(α, ζ) > 0 has Lebesgue measure 0.
Proof. Wemay restrict to α > 0 as α 7→ −α preserves the property. In order to estimate the s-dimensional
Hausdorff measure we look at the sets Θδ,A(α) ⊂ Θδ(α) defined as Θδ(α) with the additional restriction
ζ > 1 + A for a parameter A > 0. If we can prove that the s-dimensional Hausdorff measure λs of
Θδ,A(α) equals 0 for arbitrary s ≥ 11+δ and any A > 0, then Θδ(α) has the same property by Lemma 3.6
for Ω = R, µ = λs and Mǫ := Θδ,1+ǫ(α).
So summing up we are left to prove
(66) λs(Θδ,A(α)) = 0, ∀s ≥ 1
1 + δ
, ∀A > 0.
By definition of σ(α, ζ) for ζ to be in Θδ(α) we must have |αζn −Mn| ≤ ζ−n(δ+ǫ) for some ǫ > 0 and
arbitrarily large values of n and integers Mn. Clearly ζ
−n(δ+ǫ) < 1 so Mn−1α ≤ ζn ≤ Mn+1α and clearly
for sufficiently large n we may replace the upper bound by 2Mnα . Combining these facts gives
ζ ∈
 n
√√√√Mn − ( α2Mn)δ+ǫ
α
,
n
√√√√Mn + ( α2Mn)δ+ǫ
α

for arbitrarily large n and corresponding integers Mn. In particular with βN,ǫ :=
(
α
2N
)δ+ǫ
any ζ ∈
Θδ+ǫ(α) satisfies
ζ ∈
⋂
n0≥1
⋃
n≥n0,
N≥2
JN,n, JN,n :=
(
α−
1
n n
√
N − βN,ǫ, α− 1n n
√
N + βN,ǫ
)
.
Note that by our assumption ζ > 1 + A we have that n → ∞ is equivalent to N → ∞, which we will
implicitly use in the sequel. By intermediate value Theorem of differentiation we have that the interval
JN,n has length at most 2α
− 1
n βN
1
n (N + βN,ǫ)
−1+ 1
n . Since βN,ǫ ∼ K · N−ǫ−δ with a constant K as
N → ∞ and limn→∞ α− 1n = 1, for every s ≥ 11+δ and sufficiently large n = n(s) we have the upper
bound C1 · N−1−sǫn−s with a constant C1 > 0 for the s-th power of the interval length of JN,n. So in
particular for fixed N we have C1 ·N−1−sǫ is a bound for the s-th power of all interval lengths JN,n that
contribute to Θδ+ǫ,A(α).
However, by the additional assumption ζ > 1+A we have that for everyN there are at most 1log(1+A) logN
such intervals JN,n. So the s-dimensional Hausdorff measure of Θδ+ǫ,A(α) is bounded above by
∑
N≥N0 C2·
N−1−sǫ logN for a constant C2 and any N0. Since this sum converges we see that for any ǫ > 0 the s-
dimensional Hausdorff measure of Θδ+ǫ,A(α) is arbitrarily small, so it is 0. Lemma 3.6 with Ω = R, µ = λs
and Mǫ := Θδ+ǫ,A(α) shows that the same holds for the set Θδ,A(α) as well. Thus we have proved (66).
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The specifications of the Theorem follow by definition of Hausdorff dimension respectively putting δ =
0. 
Remark 3.13. It is likely that analogously to Theorem 3.8 the bound in Theorem 3.12 is uniform in α.
Similarly as in the proof we could restrict to α ∈ (c, d) and 1+A < ζ < B to prove this using Lemma 3.6.
However, the straight forward construction above doesn’t allow to establish this result, conversely for any
δ and any 0 < c < d the method does not allow to prove Θδ,c,d := ∪α∈(c,d)Θδ(α) has Lebesgue-measure
0.
Indeed, even if we let the intervals (N − ǫ,N + ǫ) around integers N shrink to points N then αζn = N
with α ∈ (c, d) gives ζn ∈ (Nd , Nc ). As a result, trying to bound the Lebesgue-measure (i.e. s = 1) as in
the proof above there appear sums
∑
N≥N0 aN with aN ≥ n
√
ρN − n√δN for δ = 1d , ρ = 1c provided that
(1 +A)n < δN < ρN < Bn for some integer n. Clearly there are infinitely many N with this property.
On the other hand, by intermediate value Theorem for derivatives we get
n
√
ρN − n
√
δN ≥ (ρN)−1+ 1n (ρN − δN) = ρ− δ
ρ
· (Nρ) 1n .
But (Nρ)
1
n > 1 for all N > 1ρ . Hence lim supN→∞ aN ≥ ρ−δρ > 0, so
∑
N≥1 aN is far from converging.
This argument shows that for any fixed B > 1 + A > 1, 0 < c < d and any n0, the Lebesgue measure
of the set of ζ ∈ (1 +A,B) such that σn(α, ζ) = ∞ for some α ∈ (c, d) (that may depend on ζ, n) and
some n ≥ n0 does not converge to 0 as n0 →∞. This does not imply λ1(Θδ,c,d) > 0 though for any δ.
The following Theorem 3.16 shows (in particular) that for almost all ζ > 1 the set of indices n with
values of σn(α, ζ) exceeding 1 by some fixed ǫ > 0 has asymptotic density 0, with the exceptional set
consisting of very special algebraic and possibly transcendental numbers. The proof relies heavily on
Khinchin’s Theorem 1.9 and Roth’s Theorem 1.11. To simplify the proof we introduce a well-known
measure theoretic fact in form of a Lemma.
Lemma 3.14 (Elementary measure theory). Let M ⊂ R be a set with Lebesgue measure 0 and f : R 7→ R
be a Lipschitz continuous function. Then f(M) := {f(m) : m ∈ M} is Lebesgue measurable and has
Lebesgue measure 0 as well.
See [11].
Definition 3.15 (fd-property). For fixed reals ζ, α, ǫ > 0 denote (nj)j≥1 the increasing integer sequence
such that σnj (α, ζ) ≥ 1 + ǫ, where for reasons of simplicity we omit the dependence in the notation,
and call (nj)j≥1 the sequence associated to α, ζ, ǫ. We say ζ ∈ R has the fd-property (finite difference
property) if lim infj→∞ nj+1 − nj <∞ for some pair α 6= 0, ǫ > 0.
Theorem 3.16. Lebesgue almost all ζ > 1 do not have the fd-property. An algebraic ζ > 1 has the
fd-property if and only if it is of the form ζ = L
√
p
q for positive integers L, p, q. In the latter case,if L
was chosen minimal with this property, lim infj→∞ nj+1 − nj ≥ L for any pair α 6= 0, ǫ > 0 and for any
ǫ ∈ (0,∞] the set of α with lim infj→∞ nj+1 − nj = L has cardinality of R.
Proof. Assume ζ > 1 has the fd-property, i.e. for some pair α 6= 0, ǫ > 0 we have limj→∞ nj+1−nj <∞
in the sense of Definition 3.15. This means there exists a positive integer d such that nj+1 − nj = d for
infinitely many j. By definition of σ(α, ζ) this yields
|αζnj −Mj| ≤ ζ−(1+ǫ)nj
|ζd · αζnj −Nj | ≤ ζ−(1+ǫ)(nj+d)
has solutions (Mj , Nj) ∈ Z2 for arbitrarily large nj . Triangular inequality implies∣∣ζdMj −Nj∣∣ ≤ ζd |αζnj −Mj |+ |αζnj −Nj | ≤ ζd−(1+ǫ)nj + ζ−(1+ǫ)(nj+d).
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Since d is fixed for sufficiently large j clearly∣∣ζdMj −Nj∣∣ ≤ ζ−(1+ ǫ2 )nj .
Thus and recalling Mj ∼ ζnj we conclude
(67) λ1(ζ
d) ≥ 1 + ǫ
2
.
Now we distinguish several cases. In case of algebraic ζ 6= d
√
p
q it follows ζ
d is non-rational algebraic,
so the above estimate contradicts Roth’s Theorem 1.11. Thus for ζ to have the fd-property ζ = L
√
p
q is
necessary. We show it is sufficient too. In the special case of ζ = L
√
M for M an integer, for α = 1 all the
numbers αζjL are integers and hence nj+1 − nj ≤ L for all j ≥ 1 independently of ǫ > 0. There actually
must be equality for j sufficiently large by Roth’s Theorem and (67). For ζ = L
√
p
q with relatively prime
p > q > 1, for arbitrary but fixed ǫ > 0 let α0 be any number with σ(α0, ζ) = 1 + 3ǫ > 1. We know the
cardinality of such numbers equals the cardinality of R by Theorem 3.5. Let (nj)j≥1 be the sequence
associated to α0, ζ, 3ǫ. Then α := qα0 has the property σ(α, ζ) = 1 + 3ǫ > 1 as well by Proposition
1.2, and its proof shows more precisely that q〈α0ζnj 〉 = 〈αζnj 〉 and ‖αζnj‖ ≤ ζ−(1+2ǫ)nj for sufficiently
large j and the same sequence (nj)j≥1 associated to α0, ζ, 3ǫ. Note that for any positive integer N we
obviously have ‖Nζ‖ ≤ N‖ζ‖. It follows that∥∥αζnj+L∥∥ = ∥∥qα0ζnj+L∥∥
=
∥∥∥∥q pqα0ζnj
∥∥∥∥
= ‖pα0ζnj‖
≤ p ‖α0ζnj‖ ≤ pζ−(1+2ǫ)nj ≤ ζ−(1+ǫ)nj
for sufficiently large j. So both nj , nj+L belong to the sequence associated to α, ζ, ǫ, thus lim infj→∞ nj+1−
nj ≤ L and in particular ζ has the fd-property. Finally again by Roth’s Theorem and (67) we cannot
have strict inequality, since this would give rise to some d < L with ζd ∈ Q contradicting the minimality
of L. Putting everything together we have proved all the assertions for algebraic ζ.
In general, in virtue of (67) ζ must be of the form d
√
ν for an integer d and some real ν > 1 with
λ1(ν) > 1. For any fixed d ≥ 1 the map ϕd : R 7→ R defined by ϕd(x) = d√x for x > 1 and ϕd(x) = 1
for x ≤ 1 is clearly Lipschitz continuous, hence by Khinchin’s Theorem 1.9 and Lemma 3.14 the set
Ωd := { d
√
ν : ν > 1, λ1(ν) > 1} has Lebesgue measure 0. By sigma subadditivity of measures the union
∪d≥1Ωd has Lebesgue measure 0 as well, which finally proves the metric result. 
Remark 3.17. In case of ζ = L
√
M,α = 1 applying Proposition 2.30 in fact shows that for any ǫ > 0 we
have the asymptotics nj ∼ jL as j →∞, provided that L was chosen minimal with the property ζ = L
√
r
for r ∈ Q.
Remark 3.18. Note that since Theorem 3.12 is not uniform in α, it does not trivially imply the metric
result of Theorem 3.16.
Note that Theorem 3.16 in particular applies to the assumptions of section 2.2, i.e. if α is algebraic too.
However, in this case it would obviously be implied by Conjecture 2.46 in a trivial way.
Johannes Schleischitz
Anzengrubergasse 23/2, 1050 Vienna
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