A modern cluster dynamics model has been used to investigate the materials and irradiation parameters that control microstructural evolution under the relatively low-temperature exposure conditions that are representative of the operating environment for in-core light water reactor components. The focus is on components fabricated from austenitic stainless steel. The model accounts for the synergistic interaction between radiation-produced vacancies and the helium that is produced by nuclear transmutation reactions. Cavity nucleation rates are shown to be relatively high in this temperature regime (275 to 325°C), but are sensitive to assumptions about the fine scale microstructure produced under low-temperature irradiation. The cavity nucleation rates observed run counter to the expectation that void swelling would not occur under these conditions. This expectation was based on previous research on void swelling in austenitic steels in fast reactors. This misleading impression arose primarily from an absence of relevant data. The results of the computational modeling are generally consistent with recent data obtained by examining ex-service components. However, it has been shown that the sensitivity of the model's predictions of low-temperature swelling behavior to assumptions about the primary damage source term and specification of the mean-field sink strengths is somewhat greater that that observed at higher temperatures. Further assessment of the mathematical model is underway to meet the long-term objective of this research, which is to provide a predictive model of void swelling at relevant lifetime exposures to support extended reactor operations.
Introduction
This is the fifth report on our modeling-based investigation of radiation-induced microstructural evolution in the austenitic stainless steels used to fabricate commercial light water reactor internal components. The overall objective of this task is to develop a predictive model that can be used in lifetime assessments of these components. This is relevant to component lifetime in the nominal initial license period of about 40 years and is particularly important for considering the extended licensing periods of interest to the Light Water Reactor Sustainability (LWRS) program.
Since void swelling was discovered in the context of fast breeder reactor programs [1] , most of the relevant experimental data has been obtained under conditions relevant to fast reactor operations and in experimental, sodium-cooled reactors. Although a broad database was developed, understanding of the phenomenon was limited by both the focus on the 350 to 650°C temperature window and the use of sodium-cooled test reactors. Due to the sodium melting temperature and thermodynamic considerations, the coolant inlet temperature in these reactors was typically in the range of 270 to 370°C which naturally determined the minimum temperature of any experimental data that was obtained. In addition, the neutron flux near the inlet elevation was lower than at the core mid-plane which meant that in any given experiment the lowest temperature data also accumulated less dose. The temperature and neutron fluence dependence of swelling database for fast reactor swelling conditions is illustrated in Fig. 1 [2, 3] . The data and the predictions in this figure are for 20% cold-worked AISI 316 stainless steel ( Fig. 1a is a variant of a figure in [3] ). Results such as these were taken to imply that no significant swelling would develop below about 350°C. Although this inference was not well founded, it was often the basis for the assumption that swelling would not occur in the austenitic stainless steel structural core components of light water reactors (LWR). However, the issue of plant life extension has led to increasing discussion of the likelihood of swelling in LWR core components [4, 5] , and recent experimental observations make it clear that cavity formation and void swelling can occur in these materials. Post-irradiation examination of core components has provided many examples of cavity formation, although the level of swelling remains small for the exposure conditions examined so far. A representative example is shown in Fig. 2 of the voids observed during transmission electron microscopy of a baffle bolt taken from the Tihange pressurized water reactor (PWR) in Belgium [6] . Irradiation to 12 dpa at an estimated temperature of 345°C has produced about 0.2% swelling. The elevated temperature relative to the reactor coolant is a result of volumetric gamma heating, an issue that was not initially considered when component temperatures were estimated.
Since there is a substantial and growing body of experimental observations of cavity formation in LWR internal components after irradiation for much less than the initial licensing period of nominally 40 years, it is natural to be concerned about the potential for greater swelling which may occur during extended operation. A computational modeling and simulation effort was initiated to help provide interpretation of the data and guidance on the level of swelling that may be expected at high dose. The development and initial application of the model are described elsewhere [7, 8] ; this paper provides a summary of typical model predictions and some examples of the sensitivity of swelling to model parameters. It will be useful to define a few terms that are broadly used here and in the literature, i.e. cavity, bubble, and void. The term cavity is used generically to describe a small volume of empty space in the material; it may be either a bubble or a void. A bubble is a cavity which has sufficient gas content (typically helium in the materials of interest here) to stabilize it against vacancy emission which would otherwise be the thermodynamically dominant process due to the surface energy. A void is a cavity in which the gas pressure is too low to reduce vacancy emission. However, if voids manage to reach a critical size, the probability of vacancy emission is significantly reduced and these essentially empty cavities can also be stable in irradiated materials [3, 9] . Although it is common to characterize radiation exposure in terms of neutron flux and fluence, the modeling results are more conveniently discussed in units of displacements per atom (dpa) and dpa rate. The transmutationproduced helium production can then be described as the ratio of helium production to displacement production in units of appm helium per dpa (He/dpa ratio).
Description of the Computational Model
The basis for the new model is a comprehensive microstructural model that was developed for similar materials in fast reactor fuel cladding [3] . That model employed the well-known reaction rate theory description of radiation damage formation and damage evolution, and explicitly accounted for the evolution of both the dislocation and cavity microstructures. The dislocation component includes the formation and growth of small interstitial loops which are known to be important at low to intermediate temperatures. The impact of helium produced by nuclear transmutation is observed in the nucleation of voids from an initial distribution of sub-critical bubbles.
Several areas were identified in which the base model required revision and further development to accurately describe the LWR environment; the principle areas were:
1. modify the description of primary radiation damage formation to account for recent advances in understanding based on atomistic simulations of damage production, i.e. point defect survival and clustering and interstitial cluster mobility [10] , 2. provide an explicit bubble nucleation component based on a cluster dynamics description of He-vacancy clustering, 3 . revise the reaction-diffusion components of the model to account for additional diffusion mechanisms and the relevant sink strengths for extended defects, i.e. mixed one-and three-dimensional diffusion of small interstitial clusters [11] , 4 . modify the primary radiation damage source terms in terms of displacements per atom (dpa) and helium production to account for the neutron energy spectrum, and 5 . implement a recently developed approach for discretizing the interstitial loop size distribution to obtain greater accuracy.
Of the items in this list, numbers (1) to (3) are particularly significant. The initial model did not explicitly account for cavity nucleation. Based on microstructural data in the literature, a population of sub-critical bubbles was assumed to be present at the start of the simulations. This fixed density of bubbles could grow by helium and vacancy accumulation until they reached the critical size for bubble-to-void conversion [9] . Above this size, they began to grow more rapidly as voids. The weakness of this approach was the empirical (if experimentally guided) selection of the initial bubble population. The dose required for bubble nucleation is not accounted for in this scheme and it may become increasingly long for the low LWR temperatures. In addition, the model could not account for a realistic bubble size distribution. Therefore, a new cluster dynamics description of He-vacancy clustering has been developed to assess bubble nucleation. It can be used in a stand-alone fashion to compute the bubble size distribution at low doses, or it can be incorporated into the comprehensive microstructural model.
Items (1) and (3) on the list are expected to be important for accurately describing the lowertemperature LWR irradiation conditions in which the density of small cascade-induced vacancy clusters, and hence their sink strength, is significantly higher than observed at the higher irradiation temperatures typical of FBR components. When the original model is used at temperatures below ~350°C, these transient vacancy clusters lead to an unphysical suppression of small interstitial dislocation. The high sink strength may also reduce bubble growth. Therefore, improving aspects of both primary radiation damage source terms and the kinetics of small interstitial clusters should lead to a more accurate description of the irradiated microstructure and its evolution at low temperatures.
Bubble nucleation model
The bubble nucleation model employs an extension of the accurate grouping scheme developed by Golubov and co-workers [12] which has been successfully used to simulate bubble evolution under post-irradiation annealing [13] . Briefly, the method solves the two-dimensional master equation describing He-vacancy clusters in a phase space defined by the variables x and m, which are the number of vacancies and helium atoms, respectively, in a cluster. We follow the commonly accepted assumption that a cluster of size x,m can change its size only by absorption and emission of monomers, e.g. single vacancies, self-interstitial atoms, or He atoms. In this case the master equation can be written as:
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evaporation reactions between the monomers and clusters leading to a change in the size of clusters given by x and m.
In principle, it is possible to solve Eqn. (1) using an arbitrarily large set of discrete differential equations in the variables x and m. However, for bubble sizes typically observed experimentally, this would require a system of millions of equations because the number of equations must equal the product (x•m). For example, a bubble radius of 2.0 nm requires the maximum value of x=3073 with potentially similar values of m. Practicable solutions of Eqn.
(1) for relevant cases require developing a scheme for grouping the discrete size classes beyond a value of x=m~10. The grouping method used here has been shown to be highly accurate, conserving both the density of the extended defects (bubbles) in the size distribution, and the number of point defects contained in those the bubbles or voids (swelling). The method has been verified by comparison with exact analytical solutions for several cases [12, 13] , and an example of the model's performance is shown in Fig. 3 [13] .
Based on the results of atomistic simulations [14] , it is assumed that above certain maximum gas atom to vacancy ratio in the bubble, the bubble produces a Frenkel pair: one vacancy and one interstitial. This reaction can be defined as follows:
with the point defect generation properly accounted for in the rate equations for these species. The compressibility of helium in the bubbles is described using a hard-sphere equation of state [15, 16] .
Other Components of Microstructural Evolution Model

Equations for Mobile Species
The concentrations, C, of mobile defects, vacancies (v), interstitials (i) and gas atoms (g) are described by the following typical equations:
Here,  is the recombination constant,  d is the dislocation density, k 7 of dislocations for vacancies (j=v), interstitials (j=i) and gas atoms (j=g), respectively. The Z j GB are corresponding capture efficiencies for grain boundaries, the G j are the defect generation rates, and C v e is the thermal-equilibrium vacancy concentration. The P FP term in Eq. (4) accounts for the formation of Frenkel pair from over-pressurized bubbles.
Other Extended Defects
The dislocation evolution model is described in detail in [3, 17] . In brief, the model described the homogeneous nucleation and growth of interstitial clusters that evolve into Frank faulted dislocation loops. At a critical size, which is determined by the mean spacing between dislocations, the loops unfault and become part of the dislocation network. At the same time, the initial network dislocation density can evolve by both thermal and radiation-induced climb processes which lead to annihilation of existing dislocations and formation of new dislocations. This model was shown to provide a good description of the evolution observed under irradiation in [3, 17] . The principle shortcoming of the model was mentioned in Item (5) above. A new description of loop evolution has been implemented which employs the improved grouping scheme of a one-dimensional master equation for the size distribution [12] . Both the network dislocations and faulted loops have a net bias for interstitials. The dislocation-interstitial bias is typically used as a fitting parameter in such work. As in the previous model [3] , the bias exhibited by the two types of dislocations may be different, although they were set equal for the results reported here.
The previous microstructural model [3] included transient vacancy clusters in the form of very small microvoids. As first highlighted by Bullough and co-workers [18] , these clusters act to suppress the vacancy supersaturation that would otherwise produce rapid nucleation of voids at low temperatures. In the updated model, these transient sinks are assumed to be vacancy loops rather than microvoids to distinguish their properties from the vacancy and He-vacancy clusters discussed above. The fraction of the initially-produced vacancies that are assigned to the vacancy loops is used as one fitting parameter.
As discussed in [3] , the model assumes the existence of a small effective grain size which accounts for the coarse cell structure comprising microtwins, stacking faults and deformation bands observed in cold-worked materials. This effective grain size was treated as temperature dependent previously. Given the small range of temperature of interest here, the same value was used at each temperature.
Results of Simulations
Any kinetic model such as the one discussed here is necessarily incomplete in terms of accounting for all possible physical processes. Part of the art of model development is including enough detail to capture the primary mechanisms while ensuring that the model remains computationally tractable. In addition, the results will be sensitive to a range of material and irradiation parameters that can only specified within a certain range of uncertainty. This prevents the models from being truly predictive in an absolute sense. However, if the model parameters necessary to obtain agreement with a given data set can be determined, the model can be usefully employed in a number of ways. For example, a well fit model will support limited extrapolations in exposure parameters temperature or dose (neutron fluence). Such a model can also be used to assess the significance of uncertainties regarding parameters and mechanisms. It may be the case that varying a material parameter within a reasonable range has little influence on the prediction of an integral parameter such as the swelling at a high dose. Similarly, the impact of individual mechanisms can be investigated to determine their significance.
In the following sections, the performance of the model with a given set of parameters will be demonstrated. Then variations of several model and irradiation parameters will be used to illustrate how they influence the predictions of the model. Because this model explicitly calculates the fluence dependence of several microstructural features: cavities, network dislocations, dislocation loops, and transient vacancy loops, the predictions of the model can be a complex function of some of these parameters. This is a result of the complex partitioning of mobile defect species between the extended defect sinks. Table 1 lists the nominal or baseline set of material and irradiation parameters employed in the results shown below. The nominal material parameters such as the dislocation bias are taken from previous work investigating the swelling of 316 stainless steel at higher temperatures [3, 19] , and the irradiation parameters are representative of the service environment of LWR internal components. Simulations have been carried out over a range of temperatures to account for the gamma heating contribution to temperature in the thicker components. The temperature range was extended to 400°C to slightly overlap with earlier work that investigate swelling behavior under fast reactor conditions [3] . Although there is not sufficient data to support an extensive effort to refine the model parameters, reasonable agreement between the model and available swelling data was obtained with the values in Table 1 . The sensitivity of a limited subset of model parameters are discussed here; these include the dislocation bias, the di-vacancy binding energy, the faction of cascade-produced vacancies in the transient vacancy loops, the helium generation rate, and the displacement rate. The predicted dose dependence of the primary microstructural features is shown in Fig. 4 for temperatures between 275 and 400°C and doses up to 100 dpa. The figure includes void swelling (a), network dislocation density (b), interstitial loop density (c), and void density (d). Although the effect of temperature is clearly seen in the void density (d), the temperature sensitivity of swelling is not strong between 275 and 325°C. This effect increases significantly at higher temperatures as illustrated by the results at 400°C. The magnitude of the temperature effect on the dislocation components is similar. Less network recovery and loop densities are observed at the temperature increases. Based on the previous work with a similar model [3, 19] , proportionally greater network recovery is expected at temperatures higher than 400°C.
Results obtained with baseline parameter set
There is much less data available that can be used for model calibration and verification than the higher-temperature database that was developed by the large fast reactor programs in the 1970s and 1980s. The most important integral parameter is the total void swelling, and the model's predictions are consistent with the available data that tend to show a high density of small cavities with less than 1% swelling for doses up to ~80 dpa at temperatures near 300°C [20] [21] [22] [23] . The experimental results reported in the literature are often a bit vague for the small microstructural features, listing a mean "size" without specifying whether this is a radius or diameter. With the current model parameterization, it appears that the loop and void densities are within an order of magnitude of most measurements. The mean loop radii are a factor of 2 to 5 smaller and the void radii a factor of 2 to 5 larger than at least some of the observations. Improved agreement with specific experiments could be obtained by varying model parameters, but the overall agreement is satisfactory.
Influence of helium generation
The austenitic stainless steels used to fabricate LWR internal components contain a substantial amount of nickel, and the neutron energy spectrum in the core includes a significant fraction of thermal neutrons. These two facts mean that the helium generation rate is not a constant, but starts at a low level and increases as the thermal neutrons transmute 58 Ni into 59 Ni, and thermal neutrons subsequently produce helium via an (n,) reaction on 59 Ni [24] , i.e.
58
Ni(n,) 59 Ni(n,) 56 Fe.
This nonlinear, dose or fluence-dependent He generation rate has the potential to alter the critical process of bubble nucleation at low doses. For 316 stainless steel with a nominal nickel content of 12 weight-%, exposure to a typical displacement rate of 510 -8 dpa/s in a LWR neutron energy spectrum leads to an initial helium generation rate of about 0.5 appm/dpa which increases to more than 10 appm/dpa by about 60 dpa (~510 22 n/cm 2 , E>1 MeV). This non-linear generation has been assessed as a result of a collaboration with Dr. L. R. Greenwood of Pacific Northwest Laboratory that provided the dose dependence of the He/dpa ratio as described in [7] . Because the bubbles tend to nucleate early when the helium generation rate is low, the cavity density was less sensitive than expected. The density and swelling with the dose dependent He/dpa ratio was nearly the same as that obtained with a constant value of 1.0 appm He/dpa, the value specified in Table 1 . Figure 5 shows the dependence of swelling and void Figure 5 : Dose dependence of void swelling (a) and void density (b) using material and irradiation parameters from Table 1 but showing sensitivity to the He/dpa ratio, c.f. Fig. 1a and 1d. density at 300°C using different constant He/dpa ratios to illustrate the potential sensitivity of these parameters. The impact of helium increases for values greater than 1 to 2 appm/dpa. Although the He/dpa ratio will vary depending on the local energy spectrum and flux, these values are representative. Hydrogen is also generated by (n,p) reactions [24, 25] and may contribute to bubble stabilization. Only a limited amount of research has been devoted to how hydrogen could act synergistically with He to influence microstructural and mechanical property changes under irradiation. The results in [26] indicate that hydrogen may have some influence at high concentrations, but the effect of hydrogen is not included in the model.
Influence of sink density and sink strengths
Figures 6 and 7 illustrate the sensitivity of the model to the dislocation bias and the transient vacancy clusters, respectively. As discussed in [19] , the results of elasticity calculations have suggested values of the bias ranging from 1% to almost 100%. Thus, the values of 25 and 40% are mid-range relative to the calculated bias. Reducing the bias from 40% to 25% reduces the predicted swelling almost proportionally; note the scale of ordinate is reduced in Fig. 5a compared to Fig. 4a . There is little change in the loop or void density. The absolute amount of dislocation network recovery is very similar to the 40% bias case at 275 to 325°C. However, at 400°C there is a more significant increase in network dislocation recovery. The significance of the transient vacancy loops in suppressing the vacancy supersaturation was already mentioned. This is illustrated in Fig. 7 for the temperatures of 275 and 325°C. The effect is most dramatic at 275°C where the cavity density increases by more than a factor of two and the swelling by a bit more than an order of magnitude. The reduction in swelling with decreasing temperature observed in Fig. 1a is reversed with much higher swelling predicted at 275 than 325°C. The necessity of including such a transient defect does not mean such a sink is physically present in the material. Rather, they may act a surrogate for a missing mechanism in such models or may account for a failure of the mean field models to account for some unspecified spatially dependent defect reactions.
Void nucleation is typically very sensitive to the di-vacancy binding energy is because this parameter establishes the basic stability of vacancy clusters. In a simple cluster dynamics model, one expects that lower binding energies would reduce the void density, and would like reduce swelling. However, because of the high sink strengths and complicated interplay between point defects and extended defects, the behavior with the current model is more complex. Figure 8 illustrates the sensitivity of the predicted swelling (a) and (c) and void density (b) and (d) to modest variation in the di-vacancy binding energy. Figure 8 In contrast to the simple dependence just mentioned, the void swelling behavior shown in Fig.  8(a) is not a monotonic function of the di-vacancy binding energy. At 275°C it is highest with the highest binding energy but at 300°C and above it is lowest with the highest binding energy. The void density in Fig. 8(b) is only sensitive to this parameter at the lowest and highest temperatures, and only at 275°C is the void density higher for the highest binding energy. This behavior is largely due to the fact that the di-vacancy binding energy influences the evolution of both the cavities and the transient vacancy loops, and their relative sink strengths can change as a function of temperature and the binding energy. The behavior is more simple when the transient vacancy loops are not included as shown in Fig. 8(c) and (d) . At the lower temperatures the swelling and void density both increase as the binding energy increases. However, as noted when Fig. 7 was discussed, the low-temperature swelling is much higher than expected in this case.
Influence of displacement rate
The characteristic displacement rate for LWR internals is ~10 -7 dpa/s as listed in Table 1 . However, ion irradiations at much higher displacement rates are commonly used in order to reach high doses in relatively short times. Previous research has established a link between displacement rate and irradiation temperature that can be used to obtain a comparable irradiation response under different irradiation conditions [27] [28] [29] . However, these correlations were generally established for conditions related to the peak swelling temperature, ~550°C in the austenitic stainless steels, where the density of extended defects is much lower. Under these conditions, an increase in damage rate tends to reduce swelling due to the increase in sink density and a higher irradiation temperature must be used to reduce the sink strength and obtain swelling behavior similar to the lower damage rate result. This leads to the well-known "temperature shift" correlations [27] [28] [29] .
The model indicates that the behavior may be somewhat different under low-temperature irradiation conditions that lead to a high sink density at low damage rates. The results obtained at 10 -7 and 10 -4 dpa/s are shown in Fig. 9 ; both swelling (a) and void density (b) are shown as a function of temperature at 100 dpa. Simulations were carried out in which the transient vacancy clusters were included and without these vacancy clusters. In both cases the swelling is increased significantly at the higher damage rate, with the increase being greater at the lower temperatures.
This is a result of substantial increases in the void density as shown in (b). Only at the highest temperatures shown is the swelling reduced at the high displacement rate as the temperature-shift model would predict.
Conclusions
A recently revised and improved mean-field reaction rate theory model has been applied to investigate the potential for swelling of austenitic stainless steels at high doses under exposure conditions relevant to LWR internal components. With a given parameterization, the predictions of the model are broadly consistent with the available microstructural data such as measurements of swelling, and the density of faulted interstitial loops and cavities. Although the model predictions are sensitive to a range of material and irradiation parameters, they suggest that more significant swelling is likely to occur as the irradiation exposure increases during extended operation. Greater swelling is predicted for components that exceed the nominal 290°C LWR operating temperature. Since it is possible that the so-called swelling incubation time is extremely long under such low temperature irradiation, it is conceivable that exposure to much higher doses will lead to the high swelling rates observed in the 400 to 650°C temperature range [2] . Some analysis suggests that this is not likely [30] , but further work is required to assess this possibility.
The high vacancy supersaturations obtained under low-temperature irradiation suggest that void nucleation should be very easy. This is somewhat in contradiction to the experimental observations. Further investigations are underway to develop a better understanding of nucleation mechanisms in this regime. 
Future Work
The requirement for the postulated transient vacancy cluster to reduce low-temperature swelling [3, 18] is somewhat of an ad hoc fix and requires further research. First, the applicability of the effective medium, mean field sink strengths used in such models [31] needs to be assessed for the very high sink densities that are observed at low temperatures. These high sink densities are also characteristic of the high damage rate ion irradiations that are used to obtain high-dose data. We are addressing two possibilities. First, the impact of including the higher-order, multiple sink corrections discussed in Ref. [31] will be assessed. This will effectively increase the absorbing power (strength) of each sink relative to its physical dimensions. In addition, the sink correction terms will increase the sink strength of each sink for interstitials more than for vacancies. In this case, the "neutral" sinks such as cavities and grain boundaries will no longer be neutral. We will also investigate the possible impact of the dissolution of fine defect clusters by displacement cascades since this may limit the maximum achievable density of these clusters.
