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Abstract
In this thesis, the topological, algebraic and geometric properties of the sub-
group of equivariant symplectomorphisms of a symplectic toric manifold are
studied. It is shown that this subgroup is a maximal Abelian and path con-
nected “Lie subgroup” of the full symplectomorphism group which is flat and
totally geodesic with respect to the canonical weak metric induced by the
canonical Kaehler metric. Moreover, an infinite-dimensional version of the
Schur-Horn-Kostant convexity theorem is presented which is obtained after an
appropriate completion of algebras.
Keywords: Infinite-dimensional Lie groups, Weak Riemannian metric, Max-
imal tori, Symplectomorphisms, Toric manifolds, Equimeasurable rearrange-
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Introduction
The study of infinite-dimensional Lie groups was pioneered by V. I. Arnold.
In a celebrated paper in 1966, Arnold employed the language of infinite-
dimensional groups to study the Euler equation of a perfect fluid [7]. Arnold’s
ideas were recast in a rigorous language via Sobolev completions by Ebin and
Marsden in 1970 [26]. Ebin and Marsden employed Arnold’s approach to elab-
orate further on the existence and uniqueness of solution of some classical
equations. Since then, Arnold’s geometric framework has been used effec-
tively to study other classical equations and the study of infinite-dimensional
Lie groups has been an active area of research.
Despite all the efforts, the theory of infinite-dimensional Lie groups re-
mains somehow unsatisfactory. For instance, there exist several competing
definitions for smooth structures on these Lie groups and there is no bijection
between infinite-dimensional Lie algebras and infinite-dimensional Lie groups.
However, it is believed that among infinite-dimensional Lie groups, symplec-
tomorphism groups are somewhat better behaved and form a class of objects
between finite-dimensional Lie groups and general diffeomorphism groups. For
instance, it is well known that, up to conjugacy, the maximal torus in a com-
pact Lie group is unique. For symplectomorphism groups of 4-dimensional
manifolds, we know that there are only finitely many conjugacy classes of
maximal finite-dimensional tori in Ham(M,ω) [57]. Similarly, the number
of inequivalent toric actions on any symplectic manifold is also finite [45].
In this thesis we focus on two aspects of this philosophy, namely, the exis-
tence of infinite-dimensional maximal tori with good Lie theoretic properties
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in symplectomorphism groups of toric manifolds, and a proof of an infinite-
dimensional version of the Schur-Horn-Kostant convexity theorem.
The first chapter of the thesis is devoted to background material. We
recall some of the main techniques and tools from the theory of infinite-
dimensional Lie groups that we need.
The crux of this thesis are Chapter 2 and 3. In Chapter 2 we show
that the group of all equivariant symplectomorphism, Dsω(M,T ), can play the
role of a maximal torus in the group of symplectomorphisms of toric mani-
folds, Dsω(M). More precisely, we show that D
s(M,T ) is a closed, infinite-
dimensional and path-connected submanifold of Dsω(M) which is flat and to-
tally geodesic with respect to a “canonical” weak Riemannian metric. More-
over, it is a maximal Abelian subgroup of Dsω(M). This provides an extension
of previous results by Bao and Ratiu [10] and El Hadrami [30].
Finally in the last chapter, following [12], we prove a Schur-Horn-Kostant
convexity theorem for Dsω(M,T ) ↪→ Dsω(M) after an appropriate completion
of algebras. In doing so, we relax the hypothesis that was originally assumed in
the work of Bloch, Flaschka and Ratiu [12]. The sharper version of the convex-
ity theorem states that the image of the orbit of the semi-group Ham(M,ω) (a
certain completion of the group of Hamiltonian symplectomorphisms) through
the “spectrum” λ of a function f ∈ Lp(M, νω) under an averaging map is
weakly compact and convex. Moreover, its set of extreme point is the orbit of
Weyl semi-group W through λ. Many of the ideas and results of the Chapter
3 were known in special cases (the annulus A = [0, 1] × S1 and P1) and plan
for extending them to toric manifolds was laid down in [14], but this program
was never pursued.
2
Chapter 1
Background Material
In this chapter we present background material. We begin with a review
of Riemannian geometry and its applications to Lie groups. Then we briefly
review aspects of differential geometry on spaces of mappings, and the classical
Schur-Horn-Kostant convexity theorem.
1.1 Riemannian Geometry and Lie Groups
In this section we review some classical facts from Riemannian geometry on
Lie groups. The material of this section can be found in standard references on
Riemannian geometry like [66] and [22]. The material about the connection
map can be found in complete detail in [66] and we follow notation of this
book closely.
Let M be an n-dimensional manifold. We denote the space of all smooth
(C∞) vector fields on M by X(M). If for each p ∈ M we assign an inner
product gp : TpM × TpM −→ R such that depends smoothly on p, then we
say (M, g) is a Riemannian manifold and g is called a smooth Riemannian
metric on M .
Definition 1.1.1. A linear connection ∇ : X(M) × X(M) −→ X(M), is a
bilinear map that satisfies the following conditions for every f ∈ C∞(M,R)
and X, Y ∈ X(M):
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• ∇fXY = f∇XY .
• ∇XfY = f∇XY + (Xf)Y .
We recall the following theorem which is called the fundamental theorem
of Riemannian geometry.
Theorem 1.1.2. [Fundamental Theorem of Riemannian Geometry] Let (M, g)
be a Riemannian manifold, then there is a unique linear connection ∇ on M
that satisfies the following conditions:
(1) ∇ is torsion free, that is
∇XY −∇YX = [X, Y ].
(2) ∇ is compatible with g in the sense that
Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ).
(3) g(∇XY, Z) =
1
2
ß
Xg(Y, Z) + Y g(Z,X)− Zg(X, Y )
+g([X, Y ], Z)− g([Y, Z], X) + g([Z,X], Y )
™
.
This linear connection is called the Levi-Civita connection of g. Ob-
serve that the third formula can be considered as the explicit definition of the
connection.
Locally, any connection∇ on TM is characterized by its Christoffel sym-
bols Γkij which, on a chart
Ä
U,ϕ = (x1, . . . , xn)
ä
, are defined by the equation
∇∂i∂j =
n∑
k=1
Γkij∂k.
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One can easily see that
(∇XY )
∣∣∣
U
=
n∑
k=1
Å
X(Y k) + ΓkijX
iY j
ã
∂k
where X =
∑n
i=1X
i∂i and Y =
∑n
j=1 Y
j∂j . The Christoffel symbols can be
computed explicitly as follows
Γkij =
1
2
n∑
`=1
gk`
Å
∂igj` + ∂jgi` − ∂`gij
ã
.
Any connection on TM gives rise to a decomposition of TTM into ver-
tical and horizontal subbundles. First, note that TpM = pi
−1
M (p) is a sub-
manifold of TM whose tangent space is T(p,u)TpM = Ker(T(p,u)piM ), which is
called the vertical subspace at (p, u), and which is denoted by V(p,u). With
respect to the chart
Ä
U, ϕ = (xi; yi; ξi; ηi)
ä
of TTM obtained from a chartÄ
U,ϕ = (x1, . . . , xn)
ä
of M we have
V(p,u) =
ß
(xi(p); yi(p); 0; ηi)
∣∣∣ ηi ∈ R™
and the isomorphism ι(p,u) : T(p,u)TpM −→ TpM is given by
ι(p,u)
Å
xi(p); yi(p); 0; ηi
ã
= (xi(p); ηi).
Now we find a natural complement H(p,u) to V(p,u) in T(p,u)TM using the
Levi-Civita connection ∇. Define the vector fields E1, . . . , En on pi−1M (U) by
Ek = ∂xk −
∑
i,j=1
yi(Γ
j
ki ◦ piM )∂yj .
The vectors E1(p, u), . . . , En(p, u) form a basis for a subspace H(p,u) which is
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called the horizontal space. Similar to V(p,u) one can easily see that
H(p,u) =
ßÅ
xi(p); yi(p); ξi;−
n∑
j,k=1
Ä
Γijk(p)y
k(p)ξj
äã ∣∣∣ ξi ∈ R™.
By construction H(p,u) ∩ V(p,u) = 0 and T(p,u)TM = V(p,u) ⊕ H(p,u).
Hence any η ∈ T(p,u)TM can be written uniquely as η = ηv + ηh , where ηv is
the vertical component and ηh is the horizontal component of η.
Definition 1.1.3. The connection map (or connector), K : TTM −→ TM ,
of the Levi-Civita connection ∇ is the projection to the vertical component
V(p,u) ' TpM , that is, K(η) = ι(p,u)(ηv) where piTM (η) = (p, u).
In local coordinates we can represent K as
K(xi; yi; ξi; ηi) =
Ä
xi; ηi +
n∑
j,k=1
Γijky
kξj
ä
.
and a simple computation reveals the following relation between K and ∇
K(TX(u)) = ∇uX
where X ∈ X(M) and u ∈ TM .
Recall that any compact connected Lie group G can be endowed with
a biinvariant metric g [16, See Corollary 3.7]. The Levi-Civita connection ∇
compatible with (G, g) evaluated on left invariant vector fields X, Y ∈ X(M)
satisfies
∇XY =
1
2
[X, Y ]
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which follows from the third formula in the Fundamental theorem of Rieman-
nian Geometry 1.1.2. Now if we consider a maximal torus T ↪→ G then it
follows that T is flat with respect to biinvariant metrics on G, i.e., the cur-
vature tensor vanishes since t is Abelian. Next, we show that T is totally
geodesic, and in fact that any closed Lie subgroup is totally geodesic. This is
a direct consequence of the fact that Lie-theoretic exponential coincides with
the Riemannian exponential of biinvariant metrics. However, since this is not
the case for the infinite-dimensional groups that we will later consider we pre-
fer to give a direct argument. We need to show that for every t ∈ T and v ∈ t,
the geodesic passing through t at time s = 0 with speed v remains in T . First,
note that c(s) = expG(sv), the integral curve through the identity of the left
invariant vector field V generated by v, is a geodesic since
c˙(s) = V (c(s))
=⇒ ∇c˙c˙ = ∇V V (1.1.1)
=
1
2
[V, V ]
= 0
On the other hand, for any h ∈ G the left translation Lh is an isometry
so any geodesic passing through h at time s = 0 can be written as c(s) =
h expG(su) for some u ∈ g. In particular, if h ∈ T then c˙(0) ∈ ThT if and only
if u ∈ t and hence expG(su) = expT (su) ∈ T for every s. This implies that T
is a totally geodesic submanifold of G with respect to biinvariant metrics.
Finally, we gather all the main properties of the maximal torus T ↪→ G
in the following theorem.
Theorem 1.1.4. Let G be a compact connected Lie group and T ↪→ G a
maximal torus of G. Then T
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• Topologically: is a path-connected, finite-dimensional, smooth and closed
submanifold of G.
• Algebraically: is a maximal Abelian subgroup of G and its Weyl group,
W = N(T ) /T is finite.
• Geometrically: is a totally geodesic and flat Riemannian submanifold of
G with respect to biinvariant metrics on G.
Our goal in chapter 2 will be to find an analog of a maximal torus in
the group of symplectomorphisms of toric manifolds that have most of these
properties.
1.2 Manifold Structures on Spaces of Maps
Let us begin with recalling theory of Sobolev spaces for a domain Ω ⊂ Rn en-
dowed with the Lebesgue measure. For more detailed discussion about Sobolev
spaces one can look into [31, 47]. Ebin, Marsden and Fischer’s paper [47] con-
tains a full discussion about Sobolev spaces on manifolds and other relevant
material about manifolds of maps. Given a function u ∈ L1(Ω) and a multi-
index α the distributional derivative of u, Dαu, satisfies
〈Dαu, ρ〉 = (−1)|α|
∫
Ω
uDαρ
for every smooth compactly supported function ρ ∈ C∞c (Ω). A distribution Ξ
is called an Lp distribution if there is an f ∈ Lp(Ω) such that
〈Ξ, ρ〉 =
∫
Ω
fρ
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for every ρ ∈ C∞c (Ω). For given k, p ∈ N we define
W
p
k (Ω) =
{
u ∈ Lp(Ω)
∣∣∣ ∀ |α| ≤ k, Dαu ∈ Lp(Ω) } .
Here the derivatives are taken in the distributional sense. The space W
p
k can
be turned into a Banach space with the norm
‖u‖Wpk =
∑
|α|≤k
‖Dαu‖Lp .
In particular, for p = 2, W 2k (Ω) is a Hilbert space and is denoted by H
k(Ω).
We can also define W
p
k as the completion of the set of all smooth function
u ∈ C∞ ÄΩä for which ‖u‖Wpk < ∞, provided that Ω is a compact manifold
with boundary [4]. By the Sobolev Embedding Theorem there is a continuous
linear inclusion Hs(Ω) ↪→ Ck ÄΩä for every s > k + n/2. These results can be
easily extended to the space of vector valued Sobolev functions Hs(Ω,Rm).
Now we turn our attention to manifolds. Suppose M and N are d and
` dimensional manifolds possibly with boundary. In addition, suppose M is
compact. A map f : M −→ N is called of class Hs, s > d/2, if for any
m ∈M there is a chart (U,ϕ) of M around m and a chart (V, ψ) of N around
f(m) such that f(U) ⊂ V and ψ ◦ f ◦ ϕ−1 ∈ Hs Äϕ(U),R`ä. We denote by
Hs(M,N) the set of all Hs maps f : M −→ N . We claim that this definition
does not depend on the choice of the charts. This can be easily checked using
the following local ω-Lemma.
Theorem 1.2.1. [Local ω-Lemma, [47]] Let U be a an open, bounded subset
of Rp, and suppose h : Rn −→ Rm is C∞-smooth. Then for s > p/2, ωh :
Hs(U,Rn) −→ Hs(U,Rm) defined by ωh(f) = h ◦ f is a C∞-smooth map.
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We remark that it is necessary to assume that M is compact in order
for the definition of Hs maps to be independent of the choice of Riemannian
metrics on M [31]. It is also important to assume s > d/2 to ensure indepen-
dence on the choice of the charts [47]. Now we explain how we can construct
a chart for Hs(M,N), provided that N is compact and without boundary.
First we need to find a candidate for our modelling space, and as in the finite-
dimensional setting the modelling space can be chosen to be the tangent space
to Hs(M,N) at any given point. So we look for a candidate for the tangent
space to Hs(M,N) at point η ∈ Hs(M,N). For simplicity, take a smooth
path (t,m) ∈ (−, ) × M 7−→ ηt(m) ∈ N , such that at t = 0 it coincides
with η. Hence ddt
∣∣∣∣
t=0
ηt(m) ∈ Tη(m)N , this suggests that a tangent vector
Xη ∈ TηHs(M,N) is a map Xη : M −→ TN such that Xη(m) ∈ Tη(m)N , so
TηH
s(M,N) := Hs(η∗TN →M)
=
{
X ∈ Hs(M,TN)
∣∣∣ piN ◦X = η}
where Hs(η∗TN →M) is the space of all Hs sections of the pull-back bundle
η∗TN →M . Hs(η∗TN →M) is a Hilbertable or Hilbertian space, that is, it
can be turned into a Hilbert space but not in a canonical way [47, 24].
Now to construct a chart for Hs(M,N), we choose a Riemannian metric
on N and we consider its associated exponential map expp : TpN −→ N which
is defined as follows. Given vp ∈ TpN , there is a unique geodesic γvp through
p whose speed at p is vp. The exponential map is defined by expp(vp) =
γvp(1). It is known that the exponential map is a diffeomorphism from a
neighbourhood of 0 in TpN to a neighbourhood of p in N. However, by Hopf-
Rinow theorem, as we have assumed N is compact and without boundary, N is
geodesically complete, i.e., the exponential map is defined on the whole TpN .
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This map can be extended to a map exp : TN −→ N such that exp(vp) =
expp(vp). We use this map to define a map expη : TηH
s(M,N) −→ Hs(M,N)
as follows
X 7−→ exp ◦X.
To check that this map takes values in Hs(M,N) one can use the Local
ω-Lemma 1.2.1. To show that the transition maps for the charts are smooth
we need the following Global ω-Lemma [55, See Theorem 11.3].
Theorem 1.2.2. [Global ω-Lemma, [55]] Let M be compact and E,F be two
vector bundles over M and h : E −→ F be a smooth fiber-preserving map.
Then for s > d/2, the map ωh : H
s(E →M) −→ Hs(F →M)
ωh(z) = h ◦ z
is a smooth map and its Fre´chet derivatives are given by Dkωh = ωzkh, where
zkh denotes the k-th fiber derivative of h.
We can similarly show that Ck(M,N) is a smooth Banach manifold with
tangent space at η ∈ Ck(M,N) given by
TηC
k(M,N) = Ck(η∗TN →M).
Finally we remark that if s > k + d/2 the Sobolev Embedding Theorem
holds, that is, there is a smooth inclusion
Hs(M,N) ↪→ Ck(M,N).
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Assume M is a oriented compact without boundary then Hs(M,M) is
an infinite-dimensional manifold which contains several natural submanifolds.
By CkD (M) we denote the set of all orientation preserving diffeomorphisms
of M of class Ck, and we write Ds(M) = Hs(M,M) ∩ C1D (M) for the set
of all orientation preserving diffeomorphisms of M of Sobolev class s, where
s > d/2 + 1. It is known that
Ds(M) =
{
η ∈ Hs(M,M)
∣∣∣ η is a bijection and η−1 ∈ Hs(M,M) }
see [26]. Moreover, Ds(M) is a topological group which is open in Hs(M,M).
As Ds(M) is open its “Lie algebra” TeDs(M) is Xs(M) := Hs(TM → M)
which is the set of all Hs vector fields on M . In the case one needs to consider
manifolds with boundary, one needs to first construct the boundaryless double,›M , in order to define Ds(M) = Hs(M,›M) ∩ C1D (M). Then Ds(M) is a
submanifold of Hs(M,›M) and TeDs(M) = Xs‖(M), where Xs‖(M) is the set
of all Hs vector fields that are parallel to the boundary [26].
If we endow M with a volume form ν, or with a symplectic form ω, then
we can consider the subgroups of volume preserving diffeomorphisms Dsν (M),
and of symplectomorphisms Dsω(M). It can be shown, using the Submersion
Theorem, that Dsν (M) and D
s
ω(M) are submanifolds of D
s(M) whose tangent
spaces at the identity are given by
TeD
s
ν (M) = X
s
ν(M), TeD
s
ω(M) = X
s
ω(M)
respectively, where Xsν(M) is the set of all divergence free vector fields and
Xsω(M) is the set of all symplectic vector fields [26]. Also, we point out that
similar results hold when M has boundary. In that case, the tangent spaces
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at the identity consist of vector fields that are parallel to the boundary [26].
Finally we remark that D(M), the full group of C∞ diffeomorphisms,
can be endowed with the structure of a Fre´chet Lie group. We will not consider
Fre´chet manifolds in our work. However, some of our results do hold in the
Fre´chet category. We refer to [43] for a complete treatment of differential
calculus on Fre´chet spaces.
1.3 Ds(M) as a Lie Group
The group Ds(M) is a differentiable Hilbert manifold so it is natural to ask
if the composition and the inversion maps are smooth with respect to this
differentiable structure. Let µ : Ds(M) × Ds(M) −→ Ds(M) be the compo-
sition map. To compute the tangent map T(η,ξ)µ : TηD
s(M)× TξDs(M) −→
Tη◦ξDs(M) at the point (η, ξ), we choose smooth paths η(t), ξ(t) in Ds(M)
such that η(0) = η, ξ(0) = ξ and η˙(0) = Vη ∈ TηDs(M), ξ˙(0) = Wξ ∈
TξD
s(M). Then
T(η,ξ)µ(Vη,Wξ) =
d
dt
∣∣∣∣
t=0
µ(η(t), ξ(t))
=
d
dt
∣∣∣∣
t=0
[η(t) ◦ ξ(t)]
= Vη ◦ ξ + Tη ◦Wξ.
Since the term Tη appears in the right hand side of the above formula,
the tangent map does not take values in Tη◦ξDs(M), which is due to a loss
of derivative in Tη. Hence µ is not smooth. Similarly we can check that the
inversion map is not smooth. However, we have the following theorem about
the group operations on Ds(M).
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Theorem 1.3.1. [25, 27, 47, 26] Let M be a compact, connected, and ori-
entable manifold possibly with boundary.
(1) (Ds(M), ◦) is a topological group.
(2) (Global α-Lemma) If η ∈ Ds(M), then the right translation
Rη : D
s(M) −→ Ds(M), Rη(ζ) = ζ ◦ η
is smooth.
(3) (ω-Lemma) If η ∈ Ds+`(M), then the left translation
Lη : D
s(M) −→ Ds(M), Lη(ζ) = η ◦ ζ
is of class C`.
(4) (Composition) More generally, the composition map
µ : Ds+`(M)×Ds(M) −→ Ds(M), µ(η, ζ) = η ◦ ζ
is of class C`.
(5) (Inversion) The inversion map
ν : Ds+`(M) −→ Ds(M), ν(η) = η−1
is of class C`.
It follows from Theorem 1.3.1 that Ds(M) is not a Lie group in the
usual sense. Nevertheless, it shares enough of the properties of Lie groups to
make analogies that can be used effectively in the infinite-dimensional setting.
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For example, since the right-multiplication is smooth we can identify each
tangent space TηDs(M) with TeDs(M) = Xs‖(M) and so X
s
‖(M) can serve
as the Lie algebra of Ds(M). Similarly, we can talk about right-invariant
vector fields on Ds(M). If u ∈ Xs+`‖ (M) then by the ω-Lemma, the map
uR : Ds(M)→ TDs+`, uR(η) = u ◦ η, defines a right-invariant vector field of
class C` on Ds(M). Conversely, if u˜ is a right invariant vector field of class
C` then u˜(e) ∈ Xs+`‖ (M), and we see that the space of right-invariant vector
fields of class C` on Ds(M) is isomorphic to Xs+`‖ (M) [26].
Let ` ≥ 1 then for any u, v ∈ gs+` := Xs+`‖ (M) we define their Lie
bracket by
[u, v]g := [u
R, vR]Ds(e).
It follows that [uR, vR]Ds(e) = [u, v]M so the Lie bracket on the Lie algebra
Xs‖(M) induced from the differential structure on D
s(M) is the same as the
usual Lie bracket on Xs+l‖ (M). Note that [u, v] /∈ Xs+`‖ (M) due to a loss of
derivative, it is in Xs+`−1‖ (M).
Finally, we remark that it is possible to define the Lie group exponen-
tial map for Ds(M) but it is not a local diffeomorphisms, contrary to finite-
dimensional Lie groups [26, 47].
1.4 A Weak Riemannian Metric on Ds(M)
The idea of existence of a right invariant metric and its physical applications
is pioneered by Arnold [7] and has been studied in the rigorous language of
analysis by Ebin and Marsden [26]. We briefly review the relevant materials
from [26] and [47]. For a compact Lie group G there exists a biinvariant metric,
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and one can consider the exponential map of this metric. We have seen that
the Lie group exponential map is the same as the exponential map of any
biinvariant metric on G. In the case of Ds(M) there is a right invariant metric
which is not left invariant and so the two exponential maps will generally
not coincide. The existence of general biinvariant metrics on diffeomorphism
groups has been studied by Smolentsev, see [71] for a comprehensive survey
of this problem. However, if we are looking for “nice” biinvariant metrics on
Ds(M), nice in the sense that it is biinvariant and it has a compatible Levi-
Civita connection that admits a smooth geodesic spray, then it seems unlikely
that such metrics exist if we do not impose specific condition on M . The main
point is that the existence of such a metric implies that both the Lie theoretic
exponential and the Riemannian exponential must coincide. Hence they have
to have the same regularity. In general, the former is merely continuous and
into, while the latter is smooth and onto [47].
Let (M, 〈, 〉) be a compact and orientable Riemannian n-manifold with-
out boundary. Given a point p ∈ M , we denote by 〈, 〉p the inner product on
TpM . Now we define a metric on Ds(M) as follows. For any η ∈ Ds(M) and
any u, v ∈ TηDs(M) we define
(u, v)η =
∫
M
〈u(p), v(p)〉η(p) dν. (1.4.2)
Obviously, this is a symmetric bilinear form on each tangent space
TηDs(M), but it is not right invariant. The topology induced by this in-
ner product is the H0 topology which is clearly weaker that the Hs topology.
Hence the metric is called a weak Riemannian metric. This metric is smooth
in the sense that it is a smooth section of the vector bundle of bounded bi-
linear maps, B
Ä
TηDs(M), TηDs(M)
ä
. Indeed, the fact that η 7−→ (, )η is a
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smooth section that belongs to B
Ä
TηDs(M), TηDs(M)
ä
simply follows from
ω-Lemma 1.2.2.
It is interesting to see that there is a Levi-Civita connection compatible
with this Riemannian metric. One may try to mimic the finite-dimensional
argument to prove the existence of such a connection but as the Riemannian
metric is weak this just shows the uniqueness of such a connection and no
conclusion can be made about the existence. We now recall the existence of
the Levi-Civita connection compatible with (, ) that is established in [26]. A
more detailed discussion also can be found in [27].
Let ∇ be the Levi-Civita connection of (M, 〈, 〉). We know that there is
a corresponding connection map K : TTM −→ TM . Recall that the relation
between K and ∇ is given by
∇uX = K(TX(u)).
We define a connection map K : TTDs(M) −→ TDs(M) as follows. Note
that
TDs(M) =
{
X ∈ Hs(M,TM)
∣∣∣ piM ◦X ∈ Ds(M) }
TTDs(M) =
{
Y ∈ Hs(M,TTM)
∣∣∣ piTM ◦ Y ∈ TDs(M) }
and set K : TTDs(M) −→ TDs(M) as K(Y ) = K ◦ Y . Since K is smooth,
by the ω-Lemma 1.2.2 K is also a smooth map. As in the finite-dimensional
setting we define
∇XY = K(TY (X))
where X, Y are smooth vector fields on Ds(M). In [26] it is shown that the
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previous formula induces a genuine connection, namely
Theorem 1.4.1. [26] ∇ is the Levi-Civita connection compatible with the weak
Riemannian metric (, ) on Ds(M).
It is very interesting to consider two smooth (C∞) right invariant vector
fields u˜ and v˜ on Ds(M), corresponding to u, v ∈ X(M), and compute ∇v˜u˜ at
η ∈ Ds(M). This gives
ï
∇v˜u˜
ò
(η) =
ï
K(T u˜(v˜))
ò
(η)
=
ï
K ◦ Tu ◦ v
ò
(η)
=
ï
K(Tu(v))
ò
◦ η
=
ï
∇vu
ò
◦ η
One should compare the above formula to the corresponding formula for finite-
dimensional Lie groups.
We can restrict the weak Riemannian metric 1.4.2 to Dsν (M), where ν
is the volume of the metric on M . This metric is going to be right invariant
and one should expect to have an induced compatible Levi-Civita connection
on Dsν (M). But this is not true in general as we only have a weak Riemannian
structure. Nevertheless, the Hodge decomposition will make it possible to
construct a Levi-Civita connection on Dsν (M).
Let Hs(Ωk(M)) be the space of all k-forms on M of Sobolev class s and
recall that we have the exterior derivative operator
d : Hs+1(Ωk(M)) −→ Hs(Ωk+1(M))
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which is a first order differential operator, that is, it drops the differentiability
degree by 1. Also, the Hodge star operator
∗ : Hs(Ωk(M)) −→ Hs(Ωn−k(M))
is defined by
α1 ∧ ∗α2 = α1, α2  ν,
where α1, α2 ∈ Hs(Ωk(M)). Here ν =
»
det(gij)dx
1 ∧ . . . ∧ dxn is the Rie-
mannian volume on (M, 〈, 〉) and if αi = ∑m` αm1...mki dxm1 ∧ . . . ∧ dmk then
 α1, α2 = ∑m`n` gm1n1 . . . gmknkαm1...mk1 αn1...nk2 is the induced inner
product by 〈, 〉 on the space of k-forms.
The adjoint of d with respect to the inner product
{α, β} =
∫
M
α ∧ ∗β =
∫
M
 α, β  ν
on Hs(Ωk(M)) is δ : Hs+1(Ωk(M)) −→ Hs(Ωk−1(M)) and is given by δ =
(−1)n(k+1)+1∗d∗. Given any vector field X ∈ Xs+1(M), its divergence div(X)
can be computed in terms of δ as
div(X) = −δ(X[)
where [ : X(M) −→ Ω1(M) is the pairing induced by the metric on M and
whose inverse is denoted by ].
The Laplace operator ∆ : Hs(Ωk(M)) −→ Hs−2(Ωk(M)) is defined by
∆ = dδ + δd. The classical Laplacian is essentially −∆(f) for f : Rn −→ R.
More detailed discussion about Hodge star operator, δ and their properties
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can be found in [44].
A k-form α is called harmonic if ∆α = 0. It turns out that all harmonic
forms are smooth [47].
Theorem 1.4.2. [Hodge Theorem, [47]] Let M be a compact orientable n-
manifold without boundary. Then any k-form α ∈ Hs(Ωk(M)) can be written
as
α = dβ + h+ δγ,
where β ∈ Hs+1(Ωk−1(M)), γ ∈ Hs+1(Ωk+1(M)), and h is a harmonic
smooth k-from. Moreover, dβ, δγ, and h are mutually H0-orthogonal and
hence, are determined uniquely.
Now let X be an Hs vector field on M , s ≥ 0, and consider X[. By
the Hodge Theorem 1.4.2, X[ can be decomposed as X[ = dα+ h+ δβ. Here
as k = 1, α is a function of Sobolev class (s + 1) and obviously we have
δ(h + δβ) = 0. Hence, if we put p = α and Y = (h + δβ)] then we have the
following
Lemma 1.4.3. [47] Let X ∈ Hs(TM →M), s ≥ 0. Then there is an unique
divergence free Hs vector field Y and a gradient vector field grad(p) such that
X = Y + grad(p).
Moreover, putting P (X) = Y , P is a bounded linear operator in H0 topology.
Observe that the Hodge decomposition can be performed in the stronger
Hs topology, in which case we obtain an Hs-continuous projection P .
20
Now we return to (Dsν (M), (, )) to define a Levi-Civita connection com-
patible with the right invariant metric (, ) obtained by restriction to Dsν (M).
Using 1.4.3, for any η ∈ Dsν (M) we can define an H0-orthogonal projection
map Pη : TηDs(M) −→ TDsν (M) by setting
Pη(u) = TeRη ◦ P ◦ TηRη−1(u).
Indeed we have
TηD
s(M) = TηD
s
ν (M)⊕
î
grad
Ä
Hs+1(M,R)
äó ◦ η
Theorem 1.4.4. [26] The orthogonal projection P : TDs(M)
∣∣∣∣
Dsν (M)
−→
TDsν (M) defined on each fiber by Pη is a smooth vector bundle morphism.
As it is in the case of finite-dimensional Riemannian geometry ∇̂ = P ◦∇
is the Levi-Civita connection on (Dsν (M), (, )).
Theorem 1.4.5. [26] Let M be a compact and orientable manifold without
boundary. The ∇̂ is the Levi-Civita connection compatible with the right in-
variant metric (, ) on Dsν (M).
Similar results hold for the case that M has smooth boundary [26]. More
detailed discussion about the Hodge decomposition on manifolds with bound-
ary can be found in [68].
Finally, we turn our attention to the symplectomorphism group Dsω(M).
We can restrict (, ) to Dsω(M), as in the case of volume preserving diffeo-
morphisms , we are interested in the existence of a Levi-Civita connection
on (Dsω(M), (, )). Again, the problem reduces to finding an H
0-orthogonal
complement for the tangent space TeDsω(M).
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Given any compact symplectic manifold (M,ω) without boundary, there
is a compatible almost complex structure J on TM such that 〈−,−〉J :=
ω(−,J−) defines a Riemannian metric on M [46, See Proposition 4.1]. Given
this fact and the Hodge decomposition 1.4.2, we can construct the H0-ortho-
gonal complement of the tangent space TeDsω and hence we can construct a
compatible Levi-Civita connection on (Dsω(M), (, )), where (, ) is obtained by
integrating 〈, 〉J. We will denote the corresponding projection and connection
in this case by “P and ∇˜ := “P ◦ ∇, respectively.
1.5 Classical Schur-Horn-Kostant Convexity
A well known result of Schur, proven in 1923, states that the diagonal a =
(a11, . . . , ann) of a hermitian matrix A with spectrum λ = (λ1, . . . , λn) is con-
tained in the convex hull of Sn · λ, where Sn acts on Rn by permutation of
coordinates. In 1954, through a delicate argument, Horn showed that the con-
verse of the Schur’s theorem is true namely, each point in the convex hull can
be obtained this way [36]. In 1973, Kostant generalized Schur-Horn theorem
to all compact Lie groups where he reinterpreted his result as a property of
the co-adjoint orbits [42]. In particular, Schur-Horn theorem is a property of
(co)-adjoint orbits of the unitary group U(n). In 1982, Atiyah and Guillemin-
Sternberg independently proved the convexity theorem for moment maps in
symplectic geometry. This enabled them to further generalize Kostant’s re-
sult. Since then, the Schur-Horn-Kostant theorem is understood as a special
case of Atiyah-Guillemin-Sternberg convexity theorem [20, See Chapters 21
and 27] and [8, See Corollary IV.4.11]. We are interested in the classical proof
of Schur-Horn convexity rather than the symplectic proof. As we will see later
on, a similar argument can be used to construct an infinite-dimensional analog
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of Schur-Horn convexity theorem. A good exposition of Schur’s and Horn’s
Theorems can be found in [11, See Theorem 6.2 ]. We will follow [11] and [49]
and notations therein.
The closed convex hull of finitely many points in Rn is called a polytope.
A vertex of a polytope Υ, is a point in Υ that cannot be written as a convex
combination of two distinct points in Υ.
Definition 1.5.1. Let κ ∈ Sn, be a permutation of n letters. The permutation
matrix Xκ = [xκij ] is the n× n matrix defined by
xκij =

1 κ(j) = i
0 otherwise.
(1.5.3)
Definition 1.5.2. An n× n matrix A = [aij ] is called doubly stochastic if
(1) ∀i, j : aij ≥ 0, i.e., A is a non-negative matrix.
(2) The sum of entries in each row and in each each column is 1. That is
∀j : ∑
i
aij = 1 (⇐⇒ Ae = e) , ∀i :
∑
j
aij = 1 (⇐⇒ eᵀA = eᵀ).
where e = [1, . . . , 1]ᵀ.
All n × n doubly stochastic matrices form a polytope which is called
the Birkhoff polytope of order n, and which is denoted by Bn. The following
theorem characterizes all extreme points of Bn [11, See Theorem 5.2].
Theorem 1.5.3. [Birkhoff-von Neumann Theorem, [11]] The vertices of the
Birkhoff polytope Bn are exactly the n× n permutation matrices.
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Definition 1.5.4. Let x ∈ Rn. Then the permutation polytope Υ(x) is defined
by
Υ(x) := Conv
{
κ · x
∣∣∣ κ ∈ Sn} .
Next we establish a relation between Υ(x) and doubly stochastic matri-
ces. This is done through the theory of majorization [49]. For any u ∈ Rn the
decreasing rearrangement of u, denoted by u∗, is obtained by reordering the
entries of u in a decreasing order.
Definition 1.5.5. Let u,v ∈ Rn, we say u majorizes v and we write v ≺ u if
(1) for all k ≤ n, ∑ki=1 v∗i ≤ ∑ki=1 u∗i .
(2)
∑n
i=1 v
∗
i =
∑n
i=1 u
∗
i .
The following characterization of doubly stochastic matrices through ma-
jorization will enlighten the definition of doubly stochastic operators later [49,
See Chapter 2 Theorem A.4.].
Theorem 1.5.6. [49] An n × n matrix P is doubly stochastic if and only if
Pu ≺ u for all u ∈ Rn.
Conversely, we can characterize majorization using doubly stochastic
matrices [49, See Chapter 2 Theorem B.2.].
Theorem 1.5.7. [49] Let u,v ∈ Rn, then v ≺ u if and only if there is a
doubly stochastic matrix P such that Pu = v.
From Birkhoff-von Neumann Theorem 1.5.3, and these two characteri-
zations it follows that
Υ(x) =
{
u ∈ Rn
∣∣∣ u ≺ x} . (1.5.4)
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Hence Υ(x) is the closed convex hull of {y ∈ Rn | y∗ = x∗}. This fact will be
interesting when we construct orbits in the infinite-dimensional analog of the
Schur-Horn-Kostant convexity.
For proof of Horn’s theorem we need the following definition of orthos-
tochastic matrices.
Definition 1.5.8. An n × n matrix B = [bij ] is called an orthostochastic
matrix if there is an orthogonal matrix Q = [qij ] such that aij = q
2
ij.
Finally, we mention the following theorem about characterizing ma-
jorization via orthostochastic matrices which will be used in the proof of Schur-
Horn theorem [49, See Chapter 2 Theorem B. 6.].
Theorem 1.5.9. [49] Let u,v ∈ Rn, then v ≺ u if and only if there is an
orthostochastic matrix Q such that Qu = v.
Now we are ready to state the classical Schur-Horn Theorem [11, See
Theorem 6.2].
Theorem 1.5.10. [Schur-Horn Theorem, [11]] Let n be a fixed positive inte-
ger, and λ1, . . . , λn be real numbers. Assume λ = (λ1, . . . , λn).
(1) Schur’s Theorem: Let A = [aij ] be a complex Hermitian matrix with
eigenvalues λ1, . . . , λn. Then the diagonal a = (a11, . . . , ann) belongs to
the permutation polytope Υ(λ).
(2) Horn’s Theorem: Let a ∈ Υ(λ), then there is an n×n real symmetric
matrix A with eigenvalues λ1, . . . , λn and the diagonal a.
Proof. We briefly recall the classical proof of Schur’s and Horn’s The-
orems. Let A be an n× n matrix with spectrum λ, by spectral theorem from
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linear algebra we know that A is unitarily diagonalizable. That is, there is an
unitary matrix U such that U∗AU = λ. Hence we have
amm =
n∑
i=1
|umi|2λi.
But U∗U = UU∗ = In and hence [|uij |2] is a doubly stochastic matrix. This
concludes the Schur’s Theorem. To prove Horn’s Theorem note that by The-
orem 1.5.9 we can reverse the proof of Schur’s Theorem. 
We can write the Schur-Horn Theorem in the Kostant formulation which
will become more handy later on. Let pi : Rn2 −→ Rn be the map that projects
each matrix onto its diagonal, and let Hλ be the set of all Hermitian matrices
with the given spectrum λ. The Schur-Horn Theorem 1.5.10 can be written
in the Kostant formulation as
pi(Hλ) = Υ(λ).
We can even do better. Let U(n) be the set of unitary n × n matrices and
Tn = S1 × . . .× S1︸ ︷︷ ︸
n times
be a maximal torus inside U(n). The Lie algebra of U(n),
u(n), can be identified with the space of Hermitian matrices, H. The adjoint of
the inclusion tn = Rn ↪→ u(n) ' H, induced from the inclusion Tn ↪→ U(n),
is pi
∣∣∣H : H −→ Rn with respect to the canonical inner product on Rn and the
following inner product on H
〈A,B〉H = tr(AB∗).
For a given A ∈ H with spectrum λ, the orbit OA of the (co)-adjoint action
through A is exactly Hλ∗ . On the other hand, the Weyl group of Tn is Sn,
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WTn = Sn. Hence we can rewrite the Kostant formulation of the Schur-Horn
convexity as
pi (OA) = Conv (WTn · λ) .
We can obtain Schur-Horn-Kostant convexity theorem by applying the
Atiyah-Guillemin-Sternberg convexity theorem. The action of U(n) on the co-
adjoint orbit Hλ is Hamiltonian and its moment map is given by the inclusion
ι : Hλ ↪→ u(n) ' H. The restricted action of the maximal torus Tn ↪→ U(n) is
also Hamiltonian and its moment map is given by pi : Hλ −→ Rn. By Atiyah-
Guillemin-Sternberg convexity the image of pi is the closed convex hull of the
image of the fixed points of the Tn-action. But the fixed pints of the Tn-action
are exactly the diagonal matrices inHλ, hence pi(Hλ) = Conv(Sn·λ). Observe
that the symplectic approach to Schur-Horn theorem leads to a slightly weaker
statement since it only guarantees the existence of unitary matrices (instead
of symmetric) with a given spectrum and diagonal. However, the original
statement can be recovered from a stronger version of the convexity theorem
that holds in the presence of an anti-symplectic involution [23].
1.6 Symplectic Toric Manifolds
In this section we briefly review symplectic toric manifolds. A detailed discus-
sion about symplectic toric manifolds can be found in [8, 21].
Let (M,ω) be a symplectic manifold and T be the n-torus. If T acts on
M in a symplectic way such that there is a map µ : M −→ Rn satisfies the
following conditions
• It is invariant with respect to the T -action on M .
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• For any u ∈ Rn, the component of µ along u, µu : M −→ R defined by
µu(x) = 〈µ(x),u〉Rn is a Hamiltonian of the fundamental vector field U
on M obtained from u.
then we say that the action of T on M is Hamiltonian and µ is called the mo-
ment map. A 2n-dimensional symplectic manifold endowed with an effective
Hamiltonian action of an n-torus T is called a symplectic toric manifold.
Let (M,ω, T, µ) be a compact connected symplectic toric manifold. The
celebrated Atiyah-Guillemin-Stenberg convexity theorem states that the image
∆ = µ(M) of the moment map is the convex hull of the image of the fixed
points MT . Conversely, Delzant’s theorem asserts that any convex polytope
satisfying some mild integrability properties is the moment image of a toric
manifold which is unique up to equivariant symplectomorphisms.
Two important properties of toric manifolds are especially important in
our work. First, the preimage of the interior of ∆ can be endowed with a
global coordinate system, the so called action-angle coordinates, that defines
a diffeomorphism
µ−1(∆˚) ' ∆˚× T (1.6.5)
Moreover, this diffeomorphism is symplectic, that is, the symplectic form can
be written as
ω =
n∑
i=1
dzi ∧ dθi
where zi’s are coordinates on ∆ and θi’s are coordinates on T . Here zi’s
are action or moment coordinates and they are indeed the components of the
moment map µ. We should point out that this is a special case of the well-
known Arnold-Liouville Theorem [8, See Theorem III.3.3] that provides a local
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normal form near regular points of integrable systems. The second property is
the Duistermaat-Hekman Theorem [20, See Theorem 30.3] which states that
the pushforward of the symplectic measure under the moment map µ is the
Lebesgue measure on ∆.
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Chapter 2
A Maximal Torus in
Symplectomorphism Groups
In this chapter, we investigate the properties of a certain maximal torus in
the symplectomorphism groups of symplectic toric manifolds. We show that
the set of all equivariant symplectomorphisms, Dsω(M,T ), has many of the
properties of a finite-dimensional maximal torus mentioned in Theorem 1.1.4.
Hence it can be considered as a good candidate for an analog of maximal torus
in the infinite-dimensional setting.
2.1 Topological Properties of Dsω(M,T )
Let (M,ω, T, µ) be a 2n-dimensional compact connected toric manifold with-
out boundary and let Dsω(M) be the set of all Sobolev symplectomorphisms
of (M,ω), where s > n + 1. We denote by Dsω(M,T ) the set of all equivari-
ant symplectomorphisms of Sobolev class s. Ebin and Marsden showed that
Dsω(M) is a Hilbert submanifold of D
s(M) [26, See Theorem 4.2]. We will
mimic their argument to show that Dsω(M,T ) is a submanifold of D
s
ω(M).
The main ideas of our proof are as follows:
(1) We will show that the set of all equivariant orientation preserving dif-
feomorphisms, Ds(M,T ), is a submanifold of Ds(M).
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(2) We will show that Dsω(M,T ) is a submanifold of D
s(M,T ), and hence
that it is a submanifold of Ds(M).
(3) Finally, the fact that Dsω(M,T ) is a submanifold of D
s
ω(M) will follow as
a simple application of the following 3-inclusion Lemma [30, See Lemma
3.2.5].
Lemma 2.1.1. [3-inclusion Lemma, [30, 10]] Let A,B and C be such that
A ↪→ C and B ↪→ C are submanifolds of C. If A ⊆ B then A ↪→ B is a
submanifold of B.
We remark that the proof of the 3-inclusion Lemma given in [30] seems to
be erroneous, but the proof can be corrected using the Immersion Theorem [2,
See Theorem 3.5.6].
Theorem 2.1.2. Ds(M,T ) is a submanifold of Ds(M).
Proof. Note thatDs(M) is open inHs(M,M) and charts forHs(M,M)
are constructed using exponential map of a Riemannian metric on M , see
section 1.2. As the manifolds structure of Hs(M,M) is independent of the
choice of the metric, we choose a metric on M which is invariant with respect
to the T -action. This implies that exponential map and the T -action commute.
Hence, for every k ∈ T and X ∈ Xs(M) which is in some open neighbourhood
of the zero section we have
k∗(X) = X ⇐⇒ Tpk(X(p)) = X(k · p)
⇐⇒ exp(Tpk(X(p))) = exp(X(k · p))
⇐⇒ k · exp(X(p)) = exp(X(k · p))
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It follows that expe(X) ∈ Ds(M,T ) if and only if X ∈ Xs(M,T ) which is a
closed subspace of Xs(M). Hence we have a chart for Ds(M,T ) around the
identity. 
Following the idea of [26] we define the subset of 2-forms
[ω]s−1T = ω + dH
s
Ä
Ω1T (M)
ä
It follows from the invariant version of the Hodge Theorem 1.4.2 that [ω]s−1T
is a closed affine subspace of Hs−1
Ä
Ω2T (M)
ä
. We define
Gs =
{
η ∈ Ds(M,T )
∣∣∣ η∗(ω) ∈ [ω]s−1T }
Note that the cohomology class of η∗(ω) depends on the homotopy class of η,
i.e., the cohomology class of η∗(ω) depends only on the connected component
of Ds(M,T ) that contains η. Note also that if η∗(ω) = ω + dα for some
α ∈ Hs ÄΩ1(M)ä then by averaging this equation over T we can assume,
without loss of generality, that α is T - invariant. Hence Gs is a collection of
connected components of Ds(M,T ) and hence it is open in Ds(M,T ).
Theorem 2.1.3. Dsω(M,T ) is a submanifold of D
s(M,T ).
Proof. We follow the proof of Theorem 4.2 of [26]. We define the map
Φω : Gs −→ [ω]s−1T
η 7−→ η∗(ω).
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Note that Φω is smooth [27] and that the preimage of ω is Dsω(M,T ). We will
show that it is a submersion. The tangent map TeΦω is given by
TeΦω : X
s(M,T ) −→ dHs ÄΩ1T (M)ä
X 7−→ LXω = dιXω.
In order to show that Φω is a submersion it is enough to show that [ω :
Xs(M,T ) −→ Hs ÄΩ1T (M)ä defined by [ω(X) := ιXω is onto. As ω is non-
degenerate we need to show that [ω(X) ∈ Hs
Ä
Ω1T (M)
ä
if and only if X ∈
Xs(M,T ). Let k ∈ T and X ∈ Xs(M,T ) be arbitrary then we have
k∗ ([ω(X)) = [ω(X)
m
∀p ∈M, ∀Y ∈ TpM : ω
∣∣∣∣
k·p
Ç
X
∣∣∣∣
k·p
, Tpk(Y )
å
= ω
∣∣∣∣
p
Ç
X
∣∣∣∣
p
, Y
å
m
(k∗ (ω))
∣∣∣∣
p
Ç
X
∣∣∣∣
p
, Y
å
= ω
∣∣∣∣
p
Ç
X
∣∣∣∣
p
, Y
å
The last equality holds since k∗(ω) = ω. The converse of the statement can
be proven similarly. 
Theorems 2.1.2 and 2.1.3 together imply that Dsω(M,T ) is a submanifold
of Ds(M). It is also known that Dsω(M) is a submanifold of D
s(M) and
obviouslyDsω(M,T ) is insideD
s
ω(M). Hence a simple application of 3-inclusion
Lemma 2.1.1 implies the following final result.
Theorem 2.1.4. Dsω(M,T ) is a submanifold of D
s
ω(M).
We remark that Dsω(M,T ) is path-connected. The proof is given in [57]
for smooth symplectomorphisms, since this proof also applies in the Sobolev
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setting we recall the main steps. Since the fibers of the moment map µ :
M −→ Rn are the orbits of the T -action any element in Dsω(M,T ) is of the
form Ψφ(p) := exp[φ◦µ(p)]·p, where φ : ∆ −→ Rn is Hs. Moreover, Ψφ defines
a symplectomorphism if and only if φ has a symmetric Jacobian. The fact that
φ is Hs follows from local normal form [8, See Proposition IV.4.21]. Since we
can take the path γ : [0, 1] −→ Dsω(M) defined by γ(t) := Ψtφ, Dsω(M,T ) is
path-connected and sits inside (Dsω(M))e, the connected component of D
s
ω(M)
containing the identity.
2.2 Algebraic Properties of Dsω(M,T )
For a compact Lie group, a maximal torus can be characterized as a path-
connected maximal Abelian Lie subgroup. We have seen that Dsω(M,T ) is a
path-connected “Lie subgroup” of Dsω(M). Here we show that D
s
ω(M,T ) is a
maximal Abelian subgroup of Dsω(M).
Theorem 2.2.1. Dsω(M,T ) is a maximal Abelian subgroup of D
s
ω(M).
Proof. Note that Dsω(M,T ) is indeed the centralizer of T considered
as a subgroup of Dsω(M). So we just need to show that it is Abelian and
the maximality will follow automatically. On toric manifolds we have action-
angle coordinates on the pre-image of the interior of the Delzant polytope
∆ = µ(M) [8, See Remark IV.4.19]. Note that µ−1(∆˚) is dense in M and that
it is preserved by any equivariant symplectomorphism. So we just need to show
that any two elements in Dsω(M,T ) commute over µ
−1(∆˚). We write an equiv-
ariant symplectomorphism η ∈ Dsω(M,T ) restricted to µ−1(∆˚) ' ∆˚ × T as
(z,θ) 7→ (H1(z,θ), . . . , Hn(z,θ), A1(z,θ) . . . , An(z,θ)). Here z = (z1, . . . , zn)
is the coordinate system on ∆˚ and θ = (θ1, . . . , θn) is the coordinate system
on T (moment-angle coordinates). Now we use two facts:
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(1) η is equivariant which means that for any i we have
Hi(z,θ +α) = Hi(z,θ)
Ai(z,θ +α) = Ai(z,θ) + αi + ki
where ki ∈ Z are constants. These imply that Hi’s are only functions of
z and Ai(z,θ) = θi + ϕi(z).
(2) η is a symplectomorphism, which imposes conditions on the Hi’s and the
Ai’s . The symplectic form can be written in the action-angle coordinates
as ω =
∑
i dzi ∧ dθi so
η∗ω = ω ⇐⇒ ∑
i
dHi ∧ dAi =
∑
i
dzi ∧ dθi
⇐⇒ ∑
i
Ñ
(
∑
j
∂Hi
∂zj
dzj) ∧ (dθi +
∑
l
∂ϕi
∂zl
dzl)
é
=
∑
i
dzi ∧ dθi
⇐⇒

∂Hi
∂zi
= 1
∂Hi
∂zj
= 0, i 6= j∑
i
Å
(
∑
j
∂Hi
∂zj
dzj) ∧ (∑l ∂ϕi∂zl dzl)
ã
= 0
⇐⇒

Hi(z) = zi + ci
∂ϕi
∂zl
− ∂ϕl∂zi = 0, ∀i, l
Since ∆ is compact the constants ci’s are zero. The second condition
means that ϕ(z) = (ϕ1(z), . . . , ϕn(z)) : ∆˚ 7→ Rn has a symmetric Jaco-
bian which can be consider as the Hessian of some function φ : ∆˚ 7→ R
for which ϕ = ∇φ.
We have shown that any equivariant symplectomorphism can be written on
the open dense subset µ−1(∆˚) as (z,θ) 7→ (z,θ +∇φ(z)) for some φ : ∆˚ 7→ R.
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Now choose two equivariant symplectomorphisms η1 : (z,θ) 7→ (z,θ +∇φ1(z))
and η2 : (z,θ) 7→ (z,θ +∇φ2(z)) then η2◦η1 : (z,θ) 7→ (z,θ +∇(φ1 + φ2)(z))
which is the same as η1 ◦ η2. 
2.3 Geometric Properties of Dsω(M,T )
For a compact Lie group endowed with a biinvariant metric we have seen that
a maximal torus is flat and totally geodesic (see Theorem 1.1.4). Flatness
followed from the fact that the curvature is tensorial and that the Levi-Civita
connection on left invariant vector fields is given by ∇XY = 12 [X, Y ]. The
fact that a maximal torus of a finite-dimensional Lie group is totally geodesic
followed from a direct computation, see the discussion before the computa-
tion 1.1.1. There is another equivalent criterion to show that a submanifold
is totally geodesic. Indeed, a submanifold is totally geodesic if and only if its
second fundamental form vanishes [22, See Proposition 2.9] and [41].
We endow Dsω(M) with the right invariant metric obtained by integrat-
ing the “canonical” toric metric on M coming from Delzant’s construction. To
prove that the infinite-dimensional torus Dsω(M,T ) is flat and totally geodesic
with respect to this weak Riemannian structure we use three facts. First, we
know that the Levi-Civita connection on Dsω(M) evaluated on right invariant
vector fields has a “very nice” form. Second, the curvature and the second fun-
damental form are tensorial. Third, for an arbitrary toric manifold Guillemin’s
result about the matrix representation of the canonical metric in symplectic
coordinates allows to carry out computations.
As we mentioned above, Delzant’s construction provides us with a “ca-
nonical” compatible almost complex structure J for which we have its repre-
sentation in action-angle coordinates due to V. Guillemin [34]. We consider
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the metric 〈−,−〉J := ω(−,J−) on M and we construct the corresponding
weak Riemannian metric, (, ) on Dsω(M). A good exposition of Guillemin’s
result can be found in [8], we will follow this reference and notations therein.
We begin by describing the Delzant polytope ∆ by a set of inequalities
〈x,vr〉Rn ≥ ar, r = 1, 2, . . . , d
where vr are the primitive elements in the lattice Zn ⊂ Rn that are normal to
the r-th face of ∆ and inward-pointing. Now, we define functions `r : ∆˚→ R
by
`r(x) = 〈x,vr〉Rn − ar, r = 1, 2, . . . , d
Since x ∈ ∆˚ if and only if ∀ 1 ≤ r ≤ d : `r(x) > 0. The function h : ∆˚→ R
defined by
h(x) =
1
2
d∑
r=1
`r(x) ln `r(x)
is smooth. With the above notations we have the following result about the
canonical compatible almost complex structure J.
Theorem 2.3.1. [34, 8] The canonical compatible toric complex structure J
on (M,ω, T, µ) in the action-angle coordinates (x,θ) on µ−1(∆˚) ' ∆˚ × T is
given by
J =

0
... −H−1
· · · · · · · · ·
H
... 0

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where H = Hessx(h).
It follows that the matrix of the canonical Riemannian metric G :=
〈−,−〉J in the action-angle coordinates is given by
G =

H
... 0
· · · · · · · · ·
0
... H−1

Next, we turn our attention to the geometric properties of Dsω(M,T ).
First, we define a right invariant weak Riemannian metric, defined on the Lie
algebra Xsω(M) of D
s
ω(M) as follows
(X, Y ) =
∫
M
G(X, Y )ωn (2.3.1)
We have pointed out in Section 1.4 that there is a Levi-Civita connection ∇˜
compatible with this weak metric on the symplectomorphism group Dsω(M).
To study the geometric properties of the inclusion of the torus Dsω(M,T ) ↪→
Dsω(M) we need to show that the induced metric on D
s
ω(M,T ) admits a com-
patible Levi-Civita connection. The existence of such a Levi-Civita connection
is not guaranteed in general, as we are working on a weak Riemannian man-
ifold. Hence existence of an H0-orthogonal complement for the Lie algebra
Xsω(M,T ) of D
s
ω(M,T ) is essential. We will find the H
0-orthogonal comple-
ment to the Lie algebra of Dsω(M,T ) which is the set X
s
ω(M,T ) of T -invariant
locally Hamiltonian vector fields.
Since the canonical Riemannian metric G is T -invariant, a simple com-
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putation shows that
rs =
ß
X ∈ Xsω(M)
∣∣∣ ∫
T
k∗(X)dk = 0
™
is the H0-orthogonal complement of Xsω(M,T ) inside X
s
ω(M). One can write
Xsω(M) = X
s
ω(M,T )⊕ rs
so for every η ∈ Dsω(M) we have
TηD
s
ω =
Å
[Xsω(M,T )] ◦ η
ã
⊕
Å
[rs] ◦ η
ã
This means that we have an H0-orthogonal decomposition of the bundle
TDsω(M) into closed subbundles
TDsω =
¤ Xsω(M,T )⊕ “rs (2.3.2)
where the fibers of ¤ Xsω(M,T ) and “rs at any η ∈ Dsω are Xsω(M,T ) ◦ η and
rs ◦ η, respectively. So we have a projection
ÁP : Xsω(M) −→ Xsω(M,T )
X 7−→
∫
T
k∗(X)dk
which induces a projection
ÁPη : TηDsω(M) −→ TηDsω(M,T )
u 7−→ TeRη ◦ ÁP ◦ TηRη−1(u)
39
for every η ∈ Dsω(M,T ). Finally, we can define a projection map, ‹P :
TDsω(M)
∣∣∣∣
Dsω(M,T )
−→ TDsω(M,T ) which is defined on each fiber by ÁPη. The
compatible Levi-Civita connection of the restriction of the metric 2.3.1 on
Dsω(M,T ) is then given by
ı∇ = ‹P ◦ ∇˜.
Before studying the geometric properties of
Ä
Dsω(M,T ), (, ) ,
ı∇ä, we re-
call the second fundamental form which is a bilinear symmetric map defined
as follows
IIη : TηD
s
ω(M,T )× TηDsω(M,T ) −→ [TηDsω(M,T )]⊥
(X, Y ) 7−→
(
∇˜‹X‹Y −ı∇ÙXÙY ) (η)
where on the right hand side of the definition the vector fields X˜, ‹Y are exten-
sions of X, Y to Dsω(M) while
ıX, ÙY are extensions of X, Y to Dsω(M,T ). It is
known that the second fundamental form does not depend on the extensions
of X, Y , i.e., it is tensorial.
It is known that the odd cohomology groups of toric manifolds are
zero [21, See Theorem 3.3.1]. Hence Xsω(M) is the space of globally Hamilto-
nian vector fields and Xsω(M,T ) is the space of T -invariant globally Hamilto-
nian vector fields.
We need the following technical lemma in order to prove that Dsω(M,T )
is flat and totally geodesic. The proof given in [10] for the case of A = [0, 1]×S1
contains the main idea of the proof for other cases, i.e., one needs to look at the
Christoffel symbols of the Levi-Civita connection ∇ on (M,G) and evaluates
∇XfXg for f, g : [0, 1] −→ R, which turns out to be zero. For the case of
complex projective spaces Pi, i = 1, 2, this is not true anymore as it has been
observed by El Hadrami [30]. In the next step, one can naturally look into
H0-orthogonal decomposition of ∇XfXg where f, g : ∆˚ −→ R. El Hadrami
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noticed that ∇XfXg is orthogonal to all Xh ∈ Xsω(M) with respect to the
weak Riemannian metric and hence ∇˜
XRf
XRg = 0 [30, See Lemmas 3.4.1 and
5.4.1]. We extend his idea to all toric manifolds using Guillemin’s result 2.3.1.
Lemma 2.3.2. For any Xf ∈ Xsω(M) and Xh1 , Xh2 ∈ Xsω(M,T ) we haveÅ
Xf ,∇Xh2Xh1
ã
= 0 (2.3.3)
where ∇ is the the Levi-Civita connection compatible with the canonical Rie-
mannian metric G on M .
Proof.
Å
Xf ,∇Xh2Xh1
ã
= 0 ⇐⇒
∫
M
G
Å
Xf ,∇Xh2Xh1
ã
= 0
⇐⇒
∫
µ−1(∆˚)
G
Å
Xf ,∇Xh2Xh1
ã
= 0
We note that on µ−1(∆˚) ' ∆˚×T we have the action-angle coordinates (x,θ)
for which we have descriptions of ω and G, and elements of Xsω(M,T ) can be
described as
Xh ∈ Xsω(M,T ) ⇐⇒ h is an invariant function
⇐⇒ h is a function of x
=⇒ Xh
∣∣∣∣
µ−1(∆˚)
= −
n∑
j=1
∂xjh ∂θj
Let Γαβγ be the Christoffel symbols of ∇ then
∇Xh2Xh1 =
n∑
i,j,k=1
∂xkh2 ∂xjh1
(
Γij+n,k+n ∂xi + Γ
i+n
j+n,k+n ∂θi
)
(2.3.4)
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Next, we compute Christoffel symbols in equation 2.3.4 using the matrix of G
in Theorem 2.3.1
Γij+n,k+n =
1
2
n∑
`=1
gi`
(
∂θj gk+n,` + ∂θk gj+n,` − ∂x` gj+n,k+n
)
+
1
2
n∑
`=1
gi,`+n
(
∂θj gk+n,`+n + ∂θk gj+n,`+n − ∂θ` gj+n,k+n
)
= −1
2
n∑
`=1
gi`∂x` gj+n,k+n
Γi+nj+n,k+n =
1
2
n∑
`=1
gi+n,`
(
∂θj gk+n,` + ∂θk gj+n,` − ∂x` gj+n,k+n
)
+
1
2
n∑
`=1
gi+n,`+n
(
∂θj gk+n,`+n + ∂θk gj+n,`+n − ∂θ` gj+n,k+n
)
= −1
2
n∑
`=1
gi+n,`∂x` gj+n,k+n
= 0
Substituting the values of Christoffel symbols into equation 2.3.4 we get
∇Xh2Xh1 =
n∑
i,j,k,`=1
gi`∂xkh2 ∂xjh1 ∂x`gj+n,k+n∂xi .
Hence we haveÅ
Xf ,∇Xh2Xh1
ã
=
∫
∆˚
∫
T
G(Xf ,∇Xh2Xh1)
=
n∑
i,j,k,`=1
∫
∆˚
gi`∂xkh2 ∂xjh1 ∂x`gj+n,k+n
∫
T
G
Ä
Xf , ∂xi
ä
=
n∑
j,k,`=1
∫
∆˚
∂xkh2 ∂xjh1 ∂x`gj+n,k+n
∫
T
∂θ`f
= 0
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Finally we prove the following theorem regarding the geometric proper-
ties of Dsω(M,T ).
Theorem 2.3.3. Dsω(M,T ) is a flat and totally geodesic submanifold of D
s
ω(M)
with respect to the weak right invariant metric
(X, Y ) =
∫
M
G(X, Y )ωn.
Proof. We will show that the curvature and the second fundamental
form vanish using the fact that these two are tensorial. Let X, Y ∈ Xs+2ω (M,T )
and consider their right invariant extensions Xr, Y r to Dsω(M,T ) and also
their right invariant extensions XR, Y R to Dsω(M). Note that for every η ∈
Dsω(M,T ) we have
∇˜XRY R(η) = ı∇XrY r(η) + II(X ◦ η, Y ◦ η) (2.3.5)
On the other hand ∇˜XRY R(η) = “P (∇XY )) (η), where“P : TeDs(M)∣∣∣∣
Dsω(M)
−→ TeDsω(M) (2.3.6)
is the orthogonal projection. From Lemma 2.3.3 follows that “P (∇XY ) = 0,
along with the orthogonal decomposition 2.3.5 this implies that II and ı∇ are
zero when evaluated on right invariant vector fields. It follows readily that
the second fundamental form is zero and that the curvature evaluated on right
invariant vector fields is also zero. By tensoriality of the curvature, this in
turn implies that curvature is zero. 
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2.4 Further Discussions and Comments
In this section we put all the properties of Dsω(M,T ) together to show how
strong the analogy with the finite-dimensional setting is. We also discuss other
smooth structures that one may be interested in, e.g., Fre´chet and ILH Lie
group structures. Finally we will compare our “maximal torus” Dsω(M,T ) to
the one considered by Bao and Ratiu for the case of the finite cylinder and by
El Hadrami in the case of Pi, i = 1, 2.
Theorem 2.4.1. Let (M,ω, T, µ) be a 2n-dimensional compact connected toric
manifold without boundary. Then for s > n+ 1, Dsω(M,T )
• Topologically: is a real, infinite-dimensional, smooth, path-connected and
Hs-closed submanifold of Dsω(M).
• Algebraically: is a maximal Abelian subgroup of Dsω(M) and its Lie alge-
bra is given by Xsω(M,T ), T -invariant symplectic vector fields. Moreover
its normal bundle is given by rs =
ß
X ∈ Xsω(M)
∣∣∣ ∫
T
k∗(X)dk = 0
™
.
• Geometrically: is a flat and totally geodesic Riemannian submanifold of
Dsω(M) with respect to the canonical weak right invariant metricÄ
X, Y
ä
=
∫
M
G(X, Y )ωn
when s > n+ 2.
We can endow Dω(M), the group of smooth symplectomorphisms, with
a smooth regular Fre´chet manifold structure [43, See Theorem 43.12]. We can
consider Dω(M,T ), the group of smooth equivariant symplectomorphisms,
inside Dω(M). The proof of Theorem 43.12 in [43] which is based on the
44
Weinstein idea of Lagrangian submanifolds [74] can be modified such that we
obtain an T -equivariant chart for Dω(M) for which Dsω(M,T ) is modelled on
the space of invariant closed 1-forms on M . Algebraic and geometric properties
can be proven along the same lines as the Sobolev completion case.
There is an intermediate setting between Sobolev completions and Fre´chet
structures introduced by Omori which is called ILH Lie group structure [52].
We recall the definition of an ILH Lie group [52, See Theorem 1.2.1].
Definition 2.4.2. [52] A topological group G is called an ILH Lie group mod-
elled on
{
E, Er
∣∣∣ r ≥ r0} if there is a collection {Gs ∣∣∣ s ≥ r0} of topological
groups which satisfies the followings
(1) Gs is a smooth Hilbert manifold modelled on a Hilbert space Es.
(2) There is a smooth inclusion Gs+1 ↪→ Gs and Gs+1 is a dense subgroup
of Gs.
(3) G =
⋂
sG
s with the inverse limit topology.
(4) The group multiplication G×G −→ G extends to a Ck map Gs+k×Gs 
Gs.
(5) The inversion map G −→ G extends to a Ck map Gs+k  Gs.
(6) The right multiplication Rη : G
s −→ Gs is smooth for all η ∈ Gs.
(7) Let gs be the tangent space of Gs at identity and TGs the tangent
bundle of Gs. dR : gs+k × Gs −→ TGs defined by dR(u, η) = TηR(X)
is a Ck map.
It immediately follows from this definition and our construction that
Corollary 2.4.3. Dω(M,T ) is an ILH Lie subgroup of Dω(M).
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The existence of an infinite-dimensional analog of maximal torus has
been studied by Bao and Ratiu for the group of volume preserving diffeomor-
phisms of the annulus A = [0, 1] × S1 [10]. They showed that the set of all
“pure twist” maps
T s =
{
ηφ
∣∣∣ ηφ(z, θ) = (z, θ + φ(z)), φ : [0, 1]→ R is Hs}
has all the properties of a finite-dimensional maximal torus stated in the The-
orem 1.1.4, including that its Weyl group is finite. The maximal torus T s can
be viewed as the set of all symplectomorphisms that preserve the level sets
of the moment map pr1 : [0, 1] × S1 −→ [0, 1], the projection onto the first
component. This interpretation of T s allowed El Hadrami to generalize this
definition to all toric manifolds and to conjectured that the subgroup
Ts =
{
η ∈ Dsω(M)
∣∣∣ µ ◦ η = µ}
has many of the properties of the finite-dimensional maximal torus and hence
can be viewed as an analog of maximal torus in the symplectomorphism group
of a toric manifold [30]. He studied the set of twist maps Ts for special cases
of complex projective spaces M = Pi, i = 1, 2. A glance through El hadrami’s
thesis reveals that the substantial difference between his argument and the one
given by Bao and Ratiu is in the proof that Ts is a submanifold of Dsω(M).
In an straightforward argument Bao and Ratiu showed that the subgroup of
twist maps T s form a submanifold of Ds(A). Indeed, they used the fact that
the level sets of the moment map pr1 are geodesics of the metric induced from
R3 to show that the map Ψ : Hs([0, 1],R) → Ds(A) defined by Ψ(φ) = ηφ is
an embedding [10]. Since the level sets of the moment map are no longer the
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geodesics of the canonical toric metric in the case of Pi, El Hadrami produced
a delicate argument employing the Submersion Theorem and transversality.
However a gap in his argument has been discovered later [57]†.
We compare the equivariant symplectomorphisms and symplectomor-
phisms that preserve the Lagrangian foliation of M by Lagrangian tori, i.e.,
we compare Dsω(M,T ) and T
s. One can readily see that for the annulus
A = [0, 1] × S1, the two subgroups Ts and T s coincide. Surprisingly, the
set of all equivariant symplectomorphisms Dsω(A,S1) also coincides with T s.
Hence for general toric manifolds we still have two a priori different subgroups,
namely, Dsω(M,T ) and T
s. Naturally, one may ask about the connection be-
tween Dsω(M,T ) and T
s. The following lemma provides an answer to this
question.
Lemma 2.4.4. For all s > n+ 1, Ts = Dsω(M,T ).
Proof. It is easy to see that
η ∈ Ts+1 ⇐⇒ η∗(Xµi) = Xµi
where µi’s are components of the moment map µ and Xµi ’s are the corre-
sponding Hamiltonian vector fields. Assume Flµi(t, p) is the flow of the vector
field Xµi then
η∗(Xµi) = Xµi ⇐⇒ Flµi(t, η(p)) = η(Flµi(t, p))
As the components of µ form an integrable system we have [Xµi , Xµj ] = 0,
equivalently Flµi(t, F lµj (s, p)) = Flµj (t, F lµi(s, p)). Hence we can define an
†. Private communications with Tudor S. Ratiu.
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Rn-action which reduces to a torus action and the torus action defined this
way is exactly the T -action on M . Hence
η∗(Xµi) = Xµi ⇐⇒ η ∈ Dsω(M,T ).

The main advantage of our definition of the maximal torus compared to
El Hadrami’s definition is that the proofs of the topological properties of the
maximal torus become a lot simpler. Our approach also allows the study of
the maximal torus Dω(M,T ) as a Fre´chet submanifold of Dω(M) and enables
us to construct a chart for this submanifold. Finally, an important fact which
is missing in El Hadrami’s work, is the existence of the normal bundle rs which
is crucial to define the compatible Levi-Civita connection, since our manifolds
are only weakly Riemannian.
Following Smolentsev [70] it is very tempting to define our maximal torus
as the subgroup
Dω(M,Xµ) =
{
η ∈ Dω(M)
∣∣∣ ∀ 1 ≤ i ≤ n : η∗(Xµi) = Xµi}
and try to use the Frobenius Theorem for ILH Lie groups [52] to prove that this
subgroup is a genuine submanifold. However this approach leads to difficulties
that have not been resolved yet.
We remark that the equation of the geodesics of any compatible, not
necessarily canonical, weak Riemannian metric on Dsω(M) has been studied
recently by Ebin [28]. In this recent paper, Ebin has showed the global exis-
tence of the geodesics of these metrics. That is, the geodesics of any compatible
weak Riemannian metric on Dsω(M) is defined for all time and hence D
s
ω(M)
endowed with compatible weak metrics is geodesically complete.
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Chapter 3
A Schur-Horn-Kostant Convexity
The existence of the maximal torus Dsω(M,T ) in the symplectomorphism
group Dsω(M) motivates a natural question. Is there any analog of Schur-
Horn convexity theorem that holds for Dsω(M,T ) ↪→ Dsω(M)? This question
has been studied for the annulus A = [0, 1] × S1 by Bloch, Flaschka and
Ratiu [12]. They showed that after an appropriate completion of the central
extensions of the corresponding Lie algebras an analog of Schur-Horn convex-
ity theorem holds. They expressed their results in a language analogous to
Kostant’s formulation of the classical Schur-Horn theorem. A similar result
has been obtained by Bloch, El Hadrami, Flaschka and Ratiu for M = P1 [14].
In this chapter we prove a convexity theorem for the symplectomor-
phisms group of an arbitrary compact toric manifold. We will follow the
method presented in [12, 14] and we will show that after an appropriate com-
pletion of the Lie algebras an analog of Schur-Horn-Kostant convexity Theo-
rem holds. This infinite-dimensional analog of Schur-Horn-Kostant convexity
theorem is interesting in many ways. First, although it is a pure result in func-
tional analysis, it has a strong tie to the symplectic structure of M through the
strong completion of the group of Hamiltonian symplectomorphisms. Second,
the approach employed towards constructing the infinite-dimensional version
of Schur-Horn convexity theorem is very similar to the original proof of the
classical Schur-Horn convexity theorem presented in Section 1.5. Finally, it is
one of the few convexity theorems that hold for infinite-dimensional algebras.
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3.1 Doubly Stochastic Operators
We begin with a review of classical results about rearrangements, majorization
and doubly stochastic operators on the space of functions. These are the key
notions needed in the infinite-dimensional formulation of Schur-Horn convexity
theorem. Our main reference for the material of this section is [19]. We should
mention that the definition of doubly stochastic operators and their main
properties have been studied rigorously for the first time by J. Ryff [63, 64, 65].
We restrict our attention to finite measure spaces which are easier to work with
in rearrangement theory and which are sufficient for our purposes.
Definition 3.1.1. [19] Let (X,Λ, ν) be a finite measure space, the distribution
function df of f ∈M (X, ν) is defined by
df (t) = ν ({x ∈ X : f(x) > t}) , (3.1.1)
where t ∈ R.
The distribution function df is decreasing and right-continuous. Now
we consider the right inverse δf of df on [0, ν(X)].
Definition 3.1.2. [19, See Definition 5.1] Let f ∈M (X, ν). The decreasing
rearrangement of f is defined by
δf (t) = inf
{
x ∈ R
∣∣∣ df (x) ≤ t} , (3.1.2)
where t ∈ [0, ν(X)].
Observe that the rearrangement of δf is δf itself. Here we have assumed
that inf ∅ = +∞ and inf R = −∞. The rearrangement δf is a decreasing and
right-continuous function [19]. Next, we define the notion of equimeasurability.
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Definition 3.1.3. [19, See Section I.3] Let (Xi,Λi, νi), i = 1, 2, be two finite
measure spaces such that ν1(X1) = ν2(X2). Two functions fi ∈ M (Xi, νi)
are called equimeasurable if df1 = df2 and we write f1 ∼ f2.
It is known that f1 ∼ f2 if and only if δf1 = δf2 [19, See Proposition 5.3].
In particular, δf ∼ f and hence δf is called the equimeasurable rearrangement
of f by some authors. There is an interesting theorem stating that δf is unique
in the sense that it is the only decreasing right-continuous function that is
equimeasurable to f .
Theorem 3.1.4. [19, See Theorem 5.2] Let f ∈M (X, ν) then δf is the only
decreasing right-continuous Lebesgue measurable function on [0, ν(X)] such
that δf ∼ f .
There is another interesting connection between f and δf that can be ex-
plained using measure preserving transformations. This result was first proven
by Ryff [64].
Definition 3.1.5. Let (X,Λ, ν) be a measure space. A ∈ Λ is called an atom if
(1) ν(A) > 0.
(2) If B ∈ Λ and B ⊂ A then either ν(B) = 0 or ν(B) = ν(A).
A measure space is called non-atomic if it does not have any atom.
Theorem 3.1.6. [Ryff Theorem, [19]] Let (X,Λ, ν) be a non-atomic finite
measure space. Given f ∈ M (X, ν), there is a measure preserving transfor-
mation σ : X → [0, ν(X)] such that f = δf ◦ σ, ν-almost everywhere.
We remark that the measure preserving map σ in Theorem 3.1.6 is
playing the role of “permutations” but it is not a measure preserving bijec-
tion in general. Also it is not always possible to find a measure preserving
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γ : [0, ν(X)] → X such that f ◦ γ = δf , more detail is given in the Remark
right after Theorem 5.12 in [19].
The moments of a function f ∈ L∞(X, ν) defined by
Ip =
∫
X
fpdν , p ∈ Z+. (3.1.3)
We are interested to see up to what extent the moments defined in
the formula 3.1.3 determine the equimeasurability class of f and hence δf .
Concerning this matter we will prove the following lemma.
Lemma 3.1.7. Let (Xi,Λi, νi), i = 1, 2, be two finite measure spaces such that
ν1(X1) = ν2(X2) and let fi ∈M (Xi, νi) be two essentially bounded functions
then
f1 ∼ f2 ⇐⇒
∫
X1
f
p
1dν1 =
∫
X2
f
p
2dν2 , ∀p ∈ Z+. (3.1.4)
Proof. It is known that two essentially bounded positive functions are
equimeasurable if and only if they have the same moments [5]. Take two es-
sentially bounded functions f1 and f2 with the same moments, not necessarily
positive. Choose R > 0 such that −R ≤ fi ≤ R, almost everywhere. It can
be easily verified that
f1 ∼ f2 ⇐⇒
f1 +R
R
∼ f2 +R
R
In the other direction, note that f
p
1 ∼ fp2 for all p ∈ Z+ since the function
x 7→ xp is continuous [19, See Proposition 3.3]. Hence
∫
X1
f
p
1dν1 =
∫
X2
f
p
2dν2.

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The equimeasurable rearrangements can be used to define a pre-order
relation which is indeed similar to the pre-order ≺ that was defined for n-tuples
in 1.5.4.
Definition 3.1.8. [19, See Definition 8.1] Let (Xi,Λi, νi), i = 1, 2, be two
finite measure spaces such that ν1(X1) = ν2(X2) = r. We say f2 ∈ L1(X2, ν2)
majorizes f1 ∈ L1(X1, ν1) and we write f1 ≺ f2 if
(1) ∀t ∈ [0, r] :
t∫
0
δf1 ≤
t∫
0
δf2.
(2)
r∫
0
δf1 =
r∫
0
δf2.
Recall that an n× n matrix A is doubly stochastic if and only if ∀ u ∈
Rn : Au ≺ u. A doubly stochastic operator is defined in a similar way.
Definition 3.1.9. [19, See Definition 18.1] Given the conditions of defini-
tion 3.1.8, a linear operator T : L1(X2, ν2) −→ L1(X1, ν1) is called doubly
stochastic if for all f ∈ L1(X2, ν2), Tf ≺ f .
The following characterization of doubly stochastic operators will be
handy and useful.
Theorem 3.1.10. [19, See Theorem 18.4] A linear mapping T that maps
simple functions of (X2,Λ2, ν2) into L
1(X1, ν1) has a unique extension to a
doubly stochastic operator L1(X2, ν2) −→ L1(X1, ν1) if and only if for all
A ∈ Λ2 we have
(1) 0 ≤ TχA ≤ χX1.
(2)
∫
X1
TχA = ν2(A).
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By Theorem 3.1.10 to prove that a linear operator is doubly stochastic
it is necessary and sufficient to check that conditions (1) and (2) hold.
Recall that for any two vectors u,v ∈ Rn, v ≺ u if and only if there is
an n × n doubly stochastic matrix A such that Au = v. Similar result holds
for majorization of functions.
Theorem 3.1.11. [19, See Theorem 18.9] Let (Xi,Λi, νi), i = 1, 2, be two
finite measure spaces such that ν1(X1) = ν2(X2) and fi ∈ L1(Xi, νi) two
integrable functions. Then f1 ≺ f2 if and only if there is a doubly stochastic
operator T : L1(X2, ν2) −→ L1(X1, ν1) such that Tf2 = f1.
For an interesting example of doubly stochastic operator, pick a finite
measure space (X,Λ, ν) and a measure preserving transformation σ : X −→
[0, ν(X)]. Then Tσ : L
1[0, ν(X)] −→ L1(X, ν) defined by Tσ(f) = f ◦ σ is a
doubly stochastic operator.
Recall from the equation 1.5.4 that the permutation polytope is Υ(u) ={
v
∣∣∣ v ≺ u} and that its extreme points are {v ∣∣∣ v∗ = u∗}. Similarly, we can
consider Ωf =
{
g
∣∣∣ g ≺ f} and ∆f = {g ∣∣∣ g ∼ f}. Next, we review a few facts
regarding these two sets. We will see that Ωf is convex and weakly compact
and that its set of extreme points is ∆f .
Definition 3.1.12. [19] Let (Xi,Λi, νi), i = 1, 2, be two measure spaces such
that ν1(X1) = ν2(X2). For a given f ∈ L1(X1, ν1) we define
(1) Ωf =
{
g ∈ L1(X2, ν2)
∣∣∣ g ≺ f}.
(2) ∆f =
{
g ∈ L1(X2, ν2)
∣∣∣ g ∼ f}.
Ωf can be viewed equivalently as the orbit of action of doubly stochastic
operators. That is
Ωf =
{
Tf
∣∣∣ T : L1(X1, ν1) −→ L1(X2, ν2) is doubly stochastic } .
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If the measure spaces are non-atomic Ryff Theorem 3.1.6 gives a nice inter-
pretation of ∆f . That is
∆f =
{
δf ◦ σ
∣∣∣ σ : X2 −→ [0, ν2(X2)] is measure preserving } . (3.1.5)
We recall the following theorem regarding Ωf and ∆f .
Theorem 3.1.13. [19, See Theorems 17.4; 20.3; 22.1; 22.12] Given any
f ∈ Lp(X1, ν1), the subset Ωf ⊂ Lp(X2, ν2) is convex and weakly compact.
Moreover, if (X2,Λ2, ν2) is non-atomic then Ωf is the weak closed convex hull
of ∆f and its set of extreme points is ∆f .
3.2 The Spectral Theorem
Let (M,ω, T, µ) be a 2n-dimensional compact connected toric manifold with-
out boundary with Delzant polytope ∆. The symplectic form induces a mea-
sure on the Borel algebra and we can pass to a completion of this measure in
the sense that all the measure zero sets are going to be measurable [62, See
Chapter 11 Section 1 Theorem 4]. Let (M,Γ, νω) be the smallest completion
of this symplectic measure and, without loss of generality, assume that the
symplectic volume of M is 1.
Recall that we have the maximal torus Dsω(M,T ) inside D
s
ω(M) and we
have an inclusion of the corresponding Lie algebras Xsω(M,T ) ↪→ Xsω(M). If
we pass to the corresponding central extensions of these Lie algebras we get
Hs+1T (M,R) ↪→ Hs+1 (M,R). Similar to the approach presented in [12] we
can pass to a completion of these function spaces. Namely, we can consider
L2(∆) and L2(M, νω).
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Theorem 3.2.1. [Spectral Theorem] Let f ∈ L2(M, νω) then there is a unique,
decreasing right-continuous function λ ∈ L2[0, 1] such that λ ∼ f .
Proof. Take λ = δf and the result follows from Theorem 3.1.4. 
We remark that if f ∈ L∞(M, νω) then λ will be determined uniquely
by the moments of f by Lemma 3.1.7 and hence the Spectral theorem in [12]
follows.
3.3 The Diagonalization and Orbit Theorems
Recall that in the classical Schur-Horn convexity theorem the orbit of the (co)-
adjoint action through A ∈ H is the set of all Hermitian matrices that have
the same spectrum as A. Hence our natural candidate for the orbit Of passing
through f ∈ L2(M, νω) should be
g ∈ Of ⇐⇒ δg = δf
From the Definition 3.1.12 we can readily see that Of = ∆f . By analogy to
the finite-dimensional setting we would like to have an action description for
the orbit. Since (M,Γ, νω) is non-atomic we can use the characterization of
∆f given in 3.1.5 to get
Of =
{
δf ◦ σ
∣∣∣ σ : M −→ [0, 1] is measure preserving }
Obviously, the set of all measure preserving transformations σ : M −→ [0, 1]
does not have any algebraic structure. In order to express Of as an orbit we
need the following classical result from measure theory that guarantees the
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existence of a measure preserving bijection q : M −→ [0, 1] [62, See Chapter
15 Section 5 Theorem 16].
Theorem 3.3.1. [62] Let ν be a non-atomic probability Borel measure on an
uncountable complete separable metric space X. Then (X,B(X), ν) is isomor-
phic to the Lebesgue Borel measure on [0, 1].
Theorem 3.3.2. [Diagonalization Theorem, [12]] Let f ∈ L2(M, νω) and let λ
be as in Spectral Theorem. Then there is a measure preserving transformation
ψ : (M, νω) −→ (M, νω) such that f = (λ ◦ q) ◦ ψ.
Proof. The proof is exactly the same as the proof in [14]. By the Ryff
Theorem 3.1.6 there is a measure preserving transformation φ : M −→ [0, 1]
such that f = λ ◦ φ. Hence f = (λ ◦ q) ◦ (q−1 ◦ φ). Take ψ = q−1 ◦ φ. 
The Diagonalization Theorem 3.3.2 enables us to write Of as the orbit of
the semi-group of measure preserving transformation, Meas(M, νω), through
λ ◦ q. Note that here we are not defining Meas(M, νω) as the completion
of another space although such an interpretation is indeed possible, see the
discussion in Section 3.4.
Theorem 3.3.3. [Orbit Theorem] Let f ∈ L2(M, νω). Then there is a unique,
decreasing right-continuous function λ ∈ L2[0, 1] such that f ∈ Oλ◦q, where
Oλ◦q is the orbit of the action of the semi-group Meas(M, νω) through λ ◦ q.
The orbit Oλ◦q consists of all g ∈ L2(M, νω) such that δg = λ or equivalently
g ∼ f .
Proof. Take λ as in the Spectral Theorem 3.2.1. the result follows from
the Ryff Theorem 3.1.6. 
We remark that if f ∈ L∞(M, νω) then from Theorem 3.1.4 it follows
57
that the orbit Oλ◦q consists of all g ∈ L∞(M, νω) such that
∫
M
gpdνω =
∫
M
fpdνω, ∀p ∈ Z+.
Hence the version of the orbit theorem in [12] follows.
3.4 The Completion of Ham(M,ω)
We will see later on that the Schur-Horn-Kostant convexity theorem is really
a result in pure functional analysis. However, we will also see that it has
strong ties to the symplectic geometry of M . At first glance it seems that
the only connection to symplectic geometry is through the symplectic volume
which, after completion of the Poisson algebras, is lost. In particular, the
convexity theorem no longer appears as a consequence of the existence of the
maximal torus Dsω(M,T ). In this section we present another connection to the
underlying symplectic geometry of our manifold. We show that the completion
of Ham(M,ω) in the strong operator topology† is exactly Meas(M, νω). This
is a generalization of Proposition 3.1 in [12].
Any η ∈ Ham(M,ω) induces an unitary operator
Sη : L
2(M, νω) −→ L2(M, νω) (3.4.6)
f 7−→ f ◦ η
Theorem 3.4.1. [Completion of Ham(M,ω)] In the strong operator topol-
ogy the completion of
{
Sη
∣∣∣ η ∈ Ham(M,ω)} is {Sξ ∣∣∣ ξ ∈Meas(M, νω)} or
†. On a Hilbert space H, a sequence Pn of operators converges strongly to P if
Pn(x) −→ P (x) for all x ∈ H.
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equivalently, Meas(M, νω) is the strong closure of Ham(M,ω).
We prove Theorem 3.4.1 in the following discussion. In doing so, we
need some results that we are going to recall as we proceed. We will denote
by Meas(M, νω) the set of all invertible measure preserving transformations
of (M, νω). It is known that the closure of Meas(M, νω) in the strong oper-
ator topology is Meas(M, νω) [15]. Any ζ ∈ Meas(M, νω) defines a unitary
operator Sζ as in 3.4.6. On the group of unitary operators, the strong opera-
tor topology and the weak operator topology coincide. Next, we recall some
results from topology that allow us to compare the weak operator topology
with convergence in measure. Our exposition closely follows [39].
Definition 3.4.2. A topological space (X, τ) is called completely regular if
for any x ∈ X and any closed set F , x /∈ F , there is a continuous function
f : X −→ [0, 1] such that f(x) = 0 and f(F ) = 1, i.e., x and F can be
separated by continuous functions.
Typical examples of completely regular spaces are metric spaces.
Definition 3.4.3. Let X be a set and D(X) =
{
(x, x)
∣∣∣ x ∈ X} be the diag-
onal in X × X. A diagonal uniformity on X is a collection U of subsets of
X ×X satisfying
• A ∈ U =⇒ D(X) ⊂ A.
• A,B ∈ U =⇒ A ∩B ∈ U .
• A ∈ U =⇒ ∃ E ∈ U : E ◦ E ⊂ A.
• A ∈ U =⇒ A−1 ∈ U .
• A ⊂ B ⊂ X ×X and A ∈ U =⇒ B ∈ U .
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We remark that elements of each uniformity can be viewed as relations
on X and hence their compositions and inversion make sense. For any metric
space (X, d) we can define an uniformity U as follows
A ∈ U ⇐⇒ ∃ r > 0 :
{
(x, y)
∣∣∣ d(x, y) < r} ⊂ A. (3.4.7)
Given an uniformity U on X one can define a topology on X which is called
the uniform topology induced by U . For any A ∈ U define
A[x] =
{
y ∈ X
∣∣∣ (x, y) ∈ A}
A subset U of X is called open in the uniform topology if for any x ∈ U there
is an A ∈ U such that A[x] ⊂ U .
Definition 3.4.4. A topological space (X, τ) is called uniformizable if there is
an uniformity on X such that the uniform topology on X coincides with τ .
It is known that a topological space is uniformizable if and only if it is
completely regular [39, See Chapter 6 Corollary 17].
Definition 3.4.5. Let (X, τ) be a topological space and B(X) the σ-algebra
of Borel sets and ν a measure on B(X). The measure ν is called tight if for
every B ∈ B(X) of finite measure we have
ν(B) = sup
{
ν(K)
∣∣∣ K ⊂ B, K is compact } .
It is easy to see that the completion of a tight measure is tight. For the
tightness we recall Ulam’s tightness theorem [56, See Theorem 3.2].
Theorem 3.4.6. [Ulam’s Tightness Theorem, [56]] If X is a separable, com-
plete metric spaces then every probability measure on B(X) is tight.
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It follows that (M, νω) is a tight measure space since it is a completion
of a tight measure on the Borel algebra. We choose a uniformization Uω for
(M,ω) and keep it fixed.
Definition 3.4.7. [67] A sequence of measure preserving transformation {σn}
of (M, νω) are said to be Uω-convergent in measure to a measure preserving
transformation σ of (M, νω) if
lim
n→∞ ν
∗
ω
({
x ∈ σ−1(B)
∣∣∣ (σn(x), σ(x)) 6∈ V }) = 0 (3.4.8)
for any V ∈ Uω and any measurable set B. Here ν∗ω is the outer measure
corresponding to νω.
In our case, since M is a toric manifold endowed with the canonical
Riemannian metric 2.3.1 the symplectic volume coincides with the Riemannian
volume. In particular, we can choose our uniformity Uω to be the one given
in the formula 3.4.7. Thus to apply 3.4.8 it suffices to consider the sets V of
the form
{
(x, y)
∣∣∣ d(x, y) < r}. Hence the condition 3.4.8 becomes
lim
n→∞ ν
∗
ω
({
x ∈M
∣∣∣ d(σn(x), σ(x)) ≥ r}) = 0. (3.4.9)
Now we are ready to state a result that compares weak convergence to conver-
gence in measure. We assume that the topological space (X, τ) is completely
regular and Hausdorff, U is an uniformity compatible with τ and our measure
is the completion of a tight measure on the Borel algebra.
Theorem 3.4.8. [67] Let σn be a sequence of measure preserving transforma-
tions of (X, ν) and σ be a measure preserving transformation of (X, ν). If ν
is locally finite then the following are equivalent:
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• σn → σ weakly†.
• σn U -converges in measure to σ.x
In particular, for a sequence σn of invertible measure preserving trans-
formations of (M, νω) and an invertible measure preserving transformation σ
of (M, νω), σn → σ weakly if and only if 3.4.9 holds for any real number r > 0.
Hence to approximate any η ∈ Meas(M, νω) by Hamiltonian symplectomor-
phisms in the strong operator topology we can approximate η in measure by
Hamiltonian symplectomorphisms and this has been already done in [54].
Theorem 3.4.9. [54] Let η ∈Meas(M, νω) and every  > 0 there is a Hamil-
tonian symplectomorphism h : M −→ M that -approximates η in measure,
namely
ν∗ω
({
x ∈M
∣∣∣ d(η(x), h(x)) ≥ }) < .
3.5 The Projection pi
In order to state our version of Schur-Horn-Kostant convexity we need the
projection pi that maps the orbit Oλ◦q onto a convex set. We will see that pi
can be interpreted simply as an averaging process.
By Arnold-Liouville theorem [8, See Theorem III.3] we can disintegrate
the measure νω, i.e., for almost every z ∈ ∆ we can find a unique probability
measure νz on each T -orbit µ
−1(z) such that for every integrable function
†. On a Hilbert space H, a sequence Pn of operators converges weakly to P if
F (Pn(x)) −→ F (P (x)) for all x ∈ H and all F ∈ H∗.
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f : M −→ R we have
∫
M
fdνω =
∫
∆
∫
µ−1(z)
fdνzdm
Equivalently, we write the measure νω as the “product” of the measures νz,
which is just the canonical measure on T , and the push-forward measure m
which is just Lebesgue measure on ∆, see section 1.6.
Definition 3.5.1. We define the projection pi : L2(M, νω) −→ L2(∆,m) by
[pi(f)](z) =
∫
µ−1(z)
fdνz
We call pi(f) the zeroth Fourier coefficient of f .
The projection pi can be viewed as an averaging process that turns any
element of L2(M, νω) into a member of L
2(∆). We remark that for the case
of the annulus the projection pi is exactly the zeroth Fourier coefficient [12].
3.6 The Weyl semi-group W
Recall that the classical Schur-Horn-Kostant convexity theorem for the unitary
matrices involves the Weyl group of Tn ↪→ U(n), which is Sn. For the case
of the annulus A = [0, 1] × S1 it has been shown that the maximal torus
Dsω(M,T ) has a finite Weyl group which is Z2 [10]. Because this Weyl group
is finite it cannot be completed directly. Another closely related notion of
Weyl group has been introduced in [57] in connection with the classification of
maximal tori in symplectomorphism groups. Given a finite-dimensional torus
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T ↪→ Ham(M,ω), we can define its Weyl group to be
W = NT
¿
CT
where NT and CT are the normalizer and centralizer of T in Dω(M). Note
that in the case of a Hamiltonian toric action the centralizer CT is equal to
Dω(M,T ). Hence the second definition of the Weyl group differs from the
usual definition just in the numerator. More precisely, in the usual definition
of the Weyl group we have N (Dω(M,T )) while for the second one we have
NT which sits inside N (Dω(M,T )). For the case of the annulus both notions
coincide and we believe that they are the same if one considers an arbitrary
symplectic toric manifold. Observe that, using the second definition of the
Weyl group, we always obtain a finite group and hence it is too small to
construct a convexity theorem [57].
Recall that any element of Dsω(M,T ) is of the form
Ψφ(p) = exp(φ(µ(p))) · p
where φ : ∆ −→ Rn is Hs with symmetric Jacobian. If we relax the condition
of φ being Hs and allow φ to be measurable then we can complete Dsω(M,T )
to
{
Ψφ : ∆× T −→ ∆× T
∣∣∣ Ψφ(z,θ) = (z,θ + φ(z)) and φ is measurable } .
We compute the normalizer of this completion of Dsω(M,T ) in Meas(M, νω)
following the proof of Proposition 2.4 in [12]. We need to find all
(u(z,θ), v(z,θ)) ∈Meas(M, νω)
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such that for every Ψα in the completion there is a Ψβ in the completion such
that
u(z,θ + α(z)) = u(z,θ)
v(z,θ + α(z)) = v(z,θ) + β(u(z,θ))
Thus u is a function of z alone and we have
v(z,θ + α(z))− v(z,θ) = β(u(z))
From the above equation it follows that v(z,θ) = a(z)θ+b(z) where b : ∆ −→
Rn and a : ∆ −→ R. Hence, the above formula can be recast as
a(z)α(z) = β(u(z)). (3.6.10)
Equation 3.6.10 can be solved in β for every α if and only if u : ∆ −→ ∆ is
injective. Putting every thing together, we have shown that any element of
the normalizer of the completion is of the formÄ
u(z), a(z)θ + b(z)
ä
where u : ∆ −→ ∆ is injective. Now we use the fact that this element
is measure preserving and hence its components u and v must be measure
preserving. This means that u : ∆ −→ ∆ is measure preserving and a : ∆ −→
R is +1 or −1 almost everywhere. Thus our normalizer consists of elements
of the form Ä
u(z),θ + b(z)
ä
,
Ä
u(z),−θ + b(z)ä
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where u : ∆ −→ ∆ is an injective measure preserving transformation. It
readily follows that the Weyl group of the completion consists of the elements
of the form Ä
u(z),θ
ä
,
Ä
u(z),−θä
where u : ∆ −→ ∆ is an invertible measure preserving transformation. We
consider the semi-group of measure preserving transformations which is the
strong closure of the Weyl group of the completion of Dsω(M,T ).
Definition 3.6.1. The Weyl semi-group W is the set of all measure preserving
transformations σ : (∆,m) −→ (∆,m).
3.7 Schur’s Theorem
We are now ready to state our version of the Schur’s theorem. Our proof
follows [12] with some minor modifications.
Theorem 3.7.1. [Schur’s Theorem, [12]] Let f ∈ L2(M, νω), let pi(f) be the
“zeroth Fourier coefficient” of f
pi(f)(z) =
∫
µ−1(z)
fdνz
and let λ be as in the spectral theorem 3.2.1. Then pi(f) belongs to the weak
closed convex hull of the orbit of the Weyl semi-group W through λ ◦ r where
r : ∆ −→ [0, 1] is a measure preserving bijection.
Proof. By the Diagonalization Theorem 3.3.2 there is a measure pre-
serving map σ : M −→ M such that f = (λ ◦ q) ◦ σ. We define a doubly
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stochastic operator P : L2[0, 1] −→ L2(∆) by
(Pκ)(z) =
∫
µ−1(z)
Ä
(κ ◦ q) ◦ σädνz
Obviously, Pλ = pi(f) and in view of Theorem 3.1.11 P being a doubly stochas-
tic operator implies that pi(f) ≺ λ. By Theorem 3.1.13 this means that pi(f)
belongs to the weak closed convex hull of W through λ ◦ r. To show that P
is indeed a doubly stochastic operator we use Theorem 3.1.10. Let A ⊆ [0, 1]
be a measurable set and χA its characteristic function then we haveÄ
χA ◦ q
ä ◦ σ = χÄ
(q◦σ)−1(A)
ä
So Ä
PχA
ä
(z) =
∫
µ−1(z)
χÄ
(q◦σ)−1(A)
ä ≤ 1
and
∫
∆
Ä
PχA
ä
(z)dz =
∫
∆
∫
µ−1(z)
Ä
χA ◦ q
ä ◦ σdνzdz
=
∫
M
Ä
χA ◦ q
ä ◦ σdνω
=
∫
M
Ä
χA ◦ q
ä
dνω since σ is measure preserving
=
1∫
0
χAdm since q is measure preserving
= m(A).

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Roughly speaking, Schur’s Theorem 3.7.1 says that
pi(Oλ◦q) ⊆ Conv
Å
W · (λ ◦ r)
ã
. (3.7.11)
3.8 Horn’s Theorem
In this section we prove the converse to Schur’s Theorem 3.7.1 which will
provide us with an analog of Horn’s theorem in the infinite-dimensional setting.
Our first goal is to prove a new representation for doubly stochastic operators
that will lead to a sharper version of Horn’s theorem compared to the one
proven in [12].
Proposition 3.8.1. Let P : L1[0, 1] −→ L1[0, 1] be a doubly stochastic opera-
tor then there is a measure preserving transformation τ : [0, 1]× [0, 1] −→ [0, 1]
such that Ä
Pf
ä
(x) =
1∫
0
f ◦ τ(x, y)dy.
Proof. First, we recall main points of the proof of Horn’s Theorem
in [12] in which they have produced a “kernel” τ .
(1) Let γ(x, y) = Pχ[0,y](x), γ(x, y) is increasing in y almost everywhere.
That is, there is a measure zero set E ⊂ [0, 1] such that for every x /∈ E,
γ(x, y) is increasing in y.
(2) For every x /∈ E let τ : [0, 1]× [0, 1] −→ [0, 1] be
τ(x, z) = inf{y | γ(x, y) ≥ z}.
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Then τ is measurable and has the following important property
τ(x, z) ≤ a⇐⇒ γ(x, a) ≥ z. (3.8.12)
(3) The property 3.8.12 implies that for any A = (a, b] and any x /∈ E we
have
1∫
0
χA(τ(x, z))dz =
1∫
0
χτ−1(A)(x, z)dz
=
γ(x,b)∫
γ(x,a)
dz
= γ(x, b)− γ(x, a)
= PχA(x).
In particular, for every step function (and hence for every measurable
function f that can be written as the limit of an increasing sequence of
step functions) we have
(Pf)(x) =
1∫
0
f
Ä
τ(x, z)
ä
dz.
What has not been noticed† in [12] is that τ is a measure preserving trans-
formation that plays the role of a kernel for P . Riesz approach to Lebesgue
integral [72, See Chapter 10] guarantees that any g ∈ L1[0, 1] can be decom-
posed as a difference of two integrable functions g = h − k each of which
†. We should point out that El Hadrami states Proposition 3.8.1 in his thesis [30,
See Theorem 6.2.4] but in his proof he refers to a corrected new version of [12] which
we have not been able to find.
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can be written as the limit of an increasing sequence of step functions almost
everywhere, so Ä
Pg
ä
(x) =
Ä
Ph
ä
(x)− ÄPkä(x)
=
1∫
0
h
Ä
τ(x, z)
ä
dz −
1∫
0
k
Ä
τ(x, z)
ä
dz
=
1∫
0
g
Ä
τ(x, z)
ä
dz
for all x /∈ E. To show that τ is measure preserving, first recall that since P
is doubly stochastic we have
1∫
0
(PχB)(x)dx = m(B) for every measurable set
B ⊂ [0, 1]. Hence
m(B) =
1∫
0
1∫
0
χB
Ä
τ(x, z)
ä
dzdx
=
1∫
0
1∫
0
χτ−1(B)dzdx
= m(τ−1(B)).

We remark that τ in Proposition 3.8.1 is not unique. To see this, take a
non-trivial measure preserving transformation α : [0, 1] −→ [0, 1] then define
τ̂(x, z) := τ(x, α(z)). It is easy to see that both τ̂ and τ define the same
doubly stochastic operator.
Other similar parametrizations of doubly stochastic operators have been
obtained previously [73]. Still there is an interesting question that is motivated
by Proposition 3.8.1. For what choices of “kernel” τ is the corresponding dou-
bly stochastic operator an extreme point of the convex set of doubly stochas-
tic operators? It is known that for any measure preserving transformation
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σ : [0, 1] −→ [0, 1]
Tσ : L
1[0, 1] −→ L1[0, 1]
f 7−→ f ◦ σ
is an extreme point [69], but this construction does not account for all extreme
points. One can readily see that Tσ can be obtained by taking τ(x, z) := σ(x).
On the other hand, if we let pr1 : [0, 1] × [0, 1] −→ [0, 1] be the projection
onto the first component pr1(x, y) = x then pr1 induces an operator Tpr1 :
L1[0, 1] −→ L1([0, 1]× [0, 1]) which is defined by Tpr1(f) = f ◦pr1. It is easy to
see that T ∗pr1 : L
1([0, 1]× [0, 1]) −→ L1[0, 1] is given by T ∗pr1(g) =
1∫
0
g(x, y)dy.
Hence P (f) = T ∗pr1 ◦ Tτ (f), where Tτ : L1[0, 1] −→ L1([0, 1]× [0, 1]) is defined
by Tτ (f) = f ◦ τ . We can mimic the argument of Theorem 2 in [69] to show
that if τ is an invertible measure preserving transformation then P = T ∗pr1 ◦Tτ
is an extreme doubly stochastic operator. In fact, since we have assumed that
τ : [0, 1] × [0, 1] −→ [0, 1] is an invertible measure preserving transformation
then Tτ : L
1[0, 1] −→ L1([0, 1]×[0, 1]) is an unitary operator which means that
T ∗τ = Tτ−1 . Hence P =
Ä
T ∗τ ◦ Tpr1
ä∗
=
Ä
Tτ−1 ◦ Tpr1
ä∗
= T ∗
pr1◦τ−1 . So P is the
adjoint of the operator Tpr1◦τ−1 which is extreme since pr1 ◦ τ
−1 : [0, 1] −→
[0, 1] is measure preserving. It is easy to see that the adjoint of an extreme
doubly stochastic operator is extreme again and hence P is extreme. This
method produces a new class of extreme doubly stochastic operators that are
different from the previous ones that were obtained by taking τ(x, z) := σ(x).
Also, it follows from our argument that any doubly stochastic operator can be
decomposed as T ∗θ ◦ Tσ, where θ, σ : [0, 1] −→ [0, 1] are measure preserving,
which is interesting on its own (one can compare with [64]). Moreover θ
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can be chosen to be a fixed measure preserving transformation, i.e., it can be
made “canonical”. A detailed discussion about the theory of doubly stochastic
operators and its history can be found in [40].
We now define an analog of Horn’s orthostochastic matrices in our infi-
nite-dimensional setting. This analog has nothing to do with Horn’s theorem
and is presented just for the sake of completeness. We need some results from
measure theory that we are going to recall as we proceed. First, we provide
an equivalent definition for non-atomic measure space when the measure is
defined on a separable metric space X. Recall the following lemma [62, See
15.5 Lemma 14].
Lemma 3.8.2. [62] Let ν be a Borel measure on a separable metric space X,
and A an atom on ν. Then there is a point x ∈ A such that ν (A \ {x}) = 0.
Lemma 3.8.2 means that all of the measure of an atom will be on a
singleton {x} inside that atom. Hence for a separable metric space X endowed
with a Borel measure ν, ν is non-atomic if and only if ∀ x ∈ X : ν ({x}) = 0.
Now we recall the following definition of doubly stochastic measures [73].
Definition 3.8.3. A Borel measure ν on the unit square [0, 1]× [0, 1] is called
doubly stochastic measure if
∀ A,B ∈ B(X) : ν (A× [0, 1]) = m(A), ν ([0, 1]×B) = m(B)
That is ν has the Lebesgue measure m as its marginal measures.
The criteria for a measure to be non-atomic can be used to show that
all doubly stochastic measures on [0, 1] × [0, 1] are non-atomic. Obviously,
any doubly stochastic measure is a probability measure so Theorem 3.3.1 will
imply that (X, ν) is isomorphic to the Lebesgue Borel measure on [0, 1]× [0, 1].
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Also, it is known that all the doubly stochastic measures can be realized by
a pair of measure preserving transformations of α, β : [0, 1] −→ [0, 1], [73].
Namely,
(1) If α, β : [0, 1] −→ [0, 1] are measure preserving transformations then the
map (α, β) : [0, 1] −→ [0, 1] × [0, 1] defined by (α, β) (x) = (α(x), β(x))
is a doubly stochastic measure.
(2) Every doubly stochastic measure ν on [0, 1]× [0, 1] can be realized as a
pair (α, β) as in (1).
Let τ : ([0, 1]× [0, 1],m) −→ [0, 1] be a Borel measure preserving transfor-
mation then by choosing a Borel isomorphism u : [0, 1] −→ [0, 1] × [0, 1] we
can construct a measure preserving transformation τ ◦ u : [0, 1] −→ [0, 1].
Hence for any Borel measure preserving transformation σ : [0, 1] −→ [0, 1],
(τ ◦ u, σ) will realize a doubly stochastic measure ντ,σ as in (1) above. The
map zτ,σ :
Ä
[0, 1]× [0, 1], ντ,σ
ä −→ ([0, 1]× [0, 1],m) defined by zτ,σ(x, y) =Ä
τ(x, y), σ ◦ u−1(x, y)ä is a measure preserving transformation. It follows eas-
ily that σ ◦ u−1 : [0, 1] −→ ([0, 1]× [0, 1],m), the second component of zτ,σ,
is measure preserving. Thus we have proven the following theorem.
Theorem 3.8.4. Any Borel measure preserving map τ : ([0, 1]× [0, 1],m) −→
[0, 1] can be regarded as the first component of a Borel measure preserving map
zν : ([0, 1]× [0, 1], ν) −→ ([0, 1]× [0, 1],m), where ν is a doubly stochastic
measure. Conversely, any component of a Borel measure preserving map zν :
([0, 1]× [0, 1], ν) −→ ([0, 1]× [0, 1],m) is measure preserving.
As any measure preserving map τ : ([0, 1]× [0, 1],m) −→ [0, 1] defines
a doubly stochastic operator and conversely any doubly stochastic operator
can be characterized by such a kernel, we can consider the measure preserving
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transformations between doubly stochastic measures and the canonical doubly
stochastic measure as an analog of Horn’s orthostochastic matrices. As we have
pointed out, all doubly stochastic measures are isomorphic to the canonical
one so the measure preserving automorphisms of the unit square endowed with
the Lebesgue measure is a good analog of Horn’s orthostochastic matrices.
To support our argument more, we should point out that there is an one-to-
one correspondence between doubly stochastic measures and doubly stochastic
operators [40]. This answers a question asked by Bloch, Flaschka and Ratiu,
see the remark at the end of page 527 in [12].
We now return to the proof of Horn’s Theorem.
Theorem 3.8.5. [Horn’s theorem] Let λ ∈ L2[0, 1] be decreasing, right-conti-
nuous function and let F belongs to the weak closed convex hull of W · (λ◦ r).
Then there is a f ∈ L2(M, νω) such that
• pi(f)(z) = F (z).
• f belongs to the orbit Oλ◦q.
Proof. Let F be in the closed convex hull of the Weyl semi-group
W through λ ◦ r then there is a doubly stochastic operator P : L2[0, 1] −→
L2(∆) such that Pλ = F . By Proposition 3.8.1 there is a measure preserving
transformation β : M −→ [0, 1] such that for every κ ∈ L2[0, 1]
(Pκ) (z) =
∫
µ−1(z)
(κ ◦ β)dνz
for almost every z ∈ ∆. In particular
F (z) =
∫
µ−1(z)
(λ ◦ β)dνz
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Take f = λ ◦ β = (λ ◦ q) ◦ (q−1 ◦ β). As q−1 ◦ β : M −→ M is measure
preserving, f belongs to the orbit Oλ◦q. 
Roughly speaking, Horn’s Theorem 3.8.5 says that
pi(Oλ◦q) ⊇ Conv
Å
W · (λ ◦ r)
ã
. (3.8.13)
This provides the reveres inclusion to the Schur’s Theorem inclusion 3.7.11.
We remark that in our Horn’s Theorem 3.8.5 if one assumes that λ is
essentially bounded then f is also essentially bounded and it has the same
moments as λ, which implies the version of the Horn’s theorem found in [12].
3.9 The Schur-Horn-Kostant Theorem
We put Schur’s and Horn’s Theorems together to get the Kostant formulation
of the convexity theorem. Our construction allows us to replace L2 functions
by Lp functions everywhere and still obtain the Schur-Horn theorem in this
new setting. We conclude by constructing a dictionary that illustrates the
analogy between the finite-dimensional setting and the infinite-dimensional
setting.
Theorem 3.9.1. [Schur-Horn-Kostant Convexity] Let λ ∈ L2[0, 1] be a de-
creasing, right-continuous. Let Oλ◦q be the orbit of Meas(M,µω) through
λ◦q. Then pi(Oλ◦q) ⊂ L2(∆) is weakly compact, convex set. Its set of extreme
points is W · (λ ◦ r), the orbit of the Weyl semi-group through λ ◦ r.
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Roughly speaking, the Schur-Horn-Kostant Theorem 3.9.1 says that
pi(Oλ◦q) = Conv
Å
W · (λ ◦ r)
ã
or
pi
Å
Meas(M,µω) · (λ ◦ q)
ã
= Conv
Å
W · (λ ◦ r)
ã
or
pi
Å
Ham(M,µω) · (λ ◦ q)
ã
= Conv
Å
W · (λ ◦ r)
ã
Table 3.1: A Dictionary
U(n) Ham(M,ω)
Finite-dimensional Lie group structure Sobolev, · · ·
The maximal torus Tn Ds+1ω (M,T ), · · ·
g∗ {f ∈ C∞(M)| ∫M f = 0} = {f ∈ L2(M,µω)| ∫M f = 0}
t∗ {f ∈ C∞T (M)|
∫
M f = 0} = {f ∈ L2(∆)|
∫
∆ f = 0}
The coadjoint action Ham(M,ω) = Meas(M,µω)
The coadjoint orbit OA Oλ◦q
λ: The Spectrum λ = δf , The Rearrangement of f
OA =
{
B
∣∣∣ λ(B) = λ(A)} Oλ◦q = {f ∈ L2(M,µω) ∣∣∣ δf = λ}
The moment map pi pi(f) = zeroth Fourier coefficient of f
The Weyl group WTn The Weyl semi-group W
Closed convex hull Weakly compact and convex
Schur-Horn-Kostant Convexity Schur-Horn-Kostant Convexity
Schur-Horn-Kostant Convexity Theorems
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3.10 Final Remarks
In this thesis, we have obtained some topological, geometrical and analytical
results on the maximal Abelian subgroup Dω(M,T ). We strongly believe that
the analogy with the finite-dimensional case can be pushed much further. We
would like to conclude by mentioning other possible directions of research that
seems to be promising.
(1) Bundle structure: We know that topologically Dω(M,T ) retracts to T .
The recent result of Ebin about the geodesic completeness of Dω(M)
suggests that we may be able to realize this retraction along geodesics.
This would give us a very clear geometric understanding of the torus
Dω(M,T ).
(2) Geometry of the Quotient: An other project is to investigate the quotient
Dsω(M)
¿
Dsω(M,T ) . For a compact connected Lie group G, the quo-
tient of G by its maximal torus T has quite interesting properties from
the geometric and the topological points of view. For, example G /T
is a Ka¨hler manifold which is called a flag manifold [6] and it can be
viewed as an adjoint orbit. It would be interesting to see if there is any
infinite-dimensional analog of the geometric quantization procedure in
this context.†
(3) Hofer Geometry: It is shown in [57] that Dω(M,T ) lies in the connected
component of the identity of Dω(M), i.e., Dω(M,T ) is a subgroup of
Ham(M,ω). It is also known that Ham(M,ω) carries a Finsler struc-
ture which is called the Hofer metric [32, 59]. We know that Dω(M,T ) is
†. The fact that the quotient should be Ka¨hler was pointed out to us by Tudor
S. Ratiu.
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a closed submanifold of Ham(M,ω) by our result, but geometric proper-
ties of Dω(M,T ) can be investigated further with respect to the Finsler
structure on Ham(M,ω). Another project in this regard can be to study
the diameter of Dω(M,T ) with respect to the Hofer metric [58]. In this
setting we can take a different approach and study the graphs of elements
of Dω(M,T ) as Lagrangian submanifolds with respect to the Hofer met-
ric on Lagrangian submanifolds [53].
(4) Extensions to contact manifolds: Beyond symplectic manifolds, the next
natural objects to study are toric contact manifolds. Indeed, these man-
ifolds can be characterized in terms of the moment map image in a way
similar to symplectic toric manifolds.
(5) Integrable Systems: It seems that some of our results may be extended
to integrable systems, at least after imposing some conditions on the
singular fibers [51].
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