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Abstract
The purpose of the paper is to extend the principal eigenvalue and principal eigenfunction
theory for time independent and periodic parabolic equations to random and general
nonautonomous ones. In the random case, a notion of principal Lyapunov exponent serving as
an analog of principal eigenvalue is introduced. It is shown that the principal Lyapunov exponent
is deterministic and of simple multiplicity. It is also shown that there is a one-dimensional
invariant random subbundle corresponding to the solutions that are globally deﬁned and of the
same sign, which serves as an analog of principal eigenfunction. In addition, monotonicity of
the principal Lyapunov exponent with respect to the zero-order terms both in the equation and in
the boundary condition is proved. When the second- and ﬁrst-order terms are deterministic, it is
proved that the principal Lyapunov exponent is greater than or equal to the principal eigenvalue
of the associated time-averaged equation. In the general nonautonomous case, the concepts of
principal spectrum, which serves as an analog of principal eigenvalue, and principal Lyapunov
exponents are introduced. As is known, the principal spectrum is a compact interval. It is proved
in the paper that the principal spectrum contains all the principal Lyapunov exponents. When the
second and ﬁrst-order terms are time independent, a lower estimate of the inﬁmum of the principal
spectrum is given in terms of an associated time-averaged equation.
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1. Introduction
The current paper is devoted to the study of random parabolic equations of the
form
ut ¼
PN
i; j¼1
aijðyto; xÞ @
2u
@xi@xj
þPN
i¼1
aiðyto; xÞ @u
@xi
þ a0ðyto; xÞu; xAD;
Bu ¼ 0; xA@D;
8><
>: ð1:1Þ
where DCRN is a bounded domain with smooth boundary @D; oAO and
ððO;F;PÞ; fytgtARÞ is an ergodic metric dynamical system, aijð; Þ ¼ ajið; Þ ði; j ¼
1; 2;y; NÞ; aið; Þ ði ¼ 1; 2;y; NÞ and a0ð; Þ :O	 %D-R are bounded and
measurable functions satisfying suitable smooth conditions, and B is a boundary
operator of either the Dirichlet type or the Robin type (see Section 3 for details), as
well as to the study of general nonautonomous parabolic equations of the form
ut ¼
PN
i; j¼1
aijðt; xÞ @
2u
@xi@xj
þPN
i¼1
aiðt; xÞ @u
@xi
þ a0ðt; xÞu; xAD
Bu ¼ 0; xA@D;
8><
>: ð1:2Þ
where D and B are as in (1.1) and aijð; Þ ¼ ajið; Þ ði; j ¼ 1; 2;y; NÞ; aið; Þ
ði ¼ 1; 2;y; NÞ and a0ð; Þ :R	 %D-R are bounded functions satisfying suitable
smooth conditions (see Section 4 for details). Our objective is to generalize the
principal eigenvalue and principal eigenfunction theory for time-independent and
time-periodic parabolic equations to Eqs. (1.1) and (1.2).
It is well known that when (1.2) is time independent, that is, aijðt; xÞ ¼ aijðxÞ
ði; j ¼ 1; 2;y; NÞ; aiðt; xÞ ¼ aiðxÞ ði ¼ 1; 2;y; NÞ; and a0ðt; xÞ ¼ a0ðxÞ; the eigen-
value lmax to the eigenvalue problem
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ a0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>: ð1:3Þ
having the largest real part (we will call in this paper lmax the principal eigenvalue of
(1.3); in some literature, 
lmax is called the principal eigenvalue of (1.3)) is real,
simple, and an eigenfunction corresponding to it (a principal eigenfunction) v can be
chosen so that vðxÞ40 for xAD: The concepts of principal eigenvalue and principal
eigenfunction were extended by P. Hess and his collaborators to the case where the
coefﬁcients of Eq. (1.2) are allowed to depend periodically on time (see [5]). The
principal eigenvalue problem is important from the point of view of applications.
The most obvious of these is its role played in the analysis of the stability of
equilibrium or periodic solutions of nonlinear parabolic equations (see e.g. [5]).
There has been extension of the principal eigenvalue and principal eigenfunction
theory for time independent and periodic parabolic equations to more general ones.
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For example, the exponential separation and invariant bundles theory developed in
[16] and independently in [11] shows the existence of an analog of principal
eigenfunction of time independent and periodic parabolic equations for a fairly
general time dependent ones (see Lemma 2.1) and has found many applications
([6,15,17], etc.). In [8], the second named author together with Hutson and Vickers
introduced the concept of principal spectrum point of time almost periodic parabolic
equations, which generalizes the concept of principal eigenvalue of time independent
and periodic ones, and showed its existence and simplicity. Moreover, when
aijðt; xÞ ¼ aijðxÞ and aiðt; xÞ ¼ aiðxÞ; it is shown in [8] that the principal spectrum
point is greater than or equal to the principal eigenvalue of the time-averaged
equation
ut ¼
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ %a0ðxÞu; xAD;
Bu ¼ 0; xA@D;
8><
>: ð1:4Þ
where %a0ðxÞ ¼ limt-N 1t
R t
0 a0ðs; xÞ ds: Biologically, this fact can be interpreted as that
spatio-temporal variation always favors persistence. To be more precise, consider
ut ¼
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ uf ðt; x; uÞ; xAD;
Bu ¼ 0; xA@D;
8><
>: ð1:5Þ
where f ðt; x; uÞ is a smooth function almost periodic in t: Viewing Eq. (1.5) as a
population model of a single species, the occurrence of persistence of the species
roughly means that every positive solution is bounded away from the zero solution
uðt; xÞ  0: Let l be the principal spectrum of (1.2) with aijðt; xÞ ¼ aijðxÞ; aiðt; xÞ ¼
aiðxÞ; and a0ðt; xÞ ¼ f ðt; x; 0Þ: Then l40 is a sufﬁcient condition and lX0 is a
necessary condition for the occurrence of persistence in (1.5) (see [7,18]). Consider
also the following population model of a single species:
ut ¼
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ u %fðx; uÞ; xAD;
Bu ¼ 0; xA@D;
8><
>: ð1:6Þ
where %fðx; uÞ ¼ limt-N 1t
R t
0 f ðs; x; uÞ ds: Then by the principal spectrum theory [8],
the occurrence of persistence in (1.6) implies that in (1.5), but the converse may not
be true. Hence, biologically, we may say spatio-temporal variation favors
persistence. Note that the results in [8] have found several applications (see [7,18]).
In [15], the concept was introduced of ﬁrst Lyapunov exponent for a compact C1;a-
map on a strongly ordered Banach space with strongly positive derivatives, and it
was proved by Birkhoff’s ergodic theorem that the ﬁrst Lyapunov exponent is the
limit (and not just the superior limit) for almost all points with respect to any
invariant Borel measure. In [12], the ﬁrst named author introduced the concept of
principal spectrum of general nonautonomous parabolic equations, which further
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generalizes the concept of principal eigenvalue of time independent and periodic
ones, and provided certain characterizations of principal spectrum.
In this paper, we shall extend the existing principal eigenvalue and principal
eigenfunction theory to random parabolic equations. We introduce the concept of
principal Lyapunov exponent, which serves as an analog of principal eigenvalue, and
show the existence of a measurable exponentially separated subbundle (Theorem
3.1), which serves as an analog of principal eigenfunction, show that the principal
Lyapunov exponent is deterministic, of simple multiplicity, and monotone with
respect to both the zero-order terms in the equation and the boundary condition,
and show in the case aijðyto; xÞ ¼ aijðxÞ and aiðyto; xÞ ¼ aiðxÞ; that the principal
Lyapunov exponent is greater than or equal to the principal eigenvalue of the time-
averaged equation (Theorem 3.2). We shall also further extend the existing principal
eigenvalue and principal eigenfunction theory to general nonautonomous parabolic
equations. We adopt the concept of principal spectrum introduced in [12] and
introduce the concept of principal Lyapunov exponent. It is known that the principal
spectrum is a compact interval and can be a degenerate one, that is, a single point
(see [12]). We prove that the principal spectrum contains all the principal Lyapunov
exponents and that the boundary points of the principal spectrum are principal
Lyapunov exponents (Theorem 4.2). We also prove that the boundary points of the
principal spectrum are monotone with respect to zero-order terms (Theorem 4.3).
The above results extend those in [8,12]. A new result is that, in the case where the
second- and ﬁrst-order terms are time independent, the inﬁmum of the principal
spectrum is bounded below by the principal eigenvalue of an associated time-
averaged equation. One of our main ideas to prove the mentioned results is to build
(1.1) and (1.2) into a setting of some compact skew-product semiﬂow generated by
certain parabolic equations.
The paper is organized as follows. In Section 2, we present two lemmas for a class
of compact skew-product semiﬂows generated by parabolic equations for use in later
sections. Section 3 is devoted to the study of random equation (1.1). The discussion
of nonautonomous equation (1.2) is given in Section 4.
We end the introduction with the following remarks. The study of principal
spectrum point for an almost periodic parabolic equation in [8] is carried out by
embedding the equation into (1.1) with O being the hull of the coefﬁcients of
the equation and yt being the time translation ﬂow. In such a case, O is clearly
compact and ðO; ytÞ is uniquely ergodic. Due to the lack of the compactness of O and
the lack of the unique ergodicity of ðO; ytÞ in a general random case, two difﬁculties
arise in the study of principal Lyapunov exponents of random parabolic equations.
First, for the almost periodic case, there existed an exponential separation and
invariant bundles theory, which plays an essential role in the study of principal
spectrum properties. However, for the random case, no such theory exists and
one has to ﬁrst develop an analog of the theory. Second, for the almost periodic
case, one can use the existence of the mean value of an almost periodic function
to study principal spectrum properties. For a general random case, one is not able to
do so and should apply general ergodic theory to study principal Lyapunov
exponents.
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2. Compact skew-product semiﬂows generated by parabolic equations
In this section, we shall consider skew-product semiﬂows over some compact space
induced from parabolic equations and present two lemmas for use in later sections.
First of all, let DCRN be a bounded domain with smooth boundary @D and
Y˜ :¼ CðR	 %D;RN	NÞ 	 CðR	 %D;RNÞ 	 CðR	 %D;RÞ ð2:1Þ
with compact open topology induced from the metric rð; Þ: for f ¼ ðð fijÞN	N ;
ð fiÞ1	N ; f0Þ and g ¼ ððgijÞN	N ; ðgiÞ1	N ; g0ÞAY˜;
rð f ; gÞ :¼
XN
m¼1
dmð f ; gÞ
2m
; ð2:2Þ
where
dmð f ; gÞ :¼ sup
jtjpm
xA %D
1pi; jpN
fj fijðt; xÞ 
 gijðt; xÞj; j fiðt; xÞ 
 giðt; xÞj;
j f0ðt; xÞ 
 g0ðt; xÞjg:
Deﬁne stf ¼ f ðt þ ; Þ for fAY˜: Let YCY˜ be a compact subset which is invariant
under st and for any f ¼ ðð fijÞN	N ; ð fiÞ1	N ; f0ÞAY ; fijðt; xÞ ¼ fjiðt; xÞ; fiðt; xÞ; and
f0ðt; xÞ are uniformly Ho¨lder continuous in tAR and xA %D with Ho¨lder coefﬁcient
independent of f : Moreover,
XN
i; j¼1
fijðt; xÞxixjXd
XN
i¼1
x2i
for some d40 and any tAR; xA %D; x ¼ ðx1; x2;y; xNÞTARN :
We then consider
ut ¼
XN
i; j¼1
fijðt; xÞ @
2u
@xi@xj
þ
XN
i¼1
fiðt; xÞ @u
@xi
þ f0ðt; xÞu; xAD ð2:3Þ
with the boundary condition
Bu ¼ 0; xA@D; ð2:4Þ
where f ¼ ðð fijÞN	N ; ð fiÞ1	N ; f0ÞAY and B is the boundary operator of either the
Dirichlet type
Bu ¼ u ð2:4ÞD
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or of the Robin type
Bu ¼ @u
@n
þ bðxÞu ð2:4ÞRb
(here n is the unit normal vector pointing out of D; bAC1það@DÞ for some a40 and
bðxÞX0 for xA@D).
Let XCLpðDÞ ðp4NÞ be a fractional power space of 
D :D-LpðDÞ satisfying
X+C1ð %DÞ; where D ¼ fuAH2;pðDÞ : Bu ¼ 0 on @Dg: Denote uBCðt; x; u0; f Þ;
BCAfD; Rbg; as the solution of (2.3)+(2.4) with uBCð0; ; u0; f Þ ¼ u0ðÞ ðu0AX Þ:
When the boundary conditions are not essential we write simply uðt; x; u0; f Þ:
(2.3)+(2.4) induces the following skew-product semiﬂow *PBC ¼ f *PBCt gtARþ on Y :
*PBCt : X 	 Y-X 	 Y ; tX0;
*PBCt ðu0; f Þ :¼ ð *FBCðt; f Þu0; stf Þ; ð2:5Þ
where u0AX ; f ¼ ðð fijÞN	N ; ð fiÞ1	N ; f0ÞAY ; and *FBCðt; f Þu0 :¼ uBCðt; ; u0; f ). When
the boundary conditions are not essential we write simply *F and *Pt instead of *FBC
and *PBCt :
For fAY and t40 the linear operator *Fðt; f Þ can be looked upon as an element of
LðLpðDÞ; XÞ: Also, we sometimes write
*Ptðu0; f Þ ¼ ð *Fðt; f Þu0; stf Þ;
where u0ALpðDÞ; fAY and t40:
Let Xþ ¼ fuAX : uðxÞX0 for xADg: Then Xþ is a nonnegative cone with
nonempty interior. In the case of the Dirichlet boundary conditions Int Xþ ¼
fuAX : uðxÞ40 for xAD and ð@u=@nÞðxÞo0 for xA@Dg; whereas in the case of the
Robin boundary conditions Int Xþ ¼ fuAX : uðxÞ40 for xA %Dg: Clearly, *P is
strongly monotone in the sense that u1ðxÞpu2ðxÞ for (Lebesgue) a.e. xAD; u1au2;
implies that *Fðt; f Þu2 
 *Fðt; f Þu1AInt Xþ for any t40 and fAY (this follows by the
parabolic Hopf maximum principle in the Dirichlet case and by the parabolic strong
maximum principle in the Robin case), and *P is compact in the sense that for any
bounded set KCLpðDÞ and any t40; *PtðK 	 YÞ has compact closure in X 	 Y : As
regards continuous dependence, the assignment ð0;NÞ 	 Y{ðt; f Þ/ *Fðt; f ÞA
LðLpðDÞ; XÞ is continuous.
The following lemma concerns the exponential separation of *P and follows from
[11,16,17].
Lemma 2.1. *PBC admits an exponential separation in the sense that there are
subspaces fX˜BC1 ð f ÞgfAY ; fX˜BC2 ð f ÞgfAY of X with the following properties:
(1) X ¼ X˜BC1 ð f Þ"X˜BC2 ð f Þ ð fAYÞ and X˜BC1 ð f Þ; X˜BC2 ð f Þ vary continuously in fAY ;
(2) X˜BC1 ð f Þ ¼ spanf*vBCð f Þg; where *vBCð f ÞAInt Xþ and jj*vBCð f Þjj ¼ 1 ð fAYÞ;
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(3) X˜BC2 ð f Þ-Xþ ¼ f0g ð fAYÞ;
(4) For any t40 and fAY ;
*FBCðt; f ÞX˜BC1 ð f Þ ¼ X˜BC1 ðstf Þ; *FBCðt; f ÞX˜BC2 ð f ÞCX˜BC2 ðstf Þ;
(5) There are M40 and d40 such that for any fAY and wAX˜BC2 ð f Þ with jjwjj ¼ 1;
jj *FBCðt; f ÞwjjpMe
dtjj *FBCðt; f Þ*vBCð f Þjj ðt40Þ:
As usual, we often write X˜i; i ¼ 1; 2; and *vð f Þ instead of X˜BCi and *vBCð f Þ:
Before formulating the next lemma we need to introduce more notations. For
fAY ; bAC1það@DÞ ðbðxÞX0Þ; and wACð %DÞ put
jjwjjf ;Rb :¼ inffb40: 
 b*vRbð f ÞðxÞpwðxÞpb*vRbð f ÞðxÞ; xA %Dg: ð2:6Þ
The order-unit norm jj  jjf ;Rb is monotone: if 0pw1ðxÞpw2ðxÞ for all xA %D then
jjw1jjf ;Rbpjjw2jjf ;Rb (see [1]).
*vRbð f ÞðxÞ40 for all fAY and xA %D; the mapping Y{f/*vRbð f ÞAX is continuous
and X embeds continuously into Cð %DÞ; hence there are 0om1pm2 such
that m1p*vRbð f ÞðxÞpm2 for all fAY and xA %D: Consequently, we can ﬁnd MX1
such that
1
M
jjujjNpjjujjf ;RbpMjjujjN ð2:7Þ
for any fAY and uACð %DÞ; where jj  jjN denotes the supremum norm on Cð %DÞ:
For given b1; b2AC1það@DÞ with 0pb1ðxÞpb2ðxÞ and b1ab2 and a given fAY
deﬁne #vRb2 ;Rb1 ð f Þ to be the unique element of X˜Rb21 ð f Þ-Xþ with jj#vRb2 ;Rb1 ð f Þjj ¼ 1:
For a given bAC1það@DÞ with bðxÞX0 and a given fAY deﬁne #vD;Rbð f Þ to be the
unique element of X˜D1 ð f Þ-Xþ with jj#vD;Rbð f Þjjf ;Rb ¼ 1: Notice that from the
deﬁnition of the jj  jjf ;Rb-norm it follows that
#vRb2 ;Rb1 ð f ÞðxÞp*vRb1 ð f ÞðxÞ and #vD;Rbð f ÞðxÞp *vRbð f ÞðxÞ
for all fAY and xA %D:
Lemma 2.2. (1) Given b1; b2AC1það@DÞ with 0pb1ðxÞpb2ðxÞ and b1ab2; there is
0oko1 such that
ð *FRb2 ð1; f Þ#vRb2 ;Rb1 ð f ÞÞðxÞpk  ð *FRb1 ð1; f Þ*vRb1 ð f ÞÞðxÞ
for all fAY and xA %D:
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(2) Given bAC1það@DÞ with bðxÞX0; there is 0oko1 such that
ð *FDð1; f Þ#vD;Rbð f ÞÞðxÞpk  ð *FRbð1; f Þ*vRbð f ÞÞðxÞ
for all fAY and xA %D:
Proof. We prove (1) only, as (2) can be proved by similar arguments. Fix for the
moment fAY : By construction,
ð *FRb2 ð1; f Þ#vRb2 ;Rb2 ð f ÞÞðÞ ¼ uRb2 ð1; ; #vRb2 ;Rb1 ð f Þ; f Þ
and
ð *FRb1 ð1; f Þ*vRb1 ð f ÞÞðÞ ¼ uRb1 ð1; ; *vRb1 ð f Þ; f Þ:
For tA½0; 1 and xA %D put
wðt; xÞ :¼ uRb2 ðt; x; #vRb2 ;Rb1 ð f Þ; f Þ 
 uRb1 ðt; x; *vRb1 ð f Þ; f Þ:
The function w satisﬁes the equation
ut ¼
XN
i; j¼1
fijðt; xÞ @
2u
@xi@xj
þ
XN
i¼1
fiðt; xÞ @u
@xi
þ f0ðt; xÞu
on ð0; 1 	 D: Furthermore, w is continuous on ð0; 1 	 %D;
wðt; xÞp0 on f0g 	 D
and
@w
@n
þ b2ðxÞw ¼ ðb1 
 b2ÞuRb1 ðt; x; *vRb1 ð f Þ; f Þ on ð0; 1 	 @D:
Observe that b1ðxÞpb2ðxÞ; b1ab2; and uRb1 ðt; x; *vRb1 ð f Þ; f Þ40: The strong
maximum principle then implies that it is impossible for w to attain its non-
negative maximum outside the parabolic boundary ðf0g 	 DÞ,ðð0; 1 	 @DÞ;
consequently wð1; xÞo0 for all xA %D: Hence there is 0okð f Þo1 such that
ð *FRb2 ð1; f Þ#vRb2 ;Rb1 ð f ÞÞðxÞpkð f Þð *FRb1 ð1; f Þ*vRb1 ð f ÞÞðxÞ for all xA %D: Since the
mappings Y{f/#vRb2 ;Rb1 ð f ÞACð %DÞ; Y{f/*vRb1 ð f ÞACð %DÞ; as well as Y{f/
*FRb2 ð1; f ÞALðLpðDÞ; C1ð %DÞÞ and Y{f/ *FRb1 ð1; f ÞALðLpðDÞ; C1ð %DÞÞ are contin-
uous and Y is compact, the ﬁrst inequality of the lemma follows. &
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3. Exponential separation and principal Lyapunov exponent for random parabolic
equations
In this section, we shall generalize the exponential separation and principal
eigenvalue (principal spectrum point) theory for time periodic (almost periodic)
parabolic equations to random ones. For completeness, we ﬁrst review the deﬁnition
of random dynamical systems.
Let ðO;F;PÞ be a probability space, fytgtAR be a family of P-preserving
transformations such that ðt;oÞ/yto is measurable, y0 ¼ Id; and ytþs ¼ yt3ys for all
t; sAR: Thus ððO;F;PÞ; fytgtARÞ is a metric dynamical system. We always suppose
that this metric dynamical system is ergodic.
Deﬁnition 3.1. (1) A measurable random dynamical system on a measurable space
ðX ;BÞ over the metric dynamical system ððO;F;PÞ; fytgtARÞ with time Rþ :¼ ½0;NÞ
is a measurable semiﬂow P ¼ fPtgtARþ on the product space
Pt :X 	 O-X 	 O; tARþ;
Ptðx;oÞ ¼ ðptðx;oÞ; ytoÞ;
where fptgtARþ is a family of maps from X 	 O to X satisfying the following
properties:
(i) Measurability: The map ðt; x;oÞ/ptðx;oÞ is ðBðRþÞ#B#F;BÞ-measurable.
(ii) Cocycle property: The mappings ptðoÞ ¼ ptð;oÞ :X-X form a cocycle over y;
i.e. they satisfy
p0ðoÞ ¼ Id for all oAO;
ptþsðoÞ ¼ ptðysoÞ3psðoÞ for all oAO; t; sARþ:
This measurable random dynamical system is denoted as fPtgtARþ :¼
ðpt; ytÞtARþ :
(2) If X is a separable, complete metric space, B is its Borel s-algebra, and
fptgtARþ also satisﬁes in addition the following property:
(iii) For every oAO; ðt; xÞ/ptðx;oÞ is continuous, then we call P a continuous
random dynamical system over ððO;F;PÞ; fytgtARÞ:
We now consider the following linear random parabolic equation:
ut ¼
XN
i; j¼1
aijðyto; xÞ @
2u
@xi@xj
þ
XN
i¼1
aiðyto; xÞ @u
@xi
þ a0ðyto; xÞu; xAD ð3:1Þ
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endowed with the boundary condition
Bu ¼ 0; xA@D; ð3:2Þ
where B is as in ð2:4ÞD or ð2:4ÞRb :
We make the following assumptions on Eq. (3.1) and (3.2):
DCRN is a bounded domain with smooth boundary @D; oAO; ððO;F;PÞ;
fytgtARÞ is an ergodic metric dynamical system, aijð; Þ ¼ ajið; Þ ði; j ¼ 1; 2;y; NÞ;
aið; Þ ði ¼ 1; 2;y; NÞ and a0ð; Þ :O	 %D-R are bounded and ðF#Bð %DÞ;BðRÞÞ-
measurable, aoij ðt; xÞ :¼ aijðyto; xÞ ði; j ¼ 1; 2;y; NÞ; aoi ðt; xÞ :¼ aiðyto; xÞ ði ¼ 1; 2;
y; NÞ and ao0 ðt; xÞ :¼ a0ðyto; xÞ are locally Ho¨lder continuous in tAR and xA %D
uniformly with respect to oAO;
XN
i; j¼1
aijðo; xÞxixjXd
XN
i¼1
x2i
for some d40 and any oAO; xA %D; x ¼ ðx1; x2;y; xNÞTARN ; bAC1það@DÞ for some
a40 and bðxÞX0 for xA@D:
Let X and Xþ be as in Section 2. Eq. (3.1) with boundary conditions (3.2) then
generates a linear random dynamical system PBC ¼ fPBCt gtARþ
PBCt :X 	 O-X 	 O; tX0 ðBCAfD; RbgÞ;
PBCt ðu0;oÞ ¼ ðFBCðt;o; ðaijÞN	N ; ðaiÞ1	N ; a0Þu0; ytoÞ; ð3:3Þ
where u0AX ; o0AO; and FBCðt;o; ðaijÞN	N ; ðaiÞ1	N ; a0Þu0 :¼ uBCðt; ; u0;oÞ is the
solution of (3.1) + (3.2) with uBCðt; ; u0;oÞ ¼ u0ðÞ: Instead of ððaijÞN	N ; ðaiÞ1	N ; a0Þ
we will write simply a: When the boundary conditions are inessential we write Pt; F;
etc. Moreover, P is strongly monotone in the sense that for any given u0AXþ; u0a0;
Fðt;o; aÞu0AInt Xþ for any t40 and oAO (this follows by the parabolic Hopf
maximum principle in the Dirichlet case and by the parabolic strong maximum
principle in the Robin case).
In the following, Fðt;o; aÞ may be denoted by Fðt;oÞ if no confusion occurs. jj  jj
denotes the norm in X : Given a family of projections PðoÞ : X-X ; the subspaces
XðoÞ ¼ PðoÞX are said to be measurable if PðÞ :O-LðX Þ is measurable.
Deﬁnition 3.2. (1) Given oAO and uAX with ua0; the number lBCðo; u; aÞ;
lBCðo; u; aÞ :¼ lim sup
t-N
ln jjFBCðt;o; aÞujj
t
is called the upper Lyapunov exponent of PBC or of (3.1) + ð3:2ÞBC at ðo; uÞ:
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(2) Given oAO; the number lBCðo; aÞ;
lBCðo; aÞ :¼ lim sup
t-N
ln jjFBCðt;o; aÞjj
t
is called the principal Lyapunov exponent of PBC or of (3.1) + ð3:2ÞBC at o:
lBCðo; aÞ is said to be of simple multiplicity if there are a real number d40 and
measurable subspaces X1ðoÞ and X2ðoÞ of X such that X ¼ X1ðoÞ"X2ðoÞ;
dim X1ðoÞ ¼ 1; lBCðo; aÞ ¼ limt-N ln jjF
BCðt;o;aÞujj
t
for any uAX1ðoÞ ðua0Þ; and
lBCðo; u; aÞplBCðo; aÞ 
 d for any uAX2ðoÞ ðua0Þ:
lBCð; aÞ is called deterministic if lBCðo; aÞ ¼ const for a.e. oAO:
(3) The number lBCðaÞ
lBCðaÞ :¼ ess sup
oAO
lBCðo; aÞ
is called the top principal Lyapunov exponent of PBC or of (3.1) + ð3:2ÞBC :
We shall often write lðo; u; aÞ; lðo; aÞ and lðaÞ instead of lBCðo; u; aÞ; lBCðo; aÞ
and lBCðaÞ: Similarly, if no confusion occurs, lðo; u; aÞ; lðo; aÞ and lðaÞ may be
denoted by lðo; uÞ; lðoÞ and l; respectively.
Notice that if aijðo; xÞ ¼ aijðxÞ; aiðo; xÞ ¼ aiðxÞ and a0ðo; xÞ ¼ a0ðxÞ ði; j ¼
1; 2;y; NÞ are independent of o; then l is the eigenvalue of
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ a0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>: ð3:4Þ
with an eigenfunction uAInt Xþ and is called the principal eigenvalue of (3.4).
The main results of this section read as follows.
Theorem 3.1. P admits an exponential separation in the sense that there are subspaces
fX1ðoÞgoAO; fX2ðoÞgoAO of X with the following properties:
(1) X ¼ X1ðoÞ"X2ðoÞ ðoAOÞ and X1ðoÞ; X2ðoÞ are measurable in oAO;
(2) X1ðoÞ ¼ spanfvðoÞg; where vðoÞAInt Xþ and jjvðoÞjj ¼ 1ðoAOÞ;
(3) X2ðoÞ-Xþ ¼ f0g ðoAOÞ;
(4) For any t40 and oAO; Fðt;oÞX1ðoÞ ¼ X1ðytoÞ and Fðt;oÞX2ðoÞC
X2ðytoÞ;
(5) There are M40 and d40 such that for any oAO and wAX2ðoÞ with
jjwjj ¼ 1;
jjFðt;oÞwjjpMe
dtjjFðt;oÞvðoÞjj ðt40Þ:
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Theorem 3.2. (1) o/lðoÞ is integrable on ðO;F;PÞ and
lðoÞ ¼ l ¼ lim
t-N
ln jjFðt;oÞjj
t
¼
Z
O
lðÞ dPðÞ
for a.e. oAO (hence lðÞ is deterministic).
(2)
l ¼ lim
t-N
ln jjFðt;oÞwjj
t
for a.e. oAO and each nonzero wAXþ: In particular,
l ¼ lim
t-N
ln jjFðt;oÞvðoÞjj
t
for a.e. oAO: Moreover, lðoÞ is of simple multiplicity for a.e. oAO:
(3) If a0ðo; xÞpc0ðo; xÞ for oAO and xA %D; then
lðo; aij; ai; a0Þplðo; aij ; ai; c0Þ
for oAO and
lðaij ; ai; a0Þplðaij; ai; c0Þ:
(4) If b1; b2AC1það@DÞ; 0pb1ðxÞpb2ðxÞ and b1ab2; then
lDðo; aÞolRb2 ðo; aÞolRb1 ðo; aÞ
for oAO and
lDðaÞolRb2 ðaÞolRb1 ðaÞ;
(5) If aijðo; xÞ ¼ aijðxÞ and aiðo; xÞ ¼ aiðxÞ ði; j ¼ 1; 2;y; NÞ; then %lðoÞ ¼ %l for
a.e. oAO and lX%l; where %lðoÞ is the principal eigenvalue of
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ %ao0 ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>: ð3:5Þ
with %ao0 ðxÞ ¼ lim supt-N 1t
R t
0 a0ðyso; xÞ ds; and %l is the principal eigenvalue of
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ %a0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>: ð3:6Þ
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with %a0ðxÞ ¼
R
O a0ðo; xÞ dPðoÞ: Moreover, l ¼ %l if and only if a0ðyto; xÞ ¼ %a0ðxÞ þ
a˜0ðytoÞ for some integrable a˜0ðoÞ with
R
O a˜0ðoÞ dPðoÞ ¼ 0; any tAR; xAD; and a.e.
oAO:
Before formulating the next theorem we introduce some concepts.
Deﬁnition 3.3. For given oAO; let
mðo; aÞ :¼ lim sup
t-N
ln jjFðt;o; aÞjX2ðoÞjj
t
:
We deﬁne
mðaÞ :¼ ess sup
oAO
mðo; aÞ:
If no confusion occurs, mðo; aÞ and mðaÞ may be denoted by mðoÞ and m;
respectively.
Theorem 3.3. (1)
mðoÞ ¼ m ¼ lim
t-N
ln jjFðt;oÞjX2ðoÞjj
t
¼
Z
O
mðÞ dPðÞ
for a.e. oAO (hence mðÞ is deterministic).
(2) mpl
 d; where d is as in Theorem 3.1(5).
To prove the above theorems, we ﬁrst embed (3.1)+(3.2) or P into the compact
topological skew-product semiﬂow *P in (2.5) with appropriate Y as follows.
Let Y˜ be as in (2.1). Let F :O-Y˜ be deﬁned by
FðoÞðt; xÞ :¼ ððaijðyto; xÞÞN	N ; ðaiðyto; xÞÞ1	N ; a0ðyto; xÞÞ
and Y :¼ cl FðOÞ: Clearly, YCY˜ is compact. For any oAO and tAR; FðytoÞ ¼
stFðoÞ: Hence Y is invariant under st: Moreover, for any f ¼ ðð fijÞN	N ; ð fiÞ1	N ;
f0ÞAY ; fijðt; xÞ; fiðt; xÞ; and f0ðt; xÞ are uniformly Ho¨lder continuous in tAR and
xA %D with Ho¨lder coefﬁcient independent of f :
In the rest of this section, *PBC denotes the skew-product semiﬂow in (2.5) with the
above Y :
Observe that
ð *Fðt; FðoÞÞu0; stFðoÞÞ ¼ ðFðt;oÞu0; FðytoÞÞ: ð3:7Þ
Hence, P embeds as a subsemiﬂow of *P:
To prove Theorems 3.1 and 3.2, we further need the following results.
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Lemma 3.4. F :O-Y is Borel measurable.
Proof. Since Y is compact, it sufﬁces to prove that for any gAY and any e40;
Bðg; dÞ :¼ foAO: rðFðoÞ; gÞoeg
is a measurable set of O:
Notice that
Bðg; eÞ :¼
[N
k¼1
Bkðg; eÞ; Bkðg; eÞ :¼ oAO:rðFðoÞ; gÞpe
 1
k

 
:
Let
Bk;nðg; eÞ :¼ oAO: rnðFðoÞ; gÞpe

1
k

 
;
where rnðFðoÞ; gÞ :¼
Pn
m¼1
dmðFðoÞ;gÞ
2m
: Then
Bkðg; eÞ ¼
\N
n¼1
Bk;nðg; eÞ:
Let ftlg and fxlg be dense sequences in ft: jtjpng and %D; respectively. Then
Bk;nðg; eÞ ¼ o:
Xn
m¼1
supl;l0¼1;2;y;jtl jpmjFðoÞðtl ; xl0 Þ 
 gðtl ; xl0 Þj
2m
pe
 1
k
( )
;
where
jFðoÞðtl ; xl0 Þ 
 gðtl ; xl0 Þj ¼ max
1pi; jpN
fjaijðytlo; xl0 Þ 
 gijðtl ; xl0 Þj;
jaiðytlo; xl0 Þ 
 giðtl ; xl0 Þj; ja0ðytlo; xl0 Þ 
 g0ðtl ; xl0 Þjg:
Note that for any given l and l0; jFðÞðtl ; xl0 Þ 
 gðtl ; xl0 Þj :O-R is measurable. Hence
Bk;nðg; eÞ is measurable and then Bkðg; eÞ; Bðg; eÞ are measurable. &
Lemma 3.5. Let hi :O	 D-R ði ¼ 1; 2;y; NÞ be integrable in oAO and aijðÞ ¼
ajiðÞ :D-R ði; j ¼ 1; 2;y; NÞ satisfy
XN
i; j¼1
aijðxÞxixjXd
XN
i¼1
x2i
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for some d40 and any xA %D; x ¼ ðx1; x2;y; xNÞTARN : Then for any xAD;
XN
i; j¼1
aijðxÞ
Z
O
hiðo; xÞ dPðoÞ
Z
O
hjðo; xÞ dPðoÞ
p
XN
i; j¼1
aijðxÞ
Z
O
hiðo; xÞhjðo; xÞ dPðoÞ:
Moreover, the equality holds at some xAD if and only if hiðo; xÞ ¼ h˜iðxÞ for some
h˜iðxÞ ði ¼ 1; 2;y; NÞ and a.e. oAO:
Proof. It can be proved by the arguments similar to those in Lemma 2.2 of [8]. For
completeness, we provide a proof in the following.
First, note that for any ﬁxed xAD; there is an orthogonal matrix L such that
A ¼ ðaijðxÞÞN	N ¼ LT diagðdiÞ L; where di40: Let
ðy1ðo; xÞ; y2ðo; xÞ;y; yNðo; xÞÞT :¼ Lðh1ðo; xÞ; h2ðo; xÞ;y; hNðo; xÞÞT :
Then we have
XN
i; j¼1
aijðxÞ
Z
O
hiðo; xÞ dPðoÞ
Z
O
hjðo; xÞ dPðoÞ 

Z
O
hiðo; xÞhjðo; xÞ dPðoÞ
 
¼
XN
i¼1
di
Z
O
yiðo; xÞ dPðoÞ
 2


Z
O
y2i ðo; xÞ dPðoÞ
 !
:
By Schwarz inequality
Z
O
yiðo; xÞ dPðoÞ
 2
p
Z
O
y2i ðo; xÞ dPðoÞ
and the equality holds if and only if yiðo; xÞ ¼ y˜iðxÞ for some y˜iðxÞ ði ¼ 1; 2;y; NÞ
and a.e. oAO: Hence
XN
i¼1
di
Z
O
yiðo; xÞ dPðoÞ
 2


Z
O
y2i ðo; xÞ dPðoÞ
 !
p0
and then
XN
i; j¼1
aijðxÞ
Z
O
hiðo; xÞ dPðoÞ
Z
O
hjðo; xÞ dPðoÞ
p
XN
i; j¼1
aijðxÞ
Z
O
hiðo; xÞhjðo; xÞ dPðoÞ
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and the equality holds if and only if hiðo; xÞ ¼ h˜iðxÞ for some h˜iðxÞ ði ¼ 1; 2;y; NÞ
and a.e. oAO: &
Proposition 3.6. Let ððO;F;PÞ; fytgtARÞ be an ergodic metric dynamical system and
let G ¼ fGs;tgðs;tÞAQ; Q :¼ fðs; tÞAR2: 0psotg; be a family of functions satisfying the
following:
(i) Q 	 O{ðs; t;oÞ/Gs;tðoÞAR is ðBðQÞ 	F;BðRÞÞ-measurable,
(ii) the positive part Gþ0;1 of G0;1 is integrable in o;
(iii) Gs;t3yu ¼ Gsþu;tþu for any ðs; tÞAQ; uX0;
(iv) Gs;upGs;t þ Gt;u for any ðs; tÞAQ and ðt; uÞAQ;
(v) there are a countable set Q0CQ and O0AF with PðO0Þ ¼ 1 with the property that
for any oAO0; any ðs; tÞAQ and any U{ðs; tÞ relatively open in Q; Gs;tðoÞ
belongs to the closure of fGq;rðoÞ: ðq; rÞAQ0-Ug;
(vi) the function o/supfjGs;tðoÞj: sot; s; tA½0; 1g is integrable.
Then there is an invariant measurable set O0 with PðO0Þ ¼ 1 such that for any oAO0
the limit
GN :¼ lim
t-N
G0;tðoÞ
t
exists and is equal to
inf
1
t
Z
O
G0;t dP: t40

 
ðA½
N;NÞÞ
and the equality
inf
1
t
Z
O
G0;t dP: t40

 
¼
Z
O
GN dP
holds.
If instead of (ii) we take
ðiiÞ Gs;t is integrable in o for any ðs; tÞAQ;
and assume in addition that
(vii)
inf
1
t
Z
O
G0;t dP: t40

 
4
N;
then G0;t=t converges to G
N in the L1-norm, too.
Proof. See 1.5 in Krengel [10]. &
Sometimes a simpler form will be needed:
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Proposition 3.7. Let ððO;F;PÞ; fytgtARÞ be an ergodic metric dynamical system and
hAL1ðO;F;PÞ (h is real-valued). Then there is an invariant measurable set O0CO
such that PðO0Þ ¼ 1 and
lim
t-N
1
t
Z t
0
hðysoÞ ds ¼
Z
O
h dP
for any oAO0:
Proof. See [2] or references therein. &
Proof of Theorem 3.1. By Lemma 2.1, *P admits an exponential separation. Let
X1ðoÞ :¼ X˜1ðFðoÞÞ and X2ðoÞ :¼ X˜2ðFðoÞÞ: It then follows from the continuity of
X˜iðÞ ði ¼ 1; 2Þ and the measurability of FðÞ that XiðÞ are measurable. Moreover, by
Lemma 2.1, XiðÞ satisfy (1) through (5) in Theorem 3.1. &
Proof of Theorem 3.2. (1) Put
Gs;tðoÞ :¼ ln jjFðt 
 s; ysoÞjj; oAO; ðs; tÞAQ;
where Q ¼ fðs; tÞAR2: 0psotg: We claim that G ¼ fGs;tgðs;tÞAQ satisﬁes all the
assumptions in Proposition 3.6. Indeed, the fulﬁllment of (iii) and (iv) follows by the
cocycle property and the properties of the operator norm. Denote
G˜s;tð f Þ :¼ ln jj *Fðt 
 s; ssf Þjj; fAY ; ðs; tÞAQ
and notice that
Gs;tðoÞ ¼ G˜s;tðFðoÞÞ; ðs; tÞAQ; oAO:
The mapping ðs; t; f Þ/G˜s;tð f Þ is continuous. As F :O-Y is measurable (Lemma
3.4), the mapping ðs; t;oÞ/Gs;tðoÞ is measurable and the assumption (i) is satisﬁed.
Since Y is compact, for ðs; tÞAQ ﬁxed the function f/G˜s;tð f Þ is bounded, hence the
function o/Gs;tðoÞ is integrable, that is, the assumption ðiiÞ is satisﬁed.
(v) is again a consequence of the continuity of the mapping Q{ðs; tÞ/
jj *Fðt 
 s; f Þjj (as Q0 we take the set of all ðs; tÞAQ with rational coordinates).
Assumption (vi) is satisﬁed by standard estimates for parabolic equations.
To prove (vii), notice that for each t40 and fAY we can write
jj *Fðt; f Þ*vð f Þjj ¼ jj *Fðt; sn f Þ*vðsn f Þjj jj *Fð1; sn
1 f Þ*vðsn
1 f Þjj?jj *Fð1; f Þ*vð f Þjj;
where t ¼ n þ t; tA½0; 1Þ: Consequently
jj *Fðt; f ÞjjXjj *Fðt; f Þ*vð f ÞjjXðinffjj *Fðt; gÞ*vðgÞjj: tA½0; 1; gAYgÞ½tþ1:
As the inﬁmum is positive, (vii) follows.
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Now, an application of Kingman’s subadditive ergodic theorem (Proposition 3.6)
gives the desired result.
(2) Let oAO be such that limt-N ðln jjFðt;oÞjj=tÞ exists. For any wAX ; jjwjj ¼ 1;
we have
jjFðt;oÞwjjp jjFðt;oÞPðoÞwjj þ jjFðt;oÞðId
 PðoÞÞwjj
¼ jjFðt;oÞvðoÞjj jjPðoÞwjj þ jjFðt;oÞðId
 PðoÞÞwjj;
where PðoÞ is the projection of X on X1ðoÞ along X2ðoÞ: By exponential separation
(Theorem 3.1(5))
jjFðt;oÞðId
 PðoÞÞwjjpMe
dtjjFðt;oÞvðoÞjj jjðId
 PðoÞÞwjj:
Hence
jjFðt;oÞwjjpðjjPðoÞwjj þ Me
dtjjðId
 PðoÞÞwjjÞjjFðt;oÞvðoÞjj;
and consequently
jjFðt;oÞvðoÞjjp jjFðt;oÞjj
p sup
wAX ;jjwjj¼1
ðjjPðoÞwjj þ Me
dtjjðId
 PðoÞÞwjjÞjjFðt;oÞvðoÞjj:
It follows that
lim
t-N
ln jjFðt;oÞvðoÞjj
t
¼ lim
t-N
ln jjFðt;oÞjj
t
¼ l:
Now, assume moreover that wAXþ: Proceeding similarly, we obtain
jjFðt;oÞwjjXðjjPðoÞwjj 
 Me
dtjjðId
 PðoÞÞwjjÞjjFðt;oÞvðoÞjj:
By Theorem 3.1, jjPðoÞwjj40; hence the expression in the parentheses has positive
limit as t-N: As a result,
lim inf
t-N
ln jjFðt;oÞwjj
t
X lim
t-N
ln jjFðt;oÞvðoÞjj
t
¼ l;
therefore
lim
t-N
ln jjFðt;oÞwjj
t
¼ l:
Furthermore, by Theorem 3.1(5), lðo; uÞpl
 d for any uAX2ðoÞ ðua0Þ; where
X2ðoÞ and d40 are as in Theorem 3.1. Therefore, lðoÞ is of simple multiplicity for
a.e. oAO:
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(3) By the comparison principle for parabolic equations
Fðt;o; aij ; ai; a0ÞwpFðt;o; aij ; ai; c0Þw
for any t40; oAO; and wAXþ: It then follows directly from Deﬁnition 3.2 that
lðo; aij; ai; a0Þplðo; aij ; ai; c0Þ
for any oAO; and hence, by (1) and (2),
lðaij ; ai; a0Þplðaij; ai; c0Þ:
(4) We prove the inequalities lRb2 ðo; aÞolRb1 ðo; aÞ for oAO and lRb2 ðaÞolRb1 ðaÞ:
Others can be proved by similar arguments.
By Lemma 2.2 and the monotonicity of the jj  jjf ;Rb1 -norm,
jj *FRb2 ð1; f Þ#vRb2 ;Rb1 ð f Þjjs1f ;Rb1pkjj *F
Rb1 ð1; f Þ*vRb1 ð f Þjjs1f ;Rb1 ; fAY
from which it follows that
jj *FRb2 ðn; f Þ#vRb2 ;Rb1 ð f Þjjsnf ;Rb1pk
njj *FRb1 ðn; f Þ*vRb1 ð f Þjjsnf ;Rb1 ; fAY ; nAN:
Applying (2.7) we obtain that
jj *FRb2 ðn; f Þ#vRb2 ;Rb1 ð f ÞjjNpM2knjj *FRb1 ðn; f Þ*vRb1 ð f ÞjjN; fAY ; nAN:
Since the subspaces X˜BC1 ð f ÞCX are one-dimensional and depend continuously on f
in the compact metric space Y ; it follows that there is CX1 such that
jj *FRb2 ðn; f Þ*vRb2 ð f ÞjjpCknjj *FRb1 ðn; f Þ*vRb1 ð f Þjj; fAY ; nAN:
Take oAO such that the limits limt-N ðjjFRb1 ðt;oÞjj=tÞ and limt-N ðjjFRb2 ðt;oÞjj=tÞ
exist. As FRbðt;oÞ ¼ *FRbðt; FðoÞÞ for all t40 and oAO (see (3.7)) and X1ðoÞ ¼
X˜1ðFðoÞÞ (see the proof of Theorem 3.1), we have
lim
t-N
ln jjFRb2 ðt;oÞvRb1 ðoÞjj
t
p lim
t-N
ln jjFRb1 ðt;oÞvRb1 ðoÞjj
t
þ ln k:
Part (2) gives the desired result.
(5) We ﬁrst show that %lðoÞ ¼ %l for a.e. oAO:
Observe that by the boundedness of a0ðo; xÞ; a0ðo; xÞ is integrable in o for any
xA %D: By the Ho¨lder continuity of a0ðo; xÞ in x uniformly in oAO; %a0ðxÞ ¼R
O a0ðo; xÞ dPðoÞ and %ao0 ðxÞ ¼ lim supt-N 1t
R t
0 a0ðyso; xÞ ds are Ho¨lder continuous
in xA %D: Let fxlgCD be a dense sequence in D: Birkhoff’s ergodic theorem
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(Proposition 3.7) implies that there is O1CO with PðO1Þ ¼ 1 such that
lim
t-N
1
t
Z t
0
a0ðyso; xlÞ ds ¼ %a0ðxlÞ
for any oAO1 and l ¼ 1; 2;y : It then follows from the continuity of a0ðo; xÞ; %ao0 ðxÞ
and %a0ðxÞ in x uniformly in oAO that for any oAO1 and xA %D;
%ao0 ðxÞ ¼ limt-N
1
t
Z t
0
a0ðyso; xÞ ds ¼ %a0ðxÞ: ð3:8Þ
This implies that %lðoÞ ¼ %l for a.e. oAO:
Next, we show that lX%l:
First of all, let #vðoÞðxÞ ¼ vðoÞðxÞ=jjvðoÞjj2; where vðoÞ is as in Theorem 3.1(2) and
jj  jj2 denotes the norm in L2ðDÞ: Let %vðs; x;oÞ ¼ #vðysoÞðxÞ and
fðx;oÞ :¼ lim sup
t-N
exp
1
t
Z t
0
ln %vðs; x;oÞ ds
 
for xA %D
in the case of ð2:4ÞRb ;
fðx;oÞ :¼ lim supt-N exp
1
t
R t
0
ln %vðs; x;oÞ ds
 
for xAD;
0 for xA@D
8><
>:
in the case of ð2:4ÞD: By Birkhoff’s ergodic theorem (Proposition 3.7) again, there is
O2CO with PðO2Þ ¼ 1 such that
fðxl ;oÞ ¼ lim
t-N
exp
1
t
Z t
0
ln #vðysoÞðxlÞ ds
 
¼ exp
Z
O
ln #vðoÞðxlÞ dPðoÞ
 
for oAO2 and l ¼ 1; 2;y : Lemma 2.1(1) implies that #vðoÞðxÞ is continuous in xA %D
uniformly in oAO: Hence fðx;oÞ is continuous in x uniformly in oAO and then
fðx;oÞ ¼ lim
t-N
exp
1
t
Z t
0
ln #vðysoÞðxÞ ds
 
ð3:9Þ
¼ exp
Z
O
ln #vðoÞðxÞ dPðoÞ
 
ð3:10Þ
for any oAO2 and xAD: Clearly, fðx;oÞ40 for xAD and is independent of oAO2:
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Observe that
%vðs; x;oÞ ¼ #vðysoÞðxÞ ¼ vðysoÞðxÞjjvðysoÞðxÞjj2
¼ uð1; x; vðys
1oÞ; ys
1oÞjjvðysoÞjj2  jjuð1; x; vðys
1oÞ; ys
1oÞjj
:
Then by Lemma 2.1(1) and standard estimates for parabolic equations [4], @ %v@xi ði ¼
1; 2;y; NÞ ( @2 %v@xi@xj; i; j ¼ 1; 2;y; N) are locally Ho¨lder continuous in xA %D (xAD)
uniformly in oAO and sX0 and are integrable in oAO: Hence, by Birkhoff’s ergodic
theorem (Proposition 3.7) and arguments similar to the above ones, there is O3CO
with PðO3Þ ¼ 1 such that the limits limt-N 1t
R t
0ð1%v @ %v@xiÞ ds; limt-N 1t
R t
0ð 1%v2 @ %v@xi @ %v@xjÞ ds
(limt-N
1
t
R t
0ð1%v @
2 %v
@xi@xj
Þ ds) exist for xA %D ðxADÞ and are independent of o for oAO3:
Moreover,
@f
@xi
ðx;oÞ ¼fðx;oÞ lim
t-N
1
t
Z t
0
1
%v
@ %v
@xi
 
ds
¼fðx;oÞ
Z
O
1
#vðoÞ
@ #vðoÞ
@xi
 
dPðoÞ; ð3:11Þ
@2f
@xi@xj
¼fðx;oÞ lim
t-N
1
t2
Z t
0
1
%v
@ %v
@xi
 
ds
Z t
0
1
%v
@ %v
@xj
 
ds
 
þ fðx;oÞ lim
t-N
1
t
Z t
0
1
%v
@2 %v
@xi@xj

 1
%v2
@ %v
@xi
@ %v
@xj
 
ds
¼fðx;oÞ
Z
O
1
#v
@ #vðoÞ
@xi
 
dPðoÞ
Z
O
1
#v
@ #vðoÞ
@xj
 
ds
þ fðx;oÞ
Z
O
1
#vðoÞ
@2 #vðoÞ
@xi@xj

 1
#v2ðoÞ
@ #vðoÞ
@xi
@ #vðoÞ
@xj
 
dPðoÞ ð3:12Þ
for oAO3; xAD; and
Bf ¼ 0 for oAO3; xA@D: ð3:13Þ
Now let sðt;oÞ ¼ jjuðt; ; #vðoÞ;oÞjj2: Then uðt; x; #vðoÞ;oÞ ¼ sðt;oÞ%vðt; x;oÞ and
sðt;oÞ satisﬁes
stðt;oÞ ¼ kðytoÞsðt;oÞ; ð3:14Þ
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where
kðytoÞ ¼
Z
D
XN
i; j¼1
aijðyto; xÞ @
2 %vðt; x;oÞ
@xi@xj
 !
%vðt; x;oÞ dx
þ
Z
D
XN
i¼1
aiðyto; xÞ @ %vðt; x;oÞ
@xi
þ a0ðyto; xÞ%vðt; x;oÞ
 !
%vðt; x;oÞ dx:
By (2) and Proposition 3.7, there is O4CO with PðO4Þ ¼ 1 such that
l ¼ lðoÞ ¼ lim
t-N
1
t
Z t
0
kðysoÞ ds ¼
Z
O
kðoÞ dPðoÞ ð3:15Þ
for oAO4:
Finally, let O0 ¼ O1-O2-O3-O4: Then (3.8)–(3.15) hold for any oAO0: By
(3.14), %vðt; x;oÞ satisﬁes
%vt ¼
PN
i; j¼1
aijðxÞ @
2 %v
@xi@xj
þPN
i¼1
aiðxÞ @ %v
@xi
þ a0ðyto; xÞ%v 
 kðytoÞ%v; xAD;
B%v ¼ 0; xA@D
8><
>: ð3:16Þ
(3.8)–(3.16) yield that
XN
i; j¼1
aijðxÞ @
2f
@xi@xj
þ
XN
i¼1
aiðxÞ @f
@xi
¼ ðl
 %a0ðxÞÞf
þ f
XN
i; j¼1
aijðxÞ
Z
O
1
#vðoÞ
@ #vðoÞ
@xi
 
dPðoÞ
Z
O
1
#vðoÞ
@ #vðoÞ
@xj
 
dPðoÞ

 f
XN
i; j¼1
aijðxÞ
Z
O
1
#v2ðoÞ
@ #vðoÞ
@xi
@ #vðoÞ
@xj
 
dPðoÞ ð3:17Þ
for oAO0 and xAD; and
Bf ¼ 0 for oAO0; xA@D:
By Lemma 3.5,
XN
i; j¼1
aijðxÞ @
2f
@xi@xj
þ
XN
i¼1
aiðxÞ @f
@xi
pðl
 %a0ðxÞÞf
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for oAO0 and xAD: Therefore,
PN
i; j¼1
aijðxÞ @
2f
@xi@xj
þPN
i¼1
aiðxÞ @f
@xi
þ ð %a0ðxÞ 
 %lÞfpðl
 %lÞf; xAD;
Bf ¼ 0; xA@D
8><
>: ð3:18Þ
If lo%l; then
PN
i; j¼1
aijðxÞ @
2f
@xi@xj
þPN
i¼1
aiðxÞ @f
@xi
þ ð %a0ðxÞ 
 %lÞfo0; xAD;
Bf ¼ 0; xA@D:
8><
>:
This together with fðx;oÞ40 for xAD contradicts the fact that %l is the principal
eigenvalue of (3.6). Hence lX%l:
We now prove that l ¼ %l if and only if a0ðyto; xÞ ¼ %a0ðxÞ þ a˜0ðytoÞ for some
integrable a˜0ðoÞ with
R
O a˜0ðoÞ dPðoÞ ¼ 0; any tAR; xAD and a.e. oAO:
First, suppose that a0ðyto; xÞ ¼ %a0ðxÞ þ a˜0ðytoÞ for any tAR; xAD and oAO;
where
R
O a˜0ðoÞ dPðoÞ ¼ 0 and PðOÞ ¼ 1: Let uðxÞ be a positive principal
eigenfunction of (3.6) and vðt; x;oÞ ¼ uðxÞ expð%lt þ R t0 a˜0ðysoÞ dsÞ for oAO: It is
then not difﬁcult to see that
vðt; x;oÞ ¼ ðFðt;oÞuÞðxÞ
(compare [13]), which together with
R
O a˜0ðoÞ dPðoÞ ¼ 0 implies that l ¼ %l:
Conversely, suppose that l ¼ %l: By (3.17), we must have
XN
i; j¼1
aijðxÞ
Z
O
1
#vðoÞ
@ #vðoÞ
@xi
 
dPðoÞ
Z
O
1
#vðoÞ
@ #vðoÞ
@xj
 
dPðoÞ
¼
XN
i; j¼1
aijðxÞ
Z
O
1
#v2ðoÞ
@ #vðoÞ
@xi
@ #vðoÞ
@xj
 
dPðoÞ
for all xAD: Then by Lemma 3.5 and continuity of 1#vðoÞðxÞ
@ #vðoÞðxÞ
@xi
in xAD; there is
O5CO0 with PðO5Þ ¼ 1 and FiðxÞ such that
1
#vðoÞðxÞ
@ #vðoÞðxÞ
@xi
¼ FiðxÞ
for i ¼ 1; 2;y; N; xAD and oAO5: Hence
r ln #vðoÞðxÞ ¼ ðF1ðxÞ; F2ðxÞ;y; FNðxÞÞT
for xAD and oAO5: This implies that #vðoÞðxÞ ¼ FðxÞGðoÞ for some continuous
FðxÞ40; measurable GðoÞ40 and any xAD; oAO5: Let O6 ¼
T
rAQ yrO5; where Q
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is the set of all rational numbers. Clearly, PðO6Þ ¼ 1 and #vðytoÞðxÞ ¼ FðxÞGðytoÞ
for tAQ; xAD; and oAO6: The continuity of #vðytoÞðxÞ in tAR then implies that
#vðytoÞðxÞ ¼ FðxÞGðytoÞ for any tAR; xAD; and oAO6: Therefore, by (3.16),
FðxÞ dGðytoÞ
dt
¼
XN
i; j¼1
aijðxÞ @
2F
@xi@xj
þ
XN
i¼1
aiðxÞ @F
@xi
 
þ a0ðyto; xÞF 
 kðytoÞF
!
GðytoÞ
for tAR; xAD and oAO5: It then follows that
1
GðytoÞ
dGðytoÞ
dt
þ kðytoÞ
¼ 1
FðxÞ
XN
i; j¼1
aijðxÞ @
2F
@xi@xj
þ
XN
i¼1
aiðxÞ @F
@xi
 !
þ a0ðyto; xÞ
for tAR; xAD; and oAO5: Hence, a0ðyto; xÞ ¼ %a0ðxÞ þ a˜0ðytoÞ for some integrable
a˜0ðoÞ with
R
O a˜0ðoÞ dPðoÞ ¼ 0; any tAR; xAD; and a.e. oAO: &
Proof of Theorem 3.3. (1) The proof resembles that of Theorem 3.2(1). Put
Gs;tðoÞ :¼ ln jjFðt 
 s; ysoÞjX2ðoÞjj; oAO; ðs; tÞAQ;
where Q ¼ fðs; tÞAR2: 0psotg: We claim G ¼ fGs;tgðs;tÞAQ satisﬁes the assumptions
in Proposition 3.6. The fulﬁllment of (iii) and (iv) in Proposition 3.6 follows by the
cocycle property and the properties of the operator norm. Denote
G˜s;tð f Þ :¼ ln jj *Fðt 
 s; ssf ÞjX˜2ð f Þjj; fAY ; ðs; tÞAQ
and notice that
Gs;tðoÞ ¼ G˜s;tðFðoÞÞ; ðs; tÞAQ; oAO:
The mapping ðs; t; f Þ/G˜s;tð f Þ is continuous.
As F :O-Y is measurable (Lemma 3.4), the mapping ðs; t;oÞ/Gs;tðoÞ is
measurable and the assumption (i) is satisﬁed. Since Y is compact, for ðs; tÞAQ ﬁxed
the function f/G˜s;tð f Þ is bounded, hence the function o/Gs;tðoÞ is integrable,
that is, the assumption ðiiÞ is satisﬁed.
(v) is again a consequence of the continuity of the mapping Q{ðs; tÞ/
jj *Fðt 
 s; f Þjj (as Q0 we take the set of all ðs; tÞAQ with rational coordinates).
Assumption (vi) is satisﬁed since it is satisﬁed for G as in the proof of Theorem 3.2(1)
and jjFðt 
 s; ysoÞjX2ðoÞjjpjjFðt 
 s; ysoÞjj:
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Now, an application of Kingman’s subadditive ergodic theorem (Proposition 3.6)
gives the desired result.
(2) It follows from (1), Theorem 3.1(5) and Theorem 3.2(1). &
4. Principal spectrum for nonautonomous parabolic equations
In the present section we consider the following linear nonautonomous parabolic
equation.
ut ¼
XN
i; j¼1
aijðt; xÞ @
2u
@xi@xj
þ
XN
i¼1
aiðt; xÞ @u
@xi
þ a0ðt; xÞu; xAD ð4:1Þ
considered with the boundary condition
Bu ¼ 0; xA@D; ð4:2Þ
where B is as in ð2:4ÞD or ð2:4ÞRb :
We make the following assumptions on Eqs. (4.1) and (4.2):
DCRN is a bounded domain with smooth boundary @D; aijð; Þ ¼ ajið; Þ
ði; j ¼ 1; 2;y; NÞ; aið; Þ ði ¼ 1; 2;y; NÞ and a0ð; Þ :R	 %D-R are bounded and
Ho¨lder continuous in both variables uniformly with respect to ðt; xÞAR	 D;
XN
i; j¼1
aijðt; xÞxixjXd
XN
i¼1
x2i
for some d40 and any tAR; xA %D; xARN ; bAC1það@DÞ for some a40 and bðxÞX0
for xA@D: We write a :¼ ððaijÞN	N ; ðaiÞ1	N ; ða0ÞÞ:
Let Y˜ be as in (2.1). Denote by Y the closure in Y˜ of the set fstðaij ; ai; a0Þ: tARg:
Observe that for any f ¼ ð fij ; fi; f0ÞAY ; fijðt; xÞ; fiðt; xÞ; and f0ðt; xÞ are uniformly
Ho¨lder continuous in tAR and xA %D with Ho¨lder coefﬁcient independent of f : Y is
then compact and invariant under st:
In the rest of this section, *PBC denotes the skew-product semiﬂow in (2.5) with
the above Y : Note that if P is an ergodic st-invariant probability measure P on Y ;
then the family f *PtgtARþ is a continuous random dynamical system over
ððY ;BðYÞ;PÞ; fstgtARÞ: We will denote lBCðPÞ as the top principal Lyapunov
exponent for this system and write lðPÞ instead of lBCðPÞ if no confusion occurs.
In the paper [12] by the ﬁrst-named author the principal spectrum of (4.1) and (4.2)
is deﬁned as the dynamical (Sacker–Sell) spectrum of the linear skew-product ﬂow
*PBC restricted to the one-dimensional bundle X˜BC1 : The reader interested in the
general theory of dynamical spectrum of linear skew-product ﬂows on ﬁnite-
dimensional vector bundles is referred to the paper [9] by Johnson et al. For our
purposes it sufﬁces to give the following deﬁnition.
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Deﬁnition 4.1. (1) lAR belongs to the principal spectrum of (4.1) + (4.2) if and only
if there are sequences skotk with tk 
 sk-N; such that
lim
t-N
ln jj *Fðtk; aÞ*vðaÞjj 
 ln jj *Fðsk; aÞ*vðaÞjj
tk 
 sk ¼ l:
(2) lAR is called a principal Lyapunov exponent of (4.1) + (4.2) if l ¼ lðPÞ for
some st-invariant ergodic probability measure P on Y :
In [12] the following result is proved.
Theorem 4.1. The principal spectrum of (4.1)+(4.2) is a compact interval
½lBCinf ; lBCsup:
We have also the following result (see Theorem 2.3 in Johnson et al. [9]).
Theorem 4.2. (1) For every ergodic invariant probability measure P on Y the top
principal Lyapunov exponent lðPÞ is contained in the principal spectrum of
(4.1)+(4.2).
(2) There exist ergodic invariant probability measures Pinf and Psup on Y such that
lðPinfÞ ¼ linf and lðPsupÞ ¼ lsup:
To emphasize the dependence of the inﬁmum and supremum of principal spectrum
on the coefﬁcients we shall occasionally write e.g. lBCinf ðaij ; ai; a0Þ:
Theorem 4.3. (1) If a0ðt; xÞpc0ðt; xÞ for tAR and xA %D; then
linfðaij; ai; a0Þplinfðaij ; ai; c0Þ and lsupðaij ; ai; a0Þplsupðaij ; ai; c0Þ:
(2) If 0pb1ðxÞpb2ðxÞ for all xA@D and b1ab2 then lRb2inf ol
Rb1
inf and l
Rb2
supolRb1sup :
(3) lDinfol
Rb2
inf and l
D
supol
Rb2
sup :
Proof. Part (1) follows directly from Theorem 3.2(3) (it is also proved, by a
different method, in [12]). We prove only Part (2), the proof of (3) being
similar. Notice that for every ergodic probability measure P; the sets O and Y are
equal. In the construction of the embedding of the ﬂow ðytÞ on the probability
space ðO;F;PÞ into the ﬂow ðstÞ on the metric space Y ; the mapping F is the
identity. Consequently, one can ﬁnd a universal k in Lemma 2.2 for all ergodic
measures P on Y :
By Theorem 4.2(2) we have
lRb1 ðPRb1inf Þ ¼ l
Rb1
inf ; l
Rb1 ðPRb1supÞ ¼ lRb1sup ; lRb2 ðPRb2inf Þ ¼ l
Rb2
inf ; l
Rb2 ðPRb2supÞ ¼ lRb2sup
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for some P
Rb1
inf ; P
Rb1
sup ; P
Rb2
inf ; and P
Rb2
sup : Then by Theorem 3.2(4) there is n40 (as n we
can take 
ln k) such that
l
Rb2
inf plRb2 ðP
Rb1
inf ÞplRb1 ðP
Rb1
inf Þ 
 n ¼ l
Rb1
inf 
 n
and
l
Rb2
sup ¼ lRb2 ðPRb2supÞplRb1 ðPRb2supÞ 
 nplRb1sup 
 n;
so the assertion follows. &
Theorem 4.4. If aijðt; xÞ ¼ aijðxÞ and aiðt; xÞ ¼ aiðxÞ ði; j ¼ 1; 2;y; NÞ; then linfX
%
l;
where
%
l is the principal eigenvalue of
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ
%
a0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>: ð4:3Þ
with
%
a0ðxÞ :¼ lim inf
t
s-N
1
t 
 s
Z t
s
a0ðt; xÞ dt:
Proof. By Theorem 4.2(2) there exists an ergodic invariant probability measure Pinf
on Y such that linf ¼ lðPinfÞ: From Theorem 3.2(2) it follows that there exists a Pinf -
measurable subset O1 of Y with PinfðO1Þ ¼ 1 such that for each a˜AO1 we have
lim
t-N
ln jj *Fðt; a˜Þ*vða˜Þjj
t
¼ linf :
(Here we identify the ﬂow fytg on ðO;F;PinfÞ with a measurable subﬂow of the ﬂow
fstg on Y :) Repeating the argument in the proof of Theorem 3.2(5) we obtain the
existence of a Pinf -measurable subset O2 of O1 with PinfðO2Þ ¼ 1 such that for
each a˜AO2 we have lðPinfÞXlðaˆÞ; where lðaˆÞ is the principal eigenvalue of the equation
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ aˆ0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>:
with
aˆ0ðxÞ :¼ lim sup
t-N
1
t
Z t
0
a˜0ðt; xÞ dt ¼ lim
t-N
1
t
Z t
0
a˜0ðt; xÞ dt;
where a˜ ¼ ðaij; ai; a˜0Þ; and the limit exists uniformly in xA %D: Fix a˜AO2; and take a
sequence tk-N: As
lim
k-N
1
tk
Z tk
0
a˜0ðt; xÞ dt ¼ aˆ0ðxÞ
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uniformly in xA %D; for each e40 there is k0 such that
sup
1
tk
Z tk
0
a˜0ðt; xÞ dt
 aˆ0ðxÞ

: xA %D

 
oe
for all kXk0:
Let sl be a sequence such that ssl a-a˜ as l-N: Given e40; there is l0 such that
supfja0ðt þ sl ; xÞ 
 a˜0ðt; xÞj: tA½0; tk0 ; xA %Dgoe
for all lXl0: In particular, we obtain
1
tk0
Z tk0
0
a˜0ðt; xÞ dt
 1
tk0
Z sl0þtk0
sl0
a0ðt; xÞ dt

oe
for all xA %D; consequently
sup
1
tk0
Z tk0þtl0
tl0
a0ðt; xÞ dt
 aˆ0ðxÞ

: xA %D
( )
o2e:
Therefore, we can ﬁnd sequences snotn with tn 
 sn-N such that
aˆ0ðxÞ ¼ lim
n-N
1
tn 
 sn
Z tn
sn
a0ðt; xÞ dt
uniformly in xA %D: Obviously aˆ0ðxÞX
%
a0ðxÞ for all xA %D; so by the well-known
monotonicity of the principal eigenvalue for elliptic partial differential equations of
second order with respect to zero-order term we have that lðaˆÞX
%
l; hence the
assertion follows. &
Recall that Y is uniquely ergodic if there is only one st-invariant ergodic
probability measure on Y : Y is minimal if fsty: tARg is dense in Y for any yAY : In
the following, yAY is denoted by y ¼ ðyij ; yi; y0Þ:
Corollary 4.5. Suppose that Y is uniquely ergodic and P is the unique ergodic st-
invariant probability measure on Y : Then
(1) linf ¼ lsup:
(2) If aijðt; xÞ ¼ aijðxÞ ði; j ¼ 1; 2;y; NÞ; aiðt; xÞ ¼ aiðxÞ ði ¼ 1; 2;y; NÞ then
linfX%l; where %l is the principal eigenvalue of
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ %a0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>:
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with %a0ðxÞ ¼ limt-N 1t
R t
0 a0ðs; xÞ ds: Moreover, if Y is minimal then the equality
linf ¼ %l holds if and only if a0ðt; xÞ ¼ %a0ðxÞ þ a˜0ðtÞ for some a˜0ðtÞ with
limt-N
1
t
R t
0 a˜

0ðsÞ ds ¼ 0:
Proof. (1) It follows from Theorem 4.2.
(2) By Theorem 3.2(5), linfX%l; where %l is the principal eigenvalue of
PN
i; j¼1
aijðxÞ @
2u
@xi@xj
þPN
i¼1
aiðxÞ @u
@xi
þ %a0ðxÞu ¼ lu; xAD;
Bu ¼ 0; xA@D
8><
>:
with %a0ðxÞ ¼
R
Y
y0ð0; xÞ dPðyÞ: As the system fstgtAR on Y is uniquely ergodic, for
each continuous real function g on Y the family of functions y/1
t
R t
0 gðssyÞ dPðyÞ
converges uniformly in yAY ; as t-N; to the constant
R
Y
gðyÞ dPðyÞ (compare e.g.
[14]). Taking as g the evaluations of y0 at ð0; xÞ; xA %D; we obtain that %a0ðxÞ ¼
limt-N
1
t
R t
0 a0ðs; xÞ ds:
Assume that the equality linf ¼ %l holds. By Theorem 3.2(5), y0ðt; xÞ ¼ %a0ðxÞ þ
a˜0ðstyÞ for some P-integrable a˜0 with
R
Y
a˜0ðyÞ dPðyÞ ¼ 0; any tAR; xAD; and a.e.
y ¼ ðyij ; yi; y0ÞAY : Take such a yAY and put aˇ0ðtÞ :¼ a˜0ðstyÞ: Since Y is minimal,
there is a sequence sn such that ssn y converges to a in Y as n-N: In particular,
aˇð þ snÞ converges to some a˜0ðÞ in the compact-open topology. By unique
ergodicity, limt-N
1
t
R t
0 a˜

0ðsÞ ds ¼
R
Y
a˜0ðyÞ dPðyÞ ¼ 0:
If a0ðt; xÞ ¼ %a0ðxÞ þ a˜0ðtÞ for some a˜0ðtÞ with limt-N 1t
R t
0 a˜

0ðsÞ ds ¼ 0 then the
equality linf ¼ %l follows by Mierczyn´ski [13]. &
We remark that if aijðt; xÞ ði; j ¼ 1; 2;y; NÞ; aiðt; xÞ ði ¼ 1; 2;y; NÞ; and a0ðt; xÞ
are uniformly almost periodic in t; then Y is unique ergodic and minimal. The above
results then generalize those in [8].
In the paper [8] the concept of the principal spectrum interval was deﬁned as the
rightmost interval ½m1; m2 or ð
N; m2 contained in the dynamical spectrum of the
semiﬂow *P ¼ f *PtgtARþ : Obviously, the principal spectrum (as deﬁned in [12] and
here) is contained in the principal spectrum interval. However, the former can be a
proper subset of the latter, as the following example shows.
Example. Consider the equation
ut ¼ uxx þ aðtÞu; xAð0; pÞ; tAR ð4:4Þ
with the Neumann boundary conditions
uxðt; 0Þ ¼ uxðt; pÞ ¼ 0: ð4:5Þ
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We assume a :R-R to be a nondecreasing bounded C2 function. One has
Y ¼ fð1; 1; a  tÞ: tARg,fð1; 1; cÞg,fð1; 1; dÞg;
where a  tðsÞ :¼ aðt þ sÞ; c :¼ limt-
N aðtÞ; d :¼ limt-N aðtÞ: The set of ergodic
measures on Y consists of the Dirac measures at ð1; 1; cÞ and ð1; 1; dÞ: The subbundle
X˜1 equals R	 Y ; where the real number is identiﬁed with the constant function. The
principal spectrum of (4.4)+(4.5) equals ½c; d (see [13]).
By the results contained in the paper [3] by Chow et al., there is a unique invariant
one-dimensional subbundle X˜ ¼ fX˜ð f ÞgfAY such that for each fAY the ﬁber
X˜ð f Þ ¼ span vð f Þ; where the function ½0; p{x/vð f ÞðxÞ has exactly one (simple)
zero. The form of (4.4)+(4.5) implies that vð f ÞðxÞ ¼ cos x satisﬁes the above
requirements. By [9] the dynamical spectrum of *P restricted to the one-dimensional
subbundle X˜ is a closed interval whose supremum and inﬁmum are Lyapunov
exponents for some ergodic measures. The Lyapunov exponent for the Dirac
measure on ð1; 1; cÞ equals c 
 1; and the Lyapunov exponent for the Dirac measure
on ð1; 1; dÞ equals d 
 1: As there are no more ergodic measures on Y ; the dynamical
spectrum for *FjX˜ equals ½c 
 1; d 
 1:
Now, the dynamical spectrum of *F contains both the dynamical spectrum of *FjX˜1
(that is, the principal spectrum) and the dynamical spectrum of *FjX˜ : Consequently,
as we take a such that d 
 1Xc; the interval ½c 
 1; d is contained in the Sacker–Sell
spectrum for *F; hence in the principal spectrum interval for (4.4)+(4.5).
The example shows also that there is no spectral separation result like Theorem
3.3(2) for nonautonomous equations.
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