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From thermal equilibrium to nonequilibrium quench dynamics: A conserving
approximation for the interacting resonant-level
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We develop a low-order conserving approximation for the interacting resonant-level model (IRLM),
and apply it to (i) thermal equilibrium, (ii) nonequilibrium steady state, and (iii) nonequilibrium
quench dynamics. Thermal equilibrium is first used to carefully gauge the quality of the approxima-
tion by comparing the results with other well-studied methods, and finding good agreement for small
values of the interaction. We analytically show that the power-law exponent of the renormalized
level width usually derived using renormalization group approaches can also be correctly obtained
in our approach in the weak interaction limit. A closed expression for the nonequilibrium steady-
state current is derived and analytically and numerically evaluated. We find a negative differential
conductance at large voltages, and the exponent of the power-law suppression of the steady-state
current is calculated analytically at zero-temperature. The response of the system to quenches is
investigated for a single-lead as well as for two-lead setup at finite voltage bias at particle-hole sym-
metry using a self-consistent two-times Keldysh Green function approach, and results are presented
for the time-dependent current for different bias and contact interaction strength.
PACS numbers:
I. INTRODUCTION
Describing correlated electronic systems far from ther-
mal equilibrium is a major open problem in modern
condensed-matter physics. From the experimental side,
an unprecedented control over the microscopic parame-
ters in nano-devices has been achieved in the last two
decades.1–3 The simultaneous reduction of the dimen-
sionality of devices enhances quantum fluctuations, and
correlation effects start to dominate the physics at low
temperatures. A large charging energy and the quan-
tization of charge leads to new and unexpected phe-
nomena such as lifting of the Coulomb blockade at low
temperatures.1–3 Understanding of strong correlations in
nano-devices under non-equilibrium conditions is of fun-
damental importance for their application in the nano-
electronics of the future.
On the other hand, the description of strong electronic
correlations far from thermal equilibrium poses an enor-
mous theoretical challenge. At the root of the problem
lies the nonequilibrium density operator which is not ex-
plicitly known in the presence of interactions.
In this paper, we will investigate a minimalistic model
for quantum-transport through a nano-device: The in-
teracting resonant level model4–9 (IRLM) describes tun-
neling through a single spinless level with capacitive cou-
pling to the leads. This model has first been proposed
an expansion of the Kondo model around the Toulouse
point:10 the two charge states nd = 0, 1 map on a spin 1/2
and the energy of the orbital plays the role of an external
magnetic field. The model can be solved exactly using
the Bethe ansatz 11. The low temperature fixed point
∗Deceased, June 22nd 2013.
that of a non-interacting resonant level model whose
renormalized level broadening can be calculated using a
renormalization group approach. 4,5,10 Since its equilib-
rium properties are well understood, this model can serve
as ideal non-trivial test for conserving approaches which
are applicable to the equilibrium as well as to the non-
equilibrium regime.
Recently, a scattering states Bethe ansatz approach
for the calculation of steady state currents12 has been
proposed triggering a lot of investigation on the non-
equilibrium dynamics in this model.13,14 A negative dif-
ferential conductance for large bias has been found14 in
a study combining TD-DMRG15–17 and Bethe-ansatz re-
sults at the duality point18 based on a power law decay
of the current. This surprising result has been linked to a
frequency dependent renormalization of the charge fluc-
tuation scale by replacing the frequency with the applied
bias in a perturbative renormalization group (RG) ap-
proach.19 Similar findings have been also obtained using
functional-RG approaches.6,7
In this paper we will show that the negative differen-
tial conductance found in the state of the art numerics14
or in perturbative RG approaches6,7,19 can also be ob-
tained employing the lowest order conserving approxima-
tion.26,27 We present a closed analytical solution of the
self-consistency equation of a conserving approximation
for T = 0 and for large temperature in equilibrium which
agrees remarkably well with the perturbative RG solu-
tion in the weak coupling limit. We will analytically cal-
culate exponent of renormalized level width which agrees
perfectly with a recent functional renormalization group
(fRG) approach31 based on the same Hartree diagram.
After establishing the accuracy of our method, we ex-
tend our Kadanoff-Baym-Keldysh20,21 approach to the
steady state non-equilibrium and present results for the
I − V curves. In the linear response regime, universal-
2ity of the differential conductance is reproduced which
is a consequence of the universal local Fermi liquid fixed
point of the model.22,23
Using the full time dependency of the non-equilibrium
two-times Green functions26 we calculate the real-time
evolution of the current after switching on the tunnelling
term at time t = 0. We can show that our conserving
approximation always approaches the steady-state limit
for long times. We analyze our numerical solution for
the interacting problem by comparing it to the exact
analytical expression of the time-dependent current for
the non-interacting case. I(t) can be qualitatively un-
derstood by replacing the bare charge fluctuation scale
Γ¯0 in the non-interacting case by the steady-state renor-
malized value Γ¯eff depending on the interaction strength.
Quantitatively, however, we observe significant differ-
ences in the short and intermediate time behavior: the
time-dependence of the charge fluctuation scale Γ¯eff(t) in-
fluences not only the initial slope of the current but also
increases amplitude of the current oscillations at finite
voltages while simultaneously decreasing the decay rate
of these oscillations with increasing interaction strength.
This increase of the current oscillation amplitude has
already been previously observed in an recent elaborate
functional RG and a real-time RG study31 away from the
particle-hole symmetry point. In this paper we demon-
strate that (i) increase of the current oscillation ampli-
tude is generic feature prevailing in the particle-hole sym-
metric case and (ii) a simple conserving Hartree approx-
imation is sufficient to derive the power-law renormal-
ization of the charge fluctuation scale as well as (iii) the
power-law suppression of the steady-state current at large
voltage.
II. THE MODEL AND CONSERVING
APPROXIMATION
A. The interacting resonant-level model
Our model of interest – the IRLM – describes a single
spinless level d† which is both hybridized with one or
more spinless bands of electrons, and subject to a contact
interaction with the bands. This is the most elementary
extension of the standard non-interacting resonant-level
model to account for interactions that take place in a
tunnel junction. The model has a long history that dates
back to the 1970’s, when it was proposed as a minimal
model for valence-fluctuating systems. In recent years it
has regained considerable interest as a generic model for
the combined study of interactions and nonequilibrium
conditions.
Formally, the M -channel IRLM is defined by the
Hamiltonian
H =
∑
k
M∑
α=1
(ǫk − µα) c†αkcαk
+
M∑
α=1
γα√
N
∑
k
(
c†αkd+ h.c.
)
+ ǫdd
†d
+
U
N
(
d†d− 1
2
)∑
k,q
M∑
α=1
:c†αkcαq :, (1)
where c†αk creates a conduction electron with energy ǫk
in channel α, and d† creates an electron in a single lo-
calized orbital with energy ǫd modelling the nano-device.
Here, γα is the hopping matrix element to the channel
α, which has a chemical potential µα so that a current
can be driven through such a junction. U labels the con-
tact interaction, assumed to be identical for all bands
and stemming from the capacitative coupling between a
localized electron and the surrounding electron gas. N is
the number of lattice sites (i.e., the number of k points)
in each band, and :c†knck′n := c
†
knck′n−δk,k′θ(−ǫk) stands
for normal ordering with respect to the filled Fermi sea.
For simplicity, we assume particle-hole symmetric bands
with identical dispersion for all channels. Written in
this form, resonance condition corresponds to ǫd = 0,
when the model is manifestly particle-hole symmetric for
µα = 0.
B. Conserving approximation
The approximation we shall employ in this paper fol-
lows the approach introduced by Baym26 for treating the
Coulomb gas. The self-energies Σ are defined as func-
tional derivatives of a generating functional Φ, which is
written using the fully dressed Green functions
ΣAB =
δΦ
δGAB
, (2)
where A and B are the degrees of freedom of the system
to which the self energy pertains. The diagrammatic rep-
resentation of Φ resembles the perturbative expansion for
the ground state energy of the system. The Green func-
tions are then calculated by solving the self-consistency
equation derived from this definition of the self-energies.
This approximation is consistent with microscopic con-
servation laws, and guarantees correlation functions that
respect these laws.
The generating functional for the model at hand,
defining our conserving approximation, is portrayed in
Fig. (1). It is perturbative in the contact interaction U ,
and contains the leading-order diagrams describing that
interaction. The quality of the approximation is con-
trolled by the small parameter ρ0U , where ρ0 is the den-
sity of states at the Fermi energy, limiting our results to
small values of the interaction with respect to the band-
width. However, previous works have shown that the
3interacting resonant level model has a duality between
strong and weak values of the contact interaction for the
case of two screening channels M = 2, and derived an
analytical mapping between the strongly and weakly in-
teracting models, which is applicable also far from ther-
mal equilibrium.12,18 Building on the these results, our
treatment of the model for small values of ρ0U can be
extended to strong values ρ0U
′ defined by the mapping
πρ0U
′ =
4
πρ0U
. (3)
This mapping allows us to compare our results with stud-
ies of this model that use methods that are geared toward
strong interaction such as the hybrid td-NRG/td-DMRG.
A word is in order with respect to the perturbative
RG approach of Ref. (19). Although our results are very
similar to the predictions of Borda et al, there are major
technical differences between the approaches. We only
consider contributions linear in the interaction strength
while Borda et al include second order loop corrections.
While Ref. ( 19) is a perturbative RG calculation strictly
speaking only well justified in equilibrium and in the limit
of large number M of screening channels, we consider
a full self-consistent Kadanoff-Baym-Keldysh approach
which holds for any number of screening channels, arbi-
trary temperature and voltage as long as the dimension-
less coupling constant g = ρ0U remains small. In our
approach, see details below, the voltage dependence oc-
curs naturally while in Ref. ( 19) the eV/2 is substituted
by hand for the frequency ω.
III. THERMAL EQUILIBRIUM
To set the stage for our non-equilibrium calculations,
we begin with a discussion of the thermal equilibrium
k,n
k’,n
k,n
+Φ =
FIG. 1: The generating functional Φ defining our conserv-
ing approximation. The conduction electrons are depicted
by continuous lines labeled by the momentum k and chan-
nel number n, the level’s degree of freedom is represented by
dashed lines and the value of each vertex is U . A summation
over all different momenta k, k′ and channels n is assumed.
and set µα = 0. Only the binding linear combination
γc˜k =
∑
α
γαc
†
αk, (4)
hybridizes with the d-orbital where γ2 =
∑
α γ
2
α. For de-
generate bands, we perform a unitary transformation to
c1k = c˜k and label are orthogonal linear combinations as
n = 2, . . . ,M . Consequently, we arrive at the Hamilto-
nian
H =
M∑
n=1
∑
k
ǫkc
†
knckn +
γ√
N
∑
k
{
d†ck,n=1 +H.c.
}
+ ǫdd
†d+
U
N
(
d†d− 1
2
) M∑
n=1
∑
k,k′
:c†knck′n : . (5)
Even though, the multi-channel version of the model con-
tains interesting physics28, we restrict ourselves to a sin-
gle channel (M=1.) Therefore, we drop the index n in
the following.
In the absence of the contact interaction U ,the non-
interacting resonant-level model describes a simple reso-
nance of width Γ0 = πρ0γ
2, where ρ0 is the conduction-
electron density of states at the Fermi level and is ex-
actly solvable. It has been established4 that the low-
energy fixed point of the IRLM is equivalent to its non-
interacting counterpart, both describing a phase-shifted
Fermi liquid30.
The contact interaction dresses the Green function of
the level, and its spectral function
ρd(ǫ) = − 1
π
Im{Gdd†(ǫ+ iη)}, (6)
whereGdd†(ǫ+iη) is the retarded Green function pertain-
ing to the level’s degree of freedom. In the low frequency
spectrum, it is characterized by a width Γeff which is the
effective tunneling rate. The calculation of this observ-
able is our main goal in this section.
We begin by noting that only two degrees of freedom
appear both in the tunneling term and the interaction
term of the IRLM Hamiltonian: the level d† and the
local conduction electron at the origin,
ψ† =
1√
N
∑
k
c†k. (7)
It is therefore convenient to define a 2×2 matrix Green
function
G(z) =

 Gψψ†(z) Gdψ†(z)
Gψd†(z) Gdd†(z)

 , (8)
where
GAB(z) =≪A,B≫z (9)
4is the correlator of the fermionic operators A and B in
energy domain. The dressed Green function is given in
terms of the self energy matrix by
G(z) =

 g−10 (z)− Σψψ†(z) −Σdψ†(z)
−Σψd†(z) z − ǫd − Σdd†(z)


−1
,(10)
where Σψψ†(z), Σdψ†(z), Σψd†(z), and Σdd†(z) are the
self-energy components and
g0(z) =
1√
N
∑
k
1
z − ǫk (11)
is the bare Green function pertaining to ψ for γ = U = 0.
In order to derive closed analytical expressions, we as-
sume a Lorentzian density of states with half width D
for the conduction electrons, such that
g0(z) = πρ0
1
z/D+ isgn (Im{z}) , (12)
where ρ(ǫ) = Im{g0(ǫ − iη)}/π denotes the density of
states of the conduction electrons, and we set ρ(0) = ρ0
to be the density of states at the Fermi energy. Through-
out most of this paper we shall assume that the band-
width 2D is the largest energy scale in the system, and
under such conditions the specific structure of the spec-
tral function has no qualitative effects on our results.
The only time where we will allow another energy scale
to be comparable to D will be when we will consider the
system under large voltage bias.
Next we turn to the self-energies derived from the gen-
erating functional of Fig. (1). Within the self-consistent
Hartree-approximation of Fig. (1) the three self-energies
are static and independent of energy:
Σdd† = U〈:ψ†ψ :〉, (13)
Σψψ† = U〈d†d−
1
2
〉, (14)
Σψd† = Σ
∗
dψ† = γ − U〈ψ†d〉. (15)
As such, they have a natural interpretation as energy
shifts in an effective bi-linear Hamiltonian H → Heff ap-
proximating H of Eq. (5): Σdd† renormalizes the level
energy ǫd, Σψψ† corresponds to local potential scatter-
ing of the conduction electrons, and Σψd† = Σ
∗
dψ† renor-
malizes the hopping amplitude between the lead and the
level. Therefore, the Green function of Eq. (10) retains its
non-interacting form, only with renormalized couplings
consistent with the unchanged low energy fixed point.
In the following we shall focus on resonance conditions,
i.e., ǫd = 0, and assume a symmetric band with ρ(ǫ) =
ρ(−ǫ). Under these conditions the IRLM Hamiltonian
is invariant under the particle-hole transformation ck →
c†−k, d→ −d†, which fixes the expectation values
〈d†d〉 = 1
2
, (16)
〈:ψ†ψ :〉 = 0. (17)
Consequently, Σψψ† and Σdd† are both zero, leaving only
the off-diagonal self-energy components. The dressed
Green function of the level is then given by
Gdd†(z) =
1
z − g0(z)|γeff |2 , (18)
where we have defined γeff = γ+U〈ψ†d〉. The role of the
interaction in this approximation is now transparent: it
renormalizes the resonance width from its bare value Γ0
to
Γeff = πρ0|γeff |2. (19)
Our remaining task is to compute γeff and thus Γeff in
order to fully determine G(z).
After substituting the off-diagonal matrix element of
G,
Gdψ†(z) = γ
∗
eff
g0(z)
z − g0(z)|γeff |2 , (20)
in the self-consistency equation (15)
γeff − γ = −U〈ψ†d〉 = −U
β
∑
n
Gdψ†(iωn), (21)
the summation over the Matsubara frequencies ωn =
π(2n+ 1)/β can be carried out analytically
− 1
β
∑
n
Gdψ†(iωn) =
ρ0γeff
x
[
ψ
(
1
2
+ (1 + x)
βD
4π
)
−ψ
(
1
2
+ (1− x)βD
4π
)]
,
(22)
for a Lorentzian density of states, where x equals√
1− 4Γeff/D and ψ(z) is the digamma function.29 Here
β = 1/T is the reciprocal temperature.
Writing the self-consistency equation directly for Γeff ,
we finally get
Γeff =
Γ0
[1− ρ0UΛ(Γeff)]2
(23)
with
Λ(Γeff) =
1
x
[
ψ
(
1
2
+ (1 + x)
βD
4π
)
−ψ
(
1
2
+ (1− x)βD
4π
)]
. (24)
Equation (23) constitutes the central result of this sec-
tion, as its solution yields the renormalized hybridization
width Γeff , and with it the full matrix Green function
G(z). Generally, one must resort to numerics to solve
for Γeff , a task we shall undertake below. But first, let
us consider certain limits where analytical results can be
obtained.
5A. Weak coupling, zero temperature
Consider first the zero-temperature limit, T → 0, when
each of the digamma functions in Eq. (23) reduces to a
log by virtue of the asymptotic expansion29
ψ(z) = ln(z) +O(z−1). (25)
Since we are interested in wide-band limit, i.e., D ≫
max{t, U,Γ0,Γeff}, one can approximate x ≃ 1−2Γeff/D.
These two simplifications lead to the compact expression
Λ(Γeff) ≃ ln
(
D
Γeff
)
, (26)
resulting in
Γeff ≃ Γ0
[1− ρ0U ln(D/Γeff)]2
. (27)
Here we have omitted terms of order Γeff/D in writing
Eq. (26). If we further assume sufficiently weak coupling
such that ρ0U ln(D/Γeff)≪ 1 (a condition whose domain
of validity we examine below), then 1 − ρ0U ln(D/Γeff)
is well approximated by (D/Γeff)
−ρ0U , which, when in-
serted into Eq. (27), yields the power-law behavior
Γeff ≃ D
(
Γ0
D
)1/(1+2ρ0U)
, (28)
where the perturbative RG analysis of the model yields
the power-law behavior5
Γeff = D
(
Γ0
D
) 1
1+2ρ0U+(ρ0U)
2
. (29)
Thus, the self-consistent approximation coincides
with leading order perturbative RG provided
ρ0U ln(D/Γeff)≪ 1.
The difficulty with determining the range of validity of
the condition above is that it involves the renormalized
width Γeff , which a-priori is not known. Still, one can
check its consistency with Eq. (28) by adopting the latter
expression for Γeff , which gives
1≫ ρ0U
1 + 2ρ0U
ln(D/Γ0). (30)
Alternatively, Eq. (30) can be recast in the form
ln(D/TU )≫ ln(D/Γ0), where
TU = De
−(1+2ρ0U)/ρ0U (31)
is a new energy scale that depends exclusively on ρ0U
and D. As U → 0 then TU → 0, extending the range of
validity of the power-law form of Γeff to all values of Γ0.
However, as U is increased then TU increases, restrict-
ing the power-law form to the region where ln(D/TU )≫
ln(D/Γ0). We emphasize that the logarithmic nature of
this latter condition makes it far more stringent than the
simpler restriction Γ0 ≫ TU . Below we validate this pic-
ture numerically.
B. Weak coupling, finite temperature
Next we proceed to finite temperature T . Since x ≃
1− 2Γeff/D still holds, we expand Eq. (24) to
Λ(Γeff) ≃
[
ψ
(
βD
2π
)
− ψ
(
1
2
+
βΓeff
2π
)]
, (32)
where again we have omitted terms of order Γeff/D and
T/D. The role of a temperature is now clear. When
Γeff ≫ T , each of the digamma functions in Eq. (32) has
a large argument, justifying their asymptotic expansion
in Eq. (25). Consequently, Eq. (26) is recovered, up to
corrections of order T/D and T/Γeff.
As T exceeds Γeff , the argument of the second
digamma function in Eq. (32) approaches 1/2, and
ψ(1/2) = −γ − 2 ln(2) where γ = 0.57721 . . . is Euler’s
constant. Therefore, Eq. (26) is replaced by
Λ(T ) ≃ ln
(
2eγD
πT
)
≃ ln
(
1.13
D
T
)
, (33)
resulting in
Γeff ≃ Γ0
[1− ρ0U ln(1.13D/T )]2
. (34)
In agreement with the perturbative RG, the temperature
T is seen to replace Γeff as the low-energy cutoff if T >
Γeff . As before, we may approximate 1−ρ0U ln(1.13D/T )
with (1.13D/T )−ρ0U if ρ0U ln(1.13D/T )≪ 1, reproduc-
ing the perturbative RG result
Γeff(T ) ≃ Γ0
(
1.13
D
T
)2ρ0U
, (35)
in lowest order in the dimensionless coupling constant
ρ0U .
C. Breaking particle-hole symmetry: nonzero ǫd
So far, we have focused exclusively on ǫd = 0. For
completeness, we briefly address in this section the gen-
eral off-resonance case where ǫd 6= 0. As emphasized
above, a nonzero ǫd breaks the particle-hole symmetry
of the IRLM Hamiltonian, rendering the two diagonal
self-energies Σdd† and Σψψ† nonzero. Therefore, a com-
plete treatment of the off-resonance case requires there-
fore a coordinated self-consistent solution of all three pa-
rameters γeff , Σdd† , and Σψψ† . As our interest lies in
the renormalized hybridization width Γeff , we shall not
attempt such a complete treatment. Rather, we shall
adopt the following strategy. (i) Since Σdd† renormal-
izes in effect the energy of the level, we regard ǫd for
the purpose of this section as implicitly containing its
contribution, i.e., ǫd → ǫd + Σdd† . (ii) We neglect Σψψ†
altogether. Indeed, Σψψ† corresponds to weak potential
6scattering vp, whose main effect is to slightly renormal-
ize the conduction-electron density of states according to
ρ0 → ρ0/[1 + (ρ0vp)2]. We therefore expect the omission
of Σψψ† to have only little effect on Γeff .
With these simplifications, the calculation of Γeff for
nonzero ǫd closely resembles its computation for ǫd = 0.
Specifically, the Green function Gdψ† of Eq. (20) acquires
the modified form
Gdψ†(z) = γ
∗
eff
g0(z)
z − ǫd − g0(z)|γeff |2 , (36)
which shifts the location of the poles in the summation
over the Matsubara frequencies in Eq. (21). The self-
consistency equation for Γeff remains given by Eq. (23),
however Λ(Γeff) is replaced by
Λd(Γeff) = Re
{
1
xd
1
1 + iǫd/D
[ψ(z+)− ψ(z−)]
}
, (37)
where
z± =
1
2
+ (1± xd)β(D + iǫd)
4π
(38)
and
xd =
√
1− 4
1 + iǫd/D
Γeff + iǫd
D + iǫd
. (39)
As in the previous sections, we exploit the largeness of D
to expand in ǫd/D, Γeff/D, and T/D. Keeping only the
leading terms results in
Λd(Γeff) ≃ Re
{
ψ
(
βD
2π
)
− ψ
(
1
2
+ β
Γeff + iǫd
2π
)}
,
(40)
which generalizes Eq. (32) to nonzero ǫd.
Now the interplay between ǫd, Γeff , and T can now
be read off from the argument of the second digamma
function in Eq. (40). For β|Γeff + iǫd| ≪ 1 particle-hole
symmetry breaking is irrelevant and Eq. (35) is recovered.
For β|Γeff + iǫd| ≫ 1, the asymptotic expansion of ψ(x)
yields
Λd(Γeff) ≃ ln
(
D√
Γ2eff + ǫ
2
d
)
, (41)
which generalizes Eq. (26) to nonzero ǫd by replacing
Γeff → |Γeff + iǫd| =
√
Γ2eff + ǫ
2
d . (42)
While for Γeff ≫ |ǫd|, Eq. (26) is approached, and for
|ǫd| ≫ Γeff , however, Eq. (41) reduces to
Λd(Γeff) ≃ ln
(
D
|ǫd|
)
(43)
and we obtain
Γeff ≃ Γ0
[1− ρ0U ln(D/|ǫd|)]2
, (44)
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FIG. 2: (Color online) The broadening of the level width
Γeff/Γ0 as a function of the bare level width Γ0 for different
values of the coupling parameter ρ0U . For each value we
present the broadening as calculated by solving the conserving
approximation expression of Eq. (23) (black), as calculated by
applying the leading-order perturbative RG scaling of Eq. (28)
(red), and using Wilson’s NRG (blue).
or equivalently
Γeff(ǫd) ≃ Γ0
(
D
|ǫd|
)2ρ0U
(45)
provided ρ0U ln(D/|ǫd|) ≪ 1. |ǫd| serves in this case as
the effective low-energy cutoff.
D. Numerical Results
We now turn to treat the general case, and present
here the numerical solution of Eq. (23) describing the
general behavior of Γeff for different bare parameters of
the model in our conserving approximation.
In figure 2 we compare the broadening of the d-level at
zero temperature obtained from the self-consistent solu-
tion of Eq. (23) and the analytical approximate solution
in Eq. (28), consistent with leading order perturbative
RG. We augment these two sets of analytical data with
results obtained using Wilson’s numerical renormalisa-
tion group (NRG) approach23,30 which includes ρ0U to
all orders. In order to avoid discretization errors, we
have extracted the renormalised parameters24 directly
from the NRG fixed-point spectra of the IRLM25. For
small values of the coupling ρ0U , all approaches agree
in the wide band limes. As ρ0U increases, the conserv-
ing approximation differs quantitatively from the result
predicted by the perturbative RG. While NRG and per-
turbative RG agree nicely for small Γ0/D, i. e. in the
wide band limit, significant deviations are observed for
decreasing band width. For increasing Γ0/D, the leading
perturbative RG underestimates Γeff while the conserv-
ing approximation slightly overestimates the renormali-
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FIG. 3: (Color online) The broadening of the level width
Γeff/Γ0 as a function of the temperature, for different values
of the coupling ρ0U . The continuous lines represent the nu-
merical solutions of Eq. (23) for finite temperature, and the
dashed lines are the power-law behavior for high temperatures
described by Eq. (35). Here Γ0/D = 10
−3.
sation of the level broadening. Nevertheless, the NRG
data seems to approach the results of the conserving ap-
proximation for increasing Γ0/D, indicating that it also
includes higher order contributions in ρ0U due to the
self-consistency condition. A significant increase of the
broadening is observed even for ρ0U = 0.1. We note that
for ρ0U = 0.1 and Γ0/D = 0.1, the conserving approxi-
mation differs only by less than 10% indicating that our
approach describes well the physics in this regime where
the interaction plays an important role.
The temperature dependence of the level broadening
on the temperature is plotted in Fig. 3. For low tem-
peratures with respect to Γeff , the broadening is al-
most temperature independent. Once T exceeds Γeff , the
graph converges to the power-law behavior predicted by
Eq. (35): Our approach is qualitatively and quantita-
tively in agreement with the RG results which has been
derived using an effective low-energy cutoff in the RG
equation of max{T,Γeff, |ǫd|}.
While Γeff monotonically increases with increasing cou-
pling constant g = ρ0U for a single screening chan-
nel, it reaches a maximum at the duality point18 for
M = 2 after which Γeff declines again for larger ρ0U .
This is illustrated by the equilibrium NRG data for the
ratio Γeff/Γ0 presented in Fig. 4. As in Fig. 2, the
NRG data has been obtained from the NRG fixed point
spectra.24,25 The duality point is located approximately
at ρ0U = U/2D ≈ 0.8 within the NRG and differs slightly
from the factor 2/π from the bosonisation treatment18
due to different cutoffs. While this point is independent
of D, the absolute values of the ratio Γeff/Γ0 is band
width dependent as already demonstrated in Fig. (2).
While we have neglected the remaining two-particle
interaction in our Green function approach, this interac-
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FIG. 4: (Color online) The ratio Γeff/Γ0 versus g = ρ0U cal-
culated with the NRG in equilibrium for two screening chan-
nels (M = 2) and T → 0 for an band width D/Γ0 = 100.
Inset: the weak interacting range with the broadening ratio
from the conserving approximation (blue).
tion remains present in the equilibrium NRG approach.
Close to the Fermi-liquid fixed point perturbations can
only contain irrelevant operators, apart from one magi-
cal operator breaking particle-hole symmetry as has been
analytically worked out in detail in Ref. (22). The overall
dimensionless strength22 ω2 of the leading order particle-
particle interaction, scaling as Λ−(N−1)/2 with the NRG
iteration N , where Λ > 1 is the NRG discretization pa-
rameter, measures the degree of correlations and also en-
ters the Wilson ratio.22 We have extracted ω2 from the
NRG level flow for the two-lead IRLM and found, that
for 0 ≤ ρ0U < 0.2, ω2 is very small and, for ρ0U = 0.2,
corresponds to the residual particle-particle interaction
strength found in a symmetric single impurity Anderson
model22 (SIAM) in the very weakly correlated regime
of U/Γeff ≈ 0.1. This justifies the neglect of the resid-
ual particle-particle interaction in our weak coupling ap-
proach to non-equilibrium as presented here.
In contrary to U > 0, where Γeff > Γ0, Γeff decreases
for negative U and takes on the role of the Kondo tem-
perature TK ∝ Γeff ≪ Γ0. In this regime, a completely
different picture emerges:10 the residual particle-particle
interaction increases to large values as found in the SIAM
for U/Γeff ≫ 1 when approaching the quantum critical
point.10 This strongly correlated regime, however, is not
subject of investigation here.
IV. NONEQUILIBRIUM STEADY STATE
A. Conserving approximation at finite bias
Now we extend the IRLM of Eq. (1) to two leads, i.
e. M = 2, each held at different chemical potential and
calculate the steady-state current through the resonant
level as function of the bias voltage. For that purpose,
we employ the same conserving approximation as intro-
duced in Sec. II B and calculate the renormalized bias
dependent hybridization widths.
To simplify the calculation and to tune the system in
8the regime of the strongest non-equilibrium effects we will
focus on the symmetrical case where γL = γR = γ.
The symmetrized current operator from the left to the
right lead can be derived from the change of particle num-
bers between right and left lead43:
Iˆ = e
i
2
[
NˆR − NˆL,H
]
=
−ieγ
2
[
ψ†Rd− d†ψR − ψ†Ld+ d†ψL
]
, (46)
where (−e) is the electrons charge, Nˆα =
∑
k c
†
α kcα k are
the operators for the number of electrons in each lead and
ψ†α =
1√
N
∑
k
c†α k, (47)
is the local conduction electron in the lead α at the d-
orbital. The steady-state current I = 〈Iˆ〉 is then given
by
I = eγIm
[
G<
dψ†
R
(t, t)−G<
dψ†
L
(t, t)
]
, (48)
and is related to the off-diagonal lesser Green function
G<
dψ†α
(t, t′) = 〈ψ†α(t′)d(t)〉. (49)
In the steady-state, we can make use of the translational
invariance in time, i.e. G<(t, t′) = G<(t−t′), and expand
the current in the single frequency Fourier representation
of the equal time Green function
I = eγIm
{∫
dǫ
2π
[
G<
dψ†
R
(ǫ)−G<
dψ†
L
(ǫ)
]}
. (50)
For the two-lead problem, it is useful to extend the
2× 2 matrices to 3× 3 matrices
Gν(ǫ) =


Gν
ψLψ
†
L
(ǫ) Gν
ψLψ
†
R
(ǫ) GνψLd†(ǫ)
Gν
ψRψ
†
L
(ǫ) Gν
ψRψ
†
R
(ǫ) GνψRd†(ǫ)
Gν
dψ†
L
(ǫ) Gν
dψ†
R
(ǫ) Gνdd†(ǫ)

 , (51)
for the retarded (ν = r), advanced (ν = a), and the lesser
(ν =<) Green functions.
The fully dressed retarded and advanced Green func-
tion matrix is obtained for the formal solution of a Dyson
equation
Gr,a(ǫ) =
[
[Gr,a0 (ǫ)]
−1 −Σ(ǫ)]−1 , (52)
where Gr,a0 (ǫ) is the non-interacting Green function ma-
trix and the components of the self-energies Σ(ǫ) are de-
rived from the generating functional.
Within the self-consistent approximation these self-
energies remain static and independent of energy in the
steady-state non-equilibrium case
Σdd† = U〈:ψ†LψL :〉+ U〈:ψ†RψR :〉 (53)
Σψαψ†α = U〈d
†d− 1
2
〉, (54)
Σψαd† = Σ
∗
dψ†α
= γ − U〈ψ†αd〉. (55)
For symmetric couplings γR = γL = γ, and a struc-
tureless particle-hole symmetric density of states for
both leads, we can focus on a symmetric voltage bias
µL = −µR = V/2. The problem remains particle-hole
symmetric for ǫd = 0, if one interchanges the left and
right leads in the process, i.e. under the transformation
cL,R k → c†R,L −k, d → −d†. This symmetry constrains
the expectation values to
〈d†d〉 = 1
2
(56)
〈:ψ†LψL :〉+ 〈:ψ†RψR :〉 = 0, (57)
and consequently Σdd† and Σψαψ†α vanish identically as in
equilibrium. Finally, defining a lead dependent tunneling
matrix element
γ
(α)
eff = γ − U〈ψ†αd〉, (58)
the retarded and advanced Green functions are given by
Gr,a(ǫ) =


[gr,a0 (ǫ)]
−1 0 −γ(L)eff
0 [gr,a0 (ǫ)]
−1 −γ(R)eff
−(γ(L)eff )∗ −(γ(R)eff )∗ ǫ ± iη


−1
, (59)
where gr,a0 (ǫ) denotes the bare retarded or advanced
Green function pertaining to ψα, defined in Eq. (11).
In order to obtain closed analytical results, we again
assume a Lorentzian density-of-states
gr,a0 (ǫ) = πρ0
1
ǫ/D± i , (60)
and employing a wide band limit D ≫ γ.
We employ the Langreth rules32 to relate the lesser
Green function matrix G<(ǫ) to the fully dressed ad-
vanced and retarded Green functions
G<(ǫ) = Gr(ǫ)[gr(ǫ)]−1g<(ǫ)[ga(ǫ)]−1Ga(ǫ), (61)
where gν(ǫ) are the bare Green functions matrices, given
by
gr,a(ǫ) =


gr,a0 (ǫ)
gr,a0 (ǫ)
(ǫ± iη)−1

 , (62)
and the unperturbed lesser Green function matrix given
by
g<(ǫ) = 2π


fL(ǫ)ρ(ǫ − µL)
fR(ǫ)ρ(ǫ − µR)
1
2δ(ǫ)

 ,
(63)
9with fα(ǫ) = f(ǫ− µα) the Fermi-Dirac distribution.
As in equilibrium, the shift of the off-diagonal self-
energy in the presence of the Coulomb repulsion is related
to the fully dressed off-diagonal lesser Green function
γ
(α)
eff − γ = −U
∫
dǫ
2π
G<
dψ†α
(ǫ) =
−Uγα eff
∫
dǫ
2π
[
Grdd†(ǫ)g
<
α (ǫ) +G
<
dd†(ǫ)g
a
0 (ǫ)
]
,
(64)
defining the self-consistency equation for γ
(α)
eff . The
particle-hole symmetry of the Hamiltonian combined
with the interchanging of the left and right-leads, requires
that
ΣψLd† = t− U〈ψ†Ld〉 = t− U〈d†ψR〉 = Σ∗ψRd† , (65)
which translates to
γ
(L)
eff = (γ
R
eff)
∗. (66)
This relation renders the two equations determining γ
(L)
eff
and γ
(R)
eff to be complex conjugate of one another. In the
two-lead case, the combined hybridization width of the
level is given by
Γ¯eff = πρ0
(
|γ(L)eff |2 + |γ(R)eff |2
)
, (67)
and Γ¯0 = 2πρ0γ
2 denotes the hybridization width at U =
0.
Carrying out the integral in Eq. (64) requires some
lengthy analytical calculations, which we shall skip here
and present only the end result
γ
(α)
eff =
γ
1− ρ0UΛα(Γ¯eff)
. (68)
and subsequently
Γ¯eff =
Γ¯0
|1− ρ0UΛα(Γ¯eff)|2
. (69)
Here, the function Λα(Γ¯eff) depends on the voltage dif-
ference and requires ΛR(Γ¯eff) = ΛL(Γ¯eff)
∗. This function
ΛR(Γ¯eff) is given by the analytic expression
ΛR(Γ¯eff) =
i
2
Im
{
4
x
ψ(z+)
3 + x
− 4
x
ψ(z−)
3− x +
ψ(y)
1 + Γ¯/2D
}
+
Re
{
ψ(z+)− ψ(z−)
x
}
, (70)
where we have introduced the shorthand notations
4πz± = 2π − iβV + (1± x)βD,
4πy = 2π − iβV + 2βD, (71)
and defined x =
√
1− 4Γ¯eff/D.
We substitute these results in the expression of the
steady-state current, i. e. Eq. (50), and obtain one central
result of our paper:
I = e
γ
U
Im
{
γ
(R)
eff − γ(L)eff
}
= 2G0Γ¯effIm{ΛR(Γ¯eff)}, (72)
where G0 = e/h is the fundamental quantum conduc-
tance. Note that in equilibrium, γ
(α)
eff is real, and the
current vanishes. A finite bias breaks time-reversal sym-
metry and γ
(α)
eff becomes complex. Consequently a cur-
rent can flow.
1. Zero temperature limit
Generally, Eq. (69) has to be solved numerically, and
then the current is calculated directly by plugging Γ¯eff
into the expression in Eq. (72). However, we find it useful
to derive some analytical results for the zero temperature
limit, T → 0, first.
Exploiting the fact that D ≫ Γ¯eff , we expand x ≃
1 − 2Γ¯eff/D in Eq. (70) and arrive at the approximated
expression
ΛR(Γ¯eff) ≃ ψ
(
1
2
− iβV
4π
+
βD
2π
)
−
ψ
(
1
2
− iβV
4π
+
βΓ¯eff
2π
)
. (73)
We use the expansion of the digamma function in Eq. (25)
for T → 0 and are left with the expression
ΛR(Γ¯eff) ≃ ln
(
D − iV/2
Γ¯eff − iV/2
)
, (74)
from which we can derive the approximated current using
Eq. (72)
I ≃ 2G0Γ¯eff tan−1
[
V
2Γ¯eff
1
1 + V 2/(4DΓ¯eff)
]
. (75)
For very low voltages V ≪ Γ¯eff ≪ D, this expression
reduces to a linear form
I = G0V, (76)
which is independent of the level width, reproducing the
perfect transmission with conductance G0 of a symmetric
junction and ballistic transport for V → 0. This result is
not surprising since the equilibrium fixed point is a Fermi
liquid where U is dressing Γ¯0 to Γ¯eff and determining the
energy scale.
For increasing values of the voltage, V ∼ Γ¯eff ≪ D,
the current is approximated by
I
2Γ¯eff
≃ G0 tan−1
(
V
2Γ¯eff
)
, (77)
where we have written it in a universal form, character-
ized by a single energy scale Γ¯eff .
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When V exceeds the effective level width, we substi-
tuted Eq. (74) after neglecting Γ¯eff in the argument of
the logarithm into Eq. (69) and derive
Γ¯eff ≃ Γ¯0|1− ρ0U ln(2iD/V + 1)|2
. (78)
In the weak coupling limit ρ0U ≪ 1, we employ the same
approximation of the denominator as in Sec. III A and
obtain
Γ¯eff ≃ Γ¯0
(
V√
4D2 + V 2
)−2ρ0U
, (79)
so that the current is given by
I ≃ G0Γ¯eff
[
π − 2 tan−1
(
V
2D
)]
, (80)
in this limit.
Within the regime Γ¯eff ≪ V ≪ D, the voltage V serves
as the low-energy cutoff. The effective width of the level
has a power-law dependence on the voltage with an expo-
nent (−2ρ0U): It plays a similar role as the temperature
in equilibrium. When V approaches the band width D,
the width of the level experience almost no renormaliza-
tion, and remains at its bare value Γ¯0.
For V ≫ Γ¯eff , the current decreases with increasing
bias, as the magnitude of both the effective level width
and the imaginary part of γαeff , described by the term
in the parenthesis in Eq. (80), decreases. Consequently,
this regime is characterized by a negative differential
conductance,6,7,14,19 another central result of our paper.
The negative differential conductance has been re-
ported in the literature using sophisticated state of the
art numerical approaches14 perturbative RG19 or func-
tional RG methods.6,7 Within our approach, it is to be
understood as a twofold effect – the decrease in the ef-
fective width of the level, caused by the fact that for
high voltages (with respect to the width Γ¯eff) the voltage
serves as the low-energy cut-off of the renormalization
process, and a decrease in the overlap between the band-
widths of the two leads, which is manifested by a decrease
in the imaginary part of γ
(α)
eff . This latter effect is present
even in the non-interacting case U = 0, and is governed
not by the size of V with respect to the level width but
with the size of V with respect to the bandwidth D. This
latter effect is not universal, but is both cutoff dependent
and setup dependent.33 As such, its role is expected to
be less significant within the physical regime, where we
keep the electronic bandwidth as the largest energy scale
of the system.
It is worth noting that as long as T, V ≪ Γ¯eff , the
bandwidth D does not play any role besides determin-
ing Γ¯eff . The current is a universal function which scales
with the effective width I/Γ¯eff = f(V/Γ¯eff , T/Γ¯eff). This
ceases to be the case outside this parameters regime, and
the values of V and T with respect to D become impor-
tant.
2. Finite Temperature
The previous discussion for T = 0 can be readly ex-
tended to finite temperatures as long as T ≪ Γ¯eff . For
temperatures outside this regime, as in the equilibrium
case, the digamma function in Eq. (73) cannot be re-
duced to log functions. The only additional complexity
compare to the equilibrium is the finite voltage.
For simplicity, we restrict the discussion to the case
where T is much smaller than the bandwidth, allowing
us to approximate the first digamma function in Eq. (73)
by a log function. The second digamma function will
approach the constant value of ψ(1/2) as we increase
T to be larger than both V and Γ¯eff . As such, when
T ≫ max{V, Γ¯eff}, it serves as the low-energy cutoff and
we can approximate the value of the effective width in
a similar manner to the equilibrium case described in
Eq. (35) for Γeff . Increasing T then reduces the magni-
tude of Γ¯eff , which reduces the current through the level.
We define the backscattered current as IBS = G0V −I.
Expanding it in the low voltage and low temperature
regime, we get
IBS ≃ G0V
(
1
12
V 2
Γ¯2eff
+ π
T
Γ¯eff
+
π
4
TV 2
Γ¯3eff
)
, (81)
where we have considered the linear power in T/Γ¯eff and
cubic power in V/Γ¯eff , and employed the wide-band limit.
This gives the leading temperature dependence of the
backscattered current as well. The leading term, which is
proportional to (V/Γ¯eff)
3, is consistent with Fermi liquid
theory.34 The interaction only plays a role in setting the
energy scale Γ¯eff .
3. Numerical results
To evaluate the steady-state current between the leads
in the most general case, we solved Eq. (69) numerically,
and then plugged the result into Eq. (72). Note that the
finite bias voltage enters this self-consistency condition
via Eq. (70).
We start with the zero-temperature results. In figure 5
we have plotted the zero-temperature current as a func-
tion of the voltage between the leads V = µR−µL for the
symmetrical case µL = −µR, T = 0, and at resonance
ǫd = 0, for different values of the interaction strength
ρ0U . In figure (5)(a) the low-voltage behavior is pre-
sented, and the cross-over from the linear regime to the
non-linear regime, both described by Eq. (77), is evident.
The cross-over occurs at different voltages depending on
the coupling ρ0U : the cross-over scale is related to Γ¯eff
which is increasing with U . In this figure we have also
plotted the backscattered current IBS , and the slow cubic
rise at low V , predicted by Eq. (81), is evident.
In figure (5)(b) the same data as in Fig. (5)(a) is pre-
sented, but for a larger range of voltages on a log-log
scale. Here the negative-differential conductance at high-
voltages as predicted by Eq. (80) is clearly visible. We
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FIG. 5: (Color online) (a) The zero-temperature current be-
tween the leads as a function of the voltage (continuous lines),
at zero temperature and in the low and intermediate voltage
regime V ∼ Γ¯eff , for different values of the coupling ρ0U ,
and the backscattered current IBS, in dashed lines. (b) The
same data as in (a) but for a larger range of V and on an
log-log scale. The dashed perpendicular line represent the
point where the voltage bias between the leads is equal to the
lead-electrons bandwidth, V = D. Here Γ¯0/D = 1.5 · 10
−3.
have extended the bias to D ≪ V : In that regime, seen
at the far-right-side of the graph, all currents for the dif-
ference couplings converge to the same function governed
by the unrenormalized Γ¯0.
Figure 5(b) summarises one of the key findings of this
paper: the leading order conserving approximation is suf-
ficient to describe the negative differential conductance
seen in much more sophisticated numerical approaches
such as the TD-DMRG.14. For Γ¯0 ≪ V < D, the current
decays with a power law V −2ρ0U determined by the renor-
malization of Γeff and also consistent with a functional
renormalization group approach7: the larger U the larger
the exponent, the faster the decay for increasing voltage.
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FIG. 6: (Color online) The current between the leads as a
function of the temperature, for different values of voltage bias
V , on a log-log scale. Here Γ¯0/D = 1.5 · 10
−3 and ρ0U = 0.1.
For large voltages, the current is governed by approach to
unrenormalized charge fluctuation scale, and all current
curves collapse.
Now we proceed to finite temperature. In figure (6)
the temperature dependence of the current is plotted,
for a single value of the coupling ρ0U = 0.1 and at dif-
ferent fixed voltages. The current remains temperature
independent as long as T ≪ Γ¯eff . Once the temperature
exceeds the maximum of both V and Γ¯eff a power-law de-
cline of the current is observed. This become particularly
evident by comparing the lines pertaining to V/Γ¯0 = 50
and V/Γ¯0 = 10, which at low temperatures display sim-
ilar values of the current (due to the negative differen-
tial conductance at hight voltages), but the latter starts
decreasing, as we increase the temperature, much sooner
than the former, which is more resilient due to the higher
voltage.
B. Shot Noise
Shot noise measurements provide a direct indicator for
correlation effects governing quantum transport. The
ratio between the shot noise S0 and the current of the
backscattered particles Ib
e∗ =
S0
2Ib
(82)
has been used to define an effective charge of the quasi-
particle responsible for the transport processes. The
most prominent examples are the fractional charge e∗ =
e/3 in the fractional quantum Hall regime35, as well as
the detection of the Cooper-pair charge e∗ = 2e in nor-
mal metal-superconductor junctions36. In the context
of transport through a quantum dot in the strong cou-
pling limit of the Kondo model, characterised by aWilson
ratio30 R = 2, Sela and collaborators have reported37 a
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fractional shot noise with e∗/e = 5/3 for T, V → 0 which
reduced to e∗/e = 1 in the weak coupling limit, defined
by R→ 1.
The zero-frequency shot noise at finite bias is defined
by
S0 =
1
2
∫
dt〈{δIˆ(t)δIˆ(0)}〉, (83)
where δIˆ = Iˆ−〈Iˆ〉. We restrict ourselves to T → 0, where
S0 reflects the quantum nature of the conductance in the
the absence of any thermal noise.
In order to calculate the shot noise, we need to supple-
ment the lesser Green function stated in Eq. (49) by the
corresponding greater Green function
G>AB†(t, t
′) = 〈B†(t′)A(t)〉. (84)
Its Fourier transform with respect to the time difference
t−t′, G>
AB†
(ω), can be calculated using Langreth’s rules32
G>(ǫ) =Gr(ǫ)[gr(ǫ)]−1g>(ǫ)[ga(ǫ)]−1Ga(ǫ), (85)
where the bare greater Green functions given by
g>(ǫ) = 2π


f¯L(ǫ)ρ(ǫ− µL)
f¯R(ǫ)ρ(ǫ − µR)
1
2δ(ǫ)

 ,
(86)
with f¯α(ǫ) = 1 − f(ǫ − µα), and at zero temperature
f¯α(ǫ) = θ(ǫ − µα).
Within our conserving approximation, we apply Wick’s
theorem
〈A†(t)B(t)C†(0)D(0)〉 − 〈A†(t)B(t)〉〈C†(0)D(0)〉
= G<DA†(t, 0)G
>
BC†(0, t), (87)
and only include the resummation of the single-particle
terms by replacing the bare Green functions with the
fully-dressed propagators. We also note that∫
dtG<DA†(t, 0)G
>
BC†(0, t) =
∫
dω
2π
G<DA†(ω)G
>
BC†(ω).
(88)
Additional diagrammatic corrections would be in-
cluded into the irreducible two-particle vertex of a non-
equilibrium particle-hole Bethe-Salpheter equation and
are neglected here. Such terms would lead to additional
backscattering contributions, modelled by a β-factor in
Ref. (37).
Employing the wide-band limit D ≫ Γ¯eff , V , and car-
rying out a rather lengthy calculation, the zero-frequency
shot noise at zero temperature is given by
S0 = eG0
Γ¯eff
2
[
2 tan−1
(
V
2Γ¯eff
)
− Γ¯effV
Γ¯2eff + (V/2)
2
]
.
(89)
This form is consistent with the general picture of the
noise in a noninteracting setup with an level width de-
fined by Γ¯eff , where the transmission coefficient is T (ǫ) =
Γ¯2eff/(ǫ
2 + Γ¯2eff). It reproduces the correct result in the
noninteracting limit, where Γ¯eff = Γ¯0.
38 At the range
V ≪ Γ¯eff the ratio between the noise and the backscat-
tered current IBS is given by
e∗ =
S0
2IBS
= e (90)
and therefore, effective charge remains unaltered from
the bare charge.
Recently, the voltage dependent shot noise was cal-
culated exactly for the IRLM using the Bethe Ansatz
at the self-dual point ρ0U = π/2: the ratio between
the noise and the backscattered current in the low volt-
age regime yields an effective charge of e∗ = 2e, while
for large bias voltages e∗ = e/2 has been reported39,40.
The enhancement of e∗/e > 1 reflects the inclusion
of two-particle scattering processes in the current and
noise calculation37. Such corrections have been neglected
within our calculation. We also note that this range of
strong interaction ρ0U ∼ 1 lies well outside the range
of validity of our approximation. The value and voltage
dependence of the shot noise ratio at the duality point
indicates that the quasiparticle involving the transport
have strongly modified properties compared to the weak
coupling limit investigated here in this paper.
V. QUENCH DYNAMICS
We finally turn to consider the quench dynamics in
the system under investigation. In a quench setup, the
system is initially prepared in some equilibrium state
(or steady-state), propagates with respect to a different
Hamiltonian starting at some time t0. This is modelled
by an abrupt change of one or several of its parameters.
In the general case, the system will be driven out of equi-
librium and after some transitional period will relax to
a new equilibrium or to a steady-state (though there are
setups in which such systems do not reach even steady-
state). In this section we will calculate the response of
our system to different quenches, following the real-time
dynamics as it approaches the steady-state or equilibrium
state that has been described in the previous sections.
Before turning to address specific setups we present
here a general discussion of our method, which in the lit-
erature is known as the time-dependent Hartree-Fock41.
As we are interested in following the real-time dynam-
ics of physical observables, our goal is to calculate the
expectation values of the type
G<AB†(t, t
′) = 〈B†(t′)A(t)〉 (91)
at equal times t = t′, where A and B are fermionic oper-
ators pertaining to the degrees of freedom of the system,
and we related it to the lesser Green function. In contrast
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to equilibrium or to nonequilibrium steady-state, the cor-
relation functions following a quench are functions of two
times, and not only of the time difference, not allowing
a solution based on Fourier transforming to the energy
domain.
Similar to what was done in Eq. (51) we define the
Green function in matrix form Gν(t, t′) for the retarded
(ν = r), advanced (ν = a) and lesser (ν =<) functions.
For the single-lead setup they will be 2× 2 matrices
Gν(t, t′) =

 Gνψψ†(t, t′) Gνψd†(t, t′)
Gνdψ†(t, t
′) Gνdd†(t, t
′)

 , (92)
and in the case of a two-lead setup they will be 3 × 3
matrices
Gν(t, t′) =


Gν
ψLψ
†
L
(t, t′) Gν
ψLψ
†
R
(t, t′) GνψLd†(t, t
′)
Gν
ψRψ
†
L
(t, t′) Gν
ψRψ
†
R
(t, t′) GνψRd†(t, t
′)
Gν
dψ†
L
(t, t′) Gν
dψ†
R
(t, t′) Gνdd†(t, t
′)

 .
(93)
Expanding the Green functions using regular perturba-
tion series we can write
Gν(t, t′) =
∫ ∞
−∞
dτ1dτ2 [G(t, τ2)Σ(τ2, τ1)g0(τ1, t
′)]
ν
+gν0(t, t
′), (94)
where gν0(t, t
′) is the bare Green function matrix. Next
we exploit the fact that within our approximation, the
self energies Σ(t, t′) are instantaneous in time, leading to
the form
Σ(t, t′) = Σ(t)δ(t− t′), (95)
and rely on Langreth theorem32 to expand explicitly the
equations for the lesser Green functions
G<(t, t′) =
∫ ∞
−∞
dτ
[
G<(t, τ)Σ(τ)ga0 (τ, t
′) +
Gr(t, τ)Σ(τ)g<0 (τ, t
′)
]
+ g<0 (t, t
′), (96)
and the retarded Green functions
Gr(t, t′) =
∫ ∞
−∞
dτGr(t, τ)Σ(τ)gr0(τ, t
′) +
gr0(t, t
′). (97)
The self energy matrix at time τ , for the single-lead setup,
is given by
Σ(τ) =

 UG
<
dd†
(τ, τ) γ − UG<
ψd†
(τ, τ)
γ − UG<
dψ†
(τ, τ) UG<
ψψ†
(τ, τ)

 , (98)
and for the two-lead setup is given by
Σ(τ) =


UG<
dd†
(τ, τ) 0 γ − UG<
ψLd†
(τ, τ)
0 UG<
dd†
(τ, τ) γ − UG<
ψRd†
(τ, τ)
γ − UG<
dψ†
L
(τ, τ) γ − UG<
dψ†
R
(τ, τ) U
(
G<
ψLψ
†
L
(τ, τ) +G<
ψRψ
†
R
(τ, τ)
)

 . (99)
We are at a position to lay out the strategy for numeri-
cally solving the set of integrals equations in Eqs. (96-97).
All the bare Green functions, and also Σ(τ) are known
prior to the quench, i.e. at τ < 0. Causality, encoded
in the θ functions of the retarded and advanced Green
functions, cut off the time arguments in the integrals in
Eqs. (96-97) in such a way that for Gν(t, t′) with t′ ≤ t,
only the self-energy at time τ ≤ t enters the equations:
Only the past enters the equations.
We define a discrete time step ∆t, and assuming that
we know Σ(τ) for all τ ≤ t − ∆t, we fix t as a pa-
rameter. Equations (96-97) are then self-consistent and
solved numerically forG<(t, t′) andGr(t, t′) at the range
t′ ≤ t. From this solution we calculate the next self-
energy value Σ(t), setting the ground for repeating the
process, this time solvingG<(t+∆t, t′) andGr(t+∆t, t′)
for t′ ≤ t + ∆t. Starting with G(∆t, t′), we iterate this
process step-by-step until at long times we converge to
the steady-state solution of Eqs. (96-97) described in the
previous sections, where all correlation functions are only
functions of the time-difference. After this technical di-
gression, we turn to consider different specific quenches
applied to the model and present the results.
A. Connecting the level to a single-lead
Let us consider a system composed of a level initially
decoupled from a single lead for times t < 0. At t = 0,
they are connected by turning on the hopping term in
the Hamiltonian of Eq. (1). In this setup we will fol-
low the time evolution of the effective width of the level
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Γeff(t) until it reaches its equilibrium value described ib
Sec. (III).
The system at times t ≤ 0 is at thermal equilibrium
with resepct to the disconnected Hamiltonian
H0 =
∑
k
ǫkc
†
kck + ǫdd
†d+
U
N
(
d†d− 1
2
)∑
k,q
:c†kcq :, (100)
and the dynamics of the degrees of freedom is fully de-
scribed by the bare Green functions gν0 ψψ†(t − t′) and
gν0 dd†(t − t′) which are functions only of the time dif-
ference τ = t − t′. As in section (III), we shall focus
on the particle-hole symmetric case where the level is
held at resonance ǫd = 0, and the density of states of
the lead is symmetric with half-width D. Note that the
Coulomb repulsion U has been absorbed into the defini-
tion of the bare parameters, as discussed in connection
with the Hartree equations (13-15). We will focus on
the zero-temperature limit T → 0, and will extend our
theory to finite temperature later.
Under these conditions, the bare Green functions of
the dot degrees of freedom are given by
gr0 dd†(τ) = −iθ(τ),
g<0 dd†(τ) =
1
2
, (101)
and the bare Green functions pertaining to the electronic
lead degree of freedom ψ, for a Lorentzian density of
states and at zero temperature, are
gr0 ψψ†(τ) = −iθ(τ)πρ0De−Dτ ,
g<0 ψψ†(τ) = −i
ρ0D
2
[
e−DτE1(−Dτ − iη)−
eDτE1(Dτ + iη)
]
, (102)
where E1(z) is the Exponential Integral function
42, and
η is an infinitesmal quantity that does not enter any cal-
culation and is used only to determine which side of the
branch-cut along the negative real axis in E1(z) to take.
The lesser Green function has two components, charac-
terized by different decay behavior at long times: the
real part is fast-decaying, decreasing exponentially with
Dτ , while the imaginary component decays in a slower
manner and is dominated by a 1/(Dτ). The bare off-
diagonal Green function gν0 dψ†(τ) and g
ν
0 ψd†(τ) are zero
and the advanced Green functions are given by the rela-
tion ga(τ) = [gr(−τ)]∗.
At t = 0 the hopping between the lead and the dot is
turned on, and the system is driven out of equilibrium
as it evolves according to the full Hamiltonian. The level
acquires a finite time-dependent width which at time t >
0 is defined by
Γeff(t) = πρ0|γ − UG<dψ†(t, t)|2, (103)
where G<
dψ†
(t, t) = 〈ψ†(t)d(t)〉.
It will be useful to examine first the non-interacting
case U = 0, where an exact analytical solution exists,
allowing calculations of all dynamical quantities. In this
case, the width of level remains time-independent at its
initial value Γ0 after the quench. However, the relevant
dynamics can be extracted from calculating the expecta-
tion value of the off-diagonal matrix element 〈ψ†d〉 which
starts from zero and reaches its equilibrium value which
is given by
〈ψ†d〉∞ = −ρ0γ
x
ln
(
1 + x
1− x
)
, (104)
where x =
√
1− 4Γ0/D, and at the wide-band-limit
D ≫ Γ0 it can be approximated by 〈ψ†d〉∞ ≃
−ρ0γ ln(D/Γ0). The dynamics of this matrix element
determine, for the interacting case U 6= 0, the effective
width of the level Γeff(t). We relegate the presentation of
the exact solution and the calculation of the dynamics to
App. A, and present here only the end result. For times
t≫ 1/D this matrix element is given by
〈ψ†d〉(U=0)(t) ≃ 〈ψ†d〉∞ + ρ0γE1(Γ0t) (105)
where E1(z) is the exponential integral functions, and
in order to get this closed analytical expression we em-
ployed the wide-band limit. This matrix element con-
verges to its equilibrium value exponentially in time at a
rate Γ0, as this is the rate that characterizes the decay
of the exponential integral function. We conclude that
the dominant time-scale determining the thermalization
in the non-interacting case is the width of the level Γ0.
Turning to the interacting case, the integral equations
for Gν(t, t′) given by Eqs. (96-97) take the form
G<(t, t′) =
∫ t
0
dτG<(t, τ)Σ(τ)ga0 (τ − t′) +∫ t′
0
dτGr(t, τ)Σ(τ)g<0 (τ − t′) +
g<0 (t− t′), (106)
and
Gr(t, t′) =
∫ t
t′
dτGr(t, τ)Σ(τ)gr0(τ − t′) +
gr0(t− t′), (107)
for t ≥ t′ ≥ 0.
We have shown in Sec. (III) that the equilibrium prop-
erties of this model are identical to those of a non-
interacting Hamiltonian with γ replaced by γeff . The
question arises whether the equilibrium analogy can be
extended to the nonequilibrium quench: Can we obtain
the time-dependent effective resonant level width from a
non-interacting model where we have again replaced γ by
γeff . To this end, we write a non-interacting equivalent
to Eq. (103)
Γ˜eff(t) = πρ0|γ − U〈ψ†d〉(U=0)(t)|2,
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FIG. 7: (Color online) The real-time evolution of the effective
bandwidth Γeff for different values of the interaction U , from
its initial value of Γ0 until its equilibrium value, at zero tem-
perature. The dashed lines are the dynamics in an effective
non-interacting Hamiltonian corresponding to each interact-
ing Hamiltonian, as defined by Eq. (108). Their values are
given for the range t ≥ 5/D. Here Γ0/D = 1.5 · 10
−3.
where 〈ψ†d〉(U=0)(t) is the exact result for the non-
interacting case given in Eq. (105), with the final value
of γeff and Γeff replacing γ and Γ0.
In Fig. (7) we have plotted Γeff(t) for different val-
ues of ρ0U as calculated by solving Eqs. (106-107) as a
function of time. For comparison, we have also added
Γ˜eff(t) of Eq. (108), taking the dynamics from the non-
interacting effective Hamiltonian as dashed lines. At long
times, both Γeff(t) and Γ˜eff(t) converge to the same equi-
librium value, as expected. The non-interacting model
is charcateried by the time scale 1/Γeff from the onset.
The full dynamics of the interacting model starts with the
bare non-interacting value Γeff(t = 0) = Γ0 and the fully
renormalized Γeff(∞) is dynamically built up in time,
leading to the apparent slower dynamics.
Before concluding this discussion, we address here
qualitatively the behavior in finite temperature. The in-
troduction of finite temperature will effect the bare lesser
Green function given in Eq. (102) and it will read
g<0 ψψ†(τ) = πρ0Df(−iD)e−Dτ +
2πi
βD
∞∑
n=0
1
1− (ωn/D)2
e−ωnτ , (109)
where f(ǫ) is the Fermi-Dirac distribution and ωn =
(2n + 1)π/β are the Matsubara frequencies, which here
play the role of a decay rates. The slowest decaying ele-
ment of the Green function will decay at a new character-
istic time scale ω−10 = (πT )
−1. For temperatures smaller
than Γeff , the time scale 1/Γeff will still characterize the
system. For higher values of the temperature, this new
time scale will become the dominant one and will govern
the equilibration rate.
B. Time evolution of the current in two-leads
Now we extend the discussion to a two-lead setup, i.e.
M = 2 in Eq. (1). As in the previous section, we consider
the two leads as decoupled from the level, each in equilib-
rium at it own chemical potential µL = −µR = V/2 for
t < 0. At time t = 0, we connect the two leads symmetri-
cally to the dot and shall follow the real-time evolution of
the current between the leads from its initial value of zero
until it reaches steady-state value calculated in Eq. (72).
At time t the current will be given by Eq. (48) as
I(t) = 〈Iˆ(t)〉 = eγIm
[
〈ψ†R(t)d(t)〉 − 〈ψ†L(t)d(t)〉
]
.
(110)
As in the previous quench setup considered, we shall fo-
cus on the zero temperature limit T → 0.
Before turning on the hopping, the dynamics of system
are described by the bare Green functions, which depend
only on the time difference. The bare Green functions
pertaining to the level are identical to ones given for the
single-lead setup in Eq. (101) while the bare Green func-
tions of conduction electrons are slightly modified by the
introduction of the chemical potential, and at T → 0
they are given by
gr
0 ψαψ
†
α
(τ) = −iθ(τ)πρ0De−Dτ ,
g<
0 ψαψ
†
α
(τ) = −iρ0D
2
e−iµατ
[
e−DτE1(−Dτ − iη)−
eDτE1(Dτ + iη)
]
, (111)
where we have assumed a Lorentzian density of states
with half-width D.
Following the turning on of the hopping, the finite bias
between the leads results in an electrical current flow-
ing through the level, which is manifested by 〈ψ†α(t)d(t)〉
acquiring a nonzero imaginary part. The particle-hole
symmetry of the setup, described in Sec. IV, guarantees
that
〈ψ†L(t)d(t)〉 = 〈ψ†R(t)d(t)〉∗, (112)
at all times.
As in the single-lead quench, the non-interacting case
U = 0 is exactly solvable in an analytical manner. At
times t≫ 1/D, the current in the non-interacting case is
given by
IU=0(t) = 2G0Γ¯0
{
tan−1
(
V
2Γ¯0
)
+
Im
[
E1
(
Γ¯0t+ i
V
2
t
)]}
. (113)
To obtain this closed expression, we employed the wide-
band limitD ≫ Γ¯0, V . Expanding for short times 1/D≪
t≪ min{1/Γ¯0, 1/V } the current is given by
IU=0(t) ≃ G0Γ¯0V t, (114)
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FIG. 8: (Color online) The real-time evolution of the current,
following a quench connecting the two leads to the level, for
different values of the interaction U and for different voltage
bias. The dashed lines are the evolution of the current in
an effective non-interacting Hamiltonian corresponding to the
interacting one, as defined by Eq. (113). Their values are
given for the range t ≥ 5/D. Here Γ¯0/D = 1.5 · 10
−3.
and it grows linearly with a slope determined by Γ¯0V .
At long times the current converges to its steady-state
value via exponentially decaying oscillations. The rate
of convergence is 1/Γ¯0 and the frequency of oscillations
depends on the voltage and is V/4π.
The steady-state nonequilibrium setup is equivalent to
a non-interacting model with Γ¯0 dressed to Γ¯eff . We shall
examine whether this effective non-interacting Hamilto-
nian can describe the real-time evolution of the system
following a quench. To this end, we will use the non-
interacting expression in Eq. (113) with the final dressed
Γ¯eff replacing the bare Γ¯0.
We calculate numerically the current in the interacting
case by solving the set of integral equations of Eqs. (96-
97), where for this setup the Green function matrices are
the 3 × 3 given in Eq. (93). In Fig. (8) we have plotted
the results of these calculations, for different values of
the interaction and different regimes of voltage bias. For
comparison, for each interacting setup we have also plot-
ted the time-evolution, under identical voltage bias, in an
effective non-interacting setup with dressed tunneling, as
given by Eq. (113).
In the low-voltage regime V ≪ Γ¯eff , the steady-state
current is similar for ρ0U = 0.1 and ρ0U = 0.15. In this
regime, described by Eq. (76), the steady-state current is
independent Γ¯eff . The value of Γ¯eff effects, however, the
rate with which the current converges to its steady-state
value. The setup with the larger value of interaction,
which is characterized by a larger Γ¯eff at steady-state,
converges faster. No oscillations are visible in the cur-
rent as the frequency determined by V is much slower
than the rate of convergence determined by Γ¯eff . For the
non-interacting case, the bare width is smaller than the
voltage bias and the steady-state current is not in the
linear regime.
For intermediate values of the voltage where V ∼ Γ¯eff ,
the steady-state current strongly depends on the magni-
tude of Γ¯eff , and therefore on the interaction. The current
for the case with ρ0U = 0.15 is larger than for ρ0U = 0.1
and for the non-interacting case U = 0. All setups show
initial signs of oscillations in the currents, before arriving
to the final steady-state value.
In the high-voltage regime V ≫ Γ¯eff (but still V ≪ D),
the current shows clear oscillations before arriving to its
steady-state. While the amplitude of the oscillations
and the magnitude of the steady-state current depend
strongly on Γ¯eff , and thus on the interaction U , the fre-
quency and phase of the oscillations depend only on the
voltage, and all setups oscillate with identical frequency
V/4π. The current oscillations increase in magnitude due
to the interaction, and the relaxation time to steady-state
is prolonged by it, which is evident from the slow relax-
ation of the setup with ρ0U = 0.15 compared with the
noninteracting and the weaker interacting ρ0U = 0.1 se-
tups.
Comparing the real-time evolution of the current fol-
lowing the quench of the interacting setups with their
equivalent non-interacting effective models, we discover
that while the long-time steady-state behavior is identi-
cal in both description, the dynamics are different. The
interacting models are characterized by slower dynamics
and stronger current oscillations. However, the frequency
of oscillations, which depends on the voltage bias alone,
is similar in both the interacting and the noninteracting
case.
VI. SUMMARY AND CONCLUSIONS
In this paper we studied the interacting resonant level
model using a perturbative conserving approximation in
the contact interaction U . We have considered a single-
lead as well as a two-lead setup assuming initially each
leads in thermal equilibrium and at a fixed chemical
potential. We have related the thermal equilibrium in
the single-lead setup and the steady-state in the two-
lead setup to the real-time evolution of the hybridization
function and the time-dependent current after a quench
switches on the hopping matrix element.
In Sec. III the properties of the model in thermal equi-
librium were studied, and we have benchmarked our ap-
proximation against the well-established results pertain-
ing to that model achieved using RG techniques. The
low-energy fixed point of the model describes a phase-
shifted Fermi liquid, where the interaction dresses the
bare width of the level Γ0 to an effective Γeff , defining
the energy-scale of the model. In the weakly interact-
ing regime, our approximation reproduces the equilib-
rium power-law renormalization of the level obtained in
perturbative RG and stated in Eq. (30). This established
the validity range of the our approximation.
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We have calculated the steady-state current through
the level in a two-lead setup at a particle-hole symmetric
point as a function of the bias and for different contact
interaction strength. At low voltages the linear response
regime is related to the universal regime in thermal equi-
librium, and the conductance is governed by the low-
energy fixed point of the IRLM at temperatures well be-
low the characteristic energy scale Γ¯eff(V ). At large bias
a negative differential conductance is found and the ex-
ponent of the power-law suppression of the current has
been analytically calculated. We have augmented these
two analytically accessible regimes with a numerical so-
lution for all biases to illustrate the crossover from small
to large applied voltages.
The negative differential conductance reflexes the dy-
namically undressing of the the strongly enhanced level
width Γ¯eff(V ) with increasing voltage: at very large volt-
age the original bare level width Γ¯0 is recovered, and
its approach is well described by a voltage dependent
power-law derived in Eq. (79). Our analytical calcu-
lations clearly reveal that both high-voltage and high-
temperature serve as an effective low-energy cutoff in
the self-consistency equation in a similar fashion as in
RG approaches.31
We have extended our conserving approximation to the
calculation of the fully dressed two-times Keldysh Green
functions. The real-time response of the system to quan-
tum quenches became numerically accessible for a finite
contact interaction U . In the single-lead setup, we have
followed the evolution of the width of the level from Γ0
to the dressed Γeff after connecting the level and the lead
at t = 0. In the two-lead setup, we have calculated the
evolution of the current to its steady-state value after es-
tablishing the connection between the two leads and the
resonant level.
In both cases we have compared the results at finite U
with the exact analytical expression derived for the dy-
namics in the non-interacting case. Although the equilib-
rium and steady-state properties of the model can be de-
scribed by an effective non-interacting Hamiltonian with
renormalized level width reflecting the Fermi-liquid fixed
point in an NRG treatment,30 the real-time response af-
ter a quench cannot be fully accounted for by a simple
replacement of the bare level width in the U = 0 solution
with Γeff . Such a substitution lacks the time-evolution of
Γeff(t) which turns out the crucial for the enhancements
of the current oscillations compared to the U = 0 solu-
tion. This enhancement of the amplitude with increas-
ing U have also been reported in an fRG approximation
to the model31 away from particle-hole symmetry. Both
approaches are well controlled and reproduce the correct
exponent of the power-law renormalization of Γeff(t) in
equilibrium in the weak interaction limit. Therefore, we
believe that these increasing of the oscillation amplitude
is capturing the correct physics, and are not artefacts
of the approximation since the oscillations are voltage
driven and already present in the exact analytical solu-
tion for U = 0. Similar enhanced oscillations of the local
level occupancy have been recently reported in quenches
of the level position ǫd using an hybrid approach compris-
ing the time-dependent numerical renormalization group
and the time-dependent density matrix renormalization
approach (td-NRG/td-DMRG).44
Even though our approximation is restricted to small
values of the interaction U , the model at hand displays a
strong-to-weak duality, which extends also to nonequilib-
rium conditions. It would be interesting to compare our
results with methods tailored to address strong-coupling
limits, such as the hybrid td-NRG/td-DMRG.44
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Appendix A: Solution of the RLM
The non-interacting version of model, where U = 0,
is quadratic and exactly solvable. We present here an
analytical solution in the wide-band limit, which allows
writing the results in closed-form.
1. Single lead
For the non-interacting case, the self-energy matrix of
Eq. (98) is constant in time after the quench at t = 0,
and is given by
Σ(τ) = γ
(
0 1
1 0
)
θ(τ), (A1)
which leads to the following equations for the dressed
Green functions
Grdd†(t, t
′) = grdd†(t, t
′) + γ
∫ ∞
0
dτGrdψ†(t, τ)g
r
dd†(τ − t′),
Grdψ†(t, t
′) = γ
∫ ∞
0
dτGrdd†(t, τ)g
r
ψψ†(τ − t′),
G<dd†(t, t
′) = g<dd†(t, t
′) + γ
∫ ∞
0
dτ
[
G<dψ†(t, τ)g
a
dd†(τ − t′)
+Grdψ†(t, τ)g
<
dd†(τ − t′)
]
,
G<dψ†(t, t
′) = γ
∫ ∞
0
dτ
[
G<dd†(t, τ)g
a
ψψ†(τ − t′)
+Grdd†(t, τ)g
<
ψψ†(τ − t′)
]
. (A2)
This set of equations can be solved in closed analytical
form at zero temperature and in the wide-band limit,
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where the bare Green functions are given by
grdd†(τ) = −iθ(τ), (A3)
gaψψ†(τ) = −iρ0θ(τ)δ(τ), (A4)
g<dd†(τ) =
1
2
, (A5)
g<ψψ†(τ) = iρ0
1
τ + iη
. (A6)
Here, the η in the lesser Green function of the conduction
electrons is a small quantity, which regularizes the func-
tion for short-times, and is cutoff dependent. It is related
to the bandwidth D by η ∝ 1/D, and we will comment
later on its effects on our calculations. Focusing on the
expectation value for 〈ψ†d〉 at time t we arrive at the
solution
〈ψ†d〉(t) = G<dψ†(t, t) = ρ0γE1(Γ0t) +
ρ0γ
[
iπ
2
− E1(−iηΓ0)
]
, (A7)
where Γ0 = πρ0|γ|2. This expression diverges for η → 0.
However, we note that the divergent term is related to
the long-time expectation value 〈ψ†d〉∞. Expanding for
small ηΓ0 we get
iπ
2
− E1(−iηΓ0) = ln (eγηΓ0) +O(ηΓ0) (A8)
with γ = 0.57721 . . . here is Euler’s constant. In order to
make contact with the Lorentzian density-of-states used
throughout this paper, we choose the regularization η ≃
(1.78D)−1, which renders Eq. (A7) as
〈ψ†d〉(t) = ρ0γ
[
ln
(
Γ0
D
)
+ E1(Γ0t)
]
. (A9)
One should note that this expression diverges for t→ 0,
which is also a result of the wide-band limit regulariza-
tion. As the short time dynamics is governed by the
fastest electronic modes, the expression is well regular-
ized only for t≫ 1/D.
2. Two leads
The case of a level connected to two leads held at differ-
ent chemical potentials can be generalized from the single
lead. Considering a quench where at t = 0 the hopping
between the leads and the level is turned on abruptly, the
Green functions for t ≥ t′ ≥ 0 satisfy the following set of
equations
Grdd†(t, t
′) = grdd†(t, t
′) + γ
∫ ∞
0
dτ
[
Gr
dψ†
L
(t, τ) +Gr
dψ†
L
(t, τ)
]
grdd†(τ − t′),
Gr
dψ†α
(t, t′) = γ
∫ ∞
0
dτGrdd†(t, τ)g
r
ψαψ
†
α
(τ − t′),
G<dd†(t, t
′) = g<dd†(t, t
′) + γ
∫ ∞
0
dτ
[
G<
dψ†
L
(t, τ) +G<
dψ†
R
(t, τ)
]
gadd†(τ − t′) +
+
∫ ∞
0
dτ
[
Gr
dψ†
L
(t, τ) +Gr
dψ†
R
(t, τ)
]
g<dd†(τ − t′),
G<
dψ†α
(t, t′) = γ
∫ ∞
0
dτ
[
G<dd†(t, τ)g
a
ψαψ
†
α
(τ − t′) +Grdd†(t, τ)g<ψαψ†α(τ − t
′)
]
, (A10)
with α = L,R the different leads. The current is given by
Eq. (110), and for a symmetric setup µL = −µR = V/2,
at resonance, it suffices to calculate the imaginary part
of 〈ψ†Ld〉 at time t.
Restricting attention to zero temperature, and employ-
ing the wide-band limit, the current can be calculated in
closed analytical form. The bare Green functions for the
level are the same as in the singlel lead setup and are
given by Eqs (A3) and (A5). This also holds for the bare
retarded and advanced functions pertaining to the leads,
which are identical for both leads and are still given by
Eq. (A4). Introducing chemical potential to the leads
changes only the bare lesser Green function of the lead
α, which reads
g<
ψαψ
†
α
(τ) = iρ0e
−iµατ
1
τ + iη
, (A11)
with µα the chemical potential.
Solving the equations for t = t′ > 0, assuming a sym-
metric setup at resonance, we find that the current is
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given at this limit by
I(t) = 2G0Γ¯0
[
tan−1
(
V
2Γ¯0
)
+
Im
{
E1
(
Γ¯0t+ i
V
2
t
)}]
, (A12)
with Γ¯0 = 2πρ0|γ|2. Here the regularization of η does not
play a role, as only the real part of 〈ψ†(t)d(t)〉 diverges for
η → 0, while the current depends solely on the imaginary
part.
1 M A Kastner, Rev. Mod. Phys., 64, 849, 1992.
2 D. Goldhaber-Gordon, H. Shtrikman, D. Mahalu,
D. Abusch-Magder, U. Meirav and M.A. Kastner, Nature,
391, 156, 1998.
3 W. G. van der Wiel, S. De Franceschi, T. Fujisawa J.M.
Elzerman, S. Tarucha and L. P. Kouvenhoven, Science,
289, 2105, 2000.
4 P. Schlottmann, Phys. Rev. B, 22, 613–621, Jul 1980.
5 P. Schlottmann, Phys. Rev. B, 25, 4815–4827, Apr 1982.
6 C. Karrasch, S. Andergassen, M. Pletyukhov, D. Schuricht,
L. Borda, V. Meden and H. Schoeller, Europhys. Lett., 90,
30003, 2010.
7 S. Andergassen, M. Pletyukhov, D. Schuricht, H. Schoeller,
and L. Borda, Phys. Rev. B, 83, 205103, 2011.
8 C. Karrasch, M. Pletyukhov, L. Borda and V. Meden,
Phys. Rev. B 81, 125122 (2010).
9 D. Bohr and P. Schmitteckert, Phys. Rev. B 75, 241103
(2007).
10 P. Schlottmann, Journal of Magnetism and Magnetic Ma-
terials, 7, no. 1-4, 72, 1978.
11 V.M. Filyov and P.B. Wiegmann, Physics Letters A, 76,
no. 3-4, 283– 286, 1980.
12 P. Mehta and N. Andrei, Phys. Rev. Lett., 96, 216802,
2006.
13 E. Boulat and H. Saleur, Phys. Rev. B, 77, 033409, Jan
2008.
14 E. Boulat, H. Saleur, and P. Schmitteckert, Phys. Rev.
Lett., 101, 140601, 2008.
15 Peter Schmitteckert, Phys. Rev. B, 70, 121302(R), 2004.
16 A J Daley, C Kollath, U Schollwo¨ck, and G Vidal, J. Stat.
Mech.: Theor. Exp., p. P04005, 2004.
17 Ulrich Schollwo¨ck, Annals of Physics, 326, no. 1, 96 – 192,
2011.
18 A. Schiller and N. Andrei, “Strong-to-weak-coupling du-
ality in the nonequilibrium interacting resonant-level
model”, 2007. arXiv:0710.0249v1
19 L. Borda and A. Zawadowski, Phys. Rev. B, 81, no. 15,
153303, Apr 2010.
20 L. P. Kadanoff and G. Baym, Quantum Statistical Mechan-
ics, Benjamin, 1962.
21 L. V. Keldysh, Sov. Phys. JETP, 20, 1018, 1965.
22 H. R. Krishna-murthy, J. W. Wilkins, and K. G. Wilson,
Phys. Rev. B, 21, 1003, 1980.
23 R. Bulla, T. A. Costi, and T. Pruschke, Rev. Mod. Phys.,
80, 395, 2008.
24 A. Hewson, A. Oguri, and D. Meyer, Eur. Phys. J. B 40,
177 (2004).
25 A. Jovchev and F. B. Anders, Phys. Rev. B 87, 195112
(2013)
26 G. Baym, Phys. Rev. 127, 1391 (1962).
27 Y. Dubi, J. Chem. Phys. 139, 154710 (2013)
28 L. Borda, A. Schiller and A. Zawadowski, Phys. Rev. B
78, 201301 (2008).
29 See, e.g., Handbook of Mathematical Functions, eds. M.
Abramowitz and I. A. Stegun (Dover, New York, 1972),
Chapter 6.
30 K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975).
31 D. M. Kennes, S. G. Jakobs, C. Karrasch and V. Meden,
Phys. Rev. B 85, 085113 (2012). D. M. Kennes and V.
Meden, Phys. Rev. B 85, 245101.
32 D. C. Langreth, in Linear and Nonlinear Electron Trans-
port in Solids (Plenum Pres, New York, 1976), vol. 17 of
Nato Advanced Study Institute, Series B: Physics, eds. J.
T. Devreese and V. E. van Doren.
33 A. Branscha¨del, G. Schneider and P. Schmitteckert, Ann.
Phys. 522, 657-678 (2010).
34 L. Freton and E. Boulat, Phys. Rev. Lett. 112, 216802
(2014).
35 L. Saminadayar, D. C. Glattli, Y. Jin, and B. Etienne,
Phys. Rev. Lett. 79, 2526 (1997).
36 F. Lefloch, C. Hoffmann, M. Sanquer, and D. Quirion,
Phys. Rev. Lett. 90, 067002 (2003).
37 E. Sela, Y. Oreg, F. von Oppen, and J. Koch, Phys. Rev.
Lett. 97, 086601 (2006).
38 A. Golub, Phys. Rev. B 76, 193307 (2007).
39 A. Branscha¨del, E. Boulat, H. Saleur and P. Schmitteckert,
Phys. Rev. Lett. 105, 146805 (2010).
40 S. T. Carr, D. A. Bagrets and P. Schmitteckert, Phys. Rev.
Lett. 107, 206801 (2011).
41 A. Stan, N. E. Dahlen and R. van Leeuwen, J. Chem. Phys.
130, 224101 (2009).
42 See, e.g., Handbook of Mathematical Functions, eds. M.
Abramowitz and I. A. Stegun (Dover, New York, 1972),
Chapter 5.
43 We employ units in which h¯ = 1.
44 F. Guttge, F. B. Anders, U. Schollwock, E. Eidelstein, and
A. Schiller, Phys. Rev. B 87, 115115 (2013).
