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We prove a Lipschitz regularity result for minimizers of functionals of the cal-
culus of variations of the form
∫

f Duxdx, where f is a continuous convex
function from n into 0+∞, not necessarily depending on the modulus of Du.
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1. INTRODUCTION
In this paper we deal with regularity properties of local minimizers of
functionals of the type ∫

f Dudx (1)
where  is a bounded open set in n (with n ≥ 2 u →  is a weakly dif-
ferentiable function, and f  n → 0+∞ is a continuous convex function.
A function u from the class
W 1 f  =
{
v ∈ W 11
∫

f Dvdx < +∞
}
(2)
is said to be a local minimizer of the functional (1) if∫
suppϕ
f Duxdx ≤
∫
suppϕ
f Dux +Dϕxdx
for every ϕ ∈ W 11 such that suppϕ ⊂⊂ .
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Very anisotropic functionals may have irregular minimizers, as shown
by the examples contained in 16 17 21. On the other hand, condi-
tions on f ensuring regularity for minimizers are known. See for instance
2 4–6 8 9 13–15 18 22–24 26–28 30.
Our assumptions on f read as follows:
• f is even, namely
f −ξ = f ξ (3)
for every ξ ∈ n;
• f is coercive, namely
f ξ ≥ c0ξ2 (4)
for some c0 > 0 and every ξ ∈ n;
• given
lim
ξ→0
f ξ
ξ = 0 (5)
• there exists p ≥ 2 such that
Df ξ λ ≤ pf ξξ λ (6)
for every λ ∈ n and every ξ ∈ n at which f is differentiable;
• f is uniformly convex in n, in the sense that there exists ν > 0 such
that for every ξ λ ∈ n
1
2
f ξ + f λ ≥ f
(
ξ + λ
2
)
+ ν f ξ + λ/2ξ2 + λ2 ξ − λ
2 (7)
Let us make a few comments about the above assumptions. Since f is
convex and satisﬁes (3)–(5), then in particular it is a generalized N-function
in the sense described in [29 31 33.
As far as condition (6) is concerned, it obviously implies that
Df ξ ξ ≤ pf ξ ∀ ξ ∈ n (8)
Inequality (8) is in turn equivalent to the so-called 	2-condition
f 2ξ ≤ σ f ξ (9)
for some constant σ ≥ 2 and every ξ ∈ n. Indeed by (8) it easily follows
that, for every t ≥ 1,
log
(
f tξ
f ξ
)
=
∫ t
1
Df sξ ξ
f sξ ds ≤ p
∫ t
1
ds
s
= p log t
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whence
f tξ ≤ tpf ξ (10)
so that (9) holds with σ = 2p.
Conversely, if (9) is fulﬁlled, then there exists a constant p > 1 such that
Df ξ ξ ≤ f 2ξ − f ξ ≤ σ − 1f ξ (11)
owing to the convexity of f .
Note also that by (10)
f ξ ≤Mξp (12)
where M = maxξ=1 f ξ.
The main result of the paper is the following:
Theorem 1.1. Under assumptions (3)–(7), every local minimizer u of
functional (1) belongs to W 22loc  ∩W 1∞loc . More precisely, there exist pos-
itive constants c = cn ν c0Mp, c˜ = c˜n ν c0Mp, and µ = µnp
such that ∫
BR/2
D2u2 dx ≤ c R−22p−2
∫
BR
1+ f Dudx
and
sup
BR/2
Du2 ≤ c˜
Rµ
∫
BR
1+ f Dudx
for every R > 0 such that BR ⊂⊂ .
Assumptions (3)–(7) allow us to consider functionals satisfying non-
standard growth conditions. Indeed, functionals whose integrand f is
bounded from above and from below by the same function A = Aξ are
usually taken into account in the literature, under the assumption that A
is a radial function from the class 	2 (see for instance 9 18 23).
Here we do not assume any radial-symmetry on f . Moreover, although
(12) holds, we will not impose any condition on the exponent p (see also
19 23 for related results).
Another relevant feature of Theorem 1.1 is that it applies also to non-
smooth even functionals. An example of an integrand for which our state-
ment holds is
f ξ = ξ2 + ξ
p
1+ ξ
n∑
h=1
ξh
Note that the partial derivatives fξiξ of this function are not continuous,
whenever ξ ≡ 0 and ξi = 0 for some 1 ≤ i ≤ n.
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The proof of Theorem 1.1 goes through an approximation argument
which is needed to overcome the lack of smoothness of the integrand f .
Indeed we consider a sequence of functions Fk of class C2n, which con-
verges to f uniformly on compact sets and satisﬁes conditions that are close
to those imposed on f .
The construction of the sequence Fk is the task of Section 2 and is related
to Lemma 2.4 of [11].
In Section 3, techniques from the standard theory of regularity are used
to prove the twice weak differentiability and local Lipschitz regularity of
minimizers of the functionals ∫

FkDvdx
Finally, in Section 4, we conclude by passing to the limit as k → ∞ in
the estimates derived in Section 3.
2. PRELIMINARY RESULTS
In this section we present some technical result that will be used in the
following.
First of all we recall some known features about the difference quotients
of a function.
Let u be a measurable function on  ⊂ n and let es be the sth coor-
dinate unit vector in n. Then for h > 0 the difference quotient of u in the
direction es
	shu =
ux+ hes − ux
h
is deﬁned and measurable in h = x ∈  dx ∂ < h.
As it is well known, many properties of the function u in  hold as well
for 	shu in h. When no confusion arises we will simply write 	hu to denote
	shu.
The ﬁrst result we want to prove is the following
Lemma 2.1. Let f  n → + be a convex function. If 0 ⊂⊂  and
h = h1     hn ∈ n is such that 0 < h < h0 = d0 ∂, then for every
v ∈ W 1floc  we have ∫
0
f &hvdx ≤
∫

f Dvdx
where &hu = 	1h1u     	nhnu ∈ n.
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Proof. Since for s = 1     n we can write
&hvs =
∫ 1
0
Dsvx+ thsesdt
by means of the Jensen inequality we have∫
0
f &hvdx ≤
∫
0
∫ 1
0
f Dvx+ thdt dx
≤
∫ 1
0
∫
0+th
f Dvydy dt ≤
∫

f Dvdx
since 0 + th ⊂⊂ .
By the deﬁnition of (2) it is easy to deduce the corresponding deﬁnitions
for the subspaces W 1floc  and W 1f0 . Moreover we denote by W 1fτ
the functions space deﬁned by{
v ∈ W 11
∫

f τDvdx < +∞
}

which reduces trivially to W 1f  for τ = 1.
In the next result we prove that for some τ > 0 the difference quotient
of u ∈ W 1f is a function of class W 1fτloc and that its composition with a Lip-
schitz continuous function and the product by a regular function preserve
this property.
Lemma 2.2. Let f  n → + be convex and v ∈ W 1f . Fix h0 > 0
small enough and h = h1     hs ∈ n such that 0 < h < h0. Then for
every s ∈ 1     n the following properties hold
(i) 	hsv ∈ W 1fτ1h0, where τ1 = hs/2.
(ii) If ψ →  is a Lipschitz-continuous increasing odd function (so
that ψ0 = 0 and, consequently, ψt ≤ tψ′t), then setting K1 = ψ∞ +
ψ′∞ we have that ψ	hsv ∈ W 1fτ20, where τ2 = τ1/K1.
(iii) Let η be a function of class C10 and ψ as in (ii). Then
by setting K2 = η∞ we have η2ψ	hsv ∈ W 1fτ30, where τ3 =
minτ2/2K22 4K1K2−1.
Proof. Since by our assumptions f is convex, increasing in each direc-
tion, and even we have, by setting τ1 = hs/2,
f Dτ1	hsv = f
(
1
2
Dvx+ hses −
1
2
Dvx
)
≤ 1
2
f Dvx+ hses +
1
2
f Dvx
so that (i) follows.
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Let us set K1 = ψ∞ + ψ′∞. Then by the chain rule for weakly dif-
ferentiable functions we deduce that Dψ	hsv ≤ K1D	hsv and then, if
we set τ2 = τ1/K1,
f τ2Dψ	hsv ≤ f τ1D	hsv
and the assertion follows by (i).
Now let K2 = η∞. Since
Dη2ψ	hsv ≤ η2Dψ	hsv + 2ηDηψ	hsv
setting τ3 = minτ2/2K22 4K1K2−1 and using the convexity of f it
follows that
f τ3Dη2ψ	hsv ≤ f
(
τ2
2
Dψ	hsv +
1
2
Dη
)
≤ 1
2
f τ2Dψ	hsv +
1
2
f Dη
and then (iii) follows by (ii).
We will also need the following result, in which we show that for a regular
function, the uniform convexity condition (7) is equivalent to a condition
that looks more familiar for twice differentiable convex functions:
Lemma 2.3. Let F be a convex function of class C2n. Then F satisﬁes
(7) for every ξ λ ∈ n if and only if the inequality
D2Fξλ λ ≥ ν˜ Fξξ2 λ
2 (13)
holds, where ν˜ = ν˜ν.
Proof. Let us assume ﬁrst that condition (7) holds for F .
For every t > 0 and ξ λ ∈ n we have that
1
2
Fξ + tλ − Fξ + 1
2
Fξ − tλ − Fξ
≥ ν Fξξ + tλ2 + ξ − tλ2 2tλ
2 (14)
Since F is of class C2, by applying the Taylor formula we have
Fξ + tλ = Fξ + tDFξ λ + t
2
2
D2Fξλ λ + ot2 (15)
and
Fξ − tλ = Fξ − tDFξ λ + t
2
2
D2Fξλ λ + ot2 (16)
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so that, by adding up (15), (16) and by (14) we obtain
t2
2
D2Fξλ λ + ot2 ≥ 4νt2 Fξξ + tλ2 + ξ − tλ2 λ
2
and ﬁnally, dividing by t2 and letting t → 0 we easily get (13).
Conversely, let us assume that (13) holds. We set, for every XY ∈ n,
ht = FX + tY −X
Then we have
h′t = DFX + tY −X Y −X
h′′t = D2FX + tY −X · Y −X Y −X (17)
h0 = h1 − h′1 +
∫ 1
0
th′′tdt
and then by (17)
FX = FY  − DFY  Y −X
+
∫ 1
0
tD2FX + tY −X · Y −X Y −Xdt (18)
Now let ξ λ ∈ n. We consider (18), once with X = ξ and then with
X = λ; we add up the two equations and by (13) we easily get
Fξ + Fλ = 2FY  +
∫ 1
0
tD2Fξ + tY − ξ · Y − ξ Y − ξ
+ D2Fλ+ tY − λ · Y − λ Y − λdt
≥ 2FY  + ν˜
∫ 1
0
t
[
Fξ + tY − ξ
ξ + tY − ξ2 Y − ξ
2
+ Fλ+ tY − λλ+ tY − λ2 Y − λ
2
]
dt
Now we set Y = ξ+λ2 . Since in this case, as one can easily show, ξ + t×Y − ξ2 ≤ 2ξ2 + λ2 and λ+ tY − λ2 ≤ 2ξ2 + λ2, we deduce
that
Fξ + Fλ ≥ 2F
(
ξ + λ
2
)
+ ν˜ξ − λ
2
8ξ2 + λ2
∫ 1
0
tFξ + tY − ξ
+Fλ+ tY − λdt (19)
Now, if we set gt = tFξ + tY − ξ + Fλ + tY − λ, we observe
that g turns out to be a convex function for t ∈ 0 1 since
g′′t = tD2Fξ + tY − ξ · Y − ξ Y − ξ
+ D2Fλ+ tY − λ · Y − λ Y − λ ≥ 0
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and then, by means of Jensen inequality and (19), we deduce
Fξ + Fλ ≥ 2F
(
ξ + λ
2
)
+ ν˜ξ − λ
2
8ξ2 + λ2g
(
1
2
)

Finally, by the deﬁnition of g and since F is convex,
g
(
1
2
)
= 1
2
F
(
ξ + 1
2
Y − ξ
)
+ 1
2
F
(
λ+ 1
2
Y − λ
)
≥ F
(
ξ
2
+ Y − ξ
4
+ λ
2
+ Y − λ
4
)
= F
(
ξ + λ
2
)

Hence we can conclude that
1
2
Fξ + Fλ ≥ F
(
ξ + λ
2
)
+ ν˜
16
F
(
ξ+λ
2
)
ξ2 + λ2 ξ − λ
2
Let ρξ = ρξ be a standard radially symmetric molliﬁer, such that
suppρ = B10,
∫
B1
ρξdξ = 1. Moreover, for 0 < ε ≤ 1/4, let us intro-
duce a sequence of regularizations of f ,
f εξ = ρε ∗ f ξ =
∫
B1
ρωf ξ + εωdω (20)
where ρεξ = ε−nρξ/ε.
In the next result we prove that such functions are characterized by the
properties discussed in Section 1.
Lemma 2.4. The functions f ε deﬁned by (20) converge to f as ε → 0,
uniformly on compact subsets of n (as it is well known) and satisfy the
conditions
f εξ ≥ c′0ξ2 (21)
f ε2ξ ≤ 2n+pf εξ (22)
f εξ ≤M
(
ξ + 1
4
)
if ξ ≤ 3
4
 (23)
Dfεξ λ ≤ pMλ if ξ ≤ 3
4
 (24)
Dfεξ λ ≤ p f
εξ
ξ − 1/4 λ if ξ ≥
3
4
(25)
D2f εξ · λ λ ≥ 2ν f
εξ
ξ2 + 1/16 λ
2 (26)
where c′0 depends only on c0.
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Proof. By (4) we have
f εξ ≥ c0
∫
B1
ρωξ + εω2 dω
≥ c0
∫
B1\B1/2∩ξω≥0
ρωξ2 + ε2ω2 + 2εξωdω
≥ c0
(
ξ2 + ε
2
4
) ∫
B1\B1/2
ρωdω = c′0
(
ξ2 + ε
2
4
)

that is, (21).
By (9), for every ξ ∈ n we have that
f ε2ξ =
∫
B1
ρωf 2ξ + εωdω
≤ 2p
∫
B1
ρωf
(
ξ + ε
2
ω
)
dω
= 2n+p
∫
B1/2
ρ2ωf ξ + εωdω ≤ 2n+pf εξ
since ρ decreases.
Now we observe that, by the convexity of f ,
f ξ ≤Mξ for every ξ ≤ 1 (27)
and by (6)
Df ξ λ ≤ pMλ for every ξ ≤ 1 (28)
Then, if ξ ≤ 3/4, (23) follows by (27), while (28) leads to
Dfεξ λ ≤ pMλ
that is, (24).
If ξ ≥ 3/4, since ε ≤ 1/4 we have by (6)
Dfεξ λ =
∫
B1
ρωDf ξ + εω λdω
≤ p
∫
B1
ρωf ξ + εωξ − εω λdω
≤ p f
εξ
ξ − 1/4 λ
Furthermore it is easy to show again that (25), for λ = ξ, implies that
f εtξ ≤ tpf εξ ∀ t ≥ 1 (29)
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Finally, by (7) it follows that
1
2
f εξ + f ελ = 1
2
∫
B1
ρωf ξ + εω + f λ+ εωdω
≥
∫
B1
ρω
[
f
(
ξ + λ
2
+ εω
)
+ ν ξ − λ
2
ξ + εω2 + λ+ εω2 f
(
ξ + λ
2
+ εω
)]
dω
≥ f ε
(
ξ + λ
2
)
+
∫
B1
ρωνξ − λ2f (ξ + λ/2 + εω)
2ξ2 + 2λ2 + 4ε2 dω
Then we have
1
2
f εξ + f ελ ≥ f ε
(
ξ + λ
2
)
+ νξ − λ
2
2ξ2 + λ2 + 2ε2
∫
B1
ρωf
(
ξ + λ
2
+ εω
)
dω
= f ε
(
ξ + λ
2
)
+ νξ − λ
2
2ξ2 + λ2 + 1/8f
ε
(
ξ + λ
2
)

thus (26) easily follows by applying Lemma 2.3 to f ε.
In the last result of this section, we show that convex functions of class
	2 for which condition (7) holds can be suitably approximated by means of
regular convex functions (namely of class C2) which satisfy conditions that
are similar to (21)    (26) and which behave as ξ2 for large values of ξ.
This result is a suitable modiﬁcation of Lemma 2.4 of [11].
Lemma 2.5. Let F  n → + be a convex function satisfying conditions
(3)    (7).
There exists a sequence Fkk of functions of class C2n such that Fk →
F uniformly on compact subsets of n. Furthermore, for every k ∈  we have
Fkξ ≥ c1
(
ξ2 + 1
48k2
)
 (30)
where c1 > 0 depends only on c0,
Fk2ξ ≤ σ1Fkξ (31)
with σ1 = σ1np > 2;
DFkξ λ ≤ pMλ if ξ ≤
3
4
 (32)
DFkξ λ ≤ p1
Fkξ
ξ − 1/2 c
2p−1
2 if ξ >
3
4
 (33)
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for every λ ∈ n such that λ ≤ c2, where c2 > 1 is chosen suitably and
p1 = p1c0 pM > 2. Finally
D2Fkξ · λ λ ≥ 2ν1
Fkξ
ξ2 + 1/16k2 λ
2 (34)
with ν1 = ν1ν c0 p > 0.
Proof. By means of Lemma 2.4, in the following we may assume that
F ∈ C2n satisﬁes assumptions (21)   (26).
Let us set
Gkξ = 1− ηkξFξ + c′0ηkξξ2 (35)
The function η in (35) is assumed to be of class C10 and such that
ηkξ = ηξ/k, 0 ≤ ηt ≤ 1, ηt = 0 if t ≤ 1, and ηt = 1 if t ≥ 2.
Of course we have
c′0ξ2 ≤ Gkξ ≤ Fξ
Let us denote by G∗∗k ξ = supG ≤ Gk G is convex the lower convex
envelope of Gk.
For every ξ λ ∈ n we have
c′0
(
2
∣∣∣ξ + λ
2
∣∣∣2 − ξ2) ≤ c′0λ2 ≤ Gkλ
Since the left hand side of this inequality is a convex function of λ, by
taking the supremum among all the convex functions below Gk and then
letting λ→ ξ we easily obtain that G∗∗k ξ ≥ c′0ξ2. Moreover, since when
ξ ≥ 2k we have G∗∗k ξ ≤ Gkξ = c′0ξ2, it follows that
G∗∗k ξ = c′0ξ2 if ξ ≥ 2k
Now we prove that there exists k0 > 1 depending on c0 pM such that
for every ξ ≤ k1/2p and every k ≥ k0
G∗∗k ξ = Fξ (36)
First we observe that for every ξ ∈ n
G∗∗k ξ ≤ Gkξ ≤ Fξ
so that to prove (36) it is sufﬁcient to prove that, for every ξ ≤ k1/2p and
every λ ∈ n,
DFξ λ− ξ + Fξ ≤ Fλ = Gkλ
Namely, since F is convex, if λ ≤ k we have
DFξ λ− ξ + Fξ ≤ Fλ = Gkλ
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Analogously, if λ ≥ k and ξ ≤ 3/4, by (23) and (24) we have
DFξ λ− ξ + Fξ −Gkλ ≤ pMξ − λ +M
(
ξ + 1
4
)
− c′0λ2
≤Mp+ 1+ pλ − c′0kλ
≤Mp
(
p+ 1
kp
+ 1− c
′
0k
Mp
)
λ
and so there exists k1 = k1c0Mp ≥ 1 such that for every k ≥ k1 (36)
holds, provided
M
(
p+ 1
k
+ p
)
≤ c′0k
Finally, if 3/4 ≤ ξ ≤ k1/2p and λ ≥ k, by (25) and (29) we get
DFξ λ− ξ + Fξ −Gkλ
≤ p Fξξ − 14
ξ − λ + Fξ −Gkλ
≤ 2pFξλ + ξ + Fξ −Gkλ
≤ 2pFξ
(
λ + k
1/2p
k
λ
)
+ Fξ λ
k
− c
′
0k
Mk1/2
Fξλ
and then it follows that (36) holds true provided k2 = k2c0 pML is
such that, for every k ≥ k2,
2p
(
1+ 1
k1−1/2p
)
+ 1
k
≤ c
′
0
M
√
k
Then it is enough to set k0 = maxk1 k2, to conclude this part of the
proof.
Now let us deﬁne the functions
Rkξ =
 0 if ξ ≤
k1/2p
2
c′0
(
ξ2 − k1/p4
)
if ξ ≥ k1/2p2 ,
Pkξ = G∗∗k ξ + Rkξ
and
Fkξ = P1/4kk ξ =
∫
B1
ρωPk
(
ξ + 1
4k
ω
)
dω (37)
Since by (36), Pkξ = Fξ if ξ ≤ k1/2p/2, it follows that Fk → F uni-
formly on compact sets.
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To conclude the proof we have to show that Fk satisﬁes (30)    (34) for
every k.
Since Rkξ ≥ 0, by (21) we have
Fkξ ≥ c′0
∫
B1
ρω
∣∣∣∣ξ + 14kω
∣∣∣∣2 dω
≥ c′0
∫
B1\B1/2∩ξω≥0
ρω
(
ξ2 + 1
16k2
ω2
)
dω
≥ c′0
(
ξ2 + 1
48k2
) ∫
B1\B1/2
ρωdω ≥ c1
(
ξ2 + 1
48k2
)

For every ξ ∈ n we have
Rk2ξ ≤ 4c′0ξ2 ≤ 4G∗∗k ξ
Furthermore, if ξ is such that ξ ≥ 2k,
G∗∗k 2ξ = 4c′0ξ2 = 4G∗∗k ξ
so that for every ξ such that ξ ≥ 2k we have
Pk2ξ ≤ 8Pkξ
Let now ξ ≤ k1/2p/2:
G∗∗k 2ξ = F2ξ ≤ 2pFξ = 2pG∗∗k ξ
Finally, if k1/2p/2 ≤ ξ ≤ 2k, let m be the smallest positive integer such
that m ≥ 2k1−1/2p. Then 2mξ ≥ 2k and by the convexity of G∗∗k we have
G∗∗k 2ξ ≤
1
2
G∗∗k 4ξ ≤ · · · ≤
1
2m
G∗∗k 2mξ
= c
′
0
2m
2mξ2 ≤ 4m
2
2m
G∗∗k ξ ≤ 4G∗∗k ξ
that is, for every ξ ∈ n
G∗∗k 2ξ ≤ σ0G∗∗k ξ (38)
where σ0 = 2p = max4 2p. Then (31) easily follows by applying the
same argument used to prove (22) in Lemma 2.4, thus obtaining that σ1 =
2n+p.
By means of (24) it is easy to see that if ξ ≤ 3/4
DFkξ ≤ pM
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For 3/4 ≤ ξ ≤ k1/2p − 1/4k, by (36), (25), and (21) we have
DFkξ λ ≤ p
∫
B1
ρωFξ + 1/4kωξ − 1/2 λdω
+ 2c′0
∫
B1
ρω
∣∣∣∣ξ + 14kω
∣∣∣∣λdω
≤ p+ 2 Fkξξ − 1/2 λ
Furthermore, if ξ ≥ 2k+ 1/4k we easily get
DFkξ λ ≤ 4
Fkξ
ξ − 1/4 λ
2
Finally, for k1/2p − 1/4k ≤ ξ ≤ 2k+ 1/4k, by (38) and (11) it follows that〈
DG∗∗k
(
ξ + 1
4k
ω
)
 λ
〉
=
〈
DG∗∗k
(
ξ + 1
4k
ω
)
 ξ + 1
4k
ω
〉
+
〈
DG∗∗k
(
ξ + 1
4k
ω
)
 λ− ξ − 1
4k
ω
〉
≤ 2p − 2G∗∗k
(
ξ + 1
4k
ω
)
+G∗∗k λ
By the way we will use these estimates in the next section, we may assume
that there exists c2 > 9/8 such that λ ≤ c2. Then we have
G∗∗k λ ≤Mλ2
p−1G
∗∗
k ξ + 1/4kω
c′0
∣∣ξ + 1/4kω∣∣2
≤ 4Mc
2p−2
2
3c′0
G∗∗k ξ + 1/4kω
ξ − 1/4 λ
Since G∗∗k is convex, it follows that it satisﬁes a Lipschitz condition on the
compact subsets of n. In particular by (38) and (11) we may assume that
G∗∗k x+ y −G∗∗k x ≤ 2p − 1Mx2
p−2y, for every x y ∈ E ⊂⊂ n.
By means of this property it is not difﬁcult to show that, for every ξ ∈ n
we have
Fkξ ≤ Fξ + o
(
1
k
)
 (39)
Now, let us set ζ = 1/2kξ+ 1/4kω. Then ζ ≤ 9/8 and by convexity
it is easy to see that
G∗∗k ζ ≤
9
8
G∗∗k ξ + 1/4kω
ξ − 1/4 ≤
G∗∗k ξ + 1/4kω
ξ − 1/4 c2
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and
G∗∗k
(
ξ + 1
4k
ω
)
−G∗∗k ζ ≤M2p − 1ζ2
p−2
(
1− 1
2k
)∣∣∣∣ξ + 14kω
∣∣∣∣
≤M2p − 1
(
9
8
)2p−2G∗∗k ξ + 1/4kω
c′0ξ − 1/4
c2
and then, for every ξ λ ∈ n such that λ ≤ c2 and k1/2p − 1/4k ≤ ξ ≤
2k+ 1/4k we have〈
DG∗∗k
(
ξ + 1
4k
ω
)
 λ
〉
≤ 2p − 2
[
G∗∗k
(
ξ + 1
4k
ω
)
−G∗∗k ζ
]
+2p − 2G∗∗k ζ +G∗∗k λ
≤ p0
G∗∗k ξ + 1/4kω
ξ − 1/4 c
2p−1
2 
where
p0 = p0c0 pM =
4M
3c′0
+ M2
p − 22p − 1
c′0
+ 2p − 2
By collecting all the previous estimates we obtain (33) with p1 = p0 + 2.
Last we prove the uniform convexity of the sequence Fk, i.e., (34).
We split the space n in 3 regions, as before.
If ξ ≤ k1/2p/2 − 1/4k then Rkξ + 1/4kω = 0, G∗∗k ξ + 1/4kω =
Fξ + 1/4kω and so, by (26) we have
D2Fkξλ λ ≥ 4ν
Fkξ
ξ2 + 1/16k2 λ
2
For every ξ such that ξ ≥ k1/2p/2 − 1/4k we have〈
D2Rk
(
ξ + 1
4k
ω
)
λ λ
〉
= 2c′0λ2 ≥
Rkξ + 1/4kω
ξ2 + 1/16k2 λ
2
Moreover, if ξ ≥ 2k+ 1/4k,
D2Fkξλ λ = 4c′0λ2 ≥
Fkξ
ξ2 + 1/16k2 λ
2
Finally, if k1/2p/2 − 1/4k ≤ ξ ≤ 2k+ 1/4k we have to show that〈
D2G∗∗k
(
ξ + 1
4k
ω
)
λ λ
〉
≥ ν0
G∗∗k ξ + 1/4kω
ξ2 + 1/16k2 λ
2
for some ν0 > 0 independent of k.
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By Lemma 2.3 this is equivalent to proving that, for every ξ λ ∈ n such
that k1/2p/2 − 1/4k ≤ ξ λ ≤ 2k+ 1/4k,
1
2
[
G∗∗k
(
ξ + 1
4k
ω
)
+G∗∗k
(
λ+ 1
4k
ω
)]
≥ G∗∗k
(
ξ + λ
2
+ 1
4k
ω
)
+ ν0
4
G∗∗k ξ + λ/2 + 1/4kω
ξ2 + λ2 + 1/16k2 ξ − λ
2
Fix ζ = 1/2kξ + λ/2 + 1/4kω, so that ζ ≤ 5/4. By the convexity of
G∗∗k we have
G∗∗k ζ ≤
1
4k
G∗∗k
(
ξ + 1
4k
ω
)
+ 1
4k
G∗∗k
(
λ+ 1
4k
ω
)
and, since G∗∗k ξ ≥ c′0ξ2, by (38) we have
G∗∗k
(
ξ + λ
2
+ 1
4k
ω
)
−G∗∗k ζ ≤ 2p − 1ζ2
p−2
∣∣∣∣ξ + λ2 + 14kω− ζ
∣∣∣∣
≤ 2p − 1
(
1+ 1
4
)2p−2 2k− 1
4k
(∣∣∣∣ξ + 14kω
∣∣∣∣+
∣∣∣∣λ+ 14kω
∣∣∣∣)
≤ ckc0 p
[
G∗∗k
(
ξ + 1
4k
ω
)
+G∗∗k
(
λ+ 1
4k
ω
)]

where
ck =
2p − 1
c′0
(
5
4
)2p−2 2k− 1
4k1+1/2p − 1 
Then we have
G∗∗k
(
ξ + λ
2
+ 1
4k
ω
)[
1+ ν0
4
ξ − λ2
ξ2 + λ2 + 1/16k2
]
≤
(
G∗∗k
(
ξ + λ
2
+ 1
4k
ω
)
−G∗∗k ζ
)[
1+ ν0
4
ξ − λ2
ξ2 + λ2 + 1/16k2
]
+G∗∗k ζ
[
1+ ν0
4
ξ − λ2
ξ2 + λ2 + 1/16k2
]
≤ 1
2
[
G∗∗k
(
ξ + 1
4k
ω
)
+G∗∗k
(
λ+ 1
4k
ω
)]
provided ν0 > 0 is such that for every k ≥ k˜c0 p ≥ 1 large enough we
have (
1+ ν0
2
)[
2p − 1
c′0
(
5
4
)2p−2 2k− 1
4k1+1/2p − 1 +
1
4k
]
≤ 1
2

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3. ESTIMATES FOR MINIMIZERS OF
REGULAR FUNCTIONALS
In this section we deal with the functionals∫

FkDvdx v ∈ W 1Fkloc  (40)
where Fk is the sequence approximating f , according to Lemma 2.5. The
space W 1Fk remains deﬁned in an obvious way (see (2)).
We note that for minimizers vk of functional (40) the usual Euler equation∫
suppϕ
n∑
i=1
DξiFkDvkDiϕdx = 0 (41)
holds for every ϕ ∈ W 1Fk0  such that suppϕ ⊂⊂ .
By means of the properties of functions Fk obtained in Lemma 2.5 we
will prove the following
Theorem 3.1. Let vk ∈ W 1Fkloc  be a local minimizer of functional
(40), where Fk ∈ C2n satisﬁes (30)–(34). Then vk ∈ W 22loc  ∩W 1∞loc .
Moreover there exist two positive constants C C˜ which do not depend of k,
such that the following estimates hold∫
BR/2
D2vk2 dx ≤ C R−22
p−2
∫
BR
1+ FkDvkdx (42)
sup
BR/2
Dvk2 ≤
C˜
Rµ
∫
BR
1+ FkDvkdx (43)
for some µ = µnp > 0 and every R > 0 such that BR ⊂⊂ .
Proof. For our convenience in this section we will denote the functions
Fk and the corresponding minimizers vk respectively by F and v, empha-
sizing in the following the fact that the constants in the estimates that we
will derive do not depend of the index k.
By our assumptions we may assume that v satisﬁes Eq. (41) and that
conditions (32), (33) hold for the integrand function F .
Let ψ ∈ C1 be a non-decreasing odd function such that ψ is convex
in 0+∞ and ψ′t ≤ c in  for some constant c > 0. Since ψ0 = 0 we
easily deduce that
ψt ≤ tψ′t (44)
for every t ∈ . Moreover we ﬁx R > 0 such that BR ⊂⊂ . Let η ∈
C20  be such that 0 ≤ η ≤ 1, η = 1 in BR/2, suppη ⊂ BR, Dη ≤ 2/R,
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D2η ≤ 4/R2. In particular we may assume, without loss of generality, that
R ≤ 1 and Dη ≤ c2 = 2/R (see the proof of Lemma 2.5 above).
Fix an integer s ∈ 1     n and the corresponding coordinate unit vec-
tor es. We take into account Eq. (41), replacing f by F . If v is a function
belonging to the space W 1Floc , by Lemma 2.2 it follows that the function
ϕ = 	−hη2ψ	hv ∈ W 1Floc , for h sufﬁciently small. More precisely, by
Lemma 2.2 there exists a number τ > 0 such that τϕ ∈ W 1Floc  but, since
we will use ϕ as a test function in Eq. (41), τ can be dropped.
If we put such a function in Eq. (41) and integrate by parts we have∫

n∑
i=1
	hFξiDvη2ψ′	hv	hDiv + 2ηDiηψ	hvdx = 0 (45)
It is easy to see that
	hFξiDv =
∫ 1
0
n∑
j=1
Fξiξj Dv + th	hDvdt	hDjv (46)
=
∫ 1
0
d
dxs
FξiDvx+ thesdt (47)
Then, if we set ξth = Dv + th	hDv = tDvx + hes + 1 − tDvx and
λth = Dvx + thes, by using (46) in the ﬁrst integral of formula (45) and
(47) for the second one, after integrating by parts again the latter we have∫

∫ 1
0
η2ψ′	hv
n∑
i j=1
Fξiξj ξth	hDiv	hDjvdt dx
= 2
∫

∫ 1
0
n∑
i=1
FξiλthDsηDiη+ ηDsDiηψ	hv
+ηDiηψ′	hvDs	hvdt dx (48)
Moreover, by using (34) in (48) we get
2ν1
∫

∫ 1
0
η2ψ′	hv
Fξth
ξth2 + 1/16k2
	hDv2 dt dx
≤
∫

∫ 1
0
ψ	hv
〈
DFλthDDsη2
〉
dt dx
+ 2
∫

∫ 1
0
(
η2ψ′	hv
Fλth
λth2 + 1/16k2
	hDv2
)1/2
·
(
ψ′	hvDFλthDη2
λth2 + 1/16k2
Fλth
)1/2
dt dx (49)
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By (44) and inequality ab ≤ εa2 + b2/4ε, where we set ε = ν1, (49) leads to
2ν1
∫

∫ 1
0
η2ψ′	hv
Fξth
ξth2 + 1/16k2
	hDv2 dt dx
− ν1
∫

∫ 1
0
η2ψ′	hv
Fλth
λth2 + 1/16k2
	hDv2 dt dx
≤
∫

∫ 1
0
ψ′	hv	hv
〈
DFλthDDsη2
〉dt dx
+ 1
ν1
∫

∫ 1
0
ψ′	hv
〈
DFλthDη
〉2 λth2 + 1/16k2
Fλth
dt dx
and so
2ν1
∫
BR
∫ 1
0
η2ψ′	hv
Fξth
ξth2 + 1/16k2
	hDv2 dt dx
− ν1
∫
BR
∫ 1
0
η2ψ′	hv
Fλth
λth2 + 1/16k2
	hDv2 dt dx
≤
∫
BR
∫ 1
0
ψ′	hvDFλthDDsη2 	hv dt dx
+ 1
ν1
∫
BR
∫ 1
0
ψ′	hv
λth2 + 1/16k2
Fλth
DFλthDη2 dt dx
≤
4∑
i=1
i (50)
where the integrals i, i = 1     4, are deﬁned below. First of all let
us assume for now that ψt = t, that is, ψ′t = 1. Then for every k =
1 2     by (30)    (33) we have
I1 =
∫
BR
∫ 1
0
χλth≤3/4DFλthDDsη2	hvdt dx
≤ 4pM
R2
∫
BR
∫ 1
0
	hvdt dx ≤
4pM
R2
DvL2BRBR1/2 < +∞ (51)
by setting β = 2p − 1 we have
I2 =
∫
BR
∫ 1
0
χ3/4≤λth≤2k+1/4kDFλthDDsη2	hvdt dx
+
∫
BR
∫ 1
0
χλth≥2k+1/4kDFλthDDsη2	hvdt dx
≤ 4
βp1M
R2β
∫
BR
∫ 1
0
χ3/4≤λth≤2k+1/4k
λthp1
λth − 1/2
	hvdt dx
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+ 4
β+1p1c
′
0
R2β
∫
BR
∫ 1
0
χλth≥2k+1/4k
λth2 + 1/16k2
λth − 1/2
	hvdt dx
≤ 2p14
βM
R2β
(
2k+ 1
4k
)p1
DvL2BRBR1/2
+ 4
βp1c
′
0
kR2β
(
8k2 + 1+ 1+ 4k
2
8k2 + 1− 2k
)
DvL2BRBR1/2 < +∞
I3 =
1
ν1
∫
BR
∫ 1
0
χλth≤3/4
λth2 + 1/16k2
Fλth
DFλthDη2 dt dx
≤ 4p
2M2
ν1c1R
2
∫
BR
∫ 1
0
χλth≤3/4
λth2 + 1/16k2
λth2 + 1/48k2
dt dx
≤ 12p
2M2
ν1c1R
2 BR < +∞
and ﬁnally
I4 =
1
ν1
∫
BR
∫ 1
0
χλth≥3/4
λth2 + 1/16k2
Fλth
DFλthDη2 dt dx
≤ 4
βp21
ν1R
2β
∫
BR
∫ 1
0
χλth≥3/4
λth2 + 1/16k2(λth − 1/2)2 Fλthdt dx
≤ 10p
2
14
β
ν1R
2β
∫
BR
FDvdx < +∞
Thus, since R ≤ 1, by (30) (32), (33), and letting h → 0 in (50) we easily
get, for every s = 1     n,∫
BR/2
DsDv2 dx ≤
c3
R2β
∫
BR
1+ FDvdx < +∞ (52)
where c3 = c3np c0M and β = 22p − 1. Thus by (52) it follows (42).
Now we turn our attention again to inequality (50), assuming ψ′ to not
be constant. Since ψ is Lipschitz-continuous, the right hand side of (50) can
be estimated as we made for I1     I4 above, as 	hu converges to Dsu a.e.
Hence by the dominate convergence theorem we get∫
BR
η2ψ′Dsv
FDv
Dv2 + 1/16k2 DsDv
2 dx
≤ c4
R2β
∫
BR
1+ FDvψ′Dsvdx (53)
It is also remarkable that inequality (53) holds true also for a more gen-
eral ψ; namely if ψ′ is not bounded we can approximate ψ by means of
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a sequence ψr such that ψr = ψ in −r r for every r > 0, while ψr is
extended linearly outside this interval, as a function of class C1 in . If we
insert ψr in the place of ψ in (50), we can easily check that, by means of
the dominate convergence theorem, (53) still holds as we let r →+∞.
For every t > 0, let us introduce the function
@t = 1+
∫ t
0
√
ψ′s F1+ s/DvDv1+ s/Dv2Dv2 + 1/16k2 ds
It is easy to prove that
Dη@Dsv2 ≤ 2Dη2@Dsv2
+ 2σ1η2ψ′Dsv
FDv
Dv2 + 1/16k2 DsDv
2 (54)
and, by means of (31) and (44)
@Dv2 ≤ 2 + 2σ1FDvψ′Dsv (55)
Then by (53), (54), (55), the Sobolev inequality, and recalling that since ψ
is odd, ψ′ turns out to be even, we have( ∫
BR/2
[
@Dsv
]2∗
dx
)2/2∗
≤ c5
R2β
∫
BR
[
1+ FDvψ′Dsv
]
dx (56)
Now for α ≥ 0 and every t ≥ 0 we set ψ′t = t2α. Then
@Dsv2
∗ ≥ 1+ FDv
2∗/2
4Dv2 + 1/64k22∗/2
( ∫ Dsv
0
sα
)2∗
≥ 1+ c12
∗/2−1FDv
Dv2
[ Dv2
4Dv2 + 1/64k2
]2∗/2 Dsv2∗α+1
α+ 12∗
≥ c6α+ 12∗
[
1+ FDvDv2
[ Dv2
Dv2 + 1/64k2
]2∗/2
Dsv2
∗α+1
]

where
c6 = min
{
1
1
4
(c1
4
)2∗/2−1}

Then if Dv ≥ 1 it follows that
@Dsv2
∗ ≥ c6
2α+ 12∗
[
1+ FDvDv2 Dsv
2∗α+1
]

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On the other hand, if Dv ≤ 1, since @t ≥ 1 we have
c6
2α+ 12∗
[
1+ FDvDv2 Dsv
2∗α+1
]
≤ c6
2
[
1+MDv2∗α+1−2]
≤ c61+M
2
@Dsv2
∗
and ﬁnally
@Dsv2
∗ ≥ min
{
1
M + 1 
c6
2
}
1
α+ 12∗
[
1+ FDvDv2 Dsv
2∗α+1
]
for every value of Dv. Then, by using the last inequality in (56) and adding
up over s, we easily obtain( ∫
BR/2
1+ FDvDv2∗α+1−2dx
)2/2∗
≤ c7α+ 1
2
R2β
∫
BR
1+ FDvDv2αdx (57)
Now we introduce the following sequence of numbers
α0 = 0 αi+1 =
2∗
2
αi + 1 − 1 ∀ i ≥ 0
and a sequence of radii
Ri =
R
2
+ R
2i+1

Of course αi ↗ +∞, while R0 = R and Ri ↘ R/2. Moreover Ri − Ri+1 =
R/2i+2.
It is immediate to observe that
αi =
(
2∗
2
)i
− 1 (58)
for every i ≥ 0.
Now let us put αi in the place of α and RiRi+1, respectively, in the place
of R and R2 in (57). Then we obtain( ∫
BRi+1
[
1+ FDvDv2 Dv
2αi+1+1
]
dx
)2/2∗
≤ c74
i+2αi + 12
R2β
∫
BRi
[
1+ FDvDv2 Dv
2αi+1
]
dx (59)
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We set
Ei =
( ∫
BRi
[
1+ FDvDv2 Dv
2αi+1
]
dx
)1/αi+1

Then by iterating inequality (59) we obtain
Ei+1 ≤
[
c74i+2αi + 12
R2β
]1/αi+1
Ei
≤
i∏
j=0
[
c74j+2αj + 12
R2β
]1/αj+1
E0 ≤
c8
Rµ
E0 (60)
where as we can easily check,
c8 = exp
[ ∞∑
j=0
1
αj + 1
log
(
c74
j+2αj + 12
)]
< +∞
Furthermore, by (58) it follows that
µ = µnp =
∞∑
i=0
2β
αi + 1
= 2β2
∗
2∗ − 2
(and in particular, if n > 2, µ = n2p − 2).
Finally, by (4) and by letting i→+∞ in (60) we obtain
sup
BR/2
Dv2 = lim
i→+∞
( ∫
BR/2
Dv2αi+1 dx
)1/αi+1
≤ 1
c1
lim
i→+∞
Ei+1 ≤
c8
c1R
µ
∫
BR
1+ FDvdx < +∞
and this inequality concludes the proof of Theorem 3.1.
4. PROOF OF THEOREM 1.1
In this section we prove the statement of Theorem 1.1, by means of the
results obtained in Sections 2 and 3.
Namely let u ∈ W 1floc  be a local minimizer of functional (1) and R > 0
such that BR ⊂⊂ . We consider the family of Dirichlet problems
min
{ ∫
BR
FkDwdx w ∈ u+W 1FkBR
}
 (61)
For every k, let vk be a solution to such a problem.
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By (43) and (39), for every k ∈  we have
1
C˜
sup
BR/2
Dvk2 ≤
∫
BR
1+ FkDvkdx ≤
∫
BR
1+ FkDvdx
≤
∫
BR
1+ f Dudx+ o
(
1
k
)
BR < +∞
Then, up to a subsequence, Dvk ⇀ Dw in the weak-* topology of L∞,
where w = u on ∂BR. Furthermore for every ρ < R we have
sup
k
(
sup
Bρ
Dvk2
)
< +∞
and then∫
Bρ
f Dwdx≤ liminf
k
∫
Bρ
f Dvkdx
= liminf
k
[∫
Bρ
FkDvkdx+
∫
Bρ
f Dvk−FkDvkdx
]
 (62)
Now since Fk → f uniformly on compact sets and since
sup
Bρ
Dvk2 ≤ cρ
for every k, we deduce that
lim inf
k
∫
Bρ
f Dvk − FkDvkdx = 0
Finally, by (62) and (39) we have that∫
Bρ
f Dwdx ≤ lim inf
k
∫
Bρ
FkDvkdx
≤ lim inf
k
∫
BR
FkDvkdx ≤
∫
BR
f Dudx
so that, by letting ρ→ R we conclude the proof by the minimality of u for
functional (1).
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