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We show that all sequences generated by a set of nonlinear shift registers 
with symmetric feedback functions have minimal periods dividing n(n + 1). 
Here 12 is the number of shift register stages. 
I. INTRODUCTION 
Figure 1 shows a general nonlinear shift register of y1 stages. If the 
contents of the register at a certain time instant are x = (x1 , x2 ,..., x3, 
and the successive contents of the register x’ = (x1’, x2’,..., xn’), then x’ 
is related to x by the recursion formula 
xi 
I 
= xi+1 if i < n, 
x,’ = f(x1 3 x2 ,***, x3. 
(1) 
We will only consider shift registers over the field GF(2) of two elements. 
So xi , xi’, 1 ,( i < n, are restricted to (0, 1). The function f, called the 
feedback function of the shift register, can be any polynomial in the 
p1 variables x1 , x2 ,..., x, over GF(2). Note that x2 = x over GF(2); so there 
are 22” different n stage shift registers. For a general treatment of nonlinear 
shift registers, see [2]. 
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An infinite sequence Z = (a, , a2 , . . .) of binary numbers is generated by 
the shift register in Fig. 1 if and only if, for all t 3 1, 
a n+t = fbt , al+, ,..., a,-,+& (2) 
As there are 2” different initial states of the shift register, each corre- 
sponding to the first y1 bits (a, , a2 ,..., a,) of a sequence, there are 2” 
different sequences generated by an y1 stage shift register. The set of those 
sequences is called the solution space of the recursion equation (2) and 
denoted Q(f). 
It iswell known (see, for instance, [2]) that the sequences satisfying (2) 
are periodic. That is, there exist p, d such that 
a tfD = at if t 3 d. (3) 
p is called a period of 5, and the smallest value ofp for which (3) is satisfied 
for some d is called the minimal period of Z. The sequences are without 
branch points if (3) is satisfied for some p and all t > 1. We will only 
consider shift registers generating sequences without branch points. Such 
registers are called nonsingular. It is proved in [2] that a shift register is 
nonsingular if and only if there exists g such that 
f(Xl 2 x2 ,..-, 4 = Xl 0 & 2 x3 >.", GJ, (4) 
where @ is addition modulo 2, and g is a polynomial in yt - 1 variables. 
Thus, there are 22’-1 nonsingular n stage shift registers. 
A major problem concerning shift registers is the cycle structure of the 
solution space Q(f). That is: How many sequences of each minimal 
period are there in Q(f) ? 
Very little is known about the cycle structure unless the feedback 
function is linear, although it has been determined for a class of shift 
registers closely connected to AN-codes in a recent paper [3] by 
Mykkeltveit. 
In this paper we shall show that if g belongs to a certain set of symmetric 
polynomials, the minimal periods of the shift register sequences are all 
divisors of n(n + 1). First, however, some algebraic properties about 
nonlinear shift registers are needed. 
2. ALGEBRAIC STRUCTURES 
Let I’ = GF(2)[x,, x, ,..., x,]/(xiz @ xi) be the polynomial ring in IE 
variables over GF(2), where we identify xi and xi2, 1 < i < n. 
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Thus, any element in I’ can be written 
The dimension of r as a vector space over GF(2) is 2”. It might at first 
glance seem doubtful to introduce the huge space r in order to analyze 
Q(f). However, the nice algebraic structure of I’ (in particular, f induces 
an algebrahomomorphism S on r) will in some cases enable us to use 
known results from the theory of linear recurring sequences, where the 
cycle structure problems are completely solved (see [5, 71). 
To the shift register defined by (1) (Fig. 1) with feedback polynomial f, 
we associate an algebrahomomorphism S = S(f): I’ + r defined by 
S(xJ = .xi+l if i < n, 
G4 = f(x, 3 x2 ,..A? xn). 
(6) 
S is of course uniquely determined by the value it achieves on the generator 
set x1 , x2 ,..., X, of r. 
THEQREM 1. There is a natural l-1 correspondence between the algebra- 
homomorphisms C$ : r + GF(2) and the recurring sequences ?i satisfying the 
relation (2). Tile correspondence is given by 
S: 4 + Z, , where (Q, = q5(St-1(x,)), 
T: Z + #d, where #J,-(xJ = ai , 1 < i < n. 
Proof. Let 4: r + GF(2) be an algebrahomomorphism. (& denotes 
the tth coordinate of a, t = 1,2, 3,... . Using the fact that both S and 4 
are algebrahomomorphisms, we get 
wn+t Ofmdt 2 G&h+1 ,**.> G&+n-1) 
= 4(~n+t-1w) Of(#(~“-l(x,)>, 4Wx,N,..., mt+“-2(xl)>) 
= @-ys”(x,) @f(Xl )6(x,),..., S”-1(x,)) = 0, 
by (6). Accordingly, Z& satisfies (2) and S(4) = Z, E Q(f). 
If Z is any sequence, then +,-(xi) = ai , 1 < i < n, uniquely defines an 
algebrahomomorphism $d: r + GF(2) because x1 , x2 ,..., x, is a generator 
set of r. 
It is obvious that TS(+)(xJ = +(x2>, 1 < i < n. The algebrahomomor- 
phisms C$ and TS(#) are equal on the generator set x1, x2 ,..., x, of r. 
Hence, TS = I, the identity map. 
Also, (ST(Z))$ = ai if 1 < i < IZ. Both Z and ST(Z) satisfy (2). Two 
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recurring sequences agreeing in n successive coordinates are equal. Hence, 
ST=I. Q.E.D. 
COROLLARY. S(f) = (Cd / $: r -+ GF(2) an algebrahomomorphism). 
THEOREM 2. 6 is an isomorphism if and only if all sequences in Q(f) 
are without branchpoints. That is, there existsgsuch that f (x1 , x2 ,..,, x,) = 
x1 0 g(x, , x3 ,***, xn). 
Proof. 6 is an isomorphism if and only if 6 has an inverse 6-l. Now 
6-l(xJ = xiPl if 2 < i < n. From the equation 6(x,) = f(xl, xp ,..., xn) 
we obtain X, = f(S-l(x,), xl , x2 ,..., x,-~) if and only if 6-l exists. Hence, 
6-l exists if and only if %i(x,) can be explicitly solved from the equation 
X n = f(Wx,), Xl i-.., x,-J. This means there exists g such that x, = 
yxl) 0 g(x, 9 x2 >-*., x,-r). Applying 6 to this equation gives 6(x,) = 
f(x1 > x2 7’**2 &> = Xl Co &2 > x3 >.-.> XJ. Q.E.D. 
Throughout this paper we shall assume that 6 is an isomorphism. As r 
has only finitely many points, there exists an integer p such that P = 1. 
The least integer p such that 9 = I is called the period of 6 and denoted 
p(S). p(6) is equal to the least integer t such that @(x1) = x1 b’ecause every 
element in r is expressible as a polynomial in 6O(x,), Sl(&.., an-I&). 
The least common multiple of the minimal periods of the sequences of 
G(f) is called the period of Szcf) and denoted p(L)(f)). p(Qcf)) is what in 
coding theory is called the block length of the cyclic nonlinear code whose 
code words consist of the p@(f)) first coordinates of the sequences in 
J&f). It follows from the corollary to Theorem 1 that p(Q(f)) is a divisor 
of p(6). We shall in fact prove that p@(f)) = p(6). Thus, we obtain the 
important result that p(Q(f)) can be determined by considering the linear 
operator 6 restricted to the subvectorspace 2’ of r generated by x1 , x2 ,..., 
8~(6)-1(x1). The dimension of f will sometimes be small, so that linear 
shift register theory can be applied to 6 restricted to this vectorspace. 
r is an Artin ring, i.e., it satisfies the descending chain condition for the 
ideals. Any algebra over a field which also is an Artin ring has a unique 
base of orthogonal idempotents [6, pp. 203-2081. Let J be any subset of 
(1, 2,..., n}. Define an element e(J) in r by 
It is obvious that e(J) . e(K) = 0 if J + K. Since there are 2% subsets of 
(1, 2,..., n} and the dimension of r as vectorspace over GF(2) is 2”, 
E = {e(J) 1 J C (1, 2,..., n}> is the unique base of orthogonal idempotents 
0f r. 
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Now, define for each J C {l, 2 ,,.., n>, 
x(J) = n xi . (8) id 
It is readily verified that 
Hence, x(J) = CK3., p(K, J) e(K), where p is the Moebius p-function on 
the lattice of the subsets of {1,2,..., n} ordered by inclusion [4]. p(K, J) = 
C-1) Card(K--I) (see [4, p. 3571). As -1 = 1 in GF(2), it follows that 
x(J) = c e(K). (10) 
K3.l 
Define for each vector a = (a, , a, ,..., a,) a set J, = {i 1 ai = l}. To each 
vector a = (a,, a2 ,..., an) we associate the vector aW = (a1 @ 1, a2 ,..., a& 
called the conjugate of a. J and J- are equal except that 1 is a member of 
exactly one of the sets. 5 defines cycling one step of a vector, a subset of 
11, 2Y.7 n>, or an element of F. That is, ~(a~ , a, ,..., an) = (az ,..., a, , a,), 
a(J) = {i (mod n) + 1 1 i E J}, and &(x1 ,..., xn) = h(x, ,..., x, , x1) if 
h E r. g(J) is equal to g(4 , a3 ,..., a,> if J = Jc~~,~~,...,~,) - 
Any algebrahomomorphism r ---f l-’ maps the base of orthogonal 
idempotents onto itself. 
LEMMA 1 
Proof. 
Accordingly, 
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But 
c xuo 
K3o(.i) - 
?lEK 
Accordingly, 
Now, 49 gh ,..., x,) = 0 if g(L) = 0 and e(L) if g(L) = 1. Since 
g(L) = g(L-), the desired result follows. Q.E.D. 
COROLLARY 1. Ifa=(a,,a, ,..., a,)andb=(a,,a, ,..., a,,f(a, ,..., a,)), 
then e(J,) = S(e(J,>). 
b is the successor of a in the shift register (Fig. 1). We have in the above 
corollary introduced a duality between the states of the shift register and 
the base of orthogonal idempotents of r. A state a corresponds to the 
idempotent e(J,). Successors of the shift register correspond to predecessors 
of idempotents under the mapping 6. 
Proof of Corollary 1. Put a,,, = f(a, ,.. ., a,) = a, @ g(a, ,.I., a,). Then 
But g(Jd = gb, a3 ,..., 4 = al 0 anfl. Hence, %e(Jd) = e(J,d if 
aI - a,+, . But o(b) = a if a, = anil . If al i a,,, , then 6(e(J,,)) = 
e(J,(,+). But in this case a = o(b)-. Q.E.D. 
COROLLARY 2. Let 5 be a sequence satisfying the recurrence relation (2). 
Then the minimal period of Z is equal to the least integer p such that 
@MJc al,. . . ,n,d> = 4Jh1,. . . +$ 
COROLLARY 3. p@(f)) = p(6). 
Proof. We have already mentioned that p(sZcf)) divides p(S). Also, 
since x1 is expressible as a linear combination of the idempotents e(J), 
J c (1, 2,..., n}, it follows from Corollaries 1 and 2 above that p(6) divides 
PGW. Hence, ~(6) = P&W)). Q.E.D. 
3. SHIFT REGISTERS WITH SYMMETRIC FEEDBACKS 
We now consider the case when g (given in (4)) is a symmetric function 
in the M - 1 indeterminates x2 , x3 ,..., x, . It is well known (see, for 
instance, [l, p. 4401) that every symmetric polynomial in the y1 - 1 
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variables x2 ,..., x, can be expressed as a polynomial in the elementary 
symmetric functions S, , S, ,..., S,-, . 
&(x2 ) xg )...) x,) = c Xi,X& ... xq (11) 
2<iil<iz<...<i,<n 
Because h2 = h, for every h E r we obtain 
when g is symmetric. Each polynomial h(x,, x2,. . ., x,) E r can be factorized 
as h(x, ,..., xn) = h,(x, ,..., x,-~) @ h,(x, ,..., x,J * X, . To h we associate 
a new polynomial h E I’ defined by 
&xl ,..., x,) = h,(xz ,..., x3. (13) 
Then 
WI = h(x, ,..., x, , xl) 0 &G ,..., x,1 * & ,..., x,) 
= h(dxN 0 &x> g(x). (14) 
For a symmetric polynomial we obtain 
c &pi, **. Xij+L 0 1 x(,xg, * * * XQ Z&<...<i,=n zy,<...<zj<n 
= S&,(X, )...) L-1) &I 0 &(x2 9.3.) Ll). 
Accordingly, 
2$(x, )...) x,) = Sj&XQ ,...) x,). (15) 
LEMMA 2. Let g, h E I’. Then h is a divisor of g if and only ifhg = g. 
Proof. Suppose h divides g. Then there exists f E r such that hf = g. 
Then hg = h . (hf) = hf = g. If hg = g, then by definition h divides g. 
Q.E.D. 
LEMMA 3. 
w% >. . > x,) . Sj(X, ,.‘., x,) = (j + 1) Sj+,(X, ,**a, 4 o.Pa2 ,.-*, GJ, 
j = 0, 1,. .., n - 2. 
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For each set {il ,..., ij} of integers P E {ir ,..., ii} forj values of r. Accordingly, 
A term xk,xk, *a* xkj+l can be obtained inj + 1 ways as xi 1 
Accordingly, 
a** x~,x,x~,+~ *.* xij. 
c x,xil *.. xij = (j +- 1) Sj+r . Q.E.D. 
T4(i,,...,ij} 
LEMMA 4. If j is an odd number, -j < n - 1, then &(x2 ,..., x,) = 
w2 ,...> 4 * sj--1(x3 > x4 ,“‘, x7x). 
Proof. &(x, ,..., x,) = x&,(x, ,..., xJ @ S,(x, ,..., x,). By Lemma 3, 
Sj = SISj~l if j is odd. Hence, 
THEOREM 3. Let [a] denote the greatest integer less than or equal to a. 
Put 
rh-2) 121 
dx2 ,..., -4 = C akS2k+l(x2 ,..., 4, a7, E 02 11. 
k=O 
Then 
(zjg= 10 
g 
$ J= -1 modn, 
J+ -1 modn. 
Proof. &g is periodic with period n. It therefore suffices to prove the 
theorem for 0 < j < n - 1. an-k is independent of x, . Hence, sg = 0. 
By the symmetry it suffices to prove that jg = g, or equivalently (Lemma 2), 
that ,$ divides g. Now, j = C a,&,(~, ,..., x3, by (15). From Lemma 4 
it follows that 
i? s&c, -.., -%J = c Q-76 m, ,...> x?L> s27& ?...> xn> 
= c aa S2,+&2 Y’.‘: xn> = g- Q.E.D. 
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THEOREM 4. Ifg(x2 ,..., x,) = &?~z”21 +&k+l(~2 ,..., x,), g # 0, 57, , 
then the minimal period of 6 is n(n + 1). 
@+--@- 
FIGURE 2 
Proof. It has already been mentioned that p(6) is the least integer t 
such that 9(x,) = x1 . Now S(xJ = xi+1 if i < n, 6(x,) = x1 @g(x2 ,...; x,), 
and by Theorem 3 and (14), 8(&g) = crj+l( g) @ g if j + -1 mod n and 
6(cr”-lg) = g. Accordingly, 6 restricted to the vectorspace generated by 
syx,), t = 0, I)...) can be realized by the linear shift register shown in 
Fig. 2. (If g = S, , then the register can be reduced to a linear register of 
length IZ equivalent to the lower half of the register in Fig. 2.) The charac- 
teristic polynomial of this shift register is 
(x” @ 1)(x” @ x”-1 0 .a. @I x 0 1) = (x” @ 1) * (xn+l @ 1)/(x @ I), 
and the sequences generated are the elements of G’(x~ @ 1) @ 
!Z?((X~+~ @ 1)/(x @ 1)). (Note that the characteristic polynomial is not equal 
to f. Indeed, it is a polynomial in only one variable.) For a general treat- 
ment of linear shift registers see, for instance, [5, 71. The periods of the 
sequences in the set !Z(X~ @ 1) @ 52(( P+l @ 1)/(x 0 1)) divide n(n + 1). 
Also, if g $ (0, S,}, there exist sequences of minimal period n(?z + 1) 
in this set. Obviously x1 , 6(x,), P(x,),... is a sequence having largest 
possible minimal period. Q.E.D. 
COROLLARY. If g(x2 ,..., x,J = C~~~2)‘2’ akS2k+l(x2 ,..., x3, then all 
recurring sequences satisfying (2) have minimal periods dividing n(n + 1). 
Furthermore, p(Q(x, @ g)) = n(n + 1) if g # (0, S,}, p(!&x,)) = n, and 
p(Q(x, 0 S,)) = n + 1. 
Proof. Immediate from Corollary 3 to Lemma 1 and Theorem 4. 
THEOREM 5. If 
rbzfizi 
Ax, ,..., &J = c %~~27c(x, ,.‘., 4 0 ~2,+1(x, ,-..> &LN, 
?C=O 
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then 
C&g= 10 ; j:= -1 modn, 
g J+ -1 modrz. 
Proof. The proof is similar to the proof of Theorem 3. Using the same 
arguments as in that proof, it suffices to show that g * g = g, or equival- 
ently, j divides g. Now, 
(1 0 &(x2 ,..., x3> d 
= c ad~2,-,(xa >“‘, 4 0 42,(x, >..., &>I . (1 0 x2 CD ux, ,..., .GJ> 
= c a,~~,,-,(% )‘..> xn> 0 s2?& 9..‘, &a> 0 X2~2k-d% ,...> x,> 
0 X,S,k(X3 y.e.9 x,> 0 S22k-dX3 ,..a, x?J 0 ~2,+,(x, >..‘, &J>, 
by Lemma 3. Hence, 
(1 0 mx2 >.‘.> xn>> 6 = c alc~~2,(x, >...f x72> 0 x,s,,-lb, ,...> &> 
CD X2~2,(% Y...Y xn> 0 S2k+lb3 2.“) XT& 
= ~ad&dx, ,..., L> 0 s,,+,(x, ,..., x,>> = g. 
Q.E.D. 
THEOREM 6. If 
r&2)/21 
g(x2 >..-, x,1 = & a7dS2k(x2 - %L) 0 ~2,,,(x2 >..., &J>,g# 1 0 s,, 0, 
then the minimal period of 6 is n(n + 1). 
The proof is identical to the proof of Theorem 4. 
COROLLARY. With g as abooe, all recurring sequences satisfying (2) 
haue minimal periods dividing n(n + 1). Furthermore, p(Q(x, @ g)) = 
n(n f 1) ifg # 1 @ S, , 0 . p(Q(xl @ 1 @ SJ) = n f 1. 
4. MINIMAL PERIODS IN Q(f) 
In the preceding section we proved that p(G(f)) = n(n -t 1) for the 
class of nonlinear shift registers with symmetric feedback functions 
considered. The known cycle structure of the shift register in Fig. 2 was 
used to obtain this result. The shift register in Fig. 2 has 22n states, while 
there are only 2” sequences in Q(f ). Thus, L?(f) has a cycle structure that 
differs from the cycle structure of the shift register in Fig. 2. The questions 
now arise: 
.582a/20/2-3 
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What are the possible minimal periods of the sequences in L?(f) ? 
How many sequences are there of each minimal period? Those problems 
are solved in this section. 
LEMMA 5. Let f = x1 @ g be a feedback polynomial such that 8(&g) = 
g @ cr”+‘g if 0 < i < n - 2, and let p, q be integers such that 0 < p < n, 
O<q<n--1. Then 
0 if q=p-1, 
s~~i-qX1) = x,+I @ a”g @ a-g if q 3P, 
O”fl+q-P g if q<p-2. 
Proof. The proof is by induction on N = pn + q. The lemma is 
obviously true for N = 0. Suppose it is proved for N = t = 
pn + q < n2 + n - 1. We shall show that the lemma is also true for 
t + 1 = p’n f q’. Suppose first that q = n - 1. Thenp’ = p + 1, q’ = 0, 
and q 3 p. Hence, #+l(x,) = S(P(x,)) = 6(x,) @ S(on-ig) @ S(a”-l-pg), 
by the induction hypothesis. S(a “-‘g) = g because the variable x, does 
not appear in a”-lg. Hence, 
Accordingly, the lemma is also true for t + 1 when q = n - 1. 
Suppose now that q < n - 1. Then p’ = p and q’ = q + 1. It follows 
from the induction hypothesis that 
if q=p-1, 
St+l(xl) = S(X,+J @ S(aqg) @ if 4 3p, 
if q <p - 2, 
if q=p-1, 
if 4 >p, 
if q = p - 2, 
if q<p-3, 
if q’ = p’, 
= xq’+l @ aq’g @ 
if q’ >p’ + 1, 
if q’=p’- 1, 
if q’ < p’ - 2. 
Accordingly, the lemma is also true for t + 1 when q < n - 1. It is 
CYCLE STRUCTURE OF NONLINEAR SHIFT REGISTERS 165 
proved by induction that the lemma is true for all N, 0 < N < n2 + IZ - 1. 
Q.E.D. 
We have already seen (corollary to Theorem 1) that all shift register 
sequences are of the type a, , 4: r --+ GF(2) an algebrahomomorphism. 
Let J be any subset of {1,2,..., n>. Define the algebrahomomorphism 
c#~: I’ -+ GF(2) by 
#J(Xi) = 1 if and only if i E J. (16) 
All algebrahomomorphisms r -+ GF(2) are of type (16). If Sj is the 
elementary symmetric function given in (1 I), and / J j denotes the number 
of elements in J, then 
The binominal coefficients mod 2 are easily calculated by using Lucas’ 
theorem. It follows from (17) that if g(x, ,..., XJ is a symmetric polynomial, 
the value of $J(aig) depends only upon whether i + 1 E J or not. Put 
01 = $J(hT) if i+leJ 
P = $J(+) if i+l$J. 
Now, suppose that g = C~~6-2’2)’ u~&+~ . Then 
a = cc% (‘Grll)mod2, 
p = c aj (2j :’ 1) mod 2. 
(18) 
(19) 
It follows from Lucas’ theorem that 
(2k+9 j+ 1 mod2 = jZkj ‘) mod2 
2k -( ) - 2 mod 2, and (2Ff 1) mod 2 = 0. (20) 
If / J I is odd, it follows from (19) and (20) that 
cy. = 0, /3 = c a, (2) :’ 1) mod 2. (21) 
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If 1 J j is even, we obtain from (19) and (20), 
ff=~~j(‘~‘+ll)mod2, p=O. 
In this case only the three possibilities (01, p) = (0, 0), (0, l), or (1, 0), 
depending on the values of (21) and (22), can occur. 
Now, suppose that g = C!~-2’z)’ 3 0 a@‘,,+, @ S,?). Then 
a= a3 
= 3 ‘&lfll) + (I”\; lj/ mod2, 
P= 1% /(2jcil) t (ii’)/ mod2. 
If / J 1 is odd, it follows from (20) and (23) that 
a= c a9 (’ J 121 ‘) mod 2, ,B = 0. 
If / J / is even, we obtain 
a=O, ,8=xaj(‘ii)mod2. 
(23) 
Also in this case, we have the three possibilities (01, ,8) = (0, 0), (0, I), (1, 0), 
depending on the values of (24) and (25). 
As already mentioned, the expressions in (21) (22), (24), and (25) are 
easily determined from Lucas’ theorem. Also, the number of calculations 
needed is small because a and p depend only on 1 J 1. The cycle structure 
of S(f) is therefore determined when we know which periods will appear 
in the three cases (OL, /3) = (0, 0), (0, l), (l,O). This problem is solved in 
the lemma below. First, however, some notations will be needed. Define 
p(J), the period of J, to be the least positive integer i such that aiJ = J. 
Let J* be J regarded as a subset of (1,2,..., n + l}. Put p(J*) = 
(i(modn + 1) + 1 ) ~EJ *I. Then p(J*) is equal to the least positive 
integer i such that piJ* = J*. 
LEMMA 6. Z4J has minimal period p(J) if 01 = ,i3 = 0. G,~ has minimal 
period p(J*) if OL = 1, /3 = 0. ZbJ has minimal period p(J* u (n + 11) if 
a! = 0,p = 1. 
Proof. (a) Suppose that ac = ,8 = 0. Then, by Lemma 5, ~,Gp”+S(x,) = 
+J(~B+l) = 1 if and only if q + 1 E J. Hence, the minimal period of a,,, 
is p(J) in this case. 
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(b) Suppose that o! = 1, /I = 0. Then +J(xa+l) = $J(o*g). It follows 
from Lemma 5 that $JS pn+q(xl) = 1 if and only if q - p + 1 E J, q 2 p, 
or n + 2 + q - p E J, q < p - 2. This is equivalent to +J8(n+1)r+s(~1) = 1 
if and only ifs + 1 E J*, 0 < s < n. Hence, the minimal period of am, is 
p(J*) in this case. 
(c) Suppose that 01 = 0, p = 1. Then (bJ(x,+J # $J(Gcg). It then 
follows from Lemma 5 that $JF+&) = 1 if and only if q = p - 1, or 
q+l-ppJ,q>p,orn+2+q-ppJ,q<p-2.Thisisequiv- 
alent to 4J8r(n+1)+s (x1) = 1 if and only ifs + 1 E J* u {n + l}? 0 < s < PZ. 
Hence, the minimal period of Z,J is p(J* u {n + l}) in this case. Q.E.D. 
COROLLARY. If g = C~(n-z)‘2’ aS 3 0 3 23+1 or g = ~~~op2)‘2’ aj(S2j+, @ S,& 
a E f&x, @ g), then the minimal period of 5 is either a divisor of n or a 
divisor of n + 1. 
5. EPILOGUE 
The methods of analysis introduced in the previous sections will most 
certainly be valuable for analyzing some classes of nonlinear shift registers 
with nonsymmetric feedback functions as well. The great advantage of this 
technique is that the whole space fin(f) is considered instead of individual 
cycles. Also, the relation to the feedback function is introduced in a most 
explicit way. We shall now give an example of another class of shift 
registers analyzable by the methods introduced in this paper. 
A code C of block length n is a set of n-tuples (x1 , x2 ,..., xn). The 
elements of C are called the code words and n the block length. The code 
is cyclic if x E C implies U(X) E C. The distance (Hamming distance) 
between two code words x, y in C is the number of coordinates in which 
x and y disagree, and it is denoted d(x, y). Many examples of codes 
together with bounds on the minimum distance, min d(x, y), x, y E C, 
x # y, are given in the extensive literature on algebraic coding theory. 
THEOREM 7. Let C be a cyclic (not necessarily linear) code of minimum 
distance at least 3. DeJne g(x2 , x3 ,..., x,) = I ifand only if(0, x2 @ l,..., 
x, @ 1) E C or (1, x2 @ l,..., X, @ 1) E C. Then p(Q(x, @ g)) divides 
n(n + 1). Furthermore, ifnone of g and 1 @g are linear, thenp(Q(x, @g)) = 
n(n + 1). 
Proof. We shall prove that 
if lc = -1 mod II, 
if k+ -1 modn. 
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It then follows that 6(ak( g)) = $+I( g) @g, if k + -1 mod n and 
6(on-l( g)) = g. 6 restricted to x1 , S(q), a2(x,),... can then be realized by 
the shift register shown in Fig. 2, which proves the theorem. aleg, k = 0, l,..., 
has period n. o”-l( g) is independent of x,; hence onqg) = 0, giving 
(@-1(g)) * g = 0. Since the code C defining g is cyclic, it obviously 
suffices to show that f . g = g. Now 
&2 >*.., &I> = V 62 0 e2D3 0 4 .-. C-G 0 4. (el,...,en)EC 
V is Boolean or. Both e and e- cannot belong to C because d(e, e-) = 1. 
Hence, 
and it follows that 
Accordingly, 
If e # u(d), then e and o(d) disagree in at least three coordinates. Hence, 
there exists i >, 3 such that di = eiMl @ 1, giving (xi 0 dJ * (xi @ e,J = 0. 
Hence, 
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