Purpose: Positron emission tomography (PET) is playing an increasing role in radiotherapy treatment planning. However, despite progress, robust algorithms for PET and multimodal image segmentation are still lacking, especially if the algorithm were extended to image-guided and adaptive radiotherapy (IGART). This work presents a novel multimodality segmentation algorithm using the Jensen-Rényi divergence (JRD) to evolve the geometric level set contour. The algorithm offers improved noise tolerance which is particularly applicable to segmentation of regions found in PET and cone-beam computed tomography. Methods: A steepest gradient ascent optimization method is used in conjunction with the JRD and a level set active contour to iteratively evolve a contour to partition an image based on statistical divergence of the intensity histograms. The algorithm is evaluated using PET scans of pharyngolaryngeal squamous cell carcinoma with the corresponding histological reference. The multimodality extension of the algorithm is evaluated using 22 PET/CT scans of patients with lung carcinoma and a physical phantom scanned under varying image quality conditions. Results: The average concordance index (CI) of the JRD segmentation of the PET images was 0.56 with an average classification error of 65%. The segmentation of the lung carcinoma images had a maximum diameter relative error of 63%, 19.5%, and 14.8% when using CT, PET, and combined PET/CT images, respectively. The estimated maximal diameters of the gross tumor volume (GTV) showed a high correlation with the macroscopically determined maximal diameters, with a R 2 value of 0.85 and 0.88 using the PET and PET/CT images, respectively. Results from the physical phantom show that the JRD is more robust to image noise compared to mutual information and region growing.
INTRODUCTION
Radiotherapy is an important modality for treating patients with cancer. About 60%-70% of all cancer patients receive irradiation as part of their treatment 1 and this remains the main option for advanced stages of disease. However, geometric and dosimetric uncertainties during fractionated radiotherapy can accumulate daily from tumor regression, soft-tissue deformations, and organ motion. Traditionally, computed tomography (CT) has been the principal modality used for radiotherapy treatment planning. However, several studies have shown inter-and intraobserver variability in manual gross tumor volume (GTV) delineation as high as 700% (Refs. [2] [3] [4] and 80% (Ref. 5) using CT alone, respectively. The inclusion of positron emission tomography (PET) into the treatment planning process has provided improved contrast and increased sensitivity to metabolically active regions of the tumor versus normal background tissue. However, PET suffers from relatively low spatial resolution, variable uptake patterns, and quantum image noise. These properties can drastically influence the intended treatment target.
Even assuming perfect initial target definition, a patient's anatomy as well as the target itself may change drastically during the course of treatment. Tumor regression in the lung on the order of 1.2% of the volume per day was observed in a study by Kupelian et al. 6 using megavoltage CT images. In a study by Barker et al. , an average volume change of 1.8% per day was observed in the head and neck. 7 In the same study, average weight loss of 7.1% of the body mass was observed over the course of treatment. The feasibility of imageguided adaptive radiotherapy (IGART) relies on fast and accurate algorithms that can reduce treatment planning time. 8 Often cone-beam computed tomography (CBCT) or megavoltage computed tomography (MVCT) is used to check the anatomical context of the patient. These modalities tend to suffer from a reduction in contrast and increase in image noise, thus making it difficult to redefine the target boundary accurately.
A large number of automated and semiautomated methods have emerged in the literature attempting to provide consistent interpretation of the tumor boundary. These have included a large number of soft threshold values ranging within 15%-50% of the maximum standardized uptake value (SUV), [9] [10] [11] [12] [13] and a hard value of 2.5 SUV.
14 Further work has produced regression formulas to predict the most appropriate threshold value based on either mean SUV, 15 lesion volume, 16 or signal to background ratio (SBR). 17 However, a few studies have noted that no appropriate threshold value exists that consistently and accurately determines the GTV boundary. 16, 18 This is partially due to inconsistent FDG-PET uptake from patient to patient as well as heterogeneous uptake patterns that are often seen within the tumor regions themselves. More advanced methods such as those using fuzzy hidden Markov chains 19 or Markov random fields 20 have been proposed which make use of stochastic modelling to fit gaussian functions to the intensity distributions, using each voxel's class probability and agreement with surrounding voxels to randomly shuffle it around into other data classes. This process eventually converges, and finally classifies the voxels in the image into a number of hard classes. The information from surrounding voxels is often used to reduce errors produced by image noise. More recently, clustering methods have been receiving considerable attention due to the fact that they are able to approximate the intensity distributions of the segment and background without any knowledge about the shape of the distributions. [21] [22] [23] Another popular method that has often seen commercial implementation is the atlas-based approach that uses the coregistration of a large database of patient scans to produce a probabilistic map of expected uptake values for healthy patients and then uses deviations from this map to determine where abnormal regions lie. 24, 25 While there has been a plethora of work regarding proper PET segmentation, the problem remains a challenging one that has not been satisfactorily resolved using single modality methods. A more thorough review of PET segmentation algorithms can be found in surveys by Zaidi and El Naqa 26 and Sheperd et al. 27 We have adapted an active contour approach due to its ability to define the contour using a continuous function which can intuitively adapt to topological changes such as splitting and merging of multiple regions, as encountered in a heterogenous tumor and to achieve subpixel accuracy. Active contours are a class of methods by which an initialized segment is evolved over time to maximize a chosen energy function. Internal forces specific to the shape of the contour along with external forces from the image itself are both used in this evolutionary process which follows the gradient field of the function. The active contour can be defined explicitly as is the case with snakes 28 where the contour is given by the positions of a set of points, or implicitly as with level sets, 29, 30 where it is represented by the zero level of a scalar function.
Another important facet of our work regards the consideration of complementary information from different modalities to delineate the so-called "biophysical" target. 30 A study by Milker-Zabel et al. 31 showed that with the inclusion of PET, CT, and MRI modalities into the treatment planning process for stereotactic radiotherapy resulted in changes to the target definitions 73% of the time. The challenge with multimodality treatment planning stems from registering patient images that often do not include a high degree of correlating details. The inclusion of hybrid PET/CT imaging devices over the past ten years has greatly aided in reducing interobserver variability in target definition 32, 33 by providing physically registered datasets. The interpretation of visual information from multiple images is another source of variability that may be aided by computer automation. A number of algorithms addressing the issue of multimodality segmentation, particularly with regards to PET/CT segmentation have been recently published. 30, [34] [35] [36] [37] These include a simple region growing method where the user places a seed within the area to be segmented which then begins to absorb surrounding voxels that fall within a given intensity range, growing until it fills the entire connected region. This method has been applied in the context of the lung 34 using PET/CT images but found to produce systematic overestimation of the tumor boundary. Probabilistic classification using a number of textural filters and machine learning techniques trained on a set of previously observed cases has been shown to produce accurate results in the head and neck area. 35 Within the same area of the body, a semiautomated graph-based method has been tested that uses Markov Random Fields to produce globally optimal solutions. 36 Within our own group, we have applied an active contour to the task of PET/CT segmentation with the development of the multivalued level sets segmentation method. 30 This method employed an energy metric based on differences between voxel intensity and the mean intensity values found inside and outside the segment. This approach however, does not account for the spread and shape of individual image intensity distribution reducing each to a single weighting parameter in the algorithm.
The Jensen-Rényi divergence (JRD) is a relatively new generalized information divergence measure whose curvature can change based on a chosen parameter (α). Our implementation relies on a nonparametric approach that makes no assumptions about the underlying distribution. Some studies have observed that the JRD is more robust to image noise than mutual information when applied to registration as long as the weighting parameters are chosen appropriately. 38, 39 Mutual information is a common objective function for registration tasks, and while it is not commonly used for segmentation, it is based on entropy terms which a number of authors have investigated for use in segmentation. [40] [41] [42] [43] The use of entropy based on intensity value histograms (in particular using nonparametric density estimates) is an effective objective for statistically based segmentation. Using the metric, it is possible partition regions with subtle differences in their intensity distribution that may be too difficult to detect with simple average intensity methods or the naked eye. Mutual information also has a similar mathematical formulation to the JRD and hence is used for comparison in this paper. To date the JRD has not been applied as a metric for segmentation using a level set active contour framework. The goals of this work are threefold. First, we show that the JRD can improve noise tolerance when applied to the task of segmentation using PET and CT scans of an inhouse phantom. Second, we evaluate the JRD based level sets method with regards to PET segmentation using PET scans of patients with pharyngolaryngeal squamous cell carcinoma. Third, we demonstrate its application to segmentation of multimodality PET/CT scans of patients with lung carcinoma.
MATERIALS AND METHODS
The implementation and validation of the proposed method is developed in this section starting with a theoretical background of the energy term used in level sets method. Here we present the derived solution to the level sets differential equation using the JRD. The materials and methods for collecting the validation data along with an explanation of the validation metrics is then provided followed by hardware and software specifications of our implementation.
2.A. Theory

2.A.1. Level sets
A level set function φ(u, v, w) is used to implicitly define a contour within our image, where x = (u, v, w) defines a set of 3D cartesian coordinates within the image volume. φ is a scalar function that defines the contour edge by its zero level (φ(u, v, w) = 0).
Let E be a function of a level set. The successive iterations of the minimization/maximization of E using a steepest descent/ascent approach corresponds to a specific evolution of the level set, and hence of its zero level
where JRD(φ) is the Jensen Rényi divergence, ν is a scalar velocity term, dx is an infinitesimally small volume at point x (which is defined by the image resolution), is the set of sampled voxels in the image, |∇H(φ)| is the magnitude of the gradient of the Heaviside function (which forces a smooth boundary) and is defined by Eq. (3), μ is a weighting factor. Following curve evolution theory, evolving the energy function over time is equivalent to finding the derivative over the contour ∂φ ∂t
where C is the contour at the current iteration defined by the zero level (φ(C) = 0) of the level set function
2.A.2. The Jensen Rényi divergence
For estimation of the JRD, we start by defining a set of samples from either outside or inside a contour by x i , i = 1, 2, ...n where n is the sample size and i is the sample index. If we let P = (P(J(x 1 ), ), P(J(x 2 ), )....P(J(x n ), )) be the probability density distribution, where J(x i ) is the intensity value of sample x i , then we can define the Jensen Renyi entropy using Eq. (4),
where J(x) is the feature vector at point x made up of the intensity values of the input images and α defines the curvature of the function. For α ∈ (0, 1) the function is concave, whereas it is neither convex nor concave for α > 1. Choosing an α value of 1 gives back the Shannon entropy. The JRD criterion is defined by the following conditional expectation:
where w 1 ,w 2 are the weighting parameters for the probability distribution functions P 1 and P 2 . P 1 and P 2 in this context are defined by the intensity distributions inside and outside the evolving level set, respectively. R is the domain of feature values represented by J. The set of samples defining these regions is referred to by − for inside the segment and + for outside the segment. The divergence measure changes with the parameter α. For example, when alpha is equal to 0.5, the divergence is proportional to the log of the Bhattacharyya coefficient. When α is chosen to be 1, Renyi entropy reduces to the Shannon entropy [SE in Eq. (6)] and the measure becomes the JensenShannon divergence. This becomes equivalent to mutual information when the weighting parameters w 1 and w 2 are chosen equal to P 1 (J, − ) and P 2 (J, + ) for each sample. 38 The weighting parameters determine the importance of probability
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Mesh plots of the JRD energy space using Bernoulli distributions for P 1 and P 2 . In this context (4) and (6) . In ( distributions P 1 and P 2 which in this case represents the foreground and background. For this work, the weighting parameters were chosen to be 0.5 each. On a continuous basis, α can be seen to change the curvature of the divergence measure as shown in Fig. 1 . Here R covers the domain of possible intensity values. For our implementation, volumes were discretized to 40 levels in order to reduce processing time requirements
The probability distribution functions are defined as follows:
where
where K ψ is the Gaussian kernal used for the Parzen window estimation of the probability density. 44 Here ψ represents the covariance matrix of the feature vector J. This can be calculated directly from the vector J, however this makes the assumption that the data are best represented by two unimodal distributions. Since we want to make no assumptions about the shape of the distributions, every covariance matrix was set to a t × t matrix with every diagonal element equal to 8. Here t is the dimensionality of the feature vector J,
where δ(φ) is approximated by the following:
where is a small number arbitrarily chosen to be 10 −7 . The partial derivatives of the probability densities are
When using p multiple inputs, or in our case multiple images, the vector of intensity values, J simply becomes a p × n vector where each data point is sampled from the same spatial location in the domain of the images. A maximum sample size of 1600 voxels or the total number of voxels in a sample region (whichever is smaller) is used to estimate the probability distribution functions for inside and outside the segment. The samples are randomly taken from the inside of the segment and an equally sized area surrounding it which is created using a distance transform of the contour edge and masking the values within the appropriate distance. The integrals in Eq. (9) can be further simplified if α is chosen to be an integer greater than 1. We encourage the reader to check the Appendix for further details regarding this simplification, which leads to a reduction in processing time.
Unless stated otherwise, the following parameters, (ν = 0, α = 2.5, μ = 0.11), were used during segmentation of PET/CT and PET alone and (ν = 0, α = 0.85, μ = 0.11) for CT alone.
2.B. Datasets and validation
2.B.1. Experimental phantom studies
A physical phantom was constructed in order to evaluate the performance of the algorithm under varying conditions of image quality. This was done by placing a small glass jar with a 64 mm inner diameter with 4 mm thick walls wrapped in a 3 mm thick bolus sheet inside a larger glass jar with an outer diameter of 111 and 7 mm thick walls which is shown in Fig. 2 . Thread seal tape was used to make the larger jar water tight. The phantom was filled with a solution of approximately 950 ml of water with 8.7875 MBq of 18 F-FDG radiotracer for a concentration of 9250 Bq/ml. The inner jar is not sealed allowing the solution to mix inside the phantom producing a 1:1 concentration between the inside and outside of the inner jar. The purpose of this phantom was to have the semiautomated algorithm attempt to segment the boundary of the inner jar without spilling into the surrounding region. The phantom was scanned using a GE Discovery-ST PET/CT scanner (GE Healthcare) and reconstructed into a series of 128 ×128 voxel images with a resolution of 5.4688 mm in the transverse plane and a slice thickness of 3.27 mm using the ordered subset expectation maximization (OSEM) algorithm.
In order to achieve a variety of SNR values, 6 scan times of 4, 6, 9, 15, 62, and 246 s were chosen to produce 6 volumes. The measured SNRs from these scans were 9.1, 9.2, 10.9, 12.6, 17.8, and 26.0 dB using the definition of SNR given by Eq. dard deviation of the signal and background. The signal in this case is the water within the inner jar since it contained the FDG where as the wall of the inner jar and the bolus emitted no signal and was thus considered background. Since the wall and the bolus occupied very little area, the region over the entire volume was used to provide a more accurate calculation of standard deviation. For the CT, μ sig and σ bkg are the mean and standard deviation of the intensity values found in the inner jar wall and using the inner region of water as the background. Transverse slices from these 6 scans are shown in Fig. 3 .
Similarly, the phantom was scanned using onboard cone beam computed tomography (CBCT). The images were all scanned using a voltage of 100 kV but with varying current and pulse width. CBCT scans were evaluated due to their poor contrast and low SNR. The applied scanning parameters along with the resulting SNRs are summarized in Table I .
Approximately 310 ml of Omnipaque 300 (65% iohexol, GE Healthcare Canada, Mississauga ON) was diluted in 640 ml of water for the CBCT scan and the bolus sheet removed. It was observed that the scan contained beam hardening artifacts and an asymmetric distribution of contrast agent. In order to correct for these heterogeneities, the regions of the phantom walls and the space in between were delineated with circles matching the dimensions of the phantom. A quasiideal version of the phantom was generated by uniformly filling these areas with the mean value found in the original scan. A third volume was generated using the voxel-by-voxel ratio of the quasi-ideal phantom to the original scan. This third volume was smoothed using a 3D bilateral filter and then used to rescale the phantom images to remove the inhomogeneity. 
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Markel, Zaidi, and El Naqa: Multimodality segmentation using levels sets and Jensen Renyi 121908-6 This is shown in Fig. 4 . In order to compare the performance of the Jensen Rényi divergence versus using mutual information, two segmentation methods using an active contour but each driven by one of the two divergence measures was used to segment the region surrounded by the inner jar. Additionally, a region growing algorithm was also used to segment the inner jar for comparison. The region growing algorithm was given an intensity difference threshold of half the intensity difference between the water and jar wall values. This was found to produce favorable results in the highest SNR images for both modalities. This was done two-dimensionally over 19 slices from each volume for both PET and CBCT modalities. The performance of each method was measured by the average concordance index (CI) comparing the final segmentation to the known boundary of the inner jar.
2.C. Clinical studies
2.C.1. Louvain database
In addition to phantom studies, we included clinical validation datasets with a known reference from previous studies so that our results could easily be compared to other results reported in the literature. 45 PET scans of a subset of 7 patients with T-III to T-IV pharyngolaryngeal squamous cell carcinoma taken from the Louvain database were used for performance evaluation. 46 Patients were imaged on average five days prior to treatment which entailed a total laryngectomy. A 60 min dynamic 3D PET scan using an injection of 185-370 MBq of 18 F-FDG was performed on the selected patients, while immobilized with a thermoplastic mask. This was done with a ECAT EXACT HR camera (CTI Siemens, Knoxville, TN) and reconstructed using a 3D attenuation-weighted ordered subsets expectation minimization (AW-OSEM) algorithm into images of 128 × 128 voxels at a resolution of 2.1656 × 2.1656 mm in the transverse plane with a slice thickness of 3.125 mm. Following the laryngectomy, resected tissue was placed in a polystyrene cast that was filled with a 16% gelatin solution and cooled to −20
• C or 48 h and −80
• C for a minimum of 72 h. Specimens were cut transversely into 1.7-2 mm slices that were then digitally scanned on both faces using a flatbed scanner. A reference segment of the perceived GTV was manually delineated using the digital scans of the macroscopic specimens and coregistered to the PET volume using a semiautomated rigid transformation using segmented structures as described by Daisne et al. 47 The PET images were segmented following a denoising procedure which consisted of smoothing using a bilateral 3D filter followed by deconvolution using the Landweber algorithm. For the JRD algorithm, segments were initialized using an anisotropic sphere that approximated the size of the GTV and ran for 100 iterations.
2.C.2. MAASTRO database
In order to evaluate the performance with regard to multimodal data, this study included a set of 33 patients with stage Ib-IIIb nonsmall cell lung carcinoma (NSCLC) treated at the Maastro clinic in Maastricht, The Netherlands. Each has received a whole-body PET/CT scan using a Biograph SO-MATOM Sensation 16 with an ECAT ACCEL PET scanner (Siemens, Erlangen, Germany). Patients were injected with an 18 F-FDG tracer following a 6 h fast. The dosage was determine using (weight×4 + 20 MBq). A spiral CT with contrast was performed. The patient was then scanned in 5 min intervals covering 7 sections, beginning 45 min postinjection. The CT scan was used for attenuation correction and the PET data reconstructed using OSEM with eight subsets and four iterations. Of these 33 patients, 22 of which underwent surgical resection of the lung tumor, the maximal diameters of the tumor were measured macroscopically. This was used for comparison against the maximal tumor diameters produced by the JRD segmentation algorithm. The data collection is discussed in more detail in van Baardwijk et al. 
2.C.3. Validation metrics
With regards to the Louvain dataset, contours drawn from the images of the macroscopic specimens were used as a reference and validation was determined by two frequently used similarity metrics; CI and classification error (CE),
Here positive CEs (PCE) is the volume identified as background that is actually part of the tumor and negative CEs (NCE) is the volume identified as tumor that is actually background. V ol is the volume of the histologically derived contours. When defining CI, A, and B are defined as the segmented volume and macroscopically derived volume, respectively.
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Markel, Zaidi, and El Naqa: Multimodality segmentation using levels sets and Jensen Renyi 121908-7 FIG. 5. JRD (α = 1) and mutual information measured for circles of growing radius centered at the inner jar using the CBCT images. The low SNR scan had a SNR value of 32 and the high SNR scan had a value of 36. The peak is clearly preserved using the JRD when applied to the lower SNR image set.
The MAASTRO data were evaluated using the percent error of the maximal tumor diameter defined by Eq. (16),
This was done due to the fact that the binary tumor masks were unavailable, only maximal tumor diameter was used in the original study.
2.C.4. Hardware and implementation
The JRD based level sets method was implemented in Matlab on a laptop with an Intel Core i7-2630QM @2GHz using 16GB of RAM and an NVIDIA GEFORCE GTX 560M with 3 GB of integrated RAM. Each iteration was calculated on the GPU requiring 0.2-0.4 s per iteration using a single modality and 0.4-0.6 s per iteration when using two modalities.
RESULTS
3.A. Phantom studies
Using a slice from each scan that showed the inner jar wall surrounded by the outer jar, binary masks of circles of radii varying from 29 to 36 mm were used to measure the mutual information and Jensen Rényi divergence. Figures 5 and  6 show the mutual information and Jensen Rényi divergence for the different radii using the CBCT and PET scans. The minima for both functions occurs at the wall of the inner jar. The profiles for both divergences are shown for the lowest SNR scan and the highest. The profiles show a distinct difference between the two scans, the minima of the mutual information becomes severely distorted by the decrease in image SNR. This is reflected in the performance of the two algorithms when measured using the average concordance index as shown in Figs. 8 and 9 when applied to the CBCT and PET modalities, respectively. The region growing method showed a drastic decrease in performance for both modalities as noise FIG. 6 . JRD (α = 1) and mutual information measured for circles of growing radius centered at the inner jar using the PET images. The low SNR scan had a SNR value of 9.2 and the high SNR scan had a value of 26. in the image increase. Profiles of the JRD are affected by the choice of alpha value as shown in Fig. 7 . Higher alpha values produce a sharper curve upon approaching the inner jar wall. The tails of the profiles are also increased with increasing alpha, these tails exist due to detection of the outer wall which lies partially adjacent to the bottom of the inner wall as shown in Fig. 4. 
3.B. Clinical PET evaluation: Louvain database
The results from segmenting the PET images from the Louvain dataset are compared against those presented by Zaidi et al., 45 results are reflected with regards to the average classification error where the JRD method had an average CE of 65% to 55% for the FCM-SW. Figure 12 shows the percentage error of the maximum GTV diameter estimation for the JRD-based active contour when using PET, CT, and PET-CT together. The error is shown for each patient and shows a general trend of having the highest error when using CT alone and the lowest when using both modalities in conjunction. The correlation between maximal diameter estimate by the SBR method published by van Baardwijk et al. in 2007 17 showed a R 2 value of 0.82. The same comparison using the results from the JRD based method using the PET image alone is shown in Fig. 13 and using the PET-CT together in Fig. 14 . The estimated maximum diameter by the JRD method shows a higher correlation with the macroscopically determined diameter than the SBR technique when using only PET. This correlation is fur- ther improved when using the PET and CT information together which is not surprising considering the results shown in Fig. 12. 
3.C. Clinical PET/CT evaluation: MAASTRO database
DISCUSSION
Hybrid imaging is becoming increasingly prevalent within radiotherapy clinics with the commercial introduction of PET/CT scanners over ten years ago and more recently with the advent of PET/MRI scanners. Consequently, radiation oncologists are required to consider multiple pieces of visual information when determining treatment targets yet the large majority of commercially available automated and semiautomated segmentation algorithms do not consider more than one modality at a time. Presented in this work is a novel multimodality segmentation algorithm based on the level set active contour method that relies on maximizing the Jensen Rényi divergence between the inside and outside domains of the 
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FIG. 12. The estimation error for the JRD based segmentation method of the GTV compared to the macroscopically determined maximum diameter. The average error was 63%, 19.5%, and 14.8% for the segmentations using CT only, PET only, and PET/CT. Particularly, high errors for cases 4 and 21 were seen when using CT alone due to the small size of the lesions and their proximity to the chest wall causing contour leakage.
contour. The advantage of using this divergence measure is twofold. The first is that when compared to mutual information, the JRD offers an improved robustness to sample variability and hence image noise. This is demonstrated using the phantom scans where not only is the difference in the energy space seen between the two measures, but the effect that this has on the performance for both PET and CT images is demonstrated in Figs. 8 and 9 . The second advantage is that changing the alpha value can alter the energy space of the function and thus its tolerance to noise and the sensitivity of the final solution to subtle changes in intensity distribution.
The algorithm was tested using clinical single and multiple image modalities when performing segmentations. Considering the improved noise tolerance of the JRD and the fact that PET is a modality presenting with a large degree of inherent noise, it was appropriate to compare the segmentation method using PET alone versus other PET segmentation methods. This was done using the results from Zaidi et al. 45 that used data from the Louvain database. The JRD based method did not perform as well as the FCM-SW in regards to both average classification error and average concordance index (Figs. 10 and 11) ; however, this difference was not found to be statistically significant (p = 0.52 for CI and p = 0.16 for FIG. 13 . The correlation of the JRD estimated maximum diameters versus the macroscopically determined maximum GTV diameters using only the PET image. The solid line shows the linear fit to the data, while the dotted line represents the ideal 1 to 1 linear relationship. The JRD based method shows a higher correlation compared to the SBR technique with a R 2 value of 0.85 versus 0.82.
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14. The correlation of the JRD estimated maximum diameters versus the macroscopically determined maximum GTV diameters using both the PET and CT. The incorporation of both modalities shows an improved correlation versus using PET alone.
CE). It should also be noted that the FCM-SW algorithm utilizes both an anisotropic diffusion filter as well as theá trous wavelet transform as additional preprocessing steps, whereas the results for the JRD method as implemented incorporated only the PET intensity values. It may be possible to improve the JRD segmentation results by using the filters adopted by the FCM-SW algorithm since the JRD method can incorporate multiple inputs. The MAASTRO data show that the JRD method can estimate maximum GTV diameter with a better correlation to the macroscopically determined diameters than using the SBR method which relies on fitting the most appropriate threshold to the lesion volume. The segmentation results show that using the PET information results in a higher accuracy than using the CT alone. This result has been observed previously 4, 35 and can be qualitatively seen on the contours shown in Figs. 15(c) and 15(d) , where the CT contours had little contrast to follow when the GTV was connected to the mediastinum or chest wall. This led to leaking and overestimation of the boundary which was the reason for the large errors seen for cases 4, 11, and 21 in the MAASTRO data shown in Fig. 12 . By comparing the trends shown in Figs. 13 and 14 , we see an increase in the adherence to a linear fit from the R-square value but also closer 1:1 linear relationship between the estimated maximum diameters using both PET and CT than with PET alone. This is seen from the slope of the trend lines. The combination of both PET and CT provides the most accurate segmentation, and the highest correlation to the reference, a result that has been previously observed. 35 Results from a 2011 study using the FCM-SW algorithm 23 to estimate maximum tumor diameter using the MAASTRO dataset showed a R-square value of 0.942, much higher than using the JRD with either PET or PET/CT (see Figs. 13 and 14) . The R-squared value of the FCM-S algorithm evaluated in the same study was only 0.81 emphasizing again the improvement made by including the trous wavelet transform. The JRD is a convenient objective function in that it can also be applied to the task of registration as investigated by a number of reports. 38, 39, 48 This may facilitate future work involving the simultaneous segmentation and registration of multimodality images using this metric in order to reduce computation time and improve accuracy of both processes. Such an algorithm would have great application towards IGART where previous plan contours provide a good approximation for initialization.
CONCLUSIONS
This work has presented a novel multimodality segmentation algorithm using the Jensen-Rényi divergence with a level set contour. Using phantom CBCT and PET scans taken at various image quality levels, we demonstrate the improved noise robustness of the proposed objective compared to a traditional information-theoretic similarity measure (mutual information). The solution to the level set differential equation is presented along with clinical data validation using PET scans of 7 patients from the Louvain database with pharyngolaryngeal squamous cell carcinoma and 22 PET/CT scans from patients with lung carcinoma taken from the MAAS-TRO database. The JRD based approach has shown competitive performance compared to existing methods without much added pre-and postprocessing. More importantly, the approach allows for easy application to simultaneous multimodality segmentation as demonstrated in the phantom and clinical results.
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APPENDIX: ALGORITHM SIMPLIFICATION
The integrals of Eq. (9) can be simplified using the following property of convolution theory regarding the integral of two Gaussian functions:
where a and b are offsets, or other data points in the distribution if we are referring to how we will apply this. A and B are the covariance matrices of their respective Gaussian probability functions (G p ). If one chooses an alpha value of 2, this conveniently allows us to take advantage of this property, for example, if we can define
and similarly
We can also definê
and using these definitions we can rewrite Eq. (9) 
This simplification means the processing time of the algorithm increases as O(pn α ) where p is the number of input images and n is the number of samples used to estimate P 1 and P 2 . This is opposed to an increase of O(n p ) which allows the consideration of a larger number of image features/modalities when segmenting. In the general case that alpha is an integer greater than 2, the property of Eq. (A2) can be applied recursively, for example, in the case of the integral of the product of n Gaussian functions
where s is the total number of samples taken from inside and outside the segment and k i is the kth sample of the ith summation. To similarly reduce the number of integrals let us define the following terms: . . .
. . . . . .
. . .
Here the summations with a k n and k n refer to summations of the sample sets from inside and outside the segment. For completeness, . . .
P 312 = (w 1 P 1 (J, − ) + w 2 P 2 (J, + )) α dJ . . .
where x k j ∈ − for j = 1, 2 . . . α − 1
where x k j ∈ − for all j (A13) P 2 andP 32 are equivalent toP 1 andP 31 , under the condition that P 2 , n 2 , and + are substituted for P 1 , n 1 , and − .
Considering these definitions, Eq. (9) 
