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ABSTRACT 
A sufficient condition is given, involving the grade of an ideal as modified by M. 
Hochster, for a system of linear equations with coefficients in a commutative ring to 
possess a solution. 
Let R be a commutative ring with a non-zero identity element, and let E 
be a unitary R-module. Consider the system 
. . . . . . . . . . . . . . . . . . . 
a,,x, + a,,r, + . . . + a,,x” = e,, 
of linear equations, where the aii belong to R and the e, belong 
equations are to be solved in E. Let A = Ijaiill mxn denote the 
coefficients of the system, and let 
alI aI2 -** aI, el 
a21 a22 . . . a2n e2 
B= 
. . . . . . 9 . . . . . . . . . * 
a 7fll a m2 f.. a nLn em 
to E. The 
matrix of 
denote the augmented matrix. Denote by Z the ideal of R generated by the 
n x n minors of A. (If m < n, then Z = 0.) 
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The most familiar case occurs when R is a field, so we begin by looking 
at that. In this situation we have I# 0 if and only if Z = R. Suppose that I # 0. 
Then rankA = n, and the system of equations has at most one solution; it will 
actually possess a solution when all the (n + 1) X (n + 1) minors of the 
augmented matrix vanish. 
Now suppose that R is a general commutative ring. The condition I#0 is 
no longer sufficient to secure either that there is at most one solution, or that 
a solution exists when the (n + 1) X (n + 1) minors of B vanish. The condition 
Z = R will ensure that both these things happen, but this is unnecessarily 
strong. Roughly speaking, we need I to be a large enough ideal. However, 
the size required to ensure uniqueness of a solution is not the same as that 
needed to guarantee existence. In this context, it is the notion of grade that is 
useful in measuring the size of an ideal. We now briefly describe this. 
Elements r r, . . . , rs of R (s > 0) are said to form an R-sequence on E if, for 
1 < i < s, ri is not a zero divisor on the factor module E/(r,E + . . . + ri_ ,E). 
(Conventionally, the sequence of no elements of R is regarded as an 
R-sequence on E.) Let ‘2l be an ideal of R. The upper bound of the lengths of 
all R-sequences on E consisting of elements of % is called the (classical) 
grade of % on E, and is written grR {a; E}. This may be infinite, as, for 
example, when %= R. Now this grade works very well when E is 
Noetherian, but not nearly so well when the Noetherian condition is not 
present. It was M. Hochster who first noticed that, by the adjunction of 
indeterminates, the situation could be restored in the non-Noetherian case. 
Accordingly, let x1, x2, x3,. . . be independent indeterminates over R. For each 
positive integer t, we can form the polynomial module E [x; t] = 
E Lx,, ~2,. . . , x,] over the polynomial ring R [x; t] = R [xl, x2,. . . ,x,1 in the obvi- 
ous manner. We put 
Gr,{%;E}= ~~grR[x:ll{MR[r;t];E[x;t]}, 
and call this the true grade or polynmial grade of 2l on E. True grade and 
classical grade coincide in the Noetherian case, but in general the true grade 
may be larger than the classical grade. Convenient accounts of the theory of 
true grade and classical grade are to be found in section (5.5) of [5] or in 
section 6 of [3]. It is perhaps worthwhile to point out that if % can be 
generated by r elements and %E # E, then Gr, { 2l; E } < r (see [5], Chapter 
5, Theorem 13). 
If one considers the system of homogeneous equations associated with 
our system, then a theorem of N. H. McCoy says that this homogeneous 
system has a non-trivial solution if and only if 0 :E ZZO. In terms of grade, 
this condition is just Gr, { Z;E} =O. (See [5], Chapter 3, Theorem 6 and 
Chapter 5, Lemma 8.) Thus we have uniqueness of a solution for our original 
system if and only if Gr, {I; E } > 1. Note that this assertion would be false if 
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we used classical grade rather than true grade. W. V. Vasconcelos has given 
an example of an ideal generated by two elements a,/3 with zero classical 
grade but positive true grade (see [5], p. 116), so that the system of equations 
Lyx=o, 
px=o 
provides a counterexample. 
Now assume that Gr, { I; E } > 1 and that all the (n + 1) X (n + 1) minors 
of B are zero. It still does not follow that the system of equations has a 
solution. For example, the system 
2x=3, 
4x=6 
has no solution in the ring of integers. However, if Gr, {I; E } > 2, then 
things are much better, as we shall show. 
THEOREM. Suppose that Gr, {I; E } > 2 and that all the (n + 1) X (n + 1) 
minors of B are zero. Then the system of equations has a solution cneces- 
sarily unique). 
Proof. We suppose initially that Z contains an R-sequence a,a’ on E of 
length 2. This means that a is not a zero divisor on E and that a’ is not a zero 
divisor on E/aE. We put 
with obvious notation. Also, for 1 Q I< n, we put 
a,,r . . . f+ . . . I 
q=zri ,‘,, i,. . . . . . . . * . . . . . 
91 ... % ... 
akll . . . ekl * ’ ’ 
uk,l . . ’ uk,n 
. . . . . . . . . 
%J ... Uk_” 
(4,” 1 *’ 1 
ak,n 
7$=X$ ,.., k,. . . . . . . . . . . . . . . . . 
ak, ... ek f-e ak,, 
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where the e’s in the determinants occupy 
Thus nl, r~; E E. Now 
aq;= a'q. 
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the Zth columns in place of a’s 
The proof of this depends on a result concerning minors of matrices, and is 
dealt with at the end. Since a' is not a zero divisor on E/aE, this means that 
v~EuE, say 
for some e; E E. Now, for 1 Q i < m, 
and this is zero because of the hypothesis that the (n + 1) x (n + 1) minors of 
B are zero. Hence 
n 
a 2 aiie; = aei, 
i-1 
so that 
2 aiiel = e, 
i-1 
because a is not a zero divisor on E. Thus the given system of equations has a 
solution. 
The initial assumption of the proof must now be removed. We know that 
Gr, { I; E } > 2, so there exists a positive integer t such that the ideal IR [x; t] 
of the polynomial ring R [x; t] possesses an R [x; t]-sequence of length 2 on 
the module E [XT; t]. The ideal IR [x; t] 1s g enerated by the n X n minors of A, 
so, by what has already been proved, the system of equations will possess a 
solution in E [x; t]. If we equate constant terms, we obtain a solution in E. 
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To complete the proof, it remains to establish that 
for 1 ( 2 < n. This will follow from the following lemma. 
LEMMA. Suppose that all the (n + 1) X (n + 1) minors of the matrix B are 
zero. Then, for arbitrary choices of suffixes, 
%,I . . * ui,n ‘k,l ’ ’ ’ ek, ’ . . ak,n 
. . . . . . . . . . . . . . . . . . . . . . .., . . 
= 
uk,l . . . a,,, ql . . . e,, . . . a,,, 
,......... . . . . . . . . . . . . . . . . . 
akl f.. akn ahI ... ei, -.. ain 
where the e’s in the determinants occupy the lth columns in place of a’s. 
This is a special case of a more general result. Suppose that a matrix X 
with elements in the commutative ring R has (determinantal) rank t, so that 
all its (t + 1) X (t + 1) minors are zero. Then the rank of the compound matrix 
Xc’) is 1. This is easy to see when R is a field, because then X is equivalent to 
the matrix 
When the elements of X belong to a commutative ring, however, we require 
identities which will show that every 2 X 2 minor of XM belongs to the ideal 
generated by the (t+l)x(t+l) minors of X. For the existence of such 
identities, see [4], p. 185. In our case, the situation is only superficially 
different in that one column of the matrix B has elements from a module. 
For convenience, we include a proof of the lemma. 
Proof of the lemma. We consider the left-hand side minus the right- 
hand side and expand the determinants involving i,, . . . ,i, down their lth 
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columns. With self-explanatory notation, this gives 
I- 1 ak,l 
- c (- ly+lqr. . . 
P’1 ak;, 1
. . . . . * . . * . 
’ 
where the columns of e’s in these determinants occur between the columns 
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of a’s with second suffixes 1 and I+ 1; and this then equals 
Z-l ak,l ek, ’ ’ ’ 
ak,n aill . . . ai,, . . . 
c (-1y+l+‘. . . . . . . . . . . . . . . . . . . . , . . . . . 
I*=1 ak,, ek_ .** ak,, akl ... aCP ... 
P 
ak,l . * * ek, akln ‘ill ’ ’ . ‘ilp 
+ 2 (-y+“. * . . . * . . . . . . . . . . . . . . . . . . 
p=1+1 akl ... e,, ahn aL1 ... aGp 
ai,* 
. . 
ahn 
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‘i,n 
* . . . 
aiql 
where ai,,,...,ai p ” occur in the lth columns. We now have repeated columns, 
so the expression is zero, as required. W 
REMARKS. The case n = 1 of the theorem is already known-see [S], 
Chapter 7, Theorem 1, or [3], Proposition 6. The proof given above is an 
adaptation of the proof given in [5] or [3] for the case n = 1. It is only when 
higher values of rr are considered that the connection with the theory of 
linear equations becomes apparent. 
The case n = 1 does in fact describe the grade sensitivity of the Koszul 
complex at the second place from the left (see [5], Appendix C, Theorem 2). 
Professor Eisenbud has informed me that the case of general n can be 
considered in a similar context. Indeed, it provides an application of the 
criterion for the exactness of a complex of finite free modules developed by 
D. A. Buchsbaum and D. Eisenbud (see [5], Appendix B). The specific 
complex to consider is of the type G (f)* d escribed in [l], or, at any rate, its 
first three terms from the left. It seems worth while, however, to make 
available the more elementary proof given here, both because this is how the 
result came to light and also because of possible extensions. It would be 
interesting, for example, to consider the question of the existence of a 
solution in situations where it may not be unique. 
P. Camion, L. S. Levy and H. B. Mann [2] have considered the question 
of the existence of a solution of a system of equations when the coefficients 
belong to a commutative ring, but their results require restrictions on the 
rings considered. The point of the present result is, firstly, that no restriction 
on the ring is required, and, secondly, that it brings out the connection with 
the theory of grade. 
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