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represented by the respective CT values at 4674 vertices (after excluding non-cortical vertices). The main motivation of using NMF is that it can naturally identify vertices developing in a similar manner across both subjects and ages, thus uncovering 71 highly interpretable region-based cortical representations. Meanwhile, the NMF method is purely data-driven, without any 72 ad-hoc assumption on the CT changing patterns of vertices. In other words, we included all longitudinal data of all subjects in a large data matrix in NMF to discover groups of vertices that change in similar manners not only across different subjects, but 74 also across different time points (i.e., along development), thereby leading to our desired cortical developmental regionalization.
75
The solution of W is found following an iterative updating rule (23). Of note, the matrix W signifies a soft vertex-to-region 76 membership, where vertices, especially those on the region boundaries, probably belong to multiple regions. Correspondingly, a 77 hard regionalization can be obtained by assigning each vertex to only one region, which is determined by the maximum weight.
78
Determination of Region Numbers. To find the appropriate region number K for the NMF method, we jointly considered three 79 widely-adopted criteria, i.e., reconstruction error, instability, and silhouette coefficient.
80
Reconstruction Error. Intuitively, an appropriate region number should result in a relatively small reconstruction error. Thus, the 81 Frobenious norm of the difference between the original matrix and the data matrix reconstructed by identified components and 82 coefficients was used to quantify the reconstruction error. Instability. Another view to evaluate the effectiveness of a region number is to consider the stability of the corresponding matrix 84 factorization result (24), as the appropriate region number should be robust to the data. That means, even when only a part of 85 the data is presented, the result should still be relatively consistent with that obtained by using the complete data. To this end,
86
we randomly extracted half of the columns in the data matrix X to form X1, and then extracted the remaining columns in X 87 to form X2. Accordingly, given a region number K, two independent base/component matrices, denoted as W splitting the data samples at each time.
91
Silhouette Coefficient. We also adopted the silhouette coefficient to measure the quality of the regionalization results with respect
92
to each specified region number, as this metric is widely adopted for clustering quality evaluation (25, 26). For each vertex v,
93
silhouette coefficient was measured based on its intra-region dissimilarity a(v) and its dissimilarity with other regions b(v), 
99
Charting Longitudinal Developmental Trajectories. We adopted three parametric models, i.e., the linear, quadratic and sigmoid 100 models, and one non-parametric model, i.e., the generalized additive mixed models (GAMM) (27), to fit the development 101 trajectory of CT in each discovered region. Our motivation to comprehensively test both parametric and non-parametric 102 models is that, CT increases dynamically in the first year and then exhibits region-specific increase or decrease in the second 103 year (4). Therefore, the three parametric models were used to model three different cases, i.e., whether (in the first two years)
104
CT shows 1) a continuous increase (the linear case), 2) an increase first followed by a decrease after attaining a peak (the 105 quadratic case), or 3) an increase first followed by a relative plateau (the sigmoid case). In addition, the non-parametric
106
GAMM was used to handle complex situations more generally in a data-driven way.
107
Let yi(t) be the CT for the i-th subject at time t, we fitted yi(t) in the following four different models: (i) the linear random intercept model yi(t) = t+si+t * si+αi+ei(t); (ii) the quadratic random intercept model yi(t) = t 2 +t+t 2 * si+t * si+si+αi+ei(t);
109
(iii) the sigmoid random intercept model:
Herein, si denotes the sex information (1 for males and 0 for females) of the i-th subject;
111 αi represents the random intercept effect for the i-th subject; f (t) and ∆(t) are two nonparametric functions (27) which were 112 fitted with the cubic splines; and ei(t) denotes the random Gaussian noise for the i-th subject at time t, which are assumed to 113 be independent and identically distributed for i = 1, 2, · · · , n and t > 0. The statistical significances of the fixed effect for all 114 models were assessed through the analysis of variance (ANOVA), and the p-values of the F-statistics are reported in Table S2 .
115
To determine the best-fitted model on our data, the general cross validation (GCV) error (28, 29) was estimated following 116 the way in (30), considering that it is commonly used as a metric for the comparison between nonparametric and parametric 117 models (30). The resulting GCV values of all four models are reported in Table S2 , based on which GAMM was selected as 118 the best model for all of the regions due to the smallest GCV. After that, the first derivative of the best-fitted model was 119 computed to represent the CT development rate. A peak age was estimated by setting the first derivative of the fitted curve to 120 be zero. If CT in a region shows continuous increase without attaining the peak during the first 2 years, we report that no 121 peak has been found in this region. The detailed peak ages are reported in Table S2 . The p-values of the ANOVA F-test to 122 evaluate the significances of the sex difference (summarized in Table S2 ) were calculated by comparing the full model to the 123 reduced model (i.e., ignoring the sex-related covariates) in the GAMM.
124
Statistical Analysis.
To this end, the longitudinal bootstrap sampling (31) on all subjects was repeated 500 times. Based on the resulting 500 127 estimations of the peak age for each region, the 0.95 confidence intervals of all peak ages were computed and reported in Table   128 S2. months. In this way, only 80 scans from 13 subjects are available (i.e., small-sample data). Similar to the peak ages estimated 139 using all data, this small-sample peak ages were also estimated 500 times through longitudinal bootstrap sampling (31).
140
Unpaired Wilcoxon test was performed to evaluate the differences between the estimated peak ages using all the data and that 141 of using the small-sample data, with results (FDR corrected) reported in Table S4 . Second, considering that only a small 142 number of subjects has all scans at both 12, 18 and 24 months, we have also tested that, for each time point, whether infants 143 with follow-up scans at 24 months and infants without follow-up data at 24 months show a distinct group difference of CT.
144
Specifically, we divided all subjects into two groups: 1) those subjects with scans at 24 months and 2) those subjects without 145 scans at 24 months, and applied the unpaired Wilcoxon test to check if there is significant difference between these two groups.
146
The corresponding p-values after FDR correction are reported in Table S5 . significant difference between using all the data and using only the small-sample data. At the region level, most regions do not 158 show significant differences between these two groups as well. According to the significance reported in Table S5 , no significant 159 difference in cortical thickness has been found between infants with follow-up scans at 24 month and infants without follow-up 160 scans at 24 months. This indicates that our estimated peak ages are not biased by the smaller sample size at 24 months. These regions approximately correspond to: 1) perisylvian areas; 2) medial occipital cortex; 3) medial orbitofrontal cortex; 4) medial prefrontal cortex; 5) medial temporal areas and fusiform; 6) temporal pole; 7) precuneus; 8) inferior parietal lobules; 9) middle insula and anterior superior temporal lobe; 10) lateral orbitofrontal and anterior insula; 11) middle and posterior cingulate cortices; 12) dorsal somatosensory area; 13) inferior frontal, triangularis and opercularis; 14) superior parietal lobule; 15) posterior temporal and lateral occipital cortices; 16) sensorimotor areas; and 17) paracentral and superior frontal areas. 
