Background, Machine learning models for repeated measurements are limited. Using topological data analysis (TDA), we present a classi er for repeated measurements which samples from the data space and builds a network graph based on the data topology. When applying this to two case studies, accuracy exceeds alternative models with additional bene ts such as reporting data subsets with high purity along with feature values. Results, For 300 examples of 3 tree species, the accuracy reached 80% after 30 datapoints, which was improved to 90% after increased sampling to 400 datapoints. Using data from 100 examples of each of 6 point processes, the classi er achieved 96.8% accuracy. In both datasets, the TDA classi er outperformed an alternative model. Conclusions, This algorithm and software can be bene cial for repeated measurement data common in biological sciences, as both an accurate classi er and a feature selection tool.
Introduction
Topological data analysis (TDA) is a recently emerging method for analyzing large-scale data using geometry and methods from algebraic topology [1, 2] . By considering topological features of multidimensional data together with various distance metrics imposed on the data, complex relationships within the data can be preserved and jointly considered. This often leads to better results than using standard analytical tools.
There have been several publications in biological research elds which have utilized TDA successfully. These include modeling RNA hairpin folding [3] , Type-2 diabetes (T2D) subgrouping using clinical parameters [4] , and classi cation of breast cancer tumors based on gene expression patterns [5] .
Despite this, TDA software typically allows only singular measurements. That is, data is often input using a single measurement point per sample. Frequently in biological data collection, multiple measurement points are taken per sample. This may occur during sampling over some time interval, or repeated measures which are indicative of sampling from a distribution of events for each individual or sample. In this case, cur-rent methods are insu cient to classify these data accurately, since all measurement points are not considered together and in an informative manner.
To address these issues, we have developed a TDA based algorithm suitable for repeated measurements. This method also contains a classi er built on the network graph generated. This is accomplished using internal cross-validation using multiple bootstraps, and as a result the partitioning is robust against over tting. The end result is a set of subgroupings of the relevant classes which can then be used as a starting point for further investigation into disease mechanisms.
We test this method on two unique data sets. The rst is a simulation of six di erent point processes on a unit square. The second example is data from 3D modeling of various tree species, using laser scanning methods to determine characteristics of tree branches. These branches are then used as an input to the model. We demonstrate the accuracy of this method as compared to an support vector machine (SVM) based classi er as well as determining how the accuracy changes over given sampling rates, with the data available being large.
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Five datapoints in two-dimensional space and the associated simplicial complex. The full simplicial complex is the purple 2-simplex and the three connected 1-simplices drawn here dashed. The boundary matrices are ∂ 1 and ∂ 2 . Homology of this complex in degree 0 is 1 saying that there is one connected component. Homology in degree 1 is 1 indicating the loop created by the dashed 1-simplices.
Background
Topological data analysis arose from the mathematical eld of algebraic topology. It was noted that in a set of data, some geometry might be present in the data distribution, or the data might reside on some topological structure such as a manifold. Even though these shapes are usually quite ideal, and obtaining data experimentally that conform to known mathematical shapes is highly improbable, topology looks at the global connectedness of the data set. Connections between data points correspond to relations in the data and topological methods give insight into this relational structure. Plainly, topological data analysis does not only look at the data points but also how they are globally related. When data is distributed unevenly, for example as a point cloud in some metric space, geometric structures called simplicial complexes derived from the data can yield important information. One computationally simple way to construct a simplicial complex is the r-parameterized Vietoris-Rips construction. One data point is a 0-simplex, or a vertex, k + 1 datapoints pairwise at most distance r apart in the associated metric of data span a k-simplex at scale r. For example, two datapoints create a 2-simplex, or an edge. Simplices put together make simplicial complexes that can contain di erent geometric features of the data such as connected components, or clusters, and holes. Detecting holes in data has gathered interest for example in data base community [6] . Homology is an algebraic method to measure the amount of geometric features of di erent degrees. Homology in degree zero counts the number of clusters, homology in degree 1 counts the number of 1-dimensional loops etc. Computing homology is e ectively matrix computations with so called boundary matrices that contain information on how di erent simplices are connected to each other. See Figure  1 for an example of a simplicial complex and its homology.
Early success of TDA came in [7] where it was discovered that the space of patches of natural images conform to a wellknown geometric object. Another early advance came in [5] where a TDA algorithm called "mapper" was used to nd a new subgroup of breast cancer with excellent survival prognosis. Mapper models data as a network graph by re ning standard clustering algorithms with topological ideas. Namely, global clustering of the data may be ine cient, especially when the data distance metric is not Euclidean. Instead data is partitioned according to some intervals. These intervals are created by using a lter function, meaning a function on data under which each point has exactly one value on some interval of real numbers. Then, local clustering is achieved based on those datapoints which map to the same interval. The clusters make nodes of the data network. Intervals are overlapping by some prede ned amount. Clusters with non-empty intersection of points mapping to the overlap of two adjacent intervals are then joined by an edge. This construction creates a simplicial complex of clusters representing the structure of data under the chosen ltering function. This modi cation to standard clustering gives more insight into the global structure of data as explained above. There are publicly available mapper versions, such as "Python Mapper", which can be used to analyze data in this fashion [8] .
This paper builds upon this foundation by integrating a sampling procedure for the data, as well as adding a machine learning classi er which reports the unbiased accuracy of the underlying model. Important nodes of interest can be detected, which may yield important information about the data space, and relationships to the main outcome.
Data Description
Two datasets were employed for this study. The rst was a simulation of six di erent point processes on the unit square. Point processes have gathered interest in TDA community as case studies, see for example [9, 10, 11] . Let X ∼ PD(k) denote that random variable X follows probability disribution PD with parameter k. In particular, Poisson(λ) denotes the Poisson distribution with event rate λ.
Poisson:
We rst sampled number of events N, where N ∼ Poisson(λ). We then sampled N points from a uniform distribution de ned on the unit square [0, 1] × [0, 1]. Here λ = 400.
Normal:
Again number of events N was sampled from Poisson(λ), λ = 400. We then created N coordinate pairs (x, y), where both x and y are sampled from normal distribution N(µ, σ 2 ) with mean µ and standard deviation σ. Here µ = 0.5 and σ = 0.2.
Matern: Poisson process as above was simulated with event rate κ. Obtained points represent parent points, or cluster centers, on the unit square. For each parent, number of child points N was sampled from Poisson(µ). A disk of radius r centered on each parent point was de ned. Then for each parent the corresponding number of child points N were placed on the disk. Child points were uniformly distributed on the disks. Note that parent points are not part of the actual data set. We set κ=80, µ=5 and r = 0.1.
Thomas:
Thomas process is similar to Matern process except that instead of uniform distributions, child points were sampled from bivariate normal distributions de ned on the disks. The distributions were centered on the parents and had diagonal covariance diag(σ 2 , σ 2 ). Here σ = 0.1.
Baddeley-Silverman:
For this process the unit square was divided into equal size squares with side lengths 1 28 . Then for each tile number of points N was sampled, N ∼ Baddeley-Silverman. Baddeley-Silverman distribution is a discrete distribution de ned on values (0, 1, 10) with probabilities ( 1 10 , 8 9 , 1 90 ). For each tile, associated number of points N were then uniformly distributed on the tile.
Iterated function system (IFS):
We also generated point sets with an iterated function system. For this a discrete distribution is de ned on values (0, 1, 2, 3, 4) with corresponding probabilities 1 3 , 1 6 , 1 6 , 1 6 , 1 6 . We denote this distribution by IFS. Number of points N was then sampled, N ∼ Poisson(λ), 
The second dataset came from Terrestrial Laser Scanning (TLS) of di erent tree species, representing a classi cation problem to correctly assign tree species from collected data. In this study we used data from Silver birch, Scots pine and Norway spruce. The scans were made in the location of Punkaharju in Finland. TLS produces point clouds of tree surfaces in 3D space. These point clouds can contain tens of millions of points and are not very useful for analysing tree data. Method of Quantitative Structural Modelling (QSM) for reconstructing tree models from TLS scans was developed in [12] . This method reconstructs trees by tting cylinders in the point clouds. Reconstructed models make it possible to obtain diverse data from trees. For example, lengths and volumes of individual branches are obtained by summing the lengths and volumes of the cylinders making up the branch. QSMs also contain the topological structure of trees as parent branch-child branch relations. For us branch means only the main stem excluding the child branches as shown in Figure 3 .
Tree structures are ubiquitous in biological organisms. Some recent studies have applied topological data analysis methods on brain arteries [13] and neurons [14] . Biological tree structures are very naturally modelled as tree graphs in 3D space [15, 16] . This however restricts the possibilities to obtain various data from the tree. Our approach is to view trees as point clouds of data and apply our topological analysis methods. As a multiple measurement case, we take one data point in a tree data set to be a branch of the tree with di erent features extracted from the QSM model. Speci cally branch data point had features {branch order (0 for trunk, 1 for branches originating from trunk etc.), branch length in meters, branch 
Methods
The methodology used in this manuscript is an extension of published work in the TDA eld combined with a machine learning approach. Due to this algorithm being created for repeated measurements, it is important to note that the term "sample" refers to one individual or one particular example of, i.e., a tree species, which itself contains many repeated measurement points. Each of these measurements is referred to as a "datapoint".
The algorithm presented here begins by randomly sampling each sample using some number of datapoints, less than or equal to the number of datapoints of the smallest sample included. Thereafter a network graph was constructed, with nodes and edges representing small clusters of datapoints and connections between the clusters. This graph is built up by using the mapper algorithm as previously described. To summarize, mapper begins by simplifying the data space by using a one-dimensional lter function, by which each data point is assigned a value. Then, the range of values for this lter function are separated into overlapping intervals of some arbitrary length. Within these intervals, local clustering is conducted and guided by standard methods. The choice of linkage method here can be changed by the user. Nodes are then examined to see if datapoints occur in two di erent nodes mapping to the overlap of adjacent intervals. When this condition is true, an edge is drawn between the nodes. For purposes of this investigation edges are not necessary, and only the nodes contents themselves are used for analyses. The next step of the algorithm is to add a machine learning on top of the structure. Nodes contain a number of datapoints from each of the samples based on geometry. This node information can be summarized in an n by m matrix where n is the number of samples and m is the number of nodes in the graph, and entries are the number of datapoints in a given node. These are then fed into a classi er, in this case a sparse logistic regression model was used for both binary and multiclass outcomes using the sklearn module SVC. After an unbiased classi cation accuracy was obtained, the last step was to rerun the entire data set, constructing a network graph from which feature selection could then occur based on the resultant classi er.
In order to avoid over tting at any step, careful measures were taken. First, since this method samples from some data space, multiple samplings were conducted and the results were averaged to more accurately represent the sample distribution. Next, cross validation was conducted, as was running multiple classi ers in order to nd the average results so that a particular data partitioning did not result in an over or under estimation of the classi cation accuracy.
The general procedure was to rst determine the sampling rates to use for each data set.
These were [10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 400] for the tree species and [10, 20, 30, 40, 50, 60, 70, 80, 90 ,100] for the point processes data. For each sampling rate in the point process data, 10 runs were conducted of the entire procedure, and the classi cation accuracy would be ultimately averaged for these runs. For tree species, this was increased to 100 runs due to larger variabiliy in the results. Within each run, a network graph was built upon which a cross-validated classi er could be built. The logistic regression model was created using 3fold cross-validation, resulting in an out of sample prediction on each sample in the dataset. The procedure of building a classi er was repeated for an alternative model, namely an SVM model with the optimal kernel. Via testing, this kernel was linear for the tree data and radial basis function (rbf) for the point processes. For alternative accuracy, the model was built on the sampled data as opposed to the network graph to provide the strongest possible alternative model. This also employed 3-fold cross-validation at the sample level, where a sample's out of sample prediction was based on the majority vote of its datapoints in the training SVM. The alternative models were also constructed 10 and 100 times to account for variability on cross-validation sample assignment.
Lastly, a single model to indicate variable importance was conducted on tree species data using the network graphing procedure and 400 sample points. Thereafter, information regarding the node size, average feature values for this node, and node purity were generated. Node purity is described as the proportion of datapoints in the node which belong to the largest class, such that the minimum can be 1/classes, and the maximum is 1. The average feature values for this node was determined by calculating the arithemtic mean of each feature for data in the node, providing a comparive mechanism to examine differences between nodes. This provides information regarding how values in uence the outcome in a more complex manner than obtained with classical methods.
Analyses
The rst set of analyses was to test the algorithm on the two aforementioned datasets. This was setup as a classi cation problem, wherein input data was used to predict the label. In both examples, the lter function used was the rst principle component and the metric was Euclidean distance. The linkage selected was complete linkage. For point processes data, runs testing the TDA model as well as the alternative SVM model were conducted for sampling rates from [10. .400], for both the full six point processes as well as for only normal and poisson point processes. The reason for the latter test was that the SVM appeared to have di culty with the six class problem. The cross-validated accuracies are reported in Figure 6 .
Using six point processes, the TDA accuracy was 60.7% using 10 datapoints, and increased gradually to 96.8% using 100 datapoints. The alternative SVM model began with 33.2% using 10 datapoints, and remained at 33.3% during sampling to 100 datapoints.
Using only the two mentioned point processes, the TDA classi er achieved an accuracy of 99.6% after 30 datapoints, increasing to 99.975% at 100 datapoints of sampling. The alternative SVM model achieved an accuracy of 99.1% with 100 datapoints.
The results of cross-validation for tree species is shown in Figure 7 . The TDA classi er had an accuracy of 76.5% using 10 sampled datapoints, increasing in an asymptotic manner until 400 sampled datapoints and an accuracy of 90.1%. The alternative model had an accuracy of 68.4%, increasing to a maximum of 68.7% using 30 datapoints, thereafter reducing slightly.
The next analysis used node output generated from the software. Table 1 presents the top nodes in the full data model using 400 datapoints, ordered by number of datapoints. The purity, i.e. largest class proportion, gives important information about the suitability of each node as a tool for subgrouping data into unique partitions. The additional columns signify the average values of each feature for the given node. Similarly, this data can be used to nd nodes with certain characteristics which are present in the data which inform the class membership. Ideally, this data can be used on the original dataset to better understand data partitioning and subclusters of various classes.
Discussion
This paper presents a method to analyze data featuring repeated measurements, in order to obtain high classi cation accuracy as well as information regarding features in the data which are important for the outcome of interest. In biological data, repeated measurements are often obtained, for example when sampling the same individual over time, when large amounts of data are sampled at a high frequency, or when blood is sampled and a large number of measurement points are obtained. This algorithm builds on mapper (see above) and extends it into the realm of machine learning.
The sampling procedure demonstrates that often only a relatively small number of samples are required to adequately model the data space in question in order to get high classication accuracy. Our method is both highly accurate on these datasets when compared with other methods, and more informative than regression and more classical statistical techniques. Most importantly, it is able to determine which nodes are most responsible for the accuracy of the nal model, such that important determinations about complex relationships in the data can be extracted.
When using the algorithms, there are a few caveats that need to be taken into consideration. First, the user must be avoid over tting when the user tests a large number of lter functions and/or metrics, and selects the best one. Second, the results can be computationally intensive when the number of points sampled is high, due to runtime scaling to the order of n 2 . This can be remedied partially by reducing the size of the intervals in the underlying algorithm, which could be automatically scaled for larger datasets. Lastly, since this algorithm uses internal cross validation the accuracy reported is based on a number of sub models which is equal to the number of cross validation intervals. The nal model which determines node characteristics includes all samples, therefore may di er slightly from that from the internal data, which should not be confused with the unbiased estimate provided by the cross validated accuracy.
The cross validated accuracy of the TDA based classi ers exceeds the alternative SVM voting classi er in all tests and sampling rates presented. This was consistent despite using only a single metric and lter function for the TDA model, while selecting the best kernel for the SVM based on accuracy.
An interesting note about classi cation accuracies is that with an increased number of classes, the presented algorithm maintains a high accuracy as shown in Figure 6 . For 6 point process, the alternate SVM classi er appears to maintain accuracy with two of the tree species, while confusing the other four species in a consistent basis, leading to the nearly constant 33% cross-validation accuracy.This surprising phenomenon possibly re ects a large variation in the data which does not lead to data organization which is accurately partitioned by a hyperplane. Similarly, a potential explanation for the TDA classi er's high accuracy with more point process classes is that di erences in datapoint location in multi-dimensional space could require tools to tease out clusters based on similar geometry. 
