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vSOMMAIRE
Plusieurs familles de fonctions spéciales de plusieurs variables, appelées fonctions
d’orbites, sont définies dans le contexte des groupes de Weyl de groupes de Lie
simples compacts/d’algèbres de Lie simples. Ces fonctions sont étudiées depuis
près d’un siècle en raison de leur lien avec les caractères des représentations ir-
réductibles des algèbres de Lie simples, mais également de par leurs symétries et
orthogonalités. Nous sommes principalement intéressés par la description des re-
lations d’orthogonalité discrète et des transformations discrètes correspondantes,
transformations qui permettent l’utilisation des fonctions d’orbites dans le traite-
ment de données multidimensionnelles. Cette description est donnée pour les
groupes de Weyl dont les racines ont deux longueurs différentes, en particulier
pour les groupes de rang 2 dans le cas des fonctions d’orbites du type E et pour
les groupes de rang 3 dans le cas de toutes les autres fonctions d’orbites.
MOT CLÉS: transformations discrètes, interpolation, fonctions d’orbites,
polytopes, groupes de Weyl
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SUMMARY
Several families of multivariable special functions, called orbit functions, are de-
fined in the context of Weyl groups of compact simple Lie groups/Lie algebras.
These functions have been studied for almost a century now because of their rela-
tion to characters of irreducible representations of Lie algebras, their symmetries
and orthogonalities. Our main interest is the description of discrete orthogonality
relations and their corresponding discrete transforms which allow the applications
of orbit functions in the processing of multidimensional data. This description is
provided for the Weyl group of different lengths of root, in particular groups of
rank 2 for so-called E−orbit functions and of rank 3 for all the other families of
special functions.
KEYWORDS: discrete transforms, interpolation, orbit functions, poly-
topes, Weyl groups
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Chapter 1
INTRODUCTION
In this work we study infinite families of functions which are related to the Weyl
groups of semisimple Lie algebras/Lie groups. These so-called orbit functions
are complex functions depending on n real variables, where n is the rank of the
underlying Lie algebra. Since they have pertinent mathematical properties and
extensive use in physics they can be considered as special functions [52].
The first two families of orbit functions, C− and S−functions were introduced
in [41] as the contribution to the character of an irreducible representation from
a single Weyl group orbit. In particular, every character can be written as a
linear combination of C−functions, the ratio of S− functions appears in the Weyl
character formula. Working with orbit functions instead of characters brought a
significant simplification of the computation in many problems [40, 41]. In the
case of the Weyl group of A1, the C− and S−functions become, up to a constant,
the common cosine and sine functions. As a generalization of the exponential
function, the family of E−functions was introduced in [51].
By definition, C− and S−functions are (skew-)symmetric with respect to
the Weyl group and E−functions are symmetric with respect to the even Weyl
subgroup. Continuous orthogonality of the functions when integrated over a finite
region F , which is the fundamental domain of the affine Weyl group W aff , is a
corollary of the orthogonality of characters [60]. It is summarized along with the
discrete orthogonality in [43]. It is also well known [52] that orbit functions are
eigenfunctions of the Laplace operator. All these and other pertinent properties
4of orbit functions were reviewed and further developed in a series of papers: [26]
for C−functions, [24] for S−functions and [25] for E−functions.
In [49] the authors studied the correspondence between symmetric and an-
tisymmetric generalizations of sine and cosine functions and the orbit functions
of C2. Two new families, so-called Ss− and Sl−functions, were defined. They
were described for the Weyl group of G2 in [62] and the general definition for all
the Weyl groups with different lengths of roots was introduced in [37]. The main
tool for the definition are the sign homomorphisms σ : W → {±1}, which are
described in Section 3.3.1. The Ss− and Sl−functions have analogous properties
as the C− and S−functions, namely the continuous and discrete orthogonality.
They differ by the behavior on the boundary of the fundamental domain.
The notations of the two new families of functions led to a natural generaliza-
tion of the E−functions. The relations among the original three families is given
schematically by E = C + S. Using five other combinations of orbit functions
gives five new families of orbit functions. The precise definition of all six families
of E−functions uses the concept of the sign homomorphisms and three normal
subgroups of the Weyl group W , see Section 3.3.2. The functions are described
in detail for the Weyl groups of C2 and G2 in the paper [2] which is the content
of Chapter 3 of this thesis.
Our main interest lies in the discretization of orbit functions and their appli-
cations in n-dimensional data processing. The basic method consists of setting
up a lattice fragment FM in F , where M is an integer of our choice determining
the density of the lattice, then sampling the orbit functions at the points of FM
and showing the orthogonality relations of orbit functions with respect to a scalar
product defined using the points of FM . Using this we can perform a Fourier-like
transform of any function f defined on the points of FM and, in consequence, by
replacing the lattice variable by a continuous one, we obtain an interpolation of f .
This method is advantageous especially as it can be used in any dimension, unlike
a lot of other interpolating methods, which are often restricted to low dimensions.
Necessary details for this method are described in several papers [16, 17, 18, 19].
5The work is organized as follows. The rest of this chapter contains a review
of some terms which are necessary for the text. The Chapters 2–4 consist of the
following papers [1, 2, 3]:
(1) The rings of n-dimensional polytopes
In this article we study in detail orbits of the action of a Coxeter group G
on the Euclidean space Rn. We view the points of each orbit as vertices
of a n-dimensional G-invariant polytope centered at the origin, so-called
G-polytopes. In this work we do not distinguish crystallographic and
non-crystallographic Coxeter groups.
In Section 2.4 we present an algorithm for computing points of the orbits
starting from the dominant point (the point belonging to the fundamental
domain of the corresponding Coxeter group) and give several examples for
the groups of rank 2 and 3.
Section 2.5 reviews a method for describing G-polytopes in any dimension.
Using the so-called diagram decorations we compute the number of faces
of all dimensions as well as other characteristics of the polytopes.
In Section 2.6 we present the multiplication of G-polytopes and its decom-
position. Section 2.7 studies the decomposition of symmetrized powers of
orbits. Finally, we describe several invariants of G-polytopes.
The main contribution of this article is the unification of the study of
Weyl groups and non-crystallographic Coxeter groups. In the case of
Weyl groups, the detail description of orbits is essential for further study
of orbit functions.
My contribution to the article lies especially in writing a part of the text
and computing particular cases in the sections 2.4, 2.5, 2.6 and 2.8, i.e.,
examples of orbits, orbit product decomposition and indices.
(2) Six types of E−functions of the Lie groups O(5) and G(2)
This article brings to the literature new families of orbit functions which
are a generalization of E-orbit functions [25]. The five new families are
defined for the Weyl group of all simple Lie groups with two root lengths.
With a small modification, all the basic properties of orbit functions are
6satisfied, namely the (anti-)invariance with respect to a certain subgroup
of the Weyl group, as well as continuous and discrete orthogonality.
In order to provide all the details, our consideration is limited to the
description of E-functions of the Weyl group of rank 2, i.e., the groups of
C2 and G2.
After introducing the notion of sign homomorphisms and pertinent sub-
groups of the corresponding Weyl group we define the even orbit functions
in Section 3.4 and mixed orbit functions in Section 3.5. For each family of
functions we write explicitly its symmetry, fundamental domain, continu-
ous and discrete orthogonality and the discrete transform. We give several
examples. This article provides in detail all the information necessary for
the applications.
My contribution to the article, beside writing a part of the text, is the
following: definition of the E−orbit functions using the subgroups of the
Weyl group W , description of all kinds of orbits of C2 and G2, giving the
explicit formulas of the grids FM , ΛM for all types of E−orbit functions
and the content of the Section 3.6.
(3) Four families of Weyl group orbit functions of B3 and of C3
In this article we follow a similar approach as in the previous one. Our
main aim is to study families of orbit functions C−, S−, Ss− and Sl− for
the Weyl groups with two root lengths of rank 3, i.e., the Weyl groups of
B3 and C3. We provide a detailed description of the fundamental domains
and the corresponding lattice fragments in Section 4.3. We emphasize the
discrete orthogonality of Ss− and Sl− functions and the discrete expan-
sion in Section 4.4. We present an interpolation method of a function f
sampled on the lattice fragment. We conclude with two examples using
Ss− and Sl−functions interpolations.
My contribution to the article lies in writing the major part of the text,
providing all the tables and figures, giving the explicit formulas of the
grids FM , ΛM and computing the examples of interpolation.
7The next five sections contain a review of basic definitions and theorems.
Some of the terms are introduced in the next chapters for specific cases, e.g., for
the groups of rank 2 and 3 only. Most of the sections concerning root systems and
reflection groups is taken from [20, 21], the part concerning the types of bases of
Rn and the affine Weyl groups is taken from [18, 26].
1.1. Root systems
Let Rn be the real n-dimensional Euclidean space with scalar product denoted
by 〈·, ·〉. Let α ∈ Rn be a non-zero vector. The reflection fixing the hyperplane
Xα passing through the origin and orthogonal to α is denoted rα. It is given by
the explicit formula
rαx = x− 2 〈x, α〉〈α, α〉 α (1.1)
for any x ∈ Rn.
We can see immediately some basic properties of a reflection. For every non-
zero vector α ∈ Rn we have
• rα0 = 0,
• rcα = rα for every c 6= 0,
• rα is orthogonal, i.e., 〈x, y〉 = 〈rαx, rαy〉 for every x, y ∈ Rn.
Definition 1.1. Let Φ = {α1, . . . , αk} be a finite set of non-zero vectors in Rn.
The set Φ is called a root system of rank n if it satisfies the following axioms:
(R1) Φ spans Rn,
(R2) if α ∈ Φ then the only other multiple of α in Φ is −α,
(R3) Φ is invariant with respect to rαi for every i ∈ {1, . . . , k}.
Elements of a root system are called roots. Beside roots we define coroots
by
α∨i :=
2αi
〈αi, αi〉 .
The set of coroots Φ∨ = {α∨1 , . . . , α∨k } is also a root system in Rn called a dual
root system.
Some literature demands one more axiom to be satisfied,
8(R4)
2 〈αi, αj〉
〈αj, αj〉 ∈ Z for every i, j ∈ {1, . . . , k} .
We call a root system fulfilling the axioms (R1–4) a crystallographic root sys-
tem. If the axiom (R4) is omitted, we speak of non-crystallographic root system.
We define the following subset of a root system:
Definition 1.2. A base of a root system Φ is a subset ∆ which is a basis of
Rn and has the following property: each root β ∈ Φ can be written as a linear
combination of roots from ∆,
β =
∑
α∈∆
kαα ,
such that the coefficients kα are all nonnegative or all non positive integers.
In Chapter 3 the notation Φ(α) will be used for the set of simple roots.
The elements of a base are called simple roots. The number ht(β) =
∑
α∈∆ kα
is called the height of the root β relative to the base ∆. The fact that every root
system has a base is not trivial and the proof can be found for example in [20,
p. 48]. The base of a root system is not unique, we fix one in the correspondence
with Dynkin diagrams (defined below), in the following we will speak of the α-
basis of Rn. If ht(β) > 0, we call β a positive root, otherwise a negative root.
Every base gives us a partial order ≺ of the roots defined by β ≺ β′ if and only
if β′ − β is a sum of positive roots or β = β′.
A root system is called irreducible if it cannot be written as a union of
two proper subsets such that each root from the first set is orthogonal to each
root from the second set (or equivalently if the same holds for any base of Φ).
Irreducible root systems have some special properties, the following lemma is
proved in [20, p. 52, lemma A,C].
Lemma 1.1. Let Φ be a crystallographic and irreducible root system in Rn. Then
(a) at most two different lengths of roots occur in Φ,
(b) there is a unique highest root ξ with respect to the partial order ≺ corre-
sponding to a fixed base ∆.
In the case of two different root lengths we speak of long and short roots. If
there is just one root length, we call the roots long. As the definition of the root
system considers only ratios of the roots lengths and not the lengths themselves,
9we use the convention 〈α, α〉 = 2 for α long. In the non-crystallographic case
we can consider all roots to have the same length and use the same convention
〈α, α〉 = 2. The highest root is always long.
The space Rn is divided by the hyperplanes Xα, where α ∈ Φ, into several
components. They are called Weyl chambers. The fundamental (or domi-
nant) Weyl chamber is the one composed of x ∈ Rn such that 〈x, α〉 > 0 for every
α ∈ ∆. The closure of the fundamental Weyl chamber is denoted by D+. The
fundamental Weyl chamber depends on the choice of ∆, in fact Weyl chambers
and bases are in one-to-one correspondence.
1.2. Reflection groups
Definition 1.3. Let Φ be a root system in Rn with a base ∆ = {α1, . . . , αn}. A
reflection group G is a subgroup of GLn(R) generated by reflections r1, . . . , rn,
where ri := rαi.
In the case of crystallographic root system reflection groups are called crystal-
lographic orWeyl groups, as they are isomorphic to the Weyl groups of semisim-
ple Lie algebras. In general, reflection groups are finiteCoxeter groups [21], i.e.,
they can be defined as a group generated by a (finite) set of generators r1, . . . , rn
which satisfy
r2k = 1, (rirj)
mij = 1 i, j, k ∈ {1, . . . , n} . (1.2)
for some integers mij = mji ≥ 2 if i 6= j. When we identify the generators with
reflections corresponding to simple roots α1, . . . , αn, the angle between two roots
αi and αj is pi − pimij .
The orbit of λ ∈ Rn under the action of G is denoted by Gλ or G(λ), i.e.,
Gλ = {wλ |w ∈ G} .
The reflection group G corresponding to a root system Φ with a base ∆ has
the following properties [20, p. 51]:
Lemma 1.2. (1) G permutes the Weyl chambers: if x ∈ Rn \∑α∈ΦXα there
exists w ∈ G such that w(x) lies in the fundamental Weyl chamber.
(2) G permutes the bases: if ∆′ is another base, there exists w ∈ G such that
w(∆′) = ∆, moreover if w(∆) = ∆, then w is the identity of G.
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(3) If Φ is irreducible then the orbit of any x ∈ Rn spans Rn.
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Fig. 1.2. Exemples of irreducible root systems of rank 2
For n = 1 there is only one root system (Figure 1.1), the corresponding
reflection group contains only the identity and one reflection r. It is denoted A1.
For rank two there are infinitely many irreducible root systems, three of them
are crystallographic. The Figure 1.2 shows the crystallographic systems and one of
the non-crystallographic ones. The corresponding reflection groups are isomorphic
to dihedral groups. We denote the simple roots α1 and α2 and letm := m12, hence
(r1r2)
m = 1. The angle between the simple roots is (m−1)pi
m
.
For m = 2 the root system is the only reducible case and its reflection group
can be written as A1 × A1. There are three crystallographic cases, the Weyl
groups A2, C2 and G2, and infinitely many non-crystallographic groups denoted
H2(m) (some authors [21] use the notation I2(m)). By convention we write only
H2 in the case when m = 5.
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The complete classification of reflection groups corresponding to irreducible
root systems has been done, for Weyl groups in [20] and for non-crystallographic
groups in [21]. For the crystallographic groups we have four infinite families
An, n ≥ 1, Bn, n ≥ 3, Cn, n ≥ 2 and Dn, n ≥ 4 and five exceptional groups
E6, E7, E8, F4 and G2. There are also two more non-crystallographic groups, H3
and H4.
For the reflection groups of rank greater than two we use other ways to describe
them, mainly Cartan matrix and Dynkin diagram. It is shown [20] that both
Dynkin diagram and Cartan matrix determine the root system (therefore the
reflection group) up to isomorphism, where an isomorphism of a root system is
φ ∈ GLn(R) such that 〈φ(α), φ(β)〉 = φ(〈α, β〉) for each α, β ∈ Φ. A detailed
description of Dynkin diagrams is found in Section 2.2. The Cartan matrix
C(G) corresponding to the group G generated by {r1, . . . , rn} is defined as
(C(G))ij =
2 〈αi, αj〉
〈αj, αj〉 .
In the case of Weyl groups it is an integer matrix. The matrix depends on the
ordering of simple roots but not on the choice of the base (we use the standard
convention of ordering of the roots corresponding to Dynkin diagrams). Here are
some examples of Cartan matrices (the rest can be found for example in [8]):
C(An) =

2 −1 0 ··· 0 0
−1 2 −1 ··· 0 0
0 −1 2 ··· 0 0
...
...
... ...
...
...
0 0 0 ··· 2 −1
0 0 0 ··· −1 2
 , C(Bn) =

2 −1 0 ··· 0 0
−1 2 −1 ··· 0 0
0 −1 2 ··· 0 0
...
...
... ...
...
...
0 0 0 ··· 2 −2
0 0 0 ··· −1 2
 ,
C(Cn) =

2 −1 0 ··· 0 0
−1 2 −1 ··· 0 0
0 −1 2 ··· 0 0
...
...
... ...
...
...
0 0 0 ··· 2 −1
0 0 0 ··· −2 2
 , C(Dn) =

2 −1 0 ··· 0 0 0
−1 2 −1 ··· 0 0 0
0 −1 2 ··· 0 0 0
...
...
... ...
...
...
...
0 0 0 ··· 2 −1 −1
0 0 0 ··· −1 2 0
0 0 0 ··· −1 0 2
 ,
C(G2) =
2 −3
1 2
 , C(H2) =
 2 −τ
−τ 2
 , C(H3) =

2 −1 0
−1 2 −τ
0 −τ 2
 .
Here τ is the golden ratio, i.e., the positive root of x2 = x+ 1.
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1.3. Bases of Rn
Let G be a reflection group acting on Rn and let {e1, . . . , en} be the standard
orthogonal basis of Rn. When working with orbits of reflection groups, it is useful
to work with bases which are not orthogonal: the basis of simple roots (α-basis)
and the weight basis (ω-basis). The ω-basis is defined by the relation
2 〈αi, ωj〉
〈αi, αi〉 = 〈α
∨
i , ωj〉 = δij , i, j ∈ {1, . . . , n} .
We can rewrite these relations using the Cartan matrix
αj =
n∑
k=1
(C(G))jk ωk , ωj =
n∑
k=1
(
C(G)−1
)
jk
αk .
In the same way as coroots we can define coweights by
ω∨i :=
2ωi
〈αi, αi〉 .
We have several types of lattices related to these basis vectors, namely
• the root lattice: Q := Zα1 + · · ·+ Zαn ,
• the coroot lattice: Q∨ := Zα∨1 + · · ·+ Zα∨n ,
• the weight lattice: P := Zω1 + · · ·+ Zωn ,
• the coweight lattice: P∨ := Zω∨1 + · · ·+ Zω∨n ,
• the cone of dominant weights: P+ := Z≥0ω1 + · · ·+ Z≥0ωn .
In general, Q ⊆ P , with Q = P only for the groups E8, F4, and G2. Similarly,
Q∨ ⊆ P∨. Moreover, P+ = P ∩D+. Other subsets of these lattices are defined
when needed (in Chapters 3 and 4).
1.4. Affine Weyl groups
In this subsection we consider only crystallographic reflection groups, i.e.,
Weyl groups. Let Φ be a crystallographic and irreducible root system in Rn with
the set of simple roots α1, . . . , αn, and let W be the corresponding Weyl group.
The highest root ξ of Φ can be written in a form
ξ = a1ω1 + · · ·+ anωn = m1α1 + · · ·+mnαn.
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W a1, . . . , an m1, . . . ,mn m
∨
1 , . . . ,m
∨
n
An 1, 0, . . . , 0, 1 1, 1, . . . , 1, 1 1, 1, . . . , 1, 1
Bn 0, 1, . . . , 0, 0 1, 2, . . . , 2, 2 2, 2, . . . , 2, 1
Cn 2, 0, . . . , 0, 0 2, 2, . . . , 2, 1 1, 2, . . . , 2, 2
Dn 0, 1, . . . , 0, 0 1, 2, . . . , 2, 1, 1 1, 2, . . . , 2, 1, 1
E6 0, 0, . . . , 0, 1 1, 2, 3, 2, 1, 2 1, 2, 3, 2, 1, 2
E7 1, 0, . . . , 0, 0 2, 3, 4, 3, 2, 1, 2 2, 3, 4, 3, 2, 1, 2
E8 1, 0, . . . , 0, 0 2, 3, 4, 5, 6, 4, 2, 3 2, 3, 4, 5, 6, 4, 2, 3
F4 1, 0, 0, 1 2, 3, 4, 2 2, 4, 3, 2
G2 1, 0 2, 3 3, 2
Tab. 1.1. Marks and dual marks
The highest root of the dual root system Φ∨ is denoted by
η = m∨1α
∨
1 + · · ·+m∨nα∨n .
The numbers mi and m∨i are called marks and dual marks and they are listed
in Table 1.1 (from [18]). We denote by rξ the reflection with respect to the
hyperplane Xξ orthogonal to ξ,
rξx = x− 2 〈x, ξ〉〈ξ, ξ〉 ξ ,
and by r0 the affine reflection defined as
r0x := rξx+
2ξ
〈ξ, ξ〉 .
The affine Weyl group is the group of transformations generated by the reflec-
tions r0 and r1, . . . , rn. We denote it by W aff . Equivalently, we can write W aff as
a semidirect product of translations by vectors of Q∨ and elements of W (details
can be found in [26]).
We are interested in describing a fundamental domain of the affineWeyl group,
i.e., a set F that contains exactly one point of every W aff-orbit. More precisely,
• for every x ∈ Rn, there are x′ ∈ F , w ∈ W and q∨ ∈ Q∨ such that
x = wx′ + q∨,
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• if x, x′ ∈ F and x = wx′ for a w ∈ W aff , then x = x′.
Clearly we can consider F ⊂ D+. In [18] it is proven that the simplex with
vertices 0 and ω
∨
i
mi
for i ∈ {1, . . . , n} is a fundamental domain of W aff .
1.5. Orbit functions
Three families of orbit functions can be defined for simple Lie algebras with
one root length and ten families for the algebras with two root lengths. Here we
summarize the definitions of all ten families. All orbit functions are, in general,
functions from Rn to C and they are indexed by a parameter λ ∈ Rn. Neverthe-
less, for each family we restrict the domain to a subset of the fundamental domain
of the Weyl group and the choice of λ to a subset of the lattice P . Here we skip
the details since all the families are described in Chapters 3 and 4. The term
orbit functions refers to the fact that the functions can be defined as summations
over a single Weyl orbit, see [26] and [24] for alternative definitions. Here we use
the summations over the Weyl group/subgroup.
• C-functions
The C-functions, also called the symmetric orbit functions, are defined by
Φλ(x) =
∑
w∈W
e2pii〈wλ, x〉 .
• S-functions
The S-functions, also called the antisymmetric orbit functions, are defined
by
ϕλ(x) =
∑
w∈W
det(w)e2pii〈wλ, x〉 ,
where det(w) denotes determinant of w.
• Ss- and Sl-functions
These functions become C- and S- functions respectively in the case of
the Lie algebras with only one root length. For other algebras they are
defined as
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ϕsλ(x) =
∑
w∈W
σs(w) e2pii〈wλ, x〉 ,
ϕlλ(x) =
∑
w∈W
σl(w) e2pii〈wλ, x〉 ,
where the homomorphisms σs and σl are defined in Section 3.3.1.
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• Even orbit functions
There are 6 families of E-orbit functions which can be split into two
groups, even orbit functions and mixed even orbit functions. Only the
first family is defined for all Weyl groups. The sums in the definition are
over subgroups of W which are noted W e,W s and W l and are defined in
Section 3.3.2.
Even orbit functions are defined by
Ξe+λ (x) =
∑
w∈W e
e2pii〈wλ, x〉 =
1
2
(Φλ(x) + ϕλ(x)) ,
Ξs+λ (x) =
∑
w∈W s
e2pii〈wλ, x〉 =
1
2
(Φλ(x) + ϕ
s
λ(x)) ,
Ξl+λ (x) =
∑
w∈W l
e2pii〈wλ, x〉 =
1
2
(
Φλ(x) + ϕ
l
λ(x)
)
.
• Mixed even orbit functions
Mixed even orbit functions are defined by
Ξe−λ (x) =
∑
w∈W e
σs(w)e2pii〈wλ, x〉 =
1
2
(
ϕsλ(x) + ϕ
l
λ(x)
)
,
Ξs−λ (x) =
∑
w∈W s
σl(w)e2pii〈wλ, x〉 =
1
2
(ϕλ(x) + ϕ
s
λ(x)) ,
Ξl−λ (x) =
∑
w∈W l
σs(w)e2pii〈wλ, x〉 =
1
2
(
ϕλ(x) + ϕ
l
λ(x)
)
.
Chapter 2
THE RINGS OF N-DIMENSIONAL
POLYTOPES
Authors: Lenka Háková, Michelle Larouche, Jiří Patera
Abstract: Points of an orbit of a finite Coxeter group G, generated by n reflec-
tions starting from a single seed point, are considered as vertices of a polytope
(G-polytope) centered at the origin of a real n-dimensional Euclidean space. A
general efficient method is recalled for the geometric description of G-polytopes,
their faces of all dimensions and their adjacencies. Products and symmetrized
powers of G-polytopes are introduced and their decomposition into the sums of
G-polytopes is described. Several invariants of G-polytopes are found, namely
the analogs of Dynkin indices of degrees 2 and 4, anomaly numbers, and con-
gruence classes of the polytopes. The definitions apply to crystallographic and
non-crystallographic Coxeter groups. Examples and applications are shown.
2.1. Introduction
Finite groups generated by reflections in a real Euclidean space Rn of n dimen-
sions, also called finite Coxeter groups, are split into two classes: crystallographic
and non-crystallographic groups [21, 22]. The crystallographic groups are the
Weyl groups of compact semisimple Lie groups. They are an efficient tool for
uniform description of the semisimple Lie groups/algebras [7, 66, 20], and they
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have proven to be an indispensable tool in extensive computations with the repre-
sentations of such Lie groups or Lie algebras (see for example [13] and references
therein).
Underlying such applications are two facts: (i) Most of the computation can be
performed in integers by working with the weight systems of the representations
involved in a problem, and (ii) the weight system of a representation of a compact
semisimple Lie group/Lie algebra consists of several Weyl group orbits of the
weights, many of them occurring more than once. Practical importance of the
orbits apparently emerged only in [40, 41], where truly large scale computations
were anticipated.
The crystallographic Coxeter groups are called Weyl groups and denoted by
W . Any finite Coxeter group, crystallographic or not, is denoted by G. A dif-
ference between the two cases which is of practical importance to us, is that,
lattices with W -symmetries are common crystallographic lattices, while lattices
of non-crystallographic types are dense everywhere in Rn.
Non-crystallographic finite Coxeter groups are of extensive use in modeling
aperiodic point sets with long-range order (‘quasicrystals’) [44, 36, 10]. Outside
traditional mathematics and mathematical physics, a new line of application of
Coxeter group orbits can be found in [65]; see also the references therein.
Additional applications of Weyl group orbits are found in [12, 63, 64, 5, 4].
Both crystallographic and non-crystallographic Coxeter groups can be used for
building families of orthogonal polynomials of many variables [11].
In recent years, another field of applications of W -orbits is emerging in har-
monic analysis. Multidimensional Fourier-like transforms were introduced and
are currently being explored in [51, 43, 26, 24], where W -orbits are used to
define families of special functions, called orbit functions [51], which serve as the
kernels of the transforms. They differ from the traditional special functions [29].
The number of variables, on which the new functions depend, is equal to the rank
of a compact semisimple Lie group that provides the Weyl group. Two properties
of the transforms stand out: Such special functions are orthogonal when inte-
grated over a finite region F , and they are also orthogonal when summed up over
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lattice points FM ⊂ F . The lattices can be of any density, their symmetries are
prescribed by the Lie groups. Application of the non-crystallographic groups in
Fourier analysis is at its very beginning [38].
In this paper we have no compelling reason to distinguish crystallographic
and non-crystallographic reflection groups of finite order. Hence, we consider all
finite Coxeter groups although from the infinitely many finite Coxeter groups in 2
dimensions (symmetry groups of regular polygons), we usually consider only the
lowest few.
An orbit G(λ) of a Coxeter group G is the set of points in Rn generated
by G from a single seed point λ ∈ Rn. G-orbits are not common objects in
the literature, nor is their multiplication, which can be viewed in parallel to the
multiplication of G-invariant polynomials P (λ;x) introduced in subsection 6.1
(for more about the polynomials see [11] and the references therein).1 Indeed,
the set of exponents of all the monomials in P (λ;x) is the set of points of the
orbit G(λ).
In this paper, we have adopted a point of view according to which the or-
bits G(λ), being simpler than the polynomials P (λ;x) or the weight systems of
representations, are the primary objects of study.
The relation between the orbits of W and the weight systems of finite dimen-
sional irreducible representations of semisimple Lie groups/algebras over C, can
be understood as follows. The character of a particular representation involves
summation over the weight system of the representation, i.e. over several W -
orbits. As for which orbits appear in a particular representation, this is a well
known question about multiplicities of dominant weights. There is a laborious but
rather fast computer algorithm for calculating the multiplicities. Extensive tables
of multiplicities can be found in [8]; see also the references therein. Thus one is
justified in assuming that the relation between a representation and a particular
W -orbit is known in all cases of interest.
1Polynomials in 6.1 are the simplest W -invariant ones. We are not concerned about any
other of their properties.
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Numerical characteristics, such as congruence classes, indices of various de-
grees, and anomaly numbers, introduced here for W -orbits, mirror similar prop-
erties of weight systems from representation theory, which are often used in ap-
plications (for example [12, 63, 64, 35, 61]).
In this paper, we introduce operations on W -orbits that are well known for
weight systems of representations: (i) The product of W -orbits (of the same
group) and its decomposition into the sum of W -orbits; (ii) The decomposition
of the k-th power of a W -orbit symmetrized by the group of permutations of
k elements. New is the introduction of such operations for the orbits of non-
crystallographic Coxeter groups. We intend to describe reductions of G-orbits to
orbits of a subgroup G′ ⊂ G in a separate paper [30]. Again, the involvement of
non-crystallographic groups makes the reduction problem rather unusual. Corre-
sponding applications deserve to be explored.
The decomposition of products of orbits of Coxeter groups, as introduced
here, is the core of other decomposition problems in mathematics, such as the
decomposition of direct products of representations of semisimple Lie groups, the
decomposition of products of certain special functions [51] and the decomposi-
tion of products of G-invariant polynomials of several variables [11]. The last
two problems are completely solved in terms of orbit decompositions. The first
problem requires that the multiplicities of dominant weights in weight systems of
representations [8] be known.
We view the G-orbits from a perspective uncommon in the literature. Namely,
the points of a G-orbit are taken to be vertices of an n-dimensional G-invariant
polytope centered at origin, n being the number of elementary reflections gen-
erating G (at the same time it is the rank of the corresponding semisimple Lie
group). The multiplication of two such polytopes/orbits, say P1 and P2, is the set
of points/vertices obtained by adding to every point of P1 every point of P2. The
resulting set of points is again G-invariant and thus it is a union (we say ‘sum’)
of several G-orbits (we say ‘G-polytopes’). Thus we have a ring of G-polytopes
with positive integer coefficients. We recall and illustrate a general method of
description of n-dimensional reflection-generated polytopes [45, 9].
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The core of our geometric interpretation of orbits as polytopes is in the para-
graph following equation (2.11). A product of orbits is a union of concentric
orbits. Geometrically this can be seen as an ‘onion’-like layered structure of or-
bits of different radii. Unlike in representation theory, where orbit points are
always points of the corresponding weight lattices, in our case the seed point
of an orbit can be anywhere in Rn. In particular, a suitable choice of the seed
points of the orbits, which are being multiplied, can bring some of the layers of
the ‘onion’ structure as close or as far apart as desired. Two examples are given
in the last section (see (2.30) and (2.31)).
2.2. Reflections generating finite Coxeter groups
Let α and x be vectors in Rn. We denote by rα the reflection in the (n− 1)-
dimensional ‘mirror’ orthogonal to α and passing through the origin. For any
x ∈ Rn, we have
rαx = x− 2〈x, α〉〈α, α〉 α . (2.1)
Here 〈a, b〉 denotes scalar product in Rn. In particular, we have rα0 = 0 and
rαα = −α so that r2α = 1.
A Coxeter group G is by definition generated by several reflections in mirrors
that have the origin as their common point. Various Coxeter groups are thus
specified by the set Π(α) of vectors α, orthogonal to the mirrors and called the
simple roots of G. Consequently, G is given once the relative angles between
elements of Π(α) are given.
A standard presentation of G, generated by n reflections, amounts to the
following relations
r2k = 1 , (rirj)
mij = 1 , k, i, j ∈ {1, . . . , n} , (2.2)
where we have simplified the notation by setting rαk = rk, and where mij are the
lowest possible positive integers satisfying (2.2). The matrix (mij) specifies the
group. The angles between the mirrors of reflections ri and rj are determined
from the values of the exponents mij. Indeed, for mij = p, the angle is pi/p, while
the angle between αi and αj is pi − pi/p.
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The classification of finite reflection (Coxeter) groups was accomplished in the
first half of the 20th century.
2.2.1. n=1
There is just one group of order 2. Its two elements are 1 and r. We denote
this group by A1. Acting on a point a of the real line, the group A1 generates its
orbit of two points, a and ra = −a, except if a = 0. Then the orbit consists of
just one point, namely the origin.
2.2.2. n=2
There are infinitely many Coxeter groups in R2, one for eachm12 = 2, 3, 4, . . . .
Their orders are 2m12. In physics literature, these are the dihedral groups.
Note that for m12 = 2, the group is a product of two groups from n = 1. The
reflection mirrors are orthogonal.
Our notation for the lowest five groups, generated by two reflections, and their
orders, is as follows:
m12 = 2 : A1 × A1 , 4
m12 = 3 : A2 , 6
m12 = 4 : C2 , 8
m12 = 5 : H2 , 10
m12 = 6 : G2 , 12 .
2.2.3. General case: Coxeter and Dynkin diagrams
A convenient general way to provide a specific set Π(α) is to draw a graph
where vertices are traditionally shown as small circles, one for each α ∈ Π, and
where edges indicate absence of orthogonality between two vertices linked by an
edge.
A diagram consisting of several disconnected components means that the
group is a product of several pairwise commuting subgroups. Thus it is often
sufficient to consider only the groups with connected diagrams.
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In this paper, a Coxeter diagram is a graph providing only relative angles
between simple roots while ignoring their lengths. This is done by writing mij
over the edges of the diagram. By convention, the most frequently occurring
value, mij = 3, is not shown in the diagrams. When mij = 2, the edge is not
drawn, i.e. the nodes numbered i and j are not directly connected.
Consider the examples of Coxeter diagrams of all finite non-crystallographic
Coxeter groups with connected diagrams. Note that we simply write H2 when
m = 5.
H4 g g g g5 H3 g g g5 H2(m) g gm m = 5, 7, 8, 9, . . .
A Dynkin diagram is a graph providing, in addition to the relative angles,
the relative lengths of the vectors from Π(α). Dynkin diagrams are used for the
crystallographic Coxeter groups, frequently called the Weyl groups. There are
four infinite series of classical groups and five isolated cases of exceptional simple
Lie groups. Here is a complete list of Dynkin diagrams of such groups (with
connected diagrams):
An g g g . . . g n ≥ 1
Bn g g . . . g w n ≥ 3
Cn w w w g. . . n ≥ 2
Dn g g g g g
g
. . . n ≥ 4
E6 g g g g g
g
E7 g g g g g g
g
E8 g g g g g g g
g
F4 g g w w G2 g w
The names of the groups, as is traditional in Lie theory, are shown on the left
of each diagram. Open (black) circles indicate longer (shorter) roots. The ratio
of their square lengths is 〈αl, αl〉 : 〈αs, αs〉 = 2 : 1 in all cases except for G2 where
the ratio is 3 : 1. Moreover, we adopt the usual convention that 〈αl, αl〉 = 2.
A single, double, and triple line indicates respectively the angle 2pi/3, 3pi/4, and
5pi/6 between the roots, or equivalently, the angles pi/3, pi/4, and pi/6 between the
reflection mirrors. The absence of a direct link between two nodes implies that
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An (n ≥ 1) Bn (n ≥ 3) Cn (n ≥ 2) Dn (n ≥ 4) E6 E7
(n+ 1)! 2nn! 2nn! 2n−1n! 27345 2103457
E8 F4 G2 H2(m) H3 H4
21435527 2732 12 2m 120 1202
Tab. 2.1. Orders of the finite Coxeter groups.
the corresponding simple roots, as well as the mirrors, are orthogonal. Note that
the relative angles of the mirrors of Bn and Cn coincide. Hence their W -groups
are isomorphic. Their simple roots differ by length.
We adopt the Dynkin numbering of nodes. The numbering proceeds from left
to right 1, 2, . . . In case of Dn and E6, E7, E8, the node above the main line has
the highest number, respectively n, 6, 7, 8.
Orders of the finite Coxeter groups are provided in Table 1 for groups with
connected diagrams. When a diagram has several disconnected components, the
order is the product of orders corresponding to each subdiagram.
2.3. Root and weight lattices
Information essentially equivalent to that provided by the Coxeter and Dynkin
diagrams is also given in terms of n× n matrices C, called the Cartan matrices.
Relative angles and lengths of simple roots can be used to form the Cartan matrix
for each group. Its matrix elements are calculated as
C = (Cjk) =
(
2〈αj, αk〉
〈αk, αk〉
)
, j, k ∈ {1, 2, . . . , n} . (2.3)
Cartan matrices and their inverses are given in many places, e.g., [21, 8].
The Cartan matrices can be defined for any finite Coxeter group by using
formula (2.3). For non-crystallographic groups the matrices are
C(H2) =
(
2 −τ
−τ 2
)
, C(H3) =
(
2 −1 0
−1 2 −τ
0 −τ 2
)
, C(H4) =
(
2 −1 0 0
−1 2 −1 0
0 −1 2 −τ
0 0 −τ 2
)
,
where τ is the larger of the solutions of the algebraic equation x2 = x + 1, i.e.
τ = 1
2
(1 +
√
5).
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In addition to the basis of simple roots (α-basis), it is useful to introduce the
basis of fundamental weights (ω-basis). Subsequently, most of our computations
will be performed in the ω-basis.
α = Cω , ω = C−1α .
Note the important relation:
〈αk, ωj〉 = δjk 〈αk, αk〉
2
, j, k ∈ {1, 2, . . . , n} . (2.4)
Illustrations showing the α- and ω-bases of A2, C2, andG2 are given in Figure 1
of [45].
The root lattice Q and the weight lattice P of G are formed by all integer
linear combinations of simple roots, respectively fundamental weights, of G,
Q = Zα1 + · · ·+ Zαn , P = Zω1 + · · ·+ Zωn . (2.5)
Here Z stands for any integer. For the groups that have simple roots of two
different lengths, one may define the root lattice of n linearly independent short
roots, which cannot all be simple. In general, Q ⊆ P , with Q = P only for E8,
F4, and G2.
If G is one of the non-crystallographic Coxeter groups, the lattices Q and P
are dense everywhere.
Since α- and ω-bases are not orthogonal and not normalized, it is sometimes
useful to work with orthonormal bases. For crystallographic groups, they are
found in many places, for example [7, 8]. For non-crystallographic groups, H2,
H3 and H4; see [10, 44].
2.4. The orbits of Coxeter groups
2.4.1. Computing points of an orbit
Given the reflections rα, α ∈ Π(α), of a Coxeter group G, and a seed point
λ ∈ Rn, the points of the orbit G(λ) are given by the set of distinct points
generated by repeated application of the reflections rα to λ. All points of an orbit
are equidistant from the origin. The radius of an orbit is the distance of (any)
point of the orbit from the origin.
26
There are practically important considerations which make it almost imper-
ative that the computation of the points of any orbit of G be carried out in the
ω-basis, as follows:
• Every orbit contains precisely one point with nonnegative coordinates in
the ω-basis. We specify the orbit by that point, calling it the dominant
point of the orbit.
• Given a dominant point λ of the group G in the ω-basis, one readily finds
the size of the orbit G(λ), i.e. the number of points in the orbit, using the
order |G| of the Coxeter group and the order of the stabilizer of λ in G:
|G(λ)| = |G|| StabG(λ)| (2.6)
Here StabG(λ) is a Coxeter subgroup of G. To find it, one needs to attach
the ω-coordinates of λ to the corresponding nodes of the diagram of G.
The subdiagram carrying the coordinates 0 is the diagram of StabG(λ).
• Due to (2.4), the reflections (2.1) are particularly simple when applied to
ω’s:
rkωj = ωj − 2〈αk, ωj〉〈αk, αk〉 αk = ωj − δjkαk . (2.7)
• Starting from the dominant point of an orbit, it suffices to apply, during
the computation of the orbit points, only reflections corresponding to
positive coordinates of any given weight. All points of the orbit are found
in this way.
2.4.2. Orbits of A2, C2, G2, and H2
We give some examples of orbits. Let a, b > 0 be the coordinates in ω−basis.
A2 : G((a, 0)) ={(a, 0), (−a, a), (0,−a)} ,
G((0, b)) ={(0, b), (b,−b), (−b, 0)} ,
G((a, b)) ={(a, b), (−a, a+ b), (b,−a− b), (a+ b,−b) ,
(−a− b, a), (−b,−a)} .
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In particular, the orbit G((1, 1)) = {±(1, 1),±(−1, 2),±(2,−1)} consists of the
vertices of a regular hexagon of radius
√
2. It is the root system of A2.
C2 : G((a, 0)) ={±(a, 0), ±(−a, a)} ,
G((0, b)) ={±(0, b), ±(2b,−b)} ,
G((a, b)) ={±(a, b), ±(−a, a+ b), ±(a+ 2b,−a− b),
± (−a− 2b, b)}.
In particular, the orbits G((2, 0)) and G((0, 1)) of radii
√
2 and 1 are respectively
the vertices and midpoints of the sides of a square. Together the two orbits form
the root system of C2.
G2 : G((a, 0)) ={±(a, 0), ±(−a, 3a), ±(2a,−3a)} ,
G((0, b)) ={±(0, b), ±(b,−b), ±(−b, 2b)} ,
G((a, b)) ={±(a, b), ±(−a, 3a+ b), ±(2a+ b,−3a− b),
± (−2a− b, 3a+ 2b), ±(a+ b,−3a− 2b) ,
± (−a− b, b)} .
In particular, the orbitsG((1, 0)) andG((0, 1)) are the vertices of regular hexagons
of radii
√
2 and 2/
√
3, rotated relatively by 30◦, i.e. they form a hexagonal star.
Together the 2 orbits form the root system of G2. The points of G((a, a
√
3/
√
2)),
a > 0, are the vertices of a regular dodecahedron of radius
√
2a.
H2 : G((a, 0)) ={(a, 0), (−a, aτ), (aτ,−aτ), (−aτ, a), (0,−a)} ,
G((0, b)) ={(0, b), (bτ,−b), (−bτ, bτ), (b,−bτ), (−b, 0)} ,
G((a, b)) ={(a, b), (−a, b+ aτ), (aτ + bτ,−b− aτ),
(−aτ − bτ, a+ bτ), (b,−a− bτ), (a+ bτ,−b),
(−a− bτ, aτ + bτ), (b+ aτ,−aτ − bτ),
(−b− aτ, a), (−b,−a)} .
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A2 C2 G2 H2 H2(7) 1 2 3
1 •• 6 8 12 10 14 X
2 •◦ 3 4 6 5 7 X
3 ◦• 3 4 6 5 7 X
4 ?• 3 4 6 5 7 X X
5 •? 3 4 6 5 7 X X
Tab. 2.2. Number of faces of 2D polytopes with Coxeter group
symmetry. The first three rows specify representatives of G-orbits
of 2D polytopes. A black (open) dot in the second column stands
for a positive (zero) coordinate in the ω-basis of the dominant point
representing the orbit of vertices. The number of vertices is listed
in the subsequent five columns. Rows 4 and 5 refer to the edges of
the polytopes. A star in the second column indicates the reflection
generating the symmetry group of the edge. The number of edges
is shown for each group in subsequent columns. Check marks in
one of the last three columns indicate the faces which belong to the
polytope described in that column.
In particular, the orbits G((a, 0)) and G((0, b)) are the vertices of regular pen-
tagons of radii a
√
2 and b
√
2, rotated relatively by 36◦. The orbit G((a, a)) forms
a regular decahedron. The orbit G((τ, τ)) consists of the roots of H2.
An orbit of A2 or H2 contains, with every point (p, q) also the point (−q,−p).
Note that in the examples of this subsection the constants a and b do not need to
be integers. All one requires is that they are positive. Effects of special choices
of these constants are exemplified in (2.30) and (2.31) below.
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2.4.3. Orbits of A3, B3, C3, and H3
We give some examples of orbits. Let a, b, c > 0 be the coordinates in ω−basis.
A3 : G((a, 0, 0)) ={(a, 0, 0), (−a, a, 0), (0,−a, a), (0, 0,−a)} ,
G((0, b, 0)) ={±(0, b, 0), ±(b,−b, b), ±(−b, 0, b)} ,
G((1, 1, 0)) ={(1, 1, 0), (−1, 2, 0), (2,−1, 1), (1,−2, 2), (−2, 1, 1),
(2, 0,−1), (−1,−1, 2), (1, 0,−2), (−2, 2,−1),
(−1, 1,−2), (0,−2, 1), (0,−1,−1)} .
B3 : G((a, 0, 0)) ={±(a, 0, 0), ±(−a, a, 0), ±(0,−a, 2a)} ,
G((0, b, 0)) ={±(0, b, 0), ±(b,−b, 2b), ±(−b, 0, 2b), ±(b, b,−2b),
± (−b, 2b,−2b), ±(2b,−b, 0)} ,
G((0, 0, c)) ={±(0, 0, c), ±(0, c,−c), ±(c,−c, c), ±(c, 0,−c)} .
C3 : G((a, 0, 0)) ={±(a, 0, 0), ±(−a, a, 0), ±(0,−a, a)} ,
G((0, b, 0)) ={±(0, b, 0), ±(b,−b, b), ±(−b, 0, b), ±(b, b,−b),
± (−b, 2b,−b), ±(2b,−b, 0)} ,
G((0, 0, c)) ={±(0, 0, c), ±(0, 2c,−c), ±(2c,−2c, c), ±(2c, 0,−c)} .
H3 : G((a, 0, 0)) ={±(a, 0, 0), ±(−a, a, 0), ±(0,−a, aτ), ±(0, aτ,−aτ),
± (aτ,−aτ, a), ±(−aτ, 0, a)} ,
G((0, 0, c)) ={±(0, 0, c), ±(0, τc,−c),±(τc,−τc, τ 2c),±(−τc, 0, τ 2c),
± (aτ,−aτ, a), ±(−aτ, 0, a)} .
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Diagram A3 B3 C3 H3 1 2 3 4 5 6 7
1 • • • 24 48 48 120 X
2 • • ◦ 12 24 24 60 X
3 • ◦ • 12 24 24 60 X
4 ◦ • • 12 24 24 60 X
5 • ◦ ◦ 4 6 6 12 X
6 ◦ • ◦ 6 12 12 30 X
7 ◦ ◦ • 4 8 8 20 X
8 ? • • 12 24 24 60 X X
9 • ? • 12 24 24 60 X X X X
10 • • ? 12 24 24 60 X X
11 ? • ◦ 6 12 12 30 X X
12 ◦ • ? 6 12 12 30 X X
13 ? ? • 4 8 8 20 X X X X X X
14 ? • ? 6 12 12 30 X X
15 • ? ? 4 6 6 12 X X X X X X
Tab. 2.3. The 3D polytopes generated by a Coxeter group from
a single seed point, and the number of their faces of dimension 0,
1 and 2. Decorated diagrams, rows 1 to 7, specify the polytopes.
The dimension of a face equals the number of stars in the diagram.
See 5.1 for additional explanations.
2.5. Orbits as polytopes
In this section, we recall an efficient method [9] of description for reflection-
generated polytopes in any dimension.
The idea of the method consists in the following. Suppose we have an orbit
G(λ). Consider its points as vertices (faces of dimension 0) of the polytope also
denoted G(λ) in Rn. Then for any face f of dimension 0 ≤ d ≤ n− 1, we identify
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its stabilizer StabG(λ)(f) in G, which is a product of two Coxeter subgroups of G:
StabG(λ)(f) = G1(f)×G2(D)
where G1(f) is the symmetry group of the face, and G2(D) stabilizes f pointwise,
i.e. does not move it at all.
Our method consists in recursive decorations of the diagram of G, providing
at each stage the subdiagrams of G1(f) = G(?) and G2(D) = G(◦) for faces of
one type. The decoration of the nodes of the diagram indicates to which G(?)
or G(◦) subgroups of the stabilizer the corresponding reflections belong. For
further details, see [9]. A much wider application of this method is described in
[45, 46, 39], including its exploitation in non Euclidean spaces.
We start with an extreme decoration of the diagram. It is equivalent to stating
which coordinates of the dominant weight are positive relative to the ω-basis. The
nodes are drawn as either open or black circles, i.e. zero or positive coordinates
respectively.
Every possible extreme decoration fixes a polytope. There are only two rules
for recursive decoration of the diagrams, starting from one of the extreme ones: (i)
A single black circle is replaced by a star; (ii) open circles, that become adjacent
to a star by diagram connectivity, are changed to black ones.
Tables 2 and 3 show the results of the application of the decoration rules for
polytopes in 2D and 3D for all groups with connected diagrams. All polytopes
for A4, B4, C4, D4, and H4 are described in Tables 3 and 4 of [9].
2.5.1. Explanation of the Tables
A description of Table 2 is given in its caption.
Consider Table 3. The second column contains short-hand notation for several
diagrams at once. We call them decorated diagrams. No links between nodes of
a diagram are drawn because they would need to be different for each group in
subsequent columns. The nodes do not reveal the relative lengths of roots, their
decoration indicates to which of the pertinent subgroup of the stabilizer of G such
a reflection belongs. Thus the diagrams of the second column of the Table apply
to A3, B3, C3 and H3 at the same time.
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Each line of the Table describes one of G-orbits of identical faces. The dimen-
sion of the face equals to the number of stars in its decorated diagram. Numerical
entries in a row give the number of faces for polytopes of symmetry groups A3,
B3, C3 and H3, shown in the header of the columns. The top seven rows show
the starting decorations fixing the polytopes, and also the number of 0-faces (ver-
tices) of the polytopes of each group. The check marks in one of the last seven
columns indicate the faces belonging to the same polytope.
Example 2.5.1. As an example of how to read properties of polytope faces,
consider rows number 5 and 2. The diagram in row 5 conveys the fact that
λ = aω1 with a > 0. The exact value of a affects only the size of the polytope,
not its shape. The stabilizer of λ in the row 5 is given by the subdiagram of open
circles, i.e. r2 and r3 generate its stabilizer. For A3 the subdiagram is of type A2,
while for B3 and C3 it is of type C2, and for H3 it is of type H2. Hence in row 5
the entries give the number of vertices as 24/6, 48/8, 48/8, 120/10 respectively.
The check mark in column 5 and row 5 indicates that faces belonging to our
polytope are indicated by other check marks in column 5, namely in rows 11 and
13. The diagram of row 11 has just one star, hence the face is 1-dimensional (an
edge). Its stabilizer (the subdiagram of stars and open circles) is of type A1×A1
for all four cases. Hence the number of edges is 24/4 for A3, 48/4 for B3 and C3,
and 120/4 for H3. The only type of 2D face is given in row 13. The symmetry
group of the face is generated by r1 and r2. It is of type A2 for all four cases.
Thus there are 24/6 faces in A3, 48/6 in B3 and C3, and 120/6 in H3 polytope.
Similarly, row 2 indicates that λ = aω1 + bω2, a, b > 0. It is stabilized by the
group generated by r3, which is of type A1 for all four cases. Hence the number
of vertices equals half of the order of the corresponding Coxeter group. There are
two orbits of edges given in rows 9 and 11, while the two orbits of 2D faces are
given by the check marks in rows 13 and 15.
Example 2.5.2. The 2D faces can actually be constructed knowing their sym-
metry and the seed point, say (a, 0, 0). The diagram of the 2D face is ? ? •,
meaning that the symmetry group of the face is generated by r1 and r2. More-
over, it is of the same type (A2) for all four groups. Then there are just three
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distinct vertices of the 2D face:
(a, 0, 0), r1(a, 0, 0), r2r1(a, 0, 0) .
The 2D face is formed from the seed point (a, 0, 0) by application of reflections
r1 and r2.
The vertices of the 2D face are different triangles for each group, because they
are given in their respective ω-basis:
A3 : (a, 0, 0), (−a, a, 0), (0,−a, a),
B3 : (a, 0, 0), (−a, a, 0), (0,−a, 2a),
C3 : (a, 0, 0), (−a, a, 0), (0,−a, a),
H3 : (a, 0, 0), (−a, a, 0), (0,−a, aτ) .
Example 2.5.3. Let us consider row 2 in further detail. The starting point
is λ = aω1 + bω2, where a, b > 0. There are two orbits of edges given by their
endpoints:
((a, b, 0), r1(a, b, 0)) , ((a, b, 0), r2(a, b, 0)) ,
and two orbits of 2D faces. Consider just the H3 case. The 2D face of row 13
has the symmetry group generated by r1, r2 (A2 type). It is a hexagon:
(a, b, 0), (−a, a+ b, 0), (a+ b,−b, τb), (b,−a− b, τ(a+ b)),
(−a− b, a, τb), (−b,−a, τ(a+ b)).
The 2D face of row 15 has its symmetry group generated by r2, r3 (H2 type). It
is a pentagon:
(a, b, 0), (a+ b,−b, τb), (a+ b, τb,−τb),
(a+ τ 2b,−τb, b), (a+ τ 2b, 0,−b) .
In particular, when a = b, the pentagon and the hexagon are both regular. The
polytope is then the familiar fullerene or ‘soccer ball’.
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Further questions about the structure of polytopes can be answered within
our formalism: How many 2D faces meet in a vertex? Which 2D faces meet in an
edge? The higher the dimension, the more questions like these can be asked and
answered. For more information on such questions and others (e.g. dual pairs of
polytopes), we refer to [9].
2.6. Decomposition of products of polytopes
2.6.1. Multiplication of G-invariant polynomials
The product of G-polytopes together with its decomposition, as defined in
6.2 below, can be simply motivated by its correspondence to the product of more
familiar objects than orbits, namely G-invariant polynomials, say P (λ;x) and
P (µ;x). Here λ and µ are dominant points of their orbits and x stands for n
auxiliary independent variables x1, x2, . . . , xn whose nature is of no concern to
us here. They can be thought of as, for example, complex or real variables. We
introduce them in order to make sense of the definitions below.
Denote by λ(i) ∈ G(λ) the points of the orbit G(λ), and by µ(k) ∈ G(µ), where
λ(i) =
n∑
p=1
a(i)p ωp , µ
(k) =
n∑
q=1
b(k)q ωq , 1 ≤ i ≤ |G(λ)| , 1 ≤ k ≤ |G(µ)| .
(2.8)
Here |G(λ)| and |G(µ)| denote the number of points in their orbits. Then we can
introduce the polynomials:
P (λ;x) =
∑
λ(i)∈G(λ)
xλ
(i)
:=
|G(λ)|∑
i=1
x
a
(i)
1
1 x
a
(i)
2
2 · · ·xa
(i)
n
n ,
P (µ;x) =
∑
µ(k)∈G(µ)
xµ
(k)
:=
|G(µ)|∑
k=1
x
b
(k)
1
1 x
b
(k)
2
2 · · ·xb
(k)
n
n ,
and their product,
P (λ;x)⊗ P (µ;x) =
|G(λ)|∑
i=1
|G(µ)|∑
k=1
x
a
(i)
1 +b
(k)
1
1 x
a
(i)
2 +b
(k)
2
2 · · ·xa
(i)
n +b
(k)
n
n . (2.9)
The latter consists of the sum of |G(λ)||G(µ)| monomials which can be decom-
posed into the sum of polynomials defined by one G-orbit each.
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Finally, consider an example: Let G be the group A2, and λ = (1, 0) and µ =
(0, 1). Therefore P ((1, 0);x) = x1+x−11 x2+x
−1
2 and P ((0, 1);x) = x2+x1x
−1
2 +x
−1
1 .
Their products decompose as follows,
P ((1, 0);x)⊗ P ((0, 1);x) ={x1x2 + x21x−12 + x−11 x22 + x−21 x2 + x1x−22 + x−11 x−12 }
+3 = P ((1, 1);x) + 3P ((0, 0);x) ,
P ((1, 0);x)⊗ P ((1, 0);x) ={x21 + x−21 x22 + x−22 }+ 2{x2 + x1x−12 + x−11 }
=P ((2, 0);x) + 2P ((0, 1);x) .
2.6.2. Products of G-orbits
Suppose we are given two orbits, say G(λ) and G(µ), of the same Coxeter
group G. Let λ(i) and µ(k) be the points of G(λ) and G(µ) respectively, numbered
in some way. We define the product of two orbits as
G(λ)⊗G(µ) :=
⋃
λ(i)∈G(λ), µ(k)∈G(µ)
(λ(i) + µ(k)) . (2.10)
The left side is obviously G-invariant, therefore the right side is also G-invariant.
Hence it can be decomposed into a union of several G-orbits. The highest and
the lowest components of such a decomposition are easily obtained:
G(λ)⊗G(µ) = G(λ+ µ) ∪ · · · ∪G(λ+ µ). (2.11)
Here, λ+ µ is the sum of the dominant points of the orbits G(λ) and G(µ). The
symbol µ stands for the unique lowest point of G(µ) (all coordinates are non-
positive in the ω-basis). Frequently, it happens that λ + µ is not a dominant
point, i.e. the highest point in its orbit, but it still identifies the orbit uniquely.
Note also that λ + µ and µ + λ always belong to the same G-orbit. The lowest
component G(λ+ µ) often appears more than once in the decomposition.
For a geometric interpretation of (2.11), recall that all orbits in (2.11) are
concentric, having the origin as their common center, and that points of one orbit
are equidistant from the origin. In physics, the product on the left side of (2.11)
can be thought of as a certain ‘interaction’ between two orbit-layers, resulting on
the right side in an ‘onion’-like structure of several concentric orbit-layers.
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To simplify the notation in the following examples, we write just λ instead of
G(λ), so that λ⊗ µ means G(λ)⊗G(µ).
2.6.3. Two-dimensional examples
A2 : (1, 0)⊗ (0, 1) = (1, 1) ∪ 3(0, 0) ,
(1, 0)⊗ (1, 1) = (2, 1) ∪ 2(1, 0) ∪ 2(0, 2) ,
(1, 1)⊗ (1, 1) = (2, 2) ∪ 2(1, 1) ∪ 2(3, 0) ∪ 2(0, 3) ∪ 6(0, 0) .
C2 : (1, 0)⊗ (0, 1) = (1, 1) ∪ 2(1, 0) ,
(1, 0)⊗ (1, 1) = (2, 1) ∪ 2(2, 0) ∪ 2(0, 2) ∪ 2(0, 1) ,
(1, 1)⊗ (1, 1) = (2, 2) ∪ 2(2, 1) ∪ 2(4, 0) ∪ 2(2, 0) ∪ 2(0, 3)∪
2(0, 1) ∪ 8(0, 0) .
G2 : (1, 0)⊗ (0, 1) = (1, 1) ∪ 2(0, 2) ∪ 2(0, 1) ,
(1, 0)⊗ (1, 1) = (2, 1) ∪ (1, 2) ∪ (1, 1) ∪ 2(0, 4) ∪ 2(0, 2) ∪ 2(0, 1) ,
(1, 1)⊗ (1, 1) = (2, 2) ∪ 2(1, 1) ∪ 2(1, 3) ∪ 2(3, 0) ∪ 2(2, 0)∪
2(1, 0) ∪ 2(0, 5) ∪ 2(0, 4) ∪ 2(0, 1) ∪ 12(0, 0) .
H2 : (1, 0)⊗ (0, 1) = (1, 1) ∪ (τ − 1, τ − 1) ∪ 5(0, 0) ,
(1, 0)⊗ (1, 1) = (2, 1) ∪ (τ, τ − 1) ∪ (τ − 1, 1) ∪ 2(1, 0)∪
2(0, τ + 1) ,
(1, 1)⊗ (1, 1) = (2, 2) ∪ 2(τ, τ) ∪ 2(τ − 1, τ − 1) ∪ 2(2 + τ, 0)∪
2(2τ − 1, 0) ∪ 2(0, 2 + τ) ∪ 2(0, 2τ − 1) ∪ 10(0, 0) .
37
2.6.4. Three-dimensional examples
A3 : (1, 0, 0)⊗ (0, 0, 1) = (1, 0, 1) ∪ 4(0, 0, 0) ,
(1, 0, 1)⊗ (0, 1, 0) = (1, 1, 1) ∪ 3(2, 0, 0) ∪ 4(0, 1, 0) ∪ 3(0, 0, 2) ,
(1, 1, 0)⊗ (0, 0, 1) = (1, 1, 1) ∪ 3(2, 0, 0) ∪ 2(0, 1, 0) .
B3 : (1, 0, 0)⊗ (0, 0, 1) = (1, 0, 1) ∪ 3(0, 0, 1) ,
(1, 0, 1)⊗ (0, 1, 0) = (1, 1, 1) ∪ 2(2, 0, 1) ∪ 3(1, 0, 1) ∪ 2(0, 1, 1)∪
3(0, 0, 3) ∪ 6(0, 0, 1) ,
(1, 1, 0)⊗ (0, 0, 1) = (1, 1, 1) ∪ 2(2, 0, 1) ∪ 2(1, 0, 1) ∪ 2(0, 1, 1) .
C3 : (1, 0, 0)⊗ (0, 0, 1) = (1, 0, 1) ∪ 2(0, 1, 0) ,
(1, 0, 1)⊗ (0, 1, 0) = (1, 1, 1) ∪ 2(2, 1, 0) ∪ 2(1, 0, 1) ∪ 4(2, 0, 0)∪
4(0, 2, 0) ∪ 4(0, 1, 0) ∪ 3(0, 0, 2) ,
(1, 1, 0)⊗ (0, 0, 1) = (1, 1, 1) ∪ 2(2, 1, 0) ∪ 2(1, 0, 1) ∪ 4(0, 1, 0) .
H3 : (1, 0, 0)⊗ (0, 0, 1) = (1, 0, 1) ∪ (0, τ − 1, τ − 1) ∪ 5(τ, 0, 0)∪
3(0, 0, τ − 1) .
2.6.5. Decomposition of products of E8 orbits.
We say that an orbit is fundamental if its dominant weight in the ω-basis
has precisely one coordinate equal to 1 and all others are zero. Thus E8 has 8
fundamental orbits. Their sizes range from 240 to over 17 000.
All 36 different products of fundamental orbits of E8 were decomposed in [13]
and are explicitly shown within the tables. They were indispensable in solving
the main problem of [13], namely the decomposition of products of fundamental
representations of E8.
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2.7. Decomposition of symmetrized powers of orbits
2.7.1. Symmetrized powers of G-polynomials
The product of m identical polynomials, say P (λ;x), is the subject of the
action of the permutation group Sm of m elements. Thus it can be decomposed
into a sum of components with a specific permutation symmetry. It is well known
from representation theory that the permutation symmetry commutes with the
action of the Weyl group. Consequently, each permutation symmetry component
can be decomposed into a sum of polynomials.
Let be short-hand notation for a polynomial (2.6.1). The product of two
and more copies of decomposes into the symmetry components indicated by
their Young diagrams:
⊗ = + , ⊗ ⊗ = + 2 + , . . . (2.12)
In general, the square stands for a set of G-invariant items, each square con-
taining the same items. Those can be monomials of a polynomial, or weights in the
case of the weight system of a representation of a semisimple Lie group/algebra,
or points of a G-orbit. The product of m copies of the same square decomposes
into permutational symmetry components according to the representations of the
group Sm. The components are identified by their Young diagram. Each of the
components is further decomposable into the sum of parts that are labeled by the
orbits of the Coxeter group G.
In order to perform such a two-step decomposition, (i) the items of the square
need to be numbered consecutively in any convenient way. The items belonging
to a particular permutation symmetry component are then determined according
to the inequalities, shown in the next subsection, and more generally implied
by the corresponding Young diagram. Then (ii) items belonging to a particular
Young diagram, which are labeled by points transformed by G, are sorted out
into the Coxeter group orbits. Practically it suffices to find the items labeled by
dominant points.
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2.7.2. Symmetrized powers of G-orbits
For simplicity of notation let us continue to label an orbitG(λ) by its dominant
point λ. The product of the same two G-orbits decomposes into its symmetric
and antisymmetric parts:
λ⊗ λ = (λ2)symm ∪ (λ2)anti (2.13)
Each of the two terms of the right side is further decomposable into the sum
of individual orbits. Let λ1, λ2, . . . be the points of the orbit λ numbered in
any order. Then the content of the two parts is determined by the following
inequalities
(λ2)symm 3 λp + λq , p ≥ q , (2.14)
(λ2)anti 3 λp + λq , p > q . (2.15)
The product of 3 copies of λ decomposes likewise
λ⊗ λ⊗ λ = (λ3)symm ∪ (λ3)anti ∪ 2(λ3)mixed , (2.16)
where permutation symmetry components are formed from the N points as fol-
lows:
(λ3)symm 3 λp + λq + λs , p ≥ q ≥ s , (2.17)
(λ3)anti 3 λp + λq + λs , p > q > s , (2.18)
(λ3)mixed 3 λp + λq + λs , p ≥ q and p > s . (2.19)
Similarly, any higher power decomposes into permutation symmetry compo-
nents where each is a sum of individual orbits.
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2.7.3. Two-dimensional examples
A2 : (0, 1)
2
symm = (1, 0) ∪ (0, 2) ,
(0, 1)2anti = (1, 0) .
(1, 1)2symm = (2, 2) ∪ (1, 1) ∪ (3, 0) ∪ (0, 3) ∪ 3(0, 0) ,
(1, 1)2anti = (1, 1) ∪ (3, 0) ∪ (0, 3) ∪ 3(0, 0) .
(1, 0)3symm = (1, 1) ∪ (3, 0) ∪ (0, 0) ,
(1, 0)3anti = (0, 0) ,
(1, 0)3mixed = (1, 1) ∪ 2(0, 0) .
C2 : (0, 1)
2
symm = (2, 0) ∪ (0, 2) ∪ 2(0, 0) ,
(0, 1)2anti = (2, 0) ∪ 2(0, 0) .
(1, 0)3symm = (1, 1) ∪ (3, 0) ∪ 2(1, 0) ,
(1, 0)3anti = (1, 0) ,
(1, 0)3mixed = (1, 1) ∪ 3(1, 0) .
G2 : (0, 1)
2
symm = (1, 0) ∪ (0, 2) ∪ (0, 1) ∪ 3(0, 0) ,
(0, 1)2anti = (1, 0) ∪ (0, 1) ∪ 3(0, 0) .
(1, 0)3symm = (1, 3) ∪ (3, 0) ∪ (2, 0) ∪ 3(1, 0) ∪ 2(0, 3) ∪ 2(0, 0) ,
(1, 0)3anti = (2, 0) ∪ 2(1, 0) ∪ 2(0, 0) ,
(1, 0)3mixed = (1, 3) ∪ 2(2, 0) ∪ 5(1, 0) ∪ 2(0, 3) ∪ 4(0, 0) .
H2 : (0, 1)
2
symm = (τ, 0) ∪ (0, 2) ∪ (0, τ − 1) ,
(0, 1)2anti = (τ, 0) ∪ (0, τ − 1) .
(1, 0)3symm = (2− τ, 1) ∪ (1, τ) ∪ (3, 0) ∪ (τ, 0) ∪ (0, τ − 1) ,
(1, 0)3anti = (τ, 0) ∪ (0, τ − 1) ,
(1, 0)3mixed = (2− τ, 1) ∪ (1, τ) ∪ 2(τ, 0) ∪ 2(0, τ − 1) .
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2.7.4. Three-dimensional examples
A3 : (1, 0, 0)
3
symm = (1, 1, 0) ∪ (3, 0, 0) ∪ (0, 0, 1) ,
(1, 0, 0)3anti = (0, 0, 1) ,
(1, 0, 0)3mixed = (1, 1, 0) ∪ 2(0, 0, 1) .
B3 : (1, 0, 0)
3
symm = (1, 1, 0) ∪ (3, 0, 0) ∪ 3(1, 0, 0) ∪ (0, 0, 2) ,
(1, 0, 0)3anti = 2(1, 0, 0) ∪ (0, 0, 2) ,
(1, 0, 0)3mixed = (1, 1, 0) ∪ 5(1, 0, 0) ∪ 2(0, 0, 2) .
C3 : (1, 0, 0)
2
symm = (2, 0, 0) ∪ (0, 1, 0) ∪ 3(0, 0, 0) ,
(1, 0, 0)2anti = (0, 1, 0) ∪ 3(0, 0, 0) .
H3 : (1, 0, 0)
2
symm = (2, 0, 0) ∪ (0, 1, 0) ∪ (0, τ − 1, 0) ∪ 6(0, 0, 0) ,
(1, 0, 0)2anti = (0, 1, 0) ∪ (0, τ − 1, 0) ∪ 6(0, 0, 0) .
2.8. Congruence classes, indices, and anomaly numbers
of polytopes
Here we introduce numerical characterizations of W -orbits, analogs of similar
quantities known for irreducible representations of semisimple Lie groups, which
proved particularly useful in their application.
2.8.1. Congruence classes
Inclusion among the lattices (2.5) is an important property of the Weyl group
W . The weight lattice P can be understood as a union of several components,
each isomorphic to the root lattice Q. The components are shifted relative to
each other by some elements of P . An individual component consists of points
belonging to one congruence class of P . The index of Q in P , denoted |Z|, is
the number of distinct congruence classes in P . The value of |Z| reflects other
properties of G. For example, it is the order of the center of G, it is a common
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denominator of coordinates of all points of P when given in the basis of simple
roots, etc. One has |Z| > 1 for all G but for the exceptional simple Lie groups of
types E8, F4, and G2.
The congruence number c is a number attached to points of P . The value of
c is common to all points of the same congruence class. It can be defined in a
number of equivalent ways. Our definition coincides with that of [31]. All points
of anyW -orbit belong to the same congruence class. Furthermore, orbits obtained
from the decomposition of a product belong to the same congruence class, and
their congruence number is the sum of the congruence numbers of the orbits of
the multiplication. That is also true for the decomposition of symmetrized powers
of orbits.
Let x = (x1, x2, . . . , xn) ∈ P be a point to consider in the ω-basis. Its congru-
ence number c(x) is given by the following formulas :
An : c(x) =
n∑
k=1
kxk mod (n+ 1)
Bn : c(x) = xn mod 2
Cn : c(x) =
[
n+1
2
]∑
k=1
x2k−1 mod 2
Dn : c(x) = (c1(x) mod 2 , c2(x) mod 4),
c1(x) = xn−1 + xn
c2(x) =
2x1 + 2x3 + · · ·+ 2xn−2 + (n− 2)xn−1 + nxn, n odd2x1 + 2x3 + · · ·+ 2xn−3 + (n− 2)xn−1 + nxn, n even
E6 : c(x) = x1 − x2 + x4 − x5 mod 3
E7 : c(x) = x4 + x6 + x7 mod 2
(2.20)
For E8, F4 and G2 there is only one congruence class, namely c(x) = 0 for
all x ∈ P . Note also that the roots of any group belong to the congruence class
c(x) = 0. Hence also the points of the root lattice of any group belong to the
congruence class c(x) = 0.
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The points of any single G-orbit belong to the same congruence class be-
cause the difference between any two points of the same orbit is an integer linear
combination of simple roots, as can be derived from (2.7).
For the non-crystallographic groups, the congruence classes can be similarly
defined, involving their appropriate irrationality. It is important to recall that,
in these cases, P is a dense lattice. The coordinates of x ∈ P , relative to the
ω-basis, are the numbers a+ τb, with a, b ∈ Z.
H2 : c(x) = τx1 + 2x2 mod 5, where τ = 3 (2.21)
2.8.2. The second and higher indices
The second and higher indices were defined [53] for weight systems of ir-
reducible finite dimensional representations of compact semisimple Lie groups.
Extensive tables of indices of degree 0, 2 and 4 are found in [35]. The fact that
a weight system is a union of several W -orbits suggests that the indices could
be introduced for individual orbits. Moreover, we introduce them also for non-
crystallographic Coxeter groups with the same formulas.
For any finite Coxeter group G, we define an index I(2k)λ of degree 2k of a
G-orbit G(λ) by
I
(2k)
λ =
∑
µ∈G(λ)
〈µ, µ〉k = 〈λ, λ〉kI(0)λ , k = 0, 1, 2, . . . , (2.22)
because points of G(λ) are equidistant from the origin. Clearly I(0)λ = |G(λ)| is
the number of points of the orbit G(λ) given by (2.6).
Higher indices of products of two orbits, G(λ1) ⊗ G(λ2), are also useful in
calculating the decompositions. Let r be the rank of G.
I(2k)(G(λ1)⊗G(λ2)) = I(2k)λ1⊗λ2 = I
(2k)
λ1+λ2
+ · · ·+ I(2k)
λ1+λ2
(2.23)
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I
(0)
λ1⊗λ2 = I
(0)
λ1
I
(0)
λ2
I
(2)
λ1⊗λ2 = I
(2)
λ1
I
(0)
λ2
+ I
(0)
λ1
I
(2)
λ2
= I
(0)
λ1
I
(0)
λ2
(〈λ1, λ1〉+ 〈λ2, λ2〉)
I
(4)
λ1⊗λ2 = I
(4)
λ1
I
(0)
λ2
+
2(r + 2)
r
I
(2)
λ1
I
(2)
λ2
+ I
(0)
λ1
I
(4)
λ2
Table 4 presents examples of indices of degree 0, 2, 4, 6 and 8 for individual
orbits of A2, C2, G2 and H2.
2.8.3. Anomaly numbers
Triangle anomaly numbers were introduced in physics [61, 15, 50] as quanti-
ties assigned to irreducible representations of a few compact semisimple Lie groups
and calculated from the weight systems of their representations. Constraints on
possible models in particle physics were imposed in terms of admissible values of
the anomaly numbers of representations involved in a particular model. Gener-
alization of the concept to all compact semisimple Lie groups and to higher than
third degree anomaly number originates in [58]. Our goal here is to show that
the anomaly numbers can be used also for constituents of the weight systems
of irreducible representations, namely for W -orbits and more generally, for the
orbits G(λ) of any finite Coxeter group.
The anomaly number I(2k−1)λ of degree 2k−1 of the orbit G(λ) of the Coxeter
group G is defined as follows,
I
(2k−1)
λ =
∑
µ∈G(λ)
〈µ, u〉2k−1 , k = 1, 2, . . . , (2.24)
where u is a special vector passing through the origin. In particular, I(1) = 0 in
all cases. The anomaly number of physics literature is I(3), therefore it is the only
one we consider.
Frequently used property of I(3) is the decomposition of the product of two
orbits, which is the analog of (2.8.2):
I
(3)
λ1⊗λ2 = I
(3)
λ1
I
(0)
λ2
+ I
(0)
λ1
I
(3)
λ2
= I
(3)
λ1+λ2
+ · · ·+ I(3)
λ1+λ2
(2.25)
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A2 I
(0) I(2) 3I(4) 9I(6) 27I(8)
(1, 0) 3 2 4 8 16
(2, 0) 3 8 64 512 4096
(1, 1) 6 12 72 432 2592
(2, 1) 6 28 392 5488 76832
C2 I
(0) I(2) 2I(4) 4I(6) 8I(8)
(1, 0) 4 2 2 2 2
(0, 1) 4 4 8 16 32
(2, 0) 4 8 32 128 512
(0, 2) 4 16 128 1024 8192
(1, 1) 8 20 100 500 2500
(2, 1) 8 40 400 4000 40000
G2 I
(0) I(2) 3I(4) 9I(6) 27I(8)
(0, 1) 6 4 8 16 32
(1, 0) 6 12 72 432 2592
(0, 2) 6 16 128 1024 8192
(0, 3) 6 36 648 11664 209952
(2, 0) 6 48 1152 27648 663552
(1, 1) 12 56 784 10976 153664
H2 I
(0) (3− τ)I(2) (3− τ)2I(4)
(1, 0) 5 10 20
(2, 0) 5 40 320
(1, 1) 10 20(τ + 2) 40(τ + 2)2
(2, 1) 10 10(4τ + 10) 10(4τ + 10)2
Tab. 2.4. Examples of the indices I(2k), k = 0, . . . , 4.
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In general terms, the direction of u can be characterized as follows. Suppose
W in (2.24) is the Weyl group of a compact simple Lie group G, and that G has
a maximal reductive subgroup of type U(1)×G′. Then the direction of u is given
by the direction corresponding to U(1) in the Euclidean space spanned by the
roots of G.
The first question to answer is when such a maximal subgroup is present. For
a complete list of the cases see below [6]:
An ⊃ An−1 × U(1) n ≥ 2
An ⊃ Ak × An−k−1 × U(1) n ≥ 3 , 1 ≤ k ≤ [n−12 ]
Bn ⊃ Bn−1 × U(1) n ≥ 3
Cn ⊃ An−1 × U(1) n ≥ 2
Dn ⊃ An−1 × U(1) n ≥ 4
Dn ⊃ Dn−1 × U(1) n ≥ 5
E6 ⊃ D5 × U(1)
E7 ⊃ E6 × U(1)
(2.26)
As long as each orbit of a given group contains with every weight also its negative,
the anomaly numbers are equal to zero. Therefore the interesting cases that
remain are found in An, D2k+1, E6, and E7. In physics, however, only the anomaly
numbers of An ⊃ An−1 × U(1) are used so far.
Anomaly numbers of H2, H3, and H4 are also defined by (2.24). In those
cases, however, the direction of u has to be determined differently since there
is no U(1) subgroup. Instead, one can require that u be orthogonal to selected
simple roots: α1 for H2, α1 and α2 for H3, and α1, α2, and α3 for H4. Anomaly
numbers for H2 are zero for all orbits. They will be considered elsewhere [30],
along with the anomaly numbers of other non-crystallographic groups.
2.9. Concluding remarks
(1) Useful and interesting objects may turn out to be G-orbits with each point
decorated by a sign [51] according to the following rule. The dominant
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point, say λ, and all points obtained from it by an even number of re-
flections generating G, carry a positive sign, while all points of the orbit
obtained from λ by an odd number of reflections carry a negative sign.
Let us call an S-orbit a decorated orbit of λ of G, while the orbits without
the sign decoration, i.e. all positive signs, are called C-orbits of λ of G.
In order to avoid ambiguities, it should be stipulated that λ of an S-orbit
must have all coordinates positive in ω-basis.
Multiplication of such orbits follows simple rules:
C-orbit× C-orbit −→ C-orbits, (2.27)
C-orbit× S-orbit −→ S-orbits, (2.28)
S-orbit× S-orbit −→ C-orbits. (2.29)
In (2.27), all coefficients in the decomposition of the product are positive
integers, while in (2.28) and (2.29), all such coefficients are integers, but
not all may be positive.
The decomposition of many products of C-orbits with lowest nontrivial S-
orbit can be directly inferred from the tables [8], using the Weyl character
formula.
(2) In the examples, we often required that a G-orbit consist of points of the
weight lattice P . Very few properties of the orbits would have been lost,
had we instead allowed λ to be any point in Rn. The congruence classes
would not then be applicable.
Consider the following products of A2 orbits as examples:
(a, 0)⊗ (ε, 0) = (a+ ε, 0) ∪ (a− ε, ε) , 0 < ε 1 , a ≥ 1 , (2.30)
(a, 0)⊗ (0, a+ ε) = (a, a+ ε) ∪ (0, ε) , 0 < ε 1 , a 1 . (2.31)
The radii of the two orbits in the decomposition (2.30) can be drawn
arbitrarily close (in the sense of the continuous limit) by a suitable choice
of ε, and in (2.31) they can be pushed as far apart as desired by the choice
of a. The second orbit in (2.31) has a radius equal to ε
√
2
3
.
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(3) For a geometric interpretation of orbits as polytopes, refer to the para-
graph following equation (2.11). The ‘interaction’ (i.e. product) between
two concentric orbit-layers results in the layered structure of orbits. They
are subject to the equality of indices of various degrees, congruence num-
bers, relations between anomaly numbers. Speculative interpretation can
go further: Consider I(2)λ as the ‘energy’ of the orbit and I
(2)
λ⊗λ′ as the
‘energy’ of the interacting pair, etc.
(4) Although we did not pursue it here, orbit multiplication can be viewed as
an ‘interaction’ between two orbits similarly as used in particle physics to
view interacting multiplets of particles. A multiplet is described by the
weight system of an irreducible representation of the corresponding Lie
group/algebra. Here, the role of the multiplet would be given to the set
of points of an orbit. In both cases, such interactions would be governed
by the strict equality of indices of various degrees, congruence numbers,
relations between anomaly numbers. But there is a price to pay for such
a reinterpretation of multiplets: the overall invariance of the theory with
respect to the Lie group would be reduced to the invariance with respect
to the Coxeter group, or to its (discrete) image ‘lifted’ into the Lie group
[42].
(5) It would be useful to ask additional questions about the properties of
indices and anomaly numbers of various degrees. Such questions can be
answered by adaptation of the methods used for the weight system of
representations [53, 58].
(6) In place of finite Coxeter groups, we could have chosen to consider other
finite groups for similar considerations [34]. The immediate motivations
for our choice were recent applications in harmonic analysis, where W -
orbits are playing a fundamental role. Equally interesting would be to
consider orbits of infinite Coxeter groups. (A Coxeter group with con-
nected diagram is of infinite order if its diagram is different from those
listed in Section 2.) The orbits of representations of Kac-Moody algebras
would be relatively easily amenable to such a study.
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(7) Similarly, we could consider orbits of two or more seed points. A simple
example is the root system of the group G2. Choosing as the two seed
points one short root and one long root, say α2 and α1 + 3α2, the orbit of
the pair is a star-like polygon formed by the root system of G2.
(8) An interesting problem appears to be to pursue a similar study of or-
bits of the even subgroups of Coxeter groups, particularly because these
subgroups are not Coxeter groups in general.
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Chapter 3
SIX TYPES OF E−FUNCTIONS OF THE LIE
GROUPS O(5) AND G(2)
Authors: Lenka Háková, Jiří Hrivnák, Jiří Patera
Abstract: New families of E-functions are described in the context of the com-
pact simple Lie groups O(5) and G(2). These functions of two real variables
generalize the common exponential functions and for each group, only one family
is currently found in the literature. All the families are fully characterized, their
most important properties are described, namely their continuous and discrete
orthogonalities and decompositions of their products.
3.1. Introduction
We consider six infinite families of special functions which can be derived from
the compact simple Lie groups of types
Bn , Cn , G2 , F4 , 2 ≤ n <∞ . (3.1)
These are all the simple Lie groups with roots of two different lengths. One of
the six families has been described previously [25]. The other families are new.
Within each of the six family, the functions
(i) depend of n real variables, n being the rank of the underlying simple Lie group;
(ii) are periodic in various ways over the entire real Euclidean space Rn;
(iii) are pairwise orthogonal when integrated over a finite (‘fundamental’) region
of Rn;
(iv) are pairwise orthogonal when their values, sampled at lattice fragment in
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the fundamental region, are summed up, the lattice being of any density and of
symmetry dictated by the underlying group (3.1).
We limit our considerations to the Lie groups (3.1) of rank two, namely the
groups O(5) ≡ Sp(4) and G(2). Their Lie algebras are denoted B2 ≡ C2 and G2.
There are neither principal nor technical obstacles to generalize the results of this
paper to simple Lie groups of type (3.1) of ranks greater than 2.
A basic tool for defining the functions are the particular subgroupsW e,W s,W l
of the finite reflection group W , which is the symmetry group of the root systems
of the groups (3.1). These subgroups are called the even subgroups of W . They
are of index 2 in W and it is seen from the orders of the reflection groups that
they are not reflection generated groups.
In addition to the well known and extensively studied [26, 24] symmetric
(C- ) and antisymmetric (S- ) functions of the Weyl group orbit, new families
of W -orbit functions for the groups (3.1), called SL- and SS- , were recently
discovered. In [51], functions defined using the subgroup W e, called E-functions,
were studied. Those functions are defined for every compact simple Lie group
[25, 23] and they can be written as sums of symmetric and antisymmetric orbit
functions (symbolically written as E = C + S). By considering the sums of pairs
of the functions C, S, SL, and SS built using the same Weyl group we obtain 6
families of E−functions: We use the following notation for those functions
Ξe+ = C + S, Ξe− = SL + SS,
Ξs+ = C + SS, Ξs− = S + SS, (3.2)
Ξl+ = C + SL, Ξl− = S + SL .
In this paper we use a different approach to construct the E−functions using the
sign homomorphisms (section 3.3.1).
General motivation [57] for the study of E-functions of two variables resides
in the processing of digitally given data. The advantage of having a larger choice
of families of functions is the fact that they are orthogonal in regions of different
shapes, which can be more suitable for the particular data. Combined with the
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relative simplicity of these functions, one expects that the processing speed could
be increased.
This paper is organized as follows. In section 2 we review some basic facts
from the theory of Weyl groups. In section 3 the sign homomorphisms and their
kernels are introduced. Sections 4 and 5 present in detail the even orbit function
and the mixed even orbit function. The product of the E−functions is studied in
the section 6.
3.2. Weyl groups
and corresponding fundamental domains
3.2.1. Weyl group and affine Weyl group
The ordered set of simple roots ∆ = (α1, α2) of a simple Lie algebra of rank
2 is a collection of 2 vectors spanning a real 2−dimensional Euclidean space
R2 [21, 22]. The simple roots of ∆ form a basis of R2 satisfying certain specific
conditions. These roots are specified by their lengths and the angle between them.
Equivalently, the root system ∆ can be determined either by the Coxeter–Dynkin
diagram (and the corresponding Coxeter matrix M) or the Cartan matrix C of
the simple Lie algebra. The coroots α∨i are defined as α∨i = 2αi/ 〈αi, αi〉 , i = 1, 2.
In addition to the α−basis of simple roots, we define the weight ω−basis by
〈α∨i , ωj〉 = δij , i, j ∈ {1, 2}.
The fourth basis, called the coweight ω∨−basis, is given by ω∨i = 2ωi/ 〈αi, αi〉 , i =
1, 2.
We define the root lattice Q as the set of all integer linear combinations of
simple roots
Q = Zα1 + Zα2
and similarly we define the coroot Q∨ lattice by
Q∨ = Zα∨1 + Zα∨2 .
Moreover, we define the weight lattice and the coweight lattice
P = Zω1 + Zω2, P∨ = Zω∨1 + Zω∨2 .
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Some important subsets of the weight lattice P are the cone of dominant
weights P+ and the cone of strictly dominant weights P++:
P+ = Z≥0ω1 + Z≥0ω2 ⊃ P++ = Nω1 + Nω2.
The reflection rα, α ∈ ∆, which fixes the hyperplane orthogonal to α and
passes through the origin can be explicitly written as rαx = x− 〈α, x〉α∨, where
x ∈ R2.
Given a simple Lie algebra with the set of simple roots ∆ = (α1, α2), the
associated Weyl group W is a finite group generated by reflections ri ≡ rαi , i =
1, 2. The system of vectors W∆ (W∆ denotes W acting on the simple roots ∆)
is the root system and contains the highest root ξ ∈ W∆. The affine reflection
r0 with respect to the highest root is given by
r0x = rξx+
2ξ
〈ξ, ξ〉 , rξx = x−
2〈x, ξ〉
〈ξ, ξ〉 ξ , x ∈ R
2 .
By adding the affine reflection r0 to the set of generators {r1, r2} one obtains the
affine Weyl group W aff . The affine Weyl group W aff consists of transformations
of R2 from W and of shifts by vectors from the coroot lattice Q∨. In fact it holds
that W aff = Q∨ oW . The fundamental domain F of the action of W aff on R2
is a triangle with vertices
{
0,
ω∨1
m1
,
ω∨2
m2
}
, where m1,m2 are the coefficients of the
highest root ξ in α−basis, ξ = m1α1 +m2α2.
The set of dual roots ∆∨ = (α∨1 , α∨2 ) also generates a Weyl group W . The
system of vectors W∆∨ is a root system and contains the highest dual root
η ∈ W∆∨. The dual affine reflection r∨0 with respect to the highest dual root
is given by
r∨0 x = rηx+
2η
〈η, η〉 , rηx = x−
2〈x, η〉
〈η, η〉 η , x ∈ R
2 .
By adding the dual affine reflection r∨0 to the set of generators {r1, r2} one obtains
the dual affineWeyl group Ŵ aff , see [18]. The dual affineWeyl group Ŵ aff consists
of transformations of R2 fromW and of shifts by vectors from the root lattice Q; it
holds that Ŵ aff = QoW . The dual fundamental domain F∨ of the action of Ŵ aff
on R2 is a triangle with vertices
{
0, ω1
m∨1
, ω2
m∨2
}
, where m∨1 ,m∨2 are the coefficients
of the highest dual root η in α∨−basis, η = m∨1α∨1 +m∨2α∨2 .
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3.2.2. Fundamental domains
It is advantageous to distinguish explicitly the different root lengths in C2 and
G2. Instead of the generic set of simple roots of rank 2 of the form ∆ = (α1, α2),
we use the following notation
∆(C2) = (αs, αl)
∆(G2) = (αl, αs).
The symbol αs denotes the short simple root. For C2 we use the standard normal-
ization 〈αs, αs〉 = 1 and for G2 we have 〈αs, αs〉 = 2/3. The symbol αl denotes
the long simple root. For C2 and G2 we have 〈αl, αl〉 = 2. The angle between αs
and αl is 3pi/4 for C2 and 5pi/6 for G2. The highest root ξ is equal to 2αs +αl for
C2 and to 2αl + 3αs for G2. The ordering of the roots in bases ∆(C2) and ∆(G2)
in (3.2.2), (3.2.2) is in accordance with the standard convention. Furthermore,
we have the corresponding coroot α∨s = 2αs/ 〈αs, αs〉, the weight ωs satisfying
〈α∨s , ωs〉 = 1, the coweight ω∨s = 2ωs/ 〈αs, αs〉 and the corresponding reflection
rs (which we call short reflection). We define α∨l , ωl, ω∨l and rl (long reflection)
analogously. Therefore, the fundamental domains F have the following explicit
form
F (C2) = {aω∨s + bω∨l | a, b ≥ 0, 2a+ b ≤ 1}
F (G2) = {aω∨l + bω∨s | a, b ≥ 0, 2a+ 3b ≤ 1} .
We also denote by Xs, Xl the lines (’mirrors’) which are stabilized by rs, rl,
i.e. orthogonal to αs and αl, respectively:
Xs =
{
x ∈ R2 | 〈x, αs〉 = 0
}
, Xl =
{
x ∈ R2 | 〈x, αl〉 = 0
}
.
The lines which are stabilized with respect to the affine reflections r0, r∨0 are
denoted by X0, X∨0 , i.e.
X0 =
{
x ∈ R2 | 〈x, ξ〉 = 1} , X∨0 = {x ∈ R2 | 〈x, η〉 = 1} .
The segments of the lines Xs, Xl and X0 which lie in the fundamental domain F
are denoted by Ys, Yl and Y0, respectively:
Ys = Xs ∩ F, Yl = Xl ∩ F, Y0 = X0 ∩ F.
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Analogously, we define
Y ∨s = Xs ∩ F∨, Y ∨l = Xl ∩ F∨, Y ∨0 = X∨0 ∩ F∨.
We distinguish the weights from the positive weight lattice P+ which lie on the
mirrors Xs, and Xl:
P s = Xs ∩ P+, P l = Xl ∩ P+.
The fundamental domains F together with the root systems of C2 and G2 are
depicted in Figure 3.1.
3.3. Homomorphisms and orbits
3.3.1. Sign homomorphisms
TheWeyl groupW can also be abstractly defined by the following presentation
r2i = 1, (rirj)
mij = 1, i, j = 1, 2 (3.3)
where integers mij denote elements of the Coxeter matrix.
Crucial for us are certain ’sign’ homomorphisms σ : W → {±1}. An admissible
σ has to satisfy the presentation condition (3.3)
σ(ri)
2 = 1, (σ(ri)σ(rj))
mij = 1, i, j = 1, 2. (3.4)
There are two obvious choices 1, σe of such sign homomorphisms which are defined
for any w ∈ W
1(w) = 1
σe(w) = detw.
It turns out that for root systems with two different lengths of roots there are
two other choices available [37].
The Lie algebras C2 and G2 are the only simple Lie algebras of rank 2 which
have two different lengths of roots. As such, they admit other sign homomor-
phisms (and corresponding special functions) besides the standard choices (3.3.1),
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X0
αl = α
∨
l
C2
rsF ωs =
1
2ω
∨
s
rl(F \ Y0)
α∨sαs
ωl = ω
∨
l ξ = ω
∨
s
η
Xl
Xs
F
ωs
F
ωl = ω
∨
l = ξ
G2
αs
rl(F \ Y0)
αl = α
∨
l
Xl
Xs
X0
ω∨s = η
α∨s
Fig. 3.1. The fundamental domains F and the root systems of C2
and G2; the circles with a small dot inscribed depict the roots of
the root system W∆ and the circles with a smaller circle inside
them depict the elements of the dual root system W∆∨.
(3.3.1). The Coxeter matrices M of C2 and G2 are the following:
M(C2) =
1 4
4 1
 , M(G2) =
1 6
6 1
 . (3.5)
A sign homomorphism σ : W → {±1} can be defined by prescribing its values
on the generators rs and rl such that (3.4) is satisfied. The two obvious choices
σ(rs) = σ(rl) = 1 and σe(rs) = σe(rl) = −1 lead to the standard homomorphisms
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1 and σe. For the rank 2 cases C2 and G2 the elementsm12 of the Coxeter matrices
(3.5) are even. Therefore, σ(rl) and σ(rs) can be independently ±1 and (3.4) is
still satisfied. Consequently, there are two more sign homomorphisms, which we
denote by σs and σl:
σs(rs) = −1 , σs(rl) = 1 , (3.6)
σl(rl) = −1 , σl(rs) = 1 . (3.7)
Every element w from a Weyl group W can be written as a product of generators
w = ri1 . . . rik where rij ∈ {rs, rl}. Equivalently, we reformulate the definition
(3.6), (3.7):
σs(w) =
1 if there is an even number of short reflections rs in w−1 if there is an odd number of short reflections rs in w ,
σl(w) =
1 if there is an even number of long reflections rl in w−1 if there is an odd number of long reflections rl in w .
3.3.2. Orbits and stabilizers
Except for the trivial homomorphism 1, the kernels kerσ of the sign homo-
morphisms σ form normal subgroups of index 2 in W . We denote the kernels of
σe, σs and σl by W e, W s and W l, respectively:
W e = {w ∈ W |σe(w) = 1} ,
W s = {w ∈ W |σs(w) = 1} ,
W l =
{
w ∈ W |σl(w) = 1} .
Some general properties of the groupW e were derived in [19]. Explicit knowledge
of the orbits and stabilizers of W e, W s and W l will be needed for description of
orbit functions. Generic orbits of the action of W e, W s and W l on R2 for the
cases of C2 and G2 are shown in Figures 3.2 and 3.3.
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Fig. 3.2. Orbits of the actions of the groups W e, W s and W l of
C2. The coordinates (a, b) of the points in R2 are given in ω−basis.
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Fig. 3.3. Orbits of the actions of the groups W e, W s and W l of
G2. The coordinates (a, b) of the points in R2 are given in ω−basis.
For any λ ∈ R2 we have the stabilizer Stabkerσ(λ) of λ
Stabkerσ(λ) = {w ∈ kerσ |wλ = λ}
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and we denote the orders of the stabilizers of W e, W s and W l by deλ, dsλ and dlλ,
respectively
deλ ≡ |StabW e(λ)|, dsλ ≡ |StabW s(λ)|, dlλ ≡ |StabW l(λ)|. (3.8)
For our purposes, it is sufficient to consider only values of λ ∈ P+. If λ ∈ rP+,
for r = rs, rl, then the stabilizers of λ and rλ are conjugate and have the same
order, i.e.
deλ = d
e
rλ, d
l
λ = d
l
rλ, d
s
λ = d
s
rλ, r = rs, rl.
The orders of stabilizers deλ, dsλ and dlλ with λ ∈ P+ are for the cases of C2 and
G2 shown in Table 3.1.
λ ∈ P+
C2 G2
deλ d
s
λ d
l
λ d
e
λ d
s
λ d
l
λ
(a, b) 1 1 1 1 1 1
(a, 0) 1 2 1 1 1 2
(0, b) 1 1 2 1 2 1
(0, 0) 4 4 4 6 6 6
Tab. 3.1. Orders of stabilizers of λ ∈ P+ for C2 and G2, The
coordinates (a, b) are in ω−basis with a 6= 0, b 6= 0.
While calculating continuous orthogonality of various types of orbit functions,
the number of elements in the Weyl group and the volume of the fundamental
domain often appear. Let |F | be the volume of the fundamental domain. We
denote the number |W ||F | by K and we have (see e.g. [18])
K ≡ |W ||F | =
2 for C2√3 for G2. (3.9)
3.3.3. Orbits and stabilizers on the maximal torus
The orbits and stabilizers of the maximal torus will be needed for the discrete
calculus of orbit functions. We choose some arbitrary natural number M which
will control the density of the grids appearing in this calculus [18]. The discrete
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calculus of orbit functions is performed over the finite group 1
M
P∨/Q∨. The finite
complement set of weights is taken as the quotient group P/MQ. For x ∈ R2/Q∨,
we denote the orbit of a subgroup kerσ by
(kerσ)x =
{
wx ∈ R2/Q∨ |w ∈ kerσ} .
The orders of the group stabilizers of W e, W s and W l are denoted by εe, εs and
εl:
εe(x) ≡ |W ex|, εs(x) ≡ |W sx|, εl(x) ≡ |W lx|. (3.10)
For practical purposes it is sufficient to determine the sizes of these orbits for the
finite set
FM ≡ 1
M
P∨/Q∨ ∩ F.
For a general review of these sets FM see [18]. If x ∈ rFM , for r = rs, rl, then
the orbits of x and rx have identical size, i.e. for x ∈ FM
εe(x) = εe(rx) εs(x) = εs(rx), εl(x) = εl(rx), r = rs, rl.
For our cases C2 and G2 the sets FM are of the following explicit form
FM(C2) =
{
a
M
ω∨s +
b
M
ω∨l | a, b, c ∈ Z≥0, c+ 2a+ b = M
}
FM(G2) =
{
a
M
ω∨l +
b
M
ω∨s | a, b, c ∈ Z≥0, c+ 2a+ 3b = M
}
.
The coefficients εe(x), εs(x) and εl(x) for the cases C2 and G2 are listed in Ta-
ble 3.2.
For any λ ∈ P/MQ, we denote the stabilizer Stab∨kerσ(λ) of λ by
Stab∨kerσ(λ) = {w ∈ kerσ |wλ = λ} .
The corresponding orders of the stabilizers of the action of W e, W s and W l on
P/MQ are denoted by he∨λ , hs∨λ and hl∨λ , respectively
he∨λ ≡ |Stab∨W e(λ)|, hs∨λ ≡ |Stab∨W s(λ)|, hl∨λ ≡ |Stab∨W l(λ)|. (3.11)
For practical purposes it is sufficient to determine the sizes of these stabilizers for
the finite set
ΛM ≡ P/MQ ∩MF∨.
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x ∈ FM
C2 G2
εe(x) εs(x) εl(x) εe(x) εs(x) εl(x)
[c, a, b] 4 4 4 6 6 6
[0, a, b] 4 2 4 6 3 6
[c, 0, b] 4 4 2 6 3 6
[c, a, 0] 4 2 4 6 6 3
[0, 0, b] 1 1 1 2 1 2
[0, a, 0] 2 1 2 3 3 3
[c, 0, 0] 1 1 1 1 1 1
λ ∈ ΛM
C2 G2
he∨λ h
s∨
λ h
l∨
λ h
e∨
λ h
s∨
λ h
l∨
λ
[c, a, b] 1 1 1 1 1 1
[0, a, b] 1 1 2 1 1 2
[c, 0, b] 1 1 2 1 2 1
[c, a, 0] 1 2 1 1 1 2
[0, 0, b] 2 2 4 2 2 2
[0, a, 0] 4 4 4 3 3 6
[c, 0, 0] 4 4 4 6 6 6
Tab. 3.2. Orders of orbits of x ∈ FM and stabilizers of λ ∈ ΛM
for the cases C2 and G2. The coordinates [c, a, b] of x ∈ FM(C2),
x ∈ FM(G2) are as in (3.3.3), (3.3.3), respectively. The coordinates
[c, a, b] of λ ∈ ΛM(C2) and λ ∈ ΛM(G2) are taken from (3.3.3),
(3.3.3), respectively. It is assumed that a, b, c 6= 0.
For a general review of the sets ΛM see [18]. If λ ∈ rΛM , for r = rs, rl, then the
stabilizers of λ and rλ are conjugate and have identical size, i.e. for λ ∈ ΛM we
have
he∨λ = h
e∨
rλ , h
s∨
λ = h
s∨
rλ , h
l∨
λ = h
l∨
rλ, r = rs, rl.
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For C2 and G2, the sets ΛM are of the following explicit form
ΛM(C2) =
{
aωs + bωl | a, b, c ∈ Z≥0, c+ a+ 2b = M
}
ΛM(G2) =
{
aωl + bωs | a, b, c ∈ Z≥0, c+ 3a+ 2b = M
}
.
The coefficients he∨λ , hs∨λ and hl∨λ for the cases C2 and G2 are listed in Table 3.2.
While calculating discrete orthogonality of various types of orbit functions,
the number of elements of the Weyl group and the determinant of the Cartan
matrix detC often appear. We denote the number |W | detC/2 by k and we have
(see e.g. [18])
k ≡ |W | detC
2
=
8 for C26 for G2. (3.12)
3.4. Even orbit functions
Any sign homomorphism σ : W → {±1} determines, in general, a complex
orbit function ψσλ : R2 → C parametrized by λ ∈ P :
ψσλ(x) =
∑
w∈W
σ(w) e2pii〈wλ, x〉, x ∈ R2. (3.13)
For the choice (3.3.1) of 1 in (3.13), we obtain the so-called C−functions [26].
The C−functions ψ1λ were studied in detail for all rank two cases in [54, 55].
For the choice (3.3.1) of σe, we obtain the well-known S−functions [24]. The
S−functions ψσeλ resulting from homomorphism σe and (3.13) were described for
all rank two cases in [56]. The remaining two options of homomorphisms (3.6),
(3.7) and corresponding functions ψσsλ , ψσ
l
λ , called Sl− and Ss−functions [37],
were studied in detail for G2 only recently in [62].
The kernels kerσ of the sign homomorphisms σ, σ 6= 1, give rise to an-
other type of ’even’ orbit functions. They are complex functions Ψσλ : R2 → C
parametrized by λ ∈ P ,
Ψσλ (x) =
∑
w∈kerσ
e2pii〈wλ, x〉, x ∈ R2. (3.14)
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These ’even’ orbit functions are invariant with respect to the action of w ∈ kerσ
Ψσλ (wx) = Ψ
σ
λ (x)
Ψσwλ(x) = Ψ
σ
λ (x)
and the invariance with respect to shifts from Q∨ also holds
Ψσλ (x+ q
∨) = Ψσλ (x), q
∨ ∈ Q∨. (3.15)
In the following sections we investigate all the possible choices of sign homomor-
phisms and the resulting functions. We also discuss basic properties of those func-
tions, including continuous and discrete orthogonality and corresponding trans-
forms. It turns out that for all cases similar orthogonality relations to those in
[19, 43] hold.
3.4.1. Ξe+−functions
For the choice σe, we obtain the so-called E−functions [25]. Here we denote
these functions by the symbol Ξe+λ ≡ Ψσ
e
λ and the corresponding kernel is W e.
The invariance (3.4), (3.15) with respect to Q∨ oW e allows us to consider Ξe+λ
only on the domain
F e+ = F ∪ rF ◦
where F ◦ denotes the interior of F and r is an arbitrary generating reflection
r ∈ {rs, rl}. Similarly, the invariance (3.4) restricts λ ∈ P to the set
Pe+ = P
+ ∪ rP++.
Thus, we have
Ξe+λ (x) =
∑
w∈W e
e2pii〈wλ, x〉, x ∈ F e+, λ ∈ Pe+.
These E−functions Ξe+λ were studied for all rank two cases in detail in [23].
3.4.2. Ξs+−functions
We discuss the resulting functions Ψσsλ which correspond to the sign homo-
morphism σs. We denote these functions by Ξs+λ ≡ Ψσ
s
λ and the corresponding
65
kernel is W s. The invariance (3.4), (3.15) with respect to Q∨ oW s allows us to
consider Ξs+λ only on the domain
F s+ = F ∪ rs(F \ Ys).
Similarly, the invariance (3.4) restricts λ ∈ P to the set
Ps+ = P
+ ∪ rs(P+ \ P s).
Thus, we have
Ξs+λ (x) =
∑
w∈W s
e2pii〈wλ, x〉, x ∈ F s+, λ ∈ Ps+.
3.4.2.1. Continuous orthogonality and Ξs+−transforms
For any two weights λ, λ′ ∈ Ps+ the corresponding Ξs+−functions are orthog-
onal on F s+ ∫
F s+
Ξs+λ (x)Ξ
s+
λ′ (x) dx = K d
s
λ δλλ′ (3.16)
where dsλ, K are given by (3.8), (3.9), respectively. The Ξs+−functions determine
symmetrized Fourier series expansions,
f(x) =
∑
λ∈Ps+
cs+λ Ξ
s+
λ (x), where c
s+
λ =
1
Kdsλ
∫
F s+
f(x)Ξs+λ (x) dx.
3.4.2.2. Discrete orthogonality and discrete Ξs+−transforms
The finite set of points is given by
F s+M =
1
M
P∨/Q∨ ∩ F s+.
We define the corresponding finite set of weights as
Λs+M = P/MQ ∩MF s+∨
where
F s+∨ = F∨ ∪ rs(F∨ \ (Y ∨s ∪ Y ∨0 )).
Then, for λ, λ′ ∈ Λs+M , the following discrete orthogonality relations hold:∑
x∈F s+M
εs(x)Ξs+λ (x)Ξ
s+
λ′ (x) = kM
2hs∨λ δλλ′ (3.17)
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Ξs+(1, 0) Ξ
s+
(0, 1) Ξ
s+
(1, 1) Ξ
s+
(−1, 1)
Fig. 3.4. The contour plots of Ξs+−functions of C2 over the fun-
damental domain F s+(C2).
where hs∨λ , k are given by (3.11), (3.12), respectively. The discrete symmetrized
Ξs+−function expansion is given by
f(x) =
∑
λ∈Λs+M
cs+λ Ξ
s+
λ (x), where c
s+
λ =
1
kM2hs∨λ
∑
x∈F s+M
εs(x)f(x)Ξs+λ (x).
3.4.2.3. Ξs+−functions of C2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξs+−functions of C2:
Ξs+(a,b)(x, y) = 2 {cos(2pi(ax+ by)) + cos(2pi((a+ 2b)x− by))} .
The fundamental domain F s+ is of the form
F s+(C2) = {xω∨s + yω∨l |x, y ≥ 0, 2x+ y ≤ 1}
∪ {−xω∨s + (2x+ y)ω∨l |x > 0, y ≥ 0, 2x+ y ≤ 1}
and the lattice of weights Ps+ is given by
Ps+(C2) =
{
aωs + bωl | a, b ∈ Z≥0
} ∪ {−aωs + (a+ b)ωl | a ∈ N, b ∈ Z≥0} .
The contour plots of some lowest Ξs+−functions of C2 are given in Figure 3.4.
The coefficients dsλ of continuous orthogonality relations (3.16) are given in Table
3.1.
The discrete grid F s+M is given by
F s+M (C2) =
{
a
M
ω∨s +
b
M
ω∨l | c, a, b ∈ Z≥0, c+ 2a+ b = M
}
∪
{
− a
M
ω∨s +
2a+ b
M
ω∨l | a ∈ N, c, b ∈ Z≥0, c+ 2a+ b = M
}
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and the corresponding finite set of weights has the form
Λs+M (C2) =
{
aωs + bωl | c, a, b ∈ Z≥0, c+ a+ 2b = M
}
∪ {−aωs + (a+ b)ωl | a, c ∈ N, b ∈ Z≥0, c+ a+ 2b = M} .
The coefficients εs(x) and hs∨λ of discrete orthogonality relations (3.17) are given
in Table 3.2.
3.4.2.4. Ξs+−functions of G2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξs+−functions of G2:
Ξs+(a,b)(x, y) =e
2pii(ax+by) + e2pii(−ax+(3a+b)y) + e2pii((2a+b)x−(3a+2b)y)
+ e2pii((a+b)x−(3a+2b)y) + e2pii(−(2a+b)x+(3a+b)y) + e2pii(−(a+b)x+by).
The fundamental domain F s+ is of the form
F s+(G2) = {xω∨l + yω∨s |x, y ≥ 0, 2x+ 3y ≤ 1}
∪ {(x+ 3y)ω∨l − yω∨s |x ≥ 0, y > 0, 2x+ 3y ≤ 1}
and the lattice of weights Ps+ is given by
Ps+(G2) =
{
aωl + bωs | a, b ∈ Z≥0
} ∪ {(a+ b)ωl − bωs | a ∈ Z≥0, b ∈ N} .
The contour plots of some lowest Ξs+−functions of G2 are given in Figure 3.5.
The coefficients dsλ of continuous orthogonality relations (3.16) are given in Table
3.1.
The discrete grid F s+M is given by
F s+M (G2) =
{
a
M
ω∨l +
b
M
ω∨s | a, b, c ∈ Z≥0, c+ 2a+ 3b = M
}
∪
{
a+ 3b
M
ω∨l −
b
M
ω∨s | c, a ∈ Z≥0, b ∈ N, c+ 2a+ 3b = M
}
and the corresponding finite set of weights has the form
Λs+M (G2) =
{
aωl + bωs | a, b, c ∈ Z≥0, c+ 3a+ 2b = M
}
∪ {(a+ b)ωl − bωs | a ∈ Z≥0, b, c ∈ N, c+ 3a+ 2b = M} .
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ReΞs+(1, 0) ReΞ
s+
(0, 1) ReΞ
s+
(1, 1) ReΞ
s+
(1,−1)
ImΞs+(1, 0) ImΞ
s+
(0, 1) ImΞ
s+
(1, 1) ImΞ
s+
(1,−1)
Fig. 3.5. The contour plots of Ξs+−functions of G2 over the fun-
damental domain F s+(G2).
The coefficients εs(x) and hs∨λ of discrete orthogonality relations (3.17) are given
in Table 3.2.
3.4.3. Ξl+−functions
We now focus on the functions Ψσlλ which correspond to the sign homomor-
phism σl. We denote these functions by Ξl+λ ≡ Ψσ
l
λ and the corresponding kernel
is W l. The invariance (3.4), (3.15) with respect to Q∨oW l allows us to consider
Ξl+λ only on the domain
F l+ = F ∪ rl(F \ (Yl ∪ Y0)).
Similarly, the invariance (3.4) restricts λ ∈ P to the set
Pl+ = P
+ ∪ rl(P+ \ P l).
Thus, we have
Ξl+λ (x) =
∑
w∈W l
e2pii〈wλ, x〉, x ∈ F l+, λ ∈ Pl+.
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3.4.3.1. Continuous orthogonality and Ξl+−transforms
For any two weights λ, λ′ ∈ Pl+ the corresponding Ξl+−functions are orthog-
onal on F l+ ∫
F l+
Ξl+λ (x)Ξ
l+
λ′ (x) dx = K d
l
λ δλλ′ (3.18)
where dlλ, K are given by (3.8), (3.9), respectively. The Ξl+−functions determine
symmetrized Fourier series expansions,
f(x) =
∑
λ∈Pl+
cl+λ Ξ
l+
λ (x), where c
l+
λ =
1
Kdlλ
∫
F l+
f(x)Ξl+λ (x) dx.
3.4.3.2. Discrete orthogonality and discrete Ξl+−transforms
The finite set of points is given by
F l+M =
1
M
P∨/Q∨ ∩ F l+.
We define the corresponding finite set of weights as
Λl+M = P/MQ ∩MF l+∨
where
F l+∨ = F∨ ∪ rl(F∨ \ Y ∨l ).
Then, for λ, λ′ ∈ Λl+M , the discrete orthogonality relations hold
∑
x∈F l+M
εl(x)Ξl+λ (x)Ξ
l+
λ′ (x) = kM
2hl∨λ δλλ′ (3.19)
where hl∨λ , k are given by (3.11), (3.12), respectively. The discrete symmetrized
Ξl+−functions expansion is given by
f(x) =
∑
λ∈Λl+M
cl+λ Ξ
l+
λ (x), where c
l+
λ =
1
kM2hl∨λ
∑
x∈F l+M
εl(x)f(x)Ξl+λ (x).
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Ξl+(1, 0) Ξ
l+
(0, 1) Ξ
l+
(1, 1) Ξ
l+
(2,−1)
Fig. 3.6. The contour plots of Ξl+−functions of C2 over the fun-
damental domain F l+(C2). The dashed part of the boundary does
not belong to the fundamental domain.
3.4.3.3. Ξl+−functions of C2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξl+−functions of C2:
Ξl+(a,b)(x, y) = 2 {cos(2pi(ax+ by)) + cos(2pi(ax− (a+ b)y))} .
The fundamental domain F l+ is of the form
F l+(C2) = {xω∨s + yω∨l |x, y ≥ 0, 2x+ y ≤ 1}
∪ {(x+ y)ω∨s − yω∨l |x ≥ 0, y > 0, 2x+ y < 1}
and the lattice of weights Pl+ is given by
Pl+(C2) =
{
aωs + bωl | a, b ∈ Z≥0
} ∪ {(a+ 2b)ωs − bωl | a ∈ Z≥0, b ∈ N} .
The contour plots of some lowest Ξl+−functions of C2 are given in Figure 3.6.
The coefficients dlλ of continuous orthogonality relations (3.18) are given in Table
3.1.
The discrete grid F l+M is given by
F l+M (C2) =
{
a
M
ω∨s +
b
M
ω∨l | a, b, c ∈ Z≥0, c+ 2a+ b = M
}
∪
{
a+ b
M
ω∨s −
b
M
ω∨l | a ∈ Z≥0, b, c ∈ N, c+ 2a+ b = M
}
and the corresponding finite set of weights has the form
Λl+M (C2) =
{
aωs + bωl | a, b, c ∈ Z≥0, c+ a+ 2b = M
}
∪ {(a+ 2b)ωs − bωl | a, c ∈ Z≥0, b ∈ N, c+ a+ 2b = M} .
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ReΞl+(1, 0) ReΞ
l+
(0, 1) ReΞ
l+
(1, 1) ReΞ
l+
(−1, 4)
ImΞl+(1, 0) ImΞ
l+
(0, 1) ImΞ
l+
(1, 1) ImΞ
l+
(−1, 4)
Fig. 3.7. The contour plots of Ξl+−functions of G2 over the fun-
damental domain F l+(G2). The dashed part of the boundary does
not belong to the fundamental domain.
The coefficients εl(x) and hl∨λ of discrete orthogonality relations (3.19) are given
in Table 3.2.
3.4.3.4. Ξl+−functions of G2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξl+−functions of G2:
Ξl+(a,b)(x, y) =e
2pii(ax+by) + e2pii((a+b)x−by) + e2pii(−(2a+b)x+(3a+2b)y)
+ e2pii((a+b)x−(3a+2b)y) + e2pii(−(2a+b)x+(3a+b)y) + e2pii(ax−(3a+b)y).
The fundamental domain F l+ is of the form
F l+(G2) = {xω∨l + yω∨s |x, y ≥ 0, 2x+ 3y ≤ 1}
∪ {−xω∨l + (x+ y)ω∨s |x > 0, y ≥ 0, 2x+ 3y < 1}
and the lattice of weights Pl+ is given by
Pl+(G2) =
{
aωl + bωs | a, b ∈ Z≥0
} ∪ {−aωl + (3a+ b)ωs | a ∈ N, b ∈ Z≥0} .
The contour plots of some lowest Ξl+−functions of G2 are given in Figure 3.7.
The coefficients dlλ of continuous orthogonality relations (3.18) are given in Table
3.1.
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The discrete grid F l+M is given by
F l+M (G2) =
{
a
M
ω∨l +
b
M
ω∨s | a, b, c ∈ Z≥0, c+ 2a+ 3b = M,
}
∪
{
− a
M
ω∨l +
a+ b
M
ω∨s | a, c ∈ N, b ∈ Z≥0, c+ 2a+ 3b = M
}
and the corresponding finite set of weights has the form
Λl+M (G2) =
{
aωl + bωs | a, b, c ∈ Z≥0, c+ 3a+ 2b = M
}
∪ {−aωl + (3a+ b)ωs | a ∈ N, b, c ∈ Z≥0, c+ 3a+ 2b = M} .
The coefficients εl(x) and hl∨λ of discrete orthogonality relations (3.19) are given
in Table 3.2.
3.5. Mixed even orbit functions
Considering two different homomorphisms σ, σ˜ 6= 1 and corresponding kernels
kerσ, ker σ˜, we may define another type of ’mixed even’ orbit functions Ψσ,σ˜λ :
R2 → C parametrized by λ ∈ P , σ 6= σ˜
Ψσ,σ˜λ (x) =
∑
w∈kerσ
σ˜(w)e2pii〈wλ, x〉. (3.20)
These ’mixed even’ orbit functions are in general invariant or anti-invariant with
respect to the action of w ∈ kerσ
Ψσ,σ˜λ (wx) = σ˜(w)Ψ
σ,σ˜
λ (x)
Ψσ,σ˜wλ (x) = σ˜(w)Ψ
σ,σ˜
λ (x)
and the invariance with respect to shifts from Q∨ also holds
Ψσ,σ˜λ (x+ q
∨) = Ψσ,σ˜λ (x), q
∨ ∈ Q∨. (3.21)
We have the following equalities of the mixed even orbit functions which corre-
spond to all possible choices of the sign homomorphisms
Ψσ
e,σs
λ = Ψ
σe,σl
λ , Ψ
σl,σe
λ = Ψ
σl,σs
λ , Ψ
σs,σe
λ = Ψ
σs,σl
λ .
Thus, the mixed even orbit functions naturally split into three distinct classes.
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3.5.1. Ξe−−functions
We discuss in detail the functions Ψσ
e,σs
λ = Ψ
σe,σl
λ ; we denote these functions
by Ξe−λ , λ ∈ P and the corresponding kernel is W e. The (anti)invariance (3.5),
(3.21) implies that these functions have common zeros in F :
Ξe−λ (x) = 0, x ∈ (Yl ∪ Y0) ∩ Ys. (3.22)
Taking into account (3.5), (3.21) together with (3.22), we restrict the functions
Ξe−λ to the domain
F e− = (F \ {(Yl ∪ Y0) ∩ Ys}) ∪ rsF ◦.
Similarly, the invariance (3.5) restricts λ ∈ P to the set
Pe− = (P+ \ (P l ∩ P s)) ∪ rsP++.
Thus, we have
Ξe−λ (x) =
∑
w∈W e
σs(w)e2pii〈wλ, x〉, x ∈ F e−, λ ∈ Pe−.
3.5.1.1. Continuous orthogonality and Ξe−−transforms
For any two weights λ, λ′ ∈ Pe− are the corresponding Ξe−−functions orthog-
onal on F e− ∫
F e−
Ξe−λ (x)Ξ
e−
λ′ (x) dx = K d
e
λ δλλ′ (3.23)
where deλ, K are given by (3.8), (3.9), respectively. The Ξe−−functions determine
symmetrized Fourier series expansions,
f(x) =
∑
λ∈Pe−
ce−λ Ξ
e−
λ (x), where c
e−
λ =
1
Kdeλ
∫
F e−
f(x)Ξe−λ (x) dx.
3.5.1.2. Discrete orthogonality and discrete Ξe−−transforms
The finite set of points is given by
F e−M =
1
M
P∨/Q∨ ∩ F e−.
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We define the corresponding finite set of weights as
Λe−M = P/MQ ∩MF e−∨
where
F e−∨ = (F∨ \ {(Y ∨s ∪ Y ∨0 ) ∩ Y ∨l }) ∪ rsF∨◦.
Then, for λ, λ′ ∈ Λe−M ,the following discrete orthogonality relations hold∑
x∈F e−M
εe(x)Ξe−λ (x)Ξ
e−
λ′ (x) = kM
2he∨λ δλλ′ (3.24)
where he∨λ , k are given by (3.11), (3.12), respectively. The discrete symmetrized
Ξe−−functions expansion is given by
f(x) =
∑
λ∈Λe−M
ce−λ Ξ
e−
λ (x), where c
e−
λ =
1
kM2he∨λ
∑
x∈F e−M
εe(x)f(x)Ξe−λ (x).
3.5.1.3. Ξe−−functions of C2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξe−−functions of C2:
Ξe−(a,b)(x, y) = 2 {cos(2pi(ax+ by))− cos(2pi((a+ 2b)x− (a+ b)y))} .
The fundamental domain F e− is of the form
F e−(C2) = {xω∨s + yω∨l |x, y ≥ 0, 2x+ y ≤ 1, (x, y) 6= (0, 0), (0, 1)}
∪ {−xω∨s + (2x+ y)ω∨l |x, y > 0, 2x+ y < 1}
and the lattice of weights Pe− is given by
Pe−(C2) =
{
aωs + bωl | a, b ∈ Z≥0, (a, b) 6= (0, 0)
}
∪ {−aωs + (a+ b)ωl | a, b ∈ N} .
The contour plots of some lowest Ξe−−functions of C2 are given in Figure 3.8.
The coefficients deλ of continuous orthogonality relations (3.23) are given in Table
3.1.
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Ξe−(1, 0) Ξ
e−
(0, 1) Ξ
e−
(1, 1) Ξ
e−
(−1, 2)
Fig. 3.8. The contour plots of Ξe−−functions of C2 over the fun-
damental domain F e−(C2). The dashed part of the boundary does
not belong to the fundamental domain.
The discrete grid F e−M is given by
F e−M (C2) =
{
a
M
ω∨s +
b
M
ω∨l | c, a, b ∈ Z≥0, c+ 2a+ b = M,
[c, a, b] 6= [M, 0, 0], [0, 0,M ]}
∪
{
− a
M
ω∨s +
2a+ b
M
ω∨l | a, b, c ∈ N, c+ 2a+ b = M
}
and the corresponding finite set of weights has the form
Λe−M (C2) =
{
aωs + bωl | c, a, b ∈ Z≥0, c+ a+ 2b = M,
[c, a, b] 6= [M, 0, 0], [0,M, 0]}
∪ {−aωs + (a+ b)ωl | a, b, c ∈ N, c+ a+ 2b = M} .
The coefficients εe(x) and he∨λ of discrete orthogonality relations (3.24) are given
in Table 3.2.
3.5.1.4. Ξe−−functions of G2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξe−−functions of G2:
Ξe−(a,b)(x, y) =2i{sin(2pi(ax+ by)) + sin(2pi((3a+ b)y)− (2a+ b)x)
+ sin(2pi((a+ b)x− (3a+ 2b)x))}.
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ImΞe−(1, 0) ImΞ
e−
(0, 1) ImΞ
e−
(1, 1) ImΞ
e−
(2,−1)
Fig. 3.9. The contour plots of Ξe−−functions of G2 over the fun-
damental domain F e−(G2). The dashed part of the boundary does
not belong to the fundamental domain. Real parts of Ξe−-functions
are zero.
The fundamental domain F e− is of the form
F e−(G2) = {xω∨l + yω∨s |x, y ≥ 0, 2x+ 3y ≤ 1, (x, y) 6= (0, 0), (1/2, 0)}
∪ {(x+ 3y)ω∨l − yω∨s |x, y > 0, 2x+ 3y < 1}
and the lattice of weights Pe− is given by
Pe−(G2) =
{
aωl + bωs | a, b ∈ Z≥0, (a, b) 6= (0, 0)
} ∪ {(a+ b)ωl − bωs | a, b ∈ N}
The contour plots of some lowest Ξe−−functions of G2 are given in Figure 3.9.
The coefficients deλ of continuous orthogonality relations (3.23) are given in
Table 3.1. The discrete grid F e−M is given by
F e−M (G2) =
{
a
M
ω∨l +
b
M
ω∨s | a, b, c ∈ Z≥0, c+ 2a+ 3b = M,
(c, a, b) 6= (M, 0, 0), (0,M/2, 0)}
∪
{
a+ 3b
M
ω∨l −
b
M
ω∨s | c, a, b ∈ N, c+ 2a+ 3b = M
}
and the corresponding finite set of weights has the form
Λe−M (G2) =
{
aωl + bωs | a, b, c ∈ Z≥0, c+ 3a+ 2b = M, [c, a, b] 6= [M, 0, 0],
[0, 0,M/2]} ∪ {(a+ b)ωl − bωs | a, b, c ∈ N, c+ 3a+ 2b = M} .
The coefficients εe(x) and he∨λ of discrete orthogonality relations (3.24) are given
in Table 3.2.
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3.5.2. Ξs−−functions
We discuss in detail the functions Ψσ
s,σe
λ = Ψ
σs,σl
λ ; we denote these functions
by Ξs−λ , λ ∈ P and the corresponding kernel is W s. The (anti)invariance (3.5),
(3.21) implies that these functions have common zeros in F :
Ξs−λ (x) = 0, x ∈ Yl ∪ Y0. (3.25)
Taking into account (3.5), (3.21) together with (3.25), we restrict the functions
Ξs−λ to the domain
F s− = (F \ (Yl ∪ Y0)) ∪ rsF ◦.
Similarly, the invariance (3.5) restricts λ ∈ P to the set
Ps− = (P+ \ Pl) ∪ rsP++.
Thus, we have
Ξs−λ (x) =
∑
w∈W s
σl(w)e2pii〈wλ, x〉, x ∈ F s−, λ ∈ Ps−.
3.5.2.1. Continuous orthogonality and Ξs−−transforms
For any two weights λ, λ′ ∈ Ps− the corresponding Ξs−−functions are orthog-
onal on F s− ∫
F s−
Ξs−λ (x)Ξ
s−
λ′ (x) dx = K δλλ′ (3.26)
where K is given by (3.9). The Ξs−−functions determine symmetrized Fourier
series expansions,
f(x) =
∑
λ∈Ps−
cs−λ Ξ
s−
λ (x), where c
s−
λ =
1
K
∫
F s−
f(x)Ξs−λ (x) dx.
3.5.2.2. Discrete orthogonality and discrete Ξs−−transforms
The finite set of points is given by
F s−M =
1
M
P∨/Q∨ ∩ F s−.
We define the corresponding finite set of weights as
Λs−M = P/MQ ∩MF s−∨
78
Ξs−(0, 1) Ξ
s−
(1, 1) Ξ
s−
(0, 2) Ξ
s−
(−1, 2)
Fig. 3.10. The contour plots of Ξs−−functions of C2 over the fun-
damental domain F s−(C2). The dashed part of the boundary does
not belong to the fundamental domain.
where
F s−∨ = (F∨ \ Y ∨l ) ∪ rsF∨◦.
Then, for λ, λ′ ∈ Λs−M , the following discrete orthogonality relations hold∑
x∈F s−M
εs(x)Ξs−λ (x)Ξ
s−
λ′ (x) = kM
2hs∨λ δλλ′ (3.27)
where hs∨λ , k are given by (3.11), (3.12), respectively. The discrete symmetrized
Ξs−−functions expansion is given by
f(x) =
∑
λ∈Λs−M
cs−λ Ξ
s−
λ (x), where c
s−
λ =
1
kM2hs∨λ
∑
x∈F s−M
εs(x)f(x)Ξs−λ (x).
3.5.2.3. Ξs−−functions of C2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξs−−functions of C2:
Ξs−(a,b)(x, y) = 2 {cos(2pi(ax+ by))− cos(2pi((a+ 2b)x− by))} .
The fundamental domain F s− is of the form
F s−(C2) = {xω∨s + yω∨l |x ≥ 0, y > 0, 2x+ y < 1}
∪ {−xω∨s + (2x+ y)ω∨l |x, y > 0, 2x+ y < 1}
and the lattice of weights Ps− is given by
Ps−(C2) =
{
aωs + bωl | a ∈ Z≥0, b ∈ N
} ∪ {−aωs + (a+ b)ωl | a, b ∈ N} .
The contour plots of some lowest Ξs−−functions of C2 are given in Figure 3.10.
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The discrete grid F s−M is given by
F s−M (C2) =
{
a
M
ω∨s +
b
M
ω∨l | a ∈ Z≥0, b, c ∈ N, c+ 2a+ b = M
}
∪
{
− a
M
ω∨s +
2a+ b
M
ω∨l | a, b, c ∈ N, c+ 2a+ b = M
}
and the corresponding finite set of weights has the form
Λs−M (C2) =
{
aωs + bωl | c, a ∈ Z≥0, b ∈ N, c+ a+ 2b = M
}
∪ {−aωs + (a+ b)ωl | a, b, c ∈ N, c+ a+ 2b = M} .
The coefficients εs(x) of discrete orthogonality relations (3.27) have a common
value εs(x) = 4 for all x ∈ F s−M (C2). The coefficients hs∨λ are given in Table 3.2.
3.5.2.4. Ξs−−functions of G2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξs−−functions of G2:
Ξs−(a,b)(x, y) =e
2pii(ax+by) − e2pii(−ax+(3a+b)y) − e2pii((2a+b)x−(3a+2b)y)
+ e2pii((a+b)x−(3a+2b)y) + e2pii(−(2a+b)x+(3a+b)y) − e2pii(−(a+b)x+by).
The fundamental domain F s− is of the form
F s−(G2) = {xω∨l + yω∨s |x > 0, y ≥ 0, 2x+ 3y < 1}
∪ {(x+ 3y)ω∨l − yω∨s |x, y > 0, 2x+ 3y < 1}
and the lattice of weights Ps− is given by
Ps−(G2) =
{
aωl + bωs | a ∈ N, b ∈ Z≥0
} ∪ {(a+ b)ωl − bωs | a, b ∈ N} .
The contour plots of some lowest Ξs−−functions of G2 are given in Figure 3.11.
The discrete grid F s−M is given by
F s−M (G2) =
{
a
M
ω∨l +
b
M
ω∨s | b ∈ Z≥0, a, c ∈ N, c+ 2a+ 3b = M
}
∪
{
a+ 3b
M
ω∨l −
b
M
ω∨s | a, b, c ∈ N, c+ 2a+ 3b = M
}
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ReΞs−(1, 0) ReΞ
s−
(2, 0) ReΞ
s−
(1, 1) ReΞ
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s−
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Fig. 3.11. The contour plots of Ξs−−functions of G2 over the fun-
damental domain F s−(G2). The dashed part of the boundary does
not belong to the fundamental domain.
and the corresponding finite set of weights has the form
Λs−M (G2) =
{
aωl + bωs | a ∈ N, b, c ∈ Z≥0, c+ 3a+ 2b = M
}
∪ {(a+ b)ωl − bωs | a, b, c ∈ N, c+ 3a+ 2b = M} .
The coefficients εs(x) of discrete orthogonality relations (3.27) have a common
value εs(x) = 6 for all x ∈ F s−M (G2). The coefficients hs∨λ are given in Table 3.2.
3.5.3. Ξl−−functions
We discuss in detail the functions Ψσ
l,σe
λ = Ψ
σl,σs
λ ; we denote these functions
by Ξl−λ , λ ∈ P and the corresponding kernel is W l. The (anti)invariance (3.5),
(3.21) implies that these functions have common zeros in F :
Ξl−λ (x) = 0, x ∈ Ys. (3.28)
Taking into account (3.5), (3.21) together with (3.28), we restrict the functions
Ξl−λ to the domain
F l− = (F \ Ys) ∪ rlF ◦.
Similarly, the invariance (3.5) restricts λ ∈ P to the set
Pl− = (P+ \ Ps) ∪ rlP++.
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Thus, we have
Ξl−λ (x) =
∑
w∈W l
σs(w)e2pii〈wλ, x〉, x ∈ F l−, λ ∈ Pl−.
3.5.3.1. Continuous orthogonality and Ξl−−transforms
For any two weights λ, λ′ ∈ Pl− the corresponding Ξl−−functions are orthog-
onal on F l− ∫
F l−
Ξl−λ (x)Ξ
l−
λ′ (x) dx = K δλλ′ (3.29)
where K is given by (3.9). The Ξl−−functions determine symmetrized Fourier
series expansions,
f(x) =
∑
λ∈Pl−
cl−λ Ξ
l−
λ (x), where c
l−
λ =
1
K
∫
F l−
f(x)Ξl−λ (x) dx.
3.5.3.2. Discrete orthogonality and discrete Ξl−−transforms
The finite set of points is given by
F l−M =
1
M
P∨/Q∨ ∩ F l−.
We define the corresponding finite set of weights as
Λl−M = P/MQ ∩MF l−∨
where
F l−∨ = (F∨ \ (Y ∨s ∪ Y ∨0 )) ∪ rlF∨◦.
Then, for λ, λ′ ∈ Λl−M , the following discrete orthogonality relations hold∑
x∈F l−M
εl(x)Ξl−λ (x)Ξ
l−
λ′ (x) = kM
2δλλ′ (3.30)
where k is given by (3.12). The discrete symmetrized Ξl−−functions expansion
is given by
f(x) =
∑
λ∈Λl−M
cl−λ Ξ
l−
λ (x), where c
l−
λ =
1
kM2
∑
x∈F l−M
εl(x)f(x)Ξl−λ (x).
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Ξl−(1, 0) Ξ
l−
(2, 0) Ξ
l−
(1, 1) Ξ
l−
(3,−1)
Fig. 3.12. The contour plots of Ξl−−functions of C2 over the fun-
damental domain F l−(C2). The dashed part of the boundary does
not belong to the fundamental domain.
3.5.3.3. Ξl−−functions of C2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξl−−functions of C2:
Ξl−(a,b)(x, y) = 2 {cos(2pi(ax+ by))− cos(2pi(ax− (a+ b)y))} .
The fundamental domain F l− is of the form
F l−(C2) = {xω∨s + yω∨l |x > 0, y ≥ 0, 2x+ y ≤ 1}
∪ {(x+ y)ω∨s − yω∨l |x, y > 0, 2x+ y < 1}
and the lattice of weights Pl− is given by
Pl−(C2) =
{
aωs + bωl | a ∈ N, b ∈ Z≥0
} ∪ {(a+ 2b)ωs − bωl | a, b ∈ N} .
The contour plots of some lowest Ξl−−functions of C2 are given in Figure 3.12.
The discrete grid F l−M is given by
F l−M (C2) =
{
a
M
ω∨s +
b
M
ω∨l | a ∈ N, b, c ∈ Z≥0, c+ 2a+ b = M
}
∪
{
a+ b
M
ω∨s −
b
M
ω∨l | a, b, c ∈ N, c+ 2a+ b = M
}
and the corresponding finite set of weights has the form
Λl−M (C2) =
{
aωs + bωl | a, c ∈ N, b ∈ Z≥0, c+ a+ 2b = M
}
∪ {(a+ 2b)ωs − bωl | a, b, c ∈ N, c+ a+ 2b = M} .
The coefficients εl(x) of discrete orthogonality relations (3.30) are given in Table
3.2.
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ReΞl−(0, 1) ReΞ
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Fig. 3.13. The contour plots of Ξl−−functions of G2 over the fun-
damental domain F l−(G2). The dashed part of the boundary does
not belong to the fundamental domain.
3.5.3.4. Ξl−−functions of G2
For a point with coordinates in α∨-basis (x, y) we have the following explicit
form of Ξl−−functions of G2:
Ξl−(a,b)(x, y) =e
2pii(ax+by) − e2pii((a+b)x−by) − e2pii(−(2a+b)x+(3a+2b)y)
+ e2pii((a+b)x−(3a+2b)y) + e2pii(−(2a+b)x+(3a+b)y) − e2pii(ax−(3a+b)y).
The fundamental domain F l− is of the form
F l−(G2) = {xω∨l + yω∨s |x ≥ 0, y > 0, 2x+ 3y ≤ 1}
∪ {−xω∨l + (x+ y)ω∨s |x, y > 0, 2x+ 3y < 1}
and the lattice of weights Pl− is given by
Pl−(G2) =
{
aωl + bωs | a ∈ Z≥0, b ∈ N
} ∪ {−aωl + (3a+ b)ωs | a, b ∈ N} .
The contour plots of some lowest Ξl−−functions of G2 are given in Figure 3.13.
The discrete grid F l−M is given by
F l−M (G2) =
{
a
M
ω∨l +
b
M
ω∨s | a, c ∈ Z≥0, b ∈ N, c+ 2a+ 3b = M,
}
∪
{
− a
M
ω∨l +
a+ b
M
ω∨s | a, b, c ∈ N, c+ 2a+ 3b = M
}
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and the corresponding finite set of weights has the form
Λl−M (G2) =
{
aωl + bωs | a ∈ Z≥0, b, c ∈ N, c+ 3a+ 2b = M
}
∪ {−aωl + (3a+ b)ωs | a, b, c ∈ N, c+ 3a+ 2b = M} .
The coefficients εl(x) of discrete orthogonality relations (3.30) are given in Table
3.2.
3.6. Product decompositions
Various products of generalized E−functions can be decomposed into the sum
of E−functions. We distinguish the following three cases.
3.6.1. Ξe± · Ξe±
The product of two Ξe+− or two Ξe−−functions decomposes into the sum of
Ξe+ functions, the signs of the summands are all positive in the first case. We
have the following general formulas of these decompositions which hold for any
λ, λ′ ∈ P and x ∈ R2
Ξe+λ (x) · Ξe+λ′ (x) =
∑
w∈W e
Ξe+λ+wλ′(x), Ξ
e−
λ (x) · Ξe−λ′ (x) =
∑
w∈W e
σs(w)Ξe+λ+wλ′(x).
(3.31)
The mixed product of Ξe+− and Ξe−−functions decomposes into the sum of
Ξe−−functions:
Ξe+λ (x) · Ξe−λ′ (x) =
∑
w∈W e
σs(w)Ξe−λ+wλ′(x). (3.32)
Example 3.6.1. Using the explicit form of the even orbits of C2 in Figure
3.2, we demonstrate the decompositions (3.31), (3.32). In the following formulas
we choose λ = (5, 3), λ′ = (1, 1), omit the variables (x, y) of the Ξe+− and
Ξe−−functions of C2 and write explicitly the products:
Ξe+(5,3) · Ξe+(1,1) = Ξe+(6,4) + Ξe+(2,5) + Ξe+(8,1) + Ξe+(4,2)
Ξe−(5,3) · Ξe−(1,1) = Ξe+(6,4) − Ξe+(2,5) − Ξe+(8,1) + Ξe+(4,2)
Ξe+(5,3) · Ξe−(1,1) = Ξe−(6,4) − Ξe−(2,5) − Ξe−(8,1) + Ξe−(4,2).
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3.6.2. Ξs± · Ξs±
The product of two Ξs+− or two Ξs−−functions decomposes into the sum of
Ξs+ functions, the signs of the summands are all positive in the first case. We
have the following general formulas of these decompositions which hold for any
λ, λ′ ∈ P and x ∈ R2
Ξs+λ (x) · Ξs+λ′ (x) =
∑
w∈W s
Ξs+λ+wλ′(x), Ξ
s−
λ (x) · Ξs−λ′ (x) =
∑
w∈W s
σl(w)Ξs+λ+wλ′(x).
(3.33)
The mixed product of Ξs+− and Ξs−−functions decomposes into the sum of
Ξs−−functions:
Ξs+λ (x) · Ξs−λ′ (x) =
∑
w∈W s
σl(w)Ξs−λ+wλ′(x). (3.34)
Example 3.6.2. Using the explicit form of the even orbits of C2 in Figure
3.2, we demonstrate the decompositions (3.33), (3.34). In the following formulas
we choose λ = (5, 3), λ′ = (1, 1), omit the variables (x, y) of the Ξs+− and
Ξs−−functions of C2 and write explicitly the products:
Ξs+(5,3) · Ξs+(1,1) = Ξs+(6,4) + Ξs+(2,4) + Ξs+(8,2) + Ξs+(4,2)
Ξs−(5,3) · Ξs−(1,1) = Ξs+(6,4) − Ξs+(2,4) − Ξs+(8,2) + Ξs+(4,2)
Ξs+(5,3) · Ξs−(1,1) = Ξs−(6,4) − Ξs−(2,4) − Ξs−(8,2) + Ξs−(4,2).
3.6.3. Ξl± · Ξl±
The product of two Ξl+− or two Ξl−−functions decomposes into the sum of
Ξl+ functions, the signs of the summands are all positive in the first case. We
have the following general formulas of these decompositions which hold for any
λ, λ′ ∈ P and x ∈ R2
Ξl+λ (x) · Ξl+λ′ (x) =
∑
w∈W l
Ξl+λ+wλ′(x), Ξ
l−
λ (x) · Ξl−λ′ (x) =
∑
w∈W l
σs(w)Ξl+λ+wλ′(x).
(3.35)
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The mixed product of Ξl+− and Ξl−−functions decomposes into the sum of
Ξl−−functions:
Ξl+λ (x) · Ξl−λ′ (x) =
∑
w∈W l
σs(w)Ξl−λ+wλ′(x). (3.36)
Example 3.6.3. Using the explicit form of the even orbits of C2 in Figure
3.2, we demonstrate the decompositions (3.35), (3.36). In the following formulas
we choose λ = (5, 3), λ′ = (1, 1), omit the variables (x, y) of the Ξl+− and
Ξl−−functions of C2 and write explicitly the products:
Ξl+(5,3) · Ξl+(1,1) = Ξl+(6,4) + Ξl+(6,1) + Ξl+(4,5) + Ξl+(4,2)
Ξl−(5,3) · Ξl−(1,1) = Ξl+(6,4) − Ξl+(2,4) − Ξl+(4,5) + Ξl+(4,2)
Ξl+(5,3) · Ξl−(1,1) = Ξl−(6,4) − Ξl−(6,1) − Ξl−(4,5) + Ξl−(4,2).
3.7. Concluding Remarks
• The short roots W∆s of the Weyl group of C2 (G2) is of the type A1×A1
(A2). This leads to the fact, that in the case of C2 the functions Ξs+ can
be identified with C-orbit functions of the group of A1×A1 and Ξs− with
the S-orbit functions of A1 × A1. In particular, the function Ξs+(a,b) of C2
differs only by rotation by pi/4 from the C-function ϕa+b,b of A1×A1 (and
similarly for the Ξs−). In the case of G2, the functions Ξs+(a,b) differ from
the functions ϕ(a,a+b) of A2 by the rotation by pi/3 (and similarly for the
Ξs−).
• For all groups (3.1) there are precisely six families of E-function analogous
to the rank 2 cases here. The kernels of defining homomorphisms are the
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symmetry groups of the subsystems of roots of the same length. Namely,
W∆s is of type

nA1 in Bn
Dn in Cn
D4 in F4
, (3.37)
W∆l is of type

Dn in Bn
nA1 in Cn
D4 in F4
,
where nA1 denotes the semisimple Lie algebra, with A1 × · · · ×A1 multi-
plied n times. In (3.37) we use the known isomorphisms D2 = A1 × A1,
D3 = A3, and B2 = C2.
• The most frequently analyzed 2-dimensional digital data are sampled on
rectangular domains. Such data need first to be placed in FM with appro-
priate choice of the integerM to match the density of the data lattice and
the lattice points in FM . That is done more efficiently when FM matches
more closely the shape of the data lattice. The functions on Figures 4, 8,
and 10 illustrate the new choices one did not have so far.
• For now unexplored remain the properties of the E-functions of all the
types when the dominant weight of the function is a point in Rn but not
a point of the weight lattice P ⊂ Rn. Definitions and many properties of
such functions are analogs of the properties of the E-functions described
here. Obvious application of such functions are Fourier integral expansions
as opposed to Fourier series.
• Weyl group orbit functions are closely related to multivariable orthogonal
polynomials. That relation exists also in the case of E-functions of all the
types. In our opinion this relation merits an explicit description.
• Very little is known about arithmetic properties of the E-functions, ex-
cept of those facts that can be readily deduced from the rich arithmetic
properties of the characters [40],[47].
88
Acknowledgements
We gratefully acknowledge the support of this work by the Natural Sciences
and Engineering Research Council of Canada and by the Doppler Institute of the
Czech Technical University in Prague. JH is grateful for the hospitality extended
to him at the Centre de recherches mathématiques, Université de Montréal. JH
gratefully acknowledges support by the Ministry of Education of Czech Republic
(project MSM6840770039). JP expresses his gratitude for the hospitality of the
Doppler Institute.
Chapter 4
FOUR FAMILIES OF WEYL GROUP ORBIT
FUNCTIONS OF B3 AND OF C3.
Authors: Lenka Háková, Jiří Hrivnák, Jiří Patera
Abstract: The properties of the four families of special functions of three real
variables, called here C−, S−, Ss− and Sl−functions, are studied. The Ss−
and Sl−functions are considered in all details required for their exploitation in
Fourier expansions of digital data, sampled on finite fragment of lattices of any
density and of the 3D symmetry imposed by the weight lattices of B3 and C3
simple Lie algebras/groups. The continuous interpolations, which are induced by
the discrete expansions, are exemplified and compared for some model functions.
4.1. Introduction
Four families of functions, depending on three real variables, called here as
C−, S−, Ss− and Sl−functions, are described. Each family is complete within
its functional space [37] and orthogonal when integrated over a finite region F
of real Euclidean space R3. Moreover, the functions of each family are discretely
orthogonal on a fraction of a lattice in F of density of our choice and of symmetry
dictated by the simple Lie algebras B3 and C3.
The definition of these functions for any number of variables and some of their
properties are described in [24, 25, 37]. The first two families of functions are also
called C− and S−functions. They are well known as constituents of irreducible
characters of compact simple Lie groups. Indeed, the irreducible characters can be
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expressed as finite sums of C−functions with integer coefficients called dominant
weight multiplicities. Ratio of two S−functions appears in the Weyl character
formula [20]. Two other families are called Sl− and Ss− functions. Inspired by
the Weyl character formula, we can consider so called hybrid characters, i.e. the
ratio of two Sl− or Ss− functions. It is possible to show that they decompose
into the sums of C−functions with integer coefficients. The explicit formulas for
coefficients are in [32].
It is well known that the C−functions play an important role in the definition
of Jacobi polynomials [14, 27, 28]. One can also remark that the characters and
the hybrid characters could be derived as special cases of Jacobi polynomials.
However, important insight into the properties of these functions would have been
lost in the generality of the approach. For example, their discrete orthogonality
appears to be outside of that approach, which is a handicap in the world of ever
growing amount of digital data. From our perspective particularly useful are the
four families discretized within F . The problem of discretization of the C− and
S−functions, which is now over 20 years old [18, 41, 48, 45], is carried over to
the dicretization of the other two families in [17].
Our motivation for studying these families of functions is guided by ever in-
creasing need to process three-dimensional digital data. Discrete orthogonality of
these functions open new efficient possibilities for precisely that. Moreover, the
3D symmetry imposed by the weight lattices of B3 and C3 should be advanta-
geous in describing quantum systems possessing such a symmetry, as well as in
some problems of quantum information theory.
There are two undoubtedly interesting extensions of this work. The first
one is to combine pairs of functions from the present four families into so called
E−functions, two-variable generalization of the common exponential function are
found in [2]. In this way we can find six families of functions, which again are
orthogonal as continuous and also as discrete functions over finite extension of F .
The second possible extension of this work is to three-variables orthogonal
polynomials. Curiously, the extensive literature about the polynomials contains
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little information about their discretization. This work opens a way to study
these problems.
The paper is organized as follows. Section 2 reviews some basic notations
concerning the root systems and Weyl groups. We present the short and long
fundamental domains of the affine Weyl group of B3 and C3. In the section 3
we define four families of orbit functions. In the section 4 we describe in detail
orbit functions Ss− and Sl− including their discrete orthogonality and discrete
transforms.
4.2. Root systems, affine Weyl groups and fundamental
domains
4.2.1. Root systems
Consider a simple Lie algebra of rank three and its ordered set of simple
roots ∆ = (α1, α2, α3). The set ∆ forms a basis of the three-dimensional real
Euclidean space R3 [20, 22] and satisfies certain specific conditions. There are
only two simple Lie algebras of rank three which, with respect to the standard
scalar product 〈·, ·〉, have two different lenghts of their simple roots — B3 and
C3. The set ∆ is for these two cases decomposed into the set of short simple roots
∆s and the set of long simple roots ∆l:
∆ = ∆s ∪∆l. (4.1)
The set ∆ is usually described by the Coxeter–Dynkin diagram and its corre-
sponding Coxeter matrixM or, equivalently, by the Cartan matrix C. The vectors
called coroots α∨i are defined as renormalizations of roots: α∨i = 2αi/ 〈αi, αi〉 , i =
1, 2, 3. In addition to the α−basis of simple roots and the α∨−basis, the following
two bases are useful: the weight ω−basis, defined by the relations
〈α∨i , ωj〉 = δij , i, j ∈ {1, 2, 3},
and the coweight ω∨−basis, given by renormalization as ω∨i = 2ωi/ 〈αi, αi〉 , i =
1, 2, 3.
92
Standardly, the root lattice Q is the set of all integer linear combinations of
the simple roots
Q = Zα1 + Zα2 + Zα3
and the coroot Q∨ lattice is
Q∨ = Zα∨1 + Zα∨2 + Zα∨3 .
The weight lattice and the coweight lattice are given standardly as
P = Zω1 + Zω2 + Zω3, P∨ = Zω∨1 + Zω∨2 + Zω∨3 .
Two important subsets of the weight lattice P are the cone of dominant weights
P+ and the cone of strictly dominant weights P++:
P+ = Z≥0ω1 + Z≥0ω2 + Z≥0ω3 ⊃ P++ = Nω1 + Nω2 + Nω3.
The decomposition (4.1) induces two subsets of P+ which are crucial for de-
scription of the orbit functions. The first excludes points from P+ which are
orthogonal to short roots,
P+s =
{
ω ∈ P+ | (∀α ∈ ∆s)(〈ω, α〉 > 0)
}
(4.2)
and the second excludes points orthogonal to long roots
P+l =
{
ω ∈ P+ | (∀α ∈ ∆l)(〈ω, α〉 > 0)
}
. (4.3)
4.2.2. Affine Weyl groups
The reflection rα, α ∈ ∆, which fixes the plane orthogonal to α and passing
through the origin, is explicitly written for x ∈ R3 as rαx = x − 〈α, x〉α∨. The
Weyl group W is a finite group generated by reflections ri ≡ rαi , i = 1, 2, 3.
The system of vectors obtained by the action of W on the set of simple roots
∆ forms a root system W∆ which contains its unique highest root ξ ∈ W∆.
The marks are the coefficients m1,m2,m3 of the highest root ξ in α−basis, ξ =
m1α1 +m2α2 +m3α3.
The affine reflection r0 with respect to this highest root is given by
r0x = rξx+
2ξ
〈ξ, ξ〉 , rξx = x−
2〈x, ξ〉
〈ξ, ξ〉 ξ , x ∈ R
3 .
93
The affine Weyl group W aff is generated by reflections from the set
R = {r0, r1, r2, r3.}
The decomposition (4.1) induces a decomposition of the generator set R,
R = Rs ∪Rl (4.4)
where the subsets Rs and Rl are given by
Rs = {rα | rα ∈ ∆s}
Rl = {rα | rα ∈ ∆l} ∪ {r0}.
The affine Weyl group W aff consists of orthogonal transformations from W and
of shifts by vectors from the coroot lattice Q∨. The fundamental domain F of
the action of W aff on R3 is a tetrahedron with vertices
{
0,
ω∨1
m1
,
ω∨2
m2
,
ω∨3
m3
}
.
The set of reflections corresponding to dual roots ∆∨ = (α∨1 , α∨2 , α∨3 ) also
generates the Weyl group W . The system of vectors W∆∨ is a root system and
contains the highest dual root η ∈ W∆∨. The dual marks are the coefficients
m∨1 ,m
∨
2 ,m
∨
3 of the dual highest root η in α∨−basis, η = m∨1α∨1 +m∨2α∨2 +m∨3α∨3 .
The dual affine reflection r∨0 with respect to the highest dual root is given by
r∨0 x = rηx+
2η
〈η, η〉 , rηx = x−
2〈x, η〉
〈η, η〉 η , x ∈ R
3 .
The dual affine Weyl group Ŵ aff is generated by reflections from the set R∨ =
{r∨0 , r1, r2, r3}, see [18]. The decomposition (4.1) also induces a decomposition
of the generator set R∨,
R∨ = {r∨0 , r1, r2, r3} = Rs∨ ∪Rl∨ (4.5)
where the subsets Rs∨ and Rl∨ are given by
Rs∨ = {rα | rα ∈ ∆s} ∪ {r∨0 }
Rl∨ = {rα | rα ∈ ∆l} .
The dual affine group Ŵ aff consists of orthogonal transformations from W and
of shifts by vectors from the root lattice Q. The dual fundamental domain F∨ of
the action of Ŵ aff on R3 is a tetrahedron with vertices
{
0, ω1
m∨1
, ω2
m∨2
, ω3
m∨3
}
.
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4.2.3. Short and long fundamental domains
The boundary of the fundamental domain F consists of points stabilized by
the generators from R. Two types of the boundaries of F are determined by the
decomposition (4.4) — those points which are stabilized by Rs are collected in
the short boundary Hs,
Hs = {a ∈ F | (∃r ∈ Rs)(ra = a)}
and the points stabilized by Rl in the long boundary H l,
H l =
{
a ∈ F | (∃r ∈ Rl)(ra = a)} .
The points from F which do not lie on the short boundary form the short funda-
mental domain F s,
F s = F \Hs
and the points which do not lie on the long boundary form the long fundamental
domain F l,
F l = F \H l.
Similarly, the boundary of the dual fundamental domain F∨ consists of points
stabilized by the generators from R∨ and two types of the boundaries of F∨ are
determined by the decomposition (4.5). The points which are stabilized by Rs∨
are collected in the short dual boundary Hs∨,
Hs∨ = {a ∈ F∨ | (∃r ∈ Rs∨)(ra = a)}
and the points stabilized by Rl∨ in the long dual boundary H l∨,
H l∨ =
{
a ∈ F∨ | (∃r ∈ Rl∨)(ra = a)} .
The points from F∨ which do not lie on the short dual boundary form the short
dual fundamental domain F s∨,
F s∨ = F∨ \Hs∨
and the points not on the long dal boundary form the long dual fundamental
domain F l∨,
F l∨ = F∨ \H l∨.
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4.2.4. The Lie algebra B3
For practical purposes, the most convenient way of specifying the root sys-
tem ∆ and the bases α∨, ω∨ and ω is to evaluate their coordinates in a fixed
orthonormal basis. With respect to the standard orthonormal basis of R3, these
four bases of B3 are of the form
α1 = (1,−1, 0), ω1 = (1, 0, 0), α∨1 = (1,−1, 0), ω∨1 = (1, 0, 0),
α2 = (0, 1,−1), ω2 = (1, 1, 0), α∨2 = (0, 1,−1), ω∨2 = (1, 1, 0),
α3 = (0, 0, 1), ω3 = (
1
2
, 1
2
, 1
2
), α∨3 = (0, 0, 2), ω
∨
3 = (1, 1, 1).
In this setting it holds that 〈α1, α1〉 = 〈α2, α2〉 = 2 and 〈α3, α3〉 = 1, which
means that α1, α2 are the long roots and α3 is the short root of B3 — the
decomposition (4.1) is
∆s = {α3}, ∆l = {α1, α2}.
The short and long subsets (4.2), (4.3) of the grid P+ are of the form
P+s = Z≥0ω1 + Z≥0ω2 + Nω3, P+l = Nω1 + Nω2 + Z≥0ω3.
The highest root ξ and the dual highest root η are given as
ξ = α1 + 2α2 + 2α3, η = 2α
∨
1 + 2α
∨
2 + α
∨
3
which determine the fundamental domain F and the dual fundamental domain
F∨ explicitly as
F =
{
y1ω
∨
1 + y2ω
∨
2 + y3ω
∨
3 | y0, y1, y2, y3 ∈ R≥0, y0 + y1 + 2y2 + 2y3 = 1
}
,
F∨ =
{
z1ω1 + z2ω2 + z3ω3 | z0, z1, z2, z3 ∈ R≥0, z0 + 2z1 + 2z2 + z3 = 1
}
.
The induced decompositions (4.4), (4.5) are of the form
Rs = {r3}, Rl = {r0, r1, r2},
Rs∨ = {r∨0 , r3}, Rl∨ = {r1, r2},
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which give the short and the long fundamental domains explicitly
F s =
{
ys1ω
∨
1 + y
s
2ω
∨
2 + y
s
3ω
∨
3 | ys0, ys1, ys2 ∈ R≥0, ys3 ∈ R>0, ys0 + ys1 + 2ys2 + 2ys3 = 1
}
,
F l =
{
yl1ω
∨
1 + y
l
2ω
∨
2 + y
l
3ω
∨
3 | yl0, yl1, yl2 ∈ R>0, yl3 ∈ R≥0, yl0 + yl1 + 2yl2 + 2yl3 = 1
}
,
together with their dual versions
F s∨ =
{
zs1ω1 + z
s
2ω2 + z
s
3ω3 | zs0, zs3 ∈ R>0, zs1, zs2 ∈ R≥0, zs0 + 2zs1 + 2zs2 + zs3 = 1
}
,
F l∨ =
{
zl1ω1 + z
l
2ω2 + z
l
3ω3 | zl0, zl3 ∈ R≥0, zl1, zl2 ∈ R>0, zl0 + 2zl1 + 2zl2 + zl3 = 1
}
.
The α and ω−bases, together with the fundamental domains F , F s and F l of B3
are depicted in Figure 4.1.
Fig. 4.1. The α and ω−bases and the fundamental domain F of
B3. The tetrahedron F without the grey back face, which depicts
Hs, is the short fundamental domain F s; the tetrahedron F without
the three unmarked faces is the long fundamental domain F l.
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4.2.5. The Lie algebra C3
With respect to the standard orthonormal basis of R3, the four bases of C3
are of the form
α1 =
1√
2
(1,−1, 0), ω1 = 1√
2
(1, 0, 0), α∨1 =
√
2 (1,−1, 0), ω∨1 = (
√
2, 0, 0),
α2 =
1√
2
(0, 1,−1), ω2 = 1√
2
(1, 1, 0), α∨2 =
√
2 (0, 1,−1), ω∨2 =
√
2 (1, 1, 0),
α3 = (0, 0,
√
2), ω3 =
1√
2
(1, 1, 1), α∨3 = (0, 0,
√
2), ω∨3 =
1√
2
(1, 1, 1).
In this setting it holds that 〈α1, α1〉 = 〈α2, α2〉 = 1 and 〈α3, α3〉 = 2, which
means that α1, α2 are the short roots and α3 is the long root of C3 — the
decomposition (4.1) is
∆s = {α1, α2}, ∆l = {α3}.
The short and long subsets (4.2), (4.3) of the grid P+ are of the form
P+s = Nω1 + Nω2 + Z≥0ω3, P+l = Z≥0ω1 + Z≥0ω2 + Nω3.
The highest root ξ and the dual highest root η are given as
ξ = 2α1 + 2α2 + α3, η = α
∨
1 + 2α
∨
2 + 2α
∨
3
which determine the fundamental domain F and the dual fundamental domain
F∨ explicitly as
F =
{
y1ω
∨
1 + y2ω
∨
2 + y3ω
∨
3 | y0, y1, y2, y3 ∈ R≥0, y0 + 2y1 + 2y2 + y3 = 1
}
,
F∨ =
{
z1ω1 + z2ω2 + z3ω3 | z0, z1, z2, z3 ∈ R≥0, z0 + z1 + 2z2 + 2z3 = 1
}
.
The induced decompositions (4.4), (4.5) are of the form
Rs = {r1, r2}, Rl = {r0, r3},
Rs∨ = {r∨0 , r1, r2}, Rl∨ = {r3},
which give the short and the long fundamental domains explicitly
F s =
{
ys1ω
∨
1 + y
s
2ω
∨
2 + y
s
3ω
∨
3 | ys0, ys3 ∈ R≥0, ys1, ys2 ∈ R>0, ys0 + 2ys1 + 2ys2 + ys3 = 1
}
,
F l =
{
yl1ω
∨
1 + y
l
2ω
∨
2 + y
l
3ω
∨
3 | yl0, yl3 ∈ R>0, yl1, yl2 ∈ R≥0, yl0 + 2yl1 + 2yl2 + yl3 = 1
}
,
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together with their dual versions
F s∨ =
{
zs1ω1 + z
s
2ω2 + z
s
3ω3 | zs0, zs1, zs2 ∈ R>0, zs3 ∈ R≥0, zs0 + zs1 + 2zs2 + 2zs3 = 1
}
,
F l∨ =
{
zl1ω1 + z
l
2ω2 + z
l
3ω3 | zl0, zl1, zl2 ∈ R≥0, zl3 ∈ R>0, zl0 + zl1 + 2zl2 + 2zl3 = 1
}
.
The α and ω−bases, together with the fundamental domains F , F s and F l of C3
are depicted in Figure 4.2.
Fig. 4.2. The α and ω−bases and the fundamental domain F of
C3. The tetrahedron F without the two grey faces, which depict
Hs, is the short fundamental domain F s; the tetrahedron F without
the two unmarked faces is the long fundamental domain F l.
4.3. Orbit functions
4.3.1. Orbits and stabilizers
Considering any λ ∈ R3, the stabilizer StabW (λ) of λ is the set StabW (λ) =
{w ∈ W |wλ = λ} and its order is denoted by dλ,
dλ ≡ |StabW (λ)|. (4.6)
For calculation of continuous orthogonality of various types of orbit functions,
the number of elements in the Weyl group W and the volume of the fundamental
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domain F are needed. Their product |W ||F | is denoted by K and it holds that
(see e.g. [18])
K ≡ |W ||F | =
2 for B32√2 for C3. (4.7)
The orbits and the stabilizers on the torus R3/Q∨ are needed for the discrete
calculus of orbit functions. An arbitrarily chosen natural number M controls the
density of the grids appearing in this calculus [18]. The discrete calculus of orbit
functions is performed over the finite group 1
M
P∨/Q∨. The finite complement set
of weights is taken as the quotient group P/MQ. For any x ∈ R3/Q∨, its orbit
by the action of W is given by Wx = {wx ∈ R3/Q∨ |w ∈ W} and its order is
denoted by ε(x),
ε(x) ≡ |Wx|. (4.8)
For any λ ∈ P/MQ, its stabilizer Stab∨(λ) by the action of W is given by
Stab∨(λ) = {w ∈ W |wλ = λ} .
and its order is denoted by h∨λ
h∨λ ≡ |Stab∨(λ)|. (4.9)
Moreover, for calculation of discrete orthogonality of various types of orbit
functions, the determinant of the Cartan matrix detC is needed. The product
|W | detC is denoted by k and it holds that (see e.g. [18])
k ≡ |W | detC = 96, for B3, C3. (4.10)
4.3.2. Four types of orbit functions
The Weyl group W can also be abstractly defined by the presentation of a
Coxeter group
r2i = 1, (rirj)
mij = 1, i, j = 1, 2, 3, (4.11)
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where integers mij denote elements of the Coxeter matrix. The Coxeter matrices
M of B3 and C3 are of the form
M(B3) =

1 3 2
3 1 4
2 4 1
 , M(C3) =

1 4 2
4 1 3
2 3 1
 . (4.12)
Crucial tool for defining the orbit functions are ’sign’ homomorphisms σ :
W → {±1}. A sign homomorphism can be defined by prescribing its values
on the generators r1, r2, r3 of W . An admissible mapping has to satisfy the
presentation condition (4.11)
σ(ri)
2 = 1, (σ(ri)σ(rj))
mij = 1, i, j = 1, 2, 3. (4.13)
Two obvious choices σ(ri) = 1 and σe(ri) = −1 for every i ∈ {1, 2, 3} lead to the
standard homomorphisms 1 and σe with values given for any w ∈ W as
1(w) = 1,
σe(w) = detw.
It turns out that for root systems with two different lengths of roots there are
two other available choices [37]. This can also be directly seen for the cases of
B3 and C3 — the non-diagonal elements mij of the Coxeter matrices (4.12) are
even except for the elements corresponding simultaneously to two short roots or
two long roots. Therefore, if we set one value of σ on all the short roots and,
independently, another value for all the long roots, the admissibility condition
(4.13) is still satisfied. Consequently, there are two more sign homomorphisms,
denoted by σs and σl,
σs(rα) =
1, α ∈ ∆l−1, α ∈ ∆s
σl(rα) =
1, α ∈ ∆s−1, α ∈ ∆l.
Each of the sign homomorphisms 1, σe, σs and σl induces a family of complex
orbit functions. The functions in each family are labeled by the weights λ ∈ P
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and their general form is
ψσλ(a) =
∑
w∈W
σ(w) e2pii〈wλ, a〉, a ∈ R3. (4.14)
Among the basic general properties of all these families of orbit functions are
their invariance with respect to shifts from q∨ ∈ Q∨
ψσλ(a+ q
∨) = ψσλ(a) (4.15)
and their invariance or antiinvariance with respect to action of elements from
w ∈ W
ψσλ(wa) = σ(w)ψ
σ
λ(a) (4.16)
ψσwλ(a) = σ(w)ψ
σ
λ(a). (4.17)
4.3.3. C− and S−functions
Choosing σ = 1, so-called C−functions [24] are obtained from (4.14). Follow-
ing [18], these functions are here denoted by the symbol Φλ ≡ ψ1λ. The invariance
(4.15), (4.16) with respect to the affine Weyl group W aff allows to consider Φλ
only on the fundamental domain F . Similarly, the invariance (4.17) restricts the
weights λ ∈ P to the set P+. Thus, we have
Φλ(x) =
∑
w∈W
e2pii〈wλ, x〉, x ∈ F, λ ∈ P+.
For the detailed review of C−functions see [24] and references therein. Contin-
uous and discrete orthogonality of C−functions Φλ are studied for all rank two
cases in detail in [54, 55]. The discretization properties of C−functions on a
finite fragment of the grid 1
M
P∨ is described in full generality in [18].
Choosing σ = σe, well–known S−functions [25] are obtained from (4.14).
Following [18, 25], these functions are here denoted by the symbol ϕλ ≡ ψσeλ .
The invariance (4.15) together with the antiinvariance (4.16) allows to consider ϕλ
only on the interior F ◦ of the fundamental domain F . Similarly, the antiinvariance
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(4.17) restricts the weights λ ∈ P to the set P++. Thus, we have
ϕλ(x) =
∑
w∈W
(detw) e2pii〈wλ, x〉, x ∈ F ◦, λ ∈ P++.
For the detailed review of S−functions see [25] and references therein. Continuous
and discrete orthogonality of S−functions ϕλ are studied for all rank two cases in
detail in [56]. The discretization properties of S−functions on a finite fragment
of the grid 1
M
P∨ is described in full generality in [18].
4.4. Ss− and Sl−functions
4.4.1. Ss−functions
Choosing σ = σs, so–called Ss−functions [37] are obtained from (4.14). Fol-
lowing [17], these functions are here denoted by the symbol ϕsλ ≡ ψσsλ . The
antiinvariance (4.16) with respect to the short reflections rα, α ∈ ∆s together
with shift invariance (4.15) imply zero values of Ss−functions on the boundary
Hs,
ϕsλ(a
′) = 0, a′ ∈ Hs.
Therefore, the functions ϕsλ are considered on the fundamental domain F s =
F \ Hs only. Similarly, the antiinvariance (4.17) restricts the weights λ ∈ P to
the set P+s. Thus, we have
ϕsλ(x) =
∑
w∈W
σs(w) e2pii〈wλ, x〉, x ∈ F s, λ ∈ P+s.
4.4.1.1. Continuous orthogonality and Ss−transforms
For any two weights λ, λ′ ∈ P+s the corresponding Ss−functions are orthog-
onal on F s ∫
F s
ϕsλ(x)ϕ
s
λ′(x) dx = K dλ δλλ′ (4.18)
where dλ, K are given by (4.6), (4.7), respectively. The Ss−functions determine
symmetrized Fourier series expansions,
f(x) =
∑
λ∈P+s
csλϕ
s
λ(x), where c
s
λ =
1
Kdλ
∫
F s
f(x)ϕsλ(x) dx.
103
λ ∈ P+ dλ λ ∈ P+ dλ
(a, b, c) 1 (a, b, 0) 2
(a, 0, c) 2 (0, b, c) 2
(a, 0, 0) 8 (0, b, 0) 4
(0, 0, c) 6 (0, 0, 0) 48
Tab. 4.1. Orders of stabilizers of λ ∈ P+ for B3 and C3, The
coordinates (a, b, c) are in ω−basis with a, b, c 6= 0.
4.4.1.2. Discrete orthogonality and discrete Ss−transforms
The finite set of points is given by
F sM =
1
M
P∨/Q∨ ∩ F s
and the corresponding finite set of weights as
ΛsM = P/MQ ∩MF s∨.
Then, for λ, λ′ ∈ ΛsM , the following discrete orthogonality relations hold,
∑
x∈F sM
ε(x)ϕsλ(x)ϕ
s
λ′(x) = kM
3h∨λδλλ′ (4.19)
where ε(x), h∨λ and k are given by (4.8), (4.9) and (4.10), respectively. The
discrete symmetrized Ss−function expansion is given by
f(x) =
∑
λ∈ΛsM
csλϕ
s
λ(x), where c
s
λ =
1
kM3h∨λ
∑
x∈F sM
ε(x)f(x)ϕsλ(x). (4.20)
104
4.4.1.3. Ss−functions of B3
For a point with coordinates in α∨−basis (x, y, z) and a weight with coordi-
nates in ω−basis of (a, b, c), the coressponding Ss−functions are explicitly evalu-
ated as
ϕsλ(x, y, z) = 2i {sin(2pi(ax+ by + cz)) + sin(2pi(−ax+ (a+ b)y + cz))
+ sin(2pi((a+ b)x− by + (2b+ c)z))− sin(2pi(ax+ (b+ c)y − cz))
+ sin(2pi(bx− (a+ b)y + (2a+ 2b+ c)z))− sin(2pi(−ax+ (a+ b+ c)y − cz))
+ sin(2pi(−(a+ b)x+ ay + (2b+ c)z))− sin(2pi((a+ b)x+ (b+ c)y − (2b+ c)z))
− sin(2pi((a+ b+ c)x− (b+ c)y + (2b+ c)z)) + sin(2pi(−bx− ay − (2a+ 2b+ c)z))
− sin(2pi(bx+ (a+ b+ c)y − (2a+ 2b+ c)z))− sin(2pi((b+ c)x− (a+ b+ c)y + (2a+ 2b+ c)z))
− sin(2pi(−(a+ b)x+ (a+ 2b+ c)y − (2b+ c)z))− sin(2pi((a+ 2b+ c)x− (b+ c)y + cz))
− sin(2pi(−(a+ b+ c)x+ ay + (2b+ c)z)) + sin(2pi((a+ b+ c)x+ by − (2b+ c)z))
− sin(2pi(−bx+ (a+ 2b+ c)y − (2a+ 2b+ c)z))− sin(2pi((a+ 2b+ c)x− (a+ b+ c)y + cz)
− sin(2pi(−(b+ c)x− ay + (2a+ 2b+ c)z)) + sin(2pi((b+ c)x+ (a+ b)y − (2a+ 2b+ c)z)
− sin(2pi((b+ c)x− (a+ 2b+ c)y + (2a+ 2b+ c)z))− sin(2pi(−(a+ 2b+ c)x+ (a+ b)y + cz)
+ sin(2pi((a+ 2b+ c)x− by − cz)) + sin(2pi(−(a+ b+ c)x+ (a+ 2b+ c)y − (2b+ c)z)} .
The coefficients dλ of continuous orthogonality relations (4.18) are given in
Table 4.1.
The discrete grid F sM is given by
F sM =
{
us1
M
ω∨1 +
us2
M
ω∨2 +
us3
M
ω∨3 |us0, us1, us2 ∈ Z≥0, us3 ∈ N, us0 + us1 + 2us2 + 2us3 = M
}
(4.21)
and the corresponding finite set of weights has the form
ΛsM =
{
ts1ω1 + t
s
2ω2 + t
s
3ω3 | ts0, ts3 ∈ N, ts1, ts2 ∈ Z≥0, ts0 + 2ts1 + 2ts2 + ts3 = M
}
.
(4.22)
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x ∈ F sM ε(x)
[us0, u
s
1, u
s
2, u
s
3] 48
[0, us1, u
s
2, u
s
3] 24
[us0, 0, u
s
2, u
s
3] 24
[us0, u
s
1, 0, u
s
3] 24
[0, 0, us2, u
s
3] 12
[us0, 0, 0, u
s
3] 8
[0, us1, 0, u
s
3] 8
[0, 0, 0, us3] 2
x ∈ F lM ε(x)
[ul0, u
l
1, u
l
2, u
l
3] 48
[ul0, u
l
1, u
l
2, 0] 24
λ ∈ ΛsM h∨λ
[ts0, t
s
1, t
s
2, t
s
3] 1
[ts0, 0, t
s
2, t
s
3] 2
[ts0, t
s
1, 0, t
s
3] 2
[ts0, 0, 0, t
s
3] 6
λ ∈ ΛlM h∨λ
[tl0, t
l
1, t
l
2, t
l
3] 1
[0, tl1, t
l
2, t
l
3] 2
[tl0, t
l
1, t
l
2, 0] 2
[0, tl1, t
l
2, 0] 4
Tab. 4.2. The coefficients ε(x) and h∨λ of B3. All variables usi , tsi
and uli, tli, i = 0, 1, 2, 3, are assumed to be natural numbers.
The number of points in each of these grids are given as
|F s2k| = |Λs2k| =
1
6
k(k + 1)(2k + 1)
|F s2k+1| = |Λs2k+1| =
1
3
k(k + 1)(k + 2).
The grid F s10 of B3 is depicted in Figure 4.3. The coefficients ε(x) and h∨λ of
discrete orthogonality relations (4.19) are given in Table 4.2. Each point x ∈ F sM
and each weight λ ∈ ΛsM are represented by the coordinates [us0, us1, us2, us3] and
[ts0, t
s
1, t
s
2, t
s
3] from defining equations (4.21), (4.22), respectively.
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Fig. 4.3. The grids F s10 and F l10 of B3. On the left–hand side are
depicted the points of the grid F s10, given by (4.21); on the right–
hand side are depicted the points of F l10, given by (4.30).
4.4.1.4. Ss−functions of C3
For a point with coordinates in α∨−basis (x, y, z) and a weight with coordi-
nates in ω−basis of (a, b, c), the coressponding Ss−functions are explicitly evalu-
ated as
ϕsλ(x, y, z) = 2 {cos(2pi(ax+ by + cz))− cos(2pi(−ax+ (a+ b)y + cz))
− cos(2pi((a+ b)x− by + (b+ c)z)) + cos(2pi(ax+ (b+ 2c)y − cz))
+ cos(2pi(bx− (a+ b)y + (a+ b+ c)z))− cos(2pi(−ax+ (a+ b+ 2c)y − cz))
+ cos(2pi(−(a+ b)x+ ay + (b+ c)z))− cos(2pi((a+ b)x+ (b+ 2c)y − (b+ c)z))
− cos(2pi((a+ b+ 2c)x− (b+ 2c)y + (b+ c)z))− cos(2pi(−bx− ay − (a+ b+ c)z))
+ cos(2pi(bx+ (a+ b+ 2c)y − (a+ b+ c)z)) + cos(2pi((b+ 2c)x− (a+ b+ 2c)y + (a+ b+ c)z))
+ cos(2pi(−(a+ b)x+ (a+ 2b+ 2c)y − (b+ c)z)) + cos(2pi((a+ 2b+ 2c)x− (b+ 2c)y + cz))
+ cos(2pi(−(a+ b+ 2c)x+ ay + (b+ c)z))− cos(2pi((a+ b+ 2c)x+ by − (b+ c)z))
− cos(2pi(−bx+ (a+ 2b+ 2c)y − (a+ b+ c)z))− cos(2pi((a+ 2b+ 2c)x− (a+ b+ 2c)y + cz)
− cos(2pi(−(b+ 2c)x− ay + (a+ b+ c)z)) + cos(2pi((b+ 2c)x+ (a+ b)y − (a+ b+ c)z)
− cos(2pi((b+ 2c)x− (a+ 2b+ c)y + (a+ b+ c)z))− cos(2pi(−(a+ 2b+ 2c)x+ (a+ b)y + cz)
+ cos(2pi((a+ 2b+ 2c)x− by − cz)) + cos(2pi(−(a+ b+ 2c)x+ (a+ 2b+ 2c)y − (b+ c)z)} .
The coefficients dλ of continuous orthogonality relations (4.18) are given in
Table 4.1.
107
Fig. 4.4. The grids F s10 and F l10 of C3. On the left–hand side are
depicted the points of the grid F s10, given by (4.23); on the right–
hand side are depicted the points of F l10, given by (4.32).
The discrete grid F sM is given by
F sM =
{
us1
M
ω∨1 +
us2
M
ω∨2 +
us3
M
ω∨3 |us0, us3 ∈ Z≥0, us1, us2 ∈ N, us0 + 2us1 + 2us2 + us3 = M
}
(4.23)
and the corresponding finite set of weights has the form
ΛsM =
{
ts1ω1 + t
s
2ω2 + t
s
3ω3 | ts0, ts1, ts2 ∈ N, ts0 ∈ Z≥0, ts0 + ts1 + 2ts2 + 2ts3 = M
}
.
(4.24)
The number of points in each of these grids are given as
|F s2k| = |Λs2k| =
1
6
k(k − 1)(2k − 1)
|F s2k+1| = |Λs2k+1| =
1
3
k(k + 1)(k − 1).
The grid F s10 of C3 is depicted in Figure 4.4. The coefficients ε(x) and h∨λ of
discrete orthogonality relations (4.19) are given in Table 4.3. Each point x ∈ F sM
and each weight λ ∈ ΛsM are represented by the coordinates [us0, us1, us2, us3] and
[ts0, t
s
1, t
s
2, t
s
3] from defining equations (4.23), (4.24), respectively.
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x ∈ F sM ε(x)
[us0, u
s
1, u
s
2, u
s
3] 48
[0, us1, u
s
2, u
s
3] 24
[us0, u
s
1, u
s
2, 0] 24
[0, us1, u
s
2, 0] 12
x ∈ F lM ε(x)
[ul0, u
l
1, u
l
2, u
l
3] 48
[ul0, 0, u
l
1, u
l
2] 24
[ul0, u
l
1, 0, u
l
3] 24
[ul0, 0, 0, u
l
3] 8
λ ∈ ΛsM h∨λ
[ts0, t
s
1, t
s
2, t
s
3] 1
[ts0, t
s
1, t
s
2, 0] 2
λ ∈ ΛlM h∨λ
[tl0, t
l
1, t
l
2, t
l
3] 1
[0, tl1, t
l
2, t
l
3] 2
[tl0, 0, t
l
2, t
l
3] 2
[tl0, t
l
1, 0, t
l
3] 2
[0, 0, tl2, t
l
3] 4
[tl0, 0, 0, t
l
3] 6
[0, tl1, 0, t
l
3] 6
[0, 0, 0, tl3] 24
Tab. 4.3. The coefficients ε(x) and h∨λ of C3. All variables usi , tsi
and uli, tli, i = 0, 1, 2, 3, are assumed to be natural numbers.
4.4.1.5. Example of Ss− functions interpolation
Consider an arbitrary M ∈ N and let f be a function sampled on the grid
F sM . An f−interpolating function IsM : R3 → C is defined as
IsM(x) =
∑
λ∈ΛsM
csλϕ
s
λ(x), (4.25)
where coefficients csλ ∈ C are calculated from (4.20). As a specific example of a
model function, consider the following smooth characteristic function
fα,β,x0,y0,z0(x, y, z) =

1 if r < α ,
0 if r > β ,
e exp
((
r − α
β − α
)2
− 1
)−1
otherwise ,
(4.26)
where α, β, x0, y0, z0 ∈ R and r =
√
(x0 − x)2 + (y0 − y)2 + (z0 − z)2. The pa-
rameters in (4.26) are set to the values (α, β) = ( 1
20
, 1
9
) and (x0, y0, z0) = (1120 ,
1
3
, 1
8
).
109
M=8
M=20 M=40
Fig. 4.5. The graph cut (z = 1
8
) of the function f1 and the graph
cuts of the f1−interpolations IsM of C3 for M = 8, 20 and 40.
The resulting function is denoted by f1 and sampled on the grid F sM of C3.
Fixing the third coordinate z = 1
8
, Figure 4.5 shows graph cuts of f1 and the
f1−interpolating functions IsM for M = 8, 20 and 40. Integral error estimates of
the form
∫
F s
|f1 − IsM |2 dx are listed in Table 4.4.
4.4.2. Sl−functions
Choosing σ = σl, so–called Sl−functions [37] are obtained from (4.14). Fol-
lowing [17], these functions are here denoted by the symbol ϕlλ ≡ ψσlλ . The
antiinvariance (4.16) with respect to the long reflections rα, α ∈ ∆l together with
shift invariance (4.15) imply zero values of Sl−functions on the boundary H l,
ϕlλ(a
′) = 0, a′ ∈ H l.
Therefore, the functions ϕlλ are considered on the fundamental domain F l = F\H l
only. Similarly, the antiinvariance (4.17) restricts the weights λ ∈ P to the set
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P+l. Thus, we have
ϕlλ(x) =
∑
w∈W
σl(w) e2pii〈wλ, x〉, x ∈ F l, λ ∈ P+l.
4.4.2.1. Continuous orthogonality and Sl−transforms
For any two weights λ, λ′ ∈ P+l the corresponding Sl−functions are orthogo-
nal on F l ∫
F l
ϕlλ(x)ϕ
l
λ′(x) dx = K dλ δλλ′ (4.27)
where dλ, K are given by (4.6), (4.7), respectively. The Sl−functions determine
symmetrized Fourier series expansions,
f(x) =
∑
λ∈P+l
clλϕ
l
λ(x), where c
l
λ =
1
Kdλ
∫
F l
f(x)ϕlλ(x) dx.
4.4.2.2. Discrete orthogonality and discrete Sl−transforms
The finite set of points is given by
F lM =
1
M
P∨/Q∨ ∩ F l
and the corresponding finite set of weights as
ΛlM = P/MQ ∩MF l∨.
Then, for λ, λ′ ∈ ΛlM , the following discrete orthogonality relations hold,
∑
x∈F lM
ε(x)ϕlλ(x)ϕ
l
λ′(x) = kM
3h∨λδλλ′ (4.28)
where ε(x), h∨λ and k are given by (4.8), (4.9) and (4.10), respectively. The
discrete symmetrized Sl−function expansion is given by
f(x) =
∑
λ∈ΛlM
clλϕ
l
λ(x), where c
l
λ =
1
kM3h∨λ
∑
x∈F lM
ε(x)f(x)ϕlλ(x). (4.29)
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4.4.2.3. Sl−functions of B3
For a point with coordinates in α∨−basis (x, y, z) and a weight with coordi-
nates in ω−basis of (a, b, c), the coressponding Sl−functions are explicitly evalu-
ated as
ϕlλ(x, y, z) = 2 {cos(2pi(ax+ by + cz))− cos(2pi(−ax+ (a+ b)y + cz))
− cos(2pi((a+ b)x− by + (2b+ c)z)) + cos(2pi(ax+ (b+ c)y − cz))
+ cos(2pi(bx− (a+ b)y + (2a+ 2b+ c)z))− cos(2pi(−ax+ (a+ b+ c)y − cz))
+ cos(2pi(−(a+ b)x+ ay + (2b+ c)z))− cos(2pi((a+ b)x+ (b+ c)y − (2b+ c)z))
− cos(2pi((a+ b+ c)x− (b+ c)y + (2b+ c)z))− cos(2pi(−bx− ay − (2a+ 2b+ c)z))
+ cos(2pi(bx+ (a+ b+ c)y − (2a+ 2b+ c)z)) + cos(2pi((b+ c)x− (a+ b+ c)y + (2a+ 2b+ c)z))
+ cos(2pi(−(a+ b)x+ (a+ 2b+ c)y − (2b+ c)z)) + cos(2pi((a+ 2b+ c)x− (b+ c)y + cz))
+ cos(2pi(−(a+ b+ c)x+ ay + (2b+ c)z))− cos(2pi((a+ b+ c)x+ by − (2b+ c)z))
− cos(2pi(−bx+ (a+ 2b+ c)y − (2a+ 2b+ c)z))− cos(2pi((a+ 2b+ c)x− (a+ b+ c)y + cz)
− cos(2pi(−(b+ c)x− ay + (2a+ 2b+ c)z)) + cos(2pi((b+ c)x+ (a+ b)y − (2a+ 2b+ c)z)
− cos(2pi((b+ c)x− (a+ 2b+ c)y + (2a+ 2b+ c)z))− cos(2pi(−(a+ 2b+ c)x+ (a+ b)y + cz)
+ cos(2pi((a+ 2b+ c)x− by − cz)) + cos(2pi(−(a+ b+ c)x+ (a+ 2b+ c)y − (2b+ c)z)} .
The coefficients dλ of continuous orthogonality relations (4.27) are given in
Table 4.1. The discrete grid F lM is given by
F lM =
{
ul1
M
ω∨1 +
ul2
M
ω∨2 +
ul3
M
ω∨3 |ul0, ul1, ul2 ∈ N, ul3 ∈ Z≥0, ul0 + ul1 + 2ul2 + 2ul3 = M
}
(4.30)
and the corresponding finite set of weights has the form
ΛlM =
{
tl1ω1 + t
l
2ω2 + t
l
3ω3 | tl0, tl3 ∈ Z≥0, tl1, tl2 ∈ N, tl0 + 2tl1 + 2tl2 + tl3 = M
}
.
(4.31)
The number of points in each of these grids are given as
|F l2k| = |Λl2k| =
1
6
k(k − 1)(2k − 1)
|F l2k+1| = |Λl2k+1| =
1
3
k(k + 1)(k − 1).
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The grid F l10 of B3 is depicted in Figure 4.3. The coefficients ε(x) and h∨λ of
discrete orthogonality relations (4.28) are given in Table 4.2. Each point x ∈ F lM
and each weight λ ∈ ΛlM are represented by the coordinates [ul0, ul1, ul2, ul3] and
[tl0, t
l
1, t
l
2, t
l
3] from defining equations (4.30), (4.31), respectively.
4.4.2.4. Sl−functions of C3
For a point with coordinates in α∨−basis (x, y, z) and a weight with coordi-
nates in ω−basis of (a, b, c), the coressponding Sl−functions are explicitly evalu-
ated as
ϕlλ(x, y, z) = 2i {sin(2pi(ax+ by + cz)) + sin(2pi(−ax+ (a+ b)y + cz))
+ sin(2pi((a+ b)x− by + (b+ c)z))− sin(2pi(ax+ (b+ 2c)y − cz))
+ sin(2pi(bx− (a+ b)y + (a+ b+ c)z))− sin(2pi(−ax+ (a+ b+ 2c)y − cz))
+ sin(2pi(−(a+ b)x+ ay + (b+ c)z))− sin(2pi((a+ b)x+ (b+ 2c)y − (b+ c)z))
− sin(2pi((a+ b+ 2c)x− (b+ 2c)y + (b+ c)z)) + sin(2pi(−bx− ay − (a+ b+ c)z))
− sin(2pi(bx+ (a+ b+ 2c)y − (a+ b+ c)z))− sin(2pi((b+ 2c)x− (a+ b+ 2c)y + (a+ b+ c)z))
− sin(2pi(−(a+ b)x+ (a+ 2b+ 2c)y − (b+ c)z))− sin(2pi((a+ 2b+ 2c)x− (b+ 2c)y + cz))
− sin(2pi(−(a+ b+ 2c)x+ ay + (b+ c)z)) + sin(2pi((a+ b+ 2c)x+ by − (b+ c)z))
− sin(2pi(−bx+ (a+ 2b+ 2c)y − (a+ b+ c)z))− sin(2pi((a+ 2b+ 2c)x− (a+ b+ 2c)y + cz)
− sin(2pi(−(b+ 2c)x− ay + (a+ b+ c)z)) + sin(2pi((b+ 2c)x+ (a+ b)y − (a+ b+ c)z)
− sin(2pi((b+ 2c)x− (a+ 2b+ c)y + (a+ b+ c)z))− sin(2pi(−(a+ 2b+ 2c)x+ (a+ b)y + cz)
+ sin(2pi((a+ 2b+ 2c)x− by − cz)) + sin(2pi(−(a+ b+ 2c)x+ (a+ 2b+ 2c)y − (b+ c)z)} .
The coefficients dλ of continuous orthogonality relations (4.27) are given in
Table 4.1. The discrete grid F lM is given by
F lM =
{
ul1
M
ω∨1 +
ul2
M
ω∨2 +
ul3
M
ω∨3 |ul0, ul3 ∈ N, ul1, ul2 ∈ Z≥0, ul0 + 2ul1 + 2ul2 + ul3 = M
}
(4.32)
and the corresponding finite set of weights has the form
ΛlM =
{
tl1ω1 + t
l
2ω2 + t
l
3ω3 | tl0, tl1, tl2 ∈ Z≥0, tl3 ∈ N, tl0 + tl1 + 2tl2 + 2tl3 = M
}
.
(4.33)
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M
∫
F s
|f1 − IsM |2 dx
∫
F l
|f2 − I lM |2 dx
8 2162, 5× 10−6 574, 87× 10−6
16 350, 62× 10−6 202, 74× 10−6
24 77, 45× 10−6 57, 16× 10−6
32 32, 14× 10−6 13, 07× 10−6
40 15, 88× 10−6 12, 73× 10−6
Tab. 4.4. Integral error estimates of the interpolations IsM ans I lM .
The number of points in each of these grids are given as
|F l2k| = |Λl2k| =
1
6
k(k + 1)(2k + 1)
|F l2k+1| = |Λl2k+1| =
1
3
k(k + 1)(k + 2).
The grid F l10 of C3 is depicted in Figure 4.4. The coefficients ε(x) and h∨λ of
discrete orthogonality relations (4.28) are given in Table 4.3. Each point x ∈ F lM
and each weight λ ∈ ΛlM are represented by the coordinates [ul0, ul1, ul2, ul3] and
[tl0, t
l
1, t
l
2, t
l
3] from defining equations (4.32), (4.33), respectively.
4.4.2.5. Example of Sl− functions interpolation
Consider an arbitrary M ∈ N and let f be a function sampled on the grid
F lM . An f−interpolating function I lM : R3 → C is defined as
I lM(x) =
∑
λ∈ΛlM
clλϕ
l
λ(x), (4.34)
where coefficients clλ ∈ C are calculated from (4.29). The parameters in (4.26)
are set to the values (α, β) = ( 1
20
, 1
9
) and (x0, y0, z0) = (12 ,
1
3
, 1
8
) and the resulting
function, denoted by f2, is sampled on the grid F lM of B3. Fixing the third
coordinate z = 1
8
, Figure 4.6 shows graph cuts of f2 and the f2−interpolating
functions I lM for M = 8, 20 and 40. Integral error estimates of the form
∫
F l
|f2−
I lM |2 dx are listed in Table 4.4.
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M=8
M=20 M=40
Fig. 4.6. The graph cut (z = 1
8
) of the function f2 and the graph
cuts of the f2−interpolations I lM of B3 for M = 8, 20 and 40.
4.5. Concluding Remarks
• C− and S−functions are related by the well known Weyl character for-
mula [20] for irreducible representations of compact semisimple Lie groups.
Let χλ be the character of an irreducible representation of the group G
with the highest root λ. Then we have
χλ(x) =
∑
µ∈P+
mλµΦµ(x) =
ϕλ+ρ(x)
ϕρ(x)
,
where Φλ and ϕλ are the orbit functions related to the Weyl groupW of G,
ρ is the half sum of positive roots in the root system of W . The numbers
mλµ are the multiplicities of the dominant weights µ in the weight system
of the irreducible representations with the highest weight λ. Extensive
tables of the multiplicities for simple Lie groups up to rank 12 can be
found in [48].
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• The product of two Ss−functions or two Sl−functions of B3 or of C3,
with the same arguments x ∈ R3 but with different weights λ and λ′,
decomposes into the sum of C−functions:
ϕsλ(x) · ϕsλ′(x) =
∑
w∈W
σs(w)Φλ+wλ′(x),
ϕlλ(x) · ϕlλ′(x) =
∑
w∈W
σl(w)Φλ+wλ′(x).
• The two examples of interpolation show promising behaviour of the f−
interpolating functions IsM and I lM . Visual inspection as well as the in-
tegral error estimates of the interpolations of the model functions f1 and
f2 lead to the qualitative conclusion that the interpolation error is rather
small once the minimal distances of the lattice grids become smaller than
the diameters β of the 3D jumps of the model functions. The existence of
general conditions for the convergence of the functional series {IsM}∞M=1,
{I lM}∞M=1 deserves further study.
• The Gaussian cubature formula, built on Chebyshev polynomials of the
second kind (equivalently, the characters of A1), is known to lead to opti-
mal interpolation of polynomial functions of one variable [59]. An analo-
gous result extended to n-variable functions with underlying An-symmetry
is known [33]. Recently it has been further extended to simple Lie groups
of all types [40]. A curious question, which has not yet been answered, is
about possibilities to build cubature formulas using the hybrid characters
of B3, C3 and other higher rank simple Lie groups.
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