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Abstract
Scheduling in cloud computing is a technique which is used to improve the
overall execution time of the job. A good scheduling algorithm can help in load
balancing as well. Scheduling in cloud can be be done in three areas i.e Scheduling
Cloudlets within the virtual machine, Scheduling Virtual Machine on the host, and
scheduling cloudlets to the Virtual Machine.
The last scheduling i.e scheduling the cloudlets to the virtual machine is imple-
mented in this thesis. In this the cloudlets are intelligently scheduled to the best
possible virtual machine so that the overall execution time can be reduced. The
outcome proves that the proposed algorithm gives better result in comparison to
the already used sequential algorithm.
Keywords: Cloud Computing, Scheduling, Load Balancing, Execution Time
Improvement, Algorithm
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Introduction
Nowadays Cloud Computing is the only area on which lots of companies are spend-
ing a lot of money because they feel that it is the future of technology. It is still
in it’s early ages and needs a lot of improvement. Apart from big companies like
amazon, google, microsoft,SAP etc no one is able to contribute to this field.
Cloud in IT world can be viewed as a bundle of resources which can run any
application in this entire world. It provide service on demand and the user has
to pay for the amount of time it has used those services. This is also a issue in
the cloud computing that how to do the pricing. Very Talented IIM pass-outs are
working on this problem.
This service can solve many problems such as :-
• Organizations need not to buy the whole set of servers. They can just have
services from the service providers.
• It’s easy to handle as many responsibilities are given to cloud provider.
• They can expand their work easily as the resources are near to infinity.
• It serves best for the elastic applications(Applications which scale very fastly
for ex- facebook)
Scheduling the jobs in cloud is a big challenge nowadays. As if jobs ie.
Cloudlets [1] are scheduled properly then the overall execution time can be reduced
significantly. But, Scheduling is an NP Hard problem so it is very important to
apply some heuristics to get best outcome many times.
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1.1 Thesis Organization Introduction
This thesis consist of a method which will improve the overall cloudlet [2] exe-
cution time. It is being compared with the existing cloudlet scheduling algorithm
used by the CloudSim. CloudSim is the simulation tool which is used in the overall
implementation Cloudlet scheduling algorithm.
1.1 Thesis Organization
The rest of the thesis is organized as follows:
The basic informations to understand code obfuscation is given in Chapter-2,
as Theoretical Background. It contain the definition and classification of Cloud
Environment It sets up the base too understand the cloud architecture and several
scheduling policies .
Chapter-3 will provide a overview of the related work and research done till now
on scheduling in cloud environment. Which will lighten you up with a little deep
knowledge about cloud scheduling..
Chapter-4 will take you through our proposed technique on the cloud scheduling
algorithm. The results are tested using cloudSim simulator.
In Chapter-5 the overall work with strength and drawbacks is expressed in the
section Conclusion and the possible future work is described in the Future Scope
section.
3
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Chapter 2
Basics of Cloud Computing
2.1 Introduction
Cloud Computing is the future of technology said by various CEO of IT industry.
It works on the principle that the user must pay according the time for which it
is using the resources from various cloud providers. It is well known that it is not
easy to handle large resources. It is very costly in terms of money as well. So
Cloud Computing is the best answer to these challenging problems.
Cloud Computing is answer to almost every problem faced by many Industries
which are directly or indirectly related to the Information Technology. This field
is growing very fastly as many of the big players in the Information Technology
field like Microsoft, Google, Amazon, SAP are investing a lot of money to get
improved results. They feel that it is the future of technology.
2.2 Cloud Computing Architecture
The Cloud Computing architecture works on a layered approach. It has several
actors like Cloud Consumer, Cloud Provider, Cloud Auditor, Cloud Broker, Cloud
Carrier. The combination of all these actors create the architecture of Cloud
Computing [3]. It is a very vast area that’s why it is not easy to understand how
everything is happening but this reference architecture gives a great overview.
5
2.2 Cloud Computing Architecture Basics of Cloud Computing
Figure 2.1: Cloud Computing Architecture
Each actor play a very big role in the cloud computing working model. They
have to play their part to get the job done and satisfy the customer [1]. The
different cloud consumers are defined below:-
Cloud Consumer
Cloud Consumer are the actors which consumes the services provided by the cloud
provider. They can directly avail services from the providers or they can contact
the cloud broker to get the services. They will pay according to the time for which
they have the services from the provider [4]. They can have different services like
SaaS, Paas, Iaas.
Figure 2.2: Cloud Consumer
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Cloud Provider
Cloud Provider are the actors which provides the services to the consumers. The
services can be SaaS, PaaS, IaaS. The big players like google, amazon etc are
able to provide Infrastructure as a service. Else all other small players are only
working on providing SaaS or to the some extent PaaS. The Cloud Provider also
charges the money according to the time for which the services are availed by the
consumers.
In SaaS service cloud provides the consumers to host the service i.e the software
at their end(on their resources). This helps the consumers for not to buy the
resources to run the software. All the security aspects are also handled by the
providers itself.
In PaaS the provider provides a toolkit to the consumers like different IDE or
SDK to compile their software and host them on the providers resources [5]. This
helps the consumer to have a fair control over the resources provided by the Cloud
Provider.
In IaaS the consumer has the total control over the resources provided by the
Cloud Provider [6]. The low level programming can be done in IaaS. Some of the
issues like response time, memory usage and Disk Access can easily be addressed
using IaaS as a service.
Figure 2.3: Cloud Provider
Cloud Auditor
Cloud Auditor is the actor which takes care of all the pricing and accounting
aspects of the whole cloud computing scenario [7]. If any sort of conflict happens
7
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in terms of pricing then it is resolved by Cloud Auditor [8].
Figure 2.4: Actors
Cloud Broker
Cloud Broker is the actor which acts in between the Cloud Consumer and Cloud
Provider [9]. It helps the customers to choose the efficient and the best cloud
provider. It plays a very vital role in negotiating the deal between the provider
and consumer. If any kind of conflict happens then that conflict is resolved by the
Broker [10].
Cloud Broker provides services in the following way:-
• Service Intermediation It acts as a intermediate in providing services from
provider to the consumer.
• Service Aggregation It combines the services provided by different Cloud
Providers and then delivers those services to the Cloud Consumers.
• Service Arbitrage It enhances the services provided by the cloud provider
and then provide that as a service to the different Cloud Consumers [11].
Cloud Carrier
Cloud Carrier is just a medium through which the cloud services are provided. It
is basically the connection provider for example aitel, MTNL, BSNL, Vodafone
etc [12].
8
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2.3 Architectural Components
NIST defines the three architectural components of cloud which are basically de-
fined as follows: public cloud, private cloud, community cloud, or hybrid cloud.
The differences are based on how exclusive the computing resources are made to
a Cloud Consumer [13].
Figure 2.5: Public Cloud
A public cloud is one in which the cloud infrastructure and computing resources
are made available to the general public over a public network. A public cloud
is owned by an organization selling cloud services, and serves a diverse pool of
clients [14].
A public cloud can be accessed from anywhere and that is the specialty of this
cloud but are few issues related to the public cloud and one of them is security.
It is important to handle the security issue in order to use this service of public
cloud properly.
9
2.3 Architectural Components Basics of Cloud Computing
Figure 2.6: Private Cloud
Private cloud is a cloud which can only be accessed within the organization.
It is basically used by large organizations in order to handle their business prop-
erly. It may be managed either by the Cloud Consumer organization or by a
third party, and may be hosted on the organizations premises (i.e. on-site private
clouds) or outsourced to a hosting company (i.e. outsourced private clouds) [16].
The fig above present an on-site private cloud and an outsourced private cloud,
respectively.
A private cloud can only be accessed by the different by the people within the
organization. This type of cloud is created to improve the safety of data in the
organization. The private cloud van be created by the organization or the the
third party can also create the private cloud for a particular organization [17].
10
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Figure 2.7: Hybrid Cloud
A hybrid cloud is a composition of two or more clouds (on-site private, on-site
community, off-site private, off-site community or public) that remain as distinct
entities but are bound together by standardized or proprietary technology that
enables data and application portability [18]. Figure 14 presents a simple view
of a hybrid cloud that could be built with a set of clouds in the five deployment
model variants [19].
2.4 Service Orchestration
Service Orchestration refers to the composition of system components to support
the Cloud Providers activities in arrangement, coordination and management of
computing resources in order to provide cloud services to Cloud Consumers [20].
Figure below shows a generic stack diagram of this composition that underlies the
provisioning of cloud services.
A three-layered model is used in this representation, representing the grouping
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of three types of system components Cloud Providers need to compose to deliver
their services.
Figure 2.8: Service Orchestration
In the model shown in FigureService Orchestrationthe top is the service layer,
this is where Cloud Providers define interfaces for Cloud Consumers to access
the computing services. Access interfaces of each of the three service models are
12
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provided in this layer. It is possible, though not necessary, that SaaS applications
can be built on top of PaaS components and PaaS components can be built on
top of IaaS components. The optional dependency relationships among SaaS,
PaaS, and IaaS components are represented graphically as components stacking
on each other; while the angling of the components represents that each of the
service component can stand by itself [21]. For example, a SaaS application can
be implemented and hosted on virtual machines from an IaaS cloud or it can
be implemented directly on top of cloud resources without using IaaS virtual
machines.
13
Literature Review
Review of related work
Motivation
Chapter 3
Literature Review
Cloud Computing is still a new area of research so not much has been done in this
field uptil now. But still i have reviewed some of the research papers and books to
gain some backgroud and impprove the already developed scheduling algorithms
till now. This field is growing very fastly in the recent past so the amount of
research going on is intensive.
3.1 Review of related work
CloudSim: a toolkit for modeling and simulation of cloud computing
environments and evaluation of resource provisioning algorithms - 2011
In this paper [22] authors described almost everything which is required to
develop and test any cloud related policy. The authors gave a brief knowledge
about the tool cloudSim and basic knowledge of CloudComputing. They defined
that cloudSim supports almost all the functionality required to define the policies
in Cloud Environment.
According to them cloud computing is a parallel and distributed system which
consists of a collection of inter-connected and virtualized computer that are dy-
namically provisioned. Some of the cloud computing patforms are Micrsosoft
Azure, Amazon EC2, Aneka, Google App. It also defined the layered design ar-
chitecture of cloud computing.
15
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Figure 3.1: Cloud Layered Architecture
In this FigureCloud Architecture the layered architecture of cloud is defined.
It is devided into four layers user level layer, user level middleware layer, core
middleware layer and system layer. Each layer is independent of each other and
only dependent upon the inputs from the upper layer and gives the output to
the lower layer. The User Level consist of the cloud application GUI. It will run
on the client side where the inputs will be taken and then forwarded to the next
level. The Core Middleware consist of the system of some System Software like
NetBeans, Eclipse or some sort of compiler. This layer helps the client to write
down there own software using the system softwares and then deploy them on
the cloud provider side. When these software are deployed on the provider side
the overall performance improvement doesnot happens. To have a control over
the performance the System Level control is required. In this layer the user has
the control over the overall resources of the provider. Because of this the users
can make as many changes as they want. Because they are having the low level
control over the resources of the provider. Due to this low level control the overall
improvement can be done very easily.
So as the conclusion the above helped me gain the complete overview of the
Cloud Computing Environment. This overview helped me to understand the other
factors about the cloud computing. This paper also built the strong foundation
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about the basics of cloud computing. Cloud is a new technology so fast improve-
ments are expected therefore the terms and the way it is used will be changed in
future very quickly.
A Survey of Load Balancing in Cloud Computing: Challenges and
Algorithms-2012
The researchers of this paper [23] did a survey on the already developed and
defined load balancing algorithms. They gave a detailed overview of the already
defined load balancing algorithms. As we know that load balancing and scheduling
are somehow related in the field of cloud computing therefore i am defining this
paper as a part of my thesis in the Literature Overview section. According to
the authors of this paper the load balancing algorithms are of two types i.e static
load balancing algorithm and dynamic load balancing algorithm. The static load
balancing algorithms are those which do not modify or change states at runtime
but dynamic load balancing algorithms definitely do that at run time. As we all
know that the in Cloud Environment new resources keep on adding and the overall
structure of the cloud keep on changing therefore static load balancing algorithms
do not play a big role. To cope up with the changing cloud environment the
dyanamic load balancing algorithms play a big role.
This paper also defined the challenges behind the load balancing in cloud
environment. Some of the main reasons are:-
• Spatial Distribution of the Cloud Nodes As we know that cloud is a dis-
tributed system therefore the cloud nodes are spatially distributed over the
geographical locations therefore it becomes a great challenge for the design-
ers of load balancing algorithms to design the algorithms keeping in mind
the geographical location of the nodes. The Fault Tolerance has to be taken
into account.
• Storage/ Replication To improve the fault tolerance of the system data repli-
cation is the way we to go. It is not easy to manage such a huge amount of
data. This huge amount of data storing is not easy and fetching it also very
17
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difficult. Therefore, it is very important to to manage this huge amount of
data properly to provide adequate amount of service.
• Algorithm Complexity If the complexity of the algorithm is more than the
overall turnaround time will definitely increase. Therefore it is very im-
portant for the load balancing algorithm designers to do a proper trade-off
between the algorithm complexity and the overall complexity of the appli-
cation.
• Point of Failure If Cloud is using the centralized approach then one point of
failure becomes a big challenge therefore the solution to this problem is that
the architecture of cloud must become decentralized.
The comparison of sevral load balancing algorithms is given below
Figure 3.2: Load Balancing Algorithm Comparison
The above FigureLoad Balancing Algorithm shows a good comparison between
the several load balancing algorithms.
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DARTCSIM: AN ENHANCED USER-FRIENDLY CLOUD SIMU-
LATION SYSTEM BASED ON CLOUDSIM WITH BETTER PERFORMANCE-
2012
Here [3] the researchers also give a new simulator which has improved features
in comparison to the cloudSim. In this paper the researchers worked on improving
the already available cloud simulator cloudSim. They diminished some of it’s
drawbacks by introducing some new methods.
The way in which simulation happens in cloudSim is shown below
Figure 3.3: Simulation in CloudSim
The dataflow in cloudSim happens in the way it is shown above. The re-
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searchers of this paper found some problems in the way the data is flowing in
cloudSim and they worked upon that to show some sort of improvement in that.
In the end the problem with cloudSim is that it does not provide any sort
of graphical user interface and the researchers need to have good command over
the JAVA programming language in order to work upon that. The DartcSim
overcomes this shortcoming and created a good GUI for the researchers to work
on but the low level control goes away. If you want to do low level work then you
must go for cloudSim.
Design and Implementation of an efficient Two-level Scheduler for
Cloud Computing Environment-2009
In this paper [24] the authors introduced a new type of scheduling algorithm
which is known as meta scheduling algorithm. In this paper they divided the jobs
into four different categories i.e short narrow, short wide, long narrow and long
wide. With this division they set the priority more to the shorter jobs in such a
way that they do not have to compromise with the longest end time of the larger
job.
If we see in a different way this works on the principle of slag time. They will
slag the longest job to the maximum extent and then they will delay it’s processing
accordingly. It is very important that starvation does not and that is the main
goal of the algorithm therefore they do not delay the job more than there slag
time.
A SURVEY OF VARIOUS SCHEDULING ALGORITHM IN CLOUD
COMPUTING ENVIRONMENT-2013
This research work [25] the researchers surveyed the already developed and
used scheduling algorithms. As we know that cloud computing uses the already
defined and used protocols and algorithms but in a entirely different way which
indeed a different architecture therefore many of these scheduling algorithms which
are used here are already being used in operation system.
20
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Figure 3.4: Scheduling Algorithm Comparison
The above figure shows the difference among the several scheduling algorithms.
It distinguishes them on the basis og scheduling algorithm, scheduling method,
scheduling parameter, scheduling factor, findings and the environment.
As we know that cloud computing uses the already defined and used protocols
and algorithms but in a entirely different way which indeed a different architecture
therefore many of these scheduling algorithms which are used here are already
being used in operation system.
According to the authors of this paper the scheduling algorithms are of two
types i.e static scheduling algorithm and dynamic scheduling algorithm. The static
scheduling algorithms are those which do not modify or change states at runtime
but scheduling algorithms definitely do that at run time. As we all know that the
in Cloud Environment new resources keep on adding and the overall structure of
the cloud keep on changing therefore static load balancing algorithms do not play
a big role. To cope up with the changing cloud environment the static scheduling
algorithms play a big role.
Some more comparisons are shown in the figure below
21
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Figure 3.5: Scheduling Algorithm Comparison
The above figure shows the difference among the several scheduling algorithms.
It distinguishes them on the basis og scheduling algorithm, scheduling method,
scheduling parameter, scheduling factor, findings and the environment.
If we closely notice the above defined scheduling we came ac across a conclusion
that every algorithm performs better in a specified environment.
3.2 Motivation
As we have seen above that many of the scheduling algorithms are working on
scheduling the cloudlets to the computational cores of datacenter or some of them
are working on scheduling the virtual machine within the computational cores of
22
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the datacenter.
I as a researcher exploited the another area where i concentrated on distribut-
ing/scheduling the cloudlets to several Virtual Machines which are available. based
on this i implemented my a new algorithm which schedules the cloudlets to the
appropriate virtual machine so that the overall turnaround time of the cloudlet is
reduced.
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Proposed Technique &
Implementation
4.1 Introduction
The main goal for many algorithms is to develop algorithms which indeed decrease
the execution time of the job in hand. My proposed technique also does that in
th field of cloud computing by giving an improved cloudlet scheduling algorithm.
4.2 Proposed Technique
As we have already seen the architecture of cloud computing in the above chapters
so from we can see that there are three areas where the scheduling is required and
those three areas are as follows
• Cloudlet in VM The cloudlets submitted to the VM need to be scheduled. So,
there is a need of scheduling in order to improve some of the time parameters
like response time, turnaround time etc.
• VM in Datacenter As we know that in cloud the virtualization takes place.
Therefore many virtual machine runs on several computational cores. So
scheduling those virtual machines is also a tedious task. So we can introduce
a good scheduling there.
• Scheduling the task to VM The other area is that we can intelligently sub-
mit the task to the virtual machine so that the parameters like response
25
4.2 Proposed Technique Proposed Technique & Implementation
time, turnaround time etc can be improved.
Figure 4.1: Simplified Architecture
The above shows how the main area where the scheduling in the cloud happens.
If we observe the above figure closely we can see that hierarchy in which the things
are placed is
• Datacenter
• Processing Cores
• Virtual Machines
The datacenter is a place where all the processing elements are placed. While
proceesing cores are the real resources on which Virtual Machines are running.
26
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4.3 Assumptions
The Assumptions behind my proposed techniques are
• All cloudlets which have to be processed are available.
• At runtime no more cloudlets are added.
• The environment is also static i.e no more resources are added at runtime.
4.4 Problem Domain
The problem is to schedule or map the cloudlets to the Virtual Machine so that
the overall turnaround can be least.
• Let there be set of cloudlets(jobs)
C=t1,t2,t3,....
• Let there be a set of Virtual Machines
V=v1,v2,v3,..
• It is assumed that the environment is static and all the jobs are independent.
• Output that which Cloudlet must be executed to which VM to have the least
Turnaround time.
4.5 Proposed Algorithm
• Input The set of cloudlets, and virtual machines.
• output Pairs of Cloudlet and Virtual Machine.
• For every Cloudlet 1....i
• for every Vm 1..j
• Calculate the turnaround time which is turnaround time= waiting time+ cloudlet
length/Power of VM
27
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• Update the VM waiting time and schedule the cloudlet on that VM which results
the least turnaround time.
• Loop stops when all cloudlets are traversed.
4.6 Simulation Result
The cloud simulation environment created is as follows:-
• No. of host=5
• No. of pes in each host=4
• The MIPS of each host=2000
• No. of cloudlet=100
• Half of total cloudlet length=400000 MI
• Rest cloudlet length=100000 MI
• Virtual Machine varies
The output of the simulation result is
Table 4.1: Comparison between existing and proposed algorithm
No. of VM Existing Algo Proposed Algo
4 5000.1 4250.09
8 2600.09 2200.1
16 1400.1 1200.1
32 800.1 650.1
The above algorithm gives the least turnaround time of every cloudlet. By
using this algorithm we can reduce the execution time of jobs. Else job matching
is an NP hard problem but by using these heuristics we can match in an polynomial
complexity.
28
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Figure 4.2: Result Graph
In the graph above it is very clear that the proposed algorithm outperforms
the existing algorithm.
Now let us perform some more simulations to see upto to see that in how many
cases our proposed technique performs better than the existing techniques.
The description of the new cloud environment is shown below.
• No. of host=5
• No. of pes in each host=4
• The MIPS of each host=2000
• No. of VM=8
• Half of total VM Power=1000 MIPS
• Rest VM Power=2000 MIPS
• Cloudlet varies
The results of simulation is shown below
29
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Table 4.2: Comparison between existing and proposed algorithm
No. of Cloudlets Existing Algo Proposed Algo
50 1400.1 1200.1
100 2600.09 2200.1
150 3800.1 3250.09
200 5000.1 650.1
Form the above result it is very clear that if we vary the number of cloudlets
and keep the number of virtual machine constant in that case also our algorithm
outperforms the existing algorithm.
Figure 4.3: Result Graph
From the graph above it becomes very clear that our proposed algorithm has
outperformed the existing algorithm.
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Conclusion
5.1 Achievements
Above all descriptions, results make you feel that a good scheduling algorithm can
really help to reduce the overall execution time of the cloudlets which indeed will
help the cloud providers to attract more and more customers. Our results above
clearly proves that if cloudlets are given intelligently to the viirtual machines than
the overall execution can be improved very easily.
5.2 Limitation & Future Scope
As we seen that in our simulation we have kept the cloud environment to be static
which means that no virtual machines can be created at runtime and no new hosts
and datacenter can add themselve to the environment. But situation never exist
in real cloud environment as in reality the cloud environment will expand and
contract it’s size during the runtime. Therefore, it is very important to change
this algorithm to the dynamic cloud environment.
———- END ———-
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