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(MCYT) por la financiación a través del proyecto TIN2004-07797-C02.
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2.2. Niveles de enerǵıa del material de referencia junto con los
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libreŕıa PSPARSLIB usando la matriz Poisson A. . . . . . . . 108
4.2. Comparativa entre los precondicionadores basados en des-
composición de dominios implementados en la libreŕıa PS-
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código. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.17. Comparativa, para la malla L, entre tresol, tILU y tmet.iter
frente al número de procesadores, para las dos versiones del
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4.23. Número de nodos locales y totales de los subdominios ob-
tenidos usando nuestra propuesta de particionamiento y el
particionamiento dado por METIS. Estos resultados fueron
obtenidos, para 8 procesadores, a partir de la malla H. . . . . 134
4.24. Patrón de una matriz particionada con el programa METIS
en tres subdominios. . . . . . . . . . . . . . . . . . . . . . . . 135
4.25. Patrón de una matriz particionada en tres subdominios utili-
zando nuestra propuesta de particionamiento. . . . . . . . . . 136
4.26. Malla de 221760 nodos dividida en 4 subdominios utilizando
el programa METIS para un dispositivo HEMT. . . . . . . . 136
4.27. Malla de 221760 nodos dividida en 4 subdominios en planos
con Y constante para un dispositivo HEMT. . . . . . . . . . . 137
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y 4.6 pero utilizando la malla L. . . . . . . . . . . . . . . . . 124
4.8. Influencia del número de procesadores en el tiempo necesario
para obtener la solución de la ecuación de Poisson en el equi-
librio, para las dos versiones del código, inicial y optimizada
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código y corresponden a la obtención de un punto de la curva
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5.6. Parámetros estad́ısticos que caracterizan las fluctuaciones de
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5.9. Parámetros estad́ısticos que caracterizan la distribución de
dopantes en el interior de la capa δ–doping a VG = −0.4,−0.2
y 0.0 V para el HEMT de 50 nm. . . . . . . . . . . . . . . . . 177
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Introducción
Los dispositivos semiconductores están siendo escalados a dimensiones
del orden de los nanómetros con el objetivo de mejorar cada vez más su ren-
dimiento. El escalado tan drástico de los dispositivos aumenta la importan-
cia de determinadas fuentes de fluctuaciones relacionadas con la naturaleza
atomı́stica de la carga y la materia, que se convierten en factores determi-
nantes de la fiabilidad y el rendimiento de los dispositivos, y por lo tanto de
los circuitos fabricados con ellos.
En el pasado, el desajuste en las curvas caracteŕısticas de los transis-
tores estaba principalmente asociado con variaciones en los parámetros de
fabricación, lo que generaba variaciones macroscópicas en el grosor de las
capas, en la geometŕıa y en el dopado. En cambio, las fuentes de fluctuacio-
nes que cobran importancia con la reducción del tamaño de los dispositivos
son independientes de los procesos litográficos y no pueden ser eliminadas
a través de mejoras en el proceso de fabricación. Aśı que, mientras que en
las simulaciones numéricas convencionales los dispositivos se trataban como
dispositivos perfectos, con interfaces y fronteras suaves y distribuciones con-
tinuas de dopado, ahora ya no será posible considerar un único dispositivo
perfecto sino que será necesario simular un conjunto de transistores diferen-
tes a nivel microscópico, puesto que, si se considera un conjunto de dispositi-
vos, la inclusión de diversos tipos de fluctuaciones de parámetros intŕınsecos
provocará variaciones estad́ısticas entre ellos.
Las fuentes de fluctuaciones de parámetros intŕınsecos que afectan a
los dispositivos son de naturaleza tridimensional, por lo que, para capturar
correctamente los efectos que provocan es necesario realizar simulaciones 3D.
Otra consideración a tener en cuenta es la necesidad de simular un conjunto
estad́ıstico de dispositivos lo suficientemente grande que permita extraer con
precisión suficiente los parámetros que caracterizan la distribución estad́ısti-
ca. Por lo tanto, la técnica elegida para la simulación de estos efectos debe
ser rápida y eficiente, permitiendo la simulación de un conjunto grande de
dispositivos dentro de un peŕıodo de tiempo relativamente corto. Por todo
1
2 Introducción
ello, el simulador de dispositivos utilizado en este trabajo es tridimensional
y se basa en la aproximación de arrastre–difusión, que representa el mo-
delo más simple y menos costoso, desde el punto de vista de los recursos
computacionales necesarios, usado en simulaciones multidimensionales.
El principal problema asociado con la simulación tridimensional es su
elevado coste computacional, determinado por la gran cantidad de informa-
ción implicada y el enorme número de cálculos a realizar. Además, en este
caso particular, se suma la necesidad de realizar análisis estad́ısticos, lo que
multiplica el coste computacional por el tamaño de la muestra estad́ıstica.
Estos dos factores provocan que el uso de computadores convencionales en
la resolución de estos problemas sea prohibitivo y generan la necesidad de
la utilización de máquinas paralelas. Por ello, el simulador 3D de disposi-
tivos utilizado en este trabajo está paralelizado a través de la libreŕıa MPI
de paso de mensajes, usando los lenguajes de programación C y Fortran,
garantizándose aśı la portabilidad del código.
Esta memoria se enmarca en una de las ĺıneas de investigación del gru-
po de Arquitectura de Computadores del Departamento de Electrónica y
Computación de la Universidad de Santiago de Compostela. Es necesario
comentar que este trabajo de investigación parte de un simulador, ya desa-
rrollado, para transistores bipolares de homounión (BJT) y de heterounión
(HBT). A partir de este proyecto1, se desarrolla una extensión y optimiza-
ción de este simulador para el estudio de dispositivos HEMT (High Electron
Mobility Transistor) y la realización de análisis estad́ısticos de las fluctua-
ciones de parámetros intŕınsecos que afectan a estos transistores.
El trabajo ha sido dividido en cinco caṕıtulos, en los que se pretende dar,
en primer lugar, una visión global del proceso de simulación de dispositivos
semiconductores y en segundo lugar, el resultado de su aplicación al estudio
de fluctuaciones de parámetros intŕınsecos en dispositivos HEMT.
En el primer caṕıtulo se introducen los principios básicos de los dis-
positivos HEMT, cuyo comportamiento es posteriormente estudiado en el
simulador tridimensional de dispositivos. Los transistores HEMT están com-
puestos por heteroestructuras de semiconductores. Para ello, inicialmente se
describen los principios f́ısicos en los que se basan las heteroestructuras, pa-
ra abordar a continuación la descripción de los dispositivos de efecto campo
basados en heteroestructuras y su funcionamiento. Por último se resumen
algunas de las aplicaciones y utilidades actuales de los dispositivos basados
1Información sobre este proyecto se encuentra en la tesis doctoral de Antonio Jesús
Garćıa Loureiro, de t́ıtulo: BIPS3D: Un simulador 3D paralelo de dispositivos
bipolares BJT y HBT, realizada en el Departamento de Electrónica y Computación de
la Universidad de Santiago de Compostela.
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en heteroestructuras.
En el segundo caṕıtulo inicialmente se describen las principales técni-
cas de simulación de dispositivos semiconductores utilizadas actualmente.
A continuación se trata el modelo de arrastre–difusión, puesto que es el
utilizado en el simulador 3D de dispositivos, describiéndose las ecuaciones
matemáticas que componen este modelo, las ecuaciones de Poisson y de con-
tinuidad de portadores. Seguidamente se introduce el método de elementos
finitos, utilizado en la discretización de las ecuaciones que forman el modelo
de arrastre–difusión. La ecuación de Poisson es discretizada utilizando el
método estándar, mientras que en las ecuaciones de continuidad de electro-
nes y huecos se ha empleado la discretización de Scharfetter–Gummel puesto
que conduce a mejores resultados.
En el tercer caṕıtulo inicialmente se mencionan las principales etapas
que componen el proceso de simulación. A continuación, en las diferentes
secciones del caṕıtulo se describe en profundidad cada una de estas etapas.
En primer lugar se trata el proceso de generación y particionamiento de
las mallas de elementos finitos que modelan el dispositivo discretizado. En
segundo lugar se estudian las técnicas de linealización del sistema discreti-
zado que se suelen aplicar en este ámbito, el método de Newton–Raphson
y el método de Gummel. Seguidamente se tratan los métodos de resolución
que se pueden utilizar para resolver los sistemas lineales, métodos directos e
iterativos, junto con los precondicionadores usados para acelerar la conver-
gencia de los métodos iterativos, puesto que en nuestro caso particular son
los más eficientes en la resolución de los sistemas lineales. A continuación se
introduce el concepto de reordenamiento de matrices dispersas y se mues-
tran diversos formatos de almacenamiento de estas matrices. Para finalizar
se resume la implementación de las diferentes etapas que componen el pro-
ceso de simulación de dispositivos en el simulador 3D paralelo basado en el
modelo de arrastre–difusión.
En el cuarto caṕıtulo se presentan diversas optimizaciones del simulador
3D de dispositivos utilizado en este trabajo, que tratan de minimizar el tiem-
po de simulación. Para la optimización se presentan diferentes estrategias
y las mejoras en el tiempo de ejecución obtenidas después de su aplica-
ción. Aśı, en primer lugar se enumeran las caracteŕısticas del computador
paralelo2, un cluster HP Integrity Superdome, utilizado en la obtención de
todos los resultados presentados en las secciones posteriores. En segundo
lugar se tratan de encontrar los algoritmos de resolución de sistemas linea-
2El supercomputador paralelo utilizado en este trabajo pertenece al CESGA (Centro
de Supercomputación de Galicia).
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les más apropiados para nuestro problema, realizando para ello un análisis
de los métodos de resolución y técnicas de precondicionamiento disponibles,
aśı como de los parámetros que tienen una mayor importancia en el tiempo
de ejecución. Una vez obtenidos los métodos de resolución más eficientes, en
tercer lugar se busca optimizar toda la etapa de resolución de los sistemas
lineales de ecuaciones implementada en el simulador, puesto que esta es la
etapa más costosa de todo el proceso. Por último, se presenta una nueva es-
trategia de particionamiento de las mallas de dispositivos HEMT utilizadas,
de tal forma que se tenga en cuenta la naturaleza f́ısica del fenómeno objeto
de estudio.
En el quinto caṕıtulo se trata el impacto de las fluctuaciones de paráme-
tros intŕınsecos en las curvas caracteŕısticas de los dispositivos HEMT. Para
ello, tal y como se comentó previamente, es necesario realizar análisis es-
tad́ısticos de los resultados obtenidos. Por lo tanto, en este caṕıtulo, inicial-
mente se definen ciertos conceptos estad́ısticos básicos que serán utilizados
en apartados posteriores. En segundo lugar se comentan las principales ven-
tajas y desventajas del uso de la aproximación de arrastre–difusión para la
simulación de los efectos de las fluctuaciones de parámetros intŕınsecos. En
tercer lugar se describe la estructura de los dos dispositivos utilizados en el
estudio, un dispositivo PHEMT de 120 nm de longitud de puerta con un ca-
nal de In0.2Ga0.8As y un dispositivo HEMT de 50 nm de longitud de puerta
con un canal de In0.3Ga0.7As. A continuación se muestra detalladamente el
proceso de calibración de estos dispositivos, comparando para ello las curvas
caracteŕısticas obtenidas con el simulador 3D con las dadas por los resul-
tados experimentales y por un simulador Monte Carlo 2D, desarrollado en
el Device Modelling Group de la Universidad de Glasgow. Seguidamente se
mencionan las principales fuentes de fluctuaciones intŕınsecas que pueden
aparecer en dispositivos MOSFET, puesto que en estos dispositivos estos
efectos han sido ampliamente estudiados. Tomando esto como base, en el
siguiente apartado se describen, de una forma más detallada, las principales
fuentes de fluctuaciones que afectan a los HEMTs y que han sido analiza-
das en este trabajo. Para finalizar este caṕıtulo se presentan los resultados
numéricos obtenidos de este análisis. Este estudio se realiza por separado
para los dos dispositivos estudiados, tratando tres fuentes de fluctuaciones
diferentes, la variación aleatoria de la composición de los compuestos ter-
narios que forman el canal del dispositivo, la influencia de la naturaleza
discreta de los átomos dopantes y la variación aleatoria en la carga interfa-
cial presente entre dos fronteras del dispositivo. Todo este análisis se centra
en la influencia de las fluctuaciones de parámetros intŕınsecos en la corriente
de drenador, aunque hay que tener en cuenta que las fluctuaciones pueden
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afectar a otras variables. Por último, se muestra un estudio del impacto de
las fluctuaciones de parámetros intŕınsecos en la frecuencia de corte de los
dispositivos.
Para finalizar se indican las principales conclusiones y aportaciones de







En el año 1965 Gordon E. Moore hizo la observación de que, en el pa-
sado, hab́ıa habido un crecimiento exponencial en el número de transistores
usados en los circuitos integrados y postuló que esta tendencia continuaŕıa
en el futuro [1]. En la actualidad esta afirmación es conocida como la ley
de Moore. De forma sencilla, la ley de Moore expresa que cada tres años
se duplica el rendimiento de los transistores y se cuadriplica el número de
dispositivos presentes en un chip [2]. El espectacular progreso que supone la
ley de Moore ha sido alcanzado gracias al escalado drástico de los dispositi-
vos, ganando aśı en velocidad y en densidad de integración. El documento
conocido como SIA’s International Technology Roadmap for Semiconductors
(ITRS) es una gúıa para la industria de los semiconductores que revisa los
parámetros de diseño necesarios para poder ajustarse tanto a la ley de Moore
como a las barreras tecnológicas a superar. Con la reducción de los disposi-
tivos a dimensiones nanométricas las reglas de escalado utilizadas hasta el
momento de forma exitosa han empezado a fallar. Muchos de los problemas
que ahora surgen son intŕınsecos a la naturaleza de los semiconductores y
no pueden ser eliminados por medio de mejoras en el procesamiento o en
el equipamiento [3]. Por ejemplo, el escalado de los dispositivos MOSFET
(Metal Oxide Semiconductor Field Effect Transistor) a nodos tecnológicos
inferiores al de 50 nm requiere la superación de barreras de naturaleza f́ısi-
ca que limitan su rendimiento [4, 5, 6, 7]. Algunos de los problemas más
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frecuentes son:
Corrientes de fuga a través del óxido de puerta.
Efecto túnel de portadores desde la fuente al drenador o desde el dre-
nador hacia el interior del dispositivo.
Control de la densidad y posición de los átomos dopantes en el canal
y en las regiones de fuente y drenador para poder proporcionar una
elevada relación entre las corrientes de conducción y de corte.
Los ĺımites asociados con el escalado y el rango de aplicación de los MOS-
FETs convencionales han dado un impulso a la investigación y desarrollo de
propuestas alternativas en el diseño de transistores y en el uso de nuevos
materiales. Estas propuestas pueden ser clasificadas en función de la técnica
que usan para intentar mejorar el rendimiento del dispositivo. Aśı es posible:
Inducir una densidad de carga más elevada para una tensión de puerta
dada. Por ejemplo, esto puede lograrse reduciendo la temperatura de
funcionamiento del sistema [2] o usando un dispositivo FET de doble
puerta (Double Gate FET ) [8, 9].
Aumentar el transporte de portadores elevando la movilidad, la ve-
locidad de saturación o el transporte baĺıstico. Para ello, entre otras
técnicas, es posible disminuir la temperatura de funcionamiento, redu-
cir la influencia de factores que degradan la movilidad, minimizando el
campo eléctrico transversal o la dispersión culombiana debida a áto-
mos dopantes, o utilizar materiales de alta movilidad y velocidad de
saturación, como pueden ser Ge, InGaAs o InP. Entre los ejemplos
de dispositivos que utilizan estas técnicas se encuentran los HEMT
[10], PHEMT [11, 12], MHEMT [13], SiGe MOSFET [14], HBT [15] y
DHBT [16].
Asegurar la escalabilidad del dispositivo a una longitud de puerta más
pequeña. Esto se puede conseguir utilizando perfiles de dopado más
bruscos, a través de una capacidad de puerta elevada o manteniendo
un buen control electrostático del potencial en el canal. Esto ocurre
en dispositivos Double Gate FET, Ground Plane FET y Ultra Thin
Body SOI MOSFET [17] entre otros.
Reducir capacidades y resistencias parásitas. Estas técnicas son em-
pleadas en dispositivos SOI [18] y Double Gate FET.
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Este trabajo se centra en los dispositivos HEMT y PHEMT, basados en
la formación de heteroestructuras de semiconductores. Este tipo de dispo-
sitivos están reemplazando rápidamente a las tecnoloǵıas convencionales en
aplicaciones que requieran alta ganancia y ruido reducido, sobre todo para
frecuencias superiores a los 10 GHz. Aśı en este caṕıtulo, inicialmente se
describen los principios f́ısicos en los que se basan las heteroestructuras, pa-
ra abordar a continuación la descripción de los dispositivos de efecto campo
basados en heteroestructuras y su funcionamiento, análogo en cierto modo al
de los transistores MOSFET. Por último se muestran algunas de las aplica-
ciones y utilidades actuales de los dispositivos basados en heteroestructuras.
1.1. Heteroestructuras de semiconductores
Una heteroestructura se forma al poner en contacto dos materiales se-
miconductores pertenecientes al grupo IV (por ejemplo Si y SiGe) o semi-
conductores compuestos de los grupos III–V, siendo una de las técnicas más
utilizadas para ello el crecimiento epitaxial. Las principales propiedades que
afectan al comportamiento de la heteroestructura son las constantes de red,
concentraciones de dopado y enerǵıas de la banda prohibida (Egap).
La figura 1.1 muestra la dependencia de la enerǵıa de la banda prohi-
bida y de la longitud de onda asociada frente a la constante de red para
los principales semiconductores que dan lugar a heteroestructuras. Además,
también se evalúa el desajuste de la constante de red de cada uno de los
materiales con respecto a la del silicio. En la formación de heteroestructuras
es posible utilizar, además de los elementos de la figura, combinaciones de
estos elementos dando lugar, a compuestos ternarios si se forman por tres
elementos, o cuaternarios si están formados a partir de cuatro elementos.
Los elementos que puedan ser unidos en la gráfica por una ĺınea aproxi-
madamente vertical proporcionarán aleaciones de constantes de red muy
similares, siendo sus enerǵıas de banda prohibida diferentes en función de
la composición. Las ĺıneas continuas de la figura unen elementos que daŕıan
lugar a materiales con banda de separación directa, en los que el mı́nimo
de la banda de conducción coincide con el máximo de la banda de valencia
en una representación enerǵıa–momento. En cambio, elementos unidos por
ĺıneas discontinuas formaŕıan semiconductores con banda de separación in-
directa. Al desplazarse a lo largo de las ĺıneas se vaŕıa la fracción molar que
aporta cada uno de los componentes en la formación del compuesto ternario.
En el caso de materiales cuaternarios se obtendŕıa una superficie delimitada
por tres compuestos (puntos en la gráfica).
Una de las heteroestructuras más utilizadas es la formada entre GaAs
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Figura 1.1: Representación de la enerǵıa de banda prohibida y de la lon-
gitud de onda asociada frente a la constante de red para las aleaciones de
semiconductores más comunes.
y AlAs, o su compuesto relacionado el AlxGa1−xAs, siendo x la razón de
mezcla. En la heteroestructura GaAs−AlxGa1−xAs los dos materiales que
la componen tienen constantes de red prácticamente idénticas, propiedad
muy importante puesto que evita la aparición de tensiones o dislocaciones
perjudiciales. En la figura 1.2 se representan las bandas de conducción y
valencia de los dos componentes de la heteroestructura. En la heterounión
se cumple que ∆Egap = ∆Ec + ∆Ev. La anchura de la banda prohibida del
GaAs es 1.42 eV a 300K mientras que en el caso del AlxGa1−xAs vaŕıa con
la composición de la siguiente forma:
Egap(x) =
{
1.424 + 1.247x 0 < x < 0.45
1.9 + 0.125x+ 0.143x2 x > 0.45
En general, la enerǵıa de la banda prohibida de los materiales semicon-
ductores que forman la heteroestructura es diferente, por lo que las bandas
de conducción (BC) y valencia (BV) de los dos materiales no pueden ser con-
tinuas simultáneamente en la heterointerfaz, sino que, en el caso más general,
ambas son discontinuas en la superficie de separación. Dependiendo de la
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Figura 1.2: Representación de las bandas de conducción y valencia en una
heterounión AlGaAs–GaAs.
aplicación el valor de la enerǵıa de la banda prohibida se ajustará cambian-
do los elementos que componen la heteroestructura, por ejemplo cambiando
Galio por Indio o Aluminio, o bien variando la composición de la aleación.
Una heterounión se crea al poner en contacto dos materiales semicon-
ductores distintos. En la figura 1.3 se representa el diagrama de bandas de
enerǵıa de una heteroestructura formada por dos materiales semiconducto-
res, teniendo uno de ellos una enerǵıa de banda prohibida más elevada que
el otro. En el equilibrio el nivel de Fermi es constante y lejos de la unión se
recuperan las propiedades masivas de los materiales.
La función de trabajo ϕ se define de tal forma que qϕ es la enerǵıa
necesaria para promocionar a un electrón desde el nivel de Fermi hasta el
nivel de vaćıo. La diferencia de las funciones de trabajo de dos materiales es
conocida como potencial de contacto Vbi. Aśı en la heterounión se cumple
que:
Vbi = ϕ2 − ϕ1 (1.1)
donde ϕ2 y ϕ1 son las funciones de trabajo de los semiconductores de banda
prohibida estrecha y ancha respectivamente. La diferencia entre las funciones
de trabajo puede expresarse como:










donde n10 y n20 son las concentraciones en el equilibrio de los semiconduc-
tores y Nc1 y Nc2 sus densidades efectivas de estados.
Un factor que influye notablemente en la formación de las heteroestruc-
turas es la tensión en las heterointerfaces. Las fronteras abruptas entre dis-
tintas capas semiconductoras se forman utilizando principalmente dos méto-
dos: MBE (Molecular Beam Epitaxy) y MOCVD (Metal–Organic Chemical
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Figura 1.3: Ejemplo de diagrama de bandas de dos materiales semiconduc-
tores por separado y de la heterounión resultante de su unión.
Vapor Deposition). Estos métodos se basan en el crecimiento epitaxial sobre
un sustrato con una constante de red adecuada. La tecnoloǵıa de crecimiento
cristalino permite actualmente crear capas muy finas de materiales semicon-
ductores heterogéneos, lo que ha posibilitado el desarrollo de heteroestruc-
turas. Este crecimiento es posible aún en el caso de que las constantes de red
de los materiales sean diferentes. En ese caso, la capa fina adoptará la cons-
tante de red del material que la rodea, teniendo que expandirse o contraerse
para adaptarse, abandonando para ello su forma cristalina masiva. Se dice
entonces que las constantes de red se acomodan por tensión. A partir de un
cierto grosor no se consigue el alineamiento de las constantes de red, por lo
que cada capa mantendrá su constante de red inicial. Esto provocará la for-
mación de dislocaciones en la superficie de separación que pueden degradar
significativamente la fiabilidad y el rendimiento del dispositivo. Este efectos
pueden observarse, para dos capas de distinto espesor, en la figura 1.4.
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Figura 1.4: Posibles crecimientos resultantes de la unión de dos capas de
materiales cristalinos. En la parte inferior derecha de la figura la capa epi-
taxial que se crece es lo suficientemente fina como para que se adapten las
constantes de red, mientras que en la parte superior derecha de la figura
esta capa es más ancha que el grosor cŕıtico, lo que provoca la aparición de
dislocaciones.
1.2. Transistores de efecto campo
Los transistores FET (transistores de efecto campo) son dispositivos uni-
polares que involucran principalmente el transporte de los portadores ma-
yoritarios, ya sean electrones o huecos, en una capa paralela a la superficie.
El más utilizado de los transistores de efecto campo es el MOSFET (tran-
sistor de efecto campo metal–óxido semiconductor). En estos transistores el
semiconductor más empleado es el Si. Este material tiene la ventaja de ser
oxidado fácilmente para formar SiO2 de una manera altamente controlable
y reproducible. La superficie de separación Si − SiO2 se puede crear con
una muy buena regularidad, produciendo muy pocos defectos. Esto permite
que los MOSFETs de Si se puedan fabricar en grandes cantidades, siendo
fácilmente integrables para formar circuitos a gran escala. Por otro lado, su
principal limitación se encuentra en que el Si es un material de baja mo-
vilidad. La mayoŕıa de los semiconductores compuestos (GaAs, InP, etc.)
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tienen movilidades mayores que la del silicio pero en la actualidad, a nivel
comercial, no son utilizados en la fabricación de MOSFETs a causa de la
dificultad de encontrar aislantes válidos [19, 20].
Una alternativa para lograr la acción de la puerta en un FET sin utilizar
estructuras Metal–Óxido–Semiconductor se encuentra en el uso de barre-
ras Schottky, lo que da lugar a los dispositivos conocidos como MESFETs.
Para su construcción se pueden utilizar semiconductores compuestos pues-
to que no son necesarias capas de aislante. A diferencia de los dispositivos
MOSFET, en los que el flujo de corriente se produce próximo a la superficie
en la capa de inversión formada entre el Si y el SiO2, en los MESFETs
el flujo de corriente tiene lugar en una zona del volumen del semiconduc-
tor, surgiendo los portadores de la concentración de dopado de esta zona.
Como la corriente en un MESFET se da en la zona masiva, los portadores
y los átomos donadores comparten el mismo espacio. Dado que el donador
se encuentra ionizado, un centro fijo y cargado positivamente está presente
en el cristal produciendo una dispersión culombiana bastante grande sobre
los electrones libres conocida como dispersión por impurezas ionizadas. La
importancia de este fenómeno depende de la separación espacial entre los
centros de dispersión (en este caso los átomos donadores ionizados) y los
electrones. Al incrementar la concentración de donadores, la dispersión por
impurezas ionizadas aumenta, reduciéndose la movilidad electrónica en el
dispositivo. Una técnica para reducir la dispersión culombiana consiste en
separar f́ısicamente los portadores de los átomos donadores. Esto es posible
a través de la técnica de modulación del dopado, empleada en transistores de
heteroestructura de efecto campo (HFETs) [21]. La modulación del dopado
es una alternativa eficaz a las técnicas convencionales puesto que la separa-
ción espacial entre los portadores libres y los dopantes reduce la acción de la
dispersión por impurezas ionizadas, lográndose aumentar la concentración
de los portadores sin comprometer la movilidad.
En los HFETs las heteroestructuras se forman al poner en contacto un
semiconductor dopado tipo n con anchura de banda prohibida elevada (p.ej.
AlGaAs) y otro semiconductor intŕınseco de anchura de banda prohibida
reducida (p.ej. InGaAs). En la figura 1.5 se representan los diagramas de
bandas de estos materiales por separado y en contacto. Inicialmente el nivel
de Fermi en el caso del AlGaAs, al estar dopado tipo n, se encuentra más
próximo a la banda de conducción que a la de valencia. Después de poner
los dos materiales en contacto y alcanzarse el equilibrio, el nivel de Fermi se
debe alinear a lo largo de toda la estructura. Para ello se deben transferir
electrones desde la capa del AlGaAs a la del InGaAs, puesto que en el
material de banda prohibida más estrecha hay estados de menor enerǵıa.
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Figura 1.5: Estructura de bandas de una heterounión de n–AlGaAs e InGaAs
intŕınseco teniendo en cuenta modulación de dopado.
Esto provoca un aumento de la concentración electrónica dentro del InGaAs,
sin que se incrementen las impurezas ionizadas dentro de esta zona. Aśı, los
átomos donadores ionizados en el interior del AlGaAs tienen una carga neta
positiva provocada por la transferencia de electrones a la capa de InGaAs.
Aunque los átomos ionizados influyen sobre los electrones transferidos, la
separación espacial entre ambos mitiga el efecto de la atracción culombiana
entre ellos.
En esta situación, los electrones se encuentran confinados en una capa
extremadamente fina, muy próxima a la heterounión, donde la enerǵıa de
Fermi es superior a la enerǵıa de la banda de conducción. Esto confiere
al canal una resistividad muy baja. La separación espacial de los donadores
(cargados positivamente) y los electrones produce un campo eléctrico, dando
lugar a una distorsión de la banda. Dependiendo del grado de curvatura de
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la banda en la capa de InGaAs se puede dar cuantización espacial. Es decir,
si la curvatura de la banda en la superficie es considerable se puede formar
un pozo de potencial de dimensiones comparables a la longitud de onda de
De Broglie de los electrones. Se producirán entonces niveles cuantizados de
enerǵıa y el sistema se comportará como un gas de electrones bidimensional
(2DEG).
Los HFETs utilizan esta técnica de modulación de dopado para alcanzar
altas densidades de corriente, manteniendo al mismo tiempo una elevada
movilidad de los portadores. Los principales ejemplos de HFETs son [22]:
1. HEMTs (High Electron Mobility Transistors), compuestos de capas de
materiales con distintas enerǵıas de banda prohibida sobre un sustra-
to con la misma constante de red que las capas. Los portadores en
estos dispositivos son proporcionados por una capa altamente dopada
y el transporte tiene lugar en una capa adyacente sin dopar, dando
lugar a una movilidad muy elevada. Dos ejemplos de los sustratos más
utilizados en los dispositivos HEMT son el de InP y el de GaN.
2. PHEMTs (Pseudomorphic High Electron Mobility Transistors), com-
puestos de capas de materiales con distintas enerǵıas de banda prohibi-
da sobre un sustrato con una constante de red similar a la de las capas
pero no idéntica. Este tipo de dispositivos suelen tener una movilidad
más elevada que la de los HEMTs y suelen estar basados en GaAs.
3. MHEMTs (Metamorphic High Electron Mobility Transistors), forma-
dos por capas con materiales de diferentes enerǵıas de banda prohibi-
da, siendo sus constantes de red diferentes a la del sustrato. La tensión
provocada por esta diferencia en las constantes de red es sobrellevada
por una capa buffer especialmente diseñada. Estos dispositivos per-
miten mayor flexibilidad en el diseño y alcanzan rendimientos más
elevados. Generalmente se fabrican a partir de sustratos de GaAs para
aprovechar la mayor madurez de los materiales y las tecnoloǵıas de
procesamiento.
1.3. Funcionamiento de los dispositivos de hete-
roestructura de efecto campo
En la estructura básica de un dispositivo de heteroestructura de efec-
to campo se crece epitaxialmente una capa de un semiconductor compuesto
perteneciente al grupo III–V dopado tipo n sobre otro intŕınseco. La variante
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Figura 1.6: Estructura epitaxial básica de un dispositivo de heteroestructura
de efecto campo.
más sencilla de la estructura básica de este tipo de transistores, representada
en la figura 1.6, consiste en introducir una capa espaciadora no dopada entre
las capas de los materiales dopado tipo n e intŕınseco. De esta forma se consi-
gue reducir la dispersión por impurezas ionizadas además de incrementar la
movilidad electrónica. El grosor de esta capa se encuentra t́ıpicamente entre
los 20 y los 50 Å. Cuanto más gruesa sea la capa espaciadora mayor realce
de la movilidad electrónica se produce, pero al mismo tiempo se reduce la
densidad de los portadores, efecto no deseable porque implica un descenso
de la transferencia electrónica.
A través de la modulación del dopado se producen los portadores de carga
sin por ello dopar el semiconductor intŕınseco. La concentración total de
carga es dependiente de la tensión de puerta y del modo de funcionamiento
del dispositivo, que se puede encontrar en acumulación o en vaciamiento.
Los dispositivos en modo acumulación están en corte cuando la tensión de
puerta VG es nula, por lo tanto, en el equilibrio no tenemos canal. Si el canal
es tipo n es necesaria una cierta tensión de puerta positiva para inducir el
canal. Por el contrario, en los dispositivos en modo vaciamiento existe canal
para una tensión de puerta nula, en este caso será necesaria una tensión de
puerta negativa para vaciar el canal y cortar el dispositivo.
Para examinar la situación dentro de la estructura en función de la ten-
sión aplicada a la puerta, partimos de una tensión de drenador VD nula, para
un dispositivo en modo acumulación. Cuando la tensión de puerta supera
un determinado voltaje umbral VT , en la heterounión se forma un capa de
inversión que contiene electrones móviles. Naturalmente, cuanto mayor sea
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la polarización de inversión, mayor será la cantidad de electrones presentes
en esa capa, y mayor será la conductancia de la capa de inversión.
De cualquier modo, una vez que el gas de electrones 2D se induce en la
superficie de separación de la heterounión, se establece un canal de conduc-
ción entre la fuente y el drenador. La aplicación de una tensión positiva en
el drenador provocará un flujo de corriente en el dispositivo, que surgirá del
movimiento de los electrones de la fuente al drenador en el gas 2D. Se pue-
den lograr velocidades y movilidades de los electrones muy elevadas para
tensiones aplicadas de drenador muy reducidas.
Figura 1.7: Curva caracteŕıstica ID − VD para un dispositivo HEMT.
Cuando la tensión de drenador se aumenta poco a poco a partir de
VD = 0, el canal actúa como una simple resistencia y empieza a fluir corrien-
te de drenador ID proporcional a la tensión de drenador aplicada. Una vez
que VD aumenta por encima de unas pocas décimas de voltio, se produ-
ce un aumento de la zona de vaciamiento a lo largo del canal, que es más
pronunciado en la zona de drenador, y por lo tanto disminuye la cantidad
de portadores en la capa de inversión. El reducido número de portadores
disminuye la conductancia del canal, que se refleja en una disminución de
la pendiente de la curva caracteŕıstica ID − VD. El descenso en el núme-
ro de portadores es más marcado en las proximidades del drenador, hasta
que llegado un momento la capa de inversión desaparece en esta zona, pro-
duciéndose entonces el estrangulamiento del canal. Esto ocurre cuando la
tensión de drenador es igual a VD,sat. En este momento la pendiente de la
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curva caracteŕıstica ID − VD es nula y el dispositivo entra en zona de satu-
ración. A partir de este momento ID se mantiene constante para voltajes de
drenador superiores a VD,sat. La curva caracteŕıstica ID − VD se representa
en la figura 1.7, en la que podemos ver claramente las distintas regiones de
funcionamiento.
Se define un potencial de superficie ψs tal que qψs es la diferencia de
enerǵıa entre las bandas de conducción del semiconductor intŕınseco en la
zona masiva y en la heterointerfaz. Cuando se aplica una tensión en el dre-
nador la curvatura de las bandas será diferente cerca del drenador o cerca
de la región de fuente. Al aplicar tensiones de puerta y drenador positivas,
cerca del drenador el potencial de superficie es menos positivo que cerca
de la fuente, lo que hace que la curvatura de las bandas sea más pronun-
ciada cerca de la región de fuente, haciendo que en esta zona el pozo sea
más estrecho. Esto lleva a una diferencia en las sub–bandas de enerǵıa en-
tre las dos regiones, puesto que la estructura energética de los electrones
cambiará constantemente entre la fuente y el drenador.
Figura 1.8: Rango de frecuencias de aplicación de los dispositivos semicon-
ductores actuales.
1.4. Aplicaciones y utilidades de los transistores
de heteroestructura de efecto campo
Los dispositivos de efecto campo basados en heteroestructuras son prin-
cipalmente utilizados en el rango de las ondas milimétricas para aplicaciones
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inalámbricas. En la actualidad el grupo IV de semiconductores (como por
ejemplo Si y SiGe) dominan en las aplicaciones por debajo de los 10 GHz
y los semiconductores compuestos de los grupos III–V por encima de los 10
GHz. El rango de frecuencias en el que se centra la competición entre los
semiconductores elementales y compuestos cambia con el tiempo, moviéndo-
se hacia frecuencias más altas. No obstante, es poco probable que el SiGe
reemplace a los dispositivos de los grupos III–V en aplicaciones donde se
requiera un ruido muy bajo o alta ganancia de potencia. En la figura 1.8 se
muestra el rango de frecuencias de aplicación de los diferentes dispositivos
actuales. Las fronteras que se presentan en esta figura no están tan clara-
mente definidas en la actualidad, sino que son difusas y cambiantes con el
tiempo. Esto es debido a que los consumidores del mercado de las comu-
nicaciones inalámbricas están fuertemente influenciados por el coste, siendo
este uno de los factores determinantes para la elección de la tecnoloǵıa a
utilizar. En el futuro, el eje de frecuencias de la figura perderá su importan-
cia a la hora de definir fronteras entre tecnoloǵıas, puesto que se espera que
la mayoŕıa de los dispositivos citados en la figura alcancen frecuencias de
operación muy elevadas. Aśı, las fronteras futuras estarán más dominadas
por otros parámetros tales como el ruido, la potencia o la linealidad.
Ejemplos de áreas de aplicación de los dispositivos de efecto campo ba-
sados en heteroestructuras son, entre otros, redes inalámbricas de área local,
redes personales inalámbricas, telefońıa móvil, sistemas de radio–frecuencia,
radares, aplicaciones radiométricas (como por ejemplo detección medioam-
biental de la polución o la monitorización no invasiva de la actividad sub–
celular), etc.
1.5. Resumen
En este caṕıtulo se han introducido los dispositivos HEMT. Estos tran-
sistores de efecto campo están basados en heteroestructuras de materiales
semiconductores. Para facilitar su comprensión, en los diferentes apartados
que forman el caṕıtulo se han tratado de responder a las siguientes pregun-
tas:
¿Qué es una heteroestructura de semiconductores y cómo se forma?
¿Qué es un dispositivo de efecto campo?
¿Cómo funciona un dispositivo de efecto campo basado en heteroes-
tructuras?
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¿Cuales son los principales usos y aplicaciones de los dispositivos de
efecto campo basados en heteroestructuras?




El uso de herramientas software en el desarrollo de nuevos procesos o
dispositivos electrónicos permite obtener de forma eficiente información de
la f́ısica de los procesos de fabricación, del comportamiento de los disposi-
tivos y del rendimiento de los circuitos. De esta forma se reducen de forma
significativa los costes de desarrollo de los nuevos circuitos integrados.
La simulación numérica de dispositivos semiconductores se basa en desa-
rrollar un programa informático capaz de predecir su comportamiento f́ısico.
Ejemplos de simuladores comerciales son, por ejemplo, Taurus–Medici [23]
y Sentaurus [24] de SYNOPSYS, ATLAS [25] de Silvaco, BIPOLE3 [26] de
BIPSIM y APSYS [27] de Crosslight. Estos programas han sido desarrolla-
dos para trabajar con diferentes tipos de dispositivos, por lo que presentan
caracteŕısticas distintas e implementan diferentes aproximaciones a la reso-
lución del problema.
La simulación de dispositivos semiconductores puede hacerse a distin-
tos niveles de complejidad computacional en función del modelo empleado.
Aśı, en este caṕıtulo inicialmente se introducen las principales técnicas de
simulación utilizadas en el campo de los dispositivos semiconductores. A con-
tinuación se describen las ecuaciones que componen el modelo de arrastre–
difusión, puesto que es este el modelo matemático implementado en el simu-
lador tridimensional de dispositivos HEMT utilizado en este trabajo. Para
ello se explica en detalle el proceso de obtención de la ecuación de Poisson
y de continuidad de huecos y electrones, aśı como los cálculos necesarios
para la obtención de los valores de la concentración de portadores, el factor
de generación–recombinación y las condiciones de contorno del problema.
Seguidamente, en esta sección se introduce el concepto de factor de escala y
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se muestra el escalado realizado de las principales variables f́ısicas del pro-
ceso de simulación. Por último se introduce el método de elementos finitos
y el proceso de discretización de las ecuaciones pertenecientes al modelo de
arrastre–difusión.
2.1. Técnicas de simulación de dispositivos semi-
conductores
En la actualidad existe una jerarqúıa bien establecida de técnicas que
pueden ser utilizadas en la simulación de dispositivos semiconductores mo-
dernos [28]. En la figura 2.1 se presenta una escalera de jerarqúıa que los
clasifica en base a dos parámetros, la complejidad computacional y el tiempo
de simulación.
En la parte inferior de la escalera de jerarqúıa están los modelos com-
pactos que contienen muy poca información sobre la f́ısica presente en el
sistema y en general imitan el comportamiento del dispositivo utilizando
aproximaciones anaĺıticas y parámetros emṕıricos. Estos modelos requieren
poco tiempo de cálculo pero su validez es limitada puesto que ignoran la
naturaleza distribuida de los parámetros y la compleja geometŕıa del dispo-
sitivo.
El siguiente nivel de técnicas de simulación es la aproximación de arrastre–
difusión (D–D, drift–diffusion) a la ecuación de transporte de Boltzmann
(BTE) [29]. La aproximación D–D considera sólo los primeros dos momen-
tos de la BTE, la ecuación de continuidad de corriente y la ecuación de
conservación del momento. Estas ecuaciones están acopladas a la ecuación
de Poisson por el potencial electrostático. La aproximación D–D incluye una
relación local entre la velocidad y el campo eléctrico y no puede representar
apropiadamente efectos de transporte fuera del equilibrio.
El siguiente nivel por encima del modelo D–D es la aproximación hidro-
dinámica a la ecuación de transporte de Boltzmann. En este caso se incluye
el tercer momento de la BTE, la ecuación de conservación de la enerǵıa,
lo que hace más compleja la ecuación de conservación del momento. Esto
permite el tratamiento de efectos fuera del equilibrio ya que incluye una
relación no local entre el campo eléctrico y la velocidad.
El siguiente nivel consiste en utilizar una técnica Monte Carlo para la
resolución de la BTE. En esta técnica un conjunto de part́ıculas evoluciona a
través de un espacio de aceleración real y de eventos de dispersión escogidos
aleatoriamente. Estos métodos requieren un elevado tiempo de computación,
por lo que son utilizados principalmente para dispositivos de dimensiones
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Figura 2.1: Escalera de jerarqúıa para diferentes métodos de simulación en
función de su complejidad computacional y su tiempo de computación.
muy pequeñas en los que los modelos de arrastre–difusión no son válidos.
El nivel más elevado en la jerarqúıa está ocupado por las aproximaciones
de transporte cuántico que utilizan las ecuaciones acopladas de Poisson y
de Schödinger independiente del tiempo, la matriz de densidad o la función
de distribución Wigner. Todas estas técnicas son extremadamente costosas
computacionalmente. Otra técnica que está ganando popularidad es el uso
del formalismo de las funciones de Green fuera del equilibrio (NEGF Non–
Equilibrium Green Functions), que permite la inclusión de la dispersión en la
formulación del transporte cuántico. A continuación se describen brevemen-
te las diferentes técnicas de simulación numéricas, destacando sus puntos
fuertes y sus limitaciones para el estudio de fluctuaciones de parámetros
intŕınsecos.
2.1.1. Arrastre–difusión
El modelo de arrastre–difusión es el más simple empleado en simulaciones
numéricas multidimensionales [30, 31]. Utiliza los dos momentos más bajos
de la ecuación de transporte de Boltzmann. Las densidades de corriente de
electrones Jn y huecos Jp se obtienen por medio de la suma de dos compo-
nentes, una de arrastre gobernada por el campo eléctrico y otra de difusión
dirigida por el gradiente de la densidad de portadores. Esta aproximación
26 Caṕıtulo 2. Simulación de dispositivos semiconductores
no tiene en cuenta la temperatura de los portadores y de forma estricta
es solamente válida para campos en los que la velocidad de los portadores
esté directamente relacionada con el campo eléctrico. Sin embargo, la validez
de la aproximación de arrastre–difusión puede extenderse emṕıricamente in-
troduciendo modelos de movilidad dependientes del campo eléctrico, lo que
permite el uso de campos eléctricos más elevados en el proceso de simulación.
Aunque incluso con esta extensión el sistema arrastre–difusión sólo funciona
en el cuasi–equilibrio, donde el campo eléctrico vaŕıa lentamente y la velo-
cidad está relacionada localmente con el campo. La principal ventaja de la
aproximación de arrastre–difusión es su menor coste computacional en com-
paración con las otras técnicas de simulación, lo que la hace adecuada para
realizar simulaciones estad́ısticas tridimensionales a gran escala, necesarias
para la caracterización del impacto de diversas fuentes de fluctuaciones de
parámetros intŕınsecos. Además, para las ecuaciones de arrastre–difusión
hay una gran variedad de técnicas numéricas plenamente desarrolladas.
2.1.2. Modelo hidrodinámico
Con el escalado de los dispositivos a dimensiones muy reducidas se pro-
duce una disparidad entre el rápido descenso de las dimensiones f́ısicas y la
mucho más lenta reducción de la tensión aplicada. Esto provoca un aumento
en los campos en el interior de los dispositivos. Para tener en cuenta estos
campos elevados el modelo de arrastre–difusión introduce modelos de movi-
lidad dependientes del campo que relacionan de un modo local la velocidad
de los portadores con la componente del campo en la dirección del flujo de
corriente. Esta aproximación ignora fenómenos de transporte no locales en
los que la velocidad de portadores en un punto está determinada por la dis-
tribución del campo a lo largo del camino de corriente. Una aproximación
que supera estas limitaciones es el modelo hidrodinámico [32, 33] al conside-
rar el tercer momento de la ecuación de transporte de Boltzmann. En este
caso la corriente tiene un término adicional proporcional al gradiente de la
temperatura de los electrones y además se añade al sistema una ecuación de
balance energético. Un problema que supone añadir momentos más elevados
de la BTE es la estabilidad numérica de la solución, lo que lleva a un gran
aumento de la complejidad computacional.
2.1.3. Monte Carlo
Un método alternativo de simular el transporte de portadores que no
implica la discretización de la BTE o de sus momentos es la aproxima-
ción Monte Carlo (MC) [34, 35]. El método MC es una técnica estocástica
27
que utiliza números aleatorios para obtener una aproximación estad́ıstica
a la solución exacta de la BTE. El método Monte Carlo traza las trayec-
torias clásicas de los portadores en un dispositivo simulado por medio de
la dispersión de cada part́ıcula después de un peŕıodo de vuelo libre deter-
minado estocásticamente a través de las tasas de dispersión acumulativas.
Estas tasas de dispersión se calculan cuánticamente e incluyen, entre otras,
interacciones electrón–fonón, electrón–donador y electrón–electrón. Una si-
mulación Monte Carlo es por lo tanto una serie de vuelos libres intercalados
con eventos de dispersión que cambian el momento y posiblemente la enerǵıa
de la part́ıculas. El movimiento de las part́ıculas está acoplado a la solución
de la ecuación de Poisson para permitir el cálculo actualizado de la fuerza
que las dirige. La aproximación Monte Carlo es ampliamente usada en la
simulación de dispositivos semiconductores en general [36, 37] y en particu-
lar para la simulación de HEMTs [38, 39]. Sin embargo el gran número de
part́ıculas que deben ser simuladas, la enorme cantidad de números aleato-
rios y el acoplamiento con la ecuación de Poisson hacen que este método sea
muy costoso computacionalmente.
2.1.4. Transporte cuántico
En la cima de la jerarqúıa de los métodos de simulación están las técni-
cas de transporte cuántico. La modelización del transporte dentro de un
sólido usando para ello una aproximación cuántica completa es muy costosa
computacionalmente y poco práctica para simulaciones realistas de disposi-
tivos. Una técnica que está ganando popularidad en el campo del transporte
cuántico es la aproximación de las funciones de Green fuera del equilibrio
(NEGF) [40, 41]. Utiliza un método matemático conocido como Funciones
de Green para obtener la solución de un Hamiltoniano independiente del
tiempo. La función de Green, a una enerǵıa dada, tiene dos entradas que
pueden ser relacionadas con dos posiciones del espacio real permitiendo si-
mular áreas de un transistor. Esta función considera la influencia de una
perturbación que tiene lugar en una entrada sobre la otra entrada, y tiene,
en teoŕıa, la habilidad de modelar las propiedades f́ısicas del sistema, tales
como, la densidad electrónica, la densidad de corriente y densidad de esta-
dos. Una de las principales limitaciones del uso de NEGF es su elevad́ısimo
coste computacional.
Como se acaba de comentar, las simulaciones completamente mecano–
cuánticas son prohibitivas en términos de tiempo computacional, pero es
posible incluir efectos cuánticos en simulaciones clásicas en lo que se conoce
como correcciones cuánticas [42], con un coste computacional mucho menor.
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Estas correcciones permiten considerar efectos de confinamiento cuántico y
ciertos aspectos del efecto túnel. Las correcciones cuánticas desempeñan un
papel muy importante conforme los dispositivos son escalados más agresi-
vamente a dimensiones nanométricas. Los dos métodos más conocidos para
incluir correcciones cuánticas en simulaciones clásicas de dispositivos son la
aproximaciones density gradient [43] y potencial efectivo [44].
La aproximación density gradient introduce un potencial cuántico que
proporciona un término adicional de arrastre a la expresión de la densidad de
corriente. Este potencial cuántico es proporcional a la segunda derivada de la
densidad de portadores y aleja a los electrones de variaciones pronunciadas
en el potencial clásico.
La técnica del potencial efectivo representa a los portadores por medio de
un paquete de ondas gaussiano de dispersión mı́nima. El potencial efectivo
está relacionado con el potencial a través de una integral de convolución. El
suavizado del potencial asociado con la operación de convolución representa
los efectos mecánico–cuánticos que alejan a la concentración de electrones
de la interfaz y reducen picos bruscos en el potencial.
2.2. Modelo matemático: aproximación arrastre–
difusión
El simulador 3D de dispositivos HEMT desarrollado en este trabajo se
basa en el modelo de arrastre–difusión. Las ecuaciones básicas a resolver
en este modelo son la ecuación de Poisson y las ecuaciones de continuidad
de huecos y de electrones. Estas ecuaciones que describen el comportamien-
to eléctrico del semiconductor se determinan a partir de las ecuaciones de
Maxwell.
Se considera que un dispositivo semiconductor real ocupa un dominio ce-
rrado y conectado en R3, denominado Ω. Las ecuaciones de Maxwell definen
la evolución del campo electromagnético en un medio arbitrario [47]:
∇×H = J + ∂D
∂t
(2.1)
∇× E = −∂B
∂t
(2.2)
∇ ·D = ̺ (2.3)
∇ ·B = 0 (2.4)
donde E y D son los vectores campo y desplazamiento eléctrico, H y B el
campo y la inducción eléctrica, J es el vector densidad de corriente, y ̺ es
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la densidad de carga espacial. Es preciso además considerar una variable
espacial en R3, x = (x0, x1, x2) y una temporal, t, donde t ∈ R+.
Junto con estas ecuaciones, se considera que existe una relación de pro-
porcionalidad entre los vectores campo y desplazamiento eléctricos, es decir:
D = ǫE (2.5)
donde ǫ es la permitividad del medio. En un medio arbitrario ǫ es un ten-
sor con dependencia temporal, de forma que E y D no son paralelos. Sin
embargo, en las aplicaciones más comunes, es posible considerar los medios
homogéneos e isótropos y tratar ǫ como un escalar independiente del tiempo,
que es lo que ocurre en nuestro caso.
2.2.1. Ecuación de Poisson
Para la deducción de la ecuación de Poisson se parte de las ecuaciones
de Maxwell. Como la inducción magnética tiene divergencia cero, puede
representarse siempre como el rotacional de un potencial vector A. Por lo
tanto, la ecuación 2.4 puede satisfacerse si se expresa la inducción magnética
como:
B = ∇×A (2.6)
donde para un B dado, el vector A no es único. Si se sustituye en la ecuación









Si el rotacional de un vector es cero, se puede expresar dicho vector como el





Reemplazando E en la ecuación 2.5 e introduciendo el resultado en 2.3,




+ ε∇2ψ = −̺ (2.9)
El teorema de Helmholtz indica que el vector A no estará completamente
determinado hasta que no se hayan especificado tanto ∇ × A como ∇A.
Hasta ahora sólo se ha especificado el rotacional a través de la ecuación
2.6 y en consecuencia, existe libertad para escoger la divergencia de A de
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la manera más conveniente. Si se quiere que las ecuaciones permanezcan
invariantes bajo la transformación de Lorentz, es necesario requerir que:





donde c es la velocidad de la luz. A este requisito se le conoce con el nombre
de condición de Lorentz. Insertando esta condición en la ecuación 2.9 se





+ ε∇2ψ = −̺ (2.11)
Usualmente se considera que la velocidad de la luz es muy grande en com-
paración con todas las velocidades que son relevantes en el dispositivo. Esto
es equivalente a considerar ∇ ·A = 0. De esta forma, se puede despreciar el
primer término de la ecuación 2.11, obteniéndose aśı la ecuación de Poisson
que define el comportamiento del potencial eléctrico:
ε∇2ψ = −̺ (2.12)
En el interior Ω de un semiconductor la densidad espacial de carga viene
dada por:
̺ = q(p− n+ C) (2.13)
donde q es la unidad de carga elemental, p la concentración de huecos, n la
concentración de electrones y C el perfil predefinido de impurezas eléctrica-
mente activas. Si se supone que todas las impurezas están ionizadas a 300
K se tiene:
C = N+D −N−A (2.14)
donde N+D yN
−
A representan respectivamente, la concentración de impurezas
dadoras y aceptoras.
Por lo tanto, la ecuación de Poisson en un semiconductor genérico puede
expresarse como sigue:
ε∇2ψ = q(n− p− C), ∀x ∈ Ω (2.15)
2.2.2. Ecuaciones de continuidad de huecos y electrones
Volviendo a las ecuaciones de Maxwell, se observa que aplicando el ope-
rador divergencia a la ecuación 2.1 y usando la ecuación 2.3 se obtiene:
0 = ∇J + ∂̺
∂t
(2.16)
ya que la divergencia de un rotacional es nula.
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Se puede expresar la densidad de corriente J en función de dos términos,
uno asociado con la corriente de electrones, Jn, y otro con la de huecos, Jp,
quedando de esta forma J = Jn + Jp. Aśı, considerando que el perfil de
impurezas es invariante en el tiempo y usando 2.16 y 2.13, se obtiene que








Es posible obtener una ecuación para la densidad de corriente de elec-
trones y otra equivalente para la de huecos si se hacen ambas partes de 2.17









El término R puede interpretarse f́ısicamente como una función que describe
la generación o recombinación neta de electrones y huecos. Valores de R
positivos implican que la recombinación de pares electrón–hueco prevalece
sobre la generación de los mismos en el semiconductor. Valores negativos de
R indican que la generación predomina.
Si se está bajo condiciones isotérmicas y si el transporte es por arrastre–
difusión, entonces se podŕıan considerar las densidades de corriente de elec-
trones y huecos proporcionales a los gradientes de los cuasipotenciales de
Fermi de los electrones y huecos (φn y φp):
Jn = −qµnn∇(φn) (2.20)
Jp = −qµpp∇(φp) (2.21)
donde µn y µp son las movilidades de electrones y de huecos respectivamen-
te. F́ısicamente, las movilidades están relacionadas con los tiempos medios
de relajación de electrones y huecos, τ rn y τ
r
p , que representan el tiempo
medio entre dos procesos consecutivos de dispersión. Por ello la movilidad
puede considerarse como una medida de la facilidad de movimiento de los
portadores en el cristal, por lo que es evidente que las movilidades serán
inversamente proporcionales a la cantidad de colisiones. En el simulador el
valor de la movilidad se fija en función del tipo de material y de otros efectos,
como pueden ser, campos elevados, impurezas, etc.
2.2.3. Concentración de portadores
En este apartado se tratan de obtener unas expresiones para las concen-
traciones de portadores, n y p, en función del potencial electrostático ψ y
de los cuasipotenciales de Fermi de electrones y de huecos φn y φp.
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En un semiconductor con diferentes bandas (o valles) no equivalentes que
intervengan en el transporte, la concentración de electrones en cada una de
esas bandas, nj(E), depende del número de estados por unidad de volumen
del cristal con esa enerǵıa gj(E), que es la función de densidad de estados,
y de la probabilidad de que esos estados estén ocupados por un electrón
fe(E), que viene dada por la función de Fermi–Dirac. Es posible escribir la





donde Ecj es el mı́nimo de enerǵıa de la banda j y Esupj el nivel máximo
de enerǵıa de la banda de conducción. Teniendo en cuenta que el valor del
integrando anterior disminuye muy rápidamente a medida que la enerǵıa
aumenta, y que es esencialmente cero para enerǵıas apenas pocos KT por
encima de Ec, es posible extender el ĺımite superior de la ecuación anterior a













donde EFn es el cuasinivel de Fermi para los electrones. Este valor se re-
laciona con el cuasipotencial de Fermi para los electrones φn mediante la
expresión:
∇EFn = −∇qφn (2.25)
Si se tiene presente la no parabolicidad de la banda j, mediante un
factor de no parabolicidad Bj , la expresión de la densidad de estados gj(E)








(E − Ecj)1/2 +Bj(E − Ecj)3/2
]
(2.26)
siendo h̄ = h2π la constante reducida de Planck y mdj la masa efectiva para
la densidad de estados en la banda (o en el valle).
Sustituyendo las fórmulas anteriores en la concentración de portadores

















Figura 2.2: Niveles de enerǵıa del material de referencia junto con los niveles
de enerǵıa de una región del semiconductor.
donde F1/2(ηcj) y F3/2(ηcj) son las integrales de Fermi–Dirac de orden 1/2
y 3/2, respectivamente.
En la ecuación 2.27, Ncj representa la densidad efectiva de estados. Este













Se puede considerar por tanto, la concentración de electrones como la












En el modelo f́ısico utilizado se mide el valor de la enerǵıa de los distintos
niveles respecto a un nivel de enerǵıa constante que se toma como referencia.
Este nivel de enerǵıa, igual a cero, coincide con el nivel de vaćıo de un
material tomado a su vez como referencia. Se utiliza el sub́ındice o para
las constantes f́ısicas y los niveles de enerǵıa constantes del material tomado
como referencia, que no tiene porque corresponder con ninguno de los puntos
de las regiones presentes en el dispositivo, pero que deben ser coherentes
entre śı.
En la figura 2.2 se muestran los niveles de enerǵıa del material de refe-
rencia Eoo, Eco, Eio y Evo junto con el nivel de vaćıo, Eo, el nivel mı́nimo
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de la banda de conducción j, Ecj , y el máximo de una banda de valencia l,
Evl, en el interior de cualquier región del dispositivo.
En el diagrama de enerǵıas de esta figura, la enerǵıa del mı́nimo de
la banda de conducción del material de referencia, Eco, y del máximo de
la banda de valencia, Evo, se pueden expresar en función de su afinidad
electrónica, χo, y de la anchura de su banda prohibida, Ego. Por lo tanto,
Eco = −χo y Evo = −(χo + Ego).
La concentración intŕınseca del material de referencia, elegido general-
mente en su estado intŕınseco, nio, está relacionada con las densidades efec-
tivas de estados de las bandas de valencia y de la banda de conducción y









siendo Nco la densidad efectiva de estados en la banda de conducción, y
Nvo la densidad efectiva de estados en la banda de valencia del material de
referencia.
Por otro lado, el nivel intŕınseco del material de referencia, Eio, depende
de la densidad efectiva de estados y de la concentración intŕınseca. Se puede
escribir como:






Para obtener las expresiones de las concentraciones de portadores n y
p, en primer lugar, se relacionan los niveles de enerǵıa de las bandas en un
semiconductor, esto es, nivel de vaćıo, Eo, mı́nimo de la banda de conducción
j, Ecj y máximo de la banda de valencia l, Evl y los cuasiniveles de Fermi
para los electrones y los huecos, EFn y EFp, con el potencial electrostático,
ψ, los cuasipotenciales de Fermi, φn y φp y los niveles de enerǵıa del material
de referencia.
El nivel de vaćıo del semiconductor se obtiene a partir del potencial
electrostático por:
Eo = −qψ (2.33)
El nivel de enerǵıa mı́nimo de la banda de conducción j es:
Ecj = −qψ − χj (2.34)
y el máximo de la banda de valencia l:
Evl = −qψ − χl − Egl (2.35)
El cuasinivel de Fermi para los electrones es:
EFn = Eio − qφn (2.36)
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y el cuasinivel de Fermi para los huecos:
EFp = Eio − qφp (2.37)






) = 1 (2.38)
de tal manera que si se multiplica la parte derecha de la ecuación 2.30 por
el factor anterior se obtiene la siguiente expresión:















Teniendo en cuenta la ecuación 2.29 y que Eco = ψo y Ecj = −qψ − χj ,




















qψ + EFn − Eio
KT
)
Expresando el cuasinivel de Fermi de los electrones en función de su


























Del mismo modo, se puede obtener una expresión similar para la con-

























donde el sub́ındice j o l se refiere a las diferentes bandas que pueden inter-
venir en la población de portadores.
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El cuasipotencial de Fermi para los huecos se escribe como qφp = Eio −
EFp, y el parámetro ηvl =
Evl−EFp
KT .
En las ecuaciones anteriores correspondientes a las concentraciones de
electrones 2.41 y huecos 2.42 se han indicado entre llaves las expresiones de
las concentraciones intŕınsecas efectivas de los electrones y huecos, nien y
































−χj − χo + Egl − Ego
KT
)
Los valores de las concentraciones intŕınsecas efectivas de electrones y
huecos, nien y niep, permiten tener en cuenta los efectos de degeneración
del semiconductor, de la variación de los parámetros con la composición,
e incluso de la existencia de varias bandas o valles, incluyendo efectos de
no parabolicidad de esas bandas. Además, se pueden comprobar que dichas
concentraciones son función de la posición, dependen de las caracteŕısticas
de los materiales en cada punto,Nc,Nv, χ y Eg, y además, variarán a medida
que se modifique la polarización del dispositivo puesto que, el potencial y los
cuasipotenciales de Fermi de los portadores cambian al variar la polarización.
Por tanto, nien y niep, tienen un papel primordial en el modelo presentado.
Las ecuaciones 2.43 y 2.44 permiten escribir las siguientes expresiones
para las concentraciones de electrones y de huecos de forma compacta como:












Las ecuaciones 2.43 y 2.44, junto con las ecuaciones 2.45 y 2.46, consti-
tuyen el modelo utilizado para expresar la concentración de portadores en
un punto cualquiera de un semiconductor degenerado o no degenerado, en
el que pueden intervenir varias bandas o valles en la población de electrones
y huecos, permitiendo además estudiar bandas no parabólicas.
Las ecuaciones anteriores para la concentraciones intŕınsecas de electro-
nes y huecos se pueden simplificar si cada tipo de portador se sitúa en una
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sola banda de enerǵıa y si se prescinde de los factores de no parabolicidad


























































2.2.4. Factor de generación–recombinación
En la derivación de las ecuaciones de continuidad (sección 2.2.2) se ha
introducido el parámetro R que representa la diferencia entre las tasas de re-
combinación y generación de pares electrón–hueco. La recombinación ocurre
cuando un electrón en la banda de conducción salta a la banda de valen-
cia neutralizando un hueco mientras que, la generación sucede cuando un
electrón de valencia pasa a la banda de conducción produciendo un hueco.
La generación necesita enerǵıa mientras que la recombinación la libera.
Cuando un semiconductor extŕınseco está en equilibrio térmico existe un
equilibrio dinámico entre los procesos de generación y recombinación, con
lo que R = 0 (principio del balance detallado). Si el equilibrio se rompe,
por ejemplo al aplicar un potencial externo al semiconductor, las concen-
traciones de portadores se modifican respecto a sus valores en el equilibrio.
Empiezan a producirse entonces varios procesos de generación–recombina-
ción que tienden a restaurar el equilibrio de forma que el exceso o déficit de
portadores es estabilizado si la perturbación se mantiene, o eliminado si la
causa perturbadora desaparece. Aśı, si la perturbación produce un exceso de
portadores la recombinación domina sobre la generación (es decir, R > 0)
para eliminar dicho exceso, en caso contrario, la generación domina y R < 0.
La generación–recombinación es provocada por diversos tipos de proce-
sos. Para cada tipo de proceso es necesario obtener una expresión que deter-
mine el valor de R en función de las variables caracteŕısticas del dispositivo.
Entre los principales procesos responsables de la generación–recombinación
se destacan:
Recombinación intŕınseca también llamada directa, banda–a–banda o
de transición de fotones.
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Recombinación extŕınseca o de transición de dos part́ıculas, de transi-
ción de fonones o Shockley–Read–Hall.
Recombinación Auger o de transición de tres part́ıculas.
Recombinación superficial.
El primer mecanismo de generación–recombinación implica un proceso
directo en el cual un electrón pasa de la banda de conducción a la de valencia
(o viceversa) liberando (o absorbiendo) un fotón. Este proceso es importante
para semiconductores de banda estrecha y semiconductores, como el GaAs,
cuya estructura de bandas permite transiciones directas. La tasa de recombi-
nación banda–banda, RBB, es proporcional a la diferencia entre el producto
de las concentraciones de portadores en ese momento y el que habŕıa en
equilibrio. A la constante de proporcionalidad se le conoce como coeficiente
banda–banda, CBB. Teniendo en cuenta que no y po representan las con-
centraciones de electrones y de huecos en equilibrio, esta recombinación se
puede expresar como:
RBB = CBB(np− nopo) (2.49)
La forma más importante de generación–recombinación es la extŕınseca.
Este proceso tiene lugar a través de centros de recombinación (impurezas,
imperfecciones de la red, etc). Aśı, la recombinación ocurre en dos pasos, en
el primero un electrón de la banda de conducción es atrapado por el centro,
y en el segundo dicho electrón pasa a la banda de valencia neutralizando un
hueco. Este proceso es t́ıpicamente no–radiactivo. En él se libera (o absorbe
en caso de generación) enerǵıa térmica o, equivalentemente, vibraciones de
la red (fonones). El proceso de recombinación extŕınseca se describe a través
del denominado término de Shockley–Read–Hall:
RSRH =
np− nopo
τp(n+ nT ) + τn(p+ pT )
(2.50)
que relaciona la recombinación global con las concentraciones de portadores,
siendo τn y τp los tiempos de vida media de electrones y huecos, respectiva-
mente. El término nT (pT ) representaŕıa la concentración de electrones (de
huecos) que habŕıa en la banda de conducción (en la banda de valencia), si
el nivel de Fermi en equilibrio coincidiese con el nivel de enerǵıa del centro
de recombinación. Su valor es:









La recombinación Auger es un proceso no–radiactivo en el que la recom-
binación directa o v́ıa centros ocurre simultáneamente a la colisión entre
dos portadores del mismo tipo. Existen dos tipos de procesos Auger. En el
primero la enerǵıa que se obtiene de la destrucción de un par electrón–hueco
se emplea en aumentar la enerǵıa de un electrón de la banda de conducción
mientras que, en el segundo esta enerǵıa se emplea en aumentar la de un
hueco de la banda de valencia. Como en el primer proceso intervienen dos
electrones la recombinación es proporcional a n2p y en el segundo, como
intervienen dos huecos ésta es proporcional a np2 por lo tanto:
RA = CAn(n
2p− n2opo) + CAp(np2 − nop2o) (2.53)
donde CAn es el coeficiente Auger para los electrones y CAp es el coeficiente
Auger para los huecos.
2.2.5. Condiciones de contorno
La frontera ∂Ω del dominio semiconductor puede dividirse generalmente
en dos partes disjuntas:
∂Ω = ∂ΩR ∪ ∂ΩA, ∂ΩR ∩ ∂ΩA = ∅ (2.54)
donde ∂ΩR representa las fronteras f́ısicas reales, como por ejemplo los con-
tactos metálicos y las interfases con material aislante y ∂ΩA se refiere a las
fronteras artificiales, que no se corresponden con fronteras f́ısicas propiamen-
te dichas y que se utilizan para separar el dispositivo de todos sus vecinos
en un circuito integrado.
Las fronteras artificiales se introducen para simplificar la simulación
numérica mediante la eliminación de regiones del dispositivo que tengan po-
ca importancia en su comportamiento eléctrico. Para aislar completamente
el dispositivo se considera como condición de contorno que la componente
normal a estas fronteras del vector campo eléctrico sea nula. También deben
ser nulas las componentes normales de las densidades de corriente:
E · ν|∂ΩA = Jn · ν|∂ΩA = Jp · ν|∂ΩA = 0 (2.55)
donde ν representa la normal exterior a la frontera ∂Ω del dominio semicon-
ductor.
Estas expresiones se trasladan al potencial y a las concentraciones de
portadores, imponiendo condiciones naturales (tipo Neumann) sobre sus va-
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Por otro lado, desde un punto de vista matemático los contactos metáli-
cos ΩM constituyen un subconjunto cerrado y conectado de la frontera real
∂ΩR del dominio semiconductor. Estos contactos se fabrican mediante una
unión ı́ntima del metal con el semiconductor. En los dispositivos se utilizan
dos tipos de contactos: óhmicos y Schottky.
Un contacto óhmico presenta una resistencia relativa al sustrato des-
preciable y no perturba de forma significativa la eficiencia del dispositivo.
Usualmente en estos contactos se asumen las condiciones de equilibrio térmi-
co:
np|∂ΩC = n2i (2.57)
y de neutralidad de carga:
(n− p− C)|∂ΩC = 0 (2.58)
De las ecuaciones 2.57 y 2.58 se obtienen fácilmente condiciones de con-
torno tipo Dirichlet para n y p:
n(x) = no, ∀x ∈ ∂ΩM (2.59)
p(x) = po, ∀x ∈ ∂ΩM (2.60)
El valor del potencial en el contacto óhmico se obtiene como la suma
del potencial externo VC aplicado al contacto y del potencial interno ψbi
producido por el dopado:
ψ|∂ΩC = ψbi|∂ΩC + VC(t) (2.61)
El potencial ψbi es el que existiŕıa en el interior del semiconductor en una
situación de equilibrio térmico sin los potenciales externos aplicados.
Las condiciones de contorno para n y p son independientes del tiempo.
Las condiciones para el potencial dependen del tiempo si y sólo si el potencial
externo es variable.
Un contacto Schottky presenta una barrera de potencial importante en
la unión metal–semiconductor. Esto influye en el funcionamiento del dispo-
sitivo ya que se crea una capa delgada de carga espacial. La f́ısica de los
contactos Schottky es muy compleja y su simulación implica imponer gran-
des simplificaciones. Para un contacto ideal se usa la siguiente condición tipo
Dirichlet para el potencial:
ψ|∂ΩS = ψbi|∂ΩS − ϕS + VS(t) (2.62)
donde ϕS denota la altura de la barrera metal–semiconductor.
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2.2.6. Escalado de las variables
Para mejorar el tratamiento computacional de los modelos matemáticos
en la simulación de semiconductores se introduce un escalado de las variables
tal que se obtengan cantidades adimensionales y que se aislen los parámetros
dimensionales relevantes de los que depende el modelo.
Si ω̃ es el factor de escala de la variable ω, el valor de la variable escalada
y adimensional ω∗ vendrá dado por:
ω∗ = ω/ω̃ (2.63)
Existen diferentes formas de escalar las variables, algunas de ellas reco-
gidas en [45, 46, 29, 47], en nuestro caso el escalado utilizado está recogido
en [47] y parte de las siguientes premisas:
Las longitudes están referidas a la longitud caracteŕıstica del disposi-
tivo l̃ elegida de tal forma que l sea del mismo orden de magnitud que
el diámetro del dominio semiconductor:
l̃ = O(diam(Ω)) (2.64)
Los potenciales están escalados por el potencial térmico VT =
KT
q .
Las concentraciones de portadores se escalan por una concentración
caracteŕıstica C̃ que se elige de tal forma que resulte del mismo orden








De esta forma, las concentraciones escaladas máximas serán del orden
de la unidad.
Las movilidades se escalan por una movilidad de referencia µ̃ elegida
de tal forma que µn/µ̃ sea como máximo del orden de la unidad.
Los valores de los factores de escala resultantes para los distintos paráme-
tros pueden encontrarse en [47]. En la tabla 2.1 se indican algunos de los
principales factores de escalado utilizados y su valor t́ıpico.
Es posible reescribir, en función de las variables escaladas, las ecuaciones
que modelan el comportamiento de los dispositivos en la aproximación de
arrastre–difusión. Denotando las nuevas variables escaladas con los mismos
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Śımbolo Significado Factor escala Valor t́ıpico




9.7 × 10−7 s
φ potencial VT 0.0259V
n concent. de e− C̃ 1017cm−3
p concent. de h+ C̃ 1017cm−3








µn movilidad de e
− µ̃ 1000cm2V −1s−1
µp movilidad de h
+ µ̃ 1000cm2V −1s−1
C concent. de dopantes C̃ 1017cm−3












Tabla 2.1: Factores de escalado
śımbolos que las antiguas, las ecuaciones 2.15, 2.18 y 2.19 y las ecuaciones
auxiliares 2.20 y 2.21 se expresan como:









Jn = −µnn∇φn (2.69)
Jp = −µpp∇φp (2.70)
El problema estático escalado se obtiene haciendo ∂n∂t = 0 en las ecua-
ciones 2.67 y 2.68. El parámetro λ, cuyo cuadrado multiplica al Laplaciano









siendo λD la longitud de Debye caracteŕıstica del dispositivo. En la mayoŕıa
de las situaciones, λ es un parámetro muy pequeño, t́ıpicamente del orden
de 10−3 a 10−5.
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Como conclusión, el sistema de ecuaciones obtenido, para su uso en el
simulador, a través del modelo de arrastre–difusión está formado por 3 ecua-
ciones no lineales (2.66, 2.67 y 2.68) con 3 incógnitas (ψ, φn y φp) que están
acopladas entre śı y que no pueden resolverse directamente, por lo cual es
necesario recurrir a técnicas numéricas para su resolución.
2.3. Discretización de las ecuaciones de arrastre–
difusión
El modelo matemático descrito en la sección anterior está formado por
las ecuaciones diferenciales que modelan el comportamiento de los disposi-
tivos objeto de estudio. Para su resolución es preciso encontrar una solución
numérica de estas ecuaciones junto con unas condiciones de contorno dando
lugar a un sistema no lineal de ecuaciones diferenciales parciales eĺıpticas.
Para ello se discretiza el sistema de ecuaciones aplicando el método de ele-
mentos finitos (FEM).
El método de elementos finitos es una técnica numérica que resuelve,
de forma aproximada, problemas descritos por ecuaciones diferenciales en
derivadas parciales o que pueden ser descritos como minimización de un
funcional. En lugar de aproximar la ecuación directamente, como ocurre en
otros métodos, se reformula el problema de forma variacional, utilizando una
integral sobre el dominio del problema que involucra la ecuación diferencial.
Este dominio se divide en subdominios llamados elementos finitos, que en
nuestro caso serán tetraedros. En estos subdominios se aproxima la solu-
ción por funciones sencillas, dando como resultado un sistema algebraico de
dimensión finita.
A continuación se muestra una breve introducción al método de elemen-
tos finitos, para posteriormente aplicarlo a las ecuaciones de Poisson y de
continuidad de electrones y huecos.
2.3.1. Método de elementos finitos
Se parte de una ecuación diferencial parcial eĺıptica definida sobre un
dominio Ω:
−∇2u = f en Ω (2.72)
u = 0 sobre ∂Ω (2.73)
Para su resolución se realiza una formulación débil del problema, en la
que se multiplica por una función de ponderación v y se integra sobre el








fv dx, ∀v ∈ H10 (Ω) (2.74)
siendo H10 un espacio de dimensión infinita cuyas funciones tienen derivadas
cuadrado integrables y que se anulan en la frontera ∂Ω.
Considerando la siguiente relación:
∇(h · ∇g) = ∇h∇g + h∇2g (2.75)
y el teorema de Green–Gauss:
∫
Ω




















fv dx, ∀v ∈ H10 (2.77)
Seguidamente, el método de elementos finitos toma un subespacio de
dimensión finita HK0 del espacio original H
1
0 (Ω) en el que sus funciones son
polinomios de grado bajo definidos sobre regiones pequeñas, conocidas como
elementos finitos, del dominio del problema Ω. Es posible construir una base
del espacio finito HK0 de modo que cualquier función perteneciente a este
espacio puede ponerse como combinación lineal de las funciones de dicha
base. Según esto, el problema aproximado se formula como:







donde uK y vK son aproximaciones de u y v utilizando una base φj del









Al sustituir estas aproximaciones en el problema 2.78 se obtiene el si-
guiente sistema lineal de ecuaciones:
n∑
j=1










Figura 2.3: Tetraedro elemental.









El método de elementos finitos proporciona una forma general y sis-
temática para generar las funciones de la base del espacio de dimensión
finita HK0 . Da lugar a unas funciones básicas que se definen a trozos sobre
subregiones del dominio llamadas elementos finitos que en el caso tridimen-
sional pueden ser tetraedros, cubos, prismas, pirámides, etc.
Con el fin de simplificar la construcción de las funciones base φi se definen
un conjunto de funciones elementales ϕel , conocidas como funciones de forma,
sobre cada elemento finito. El ı́ndice e = 1, . . . , N referencia los elementos de
la partición y el ı́ndice l el vértice P del elemento que se está tratando, con




1 i = l
0 i 6= l
De esta forma, cualquier función base φi se puede definir sumando las

























Figura 2.4: Transformación entre el elemento patrón y uno genérico.
Las funciones de forma para un tetraedro situado sobre el origen de coor-
denadas, denominado tetraedro elemental o patrón, como el representado en
la figura 2.3 son:




con x̂1, x̂2, x̂3 ∈ [0, 1]
(2.83)
El cálculo de las funciones de forma y la obtención de las matrices ele-
mentales se realizan sobre cada elemento. Estos cálculos sobre un elemento
genérico Ωe suelen ser complicados si se realizan directamente en función
de las coordenadas originales {x1, x2, x3} puesto que son dependientes del
elemento de la malla que se esté procesando. Para la resolución de estas
integrales es preferible introducir una serie de transformaciones invertibles
{Te} entre el elemento patrón Ω̂ y cada uno de los elementos genéricos Ωe.
De esta forma, será posible transformar las integrales sobre Ωe en integrales
sobre Ω̂.
En la figura 2.4 se muestra una transformación Te : Ω̂ → Ωe, en la que
se realiza una transformación entre un elemento genérico Ωe y el elemento
patrón Ω̂, siendo este el tetraedro de vértices (0, 0, 0), (1, 0, 0), (0, 1, 0) y
(0, 0, 1).













x11 − x01 x21 − x01 x31 − x01
x12 − x02 x22 − x02 x32 − x02
x13 − x03 x23 − x03 x33 − x03

 (2.85)






3), con i = 0, 1, 2, 3, son los cuatro vértices del tetraedro
Ωe. El determinante del jacobiano se puede obtener como:
|Je| = (~v01 × ~v02) · ~v03 (2.86)
donde ~vij es el vector que va del vértice Pi al Pj . Se puede comprobar que
el determinante |Je| es igual a seis veces el volumen del tetraedro Ωe.
Además, se verifica que
∇g = J−te ∇̂ĝ (2.87)
siendo J−te la transpuesta de la inversa de la matriz jacobiana.
La integral sobre Ω̂ suele ser evaluada utilizando fórmulas de cuadratura
numérica. En general, una fórmula de cuadratura se define especificando las
coordenadas (x̂l1, . . . , x̂
l
d) de Nl puntos de integración en el dominio sobre el
que se evaluará la integral y un conjunto de Nl números wl, denominados









Ĝ(x̂l1, . . . , x̂
l
d)wl + Ê (2.88)
donde Ê es el error de cuadratura.
En el cálculo de integrales de superficie también es posible el uso de una
transformación sobre el elemento patrón. Para ello se introduce un conjunto
adicional de transformaciones {ws} que proyectan un elemento patrón del
espacio (d− 1) dimensional sobre cada una de las superficies ∂Ω̂.
En la figura 2.5 se proyecta un triángulo patrón Ŝ definido en el plano,
con vértices (0, 0), (1, 0) y (0, 1), mediante ws sobre una de las caras del
tetraedro patrón Ω̂. La transformación te proyecta esta cara ∂Ω̂ sobre una
cara ∂Ωe del elemento original.





(ĥ ◦ ws)|j|dS (2.89)
siendo ĥ = h ◦ te, y |j| el determinante de la matriz jacobiana de la trans-
formación. Se puede demostrar que |j| = 2S∂Ωe , donde S∂Ωe es el área de la
cara ∂Ωe del tetraedro original.
A continuación se aplica el método de elementos finitos a las ecuaciones
de Poisson y de continuidad de electrones.































Figura 2.5: Transformación de coordenadas para una cara del tetraedro.
2.3.2. Ecuación de Poisson
La ecuación de Poisson escalada en estado estacionario a discretizar es:
λ2∇2ψ = (n− p− C), x ∈ Ω (2.90)













Si además se tiene en cuenta la presencia de carga interfacial entre el ma-













siendo εsc y εais las permitividades de los materiales semiconductor y aislante
y QI la carga acumulada en la superficie de separación.














Sea H10 (Ω ∪ ∂ΩN ) el espacio de funciones con derivada cuadrado inte-
grable que se anulan en sentido débil en la frontera ∂ΩD. La formulación
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débil del problema anterior se obtiene multiplicando la ecuación 2.90 por
una función de test arbitraria ξ ∈ H10 (Ω ∪ ∂ΩN ).
λ2∇2ψξ = (n− p− C)ξ, ∀ξ ∈ H10 (Ω ∪ ∂ΩN ) (2.96)
Integrando la ecuación anterior en el dominio Ω y aplicando el teorema de














(n− p− C)ξdΩ, ∀ξ ∈ H10
(2.97)
El método de Galerkin consiste en buscar una solución aproximada del
problema variacional anterior en un subespacio de dimensión finita HK0 del





de HK0 ⊂ H10 el













(n−p−C)θidΩ, ∀i = 1, . . . ,K
(2.98)
Expresando la aproximación del potencial definido sobre los nodos de la






















(nj − pj − Cj)θjθidΩ = 0 ∀i = 1, . . . ,K (2.100)
Con el fin de realizar de forma más simple y efectiva las integrales ante-
riores, las funciones de la base se expresan en términos de las funciones de
forma y se realizan las integrales respecto al elemento patrón. Teniendo en





















(nj − pj − Cj)ϕ̂jϕ̂i|Je|dΩ̂ = 0, ∀i = 1, . . . ,K (2.101)
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2.3.3. Ecuaciones de continuidad
En la discretización de las ecuaciones de continuidad de electrones y
huecos en estado estacionario se toman como punto de partida las siguientes
expresiones escaladas:
∇Jn = R (2.102)
∇Jp = −R (2.103)
Jn = −µnn∇(φn) (2.104)
Jp = −µpp∇(φp) (2.105)
R = RBB +RA +RSRH (2.106)
∀x ∈ Ω
junto con las condiciones contorno,











Una primera aproximación en la búsqueda de la solución numérica de
estas ecuaciones consistiŕıa en proceder como en el caso general explicado
en la sección 2.3.1, de tal forma que, tomando como ejemplo la ecuación
de continuidad de electrones, se realizaŕıa una formulación variacional del







A partir de esta ecuación se realizaŕıa una formulación en términos de las
funciones de forma y se integraŕıa sobre el elemento patrón. Pero es nece-
sario tener en cuenta que la discretización de las ecuaciones de continuidad
requiere un cuidado especial, debido al comportamiento de capa que pre-
senta el potencial y las concentraciones de portadores. Se puede demostrar
[47] que, para un dispositivo unidimensional, la discretización estándar de
las ecuaciones sólo conduce a soluciones aceptables si se verifica que:
máx
i
|ψi+1 − ψi| ≪ 1 (2.110)
donde ψi representa el potencial en el vértice i–ésimo de la discretización.
Esta es una condición muy restrictiva, pues requiere que las zonas de tran-
sición, en las que el potencial vaŕıa de forma brusca, sean discretizadas con
un tamaño de malla muy fino. Aśı, si un número pequeño de puntos de la
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malla cae dentro de esta capa, |ψi+1 −ψi| puede tomar valores muy grandes
y el esquema estándar no obtiene resultados satisfactorios.
En un caso multidimensional la situación es la misma por lo que es nece-
sario que el potencial vaŕıe lentamente en cada elemento finito. Esto puede
requerir mallas excesivamente finas con un número de vértices muy elevado,
lo que hace muy costosa, en términos de memoria y tiempo de computación,
y a veces imposible su realización práctica. Por tanto, es necesario utilizar
otros métodos de discretización que eviten este problema.
Uno de los métodos más importantes utilizado para evitar este problema
fue propuesto inicialmente por Scharfetter y Gummel [48] para un disposi-
tivo unidimensional usando una aproximación en diferencias finitas, aunque
posteriormente fue aplicado a varias dimensiones y tipos de elementos no
sólo usando diferencias finitas sino también elementos finitos.
Con esta aproximación es posible obtener discretizaciones apropiadas
para las ecuaciones de continuidad en sistemas unidimensionales teniendo
en cuenta que las densidades de corriente Jn y Jp son unas funciones que
vaŕıan lentamente, es decir, no presentan comportamiento de capa como el
potencial. De esta forma, es posible aproximar Jn y Jp mediante funciones
con valor constante sobre cada elemento. Calculando estas funciones, y apro-
ximando la densidad de corriente como combinación lineal de las mismas, se
pueden obtener nuevas formulaciones del problema que conducen a mejores
resultados. Es preciso tener en cuenta que en casos multidimensionales las
densidades de corriente pueden exhibir también comportamiento de capa,
pero sin embargo, su variación va a ser mucho menor que la de ψ, n o p.
El procedimiento de este método se detalla a continuación para la ecua-
ción de continuidad de electrones, puesto que la formulación seŕıa análoga
para la ecuación de continuidad de huecos. Sea Ge el centro de gravedad
de un elemento Ωe y ψ△(x) la función del potencial eléctrico definido sobre
el elemento finito. Es posible obtener una aproximación de la densidad de
corriente sobre el elemento Ωe aproximando µn por su valor µn,Ge en el cen-
tro, y φn por funciones definidas a trozos sobre el dominio. Haciendo estas
consideraciones se expresa Jn sobre el elemento finito como el vector:







Pasando a integrar sobre el elemento patrón y usando ∇g = J−te ∇̂ĝ se
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transforma la ecuación anterior en,
Jn,Ge = −µn,Genien△,GT (x̂) exp(ψ△(x̂) − φn,△(x̂))J−te ∇̂φn(x̂), ∀x̂ ∈ Ω̂
(2.113)
Si se multiplican ambos términos de la ecuación anterior por e−ψ△(bx)J te,
integrando la j–ésima componente con respecto a x̂j en el intervalo [0, 1]
y teniendo en cuenta que ∂x∂bx es constante sobre el elemento patrón, tras
invertir el cambio de variables se obtiene,






siendo {P0, . . . , Pd} los vértices del elemento Ωe, ψ(Pi) el valor del potencial








0 · · · B(ψ(P0) − ψ(Pd))

 (2.115)













si |z| < 10−4
(2.116)
Expresando la ecuación de continuidad de electrones en función del valor
de la densidad de corriente en cada elemento se obtiene,
∑
Ωe
∇Jn,Ge = R (2.117)
Teniendo en cuenta las condiciones de contorno, la formulación variacio-










RξdΩe, ∀ξ ∈ H10 (Ω ∪ ∂ΩN ) (2.118)
Sustituyendo en la expresión anterior el valor de la densidad de corriente






















RθidΩe, ∀i = 1, . . . ,K (2.119)
A continuación, se expresa el término de recombinación R como combi-
nación lineal de las funciones de la base, sabiendo que su valor en el nodo
i–ésimo es:
Ri = CBBi(nipi − noipoi) +
nipi − noipoi
τpi(ni + nT i) + τni(pi + pT i)
+CAni(n
2
i pi − n2oipoi) + CApi(nip2i − noip2oi) (2.120)
Por último, utilizando la expresión anterior y reemplazando las funciones












RjϕjϕidΩe, ∀i = 1, . . . ,K (2.121)
En el caso de la ecuación de continuidad de huecos se realizaŕıa el mismo











RjϕjϕidΩe, ∀i = 1, . . . ,K (2.122)
2.4. Resumen
En este caṕıtulo se han descrito las principales técnicas de simulación
de dispositivos semiconductores utilizadas en la actualidad, ordenándolas
en base a su complejidad y al tiempo de computación que consumen. La
aproximación de arrastre–difusión ha sido la técnica elegida para la imple-
mentación en el simulador 3D de dispositivos en base a que permite alcanzar
resultados adecuados en un tiempo de simulación asumible. Por lo tanto, la
segunda parte del caṕıtulo se ha centrado en este modelo, en las ecuaciones
que lo componen, las ecuaciones de Poisson y de continuidad de electrones y
huecos, y en la obtención de las expresiones discretizadas de estas ecuaciones.
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Caṕıtulo 3
Implementación paralela del
simulador y resolución de
sistemas
El simulador 3D paralelo de dispositivos semiconductores utilizado en
este trabajo se basa en el modelo de arrastre–difusión (drift–diffusion o tam-
bién D–D). En la figura 3.1 se muestra un esquema de las etapas básicas
del proceso de simulación. En el modelo D–D se resuelven las ecuaciones de
Poisson y de continuidad de huecos y electrones con el fin de obtener el po-
tencial electrostático y los cuasi–potenciales de Fermi. Para la resolución de
las ecuaciones diferenciales no lineales que componen este modelo es preciso
encontrar una solución numérica que cumpla unas determinadas condiciones
de contorno. Para ello se discretiza el sistema de ecuaciones por medio del
método de elementos finitos.
Las ecuaciones no lineales de Poisson y de continuidad de portadores
están acopladas entre śı, por lo que una vez discretizadas son desacopladas
por medio del método iterativo de Gummel [49] y resueltas por separado.
Para su resolución se utiliza el método iterativo de Newton–Raphson [50].
Este método linealiza las ecuaciones, debiendo resolver en cada iteración un
sistema lineal de ecuaciones. Estos sistemas lineales son dispersos y están
mal condicionados a causa de las altas variaciones en las variables implicadas
en la simulación. Además, en el caso de las ecuaciones de continuidad de
portadores las matrices no son diagonal dominantes [51].
Los métodos utilizados en la resolución de los sistemas lineales se pueden
agrupar en dos categoŕıas, métodos directos, si están basados en la factori-
zación de la matriz dispersa, y métodos iterativos, si tratan de encontrar la
solución al sistema por medio de aproximaciones sucesivas tomando como
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Figura 3.1: Esquema de las etapas del proceso de simulación de dispositivos
semiconductores usando la aproximación de arrastre–difusión.
partida una solución inicial. La conveniencia de usar los diferentes tipos de
métodos en el ámbito de la simulación de dispositivos semiconductores ha
sido analizada en [52]. En nuestro caso se ha optado por el uso de métodos
iterativos, concretamente técnicas basadas en descomposición de dominios
[53, 54]. Estas técnicas son altamente eficientes en computación paralela, lo
que las hace idóneas para su uso en el simulador.
El objetivo es utilizar el simulador tridimensional en el estudio del im-
pacto de las fluctuaciones de parámetros intŕınsecos de diferente naturaleza
en las curvas caracteŕısticas de dispositivos HEMT y PHEMT. Este estu-
dio consiste en la simulación de un conjunto estad́ıstico de dispositivos lo
suficientemente grande como para que permita extraer con una precisión
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adecuada los parámetros que caracterizan la distribución estad́ıstica resul-
tante. Esto incrementa la complejidad computacional, haciendo esencial el
uso de computación paralela.
Por lo tanto el simulador tridimensional está diseñado para ser empleado
en sistemas de memoria distribuida utilizando una estrategia MIMD (múlti-
ple flujo de instrucciones, múltiple flujo de datos) bajo el paradigma SPMD
(un programa, múltiples datos) [55]. La comunicación entre procesadores se
realiza por medio de la libreŕıa de paso de mensajes MPI estándar [56, 57].
A continuación, en este caṕıtulo se describe la implementación parale-
la del simulador 3D de dispositivos HEMT, empezando por el proceso de
generación y particionamiento de las mallas utilizadas para representar a
estos dispositivos. Seguidamente se describen algunos de los métodos de re-
solución de los sistemas de ecuaciones que surgen de la discretización de las
ecuaciones de arrastre–difusión. Además, se menciona brevemente la técni-
ca de reordenamiento de matrices utilizada y algunos de los formatos más
conocidos de almacenamiento de matrices dispersas. Para finalizar, como
resumen del proceso de simulación, se describen las tres etapas básicas en
las que se divide el simulador 3D paralelo, preprocesado, procesado y post-
procesado.
3.1. Mallado y técnicas de particionamiento
En el caṕıtulo 2 se obtuvieron las expresiones discretizadas de la ecuación
de Poisson y de las ecuaciones de continuidad de portadores. Para ello se
utilizó una descomposición del dominio objeto de estudio en tetraedros sobre
la que se aplica el método de elementos finitos.
Teniendo esto en cuenta, la simulación de un dispositivo empieza con un
preprocesado en el que se genera una malla de elementos finitos a partir de
la estructura de capas del dispositivo y se leen los ficheros de entrada que
contienen los parámetros de la simulación. A continuación, para una óptima
ejecución en paralelo, se realiza un particionamiento de la malla en tantos
subdominios como se desee y se reordenan las variables de cada subdominio.
3.1.1. Mallado
El simulador tridimensional utiliza mallas generadas a partir de dos pro-
gramas diferentes, el QMG [58, 59], desarrollado por S. A. Vavasis en la
Universidad de Cornell, y el MMG [60], desarrollado en el Departamento
de Electrónica y Computación de la Universidad de Santiago de Composte-
la. Estos malladores permiten obtener mallas tetraédricas no estructuradas
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para una geometŕıa del dispositivo dada.
Ambos programas están basados en el uso de octrees como estructura
para la generación de los tetraedros. A nivel interno el método de generación
de los tetraedros a partir del octree es diferente, aunque a nivel de usuario
la principal diferencia se encuentra en la especificación del tamaño de los
tetraedros. En el programa QMG es posible especificar el refinado en los
planos, aristas y vértices de la estructura, mientras que el MMG permite una
mayor versatilidad al posibilitar el refinado en cualquier parte del volumen
del dispositivo.
El proceso de mallado se divide en varias fases. En primer lugar, a par-
tir de las dimensiones de la estructura que se desea simular, se genera el
modelo geométrico. En segundo lugar, en la etapa de mallado se fija un ta-
maño inicial para la malla, se decide el tipo de malla que se quiere generar,
por ejemplo estructurada o no estructurada, y el tipo de elemento a usar.
Después, en algunas zonas, como por ejemplo en algunas fronteras, o debajo
de la zona de puerta del dispositivo, se establece un valor más pequeño del
parámetro que controla el tamaño del elemento finito en esa región, con el
fin de obtener una malla con más elementos en esa zona. También es posi-
ble realizar un refinamiento total de la malla obtenida de modo que cada
tetraedro se divide en ocho nuevos tetraedros. La etapa de refinado es muy
importante puesto que permite obtener mallas que obtengan mejores solu-
ciones al problema f́ısico planteado, disminuyéndose de esta forma el error
de la solución.
3.1.2. Técnicas de particionamiento
Antes de estudiar las técnicas de particionamiento es necesario introducir
el concepto de grafo. Un grafo dirigido o digrafo es un conjunto de vértices,
también conocidos como nodos, y de aristas dirigidas que unen los nodos.
El patrón de cualquier matriz cuadrada dispersa tiene asociado un digrafo
y cada digrafo genera un patrón de dispersión.
Para una matriz cuadrada dispersa A, se asocia un vértice del digrafo
con cada una de sus filas. Si aij es una entrada, esto es, un elemento no nulo
de la matriz, entonces existe una arista desde el vértice i hasta el vértice j en
el digrafo. En el caso de grafos procedentes de mallas de elementos finitos,
en los cuales una conexión del vértice i al j va a implicar necesariamente
otra conexión del j al i, no es necesario que las aristas que conecten los
nodos estén dirigidas. Se obtiene aśı otro tipo de grafos, conocidos como no
dirigidos, o simplemente grafos.















Figura 3.2: Dominio, mallado triangular resultante y grafo asociado.
se muestra el dominio mallado, usando para ello 6 elementos triangulares y
8 nodos. A la derecha de la figura se indica el grafo asociado a dicha malla.
Un grafo de v vértices genera una matriz cuadrada A de v×v elementos,
donde aij 6= 0 si y sólo si existe una arista que une los vértices i y j. Hay que
tener en cuenta que aii 6= 0, 0 ≤ i < v, ya que siempre existe una arista que
une un vértice consigo mismo, aunque no se represente en el diagrama. La
matriz A tendrá una estructura simétrica si el grafo es no dirigido. Entonces
se dice que la estructura de la matriz A ha sido generada por el grafo y se
denomina matriz de adyacencias del grafo. Por ejemplo, la matriz asociada
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El problema que se plantea en definitiva en el particionamiento de grafos
de elementos finitos es el de distribuir una malla de elementos finitos entre los
procesadores disponibles de tal modo que se optimice el tiempo de ejecución.
Generalmente, en el particionamiento se intentan verificar al máximo los
















Figura 3.3: Malla de 29012 nodos dividida en 3 subdominios utilizando el
programa METIS para un dispositivo HEMT.
siguientes criterios:
1. La relación computación–comunicación dentro de un procesador debe
ser maximizada.
2. La carga computacional debe estar balanceada entre todos los proce-
sadores.
3. El coste temporal asociado al control de las comunicaciones y a la
complejidad en los almacenamientos debe ser minimizado.
Siguiendo estos criterios, generalmente las técnicas de particionamiento
se basan en dividir los nodos correspondientes a la malla de elementos fini-
tos en p partes aproximadamente iguales, de tal manera que el número de
aristas que unen los nodos pertenecientes a partes diferentes se minimice.
Por lo tanto, el dominio original del problema se divide en p subdominios.
Estas técnicas son empleadas por diferentes libreŕıas, entre las que caben
destacar Chaco [61] y METIS [62]. En concreto esta última libreŕıa ha sido
la utilizada en el simulador a causa de la calidad de sus particionamientos y
de su rapidez. La libreŕıa METIS emplea algoritmos de particionamiento de
grafos multinivel junto con otros métodos como bisección espectral, bisec-
ción geométrica, etc [63]. Un ejemplo de un dispositivo HEMT dividido en
3 subdominios utilizando este paquete puede encontrarse en la figura 3.3.
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3.2. Linealización del sistema discretizado
En los dispositivos HEMT y PHEMT los portadores mayoritarios son
electrones. Por lo tanto, lejos de la zona de ruptura es posible ignorar, tal
y como se hará a partir de este momento, la contribución de la ecuación de
continuidad de huecos, aśı como los términos de generación y recombina-
ción, y resolver únicamente las ecuaciones de Poisson y de continuidad de
electrones. De esta forma se logra acelerar el proceso de simulación.
Por lo tanto, especificando para el caso concreto de estos dispositivos,
las ecuaciones del modelo de arrastre–difusión a resolver son 2.101 y 2.121,
considerando en esta última ecuación la recombinación nula. Estas ecuacio-
nes constituyen un sistema acoplado de ecuaciones diferenciales no lineales
en derivadas parciales que definen el comportamiento del transistor. Si el
dispositivo está discretizado en K nodos, es necesario resolver un sistema de







donde Fψ(ψ, φn) y Fφn(ψ, φn) representan las ecuaciones de Poisson y de
continuidad de electrones respectivamente.
Para la resolución del sistema 3.1 se pueden utilizar métodos acoplados
o desacoplados. Los primeros son métodos tipo Newton [64], en los que se
resuelve el sistema completo formado por las 2K ecuaciones directamente,
actualizando a la vez los valores de ψ y de φn. Los métodos desacoplados se
basan en el método de Gummel [49] y resuelven las dos ecuaciones secuen-
cialmente, siendo preciso resolver dos sistemas de ecuaciones de dimensión
K. De esta forma se obtienen de forma consecutiva actualizaciones para ψ y
de φn. A continuación se estudian en mayor profundidad estos dos métodos.
3.2.1. Método de Newton–Raphson
El método de Newton es un método iterativo que se aplica a la resolución
de sistemas no lineales.
Dada una función F : ℜN → ℜN se busca un vector x∗ ∈ ℜN tal que
F (x∗) = 0. Para resolver el sistema se parte de un vector solución inicial
x0 ∈ ℜN y se busca la serie xk, tal que ĺım
k→∞
xk = x∗. Los elementos de dicha
serie se obtienen mediante la siguiente iteración:
F ′(xk)∆xk = −F (xk) (3.2)
xk+1 = xk + ∆xk (3.3)
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la cual se repite hasta que se cumple alguno de los criterios de parada, siendo







La importancia del método de Newton se debe a que, con ciertas condi-
ciones naturales de F , la iteración presenta una convergencia cuadrática
‖xk+1 − x∗‖ ≤ c · ‖xk − x∗‖2 (3.5)
siempre que el vector inicial x0 esté suficientemente próximo a la solución
buscada. Esto indica que el (k + 1)–ésimo error cometido es proporcional
al cuadrado del k–ésimo error, por lo que la convergencia es muy rápida,
siempre que los errores sean pequeños.
La aplicación del método de Newton a las ecuaciones de los semiconduc-
tores implica resolver el siguiente sistema en cada iteración:
F ′(Ψk)∆Ψk = −F (Ψk) (3.6)
y actualizar las variables haciendo Ψk+1 = Ψk + ∆Ψk.
Suele ser necesario mejorar la convergencia del método de Newton pa-
ra lo cual se utiliza una versión modificada, que emplea un parámetro de
amortiguamiento o sobrerrelajación, tk, en la actualización de Ψ, es decir:
Ψk+1 = Ψk + tk · ∆Ψk (3.7)
siendo 0 < tk ≤ 1. El parámetro de amortiguamiento tk se suele ajus-
tar a partir de resultados experimentales, aunque también existen métodos
teóricos para obtenerlo [50, 65]. En el caso de que la matriz de coeficientes
esté muy mal condicionada se puede utilizar otra versión que suma al jaco-
biano el término skI, donde sk ∈ ℜ+ e I es la matriz identidad, de modo
que se mejoran las propiedades del sistema.
Aunque el método de Newton es atractivo teóricamente, su implemen-
tación práctica puede ser complicada, debido a que en cada paso es preciso
resolver un sistema no lineal y no simétrico de ecuaciones y, si el número N
de variables es muy elevado (como ocurre en la simulación 3D), esto puede
ser muy costoso tanto en tiempo de computación como en consumo de me-
moria. Existe una variante de este método conocida como Newton–Raphson
modificado en la que se evita el cálculo de la matriz jacobiana en cada itera-
ción haciendo uso de una matriz calculada en alguna iteración anterior y sólo
se calcula el término independiente que es mucho menos costoso. El coste de
este procedimiento es mucho menor por iteración pero tiene la desventaja
de tener una convergencia más lenta y, en algunos casos, ni siquiera llega a
converger [66].
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3.2.2. Método de Gummel
El método de Gummel [49] ha sido aplicado ampliamente a la resolución
de las ecuaciones básicas de los semiconductores. Matemáticamente, corres-
ponde a un algoritmo iterativo por bloques no lineal tipo Gauss–Seidel [67].
En el caso particular de los dispositivos HEMT, usando este método se des-
acoplan las ecuaciones de Poisson y de continuidad de electrones y se resuelve
cada una de ellas por separado.
El método de Gummel realizaŕıa la siguiente iteración: Dado (ψk, φkn)
para k = 0, ψk+1 se computa resolviendo la ecuación de Poisson, con φkn
constante. El valor de φkn se obtiene a continuación, resolviendo la ecuación
de continuidad de electrones con ψk+1 constante incluyendo las condiciones
de contorno.
Este método se ha mostrado muy útil en la práctica. La convergencia
puede alcanzarse incluso empezando con malas condiciones iniciales, y pue-
de ser muy rápida en muchas ocasiones. Por otro lado, en algunas aplicacio-
nes, como por ejemplo en situaciones de muy alto nivel de inyección en el
dispositivo semiconductor y en los casos en los que el factor de generación–
recombinación tiene un peso elevado, el método podŕıa tener problemas de
convergencia. Sin embargo, en situaciones cercanas al equilibrio térmico y
con R = 0, numerosos autores avalan la utilidad de este método, ya que la
ecuación de continuidad de electrones puede considerarse como una pequeña
perturbación de la ecuación del potencial.
Existen diferentes trabajos destinados a mejorar la convergencia del
método de Gummel, pero evitando tener que resolver el sistema acopla-
do. En algunas ocasiones el método de Gummel converge rápidamente en
las primeras iteraciones, pero luego la convergencia se hace más lenta. En
este caso se pueden combinar los métodos de Gummel y de Newton. De esta
forma primero se aproxima la solución haciendo uso del método de Gummel
y luego se cambia al método de Newton para aprovechar su propiedad de
convergencia cuadrática cerca de la solución. También existen otras aproxi-
maciones basadas en combinar los métodos de Gummel y Newton usando
diversas estrategias [68, 69].
3.3. Resolución de sistemas de ecuaciones lineales
Los sistemas de ecuaciones lineales se pueden expresar como Ax = b,
donde dada una matriz A de orden n x n y un vector b n–dimensional, se
trata de determinar el vector solución x de dimensión n.
Además, en nuestro caso, la matriz A es dispersa, por lo que será ven-
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tajoso trabajar con métodos que aprovechen esta propiedad. Una matriz A
de orden n x n es dispersa si una gran cantidad de sus términos son nulos.
Se denomina ı́ndice de dispersión, β, a la relación entre el número de ele-
mentos no nulos de la matriz (α) y el número total de elementos (n×n); es
decir β = αn×n . El valor del ı́ndice de dispersión necesario para que la matriz
pueda ser considerada dispersa depende del problema a resolver, del patrón
de la matriz y de la arquitectura de la máquina en la cual se implementa el
código.
3.3.1. Implementación paralela: estructura de los sistemas
locales
El dominio formado por el conjunto de nodos incógnitas del problema se
descompone en una serie de subdominios, de tal forma que se obtienen tantos
subdominios como procesadores. Para entender esto es necesario distinguir
entre tres tipos de nodos incógnitas, tal y como aparece representado en la
figura 3.4:
Nodos internos: nodos locales que sólo tienen relación con otros
nodos interiores al subdominio y por tanto sin ningún contacto con
nodos pertenecientes a otros subdominios.
Nodos frontera internos: nodos locales pero acoplados con nodos
frontera pertenecientes a otros subdominios.
Nodos frontera externos: nodos pertenecientes a otros subdominios
pero acoplados con nodos frontera internos de este subdominio.
Las ecuaciones locales a cada subdominio no tienen porque corresponder
con ecuaciones contiguas en el sistema original. Las filas de la matriz asig-
nadas a un procesador se pueden dividir en dos partes: en una submatriz
local Ai que actúa sobre los nodos internos y una submatriz de interfaz Xi
que se refiere a las entradas correspondientes a nodos frontera externos que
interaccionan con nodos frontera internos al subdominio. Las variables re-
motas deben ser recibidas de los otros procesadores antes de que el producto
matriz–vector se pueda completar en estos procesadores.
Los nodos frontera se numeran siempre después de los nodos internos.
Esta ordenación local de los datos presenta varias ventajas, entre las que
se incluye una eficiente comunicación entre procesadores. De igual modo,
cada vector local de incógnitas xi es dividido en dos partes: un subvector ui
de nodos internos seguido por el subvector yi correspondiente a los nodos
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Figura 3.4: Representación local de una matriz dispersa distribuida.
frontera internos. Siguiendo el mismo procedimiento el vector independiente













La matriz local Ai, perteneciente al procesador i, también puede parti-
cionarse por bloques, de tal modo que se separen las contribuciones de cada







siendo Bi la parte asociada a los nodos internos del subdominio, Ei y Fi las
contribuciones dadas por los acoplamientos de los nodos internos y frontera
internos a un subdominio y Ci muestra el acoplamiento de los nodos fron-
tera internos entre śı. Según esto, las ecuaciones locales de un subdominio i
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donde el término Eijyj es la contribución a las ecuaciones locales del subdo-
minio vecino j–ésimo, siendo N el conjunto de subdominios vecinos al sub-
dominio i. Para implementaciones prácticas, los subvectores de los nodos
frontera externos se agrupan en un vector yi,ext. Por lo tanto la contribución
al sistema local por parte de los nodos frontera externos puede expresarse:
∑
jǫNi
Eijyj = Xiyi,ext (3.11)
3.3.2. Métodos de resolución de sistemas de ecuaciones li-
neales
Los métodos de resolución de sistemas de ecuaciones lineales se pueden
dividir en dos grupos:
1. Métodos directos: están basados en la factorización de la matriz A
para convertir el sistema lineal en otro con formato de resolución más
simple. Durante la factorización, un elemento de la matriz con un valor
inicial nulo, puede pasar a tener un valor distinto de cero; sufre enton-
ces un proceso de llenado. Cuantos más elementos sufran llenado, más
operaciones tendrá que realizar el algoritmo aumentando aśı la carga
computacional. A causa de esto, los métodos directos necesitan más
memoria, puesto que al producirse el llenado se tiene que almacenar
en memoria, además del sistema original todas las nuevas entradas no
nulas, y tienen una complejidad computacional mayor que los métodos
iterativos. Esto supone la imposibilidad de usar métodos directos al
menos en gran parte de las aplicaciones donde se va trabajar con ma-
trices muy grandes como ocurre en muchas ocasiones en simulaciones
en dos y tres dimensiones. Existen diferentes métodos de factorización
de una matriz, siendo uno de los más habituales la factorización LU.
2. Métodos iterativos: son técnicas que tratan de encontrar la solución
de un sistema mediante sucesivas aproximaciones a partir de una so-
lución inicial. Los métodos iterativos se pueden clasificar en dos tipos:
a) Métodos estacionarios: son los más sencillos y fáciles de imple-
mentar, pero en general menos efectivos que los métodos no estacio-
narios [70]. Se basan en la relajación de coordenadas, empezando
con una solución aproximada y modificando los componentes de
la aproximación hasta que se alcanza la convergencia. Se trata de
obtener:
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xk = Axk−1 + b (3.12)
donde ni la matriz A ni el vector b dependen del contador de ite-
raciones. Ejemplos de estos métodos son:
1) Jacobi : Basado en la computación de cada variable del vector
solución con respecto al resto de las variables. Es un método
sencillo de implementar pero la convergencia es lenta.
2) Gauss–Seidel : Método similar al anterior exceptuando que uti-
liza los valores actualizados de la solución tan pronto como
estén disponibles. En general, converge más rápido que Jacobi.
3) SOR(Sobrerrelajación sucesiva): Se deriva del método Gauss–
Seidel introduciendo un parámetro de relajación w. Con una
correcta elección de w el método converge más rápido que el
Gauss–Seidel en un orden de magnitud.
4) SSOR(Sobrerrelajación sucesiva simétrica): Aunque no presen-
ta ventajas como método iterativo respecto al SOR, es muy útil
como precondicionador para métodos no estacionarios.
b) Métodos no estacionarios: Son más complejos que los anterio-
res pero altamente eficientes [54]. Se diferencian de los métodos
estacionarios en que las computaciones implican información que
cambia en cada iteración. En la actualidad los más populares per-
tenecen al conjunto de los métodos del subespacio de Krylov [71].
El subespacio de Krylov Ki(A, ro) de dimensión i, asociado con un
sistema lineal Ax = b, para un vector solución inicial x0 y un vector
residuo r0 = b−Ax0 se define como el subespacio cubierto por los
vectores r0, Ar0, A
2r0, ..., A
i−1r0. Dependiendo de las caracteŕısti-
cas de la matriz que define el problema, es posible clasificar estos
métodos en varios grupos:
1) Si la matriz es simétrica y definida positiva el método de Gra-
diente Conjugado (CG) es el más apropiado. Utiliza una se-
cuencia de vectores ortogonales xi para los que se minimiza
(xi − x)TA(Xi − x) sobre todos los vectores en el espacio de
Krylov actual Ki(A, r0).
2) Si la matriz es simétrica pero no es definida positiva, una po-
sibilidad es considerar el método de Lanczos o los métodos
de MINRES. En los métodos MINRES, los elementos xi ∈
Ki(A, r0) se determinan minimizando la norma cuadrática de
los residuos ||b−Axi||2, mientras que en el método de Lanczos
68 Caṕıtulo 3. Implementación paralela y resolución de sistemas
los elementos xi son determinados por los residuos b−Axi per-
pendiculares al subespacio de Krylov. En estos casos es nece-
sario almacenar toda la secuencia, lo que conlleva un consumo
elevado de memoria.
3) Si la matriz no es simétrica, en general no se puede determi-
nar un conjunto óptimo de soluciones xi ∈ Ki(A, r0) con pocas
secuencias de vectores. Sin embargo, es posible computar el
conjunto de vectores xi ∈ Ki(A, r0) para los que se cumple la
condición b−Axi⊥Ki(AT , r0) (normalmente se elige s0 = r0).
Aśı se generan dos secuencias de vectores, una con la matriz
de coeficientes A y otra con AT , y en vez de ortogonalizar cada
secuencia lo hacen mutuamente: este es el método Gradien-
te Biconjugado (BiCG). Requiere un almacenamiento limitado
aunque la convergencia puede ser irregular. Una variante de es-
te método es el Residuo Cuasi–Mı́nimo (QMR) que aplica un
resolutor por mı́nimos cuadrados y una actualización de la so-
lución a los residuos del BiCG, suavizando el comportamiento
de la convergencia y haciendo estos métodos más robustos.
4) Si A no es simétrica, se puede computar la secuencia de vecto-
res xi ∈ Ki(A, r0) para los que los residuos sean minimizados
usando una norma eucĺıdea (mı́nimos cuadrados). Esto es lo
que se implementa en el método Mı́nimo Residuo Generaliza-
do (GMRES). Esta implementación requiere almacenar toda
la secuencia, lo que conlleva un consumo elevado de memoria.
Una variante del GMRES es el Mı́nimo Residuo Generalizado
Flexible (FGMRES) que permite que el precondicionamiento
vaŕıe a cada paso.
5) Las operaciones con la matriz AT en el método BiCG pueden
ser sustituidas por operaciones con la matriz original A tenien-
do en cuenta que 〈x,AT y〉 = 〈x,Ay〉 donde el operador 〈...〉
representa el producto escalar de dos vectores. Como la se-
cuencia de vectores que usan AT en el método BiCG se utiliza
sólo para mantener el espacio dual con el que los residuos se
ortogonalizan, reemplazar en las operaciones A por AT permi-
te la expansión del subespacio de Krylov y encontrar mejores
aproximaciones a la solución virtualmente con el mismo coste
computacional por iteración. Esta idea da lugar a los méto-
dos iterativos conocidos como métodos h́ıbridos: el Gradiente
Conjugado Cuadrático (CGS), el Gradiente Biconjugado Esta-
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bilizado (BCGSTAB), TFQMR, etc.
Todos los métodos iterativos presentan, en general, una convergencia de-
masiado lenta, aśı que es necesario introducir mejoras en el esquema numéri-
co que aceleren la convergencia. Esto se realiza aplicando el precondicionador
adecuado al sistema lineal a resolver.
A continuación se describe brevemente en qué consiste una factorización
LU, para definir después el concepto de precondicionador y su utilidad.
3.3.3. Factorización LU
Consiste en factorizar la matriz A como el producto de una matriz trian-
gular inferior L y una matriz triangular superior U :
A = LU (3.13)
Se considera que la matriz L está normalizada (lii = 1) y almacenada
por columnas mientras que la matriz U está almacenada por filas, de tal
forma que siempre se mantenga la siguiente igualdad:
n∑
j=1
lijujk = aik (3.14)
El algoritmo básico para la factorización LU es el siguiente:
DO i = 1, n
lii = 1
DO k = 1, i− 1
lik = (aik −
∑k−1
j=1 lij · ujk)/ukk
END DO
DO k = 1, i
uki = (aki −
∑k−1
j=1 lkj · uji)
END DO
END DO
Figura 3.5: Factorización LU básica.
Una vez factorizada la matriz el sistema de ecuaciones Ax = b podŕıa
representarse como LUx = b. Para su resolución se realiza la siguiente ope-
ración:
L−1LUx = L−1b (3.15)
obteniendo:
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Ux = L−1b (3.16)
si se define z = L−1b el sistema a resolver será:
Ux = z (3.17)








lijzj) i = 1, 2, ...n (3.18)







uijxj) i = n, n− 1, ..., 1 (3.19)
Obteniendo aśı el vector solución x.
3.3.4. Precondicionadores
Los precondicionadores se usan para mejorar las propiedades de los siste-
mas lineales con el fin de acelerar la convergencia de los métodos iterativos.
Partiendo del sistema Ax = b, se busca una matriz M que transforme el
sistema en otro cuyas propiedades sean más favorables y, por tanto, más
fácil de resolver. El sistema lineal podŕıa representarse como:
M−1Ax = M−1b (3.20)
En la búsqueda de la matriz M se pueden seguir dos caminos:
1. Encontrar una matrizM que se aproxime a A, de tal forma que resolver
el sistema con esta matriz sea más fácil que hacerlo con la matriz A,
resolviendo por lo tanto:
Mx = b (3.21)
2. Lograr una matriz M aproximada a A−1 de tal forma que la expresión
AM sea tan cercana a la identidad como sea posible en algún sentido,
como por ejemplo minimizando |AM − I| en la norma de Frobenius.
De esta forma sólo seŕıa necesario realizar el producto de M por el
vector independiente para obtener la solución. Es decir:
MAx = Mb =⇒ x ≃Mb (3.22)
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Los precondicionadores se pueden aplicar por la izquierda, por la derecha
y/o por ambos lados. Partiendo del sistema Ax = b, el precondicionamiento
por la izquierda se basa en realizar la operación:
M−1Ax = M−1b (3.23)
En cambio, el precondicionamiento por la derecha se aplica aśı:
AM−1u = b (3.24)
con u = Mx , donde u una nueva variable que nunca necesitará ser invocada
expĺıcitamente.
El precondicionamiento por ambos lados no es más que una combinación
de los dos métodos de precondicionamiento anteriores.
Los precondicionadores a estudiar se pueden clasificar en tres tipos prin-
cipales: los llamados precondicionadores clásicos, precondicionadores mul-
timalla y los precondicionadores basados en descomposición de dominios.
Seguidamente se describen las principales caracteŕısticas de cada uno de
ellos.
Precondicionadores clásicos
Se basan en manipulaciones algebraicas de la matriz para obtener algún
tipo de aproximación de la inversa de la matriz de coeficientes. Ejemplos
de estos precondicionadores son las factorizaciones incompletas. Se trata
de factorizar la matriz A (por ejemplo a través de una factorización LU)
pero sin introducir todo el llenado que se produce durante este proceso
[72]. Es decir, en una factorización incompleta LU se computa la matriz
triangular inferior (L) y superior (U) de tal forma que la matriz residuo R =
LU−A satisfaga ciertas limitaciones, como puede ser tener entradas nulas en
ciertas posiciones. Existen básicamente cuatro versiones de factorizaciones
incompletas:
1. Factorizaciones sin llenado, ILU(0): son las más sencillas y no in-
troducen llenado alguno, es decir, la factorización incompleta tiene
la misma cantidad de elementos no nulos y en las mismas posiciones
que la matriz A [73]. Este tipo de precondicionadores no suelen ser lo
suficientemente potentes.
Un ejemplo de este tipo de factorizaciones incompletas se puede obser-
var en la figura 3.6, en la que está representada la matriz A (imagen
inferior izquierda) y unas matrices triangulares L y U con la misma
estructura que las partes inferior y superior de la matriz A. La matriz
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Figura 3.6: Ejemplo de factorización incompleta LU.
A representada en la figura está generada a partir de una malla 8x4.
Realizando el producto LU, la matriz resultante tendrá el patrón dado
en la figura inferior derecha. Generalmente es imposible que coincidan
las matrices A y LU, a causa de la aparición de entradas diagonales
extra al realizar el producto (elementos de llenado). Ignorando estos
elementos es posible lograr unas matrices L y U cuyo producto sea
aproximadamente igual a A en las otras diagonales.
2. Factorizaciones con llenado, ILU(k): en las que se usa como criterio
para la introducción del llenado la posición dentro de la matriz [73]. El
parámetro k de una factorización ILU(k) indica el número de colum-
nas alrededor de la diagonal en las que se permite llenado. Este tipo
de factorizaciones tienen el defecto de considerar que la importancia
numérica de un llenado depende únicamente de la proximidad topológi-
ca sin tener en cuenta el fenómeno f́ısico que la matriz A representa.
Se podŕıan dar otras definiciones del parámetro k.
3. Factorizaciones con llenado, ILU(τ): Estas factorizaciones deciden in-
troducir o no llenado en función de si el elemento es superior o inferior
a un umbral numérico determinado τ , relativo al valor de los elementos
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de la fila i–ésima de A usando cierta medida (como puede ser el valor
medio de los elementos de la fila i–ésima) [74].
4. Factorizaciones con llenado, ILU(fill, τ): en este caso se usan dos cri-
terios para la introducción de llenado; la posición dentro de la matriz
y un umbral numérico [75]. Aśı al factorizar la fila i–ésima se introdu-
cen todos los llenados que superen un umbral numérico relativo a esa
fila (parámetro τ); una vez acabada la factorización de la fila i–ésima,
sólo se almacena en la estructura de datos de salida tantos elementos
como tuviese la matriz A en la fila i–ésima más 2 · fill (fill elementos
en la parte L y fill elementos en la parte U). Se eligen para su almace-
namiento aquellos con un valor absoluto mayor. Por lo tanto, usando
este método τ controla el umbral numérico de cálculo y el parámetro
fill la cantidad efectiva de llenado.
Precondicionadores multimalla
Son un grupo de métodos que trabajan sobre varias mallas para alcanzar
la solución del problema[76]. Sobre la malla refinada se aplica un método
iterativo suave para eliminar las componentes de error oscilatorias en ese
nivel. Seguidamente se restringen los errores a una malla más gruesa, en
la cual las componentes suaves se convierten en oscilatorias, y se aplica de
nuevo el método suave sobre esta malla. Se repite esto de modo recursivo
hasta llegar al nivel de malla donde se resuelve directamente el sistema. Este
método acelera la convergencia de los métodos iterativos clásicos aplicando
métodos iterativos suaves sobre una jerarqúıa de mallas relacionadas por
una serie de operadores de restricción y prolongación.
Presentan una complejidad en operaciones lineal con el tamaño del sis-
tema, frente a la complejidad cuadrática de los métodos clásicos. Pero por
otro lado consumen más memoria y son menos versátiles en su aplicación
[77, 78].
Precondicionadores basados en descomposición de dominios
Las técnicas de descomposición de dominios [79] intentan resolver el pro-
blema sobre todo el dominio a partir de la solución en cada subdominio Ωi.
Para un dominio genérico Ω dividido en s subdominios, en el que se




Ωi Ωi ∩ Ωj = ∅ (3.25)
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(a) (b)
Figura 3.7: (a) Malla asociada a un dominio dividido en tres subdominios,
(b) matriz asociada a la malla anterior.
Aunque puede darse el caso de que exista solapamiento. Esto implica




Ωi Ωi ∩ Ωj 6= ∅ (3.26)
Para problemas discretizados, es t́ıpico cuantificar la extensión del sola-
pamiento a través del número de ĺıneas de la malla que son comunes a los
dos subdominios.
Partiendo de un dominio Ω discretizado es posible etiquetar los nodos por
cada subdominio de tal forma que se etiqueten primero los nodos internos
a cada subdominio y por último los nodos frontera. La matriz obtenida
presentará un patrón de bloques no nulos en forma de flecha, representándose
el sistema lineal como:


B1 0 0 . . . E1






























El dominio está dividido en s subdominios, por lo tanto cada xi será el
subvector de incógnitas internas al subdominio Ωi y el subvector y indi-
cará todas las incógnitas pertenecientes a la interfaz entre los subdominios.
Las submatrices Bi indican el acoplamiento de las ecuaciones de cada
subdominio con los nodos internos al mismo, las Ei indican el acoplamiento
de las ecuaciones de cada subdominio con los nodos frontera, las Fi se refieren
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al acoplamiento de los nodos frontera de cada subdominio con los nodos
frontera indicados por y. Por último, la matriz C indica el acoplamiento de
los nodos frontera entre śı.
En la figura 3.7(a) se muestra un ejemplo de una malla en forma de L
asociada a un dominio divido en tres subdominios. El etiquetado de los nodos
es de tal forma que primero se numeran los nodos internos a cada uno de
los subdominios y luego los nodos frontera, además, el solapamiento entre
subdominios es de orden uno. En la figura 3.7(b) se representa la matriz
asociada a esta malla, que presenta un patrón en forma de flecha.
En el simulador 3D se han implementado distintas técnicas de precondi-
cionamiento basadas en descomposición de dominios, que serán descritas a
continuación:
1. Método de Schwarz aditivo
Se puede considerar como una forma de iteración por bloques de Jaco-
bi, en la que cada bloque está referido al sistema de ecuaciones asociado
a cada subdominio. La iteración de Jacobi por bloques es un método
en el cual en el paso de una iteración a la siguiente se busca la actuali-
zación de un conjunto (un bloque) de componentes a la vez. Para ello
se realiza un particionamiento de la matriz A y de los vectores solución
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En una iteración k, xk seŕıa el vector solución obtenido en esa iteración
para un determinado bloque. A partir de esto la iteración de Jacobi
calcula su componente i–ésima en la siguiente iteración (k + 1) con
el objetivo de anular la componente i del vector residuo. Es decir
conseguir que:
(b−Ax(k+1))i = 0 (3.31)




















j ) i = 1, ..., p (3.33)









ii βi i = 1, ..., p (3.34)




−1(E + F )xk +D−1b (3.35)
Este método determina el vector solución, para un determinado blo-
que, en la iteración k + 1 utilizando para ello los valores obtenidos en
la iteración anterior k. Es interesante tener en cuenta que el número
de iteraciones necesarias para obtener la convergencia suelen disminuir
rápidamente al aumentar el tamaño del bloque.
Lo visto por el momento seŕıa a nivel de un solo bloque. En conjunto
el algoritmo que se sigue es:
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Figura 3.8: Solapamiento de dominios.
1.- For i=1,...,s s= número de dominios existentes
2.- Obtener los datos externos yi,ext
3.- Calcular el residuo local:
ri = (b−Ax)i = bi −Aixi −Xiyi,ext (3.36)
4.- Resolver







Es decir, en una iteración, cada subdominio calculaŕıa sus incógnitas
locales y utilizaŕıa para ello los valores de las incógnitas externas ob-
tenidos por los otros subdominios en la iteración anterior. Al final de
la iteración se produciŕıa una actualización de la solución obteniendo
aśı una nueva aproximación.
Un caso a tener en cuenta seŕıa la aplicación del método de Jacobi
con solapamiento. Utilizar solapamiento es una buena estrategia para
reducir el número de iteraciones. Hay varias formas posibles de im-
plementar el solapamiento en las iteraciones por bloques de Jacobi.
Tomando como ejemplo la figura 3.8 en la que se muestran tres sub-
dominios, se observa que en ciertas zonas, por ejemplo en la región
triangular, los datos se solapan tres veces y existirán por lo tanto tres
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(a) (b)
Figura 3.9: (a) Etiquetado natural para una malla bicolor, (b) reordena-
miento blanco–negro de los nodos.
versiones distintas de ellos, una por Pk, otra por Pj y una versión local
asociada a Pi. Cuando se intercambian datos durante la fase de itera-
ción es posible reemplazar la versión local de los datos por una externa
o utilizar algún promedio de los datos de las distintas versiones.
2. Método Schwarz multiplicativo
Este método es un algoritmo de Gauss–Seidel por bloques multicolor.
Se puede considerar como una secuencia de eliminación de las com-
ponentes del residuo de los sistemas locales a cada procesador. Cada
eliminación da lugar a una corrección de las variables locales del vector
incógnita, y posteriormente a la corrección del vector residuo global.
Es preciso tener un criterio de ordenamiento global de los subdominios
de modo que subdominios vecinos tengan etiquetas diferentes. La op-
ción seleccionada en este caso, el ordenamiento multicolor, maximiza
el paralelismo.
El ordenamiento multicolor consiste en colorear un grafo, de tal forma
que no haya dos nodos adyacentes del mismo color. Su objetivo es la
obtención de un grafo que utilice el menor número posible de colores.
A continuación se toma como ejemplo el caso más simple, en el que
sólo hay dos colores, blanco y negro.
El grafo de partida muestra el etiquetado natural en el caso de nodos
adyacentes de colores distintos (figura 3.9(a)). En el se puede ver que
los colores están alternados y la numeración es consecutiva. A con-
tinuación se modifica el etiquetado de los nodos numerando primero
todos los nodos de un color para a continuación hacer lo mismo con
los del otro (figura 3.9(b)). Como los nodos de un mismo color no
















en la que D1 y D2 son matrices diagonales.
En nuestro caso concreto, se utiliza el ordenamiento multicolor en un
método basado en descomposición de dominios, dividiendo para ello
el sistema en tantos subdominios como número de procesadores, colo-
reándolos de tal forma que subdominios vecinos tengan colores distin-
tos. Aśı todos los procesadores de un mismo color podŕıan computar
sus partes locales del vector solución en paralelo porque no existe nin-
guna dependencia entre ellas. Al finalizar enviaŕıan los valores obteni-
dos a sus vecinos, permitiendo aśı que otro color empiece su fase de
computación.
Aśı, el reordenamiento multicolor aplica un algoritmo que tiene el si-
guiente esquema:
1.- For col=1,...,numcolor
2.- If (col.eq.mycol) then
3.- Obtener los datos externos yi,ext
4.- Calcular el residuo local:
ri = (b−Ax)i (3.40)
5.- Resolver
Aiδi = ri (3.41)
6.- Actualizar la solución:
xi = xi + δi (3.42)
7.- EndIf
siendo numcolor el número total de colores.
Esta implementación puede permitir también solape entre los domi-
nios, un parámetro de relajación w, etc.
Un problema asociado con el ordenamiento multicolor es el hecho de
que si los subdominios asociados con un color dado están activos, todos
los otros subdominios deberán estar inactivos, limitando la eficiencia
alcanzable por 1/numcolor. Para solucionar esto, es posible dividir la
matriz local en dos bloques, el primero asociado a los nodos internos
y el segundo asociado a los nodos frontera.
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Utilizando esta técnica las computaciones que involucran a los nodos
internos de cada subdominio pueden ser realizadas en paralelo, de mo-
do que el ĺımite de la eficiencia antes establecido se aumenta.
Desde el punto de vista matemático la diferencia existente entre las
iteraciones por bloques de Gauss–Seidel y Jacobi es mı́nima. Gauss–
Seidel actualiza inmediatamente (nada más obtenerlas) las componen-
tes corregidas en el paso i de una cierta iteración y utiliza la solución
aproximada actualizada para computar el residuo necesario para corre-
gir las siguientes componentes a calcular en esa iteración. Mientras
tanto, la iteración de Jacobi utiliza la misma aproximación antigua
del vector solución durante toda la iteración.
3. Métodos basados en el complemento de Schur
Estas técnicas se refieren a métodos que sólo trabajan sobre las varia-
bles de interfaz, utilizando impĺıcitamente las variables internas como
variables intermedias. En este caso se parte de un particionamiento de
la matriz basado en vértices. Se denominan aristas de interfaz todas
las aristas que unen vértices que no pertenecen al mismo subdominio,
siendo los vértices de interfaz aquellos que en un subdominio dado
son adyacentes a una arista de interfaz. Un vértice no es compartido
por 2 particiones con la excepción de que exista solapamiento entre
subdominios. Este tipo de particionamiento es totalmente diferente al
realizado en la figura 3.7(a), en la que si dos vértices están acoplados
tienen que pertenecer al mismo subdominio (particionamiento basado
en arista).
Un ejemplo de particionamiento basado en vértices se encuentra en
la figura 3.10(a), los vértices de interfaz para el subdominio 1 (parte
inferior de la figura, cuadrado izquierdo) son aquellos etiquetados desde
el 10 al 16. La matriz resultante (figura 3.10(b)) es diferente de la
obtenida con un particionamiento por aristas (gráfica 3.7), puesto que
en esta ocasión los nodos de interfaz no se numeran al final en el
etiquetado global, sino que se numeran como los últimos nodos de
cada subdominio.
Es posible escribir el sistema basado en este nuevo etiquetado. La ma-
triz asociada con el particionamiento de las variables en subdominios
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(a) (b)
Figura 3.10: (a)Malla asociada a un subdominio dividido en tres subdominios
según un particionamiento basado en vértice, (b) matriz asociada a la malla
anterior.
tendrá una estructura de bloques con un número de subdominios s.
Tomando como ejemplo la figura 3.10(b), s = 3 y la matriz tendrá una
















representando xi los nodos internos e yi los nodos de interfaz aso-
ciados con el subdominio i. Cada matriz Ai será la matriz local del







donde Bi representa la matriz asociada con los nodos internos del sub-
dominio i, Ei y Fi representan los acoplamientos de los nodos internos
con los nodos de interfaz, por último Ci es la parte local de la matriz
de interfaz C y representa el acoplamiento entre los nodos locales de
interfaz.
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Observando la matriz de la figura 3.10(b) se encuentra que en la es-
tructura de los bloques Aij con j 6= i se encuentra un sub–bloque de
ceros en la parte que actúa sobre la variable xj . Esto es lo esperado







La mayoŕıa de las matrices Eij son cero, puesto que sólo los ı́ndices
j de los subdominios que tengan acoplamiento con el subdominio i
presentarán un Eij 6= 0. Por lo tanto la parte del sistema lineal que es
local al subdominio i es de la forma:
Bixi + Eiyi = fi (3.48)
Fixi + Ciyi +
∑
j∈Ni
Eijyj = gi (3.49)
El término Eijyj es la contribución a la ecuación del subdominio vecino
j y Ni es el conjunto de subdominios adyacentes al subdominio i.
Además, es posible eliminar la variable xi del sistema, extrayéndola
de la ecuación 3.48:
xi = B
−1
i (fi − Eiyi) (3.50)







Eijyj = gi − FiB−1i fi i = 1, ..., s (3.51)
Al primer término de la ecuación 3.51 se le denomina matriz de com-
plemento de Schur local Si = Ci − FiB−1i Ei. Tras resolver la ecuación
anterior se obtendŕıan los valores en los nodos de la interfaz yi para
una cierta iteración (k + 1), utilizando valores de los nodos frontera















que son sustituidos a continuación en la ecuación 3.50 para obtener los
valores de las variables internas xi en la iteración (k+1). Por lo tanto
el procedimiento a seguir comprende tres pasos básicos:
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a) Calcular el vector independiente g′ = g − FB−1f .
b) Resolver el sistema reducido a través de un método iterativo,
como puede ser un método basado en subespacios de Krylov (por
ejemplo GMRES), obteniendo aśı el vector y.
c) Obtener x v́ıa x = B−1 (f − Ey).
Para todos los subdominios las ecuaciones 3.51 se convierten en un
sistema de ecuaciones que implican sólo a los puntos de interfaz yj con
j = 1, 2, ..., s, siendo s el número de subdominios.
Este sistema presenta una estructura por bloques asociada al vector
de incógnitas de cada subdominio, donde los bloques de la diagonal,
conocidos como matrices Si, son generalmente densos mientras que
los bloques Eij , correspondientes a la relación entre incógnitas del
subdominio i–ésimo con las del j–ésimo, son dispersos. De hecho Eij 6=
0 sólo si existe alguna ecuación que los acople. La estructura de dicha
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La estructura del complemento global de Schur S se obtiene teniendo
en cuenta que para particionamientos basados en vértice, la matriz
de complemento de Schur se puede formar a partir de las matrices de
complemento de Schur local (las Si) y la información interfaz–interfaz
(los Eij).
3.3.5. Técnicas de reordenamiento
En la resolución de sistemas lineales dispersos usando precondicionado-
res basados en factorizaciones incompletas, es necesario tener en cuenta el
reordenamiento de las variables con el fin de reducir el número de nuevas
entradas en la matriz (llenado), disminuir el tiempo de computación, etc.
Existen multitud de técnicas de reordenamiento, tanto simétricas, en las
que la misma permutación se aplica sobre las filas y columnas de la matriz,
como no simétricas, sin que se pueda afirmar que un método dado sea el
más adecuado para todos los casos [80].
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En el simulador se han utilizado las funciones de reordenamiento de
matrices que incluye el paquete METIS [62] con el fin de obtener una per-
mutación que permita reducir el llenado. Estas funciones están basadas en
nested dissection multinivel [81, 82]. Este algoritmo se basa en realizar sobre
el grafo de adyacencias de la matriz una operación de partición, buscando un
conjunto pequeño de nodos tales que su eliminación del grafo de adyacencias
deje a este dividido en dos partes sin conexión entre śı. Seguidamente se ree-
tiquetan los nodos de cada grupo consecutivamente, dejando para el final los
nodos que pertenecen al separador. Estos nodos son los únicos adyacentes a
la vez a miembros de los dos subgrafos. A continuación se procede recursi-
vamente sobre cada uno de los subgrafos del mismo modo. Tras aplicar este
algoritmo se obtiene una nueva matriz que presenta un patrón de dispersión
bastante alto, con una forma de “punta de flecha”.
3.3.6. Técnicas de almacenamiento de matrices dispersas
En el caso de las matrices dispersas un factor muy importante a tener
en cuenta es el modo de almacenamiento. Una matriz densa N ×N se suele
almacenar en un vector bidimensional de dimensiones N × N . Sin embar-
go, si la matriz es dispersa, este almacenamiento desperdicia mucho espacio
en memoria porque la mayoŕıa de los elementos de la matriz son nulos y
no necesitan ser almacenados expĺıcitamente, es común almacenar sólo las
entradas diferentes de cero añadiendo información sobre la localización de
estas entradas. Existen muchos esquemas de almacenamiento de matrices
dispersas [83], entre los más utilizados están el CRS (Compressed Row Sto-
rage), el CCS (Compressed Column Storage) y el formato MSR (Modified
Compressed Sparse Row). La elección del esquema más adecuado depen-
derá de las caracteŕısticas del problema a resolver y del patrón (situación
de las entradas no nulas) de la matriz. Para ello se toma como ejemplo la
matriz representada a continuación, cuya dimensión es 8x8 y el número de




1 0 0 2 0 0 0 0
0 0 0 0 0 2 0 3
0 4 0 0 0 0 0 0
0 0 0 0 5 0 0 0
0 0 0 6 6 0 7 0
0 0 0 0 0 0 0 8
9 10 0 0 0 0 0 11





Formato CRS (Compressed Row Storage)
El esquema CRS representa la matriz por medio de tres vectores (Da,
Colind y Rowptr). El vector Da almacena las entradas no nulas de la matriz
al recorrerla por filas, Colind almacena el ı́ndice de columna de cada una
de las entradas y Rowptr almacena la posición del vector Da en la que
empieza cada nueva fila. El resultado del almacenamiento de la matriz en
tres vectores se representa en la tabla 3.1.
Este tipo de almacenamiento representa un ahorro considerable de me-
moria pues para almacenar una matriz de orden N ×N no se necesitan N2
posiciones de memoria, sino únicamente 2α+N + 1.
Da 1 2 2 3 4 5 6 6 7 8 9 10 11 12 13
Colind 1 4 6 8 2 5 4 5 7 8 1 2 8 3 7
Rowptr 1 3 5 6 7 10 11 14 16
Tabla 3.1: Modo de almacenamiento del formato CRS para la matriz dis-
persa.
Formato CCS (Compressed Column Storage)
El esquema CCS representa la matriz por medio de tres vectores (Da,
Rowind y Colptr). El vector Da almacena las entradas no nulas de la matriz
al recorrerla por columnas, y en este caso Rowind almacena el ı́ndice de fila
de cada una de las entradas y Colptr almacena la posición del vector Da en
la que empieza cada nueva columna. El resultado del almacenamiento de la
matriz en tres vectores se representa en la tabla 3.2.
Da 1 9 4 10 12 2 6 5 6 2 7 13 3 8 11
Rowind 1 7 3 7 8 1 5 4 5 2 5 8 2 6 7
Colptr 1 3 5 6 8 10 11 13 16
Tabla 3.2: Modo de almacenamiento del formato CCS para la matriz dis-
persa.
Formato MSR (Modified Compressed Sparse Row)
El esquema MSR representa la matriz por medio de dos únicos vectores
(Da, Index). El vector Da almacena las entradas de la matriz, empezando
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por toda la diagonal, dejando a continuación una entrada en blanco (en la
tabla 3.3 marcado con −1), para seguir con el resto de los valores no nulos al
recorrer la matriz por filas. El vector Index almacena en las N + 1 primeras
entradas la posición del dato en el vector Da que comienza cada una de
las filas, y a continuación la columna correspondiente a cada dato de las
entradas no diagonales del vector Da. El resultado del almacenamiento de
la matriz en los dos vectores se representa en la tabla 3.3.
Da 1 0 0 0 6 0 0 0 -1 2 2 3 4 5 6 7 8 9 10 11 12 13
Index 10 11 13 14 15 17 18 21 21 4 6 8 2 5 4 7 8 1 2 8 3 7
Tabla 3.3: Modo de almacenamiento del formato MSR para la matriz dis-
persa.
Formato HB (Harwell Boeing)
Este formato de almacenamiento [84] está basado en el CCS. A la matriz
almacenada en formato CCS se le añaden simplemente unas cabeceras que
contienen información relativa al formato de almacenamiento y a los requeri-
mientos de espacio. Suponiendo que no se almacena el vector independiente,
la matriz en formato H/B estará formada por tres bloques de datos conse-
cutivos que contendrán los vectores Da, Rowind y Colptr, y cuatro ĺıneas
iniciales de cabecera que nos darán el número de ĺıneas ocupadas por cada
uno de los vectores, el número total de filas y de elementos no nulos, el tipo
de matriz, etc.
Si también se almacena el vector independiente habŕıa que añadir un
cuarto bloque de datos y una quinta ĺınea de cabecera. Este bloque con-
tendŕıa los valores numéricos del vector independiente (aunque también se
podŕıa escoger almacenarlo en el mismo formato utilizado para la matriz),
y la nueva ĺınea de cabecera informaŕıa de la dimensión del vector inde-
pendiente, del número de filas que ocupa y del formato escogido para su
almacenamiento.
3.4. Estructura del simulador 3D paralelo
Es posible dividir el código del simulador 3D en tres partes diferentes:
preprocesado, procesado y postprocesado. De estas tres etapas, sólo la eta-
pa de procesamiento se realiza completamente en paralelo. A continuación
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se describirán detalladamente cada una de las tres etapas del proceso de
simulación.
3.4.1. Preprocesado
Inicialmente en la etapa de preprocesado, se genera la malla y los ficheros
de entrada, que contienen información sobre parámetros geométricos, f́ısicos
y de polarización del dispositivo que serán considerados posteriormente en
la simulación.
Las caracteŕısticas geométricas del dispositivo fueron utilizadas previa-
mente por los programas QMG o MMG para la generación de la malla de
elementos finitos. Además, también son usadas, junto con las caracteŕısticas
f́ısicas para asignarle el valor de los parámetros de entrada a cada nodo de
la malla.
La entrada de datos se realiza a través de un fichero de texto que se divi-
de en una serie de partes. En primer lugar se define el material de referencia,
teniendo en cuenta que las caracteŕısticas eléctricas del dispositivo no de-
penden del material elegido como referencia, proporcionando las siguientes
constantes relativas a dicho material: temperatura, concentración intŕınseca,
densidades efectivas de estados, afinidad electrónica y anchura de la banda
prohibida.
Una vez fijado el material de referencia se introducen las caracteŕısticas
de cada región del dispositivo indicándose para cada zona: el material que
lo forma, el perfil y el tipo de dopado, las movilidades de los portadores
para cada tipo de portador, la constante dieléctrica relativa del material, la
afinidad electrónica, la anchura de la banda prohibida, la masa efectiva para
la densidad de estados de electrones, la masa efectiva para la densidad de
estados de huecos, etc. A continuación estas magnitudes son escaladas y se
almacena su valor en cada uno de los nodos.
Por último, para poder polarizar el dispositivo, se especifican en otro
fichero el número de potenciales y su valor en cada uno de los contactos para
todas las polarizaciones a estudiar, además de especificar el incremento de
la polarización para cada uno de ellos.
3.4.2. Procesado
Durante esta etapa se procede a resolver las ecuaciones que modelan el
comportamiento del dispositivo. Un diagrama de flujo de este proceso se
muestra en la figura 3.11.
En primer lugar se calcula una solución en equilibrio térmico para el
potencial electrostático. Seguidamente se polariza el dispositivo, para lo cual
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Figura 3.11: Diagrama de flujo de la etapa de procesamiento del simulador
3D paralelo basado en el modelo de arrastre–difusión.
se van produciendo pequeños incrementos de las tensiones en cada uno de los
contactos hasta alcanzar el valor de la polarización. Para cada una de estas
tensiones se calcula una solución inicial que se utilizará en la resolución de
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las ecuaciones de Poisson y de continuidad de electrones y huecos. Una vez
acabada esta etapa, si no se ha alcanzado el valor de polarización, se procede
a incrementar el valor de la tensión en los contactos. En caso contrario
se comprueba si hay que alcanzar una nueva polarización y entonces, se
continúa todo el proceso o se finaliza la parte de procesamiento.
Solución en equilibrio térmico
Antes de polarizar el dispositivo se procede a calcular una solución en
equilibrio térmico para lo cual, en primer lugar, se calcula una solución
aproximada para el potencial electrostático, que servirá para resolver pos-
teriormente la ecuación de Poisson, la cual dará el valor del potencial en
equilibrio térmico.
El cálculo de la solución aproximada está basado en suponer que la
concentración de portadores mayoritarios coincide con el dopado en el nodo
en el que se va a calcular el valor del potencial ψ.
Bajo esta aproximación si se supone que la región es de tipo N , a una
temperatura de 300 K, y la concentración de electrones es aproximadamente
igual al dopado, puesto que en equilibrio φn = 0, a partir de la expresión 2.45
se tiene que:






teniendo en cuenta que la concentración intŕınseca efectiva de los electrones,

























A partir de estas expresiones se puede sustituir la ecuación 3.56 en la
ecuación 3.55. Además, utilizando la expresión 3.57 para el término expo-






Utilizando las aproximaciones para la integral de Fermi de orden 1/2 de
la tabla 3.4 [85], la ecuación no lineal 3.58 se resuelve anaĺıticamente cuando
|η| ≥ 10, y en el otro caso se aplica el método de Newton.
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η ≤ −10 exp(η)
−10 < η < 10 exp(−0.3288 + 0.7404η − 0.0454η2 − 8.79710−4η3 + 1.511710−4η4)





Tabla 3.4: Aproximaciones para la integral de Fermi–Dirac de orden 1/2.
A partir de esa solución y teniendo en cuenta la expresión 3.57, es posible
obtener una primera aproximación para el potencial en equilibrio para cada
nodo ψi.
El valor obtenido del potencial con esta primera aproximación no es lo
suficientemente preciso como para poder ser utilizado como potencial en
equilibrio por lo que se va a aplicar una segunda aproximación, la cual
está basada en resolver la ecuación de Poisson.
Teniendo en cuenta que el cuasipotencial de Fermi de electrones es igual
a cero en el equilibrio y usando el valor obtenido en esta primera aproxi-
mación para el potencial se resuelve la ecuación de Poisson en el dispositivo
en equilibrio. De este modo se procede a resolver la ecuación de Poisson
discretizada y linealizada usando el método de Newton hasta obtener la
convergencia.
Estrategias de aproximación inicial
Dado que la convergencia de los métodos de resolución de ecuaciones no
lineales tipo Newton dependen fuertemente de que la solución inicial escogida
esté lo suficientemente próxima a la solución final, es muy interesante buscar
esta aproximación inicial a la solución. Además en el caso del método de
Newton nos garantiza la convergencia cuadrática. Estos métodos y algunas
de sus propiedades se han tratado en la sección 3.2.1.
En la rutina de aproximación inicial se calculan los incrementos del po-
tencial y de los cuasipotenciales de huecos y electrones cada vez que se aplica
un incremento de la tensión en los contactos, de modo que sumando el resul-
tado obtenido al valor previo del potencial se obtiene la aproximación inicial
a la solución buscada. Esta aproximación está basada en despreciar el incre-
mento de recombinación producido por el aumento de las tensiones aplicadas
a los contactos del dispositivo y considerar que no vaŕıa la concentración de
mayoritarios.
Para una cierta polarización del dispositivo hay asociado a cada nodo
un valor del potencial y de los cuasipotenciales de huecos y de electrones.
Al aumentar las tensiones en los contactos ∆VS , ∆VG y ∆VD, se busca una
aproximación a la solución mediante la resolución secuencial de dos sistemas
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de ecuaciones lineales, uno para los incrementos del cuasipotencial de Fermi
de electrones y otro para los incrementos del cuasipotencial de Fermi de
huecos.
Estos sistemas se crean de modo similar al usado para resolver las ecua-
ciones de continuidad, pero utilizando los incrementos de las densidades
de corriente ∆Jn, ∆Jp y ∆R en lugar de utilizar las magnitudes totales y
haciendo uso de algunas aproximaciones numéricas. Además, se puede su-
poner que el incremento de la recombinación es nula, por lo que se cumple
que ∆R = 0. Teniendo en cuenta las consideraciones anteriores se obtiene
un sistema de ecuaciones lineales.
Una vez resueltas las ecuaciones anteriores y obtenido la aproximación
para los cuasipotenciales de Fermi en la nueva polarización, se procede a
realizar una aproximación para el potencial electrostático suponiendo que la
concentración de mayoritarios no se ve modificada por el incremento de la
polarización.
Solución de las ecuaciones de Poisson y de continuidad
Para una polarización dada y a partir de la aproximación inicial a la so-
lución calculada anteriormente se procede a resolver las ecuaciones de Pois-
son 2.101 y de continuidad de electrones 2.121 y de huecos 2.122, discretiza-
das en la sección 2.3, utilizando el método iterativo de Gummel (explicado
en la sección 3.2.2).
Aplicando el método de Gummel se desacoplan las ecuaciones de Pois-
son y de continuidad de electrones y de huecos, y se resuelven por separado
de forma iterativa hasta obtener la convergencia de las tres ecuaciones a
la vez. En el caso particular de la aplicación del simulador al estudio es-
tad́ıstico de la influencia de las fluctuaciones de parámetros intŕınsecos, en
el que los requerimientos computacionales son extremadamente elevados, es
posible prescindir de la resolución de la ecuación de continuidad de huecos
y de la recombinación, y resolver únicamente las ecuaciones de Poisson y de
continuidad de electrones.
El algoritmo alcanza la convergencia si al final se llega a la solución
del sistema de ecuaciones planteado. Para cumplir este objetivo se pueden
utilizar varias estrategias [29, 86]. En general no basta con observar si el
incremento de las variables es menor en la última iteración que en la anterior
e ir repitiendo el proceso, sino que también se tiene que comprobar que la
sustitución de los nuevos valores de las variables en las ecuaciones provoca
que el error sea siempre menor. Con el fin de intentar cumplir estos objetivos
se utilizan diferentes criterios. En primer lugar se limita el valor máximo del
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incremento de las variables en la nueva iteración al valor obtenido en la
iteración anterior. Además, si el error en la nueva iteración es superior al
anterior se utiliza un factor de amortiguamiento en la solución tk en el paso




i = 0, 1, 2, . . . (3.59)
Además, es preciso tener en cuenta que si se utiliza un paso muy alto en
los incrementos de la polarización o si la malla de elementos finitos no es de
buena calidad, por ejemplo por presentar pocos nodos o por tener tetraedros
con ángulos obtusos, se pueden producir soluciones espúreas, sobre todo
en el caso de las ecuaciones de continuidad, por lo cual también se limita
el incremento máximo de la solución al valor del incremento del potencial
aplicado.
Se utilizan diferentes estrategias para fijar el criterio de convergencia
de la solución, como exigir que la norma del vector residual o del vector
incremento de la solución sea menor que el valor de un parámetro dado, y
que no se supere un número máximo de iteraciones para cada una de las
ecuaciones ni para el sistema desacoplado.
Resolución de los sistemas de ecuaciones lineales
Tanto en el caso de la aproximación lineal, como en el de las ecuaciones
de Poisson y de continuidad de huecos y de electrones, es preciso resolver un
sistema lineal de ecuaciones de dimensión el número de nodos de la malla
de elementos finitos utilizada.
Para poder realizar esto se ha utilizado la libreŕıa PSPARSLIB [87]. Los
motivos para la elección de esta libreŕıa y sus principales caracteŕısticas se
explican en la sección 4.2.1.
En el simulador se han implementado varios métodos de resolución, y
se han seleccionado para su uso el método de Schwarz aditivo y el método
del complemento de Schur, debido a que son los más eficientes para resol-
ver los sistemas lineales que surgen de la simulación. En cualquiera de los
casos en los que hay que resolver sistemas de ecuaciones lineales es posible
seleccionar el tipo de resolutor que se desea utilizar y, además, asignarle
diferentes parámetros como, por ejemplo, el nivel de llenado o la dimensión
del subespacio de Krylov. De este modo es posible seleccionar el resolutor y
los parámetros que mejor se adapten a cada caso.
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3.4.3. Postprocesado
Durante esta etapa se procede a analizar y visualizar los datos obtenidos
por el simulador. Estos datos son grabados en diferentes ficheros. El usuario
también puede escoger guardar los datos que más le interesan y evitar de
esta manera generar demasiada información no útil.
Entre otros parámetros se muestran las densidades de corriente en to-
dos los contactos para cada unos de los incrementos de la polarización, los
parámetros de pequeña señal para las tensiones que se indiquen en el fichero
de polarizaciones, los valores del potencial, de los cuasipotenciales de Fermi
de los portadores, concentraciones, etc., en cada nodo del dispositivo, en un
plano de corte, o a lo largo de una ĺınea.
Los valores anteriores se graban en diferentes ficheros en formato AS-
CII, fácilmente modificables, para poder ser procesados posteriormente por
programas gráficos, como por ejemplo Tecplot [88].
El simulador permite además hacer un seguimiento opcional por el usua-
rio de los pasos necesarios para alcanzar la solución, como por ejemplo, el
número de iteraciones, las normas de los incrementos de la solución y del
error, etc. Además, es posible guardar los valores de la matriz de coeficientes
y del vector independiente en un momento dado de la simulación, lo cual
resulta útil para analizar las propiedades de dichos sistemas.
3.5. Resumen
Una vez obtenidas, en el caṕıtulo 2, las expresiones matemáticas que
componen el modelo de arrastre–difusión, en este caṕıtulo se ha descrito la
implementación paralela de estas ecuaciones en el simulador. Para ello ha
sido necesaria la introducción de las técnicas de mallado y particionamiento
de las mallas tetraédricas de elementos finitos que representan el problema
a estudiar. A continuación, se han mostrado las diferentes estrategias utili-
zadas en la linealización de los sistemas de ecuaciones no–lineales acoplados
que forman estas ecuaciones, como son el método de Newton–Raphson y el
método de Gummel, y en la posterior resolución de los sistemas de ecua-
ciones lineales generados con el proceso de linealización. Para ello se han
presentado los métodos de resolución directos e iterativos, las principales
técnicas de precondicionamiento aplicadas como complemento a los méto-
dos iterativos y se ha introducido el concepto de técnicas de reordenamiento
de las matrices dispersas, muy útiles para acelerar el proceso de resolución de
los sistemas lineales. Como conclusión del caṕıtulo se ha descrito brevemente
la implementación en el simulador de las ecuaciones de arrastre–difusión y
94 Caṕıtulo 3. Implementación paralela y resolución de sistemas
de su proceso de resolución.
Caṕıtulo 4
Optimización del simulador
3D paralelo basado en
arrastre–difusión
Uno de los principales problemas relacionados con la simulación de dis-
positivos semiconductores, sobre todo cuando se requiere alta precisión y
simulaciones tridimensionales, es su elevado coste computacional. Esto es
debido a la alta cantidad de datos a procesar y a la lentitud de las técnicas
numéricas empleadas. Además, en este tipo de simulaciones es necesaria la
disponibilidad de una gran cantidad de memoria. En general las estaciones
de trabajo comunes tienen problemas para llevar a cabo este tipo de simula-
ciones correctamente. Además, si es necesario realizar análisis estad́ısticos,
el coste computacional se multiplica por el tamaño de la muestra estad́ıstica.
Para resolver este problema es fundamental el uso de máquinas paralelas y
algoritmos apropiados de tal forma que se obtenga el máximo rendimiento
posible con una precisión adecuada.
En este trabajo se utiliza un simulador 3D paralelo de dispositivos HEMT
en el estudio de la influencia de las fluctuaciones de parámetros intŕınsecos
en las curvas caracteŕısticas de los dispositivos y en los parámetros de pe-
queña señal. Para ello, es necesario llevar a cabo estudios estad́ısticos en los
que el número de simulaciones a realizar es muy elevado. Todo esto hace ne-
cesaria la optimización del simulador de tal forma que se minimice el tiempo
de ejecución y el consumo de memoria. El uso del paralelismo en este caso es
sumamente necesario puesto que permite reducir el tiempo de computación
del problema, ya que la idea básica del procesamiento en paralelo consiste
en la subdivisión del problema en un conjunto de partes resolubles de forma
concurrente, de manera que el tiempo total de resolución del problema quede
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dividido por el número de procesadores utilizados. El grado de consecución
de este objetivo depende básicamente de dos factores, la sobrecarga compu-
tacional generada por la paralelización del problema y el equilibrio de carga
conseguido entre el conjunto de procesadores.
Por lo tanto, se intentan alcanzar dos objetivos principalmente. En pri-
mer lugar se trata de encontrar los algoritmos de resolución de sistemas
lineales más apropiados para nuestro problema en particular, de tal forma
que se minimice el tiempo de ejecución. Una vez conseguido, en segundo lu-
gar se analizan diversos procedimientos para la optimización del simulador
tridimensional de tal forma que se mejore la eficiencia paralela del proceso
de simulación.
En este caṕıtulo inicialmente se mencionan las caracteŕısticas del compu-
tador paralelo utilizado en la obtención de todos los resultados presentados
en este trabajo, a continuación se muestra un análisis de algunos de los
métodos de resolución y técnicas de precondicionamiento disponibles para
la solución de los sistemas de ecuaciones lineales dispersos a resolver en el
simulador de dispositivos, aśı como de los parámetros que tienen una mayor
importancia en el tiempo de ejecución. Por último se presentan dos estrate-
gias de optimización del simulador 3D paralelo de dispositivos HEMT basado
en el modelo de arrastre–difusión. En primer lugar se trata de optimizar la
etapa de resolución de los sistemas lineales de ecuaciones implementada en
el simulador, puesto que esta es la etapa más costosa de toda la simulación.
En segundo lugar se presenta una nueva estrategia de particionamiento de
las mallas de dispositivos HEMT utilizadas, de tal forma que se tenga en
cuenta su comportamiento f́ısico.
4.1. Supercomputadores Paralelos
A lo largo de los años en los que se ha desarrollado este trabajo se han
utilizado varios supercomputadores paralelos, pertenecientes a diferentes ins-
tituciones.
En trabajos relacionados con el estudio de los métodos de resolución
de sistemas lineales dispersos en el contexto de la simulación de dispositivos
semiconductores [89, 90, 91] se ha utilizado un cluster Beowulf, perteneciente
al CESGA (Centro de Supercomputación de Galicia) [92]. Este cluster estaba
formado por 16 procesadores Pentium III a 1GHz, cada uno de ellos con
512MB de RAM. Las comunicaciones se realizaban a través de una red
Myrinet 2000.
Además de este computador, también se han utilizado, en estudios ini-
ciales de la eficiencia paralela del simulador de dispositivos [93], una máqui-
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na Sun Fire E15K, perteneciente al EPCC (Edinburgh Parallel Computing
Centre) [94], y el supercomputador Mare Nostrum perteneciente al BSC
(Barcelona Supercomputer Centre) [95].
En la calibración de uno de los dispositivos HEMT utilizados en este
estudio [96] se ha utilizado un cluster con 100 procesadores AMD Opteron
a 2.2 GHz, perteneciente al grupo de modelado de dispositivos de la Uni-
versidad de Glasgow [97]. Por último, la máquina paralela más utilizada en
este trabajo es el cluster HP Superdome, perteneciente al CESGA, cuyas
principales caracteŕısticas serán descritas en el siguiente apartado.
4.1.1. Cluster HP Integrity Superdome
Todos los resultados numéricos que se presentan a continuación, han
sido obtenidos en un cluster HP Superdome formado por dos servidores HP
Integrity Superdome, cada uno con 64 procesadores Itanium 2 a 1.5 GHz y 6
MBbytes de cache integrados en el propio chip. En total el sistema dispone
de 384 Gbytes de memoria y 4.6 Terabytes para almacenamiento temporal
o scratch repartidos en 128 discos SCSI, además de otros 16 discos de 72
Gbytes para el sistema operativo (1.1 Terabyte). El rendimiento pico del
sistema es de 768 Gflops.
4.2. Análisis de los métodos de resolución de sis-
temas dispersos de ecuaciones lineales
En el estudio de las técnicas de resolución de sistemas lineales dispersos
asociados con la simulación de dispositivos semiconductores hemos utilizado
una serie de libreŕıas numéricas paralelas, que implementan diversos méto-
dos de resolución y técnicas de precondicionamiento. Inicialmente, en este
apartado, se describen las principales caracteŕısticas de cada una de las li-
breŕıas numéricas utilizadas, para a continuación presentar un análisis de
la eficiencia de algunos de los diferentes métodos de resolución implemen-
tados. Por último se muestran las principales conclusiones extráıdas de este
análisis.
4.2.1. Libreŕıas numéricas
Existen un gran número de libreŕıas numéricas para la resolución de
sistemas lineales tanto densos como dispersos. Considerando las libreŕıas es-
pecializadas en la resolución de sistemas dispersos, existen tanto libreŕıas
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secuenciales como paralelas. Ejemplos de libreŕıas secuenciales son las li-
breŕıas HSL [98], YSMP (Yale Sparse Matrix Package) [99] y SPARSKIT
[100]. Por otro lado, entre las principales libreŕıas paralelas que permiten la
resolución de sistemas lineales dispersos se encuentran Aztec [101], BlockSol-
ve [102], PETSc [103, 104], PSPARSLIB [87, 105], SuperLU [106], pARMS
[107] y MUMPS [108].
En este trabajo se han utilizado solamente libreŕıas paralelas, basadas
algunas de ellas en métodos de resolución directos y otras en métodos itera-
tivos. A continuación se describen brevemente las caracteŕısticas principales
de las libreŕıas utilizadas en este trabajo.
SuperLU
La libreŕıa SuperLU fue desarrollada entre el NERSC (National Energy
Research Scientific Computing Center) y la Universidad de Berkeley. Tiene
como objetivo la resolución de una factorización LU completa en diversas
arquitecturas. Se utiliza generalmente en la solución directa de grandes sis-
temas dispersos y no–simétricos de ecuaciones lineales en máquinas de alto
rendimiento. Está formada por los siguientes módulos:
SuperLU Secuencial: diseñada para procesadores secuenciales con uno
o más niveles en la jerarqúıa de memoria (cachés).
SuperLU Multithreaded: planteada para multiprocesadores de memo-
ria compartida.
SuperLU Distribuida: está diseñada para procesadores paralelos de
memoria distribuida.
En nuestro caso se utilizará el módulo SuperLU Distribuido. Está imple-
mentado en ANSI C, aunque es sencillo compaginarlo con Fortran, y utiliza
MPI para las comunicaciones, siendo su modelo de programación SPMD. La
libreŕıa incluye rutinas que le permiten manejar matrices tanto reales como
complejas en doble precisión. Incorpora una serie de ideas algoŕıtmicas que
explotan las caracteŕısticas de las arquitecturas de computadores modernas,
particularmente la organización multinivel de la caché. Puede utilizarse con
un número de procesadores elevado, alcanzándose una tasa de factorización
de 10.2 Gigaflops en un Cray T2E de 512 procesadores. A continuación se
describe su algoritmo básico de funcionamiento:
1. Equilibrar la matriz A: computar las matrices diagonales Dr y Dc de
tal forma que Â = DrADc esté mejor condicionada, es decir que Â
−1
sea menos sensible a perturbaciones de lo que seŕıa A−1.
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2. Reordenar las filas de Â: reemplazar Â por Â′ = PrÂ, donde Pr es la
matriz de permutación.
3. Ordenar las columnas de Â′ : para incrementar la dispersidad de los
factores L y U computados, e incrementar el paralelismo. En otras
palabras, reemplazar Â′ por Â′′ = PcÂP
T
c .
4. Computar la factorización LU de Â′′ .
5. Resolver el sistema utilizando los factores triangulares computados.
6. Computar los márgenes de error.
La matriz de entrada A se encuentra distribuida entre los procesadores,
que utilizan una distribución basada en bloques de filas. Es decir, cada pro-
cesador posee un bloque de filas consecutivas de A. En el caso de las matrices
L y U se puede decir que están divididas entre todos los procesadores por
medio de un mapeado ćıclico por bloques.
El tamaño concreto de cada asignación de bloques a procesadores depen-
de de la estructura de no ceros de la diagonal. Todos los bloques diagonales
serán cuadrados y contendrán sólo elementos no nulos, requisito no exigible
para los bloques no diagonales. Al utilizar un mapeado ćıclico por bloques
se desacoplan los procesadores en filas para la matriz L y en columnas para
la matriz U . En este mapeado 2D, cada bloque de columna de L pertenece
a más de un procesador. Además de los valores numéricos almacenados en
un vector por columnas, nzval, es necesaria información para interpretar la
localización y el sub́ındice de fila de cada no cero, esto se almacena en un
vector de enteros llamado index que incluye información para la columna
de bloques completa y para cada bloque individual de ella. Muchos bloques
no diagonales son ceros y por lo tanto no son almacenados, y tampoco se in-
cluyen los ceros en un bloque de no ceros. Por otro lado tanto los triángulos
inferior y superior que forman los bloques de la diagonal se almacenan en
la estructura de datos de L. Para U se utiliza un almacenamiento orientado
por bloques filas, aunque los valores numéricos dentro de cada bloque siguen
siendo por columnas. De forma similar a L también se emplean un par de
vectores indice−nzval para el almacenamiento de los bloques de filas de U .
MUMPS
MUMPS (Multifrontal Massively Parallel Solver) es una libreŕıa para
la resolución de sistemas lineales de ecuaciones del tipo Ax = b, siendo A
una matriz dispersa que puede ser no–simétrica, simétrica definida positiva,
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o simétrica en general. MUMPS utiliza una técnica multifrontal que no es
más que un método directo basado en la factorización de la matriz.
Este paquete permite la solución del sistema transpuesto, análisis de
error, refinamiento adaptativo, escalado de la matriz original, y obtención
de la matriz del complemento de Schur. Ofrece varios algoritmos propios
de reordenamiento, una interfaz que permite utilizar paquetes externos de
ordenamiento, como por ejemplo METIS, e incluso permite que el usuario
proporcione su propio ordenamiento.
La libreŕıa está escrita en Fortran 90 y su versión paralela utiliza MPI
para el paso de mensajes. MUMPS distribuye el trabajo entre los procesa-
dores, pero un procesador maestro es necesario para realizar la mayoŕıa de
la fase de análisis, para la distribución de la matriz de entrada entre los pro-
cesadores esclavos en el caso de que esta esté centralizada y para recopilar
la solución. El sistema lineal es resuelto en tres etapas:
Análisis. El procesador maestro realiza un ordenamiento basado en el
patrón (A + AT ) y lleva a cabo una factorización simbólica. A conti-
nuación se realiza un mapeado del grafo computacional multifrontal y
se transfiere la información simbólica desde el master hacia los otros
procesadores. Utilizando esta información los procesadores estiman la
memoria necesaria para la factorización y la solución.
Factorización. La matriz original se distribuye a los procesadores que
participan en la factorización numérica. La factorización en cada ma-
triz es dirigida por el procesador maestro y por uno o más procesadores
esclavos, determinados dinámicamente. Cada procesador destina un
array para los bloques y los factores obtenidos, que deben conservarse
para la fase siguiente.
Solución. El vector independiente b es distribuido desde el maestro
hacia los otros procesadores. Estos procesadores computan la solución
x utilizando para ello los factores distribuidos que han sido calculados
en la etapa anterior, y finalmente la solución es reconstruida en el
master o permanece distribuida en los procesadores.
Tanto para los algoritmos simétricos y no–simétricos utilizados en el códi-
go se ha escogido una aproximación completamente aśıncrona con una distri-
bución dinámica de las tareas computacionales. La comunicación aśıncrona
es utilizada para permitir el solapamiento entre comunicaciones y compu-
taciones. La asignación dinámica de tareas permite al algoritmo adaptarse
en tiempo de ejecución y redistribuir trabajo y datos a los procesadores
más apropiados. En realidad, se combinan las caracteŕısticas básicas de las
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aproximaciones dinámicas y estáticas, puesto que se utiliza la estimación
obtenida durante la fase de análisis para mapear algunas de las principales
tareas computacionales, mientras que las otras tareas se asignan en tiempo
de ejecución. De igual forma, las principales estructuras de datos, como por
ejemplo la matriz original, se mapean parcialmente de acuerdo con la fase
de análisis.
PSPARSLIB
La libreŕıa PSPARSLIB es una libreŕıa de resolutores paralelos iterativos
que proporciona una serie de módulos utilizados para simplificar el desarrollo
y la implementación de resolutores iterativos dispersos en computadores de
memoria distribuida. PSPARSLIB resuelve sistemas lineales dispersos que se
encuentran distribuidos entre varios procesadores, pudiendo trabajar tanto
con matrices simétricas o no–simétricas, incluso con patrones irregulares.
Está escrita básicamente en Fortran aunque incluye un número pequeño de
módulos en C, utilizando la libreŕıa MPI para paso de mensajes.
Hay dos formas distintas de preparar la matriz para los resolutores itera-
tivos. En la primera, el particionamiento puede determinarse de antemano
y cada nodo crear su propia parte local del sistema lineal. En la segunda,
un nodo lee el sistema lineal completo, para a continuación particionar la
matriz y distribuir el sistema entre los procesadores participantes.
La libreŕıa PSPARSLIB está compuesta de los siguientes módulos:
Un particionador de grafos simple.
Rutinas para reordenar y formar las matrices locales.
Aceleradores Krylov: CG, GMRES, FGMRES, DQGMRES, BCGS-
TAB, QMR y TFQMR.
Precondicionadores basados en descomposición de dominios, como el
método de Jacobi por bloques, el método SOR multicolor o técnicas
de complemento de Schur. Para cada uno de los precondicionadores es
posible elegir si se desea que exista o no solapamiento.
Herramientas de preprocesamiento, como pueden ser rutinas de parti-
cionamiento, de mapeado, rutinas de datos locales y algunas rutinas
de color.
Realizando un estudio del código desarrollado en esta libreŕıa, el pro-
cedimiento a seguir seŕıa el siguiente: el procesador maestro lee la matriz
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completa, particiona el grafo y reparte las matrices locales a cada procesa-
dor. Una vez que cada uno recibe su submatriz, crean un vector de mapeado
que contiene la lista nodo–procesador al que pertenece, determinan la infor-
mación frontera, es decir, el número de procesadores adyacentes, la lista de
procesadores vecinos, los nodos frontera internos ordenados por procesador,
etc. Una vez formada la matriz local, que no será más que una forma reor-
denada de las ecuaciones iniciales, se hace una factorización incompleta LU
de la matriz, como precondicionamiento. El paso siguiente es proponer una
solución inicial y resolver el problema utilizando un resolutor, de los disponi-
bles en la libreŕıa, junto con un precondicionador basado en descomposición
de dominios.
Si como precondicionador se utiliza el método Schwarz aditivo con sola-
pamiento, en la fase de solución se dan dos casos posibles:
Si el número máximo de iteraciones del precondicionador, fijado como
parámetro de entrada, es igual a cero, el resolutor interno resuelve
simplemente una factorización ILU(fill,τ). Es decir se implementa una
factorización incompleta LU en la que se permite controlar el llenado
(fill) de la matriz, que tiene en cuenta además el parámetro τ que
indica un valor mı́nimo a partir del cual se permite el llenado.
Si el número máximo de iteraciones del precondicionador es mayor de
cero se resuelve el problema utilizando GMRES precondicionado con
ILU(fill,τ). Este caso se utiliza sólo cuando el resolutor elegido es el
FGMRES, que permite la variación del precondicionador en cada paso.
Si por el contrario se utiliza como precondicionador el método SOR mul-
ticolor, se observa que el código es prácticamente idéntico al del caso ante-
rior, aunque en este caso se utiliza la rutina multicD, que será la encargada
del ordenamiento multicolor. El algoritmo empleado en la implementación
de esta rutina está basado en una ordenación topológica tal que a nivel de
programación el paralelismo sea del orden del diámetro del grafo. La rutina
multicD proporciona el número de colores distintos asignados a los proce-
sadores adyacentes y el color asignado al procesador local. En el caso del
resolutor interno, se llaman a las rutinas msorlu (msorlut) que resuelven el
sistema por medio de una factorización incompleta LU de la matriz (o de su
traspuesta).
PETSc
PETSc (Portable Extensible Toolkit for Scientific Computing) es una
libreŕıa utilizada en la resolución numérica de ecuaciones diferenciales par-
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ciales y problemas similares en computadoras de alto rendimiento. Contiene
un conjunto de estructuras y rutinas que combinadas componen los bloques
empleados en implementación de códigos para aplicaciones a gran escala en
ordenadores paralelos. Entre sus herramientas están incluidas un grupo de
resolutores de ecuaciones lineales y no–lineales, que se pueden utilizar en
códigos escritos en Fortran, C y C++. Utiliza paso de mensajes v́ıa MPI y
no asume compartición f́ısica de datos o un espacio de direcciones global.
Alguno de los módulos de PETSc están relacionados con:








Marcadores de tiempo para resolver ecuaciones no lineales dependien-
tes del tiempo.
Cada módulo consiste en una interfaz abstracta y una o más implemen-
taciones usando estructuras de datos particulares, puede decirse que PETSc
consiste en un conjunto de libreŕıas (parecidas a las clases de C++), donde
cada una de ellas manipula una familia de objetos (por ejemplo vectores), y
las operaciones que se pueden realizar sobre estos objetos. Al estar escrita en
un modelo orientado a objetos, todas las estructuras de datos están ocultas
para el usuario. Su infraestructura crea una base para producir aplicaciones
de gran escala, por lo cual es útil considerar las interrelaciones entre los
diferentes módulos de PETSc.
Las matrices se encuentran almacenadas por defecto en formato RCS,
aunque cabe la posibilidad de utilizar otros formatos, como pueden ser BCRS
(Block Compressed Row Storage) o BDS (Block Diagonal Storage), que pue-
dan resultar más eficientes en problemas con múltiples grados de libertad
por nodo. En la distribución paralela de la matriz cada proceso posee lo-
calmente una submatriz formada por filas contiguas en la matriz global.
Siempre hay que tener en cuenta que las estructuras de datos son internas,
pasándose los distintos elementos a través de llamadas a funciones.
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Para la resolución de sistemas de ecuaciones lineales el objeto más im-
portante es SLES, puesto que proporciona un acceso uniforme y eficiente a
los resolutores de sistemas lineales, paralelos y secuenciales, directos e itera-
tivos. Como la base de la mayoŕıa de los códigos actuales para la resolución
iterativa de sistemas lineales se encuentra en la combinación de un método
de resolución basado en subespacios de Krylov y un precondicionador, cada
objeto SLES contiene normalmente a otros dos objetos:
KSP (Krylov Space Method), formado por el método iterativo y cuyo
contexto contiene información relacionada con el método elegido.
PC (Preconditioners), contiene información sobre los parámetros rela-
tivos al precondicionador elegido.
Los métodos iterativos de los que dispone esta libreŕıa son: Richardson,
Chebyshev, CG, GMRES, TCQMR, BCGS, CGS, TFQMR, CR y LSQR.
Estos métodos iterativos se suelen emplear en combinación con un precon-
dicionador, siendo posible utilizar: Jacobi, Jacobi por bloques, Gauss–Seidel
por bloques (pero sólo en el caso secuencial), SOR, ILU (sólo en el caso se-
cuencial), Schwarz aditivo, una factorización completa (también se encuentra
sólo disponible en el caso secuencial), y un precondicionamiento proporcio-
nado por el usuario. Por defecto, todas las implementaciones KSP utilizan
precondicionamiento por la izquierda. También existe la posibilidad de uti-
lizar un precondicionamiento combinado, es decir, utilizar una combinación
de los precondicionadores o resolutores definidos para lograr una eficiencia
mejor que la obtenida con un único método, aunque en muchos casos utilizar
un solo precondicionador es mejor que una combinación de ellos.
Aztec
Aztec es una libreŕıa iterativa que busca simplificar el proceso de parale-
lización cuando se resuelven sistemas lineales de ecuaciones. Dispone de una
serie de herramientas de transformación de los datos que permiten una rápi-
da creación de matrices dispersas distribuidas para una solución paralela. El
uso de una matriz distribuida global permite al usuario especificar fragmen-
tos (diferentes filas para diferentes procesadores) de su matriz de aplicación
de igual forma que si estuviera trabajando en un caso secuencial (es decir,
utilizando un esquema de numeración global). Cuestiones como la numera-
ción local o los mensajes son ignorados por el usuario, pero en cambio son
computados por funciones de transformación automatizadas, aśı se obtiene
un buen rendimiento utilizando técnicas estándar de memoria distribuida.
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Las submatrices etiquetadas localmente y los mensajes informativos compu-
tados por la función de transformación son conservados por cada procesador
para que las computaciones y comunicaciones de las dependencias de datos
sean más rápidas.
La libreŕıa está escrita en ANSI C estándar, y aunque puede trabajar con
matrices generales, el paquete fue diseñado para las matrices que surgen de
la aproximación de ecuaciones diferenciales parciales (PDEs). Aztec puede
trabajar con dos formatos espećıficos de matrices dispersas, el formato MSR
(Modified Sparse Row) o el VBR (Variable Block Row).
Incluye una serie de métodos iterativos basados en subespacios de Kry-
lov para la resolución de sistemas de ecuaciones, aśı dispone de los siguien-
tes resolutores: CG, GMRES, CGS, TFQMR, BCGSTAB, LU (válida sólo
en el caso secuencial). Los métodos iterativos son utilizados conjuntamente
con varios precondicionadores como pueden ser: Jacobi por bloques, Gauss–
Seidel, series polinomiales de Neumann y métodos basados en descomposi-
ción de dominios con solapamiento (Schwarz aditivo). Otra opción a tener en
cuenta, en el caso de escoger como precondicionamiento métodos basados en
descomposición de dominios, es el resolutor a utilizar en cada subdominio.
Entre las posibilidades en esta situación se pueden destacar una factoriza-
ción LU completa, una factorización incompleta LU con un cierto nivel de
llenado y una factorización ILUT. Esta última factorización no utiliza las
mismas definiciones vistas anteriormente, sino que usa dos criterios diferen-
tes para determinar el número de no ceros a introducir en las factorizaciones
aproximadas resultantes, por un lado el parámetro ilut fill indica que la fac-
torización resultante puede contener como máximo ilut fill veces el número
de no ceros de la matriz original. Por otro lado no se tienen en cuenta aque-
llos elementos de la factorización resultante cuyo valor sea inferior a un ĺımite
fijado (drop). Cuando este ĺımite esté fijado a cero no se eliminará ningún
elemento y sólo se tendrá en cuenta la contribución de ilut fill. Sin embargo,
la utilización del parámetro drop puede implicar que la matriz resultante
contenga un número significativamente menor de elementos no nulos.
A continuación se describe los formatos de la matriz y de los vectores
usados internamente por Aztec. El producto de la matriz dispersa por un
vector y = Ax es el principal núcleo de computación de esta libreŕıa. Para
realizar esta operación en paralelo los vectores x e y aśı como la matriz A
deben estar distribuidos a través de los procesadores. Cuando se realiza una
operación que involucra a un vector, por ejemplo y, cada procesador compu-
ta sólo aquellos elementos (entradas particulares de un vector) de y que tiene
asignados. Estos elementos del vector se encuentran almacenados expĺıcita-
mente en el procesador y se definen por medio de un conjunto de ı́ndices a
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Nombre Nodos Elementos Núm.Condición Norma Frobenius
Poisson A 29,012 398,102 1.3 105 1.0 103
Electron A 29,012 398,102 2.4 1021 1.5 104
Tabla 4.1: Información general que caracteriza a las matrices Poisson A y
Electron A.
los que se refieren como conjunto de actualización del procesador. El con-
junto de actualización por su parte se divide en dos subconjuntos: interno
y frontera. Un componente correspondiente a un ı́ndice en el subconjunto
interno se actualiza usando sólo información perteneciente al propio proce-
sador, en cambio el subconjunto frontera define elementos que requeriŕıan
valores de otros procesadores para poder ser actualizados durante el pro-
ducto matriz–vector. El conjunto de ı́ndices que identifican los elementos
exteriores al procesador necesarios para actualizar componentes del conjun-
to frontera se denominan externos y son obtenidos de otros procesadores v́ıa
comunicación mientras se realiza el producto matriz–vector.
En cuanto a las matrices, cada procesador almacena un subconjunto de
los elementos no–nulos de la matriz. En particular, cada procesador alma-
cena sólo aquellas filas que corresponden a su conjunto de actualización.
Además el etiquetado local de los elementos de los vectores en un proce-
sador espećıfico induce un etiquetado de las filas y columnas de la matriz.
Es decir, cada procesador contiene una submatriz cuyas entradas en filas y
columnas corresponden a variables definidas en este procesador.
4.2.2. Resultados numéricos
Utilizando como punto de partida cada una de las libreŕıas numéricas
descritas en la sección anterior, a continuación se muestra un resumen del
análisis realizado a los métodos de resolución y técnicas de precondiciona-
miento implementadas en cada una de estas libreŕıas, tratando de encontrar
aquellos parámetros con un mayor impacto en la eficiencia paralela y en el
tiempo de resolución de los sistemas lineales.
En este estudio se han utilizado dos matrices diferentes, una de ellas
surge de la discretización de la ecuación no lineal de Poisson, Poisson A,
y la otra de la discretización de la ecuación no lineal de continuidad de
electrones, Electron A. Las caracteŕısticas principales de estas matrices se
muestran en la tabla 4.1.
Inicialmente se ha estudiado el comportamiento de los métodos direc-
tos, usando para ello las libreŕıas SuperLU y MUMPS. Con la versión de
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2 proc 3 proc 4 proc 5 proc 6 proc 7 proc
SuperLU
tiempo(s) 6.964 5.171 4.802 4.122 4.120 4.309
eficiencia 0.842 0.756 0.610 0.569 0.474 0.388
MUMPS
tiempo(s) 1.568 1.531 1.364 1.226 1.107 1.089
eficiencia 0.634 0.433 0.364 0.324 0.299 0.261
PSPARS.
tiempo(s) 0.282 0.241 0.169 0.163 0.159 0.155
eficiencia 1.108 0.864 0.924 0.768 0.654 0.578
PETSc
tiempo(s) 0.551 0.254 0.181 0.129 0.108 0.127
eficiencia 1.127 1.628 1.715 1.927 1.908 1.397
Aztec
tiempo(s) 0.482 0.307 0.251 0.230 0.183 0.199
eficiencia 1.063 1.097 1.020 0.887 0.944 0.729
Tabla 4.2: Tiempo total y eficiencia para las condiciones óptimas de cada
libreŕıa, usando la matriz Poisson A.
memoria distribuida de la libreŕıa SuperLU se ha resuelto una factoriza-
ción LU completa en paralelo. Como era de esperar el tiempo de resolución
disminuye con el número de procesadores, aunque esta disminución se va
haciendo cada vez menos pronunciada. Se ha repetido el mismo proceso con
la libreŕıa MUMPS, en la que también se ha encontrado un descenso en el
tiempo de ejecución con el número de procesadores, pero sin obtener una
alta escalabilidad.






con t1 y tp los tiempos de ejecución de la carga de trabajo en un único
procesador o en p procesadores respectivamente. En la tabla 4.2 se muestra
una comparativa entre los tiempos de resolución y la eficiencia obtenida y
su dependencia con el número de procesadores empleados para cada una
de las libreŕıas analizadas en este trabajo. Los valores representados en la
tabla han sido obtenidos para la matriz Poisson A y para cada libreŕıa se
han utilizado los métodos de resolución y técnicas de precondicionamiento
óptimas, en el sentido de que minimicen el tiempo de ejecución. Inicialmen-
te se comparan tan sólo los valores obtenidos con las libreŕıas SuperLU y
MUMPS. Se observa que la libreŕıa MUMPs obtiene los menores tiempos de
ejecución hasta 7 procesadores. Esta libreŕıa necesita menos de la mitad del
tiempo que necesita SuperLU para obtener la solución. Pero por otro lado,
es la libreŕıa SuperLU la que obtiene mayores valores de eficiencia paralela.
En segundo lugar, se han estudiado los métodos iterativos, analizando
para ello los resolutores basados en subespacios de Krylov, los precondicio-
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Figura 4.1: Comparativa de resolutores iterativos implementados en la li-
breŕıa PSPARSLIB usando la matriz Poisson A.
nadores paralelos, los procesos de llenado en las factorizaciones LU incom-
pletas, la dimensión del subespacio de Krylov y el número de procesadores
empleados. Se han considerado dos criterios de parada diferentes, o bien que
el residuo de salida del precondicionador se reduzca un factor 10−7, o que
se alcance un máximo de 500 iteraciones.
Usando la libreŕıa PSPARSLIB se realiza una comparación de resolu-
tores iterativos, representada en la figura 4.1, encontrándose que los reso-
lutores TFQMR, FGMRES y BCGSTAB obtienen los menores tiempos de
resolución. Además, también se ha realizado una comparativa entre los tres
precondicionadores basados en descomposición de dominios implementados
en la libreŕıa. Aśı, la figura 4.2 representa el tiempo total necesario para
obtener la solución de un sistema local en función del número de procesado-
res empleados para los precondicionadores Schwarz aditivo, SOR multicolor
y para técnicas de precondicionamiento basadas en el cálculo de la matriz
de complemento de Schur. De esta figura se deduce que el método Schwarz
aditivo es el más apropiado para la resolución de estos sistemas.
En los métodos Schwarz aditivo y SOR multicolor se ha utilizado como
resolutor interno el método FGMRES y en el método basado en el com-
plemento de Schur se ha utilizado una técnica LSCHUR, que resuelve cada
matriz de complemento de Schur local por medio de un resolutor FGMRES
precondicionado con una factorización ILU. En el cómputo de los nodos in-
ternos a cada subdominio se ha utilizado una factorización LU incompleta
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Figura 4.2: Comparativa entre los precondicionadores basados en descom-
posición de dominios implementados en la libreŕıa PSPARSLIB. Para ello
se ha usado la matriz Poisson A.
dependiente de dos parámetros, el llenado, teniendo en cuenta que 2·llenado
es el número máximo de elementos de llenado por fila que pueden ser intro-
ducidos en la estructura de datos de salida, y un cierto valor umbral, fijado
a 10−4.
Los menores tiempos de resolución, para la matriz Poisson A, indepen-
dientemente del número de procesadores utilizado, se obtuvieron para valo-
res bajos de llenado, entre 5 y 15. Este comportamiento puede observarse en
la figura 4.3, en la que se representa el tiempo de resolución de un sistema
lineal en función del número de procesadores y del llenado para el resolutor
BCGSTAB. En cambio, para la matriz Electron A, el valor óptimo de llena-
do es más elevado, sobre 25, tal y como se muestra en la figura 4.4, obtenida
para el resolutor FGMRES. Esto da una idea de la diferente naturaleza f́ısica
de las dos matrices analizadas, a pesar de tener ambas la misma estructura.
Es necesario tener en cuenta que el tiempo de resolución de un sistema
lineal está compuesto por la suma de dos contribuciones, el tiempo empleado
en la factorización LU y el tiempo necesario por el resolutor iterativo para
alcanzar la convergencia. Por lo tanto, un aumento en el valor de llenado
provoca un importante incremento en el tiempo necesario para realizar la
factorización incompleta, tal y como se puede observar en la figura 4.5. Esta
figura muestra la dependencia del tiempo de factorización ILU con el llenado
y con el número de procesadores para la matriz Poisson A, utilizando para
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Figura 4.3: Dependencia del tiempo de resolución de un sistema lineal con
el llenado, usando el resolutor BCGSTAB, para la matriz Poisson A.
ello el resolutor BCGSTAB. Este aumento en el tiempo de factorización
implica generalmente un incremento en el tiempo total. Además, la figura
4.6 muestra el tiempo empleado por el resolutor iterativo para alcanzar la
convergencia y su dependencia con el número de procesadores y el llenado.
La influencia de la dimensión del subespacio de Krylov utilizada es muy
pequeña, puesto que sólo se encuentran variaciones en el tiempo de ejecu-
ción del orden del 5 % al cambiar dos órdenes de magnitud el tamaño del
subespacio de Krylov. Sin embargo, es necesario tener en cuenta que no se
puede fijar este parámetro a un valor excesivamente bajo, puesto que no se
lograŕıa la convergencia del sistema lineal. Por lo tanto, para las medidas
tomadas tanto con esta libreŕıa como con las otras libreŕıas que se mues-
tran a continuación se utilizó un valor 50 de la dimensión del subespacio de
Krylov.
Otro factor a tener en cuenta es el número de iteraciones realizadas y
su dependencia con el llenado y con el número de procesadores. El número
de iteraciones disminuye al aumentar el llenado, y por el contrario, aumenta
con el número de procesadores utilizados en la resolución del sistema.
Respecto al número de procesadores utilizados, se encuentra un descenso
en el tiempo total al aumentar el número de procesadores. Este descenso se
hace menos pronunciado al ir aumentado el número de procesadores, debido
al tamaño de las matrices locales, que son demasiado pequeñas al aumentar
mucho el número de procesadores. La reducción en el tamaño de las matrices
111
Figura 4.4: Dependencia del tiempo de resolución de un sistema lineal con
el llenado, usando el resolutor FGMRES, para la matriz Electron A.
Matriz Proc Eficllen.5 Eficllen.15 Eficllen.25 Eficllen.50 Eficllen.100
Poisson A
2 1.108 1.019 0.815 0.706 0.615
3 0.864 0.843 0.655 0.541 0.450
4 0.924 0.792 0.646 0.542 0.427
Electron A
2 1.085 0.925 0.854 0.818 0.742
3 1.145 0.707 0.769 0.641 0.534
4 0.855 0.446 0.373 0.271 0.190
Tabla 4.3: Dependencia de la eficiencia paralela con el llenado para los re-
solutores BCGSTAB, en el caso de la matriz Poisson A, y FGMRES, en el
caso de la matriz Electron A.
implica un descenso en el número de nodos internos y un incremento de los
nodos de interfaz, lo que se traduce en un mayor coste tanto en tiempos de
computación como de comunicación. Con respecto a la eficiencia del código
paralelo, se encuentran los valores más elevados al usar dos procesadores.
Este comportamiento puede observarse en la tabla 4.3 en la que se mues-
tra la dependencia de la eficiencia paralela con el valor del llenado para las
matrices Poisson A y Electron A. Además se encuentra que los valores más
elevados de la eficiencia paralela se logran para valores bajos de llenado,
entre 5 y 25. Estas medidas fueron obtenidas con los resolutores BCGSTAB
y FGMRES para las matrices Poisson A y Electron A respectivamente. Fi-
nalmente, es necesario comentar que en el código utilizado para la resolución
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Figura 4.5: Dependencia del tiempo de factorización con el llenado, usando
el resolutor BCGSTAB, para la matriz Poisson A.
de los sistemas lineales se ha aplicado un escalado diagonal de la matriz y
se ha utilizado solapamiento entre subdominios.
En la libreŕıa PETSc existe una amplia variedad de técnicas de precondi-
cionamiento. Aqúı, se limita el estudio a los precondicionadores basados en
descomposición de dominios, en concreto, se utiliza el método Schwarz aditi-
vo porque es la técnica de precondicionamiento más eficiente para este caso
en particular. En esta libreŕıa, en la resolución de los nodos internos dentro
de cada subdominio se han utilizado factorizaciones LU incompletas depen-
dientes de un cierto nivel de llenado. El nivel de llenado indica el número
de columnas alrededor de la diagonal en las que están permitidas entradas
de llenado. También se ha fijado a 10−4 el valor de tolerancia umbral, de
tal forma que entradas con valores inferiores a este sean rechazadas. En el
código utilizado con esta libreŕıa se ha aplicado un escalado de la matriz.
Utilizando PETSc los menores tiempos de ejecución fueron encontrados
para los resolutores BCGSTAB y GMRES, aunque para bajos niveles de
llenado, inferiores a 10, el resolutor BCGSTAB obtiene menores tiempos de
resolución que los dados por GMRES. Para la matriz Electron A los menores
tiempos de ejecución se encuentran para un nivel 5 de llenado mientras
que la matriz Poisson A obtiene sus tiempos de resolución mı́nimos para
niveles de llenado muy bajos, 1 ó 2. Pero hay que tener en cuenta que
en el caso secuencial la tendencia se invierte, y los menores tiempos de
ejecución se encuentran para niveles de llenado elevados, en torno a 10.
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Figura 4.6: Dependencia del tiempo del método iterativo FGMRES con el
llenado, usando el resolutor BCGSTAB, para la matriz Poisson A.
Como ejemplo, la figura 4.7 muestra el tiempo de resolución en función del
número de procesadores empleados y su dependencia con el nivel de llenado.
Estas medidas fueron obtenidas con el resolutor BCGSTAB para la matriz
Poisson A.
En la libreŕıa Aztec, al igual que en los casos anteriores se ha analiza-
do una serie de resolutores iterativos disponibles, utilizando como resolutor
externo el método basado en descomposición de dominios Schwarz aditivo y
como precondicionador interno una factorización incompleta LU dependien-
te del parámetro ilut–fill. Este parámetro indica que la factorización final
puede contener como máximo ilut–fill veces el número de elementos no nulos
existentes en la matriz original. Se ha escogido este criterio para introducir
el llenado, en lugar del utilizado en la libreŕıa PETSc que también está dis-
ponible en Aztec, porque permite obtener menores tiempos de ejecución en
todos los casos estudiados. Además la factorización LU incompleta es depen-
diente de un cierto valor de tolerancia umbral, fijado a 10−4. El código en el
que se han realizado todos los cálculos se ha aplicado un escalado diagonal
de la matriz y se ha trabajado con solapamiento, siendo uno el número de
ĺıneas de la malla que pueden ser común a dos de los subdominios.
La figura 4.8 representa, para la matriz Poisson A, el tiempo de resolu-
ción de un sistema lineal en función del número de procesadores empleado
y del parámetro ilut–fill, utilizando para ello el resolutor iterativo GMRES.
Para esta matriz, los menores tiempos de ejecución, se obtuvieron para va-
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Figura 4.7: Dependencia del tiempo de resolución de un sistema lineal con el
nivel de llenado en la libreŕıa PETSc. Los resultados han sido obtenidos para
el resolutor BCGSTAB precondicionado con el método Schwarz aditivo. Se
ha usado la matriz Poisson A.
lores bajos de ilut–fill, entre 1.2 y 1.5, para todos los resolutores estudiados.
Aśı, por ejemplo, en la figura se encuentra un mı́nimo, sea cual sea el número
de procesadores utilizado, en ilut–fill=1.2.
Comparando los resolutores iterativos entre śı, se encuentra que los méto-
dos BCGSTAB y GMRES son los que obtienen menores tiempos de ejecu-
ción. Esto también es cierto al utilizar la matriz Electron A, pero se en-
cuentra que para valores pequeños de ilut–fill, entre 1.0 y 1.3, el resolutor
BCGSTAB obtiene sus menores tiempos de ejecución, mientras que el reso-
lutor GMRES los obtiene para valores más elevados de ilut–fill, entre 1.5 y
2.0.
4.2.3. Conclusiones del análisis de los métodos de resolución
de sistemas dispersos de ecuaciones lineales
A continuación se resumen los resultados obtenidos en este estudio. Con
respecto a las técnicas de precondicionamiento basadas en descomposición de
dominios, el método Schwarz aditivo es el más eficiente de los tres métodos
analizados, independientemente del valor de llenado, de la dimensión del
subespacio de Krylov o del número de procesadores utilizado. Por otro lado,
los resolutores BCGSTAB, FGMRES y GMRES son los más veloces en
todas las libreŕıas analizadas, con diferencias en tiempo entre ellos pequeñas
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Figura 4.8: Dependencia del tiempo de resolución de un sistema lineal con el
parámetro ilut–fill para la libreŕıa Aztec. Los resultados han sido obtenidos
para el resolutor GMRES precondicionado con el método Schwarz aditivo.
Se ha usado la matriz Poisson A.
generalmente. Sin embargo, en las libreŕıas PETSc y Aztec, BCGSTAB es
más rápida a valores bajos de llenado.
Con respecto a las factorizaciones incompletas LU, a pesar de las diferen-
tes implementaciones del proceso de llenado desarrolladas en las libreŕıas, en
todos los casos analizados, se encuentran los menores tiempos de resolución
para valores bajos de llenado. Al aumentar el llenado, el tiempo de reso-
lución del sistema lineal aumenta a causa del importante incremento en el
tiempo de factorización, que no logra ser compensado con un menor número
de iteraciones del resolutor interno.
Finalmente, se ha estudiado la influencia del número de procesadores
utilizado. Lógicamente, se ha encontrado una reducción en el tiempo total
de ejecución al aumentar el número de procesadores utilizados. Un ejemplo
de este comportamiento se puede observar en la tabla 4.2 en la que, para la
matriz Poisson A, se muestran los tiempos totales de resolución de un siste-
ma lineal y la eficiencia paralela para cada una de las libreŕıas estudiadas,
considerando tanto el resolutor como las condiciones de llenado en las que
cada libreŕıa obtiene los menores tiempos de ejecución.
La eficiencia del código paralelo utilizado en las libreŕıas basadas en
métodos directos disminuye notablemente al aumentar el número de pro-
cesadores. Estas libreŕıas obtienen sus valores más elevados de la eficiencia
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paralela al utilizar 2 procesadores. Además, los tiempos de resolución del
sistema lineal dados por estas libreŕıas son mucho más elevados que los
obtenidos por cualquiera de las libreŕıas estudiadas basadas en métodos ite-
rativos. Esto nos permite alcanzar la conclusión de que las técnicas basadas
en métodos directos no son las más adecuadas para implementar en el simu-
lador 3D de dispositivos.
Con respecto a las libreŕıas basadas en métodos iterativos los resulta-
dos muestran que los tiempos de ejecución están próximos en todos los ca-
sos estudiados, destacando que la libreŕıa PSPARSLIB obtiene los menores
tiempos de resolución hasta 4 procesadores, mientras que a partir de 5 pro-
cesadores es PETSc la que obtiene los tiempos más reducidos. Estudiando la
eficiencia paralela, las libreŕıas Aztec y PSPARSLIB obtienen sus máximos
de eficiencia entre 2 y 4 procesadores, mientras que la libreŕıa PETSc los
obtiene entre 4 y 6 procesadores.
Por último es necesario recordar que este estudio ha sido realizado pa-
ra matrices de dimensión relativamente pequeña, aproximadamente 30.000
nodos. La dimensión de la matriz influirá en los resultados de eficiencia
paralela. En este análisis de los métodos de resolución y las técnicas de
precondicionamiento más adecuados para implementar en el simulador tri-
dimensional no se han utilizado matrices de dimensión más elevada ni un
mayor número de procesadores puesto que el principal objetivo es el uso
de simulador para el cálculo del impacto de las fluctuaciones de paráme-
tros intŕınsecos en las curvas caracteŕısticas de los dispositivos. Para ello
se busca utilizar una malla pequeña que proporcione valores correctos de
las variables y que permita obtener los resultados de la simulación en un
tiempo asumible. Además, para la optimización del uso de los recursos dis-
ponibles es muy importante emplear un número óptimo de procesadores en
cada simulación. La libreŕıa PSPARSLIB es la más adecuada, conforme a los
resultados obtenidos en este estudio y en otros previos [52, 90, 91], para ser
implementada en el simulador, puesto que obtiene los menores tiempos de
ejecución y los valores óptimos de eficiencia para un número de procesadores
pequeño, adecuado para el tamaño de malla que se empleará en los estudios
posteriores.
4.3. Optimización de la etapa de resolución de los
sistemas lineales de ecuaciones
Para el cálculo del impacto de las fluctuaciones de parámetros intŕınse-
cos se ha utilizado, como se ha comentado anteriormente, un simulador 3D
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paralelo basado en el modelo de arrastre–difusión. En la resolución de los
sistemas lineales de ecuaciones locales a cada procesador se emplea la li-
breŕıa PSPARSLIB, puesto que en general obtuvo los menores tiempos de
simulación de todas las libreŕıas analizadas y altos valores de eficiencia pa-
ralela.
De todas las técnicas de precondicionamiento basadas en descomposi-
ción de dominios implementadas en esta libreŕıa, el método Schwarz aditivo
obtiene tiempos de simulación considerablemente inferiores al resto. El algo-
ritmo básico de este método fue descrito anteriormente en la sección 3.3.4.
Esta técnica se utiliza para actualizar el valor de los nodos frontera entre
subdominios.
En cambio, en la resolución del sistema lineal local para cada uno de
los subdominios se utiliza una factorización LU incompleta dependiente de
un cierto llenado y un umbral numérico (ILUT) como técnica de precondi-
cionamiento. Este técnica se combina con un resolutor iterativo basado en
subespacios de Krylov, el método FGMRES (Flexible Generalised Minimal
Residual Method). Este método es una variante del método GMRES que
permite que el precondicionamiento vaŕıe cada cierto número de iteraciones.
4.3.1. Propuesta de optimización
El principal objetivo de este estudio es analizar como mejorar la eficiencia
paralela del simulador 3D paralelo de tal forma que se reduzca el tiempo de
simulación. Por ello, se ha analizado en detalle la etapa de resolución de
sistemas lineales implementada en el simulador, puesto que es esta la parte
que más tiempo consume de todo el proceso de simulación, del orden del
90 % del tiempo total. Aśı, esta propuesta de optimización se centra en esta
etapa tratando de minimizar su tiempo de ejecución.
Para un número pequeño de procesadores, las factorizaciones LU incom-
pletas son una de las más importantes contribuciones al tiempo total de
simulación, limitando el rendimiento de la eficiencia paralela. Como ejem-
plo, los resultados marcados con rayas inclinadas en la figura 4.9 (Original)
muestran, para una malla de 126.166 nodos dividida en cuatro subdominios,
el tiempo de factorización LU utilizado por cada uno de los procesadores. El
tiempo de resolución de una factorización LU incompleta es en promedio del
orden de los 150 segundos, siendo el tiempo total de solución del sistema li-
neal completo 250 segundos. Además el comportamiento entre procesadores
está muy desbalanceado, encontrándose una diferencia en tiempo del orden
del 48 % entre el procesador más rápido y el más lento.
Este comportamiento tan desbalanceado es debido principalmente a un
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Figura 4.9: Tiempo utilizado por cada procesador en realizar una facto-
rización LU incompleta utilizando las dos versiones del código, original y
optimizada. Estos resultados han sido obtenidos utilizando una malla de
126.166 nodos particionada en cuatro subdominios.
reordenamiento interno realizado por la libreŕıa PSPARSLIB. Esta libreŕıa
necesita llamar a una función, SETUP, previamente al cálculo de la facto-
rización LU. Esta función reordena los nodos de las matrices locales de tal
forma que etiqueta en primer lugar los nodos internos, a continuación los
nodos de frontera locales y por último los nodos frontera externos. Este reor-
denamiento cambia el patrón de la matriz local, que hab́ıa sido optimizado
en formato de “punta de flecha” a través del reordenamiento hecho por la
libreŕıa METIS [62] en la etapa de preprocesado del proceso de simulación.
El nuevo reordenamiento dado por la función SETUP aumenta el llenado de
la matriz. Las figuras 4.10 y 4.11 representan el patrón de la matriz antes y
después de la llamada a la función SETUP, respectivamente.
La libreŕıa PSPARSLIB utiliza la función SETUP para solapar comuni-
caciones y computaciones en los posteriores productos matriz–vector, puesto
que este reordenamiento no sólo coloca los nodos frontera externos al final
de la estructura de datos, sino que además los ordena por procesadores.
La figura 4.12 muestra un diagrama de flujo de la etapa de resolución de
sistemas lineales implementada por la libreŕıa PSPARSLIB. Como se ha
mencionado anteriormente, en la solución de los nodos locales internos a
cada subdominio se emplea el algoritmo iterativo FGMRES. Este método
está precondicionado por el método iterativo PGMRES, que es una versión
sencilla del algoritmo GMRES precondicionado con una ILUT.
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Figura 4.10: Patrón de una matriz local reordenada con el programa METIS,
obtenida previamente a la llamada a la función SETUP.
En nuestra propuesta de optimización se intenta reducir el tiempo de la
factorización LU incompleta sin comprometer por ello el solapamiento de
computaciones y comunicaciones. Por lo tanto, para realizar la factorización
LU, se utiliza la matriz inicial, previa a la originada con la función SETUP,
mientras que para la resolución del método iterativo FGMRES se utiliza
la nueva ordenación de la matriz generada con la función SETUP. Por lo
tanto, después de cada factorización LU es necesario permutar la matriz
resultante de este proceso para adaptarla al nuevo etiquetado originado con
el reordenamiento dado por SETUP. La figura 4.13 muestra un diagrama
de flujo de la etapa de resolución de los sistemas lineales optimizada con
nuestra propuesta.
Esta técnica de optimización disminuye de forma muy considerable el
tiempo de factorización ILU por procesador y mejora el balanceo compu-
tacional entre procesadores. Por ejemplo, la figura 4.9 también muestra el
tiempo de factorización incompleta en la versión optimizada para cada uno
de los procesadores utilizados. El tiempo de la factorización incompleta es
en promedio 50 segundos y entre el procesador más rápido y el más lento
hay una diferencia en tiempo de aproximadamente el 30 %.
Por lo tanto, el principal objetivo de esta optimización es el uso, durante
la resolución de una factorización LU, de una matriz con un ancho de banda
por fila inferior al de la matriz original. Esto es importante puesto que
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Figura 4.11: Patrón de una matriz local reordenada después de la llamada
a la función SETUP.
el ancho de banda por fila fija las posiciones extremas de una fila en las
que los elementos de llenado pueden ser introducidos. Por lo tanto, esta
aproximación permite trabajar con valores más bajos de llenado, ahorrando
tiempo computacional y consumo de memoria.
En la versión optimizada, como se ha visto en el diagrama de flujo, la
función ILU recibe como entrada una matriz reordenada dada por el pro-
grama METIS (A), diferente a la dada por la función SETUP (A′), con
el objetivo de reducir el llenado. El único coste de esta optimización, por
iteración, es el tiempo computacional necesario para permutar el vector de
la solución obtenida con la función Lusol0, para adaptarlo al ordenamiento
original exigido por PSPARSLIB. En la función Lusol0 se resuelven con-
secutivamente sistemas lineales compuestos por unas matrices triangulares
superiores e inferiores para una matriz LU, por lo tanto esta función recibe
como entrada la salida de la función ILU (LU).
4.3.2. Resultados numéricos
El mallado para el simulador 3D se genera con dos programas diferentes,
uno desarrollado en la Universidad de Cornell, el QMG [59], y otro en el
departamento de Electrónica y Computación de la Universidad de Santiago
de Compostela, el MMG [60]. Para llevar a cabo este estudio se han empleado
cuatro mallas de diferentes tamaños. Sus principales caracteŕısticas, tales
como el número de nodos, tetraedros, elementos no nulos (NNZ) y mallador
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Figura 4.12: Diagrama de flujo de la etapa de resolución de sistemas de
ecuaciones implementada por la libreŕıa PSPARSLIB, previo a cualquier
optimización.
Malla Nodos Tetraedros NNZ Mallador
S 29,012 147,682 398,102 QMG
M 76,446 433,824 1,116,664 MMG
L 126,166 723,040 1,852,656 MMG
H 221,760 1,253,760 3,223,110 MMG
Tabla 4.4: Información general sobre las cuatro mallas utilizadas en la simu-
lación.
utilizado se muestran en la tabla 4.4.
En el apartado anterior se comentó que las ecuaciones de Poisson y de
continuidad de electrones dan lugar a matrices de caracteŕısticas muy di-
ferentes, por ello, en este estudio se presentan por separado resultados de
tiempo de resolución de la ecuación de Poisson y resultados de tiempo tota-
les, en los que también afecte la resolución de la ecuación de continuidad de
electrones. Más información sobre la propuesta de optimización y sobre los
resultados obtenidos se puede encontrar en [109, 110].
Consideraciones previas
Los resultados que se presentan de ahora en adelante son comparativas
entre las dos versiones del código, inicial y optimizada. Ambas versiones son
distinguidas, en las tablas representadas a continuación, a través del śımbolo
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Figura 4.13: Diagrama de flujo de la etapa de resolución de sistemas de
ecuaciones optimizada.
−O en los resultados de la versión optimizada.
Se ha utilizado un valor constante del llenado de 700. Este valor tan ele-
vado parece ir en contraposición con las conclusiones obtenidas en la sección
anterior, en las que se comentaba que los menores tiempos de ejecución se
obteńıan para valores bajos de llenado. Hay que tener en cuenta que ese
estudio teńıa como objetivo encontrar los valores óptimos de llenado y de
otros parámetros tales que el tiempo de ejecución se minimizase. Sin em-
bargo, en nuestro caso particular, las conclusiones obtenidas con respecto
al valor de llenado óptimo no pueden ser aplicadas, a causa de tres razones
principalmente. Por un lado, en este análisis se utilizan mallas de tamaños
muy diferentes y se utiliza un valor fijo de llenado para todas ellas, puesto
que no se desea que una variación en el valor del llenado interfiera en el
estudio de la eficiencia paralela. Por otro lado, para hacer este estudio y
también por propósitos comparativos, se fija el mismo valor de llenado para
la resolución de la ecuación de Poisson y para la resolución de la ecuación de
continuidad de electrones. Esta última ecuación necesita valores de llenado
bastante más elevados que la ecuación de Poisson para poder ser resuelta de
una forma correcta. Además, en el simulador tridimensional se puede traba-
jar con polarizaciones elevadas, que requieren altos valores del llenado para
que los sistemas converjan.
Influencia de la ecuación de Poisson
El estudio que se presenta a continuación está centrado en la resolución
de la ecuación de Poisson en el equilibrio. Las tablas 4.5, 4.6 y 4.7 mues-
tran para las mallas S, M y L respectivamente, la influencia del número
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proc tILU tILU−O tmet.iter tmet.iter−O tresol tresol−O itresol
1 20.76 20.61 0.45 0.45 21.21 21.06 2
2 9.82 6.71 5.28 7.55 15.10 14.27 33
4 4.62 1.64 7.21 3.25 11.84 4.90 39
8 1.95 0.51 4.38 1.01 6.34 1.52 41
16 0.67 0.15 1.38 0.37 2.05 0.52 55
32 0.21 0.05 0.49 0.17 0.70 0.22 67
62 0.06 0.03 0.13 0.08 0.19 0.11 61
Tabla 4.5: Dependencia del número de procesadores en los tiempos promedio
por iteración del resolutor externo necesarios para: una factorización incom-
pleta LU (tILU ), el resolutor FGMRES en alcanzar la convergencia (tmet.iter)
y la solución de un sistema lineal local (tresol=tILU+tmet.iter). Estos tiempos
se muestran para las dos versiones del código, inicial y optimizada (indicada
en la tabla por el śımbolo −O). También se muestra el número promedio de
iteraciones del resolutor interno (itresol), idéntico para las dos implementa-
ciones del código. Los resultados presentados en esta tabla corresponden a
la resolución de la ecuación de Poisson en el equilibrio, utilizando para ello
la malla S.
de procesadores empleados en: el tiempo promedio por iteración del resolu-
tor externo en realizar una factorización LU incompleta (tILU ), el tiempo
promedio necesario por el resolutor FGMRES para alcanzar la convergencia
(tmet.iter), el tiempo promedio en resolver un sistema lineal local (tresol),
siendo tresol = tILU + tmet.iter, y el número de iteraciones promedio del re-
solutor interno (itresol). Este último valor es común para las dos versiones
del código.
El número mı́nimo de procesadores que pueden ser empleados en cada
uno de los casos analizados depende del tamaño de la malla y de los requeri-
mientos de memoria. Por ello, para la malla M es posible obtener resultados
sólo para más de un procesador y para la malla L es necesario utilizar al
menos cuatro procesadores. Como era de esperar, en el caso secuencial, las
dos versiones del código, inicial y optimizada, producen los mismos tiempos
ya que la optimización no cambia nada en este caso.
En el caso secuencial, tILU es la principal contribución a tresol, sin em-
bargo, con el aumento del número de procesadores, y a causa de la reducción
en el tamaño de las matrices locales, hay un descenso drástico en el tiempo
de factorización tILU . La resolución de una factorización LU incompleta por
subdominios es una tarea muy paralelizable en las dos versiones del códi-
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proc tILU tILU−O tmet.iter tmet.iter−O tresol tresol−O itresol
2 113.20 75.90 39.11 30.47 152.32 106.37 32
4 56.04 23.40 46.89 32.09 102.93 55.49 48
8 30.54 5.27 58.92 17.13 89.46 22.40 60
16 9.35 1.23 18.87 5.11 28.22 6.34 69
32 2.63 0.35 8.86 1.25 11.49 1.60 82
62 0.65 0.11 1.84 0.47 2.49 0.58 93
Tabla 4.6: Representación de los mismos parámetros que en la tabla 4.5 pero
utilizando la malla M .
proc tILU tILU−O tmet.iter tmet.iter−O tresol tresol−O itresol
4 139.19 50.29 115.28 62.83 254.47 113.12 83
8 62.88 14.47 83.78 44.08 146.66 58.55 104
16 24.69 3.45 51.28 21.32 75.97 24.77 110
32 7.70 0.85 26.10 6.92 33.80 7.77 129
62 1.93 0.26 7.31 1.16 9.24 1.42 130
Tabla 4.7: Representación de los mismos parámetros que en la tablas 4.5 y
4.6 pero utilizando la malla L.
go, aunque los tiempos de factorización son siempre menores en la versión
optimizada del código. Por otro lado, tmet.iter en el caso secuencial es ca-
si despreciable en comparación la contribución del tiempo de factorización
ILU. Esto es debido al pequeño número de iteraciones que el método iterati-
vo tiene que realizar hasta alcanzar la convergencia del sistema. Sin embargo,
la influencia de este tiempo en tresol se incrementa al aumentar el número
de procesadores a causa de un incremento en el número de iteraciones del
resolutor interno.
El incremento del número de iteraciones con el aumento del número de
procesadores utilizados provoca que tmet.iter para dos procesadores sea más
elevado que el obtenido en el caso secuencial, aunque este tiempo escala
correctamente con el aumento del número de procesadores. Para la malla S,
considerando la versión optimizada del código, tmet.iter llega a ser inferior
al obtenido en el caso secuencial para más de ocho procesadores. Esto no
ocurre en la versión inicial del código, en la que el tiempo obtenido con un
procesador es siempre el menor hasta 32 procesadores. Las figuras 4.14 y
4.15 son útiles para visualizar todos los resultados explicados anteriormente
para esta malla. Aśı, estas figuras representan la influencia de tILU y tmet.iter
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Figura 4.14: Representación de tILU , tmet.iter y tresol frente al número de
procesadores para la versión inicial del código. Estos resultados han sido
obtenidos para la malla S.
en el tiempo total de resolución del sistema (tresol), para las versiones inicial
y optimizada del código respectivamente, y su dependencia con el número
de procesadores empleados.
Las figuras 4.16 y 4.17 representan, para las mallas M y L respecti-
vamente, una comparativa gráfica entre tILU , tmet.iter y tresol para las dos
versiones del código. Estas figuras son extremadamente útiles para apreciar
las mejoras, en el tiempo de simulación y por lo tanto en el rendimiento,
dadas por la versión optimizada del código. Esta mejoŕıa no es solamente
importante en la resolución de las factorizaciones incompletas sino que tam-
bién se encuentra en la resolución del método iterativo, lográndose una más
rápida convergencia. A pesar de que las dos versiones necesitan realizar el
mismo número de iteraciones del resolutor interno, el coste por iteración en
la versión optimizada del código es menor, puesto que se reduce el tiempo
de resolución de Lusol0.
La tabla 4.8 muestra la influencia del número de procesadores empleados
en la solución de la ecuación de Poisson para las mallas S, M y L. Estos
tiempos han sido obtenidos para las dos versiones del código, inicial y opti-
mizada, y no representan tiempos promedio, sino los tiempos totales usados
en la resolución de los sistemas no–lineales necesarios para obtener la solu-
ción global del problema. Estos resultados resaltan las mejoras en tiempo y
escalabilidad de la versión optimizada con respecto a la inicial.
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Figura 4.15: Representación de tILU , tmet.iter y tresol frente al número de
procesadores para la versión optimizada del código. Estos resultados han
sido obtenidos para la malla S.
La figura 4.18 representa la eficiencia paralela para estas tres mallas y
su dependencia con el número de procesadores. Las dos versiones del código
se muestran en la figura para permitir la comparación. La versión optimiza-
da obtiene eficiencia superlineal hasta 32 procesadores, mientras que en la
versión inicial el aumento en la eficiencia es menos importante y solamente
usando 32 procesadores la eficiencia alcanza valores superlineales. La eficien-
cia paralela para la malla S alcanza un valor de saturación para un número
elevado de procesadores. Este comportamiento es debido a la reducción del
tamaño de las matrices locales al aumentar el número de procesadores y al
aumento de las comunicaciones.
Finalmente, la figura 4.19 muestra para las cuatro mallas estudiadas y
para las dos versiones del código, utilizando ocho procesadores, el tiempo de
simulación y el uso de memoria frente al tamaño del problema. La memo-
ria empleada aumenta linealmente con el número de nodos de la malla, y
ambas versiones del código dan aproximadamente resultados idénticos. Sin
embargo, el aumento en el tiempo de simulación es mucho más pronunciado
en la versión inicial del código que en la optimizada, especialmente para un
número de nodos de la malla elevado.
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Figura 4.16: Comparativa, para la malla M , entre tresol, tILU y tmet.iter
frente al número de procesadores, para las dos versiones del código.
Influencia de la ecuación de continuidad de electrones
Los resultados mostrados hasta ahora sólo analizan el comportamiento
del simulador cuando se trata de obtener la solución en el equilibrio. En
cambio, en la tabla 4.9 se muestran, para la malla S, los tiempos necesarios
para realizar una simulación completa (ttotal.simul) en las dos versiones del
código. ttotal.simul está formado por la suma de dos tiempos diferentes, el
tiempo necesario para obtener la solución de equilibrio y el tiempo de ob-
tención de un punto de la curva caracteŕıstica ID − VG. De esta forma se
trata no sólo de analizar la influencia de la ecuación de Poisson, la única que
se resuelve en el equilibrio, sino también la influencia de la ecuación de con-
tinuidad de electrones, presente junto con la ecuación de Poisson en el resto
de la simulación. En la tabla también se incluyen el número de iteraciones
promedio del resolutor interno, realizándose este promedio en una simula-
ción completa y las eficiencias paralelas obtenidas para las dos versiones del
código.
Las dos versiones de código estudiadas obtienen aproximadamente los
mismos tiempos totales de simulación en el caso secuencial. A partir de ah́ı,
si se aumenta el número de procesadores el comportamiento de ambas ver-
siones es radicalmente diferente. En la versión inicial del código se observa
una rápida cáıda de la eficiencia paralela al aumentar el número de proce-
sadores, lo cual no ocurre en la versión optimizada, en la que la eficiencia
paralela aumenta con el número de procesadores, llegando a alcanzar valores
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Figura 4.17: Comparativa, para la malla L, entre tresol, tILU y tmet.iter frente
al número de procesadores, para las dos versiones del código.
de supereficiencia para ocho procesadores.
El número promedio de iteraciones del resolutor interno es igual para
ambas versiones del código exceptuando para 4 procesadores, indicado en la
tabla por (*). En este caso el resolutor interno necesita en promedio, para
la versión original del código, 30 iteraciones más para converger en cada
iteración del resolutor externo que las realizadas por la versión optimizada
del código.
En la tabla 4.10 se representa, para la malla S y para las dos versiones
del código, considerando una simulación completa, el tiempo promedio en
realizar una factorización LU incompleta (tILU ), el tiempo promedio nece-
sario por el resolutor FGMRES para alcanzar la convergencia (tmet.iter) y el
tiempo promedio en resolver un sistema lineal local (tresol). Al igual que en
las tablas anteriores, el śımbolo −O se refiere a los resultados de la versión
optimizada.
Los resultados muestran que los tiempos promedio de la factorización
ILU son mucho menores en la versión optimizada del código que en la origi-
nal. En cambio, para 1 y 2 procesadores los tiempos promedio del resolutor
interno son ligeramente superiores en la versión optimizada que en la ori-
ginal, aunque para un número de procesadores superior a 2 esta tendencia
ya no se cumple y el resolutor FGMRES necesita mucho menos tiempo de
resolución en la versión optimizada. Este comportamiento influye en el incre-
mento de la eficiencia paralela con el número de procesadores en la versión
optimizada del código.
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mesh S mesh M mesh L
proc tequi tequi−O tequi tequi−O tequi tequi−O
1 570.53 568.68 – – – –
2 460.34 377.45 4236.52 3665.68 – –
4 339.26 132.81 3728.74 1481.93 6216.41 2930.07
8 164.02 43.49 2088.04 678.61 3654.45 1537.60
16 55.35 16.54 829.02 150.19 2148.47 534.75
32 19.47 7.71 265.75 38.88 868.13 169.43
Tabla 4.8: Influencia del número de procesadores en el tiempo necesario para
obtener la solución de la ecuación de Poisson en el equilibrio, para las dos
versiones del código, inicial y optimizada (indicada en la tabla por el śımbolo
−O). Estos resultados se representan para las mallas S, M y L.
proc ttotal.simul Efic. ttotal.simul−O Efic.−O itresol
1 2710.20 2722.41 2
2 2074.85 0.65 1769.59 0.77 35
4 1388.60 0.49 759.60 0.89 98-68(*)
8 1163.17 0.29 335.33 1.01 82
Tabla 4.9: Influencia, para la malla S y las dos versiones del código ana-
lizadas, del número de procesadores en el tiempo necesario para realizar
una simulación completa y obtener aśı un punto de la curva caracteŕıstica
ID − VG y en el número de iteraciones promedio del resolutor interno en
esas circunstancias. También para ambas versiones, se muestra la eficiencia
paralela de la simulación.
Por último, es posible comparar los tiempos promedio por iteración al
resolver la ecuación de Poisson en equilibrio, representados en la tabla 4.5,
y los dados al resolver una simulación completa. Tanto en la versión original
como en la optimizada, los tiempos promedio al resolver un sistema lineal
local son inferiores cuando se resuelve tan sólo la ecuación de Poisson en
equilibrio. Esto es debido principalmente al menor tiempo que necesita el
resolutor interno para converger en este caso. Este aumento de los tiempos
promedio en ambas versiones del código está provocado por el aumento del
número de iteraciones del resolutor interno, sobre todo a partir de cuatro
procesadores. Este comportamiento es debido a las matrices que se generan
a partir de la ecuación de continuidad de electrones, peor condicionadas y
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Figura 4.18: Eficiencia paralela obtenida, para las mallas S, M y L, en la
resolución de la ecuación de Poisson en equilibrio para las dos versiones del
código, original y optimizada.
con una mala dominancia diagonal.
4.4. Nueva estrategia de particionamiento de las
mallas utilizadas en el simulador
La libreŕıa METIS, usada en el simulador como técnica de particiona-
miento de las mallas tetraédricas, se basa en la división de la malla en p
partes iguales, o subdominios, tratando de minimizar el número de aristas
que unen los vértices que pertenecen a subdominios diferentes. Por lo tanto,
la estrategia de particionamiento realizada por METIS tiene como objetivo
principal la minimización de los nodos frontera por procesador y el repar-
to equitativo de los nodos locales. En el proceso de simulación se utilizan
métodos iterativos para la resolución de los sistemas de ecuaciones que sur-
gen de la discretización del problema. Con este tipo de particionamientos se
minimizan las comunicaciones entre procesadores por iteración y se mejora
el balanceo.
Nuestra propuesta provoca un desbalanceo en el particionamiento en
comparación con el dado por METIS, pero trata de compensarlo con una
mejora en la convergencia del método iterativo utilizado y con la disminución
del tiempo de factorización.
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Figura 4.19: Dependencia del tiempo de simulación y del consumo de me-
moria con el número de nodos de la malla. En la figura se comparan las dos
versiones del código.
Figura 4.20: Ejemplo de dispositivo semiconductor genérico en el que el flujo
de corriente viene indicado por una flecha.
4.4.1. Propuesta de particionamiento
La nueva propuesta de particionamiento de la malla se basa en incluir
un nuevo criterio a la hora de realizar el particionamiento. Este consiste en
mantener, después del particionamiento, el mismo tipo de estructura f́ısica,
de tal manera que en cada subdominio se tenga un problema f́ısico con
idénticas caracteŕısticas que el global. El objetivo es poder aplicar un nivel
más alto de paralelismo y resolver los problemas de cada dominio de manera
casi desacoplada, reduciendo aśı las comunicaciones [111].
En la figura 4.20 se muestra el esquema de un dispositivo semiconductor
132 Caṕıtulo 4. Optimización del simulador 3D paralelo
proc tILU tILU−O tmet.iter tmet.iter−O tresol tresol−O
1 23.55 23.62 0.54 0.57 24.09 24.19
2 10.23 6.98 8.66 9.01 18.89 15.99
4 4.61 1.65 17.59 5.15 22.20 6.80
8 1.96 0.51 7.34 1.96 9.30 2.47
Tabla 4.10: Dependencia, para la malla S, del número de procesadores en los
tiempos promedio necesarios para: una factorización incompleta LU (tILU ),
el resolutor FGMRES en alcanzar la convergencia (tmet.iter) y la solución
de un sistema lineal local (tresol). Estos tiempos se muestran para las dos
versiones del código y corresponden a la obtención de un punto de la curva
caracteŕıstica, realizándose para ello una simulación completa.
genérico con un flujo de corriente de drenador a fuente, indicado en la figura
por una flecha, controlado por las condiciones de contorno en las zonas de
fuente, drenador, puerta, etc. A esta estructura, dependiendo de su forma
geométrica, pueden asimilarse gran cantidad de dispositivos reales como por
ejemplo los HEMTs, MOSFETs, HBTs, etc. En este caso las principales
variaciones de los parámetros f́ısicos se producen en el plano XZ. Estas
caracteŕısticas f́ısicas de los sistemas a particionar no son consideradas por
las técnicas de particionamiento genéricas. Usando este método, un ejemplo
de particionamiento del dispositivo en tres dominios consistiŕıa en realizar
las divisiones en planos con Y constante, mostradas en la figura 4.20 a través
de las ĺıneas discontinuas.
En esta situación, pueden obtenerse soluciones próximas a la global en
cada subdominio, permitiendo la convergencia del resolutor de los sistemas
de ecuaciones interno a cada subdominio en menos iteraciones y acelerando
aśı el proceso de simulación. Este método presenta la ventaja de permitir
simular dispositivos más anchos, ya que la resolución de los subdominios de
forma desacoplada da lugar a un paralelismo de grano grueso que permite
trabajar con mallas más grandes y con un mayor número de procesadores.
4.4.2. Resultados numéricos
Los resultados que se presentan en este apartado fueron obtenidos con
las mismas mallas que las utilizadas en el apartado anterior, cuyas carac-
teŕısticas fueron descritas en la tabla 4.4.
A continuación se comparan los resultados obtenidos por un lado con
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Figura 4.21: Número de nodos locales y totales de los subdominios obtenidos
usando nuestra propuesta de particionamiento y el particionamiento dado
por METIS. Estos resultados fueron obtenidos, para 2 procesadores, a partir
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Figura 4.22: Número de nodos locales y totales de los subdominios obtenidos
usando nuestra propuesta de particionamiento y el particionamiento dado
por METIS. Estos resultados fueron obtenidos, para 4 procesadores, a partir
de la malla H.
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Figura 4.23: Número de nodos locales y totales de los subdominios obtenidos
usando nuestra propuesta de particionamiento y el particionamiento dado
por METIS. Estos resultados fueron obtenidos, para 8 procesadores, a partir
de la malla H.
con el particionamiento propuesto. En las figuras 4.21, 4.22 y 4.23 se re-
presentan el número de nodos locales y totales de los subdominios para los
particionamientos dados por METIS y por nuestra propuesta, usando 2, 4
y 8 procesadores respectivamente. Estos resultados se obtuvieron a partir
de la malla H. El desbalanceo que se genera en nuestra propuesta en al-
gunas situaciones es fácilmente mejorable permitiendo, posteriormente al
particionamiento, un reequilibrio del número de nodos de cada subdominio.
Los nodos totales de un subdominio se definen como la suma de los
nodos locales a ese subdominio y los nodos frontera externos pertenecientes
a otros subdominios pero conectados con nodos internos a éste. En el caso
del particionamiento dado por METIS se encuentra que el número de nodos
locales es prácticamente igual en todos los subdominios independientemente
del número de procesadores, además el número de nodos totales por subdo-
minio está también muy equilibrado y la contribución dada por el número
de nodos frontera externos es muy pequeña. Sólo a partir de 8 procesadores
se nota un cierto desbalanceo en el número de nodos por procesador. Como
ejemplo de este particionamiento, en la figura 4.24 se muestra el patrón de
una matriz, originaria de la simulación de dispositivos HEMT, particiona-
da en tres subdominios por medio del programa METIS. Esta figura nos
permite observar el reducido número de nodos frontera por subdominio.
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Figura 4.24: Patrón de una matriz particionada con el programa METIS en
tres subdominios.
Por otro lado, utilizando nuestra estrategia de particionamiento se ob-
tiene un comportamiento mucho más desbalanceado, encontrando grandes
diferencias entre el número de nodos locales por procesador, sobre todo al
aumentar el número de subdominios. Además el número de nodos totales del
dominio es notablemente superior al número de nodos locales y a los dados
por METIS en las mismas circunstancias. Esto es debido a la gran canti-
dad de nodos frontera externos presentes en cada subdominio. En la figura
4.25 se representa el patrón de una matriz particionada en tres subdominios
utilizando para ello nuestra propuesta de particionamiento. En este caso, a
diferencia del patrón dado con el particionamiento de METIS, se observa un
número considerable de nodos frontera entre subdominios, estando además
este número desbalanceado entre los diferentes procesadores.
En las figuras 4.26 y 4.27 se representan las mallas resultantes de un
dispositivo HEMT particionadas en 4 procesadores usando METIS y nuestra
propuesta respectivamente.
Las tablas 4.5 y 4.11 muestran para la malla S y para los particionamien-
tos dados por METIS y por nuestra propuesta respectivamente, los tiem-
pos promedio por iteración necesarios para realizar una factorización ILU
(tILU−O), para que el resolutor interno alcance la convergencia (tmet.iter−O),
y para obtener la solución del resolutor externo (tresol−O). También mues-
tran el número de iteraciones promedio del resolutor interno (itresol−O).
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Figura 4.25: Patrón de una matriz particionada en tres subdominios utili-


















Figura 4.26: Malla de 221760 nodos dividida en 4 subdominios utilizando el
programa METIS para un dispositivo HEMT.
Estos resultados se obtuvieron para la versión optimizada de la etapa de
resolución de ecuaciones lineales implementada en el simulador, descrita en
el apartado anterior. Los tiempos presentados en estas tablas se obtuvieron



















Figura 4.27: Malla de 221760 nodos dividida en 4 subdominios en planos
con Y constante para un dispositivo HEMT.
proc tILU−O tmet.iter−O tresol−O itresol−O
1 20.61 0.45 21.06 2
2 3.18 3.26 6.44 27
4 1.27 2.78 4.05 43
8 0.85 0.62 1.47 57
Tabla 4.11: Tiempos promedio, usando la nueva propuesta de particiona-
miento de la malla, para: una factorización ILU (tILU ), el resolutor en al-
canzar la convergencia (tmet.iter) y resolver un sistema lineal local (tresol).
También se muestra el número promedio de iteraciones del resolutor interno
(itresol). Resultados correspondientes a la resolución de la ecuación de Pois-
son en el equilibrio, utilizando para ello la malla S y la versión optimizada
del código.
previamente.
Estos resultados muestran que los tiempos de ejecución obtenidos en el
simulador son menores con la nueva propuesta de particionamiento hasta
ocho procesadores. Por un lado, esto es debido a la reducción del tiempo
de la factorización ILU para un número pequeño de procesadores, aunque
este tiempo empeora respecto al obtenido con METIS a partir de 8 proce-
sadores. Hay que tener en cuenta que cuando se realiza la factorización de
la matriz, los nodos internos son los únicos involucrados en esta operación,
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con lo que no tiene importancia que el número de nodos frontera aumente
considerablemente respecto al particionamiento dado por METIS. Por otro
lado, el tiempo del resolutor interno también disminúye. Este descenso en el
tiempo del método iterativo se consigue incluso para ocho procesadores, a
pesar de que a partir de cuatro procesadores aumenta el número promedio
de iteraciones por encima del valor dado con el particionamiento METIS. Es
necesario considerar que estos resultados son muy dependientes del tamaño
del problema, para mallas más grandes las ventajas de nuestro particiona-
miento se extienden a un mayor número de procesadores.
Para solucionar el problema del empeoramiento de la eficiencia paralela
para un número de procesadores elevado es necesaria la implementación de
un nuevo algoritmo de resolución de los sistemas de ecuaciones en el simula-
dor 3D de dispositivos. Esta nueva implementación, que es parte de nuestro
trabajo futuro, consiste en aprovechar en una mayor medida el paralelismo
en grano grueso que permite este tipo de particionamiento, evitando realizar
comunicaciones en cada iteración del lazo externo, tal y como se hace actual-
mente, y resolviendo cada subdominio de forma mucho más independiente.
De esta forma se lograŕıa minimizar las comunicaciones entre procesadores,
puesto que sólo seŕıan necesarias cada cierto número de iteraciones.
4.5. Resumen
Básicamente, en este caṕıtulo se ha formulado una pregunta:
¿Cómo mejorar la eficiencia paralela del simulador 3D de dispositivos?
Para obtener la respuesta a esta pregunta ha sido necesario en primer
lugar la resolución de los siguientes interrogantes:
¿Cual es la parte más costosa del proceso de simulación?
¿Cómo se puede minimizar el tiempo de simulación empleado por esa
parte?
Se ha encontrado que la etapa de resolución de los sistemas de ecuaciones
lineales dispersos es la que consume aproximadamente un 90 % del tiempo
total de simulación. Por lo tanto la optimización del simulador 3D se ha cen-
trado básicamente en esta etapa del proceso de simulación y se han estudiado
diferentes estrategias para lograr minimizar su tiempo de computación.
En primer lugar se ha realizado un análisis de los métodos de resolución
implementados en una serie de libreŕıa numéricas con el objetivo de obte-
ner aquellos que sean más eficientes para nuestro problema particular. En
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segundo lugar, los métodos de resolución más eficientes son utilizados en el
simulador. A continuación se han presentado dos estrategias para mejorar la
eficiencia paralela del simulador. En la primera se modifica la implementa-
ción realizada de la etapa de resolución de los sistemas de ecuaciones lineales,
lográndose reducir considerablemente los tiempos de ejecución. En la segun-
da, se presenta otra alternativa para la optimización del simulador basada en
utilizar una nueva estrategia de particionamiento de las mallas tetraédricas
de elementos finitos.





En el pasado, el desajuste en las caracteŕısticas de los transistores fa-
bricados bajo idénticas condiciones estaba relacionado principalmente con
variaciones en los parámetros asociados con los procesos de fabricación, lo
que daba lugar a variaciones macroscópicas principalmente en el grosor de
las capas, la geometŕıa y el perfil del dopado en el interior del dispositivo.
El escalado de los dispositivos a dimensiones del orden de los nanómetros
ha provocado la aparición de nuevos problemas asociados con la naturale-
za discreta de la materia y de la carga. Además, estos efectos no pueden
ser eliminados por medio de mejores etapas de procesado o avances en el
equipamiento ya que son intŕınsecos a las propiedades de los materiales [3].
Los efectos combinados de todas las fluctuaciones en los parámetros
intŕınsecos de los dispositivos tienen un impacto significativo en la funcio-
nalidad, rendimiento y fiabilidad de sistemas y circuitos [112].
Convencionalmente, cuando se realizaban simulaciones numéricas de tran-
sistores se consideraban dispositivos perfectos con fronteras suaves y distri-
buciones continuas de dopado. La inclusión de diversos tipos de fluctuaciones
en los parámetros intŕınsecos provoca variaciones estad́ısticas dentro de un
conjunto de dispositivos. Por lo tanto, la simulación de un único dispositivo
perfecto ya no es suficiente, siendo preciso simular un conjunto de dispositi-
vos diferentes a nivel microscópico para considerar estad́ısticamente el efecto
de diferentes fuentes de fluctuaciones. Aśı, para poder entender y predecir el
comportamiento de un dispositivo en el interior de un circuito, será necesario
conocer los valores medios y varianzas de las distribuciones estad́ısticas de
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parámetros de diseño como la corriente, la transconductancia o la tensión
umbral.
En la primera parte de este caṕıtulo se definen brevemente los parámetros
estad́ısticos que serán utilizados posteriormente en los resultados numéricos
presentados. En el segundo apartado se justifica la necesidad de utilizar el
modelo de arrastre–difusión para el cálculo de las fluctuaciones de paráme-
tros intŕınsecos, además, se citan las principales limitaciones de este modelo.
A continuación se describen las caracteŕısticas de los dispositivos utilizados
en el estudio, aśı como el proceso de calibración seguido. En el siguiente
apartado se presentan las principales fuentes de fluctuaciones en los disposi-
tivos MOSFET, en los que estos efectos han sido ampliamente estudiados y
documentados. A continuación se introducen las principales fuentes de fluc-
tuaciones de parámetros intŕınsecos para dispositivos HEMT analizadas en
este trabajo, que son, la variación aleatoria en la composición de los com-
puestos ternarios que constituyen el canal del dispositivo, la consideración
de la naturaleza discreta de los dopantes y la variación aleatoria de la carga
interfacial presente en la frontera de alguna zona del dispositivo. Por último
se presentan los resultados numéricos en los que, en primer lugar, se analiza
la influencia de la presencia de carga interfacial en el comportamiento de
los dispositivos. A continuación se estudia el impacto, por medio de análi-
sis estad́ısticos, de las fuentes de fluctuaciones antes mencionadas en las
curvas caracteŕısticas de los dispositivos HEMT. Para finalizar se muestra
un estudio del impacto de las fluctuaciones de parámetros intŕınsecos en la
frecuencia de corte de los dispositivos.
5.1. Introducción a la estad́ıstica básica
En esta sección, se realiza una breve introducción sobre estad́ıstica bási-
ca, centrándose en las definiciones de los términos utilizados en el estudio
del impacto de las fluctuaciones de parámetros intŕınsecos presentado en la
parte final del caṕıtulo. Es posible encontrar una descripción más detallada
de las variables definidas en esta sección y sus propiedades en [113].
Partiendo de un experimento aleatorio, con espacio muestral asociado
Ω, una variable aleatoria es cualquier función, X, que asocia a cada suceso
elemental un número real, verificando que, para cualquier número real r, es
un suceso el conjunto:
{ω ∈ Ω/X(w) ≤ r} = X−1((−∞, r]) (5.1)
Hay que tener en cuenta que la probabilidad definida en el espacio muestral
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no influye en la definición anterior. Únicamente influye el tipo de sucesos de
la respectiva álgebra asociada.
Se define la función de distribución de una variable aleatoria X, como
una función real que a cada número real x, le asocia una probabilidad de
que la variable tome valores menores o iguales a dicho número, esto es:
F (x) = P (X ≤ x) = P ({ω ∈ Ω/X(w) ≤ x}) = P (X−1((−∞, x])) (5.2)
La definición de F está garantizada porque el conjunto X−1((−∞, x]) es un
suceso, según la definición de variable aleatoria.
Las propiedades de una función de distribución de una variable aleatoria
son:
1. 0 ≤ F (X) ≤ 1
2. F es no decreciente.
3. F (+∞) = 1 ( ĺım
x→+∞
F (x) = 1)
4. F (−∞) = 0 ( ĺım
x→−∞
F (x) = 0)
5. F es continua por la derecha.
5.1.1. Variables aleatorias discretas
Una variable aleatoria discreta es aquella que sólo puede tomar valores
dentro de un conjunto finito o infinito numerable. Sea X una variable aleato-
ria discreta que toma valores x1, x2, ..., xn, .... Al conjunto de probabilidades
p1, p2, ..., pn, ..., de forma que pi = P (X = xi) con
∑
i pi = 1 se le denomina
función de masa de probabilidad o función de probabilidad de la variable X.
La función de distribución de una variable discreta es una función real, de
variable real, que asocia a cada número x la probabilidad acumulada hasta
ese valor. Está dada como suma de la función de masa de probabilidad, del
siguiente modo:




La función F es escalonada, no decreciente, con saltos de discontinuidad en
los puntos xi iguales a la probabilidad en dichos puntos pi.
5.1.2. Variables aleatorias continuas
Una variable aleatoria es continua si toma valores en uno o varios in-
tervalos de la recta real. Es necesario tener en cuenta que la medida de los
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resultados de muchos experimentos es aproximada, pues no se puede pre-
cisar la exactitud mediante un proceso de medición f́ısico. Aśı, cuando se
recogen los datos de una variable estad́ıstica se clasifican los resultados en
clases con sus respectivas frecuencias, al hacer las clases más y más finas, se
observa que los histogramas de frecuencias correspondientes se aproximan a
una curva. De este modo surge el concepto de función de densidad como la
función ĺımite de los histogramas.
Aśı, dada una variable aleatoria continua X, la probabilidad de un in-
tervalo (a,b) será el área limitada por esta función de densidad, las rectas
x = a, x = b y el eje de abscisas. La probabilidad de que la variable aleatoria
tome un valor concreto es igual a cero, esto es P (X = x0) = 0. Sin embargo,
tiene sentido analizar lo densa que está repartida la probabilidad en torno a
ese valor, dando lugar a la siguiente definición.
Dada una variable aleatoria continua X, la función de densidad es la
función real de variable real:
f(x) = ĺım
h→0+
P (x− h ≤ X ≤ x+ h)
2h
(5.4)
Dada una variable continua X, con función de distribución F , la función de
densidad f es la función que resulta de derivar la función de distribución:




La función f describe el comportamiento idealizado de la variable aleatoria
continua asociada, reflejando para cada intervalo real, sobre el que tome
valores la variable, su densidad de probabilidad. Geométricamente F (x0)
mide el área de la región limitada por la función de densidad, el eje X y la
recta de ecuación x = x0.
Las principales propiedades de la función de densidad son:
1. f(x) ≥ 0; −∞ < x <∞
2. El área total bajo la curva de la función de densidad es 1:
∫ ∞
−∞
f(x)dx = F (+∞) = 1 (5.6)
3. La probabilidad del intervalo [a,b] es el área bajo la curva f(x) entre
las rectas x = a, x = b y el eje de abscisas.
P (a ≤ X ≤ b) =
∫ b
a
f(t)dt = F (b) − F (a) (5.7)
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4. La probabilidad de que una variable continua tome un único valor es
nula.
P (X = x0) =
∫ x0
−x0
f(t)dt = 0 (5.8)
En general, cualquier función real que verifica las propiedades 1 y 2 es la
función de densidad de alguna variable aleatoria continua X.
5.1.3. Caracteŕısticas de una variable aleatoria
La esperanza matemática es un concepto que surge ligado a los juegos de
azar, como forma de conocer la ganancia esperada de un juego. A modo de
introducción, considerando como ejemplo el juego de la ruleta, si se apuesta
a par e impar un total de n veces, suponiendo que sale np veces par con una
ganancia de xp por cada vez y ni veces impar con una ganancia de xi, la
ganancia total en n apuestas, apostando siempre a par, vendŕıa dada por:
npxp − nixi (5.9)
La ganancia media se obtiene dividiendo la expresión anterior por el número










xi = fpxp − fixi (5.10)
siendo x la media de una variable estad́ıstica.
Para extender este concepto a una variable aleatoria basta con cambiar
las frecuencias fp y fi por las respectivas probabilidades para la variable
aleatoria X, definida por:
X(ω) =
{
xp con P (X = xp) = pp
−xi con P (X = xi) = pi
(5.11)
Aśı, la media de la variable aleatoria X = ganancia del juego es:
E(X) = xppp + (−xi)pi (5.12)
Generalizando lo anterior, dada X una variable aleatoria discreta que
toma los valores x1, x2, ..., xn, ... con probabilidades p1, p2, ..., pn, ..., la media
o esperanza matemática de la variable X es el número real:




Si X es una variable aleatoria continua con función de densidad f su media
o esperanza matemática es el número real:




En ambos casos se cumplen las siguientes propiedades:
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1. E(aX + b) = aE(X) + b
2. E(X + Y ) = E(X) + E(Y )
3. Si g es una función real, es posible extender la definición de media









4. Si tenemos una variable no negativa con media 0, la variable to-
mará sólo el valor 0.
Sea X una variable aleatoria con media µ = E(x), la varianza de X es
el valor esperado de los cuadrados de las diferencias con la media:
σ2 = V ar(X) = E((X − E(X))2) (5.17)




E((X − E(X))2) (5.18)
La desviación t́ıpica es la medida de dispersión más utilizada en la práctica.
Al contrario de la varianza, presenta la ventaja de dar los resultados en las
mismas unidades que los valores de la variable.
Una variable aleatoria se dirá que está estandarizada o tipificada si su
media es 0 y su varianza es 1. Para transformar una variable X con media
µ y desviación t́ıpica σ en otra tipificada, basta con aplicar un cambio de
variable tipo lineal Y = X−µσ . Esta nueva variable Y tiene por media 0 y por
varianza 1. Tipificar una variable es útil para la comparación de distintas
variables medidas con unidades diferentes.
La varianza es una medida de dispersión que no es invariante a cambios
de escala, por lo que resulta útil construir otra medida que mida la dispersión
y permanezca inalterada si se produce un cambio de escala de los datos. De
esta forma se define el coeficiente de variación de la variable X con media





siempre que µ 6= 0.
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El momento central de orden k respecto al origen, representado por αk,
de una variable aleatoria X se define como:
αk = E(X
k) (5.20)
De igual forma, el momento central de orden k, o momento respecto a
la media de orden k:
µk = E((X − E(X))k) (5.21)
La mediana es otra medida muy usada que caracteriza una variable alea-
toria. La mediana de una variable aleatoria es una medida de centralización
que divide la función en dos partes de igual probabilidad. La denotaremos





La moda de una variable es el valor M0 que maximiza la función de
probabilidad o la función de densidad, según se trate de una variable discreta
o continua, respectivamente.





Si C.A es 0, o próximo a 0, la distribución es simétrica. En otro caso pre-
sentará asimetŕıa positiva o negativa de acuerdo con el signo de C.A.





Si el valor de la kurtosis es 0, o próximo a 0, la distribución presenta una
forma similar a la distribución normal.
La distribución normal o gaussiana es la más importante y de mayor
uso de todas las distribuciones continuas de probabilidad. Existen multitud
de ejemplos cuyo resultado se ajusta a esta distribución, por ejemplo: el
peso de una persona y su talla, datos meteorológicos, errores de medición,
calificaciones de pruebas de aptitud, etc.
Una variable aleatoria tiene distribución normal de parámetros (µ,σ) si








2σ2 si−∞ < x <∞ (5.25)
Las principales caracteŕısticas de esta distribución son:
1. E(X) = µ
2. V ar(X) = σ2
3. El coeficiente de kurtosis de una normal vale 0.
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Figura 5.1: Representación esquemática de un dispositivo HEMT genérico.
5.2. Modelo de arrastre–difusión: necesidad y li-
mitaciones
La mayoŕıa de las fuentes de fluctuaciones de parámetros intŕınsecos son
de naturaleza tridimensional y, por lo tanto, para capturar correctamente sus
efectos, es necesario realizar simulaciones 3D, que son, computacionalmente
mucho más costosas que las simulaciones en dos dimensiones. Además, la
necesidad de realizar simulaciones estad́ısticas multiplica la complejidad del
problema por el tamaño de la muestra estad́ıstica [112, 114].
Neff (cm
−3) ∆X(µm) ∆Y (µm) ∆Z(µm)
Cap (GaAs) 4.0 1018 0.690 0.030 0.030
Etch Stop (Al0.3Ga0.7As) 1.0 1014 1.600 0.030 0.018
δ-doping (Al0.3Ga0.7As) 1.75 1019 1.600 0.030 0.002
Spacer (Al0.3Ga0.7As) 1.0 1014 1.600 0.030 0.006
Canal (In0.2Ga0.8As) 2.0 1014 1.600 0.030 0.010
Buffer (GaAs) 1.0 1014 1.600 0.030 0.300
Tabla 5.1: Dimensiones, composiciones y dopados de las diferentes capas del
dispositivo PHEMT de 120 nm de longitud de puerta.
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Neff (cm
−3) ∆X(µm) ∆Y (µm) ∆Z(µm)
Cap (In0.53Ga0.47As) 1.0 1019 0.500 0.030 0.020
Etch Stop (In0.52Al0.48As) 1.0 1014 1.070 0.030 0.009
δ-doping (In0.52Al0.48As) 2.0 1019 1.070 0.030 0.002
Spacer (In0.52Al0.48As) 1.0 1014 1.070 0.030 0.004
Canal (In0.7Ga0.3As) 2.0 1014 1.070 0.030 0.012
Buffer (In0.52Al0.48As) 1.0 1015(*) 1.070 0.030 0.300
Tabla 5.2: Dimensiones, composiciones y dopados de las diferentes capas del
dispositivo HEMT de 50 nm de longitud de puerta. El śımbolo (*) indica
que en esta capa, a diferencia de en el resto de las regiones del dispositivo,
el dopado es tipo P.
La técnica empleada en este tipo de simulaciones debe ser rápida y efi-
ciente permitiendo la simulación de un conjunto grande de dispositivos en un
tiempo de computación lo menor posible. Teniendo esto en cuenta, la aproxi-
mación de arrastre–difusión es la más adecuada para este tipo de análisis, ya
que proporciona un compromiso entre la calidad de la solución y el tiempo
computacional necesario para alcanzarla [3, 112, 115, 116].
Por otro lado, hay que tener en cuenta que la aproximación arrastre–
difusión no captura correctamente el transporte de portadores fuera del
equilibrio en dispositivos de dimensiones inferiores a los 100 nm y por lo
tanto subestima su corriente de drenador [39, 117]. Sin embargo, siendo
siempre conscientes de sus limitaciones, es perfectamente adecuada para
dar una estimación de la influencia de diferentes fuentes de fluctuaciones
asociadas con la electrostática del dispositivo en las curvas caracteŕısticas y
en su funcionamiento, con un coste computacional medianamente asequible
para poder realizar la gran cantidad de simulaciones que implican el estudio
de fluctuaciones de parámetros intŕınsecos.
5.3. Transistores HEMT: estructura y calibración
El estudio del efecto de las fluctuaciones de parámetros intŕınsecos en
HEMTs realizado en este trabajo se centra en dos dispositivos diferentes, un
dispositivo PHEMT de 120 nm de longitud de puerta y un dispositivo HEMT
de 50 nm de longitud de puerta. A continuación, en este apartado se describe
la estructura de los dos dispositivos HEMT utilizados en este estudio y el
proceso de calibración seguido hasta lograr su correcto funcionamiento.
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Figura 5.2: Curvas caracteŕısticas, en escala lineal, a una tensión de drenador
de 0.1 V para el dispositivo PHEMT de 120 nm de longitud de puerta. Los
resultados obtenidos con el simulador tridimensional de arrastre–difusión
son comparados con los obtenidos experimentalmente y con un simulador
2D Monte Carlo.
5.3.1. Estructura de los dispositivos
Un esquema básico de los dos dispositivos HEMT utilizados en este tra-
bajo se muestra en la figura 5.1.
La estructura vertical del dispositivo PHEMT de 120 nm de longitud de
puerta incluye una capa cap de 30 nm de n+GaAs dopada con Si, con una
concentración de 4×1018cm−3, una capa etch stop de 18 nm de Al0.3Ga0.7As,
una capa δ–doping dopada con Si, con una concentración de 3.5×1012cm−2,
una capa spacer de 6 nm de Al0.3Ga0.7As que separa la capa δ–doping del
canal de In0.2Ga0.8As con 10 nm de grosor. Todo el dispositivo se crece sobre
un buffer de 300 nm de grosor de GaAs. En la tabla 5.1 se muestran en detalle
el dopado, la composición y las dimensiones de las diferentes regiones que
componen este dispositivo.
En el simulador tridimensional basado en arrastre–difusión se utiliza
un modelo de movilidad de campo elevado [118]. Entre los parámetros de
este modelo dependientes del material utilizado se encuentra la movilidad a
campo pequeño y la velocidad de saturación. Los valores que se han utilizado
son una movilidad a campo pequeño de 3800 cm2/Vs y una velocidad de
saturación de 2.5×107 cm/s para el canal de In0.2Ga0.8As, y de 3000 cm2/Vs
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Figura 5.3: Curvas caracteŕısticas, en escala lineal, a una tensión de drenador
de 1.0 V para el dispositivo PHEMT de 120 nm de longitud de puerta.
y 1.0 × 107 cm/s para las capas de Al0.3Ga0.7As.
El dispositivo HEMT de 50 nm de longitud de puerta está formado por
una capa cap de 20 nm de In0.53Ga0.47As dopada con Si, siendo su con-
centración de 1019cm−3, una capa etch stop de In0.52Al0.48As de 9 nm de
grosor, una capa δ–doping con un dopado de 4×1012cm−2 situada encima de
una capa spacer de In0.52Al0.48As de 4 nm de grosor y un canal de 12 nm de
In0.7Ga0.3As. Todas las capas activas en el dispositivo se crecen sobre una ca-
pa buffer dopada tipo P muy gruesa, de 300 nm de ancho, de In0.52Al0.48As.
En la tabla 5.2 se muestran los valores del dopado, la composición y las
dimensiones de las diferentes capas que constituyen este dispositivo.
En este dispositivo HEMT, de igual modo que en el PHEMT de 120
nm, se utiliza una movilidad a campo pequeño de 5000 cm2/Vs y una ve-
locidad de saturación de 4.0 × 107 cm/s para el canal de In0.7Ga0.3As, y de
3000 cm2/Vs y 1.0× 107 cm/s para las capas de In0.52Al0.48As, respectiva-
mente.
5.3.2. Calibración de los dispositivos
El estudio de las fluctuaciones de parámetros intŕınsecos se basa en la
obtención de las curvas caracteŕısticas, ID–VG, de los dos dispositivos simu-
lados a diferentes valores de la tensión de drenador.
La validez de estos resultados se justifica por medio de la calibración de
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Figura 5.4: Curvas caracteŕısticas, en escala logaŕıtmica, a una tensión de
drenador de 0.1 V para el dispositivo PHEMT de 120 nm de longitud de
puerta.
las curvas caracteŕısticas logradas con el simulador, por medio de su com-
paración con los resultados experimentales obtenidos con los dispositivos
f́ısicos, diseñados y fabricados por el Centro de Investigación Nanotecnológi-
ca de la Universidad de Glasgow, y con los resultados de un simulador Monte
Carlo H2F/MC [39, 119] desarrollado en el Device Modelling Group pertene-
ciente también a la Universidad de Glasgow. La calibración se realiza tanto
en escala lineal como en escala logaŕıtmica.
Las figuras 5.2 y 5.3 comparan las curvas caracteŕısticas ID–VG para
valores de tensión de drenador de 0.1 V y 1.0 V en escala lineal, para el
dispositivo PHEMT de 120 nm de longitud de puerta. Se presentan resul-
tados del simulador 3D para dos valores de ancho del buffer, 50 y 300 nm,
aunque en escala lineal apenas se aprecian diferencias entre ambas medidas.
Los resultados obtenidos directamente del simulador 3D paralelo basado en
el modelo de arrastre–difusión no incluyen resistencias en los contactos, por
lo que su corriente de drenador es superior a la obtenida con los resultados
experimentales para valores de tensión de puerta elevados. Por lo tanto, la
curva caracteŕıstica obtenida con el simulador tridimensional es calibrada
utilizando las curvas caracteŕısticas intŕınsecas obtenidas directamente de
simulaciones MC. Estas simulaciones no incluyen efectos de deplexión del
potencial en superficie en las regiones de recess del dispositivo puesto que el
simulador 3D no permite la inclusión de este efecto. Hay que tener en cuen-
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Figura 5.5: Curvas caracteŕısticas, en escala logaŕıtmica, a una tensión de
drenador de 1.0 V para el dispositivo PHEMT de 120 nm de longitud de
puerta.
ta que el impacto de las resistencias externas empieza a tener importancia
para VG > 0.2 V tanto para valores de tensión de drenador reducida como
elevada y puede ser introducido en las simulaciones en una posterior etapa
de post–procesado [120].
Las figuras 5.4 y 5.5 muestran las curvas caracteŕısticas obtenidas, para
el dispositivo de 120 nm de longitud de puerta, a una VD de 0.1 y 1.0 V
respectivamente, en escala logaŕıtmica. En esta escala es posible apreciar la
diferencia que supone el ancho del buffer en la corriente de drenador de la
zona sub–umbral. Aśı, para una VD = 0.1 V los resultados obtenidos, con
el simulador MC y con el simulador 3D paralelo con un ancho de buffer de
50 nm, se alejan de los experimentales para tensiones de puerta inferiores
a −0.6 V. En cambio, si se utiliza un buffer con un ancho de 300 nm, los
resultados dados por el simulador 3D paralelo también son muy próximos a
los experimentales a valores muy bajos de la tensión de puerta. Un compor-
tamiento muy similar se encuentra a VD = 1.0 V. En esta situación, tanto el
simulador MC como el simulador 3D paralelo con un ancho de buffer de 300
nm, reflejan correctamente los resultados experimentales, mientras que los
resultados dados por el simulador paralelo con un buffer de 50 nm se desv́ıan
bastante de los experimentales a VG menores de −0.6 V. A pesar de ello,
en el estudio del impacto de las fluctuaciones intŕınsecas en este dispositivo,
el simulador utiliza el buffer de 50 nm. Esta elección es debida a que una
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Figura 5.6: Curvas caracteŕısticas, en escala lineal, a una tensión de drenador
de 0.1 V para el dispositivo HEMT de 50 nm de longitud de puerta. Los
resultados obtenidos con el simulador tridimensional de arrastre–difusión
son comparados con los obtenidos experimentalmente y con un simulador
2D Monte Carlo.
menor dimensión del buffer consige simulaciones más rápidas, puesto que
el menor tamaño de los tetraedros de la malla de elementos finitos en esta
región permite una más rápida convergencia del problema. Además, el uso
de este tamaño de buffer no perjudica a la calidad del estudio elaborado,
puesto que el análisis de las fluctuaciones se realiza tan sólo para valores de
tensión de puerta positivos, en los que apenas se encuentran diferencias en
los resultados para las dos dimensiones de buffer utilizadas.
En escala lineal, una calibración similar se muestra en las figuras 5.6 y
5.7 para el dispositivo HEMT de 50 nm de longitud de puerta a tensiones de
drenador de 0.1 V y 0.8 V respectivamente. A causa del elevado transporte
fuera del equilibrio en el HEMT de 50 nm, la corriente de drenador intŕınseca
obtenida con el simulador 3D de arrastre–difusión es ligeramente inferior,
para bajo y alto voltaje de drenador, que la obtenida de simulaciones MC
para tensiones de puerta superiores a −0.2 V y 0.0 V respectivamente. Las
figuras 5.8 y 5.9 muestran las curvas caracteŕısticas para este dispositivo en
escala logaŕıtmica. Se observa que a un valor bajo de tensión de drenador de
0.1 V, el simulador 3D paralelo modela adecuadamente el comportamiento
experimental, incluso mejor que el simulador MC, en la zona sub–umbral. En
cambio al aumentar la tensión de drenador hasta 0.8 V, el simulador paralelo
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Figura 5.7: Curvas caracteŕısticas, en escala lineal, a una tensión de drenador
de 0.8 V para el dispositivo HEMT de 50 nm de longitud de puerta.
no consigue ajustarse a los resultados experimentales para una tensión de
puerta inferior a −0.6 V.
Los valores de calibración presentados hasta el momento, para los dos
dispositivos analizados, han sido los utilizados en el estudio de la influencia
de las fluctuaciones de parámetros intŕınsecos en los dispositivos presentado
en las secciones siguientes.
En el caso del dispositivo HEMT de 50 nm de longitud de puerta, dados
los desajustes obtenidos en la calibración tanto a bajo como a alto voltaje de
drenador, sobre todo en escala logaŕıtmica, se presenta a continuación una
calibración más meticulosa con el objetivo de obtener valores de la corriente
de drenador más próximos a los experimentales. Para ello se han realizado
variaciones de una serie de parámetros con una importante influencia en el
comportamiento del simulador. Aśı, se ha modificado el ancho de la zona de
buffer y la movilidad y la velocidad de saturación en la zona del canal.
Las figuras 5.10 y 5.11 muestran las curvas caracteŕısticas a tensión de
drenador de 0.1 V en la escala lineal y logaŕıtmica respectivamente. En es-
cala lineal tan sólo se representan los valores hasta un valor de VG=-0.6 V,
puesto que las principales variaciones entre las distintas curvas caracteŕısti-
cas se localizan hasta este valor de tensión de puerta. En estas figuras se
representan, además de los resultados dados por el dispositivo experimental,
el simulador MC y el simulador 3D con los parámetros antes mencionados,
dos nuevas curvas, denotadas en las gráficas por p0 y p1 que representan
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Figura 5.8: Curvas caracteŕısticas, en escala logaŕıtmica, a una tensión de
drenador de 0.1 V para el dispositivo HEMT de 50 nm de longitud de puerta.
las curvas de calibración más aproximadas a los resultados experimentales
obtenidas. Para ello se ha aumentado el ancho del buffer, de 300 a 500 nm,
la movilidad a campo pequeño en el canal, de 5000 a 10000 cm2/Vs y la ve-
locidad de saturación en el caso de la curva p1, de 4.0×107 a 4.5×107 cm/s.
Los resultados mostrados en las gráficas reflejan que las dos nuevas curvas,
p0 y p1, se ajustan mejor a la experimental que la curva (3D D-D), a todos
los valores de tensión de puerta excepto a VG = −1.0 V.
Por último, las figuras 5.12 y 5.13 muestran las curvas caracteŕısticas
a tensión de drenador de 0.8 V en la escala lineal y logaŕıtmica. En estas
figuras se ha realizado un calibrado idéntico al presentado en el párrafo
anterior. En esta ocasión se incluyen dos nuevas curvas, p2 y p3, en las que
la única diferencia que presentan en sus caracteŕısticas con respecto a las
dadas para las curvas p0 y p1, es el valor de la velocidad de saturación. Aśı,
la curva p2 modifica el valor de la velocidad de saturación de 4.0×107 a 5.0×
107 cm/s y la curva p3 incrementa aún más la velocidad de saturación hasta
6.0× 107 cm/s. En escala lineal, la gráfica muestra que la curva p3 se ajusta
correctamente a los resultados experimentales, incluso mejor que la curva del
simulador MC. Se observa que al ir disminuyendo la velocidad de saturación
se obtienen valores cada vez más bajos de la corriente de drenador, por lo
tanto las curvas p2 y sobre todo 3D D-D se alejan progresivamente del valor
experimental. En escala logaŕıtmica tanto la curva p2 como la p3 se ajustan
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Figura 5.9: Curvas caracteŕısticas, en escala logaŕıtmica, a una tensión de
drenador de 0.8 V para el dispositivo HEMT de 50 nm de longitud de puerta.
más a la experimental que la curva 3D D-D.
5.4. Fluctuaciones de parámetros intŕınsecos en
dispositivos HEMT
La influencia de las fluctuaciones de parámetros intŕınsecos en dispositi-
vos MOSFET está ampliamente estudiada y documentada. Sin embargo, su
importancia es igualmente notable en otros dispositivos menos comerciales
y que por lo tanto han sido menos analizados. Este es el caso de los dispo-
sitivos HEMT y PHEMT. A continuación se describen algunas de las más
importantes fuentes de fluctuaciones en los dispositivos MOSFET, teniendo
en cuenta que también pueden aparecer en otros dispositivos.
Naturaleza discreta de los dopantes. Las fluctuaciones de parámetros
intŕınsecos al tener en cuenta la naturaleza discreta de los dopantes en
el canal, la fuente y el drenador de los dispositivos MOSFET se predijo
al inicio de los años 70 [121] y han sido confirmadas en varios estudios
experimentales [122, 123] y en simulaciones [124, 125]. Considerar la
naturaleza discreta de los dopantes en el canal, y en otras zonas del
dispositivo, provoca fluctuaciones en la tensión umbral y en la corriente
de los dispositivos [3, 115, 116, 126].
Carga atrapada. En MOSFETs con longitudes de puerta del orden de
158 Caṕıtulo 5. Fluctuaciones en los parámetros intŕınsecos
Figura 5.10: Curvas caracteŕısticas, en escala lineal, a una tensión de dre-
nador de 0.1 V para el dispositivo HEMT de 50 nm de longitud de puerta,
entre las que se incluyen datos experimentales, datos de un simulador MC,
y datos del simulador 3D paralelo: iniciales y de dos nuevas calibraciones,
p0 y p1.
las decenas de nm, la aparición de una carga atrapada en las proxi-
midades de la frontera Si/SiO2 provoca una modulación en la den-
sidad de portadores y en la movilidad [127] en un área comparable
a las dimensiones caracteŕısticas del dispositivo. La influencia de este
fenómeno es muy importante en las corrientes de drenador y puerta de
los dispositivos [128]. Las fluctuaciones en la corriente a estas escalas
se convierten en fuentes de un excesivo ruido a baja frecuencia tanto
en circuitos analógicos y mixtos [129] como en memorias dinámicas
[130] y posiblemente en aplicaciones digitales.
Fluctuaciones en el grosor del óxido. Se están fabricando industrial-
mente dispositivos en los que el grosor del óxido de puerta ha alcanzado
casi los 1.5 nm [131] mientras que en los dispositivos de investigación
el grosor es inferior a 1 nm. Con el escalado de los dispositivos el
grosor del óxido de puerta comienza a ser equivalente a varias capas
atómicas con una rugosidad de interfaz t́ıpica del orden de 1 o 2 capas
atómicas [132], lo que provocará variaciones en el grosor de óxido de
puerta entre dispositivos superiores al 50 %, haciendo cada dispositi-
vo microscópicamente diferente de otro. Esto provocará fluctuaciones
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Figura 5.11: Curvas caracteŕısticas, en escala logaŕıtmica, a una tensión
de drenador de 0.1 V para el dispositivo HEMT de 50 nm. Se incluyen
datos experimentales, datos de un simulador MC, y datos del simulador 3D
paralelo: iniciales y de dos nuevas calibraciones, p0 y p1.
en la movilidad, corriente túnel a través de la puerta o en la tensión
umbral [133].
Rugosidad de los extremos de la puerta (Line Edge Roughness). Las
rugosidades en los extremos de la puerta aparecen de forma inherente
al proceso litográfico. Este fenómeno no era considerado en el pasado
ya que las dimensiones cŕıticas de los dispositivos eran varios órdenes
de magnitud superiores a las rugosidades generadas. Sin embargo, con
el drástico escalado de los dispositivos las rugosidades en los extremos
de la puerta no escalan de una forma proporcional, convirtiéndose cada
vez en una fracción más grande de la longitud de puerta, lo que provoca
variaciones en la tensión umbral y en las corrientes en conducción y
corte de los dispositivos [132, 134].
Al igual que en el caso de los dispositivos MOSFET, la progresiva evolu-
ción del escalado en los dispositivos HEMT provoca que los efectos debidos a
las fluctuaciones de parámetros intŕınsecos sean cada vez más importantes,
pudiendo afectar seriamente al comportamiento de los dispositivos.
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Figura 5.12: Curvas caracteŕısticas, en escala lineal, a una tensión de dre-
nador de 0.8 V para el dispositivo HEMT de 50 nm de longitud de puerta,
entre las que se incluyen datos experimentales, datos de un simulador MC,
y datos del simulador 3D paralelo: iniciales y de dos nuevas calibraciones,
p2 y p3.
5.4.1. Fuentes de fluctuaciones de parámetros intŕınsecos
Las principales fuentes de fluctuaciones de parámetros intŕınsecos que
hacen a los dispositivos HEMT microscópicamte diferentes entre śı son la
consideración de la naturaleza discreta de los dopantes y las variaciones de
la composición de los materiales.
La primera fuente de fluctuaciones considerada en este estudio es la na-
turaleza discreta de los dopantes situados en la capa δ–doping. En el resto
del dominio de simulación se supone que la carga tiene una distribución con-
tinua. El número de dopantes esperado en la capa δ–doping se estima como
el producto de la concentración de hoja en la capa por el área del HEMT
simulado. El número real de dopantes en un dispositivo simulado concreto es
escogido aleatoriamente a partir de una distribución de Poisson con media
el número de dopantes estimado. A continuación se aplica una “técnica de
rechazo” para situar los dopantes en los nodos de la malla cristalina.
Un ejemplo de la concentración del dopado generada aleatoriamente en
la capa δ–doping del dispositivo HEMT de 50 nm de longitud de puerta se
muestra en la figura 5.14, en la que las posiciones de los dopantes se indican
mediante nodos blancos.
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Figura 5.13: Curvas caracteŕısticas, en escala logaŕıtmica, a una tensión
de drenador de 0.8 V para el dispositivo HEMT de 50 nm. Se incluyen
datos experimentales, datos de un simulador MC, y datos del simulador 3D
paralelo: iniciales y de dos nuevas calibraciones, p2 y p3.
La segunda fuente de fluctuaciones considerada en este trabajo es la va-
riación en el contenido en Indio en el canal del dispositivo. Para generar de
forma realista las fluctuaciones en la composición del canal se utiliza una
red cristalina tridimensional con las mismas dimensiones a las del canal. Las
posiciones de los átomos de In, Ga, As en la red cristalina son generadas
aleatoriamente de acuerdo con la composición del canal. Cada nodo de la
red cristalina es a continuación asignado al nodo más próximo de la malla
tetraédrica, creando una distribución aleatoria en el contenido en Indio den-
tro del canal. El contenido en Indio obtenido utilizando esta aproximación
vaŕıa entre 0.1 y 0.3 en el dispositivo de 120 nm de longitud de puerta con
un canal de In0.2Ga0.8As. Para la capa de In0.7Ga0.3As correspondiente al
dispositivo HEMT de 50 nm de longitud de puerta la variación en el conte-
nido en Indio está entre 0.6 y 0.8. Aśı, la figura 5.15 ilustra un ejemplo de la
variación en la concentración de Indio en el interior del canal del PHEMT de
120 nm. Las grandes variaciones en el contenido en Indio que se encuentran
en la figura bajo la puerta y las zonas de recess del dispositivo están asocia-
das con el reducido tamaño de los elementos de las mallas en esas regiones.
En el resto de las zonas, el tamaño de los elementos que forman la malla es
más grande, con lo cual a cada elemento le corresponde un número conside-
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Figura 5.14: Ejemplo de una sección en el interior de la capa δ–doping per-
teneciente al dispositivo HEMT de longitud de puerta 50 nm. La posición
de los dopantes se indican mediante ćırculos a lo largo del plano.
rable de dopantes. Teniendo en cuenta que en la figura se muestran valores
promedio por elemento de la malla de la variación de la concentración de
Indio, en estas regiones el efecto creado por las fluctuaciones está suavizado
por la suma de todas las contribuciones. En cambio, debajo de la puerta y
de la zona de recess el menor tamaño de los elementos provoca que a cada
uno de ellos le corresponda un número mucho menor de dopantes, con lo
cual al promediar en cada elemento, las variaciones que se observan son más
bruscas, apreciándose a causa de ello picos en el valor de la concentración.
El contenido en Indio, asignado a cada nodo de la malla tetraédrica,
se utiliza para actualizar diversos parámetros f́ısicos como la movilidad, la
constante dieléctrica y la enerǵıa de la banda prohibida. Por ejemplo, la
figura 5.16 ilustra un ejemplo de la variación en la movilidad provocada
por las fluctuaciones en el contenido en Indio en el interior del canal del
PHEMT de 120 nm. Teniendo en cuenta que x es la fracción molar final de
In de cada nodo de la malla tetraédrica, en la actualización de las variables
mencionadas anteriormente se utilizan las siguientes expresiones:
Enerǵıa de la banda prohibida:
Egap = 1.43 − 1.543x+ 0.48x2 (5.26)
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Figura 5.15: Ejemplo de las fluctuaciones en el contenido en Indio en el
interior del canal de In0.2Ga0.8As del dispositivo PHEMT de 120 nm de
longitud de puerta.
Constante dieléctrica:
ε = 12.65 − 1.73x+ 3.90x2 (5.27)
Movilidad electrónica:





siendo xunif la fracción molar inicial de In de cada nodo de la malla,
previamente al cálculo de las fluctuaciones, y m∗(xunif ) y m
∗(x) son,
respectivamente, las masas efectivas electrónicas en el caso uniforme
y una vez calculadas las fluctuaciones. Para el cálculo de las masas
efectivas se utiliza la siguiente expresión:
m∗(x) = 0.066(1.0 − x) + 0.023x (5.29)
Además de estas dos fuentes de fluctuaciones también se ha estudiado la
influencia de una tercera fuente, la variación aleatoria de la carga superficial
en la interfaz de la zonas recess de los dispositivos. Esta fuente de fluctua-
ciones tiene su origen en el proceso de fabricación. El proceso de cálculo del
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Figura 5.16: Ejemplo de las fluctuaciones en la movilidad creadas por la
variación en el contenido en Indio en el interior del canal de In0.2Ga0.8As
del dispositivo PHEMT de 120 nm de longitud de puerta.
impacto de este efecto es análogo al empleado en el caso de las cargas do-
pantes en la capa δ–doping, descrito previamente. La figura 5.17 representa
el potencial en el plano de las zonas de recess, considerando la presencia de
fluctuaciones debidas a la carga interfacial en estas zonas.
5.5. Resultados numéricos
En esta sección, inicialmente se presenta un análisis de la influencia en
las curvas caracteŕısticas de los dos dispositivos HEMT estudiados de la
presencia de carga interfacial en las zonas de recess de los dispositivos.
A continuación, se muestran algunos de los resultados numéricos obteni-
dos a lo largo del estudio de las tres fuentes de fluctuaciones de parámetros
intŕınsecos descritas previamente. Para ello se divide el análisis en tres par-
tes, en primer lugar se estudian las fluctuaciones en las curvas caracteŕısticas
para el dispositivo PHEMT de 120 nm, a continuación se realiza el mismo
proceso para el dispositivo HEMT de 50 nm, para finalizar mostrando un




















Figura 5.17: Distribución del potencial en el plano que contiene a las zo-
nas de recess del dispositivo PHEMT de 120 nm considerando únicamente
fluctuaciones de la carga interfacial en estas zonas.
5.5.1. Efecto de la presencia de carga interfacial en las curvas
caracteŕısticas de los dispositivos
Se ha calculado la influencia de la presencia de carga interfacial en las
regiones recess de los dispositivos, situadas entre la puerta y las regiones de
fuente y drenador.
Las figuras 5.18 y 5.19 comparan las curvas caracteŕısticas, para VD=0.1
y VD=1.0 V respectivamente, obtenidas con el simulador tridimensional
para el PHEMT de 120 nm bajo dos situaciones: sin considerar la pre-
sencia de carga interfacial y considerando un valor uniforme de carga de
−2.0 × 10−12 cm−2. La presencia de carga interfacial en estas zonas reduce
la corriente de drenador, siendo la reducción más considerable a una tensión
de drenador de 0.1 V que a la tensión de drenador de 1.0 V . La figura 5.20
muestra la diferencia entre las densidades electrónicas en equilibrio, para el
dispositivo PHEMT de 120 nm, con carga interfacial y sin ella. La densidad
electrónica está representada a lo largo de un plano en el medio del canal en
el que se asume una densidad uniforme de carga interfacial en la superficie
de las regiones recess del dispositivo.
En el caso del dispositivo HEMT de 50 nm se ha realizado el mismo
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Figura 5.18: Comparación de las curvas caracteŕısticas, ID–VG, obtenidas
con el simulador tridimensional sin considerar y considerando la presencia
de cargas en la interfaz de las regiones recess del PHEMT de 120 nm. Estas
curvas se obtuvieron para un VD=0.1 V.
estudio, cuyos resultados están representados en las figuras 5.21 y 5.22. El
efecto de la carga interfacial es menor que el obtenido con el dispositivo de
120 nm, aunque el comportamiento cualitativo es similar.
5.5.2. Efecto de las fluctuaciones de parámetros intŕınsecos
en el PHEMT de 120 nm de longitud de puerta
El impacto de las dos primeras fuentes de fluctuaciones analizadas, la
consideración de la naturaleza discreta de los dopantes situados en el in-
terior de la capa δ–doping y las variaciones en el contenido en Indio en el
interior del canal, han sido estudiadas de forma separada y en conjunto, en
transistores con un ancho de canal de 30 nm.
La dependencia de la desviación estándar normalizada de la corriente
de drenador, σID/ID, como una función de la tensión de puerta a tensiones
de drenador de 0.1 V y 1.0 V para el 120 nm PHEMT se muestra en las
figuras 5.23 y 5.24 respectivamente. La suma estad́ıstica de las dos fuentes
de fluctuaciones también se representa en esas figuras. Esta suma viene dada







Figura 5.19: Comparación de las curvas caracteŕısticas obtenidas con el si-
mulador tridimensional sin considerar y considerando la presencia de cargas
en la interfaz de las regiones recess del PHEMT de 120 nm. Estas curvas se
obtuvieron para un VD=1.0 V.
siendo σdelta y σchannel las desviaciones estándar normalizadas debidas a
variaciones en la capa δ–doping y en el contenido en Indio, respectivamente.
La presencia de dopantes en el interior de la capa δ–doping es la prin-
cipal fuente de fluctuaciones en la corriente del PHEMT. La variación en
el contenido en Indio en el canal juega un papel menos importante, dando
lugar a desviaciones estándar normalizadas de la corriente menores que el
30 % de las provocadas por los dopantes en el δ–doping.
En el caso de las fluctuaciones creadas por tener en cuenta la naturaleza
discreta de los dopantes presentes en la capa δ–doping se observa una pro-
nunciada disminución en la variación de la corriente al aumentar la tensión
de puerta aplicada. Esto es debido al efecto pantalla creado por la presen-
cia de los dopantes, que inducen fluctuaciones en el potencial por medio
de portadores libres en el canal, cuya densidad aumenta con la tensión de
puerta. Sin embargo, las fluctuaciones provocadas por las variaciones en la
composición del In en el canal son más importantes al aumentar la tensión
de puerta. Para las dos fuentes de fluctuaciones estudiadas, la desviación
estándar normalizada de la corriente de drenador se incrementa con la ten-
sión de drenador, puesto que al aumentar el voltaje de drenador, aumenta el
campo eléctrico, provocando variaciones más pronunciadas en la movilidad





























Figura 5.20: Diferencia en la densidad electrónica en equilibrio entre un
dispositivo con carga de interfaz de −2.0×10−12 cm−2 en las regiones recess
y otro sin carga de interfaz. La medida está realizada en un plano a lo largo
del canal de In0.2Ga0.8As del dispositivo PHEMT de 120 nm de longitud de
puerta.
que son la principal contribución a la variación de la corriente de drenador.
Un estudio más detallado sobre la influencia de las fluctuaciones en la com-
posición del canal en las caracteŕısticas del dispositivo se puede encontrar
en [135].
Al considerar ambas fuentes de fluctuaciones en conjunto se observa que
la desviación estándar normalizada disminuye al aumentar la tensión de
puerta, lo que es completamente lógico, ya que, como se comentó anterior-
mente, considerar la naturaleza discreta de los dopantes en la capa δ–doping
supone una mucho mayor influencia en las fluctuaciones que las variaciones
en el Indio. Además, se observa una mayor variación en la corriente al si-
mular las dos fuentes de fluctuaciones conjuntamente que la obtenida con la
suma estad́ıstica de las dos fuentes de fluctuaciones por separado.
Para este dispositivo, también ha sido analizada la variación de la des-
viación estándar normalizada con la corriente de drenador dependiendo del
ancho del canal del dispositivo. Para ello, se han simulado dispositivos con
anchos de canal de 30, 60, 90 y 120 nm. La desviación estándar normalizada
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Figura 5.21: Comparación de las curvas caracteŕısticas, ID–VG, obtenidas
con el simulador tridimensional sin considerar y considerando la presencia
de cargas en la interfaz de las regiones recess del HEMT de 50 nm. Estas
curvas se obtuvieron para un VD=0.1 V.
de la corriente de drenador como función del ancho del canal a baja y alta
tensión de drenador se ilustra en la figura 5.25. Se observa un descenso no–
lineal en la desviación estándar normalizada de la corriente de drenador al
aumentar el ancho del dispositivo [132].
VD(V ) VG(V ) ID,(0.2,unif)(mA) ID,media(mA) σID/ID kurtosis C.A.
0.1V
0.0 6.638 6.597 0.035 -0.177 -0.018
0.2 7.799 7.858 0.036 0.269 -0.181
0.4 9.075 9.264 0.039 0.627 -0.297
1.0V
0.0 31.387 30.186 0.045 -0.550 0.207
0.2 45.488 44.624 0.046 -0.841 -0.107
0.4 59.975 60.822 0.061 6.599 -1.934
Tabla 5.3: Parámetros estad́ısticos que caracterizan las distribuciones relati-
vas a las variaciones aleatorias en el contenido de In en el interior del canal
del PHEMT de 120 nm a VG = 0.0, 0.2 y 0.4 V.
La figura 5.26 muestra un ejemplo, en escala semilogaŕıtmica, de la con-
centración de electrones en el equilibrio teniendo en cuenta fluctuaciones en
la composición del Indio del canal del dispositivo. Por otro lado, en la figura
5.27 se representa el potencial electrostático obtenido, en la malla 3D, en
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Figura 5.22: Comparación de las curvas caracteŕısticas obtenidas con el si-
mulador tridimensional sin considerar y considerando la presencia de cargas
en la interfaz de las regiones recess del HEMT de 50 nm. Estas curvas se
obtuvieron para un VD=0.8 V.
VD(V ) VG(V ) ID,(0.2,unif)(mA) ID,media(mA) σID/ID kurtosis C.A.
0.1V
0.0 6.638 5.922 0.121 0.777 0.400
0.2 7.799 7.094 0.109 1.063 0.686
0.4 9.075 8.178 0.108 1.114 0.762
1.0V
0.0 31.387 28.213 0.156 -0.316 0.181
0.2 45.488 41.666 0.137 -0.004 0.400
0.4 59.975 54.729 0.127 0.064 0.482
Tabla 5.4: Parámetros estad́ısticos que caracterizan las distribuciones alea-
torias de dopantes en el interior de la capa δ–doping a VG = 0.0, 0.2 y 0.4
V para el PHEMT de 120 nm.
las mismas condiciones que las representadas en la figura anterior.
Los parámetros que caracterizan la forma de las distribuciones estad́ısti-
cas para el dispositivo PHEMT de 120 nm de longitud de puerta, incluyendo
el valor medio, la desviación estándar normalizada, la kurtosis y el coeficiente
de asimetŕıa (C.A.) de la distribución de corriente de drenador, son mostra-
dos para las variaciones en el contenido en Indio, las fluctuaciones en la
carga en la capa δ–doping, la combinación de ambas fuentes de fluctuacio-
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Figura 5.23: Desviación estándar normalizada de la corriente de drenador en
función de la tensión de puerta calculada teniendo en cuenta la presencia de
dopantes en la capa δ–doping (delta), variaciones en el contenido en Indio
del canal (channel) o ambos efectos a la vez (total) a VD = 0.1 V para el
PHEMT de 120 nm. La suma estad́ıstica de las dos fuentes de fluctuaciones
también está incluida (sum).
VD(V ) VG(V ) ID,(0.2,unif)(mA) ID,media(mA) σID/ID kurtosis C.A.
0.1V
0.0 6.638 5.970 0.139 0.016 0.499
0.2 7.799 7.300 0.129 0.937 0.843
0.4 9.075 8.572 0.127 1.215 0.910
1.0V
0.0 31.387 27.275 0.183 -0.534 0.364
0.2 45.488 41.102 0.162 -0.043 0.590
0.4 59.975 55.622 0.148 0.262 0.725
Tabla 5.5: Parámetros estad́ısticos que caracterizan las fluctuaciones de
parámetros intŕınsecos debidas tanto a la presencia de cargas dopantes en
la capa δ–doping como a variaciones en la composición del canal para el
PHEMT de 120 nm a VG = 0.0, 0.2 y 0.4 V.
5.5 y 5.6, respectivamente. Los parámetros estad́ısticos han sido extráıdos
de un conjunto de 40 configuraciones diferentes del dispositivo. En las ta-
blas también se muestran las corrientes de drenador obtenidas usando una
distribución continua en la capa δ–doping y un contenido uniforme de Indio
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Figura 5.24: Desviación estándar normalizada de la corriente de drenador
en función de la tensión de puerta calculada a VD = 1.0 V para el PHEMT
de 120 nm.
en el canal.
La presencia de fluctuaciones lleva a un descenso en la corriente de dre-
nador promedio tanto para las dos fuentes de fluctuaciones por separado
como en combinación, aunque al considerar sólo las fluctuaciones debidas
VD Ancho(nm) IDunif (mA) ID,media(mA) σID/ID kurtosis C.A.
0.1V
30 6.636 5.795 0.133 2.172 0.735
60 6.624 5.788 0.123 -0.550 0.575
90 6.608 5.736 0.116 -0.796 0.260
120 6.595 5.517 0.101 0.079 0.334
1.0V
30 31.419 28.024 0.170 -0.517 0.274
60 31.384 27.833 0.159 -0.808 0.404
90 31.205 27.267 0.146 -0.469 0.421
120 29.901 26.516 0.124 -0.282 0.175
Tabla 5.6: Parámetros estad́ısticos que caracterizan las fluctuaciones de
parámetros intŕınsecos debidas tanto a la presencia de cargas dopantes en
el δ–doping como a variaciones en la composición del canal para el PHEMT
de 120 nm de longitud de puerta, para anchos del dispositivo de 30, 60, 90
y 120 nm.
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Ancho del canal [nm]
 VD=0.1 V
 VD=1.0 V
Figura 5.25: Desviación estándar normalizada de la corriente de drenador
en función del ancho del PHEMT de 120 nm, calculada a VD = 0.1 y 1.0 V.





0.0 6.687 5.788 5.782 0.016 0.212 -0.070
0.2 7.828 6.671 6.665 0.018 0.234 -0.030
0.4 9.117 7.650 7.648 0.021 0.233 -0.035
1.0
0.0 35.517 31.177 31.097 0.020 1.019 -0.542
0.2 47.626 41.202 41.442 0.023 0.334 -0.316
0.4 61.227 53.704 53.550 0.025 0.579 -0.467
Tabla 5.7: Parámetros estad́ısticos que caracterizan la naturaleza de las dis-
tribuciones obtenidas para el PHEMT de 120 nm debidas a la presencia de
carga interfacial en las zonas de recess del dispositivo.
a variaciones en el contenido de In en el canal se encuentran excepciones a
esta afirmación, cuando la tensión de drenador es de 0.1 V y la tensión de
puerta es superior a 0.0 V, o bien para una tensión de drenador de 1.0 V
y un valor de VG = 0.4 V. En estas situaciones se obtiene una corriente de
drenador promedio superior a la lograda en el caso uniforme, en el que no
se considera ninguna fuente de fluctuaciones. El descenso en la corriente de
drenador promedio, a causa de las dos fuentes de fluctuaciones analizadas,
es debido a un filtrado de la corriente a través de los valles en la fluctua-
ción del potencial en el canal. La distribución estad́ıstica está próxima a
la distribución normal pero para una precisa afirmación de esta hipótesis






























Figura 5.26: Concentración de electrones en el equilibrio considerando la
presencia de fluctuaciones debidas a variaciones en la composición del canal
del dispositivo PHEMT de 120 nm de longitud de puerta.
se necesitaŕıa un mayor número de muestras estad́ısticas. Estudiando los
parámetros estad́ısticos obtenidos al considerar conjuntamente las dos fuen-
tes de fluctuaciones (ver tabla 5.5) se observa que el coeficiente de asimetŕıa
siempre toma valores positivos, aumentando su valor con la tensión de puerta
aplicada y disminuyendo al incrementar la tensión de drenador. Los valores
obtenidos llevan a la conclusión de que existe, en algunos casos, una muy
pequeña asimetŕıa que provoca que los valores extremos de la distribución
se encuentren desplazados hacia la derecha de la media. Con respecto a la
kurtosis, se encuentra que la mayoŕıa de los valores obtenidos son positivos,
exceptuando para VG = 0.0 y 0.2 V cuando la tensión de drenador es de 1.0
V.
Además de las dos fuentes de fluctuaciones analizadas hasta ahora, es
necesario estudiar también el impacto de la presencia de carga interfacial
aleatoria en las regiones recess del dispositivo. La tabla 5.7 muestra los
parámetros estad́ısticos que caracterizan la naturaleza de las distribuciones
obtenidas para este dispositivo, incluyendo el valor medio de la corriente



































Figura 5.27: Potencial electrostático en el equilibrio considerando la presen-
cia de fluctuaciones debidas a variaciones en el contenido en In el interior
del canal del dispositivo PHEMT de 120 nm de longitud de puerta.
das sin carga interfacial (IDnoIC ) y utilizando una distribución uniforme de
carga de en las regiones recess (IDunif ) también se muestran en la tabla. Las
distribuciones estad́ısticas han sido obtenidas a partir de 60 configuraciones
del dispositivo microscópicamente diferentes.
En este dispositivo, a causa de las fluctuaciones en la carga interfacial
presente en las regiones recess, la desviación estándar normalizada de la
corriente de drenador a tensión de drenador 1.0 V es siempre más elevada
que la desviación estándar correspondiente a la corriente de drenador a ten-
sión de drenador 0.1 V. Además, la desviación estándar normalizada de la
corriente de drenador aumenta conforme aumenta la tensión de puerta. Por
otro lado, la presencia de fluctuaciones debidas a variaciones en la carga in-
terfacial lleva a un descenso de la corriente drenador promedio con respecto
al valor de la corriente obtenida a un valor uniforme de carga interfacial
en las zonas de recess. Las distribuciones estad́ısticas obtenidas presentan
valores negativos del coeficiente de asimetŕıa, lo que indica que los valores
extremos de estas distribuciones se encuentran situados hacia la izquierda
de la media. Además, este coeficiente, en valor absoluto, aumenta con la
tensión de drenador aplicada. En cambio, el valor de la kurtosis, es positivo
















Figura 5.28: Desviación estándar normalizada de la corriente de drenador en
función de la tensión de puerta calculada teniendo en cuenta la presencia de
dopantes en la capa δ–doping (delta), variaciones en el contenido en Indio
del canal (channel) o ambos efectos a la vez (total) a VD = 0.1 V para el
HEMT de 50 nm.
en todos los casos analizados.
VD(V ) VG(V ) ID,(0.7,cont)(A/m) ID,media(A/m) σID/ID Kur C.A.
0.1V
-0.4 12.023 13.069 0.052 -0.178 0.285
-0.2 65.934 65.133 0.046 0.004 0.253
0.0 119.623 116.896 0.045 0.000 0.439
0.8V
-0.4 121.213 107.141 0.049 -0.293 -0.117
-0.2 269.752 235.283 0.074 13.141 2.927
0.0 458.786 369.020 0.048 0.133 -0.511
Tabla 5.8: Parámetros estad́ısticos que caracterizan las distribuciones rela-
cionadas con la variación del contenido en In en el interior del canal del
HEMT de 50 nm a VD = 0.1 V y VD = 0.8 V. Estos parámetros han sido
evaluados a VG = −0.4,−0.2 y 0.0 V.
5.5.3. Efecto de las fluctuaciones de parámetros intŕınsecos
en el HEMT de 50 nm de longitud de puerta
En el dispositivo HEMT de 50 nm de longitud de puerta, de igual modo
















Figura 5.29: Desviación estándar normalizada de la corriente de drenador
en función de la tensión de puerta calculada a VD = 0.8 V para el HEMT
de 50 nm.
VD(V ) VG(V ) ID,(0.7,cont)(A/m) ID,media(A/m) σID/ID Kur C.A.
0.1V
-0.4 12.023 18.013 0.708 -0.683 0.579
-0.2 65.934 63.353 0.383 -1.217 -0.345
0.0 119.623 115.044 0.321 2.511 -0.015
0.8V
-0.4 121.213 129.371 0.441 -0.402 0.316
-0.2 269.752 268.895 0.332 -0.906 -0.068
0.0 458.786 432.784 0.251 -0.624 -0.135
Tabla 5.9: Parámetros estad́ısticos que caracterizan la distribución de do-
pantes en el interior de la capa δ–doping a VG = −0.4,−0.2 y 0.0 V para el
HEMT de 50 nm.
capa δ–doping y la variación en la composición del canal se simulan de forma
separada y en conjunto.
La desviación estándar normalizada de la corriente de drenador frente
a la tensión de puerta a tensiones de drenador de 0.1 V y de 0.8 V para
el dispositivo de HEMT de 50 nm de longitud de puerta se muestra en las
figuras 5.28 y 5.29 respectivamente. Las tablas 5.8, 5.9, y 5.10 presentan
los parámetros que caracterizan las distribuciones estad́ısticas evaluadas a
VG = −0.4,−0.2 y 0.0 V para las dos fuentes de fluctuaciones de paráme-
tros intŕınsecos actuando por separado y de forma conjunta. Para ello se
utilizaron 40 configuraciones diferentes del dispositivo.
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VD(V ) VG(V ) ID,(0.7,cont)(A/m) ID,media(A/m) σID/ID Kur C.A.
0.1V
-0.4 12.023 17.790 0.721 -0.443 0.684
-0.2 65.934 61.019 0.379 -0.992 -0.186
0.0 119.623 109.440 0.252 3.030 1.121
0.8V
-0.4 121.213 120.075 0.496 1.312 0.943
-0.2 269.752 231.170 0.325 -0.853 -0.059
0.0 458.786 352.787 0.247 -0.795 -0.150
Tabla 5.10: Parámetros estad́ısticos que caracterizan las fluctuaciones de
parámetros intŕınsecos debidas tanto a la presencia de cargas dopantes en
la capa δ–doping como a variaciones en la composición del canal para el
HEMT de 50 nm a VG = −0.4,−0.2 y 0.0 V.
Las fluctuaciones inducidas debidas a la naturaleza discreta de los do-
pantes en la capa δ–doping son también en este dispositivo la fuente más
dominante de fluctuaciones de parámetros intŕınsecos, siendo la desviación
estándar normalizada un orden de magnitud superior que la asociada con
variaciones en la composición en el canal de InGaAs. Un estudio más pro-
fundo sobre la influencia de las fluctuaciones debidas a la naturaleza discreta
de los dopantes en las curvas caracteŕısticas de este dispositivo se encuentra
en [96].
La desviación estándar normalizada se reduce con el aumento de la ten-
sión de puerta tanto si se considera cada fuente de fluctuaciones por separado
como si ambas fuentes de fluctuaciones son tenidas en cuenta conjuntamen-
te, aunque esto no es cierto en todos los casos a un valor de tensión de
drenador de 0.8 V si se considera sólo la presencia de fluctuaciones debidas
a variaciones de composición en el canal.
Es interesante destacar que en el dispositivo de 50 nm de longitud de
puerta la desviación estándar normalizada de la corriente de drenador a
una tensión de drenador de 0.1 V es siempre superior que la respectiva
desviación estándar en la corriente de drenador a una tensión de drenador
más elevada de 0.8 V, al tener en cuenta las dos fuentes de fluctuaciones
conjuntamente o al considerar sólo la presencia de dopantes en el δ–doping.
Este comportamiento es opuesto al observado en el PHEMT de 120 nm y
está relacionado con efectos de canal corto que son muy pronunciados en
el dispositivo de 50 nm a un voltaje de drenador elevado. En cambio, al
considerar solamente las fluctuaciones debidas a variaciones de composición
en el canal observamos el comportamiento opuesto al descrito anteriormente,
exceptuando para una VG = −0.4. En el resto de los casos la desviación
estándar normalizada de la corriente aumenta con la tensión de drenador.
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-0.4 19.692 17.516 18.261 0.0167 -0.534 -0.129
-0.2 88.492 84.391 86.083 0.0082 0.071 -0.337
0.0 129.470 125.087 126.524 0.0064 1.318 -0.552
0.8
-0.4 118.689 109.789 113.022 0.0120 -0.496 -0.255
-0.2 305.898 288.762 296.281 0.0079 -0.383 -0.229
0.0 472.073 455.196 455.197 0.0067 0.132 -0.360
Tabla 5.11: Parámetros estad́ısticos que caracterizan la naturaleza de las
distribuciones obtenidas para el HEMT de 50 nm debidas a la presencia de
carga interfacial en las zonas de recess del dispositivo.
La presencia de fluctuaciones lleva, generalmente, a un descenso en la
corriente de drenador promedio, tanto para las dos fuentes de fluctuaciones
por separado como en combinación. Sin embargo, en las tres situaciones ana-
lizadas, se encuentra que, para un valor de VG = −0.4 V y a un valor bajo de
tensión de drenador, la corriente de drenador en el caso uniforme es menor
que la corriente de drenador promedio. Además, considerando solamente las
fluctuaciones creadas por considerar la naturaleza discreta de los dopantes
en la capa δ–doping, este comportamiento también se da a alta tensión de
drenador. Analizando los parámetros estad́ısticos que caracterizan la natu-
raleza de las distribuciones obtenidas, considerando conjuntamente las dos
fuentes de fluctuaciones (ver tabla 5.10), se observa una pequeña asimetŕıa
en las distribuciones, siempre teniendo en cuenta que el tamaño de nuestra
muestra es pequeño, lo que no nos permite realizar afirmaciones concluyen-
tes. Además, no es posible encontrar, a diferencia de lo que ocurŕıa con el
dispositivo de 120 nm, una relación clara del coeficiente de asimetŕıa con
la tensión de puerta o drenador aplicada. Con respecto a la kurtosis, gene-
ralmente en este dispositivo se encuentran, en valor absoluto, valores más
elevados que los dados por el dispositivo de 120 nm.
Al comparar los resultados obtenidos con los dos dispositivos analizados,
se observa que la influencia de las fluctuaciones de parámetros intŕınsecos
es más pequeña en el dispositivo PHEMT de 120 nm, obteniéndose como
máximo fluctuaciones en la corriente de drenador del 18 %. Sin embargo, este
valor aumenta al reducirse el tamaño del dispositivo. Aśı, en el HEMT de
50 nm las fluctuaciones en la corriente de drenador alcanzan el 70 %, lo que
puede afectar de forma considerable al comportamiento de estos dispositivos
HEMT de alto rendimiento.
Con respecto a la tercera fuente de fluctuaciones analizada, la presencia
de carga interfacial en las regiones recess del dispositivo HEMT de 50 nm,
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Figura 5.30: Dependencia de la transconductancia con la tensión de puerta
aplicada para el dispositivo PHEMT de 120 nm a una tensión de drenador
de 1.0 V. Los resultados de frecuencia se muestran para el caso continuo (No
Fluct) y para las configuraciones de los dispositivos en las que la influencia
de las fuentes de fluctuaciones en las caracteŕısticas de los dispositivos es
más (Max) o menos (Min) importante.
en la tabla 5.11 se representan los parámetros estad́ısticos que caracterizan
la naturaleza de las distribuciones obtenidas para este dispositivo. Estas
distribuciones estad́ısticas han sido obtenidas a partir de 60 configuraciones
del dispositivo microscópicamente diferentes.
En este dispositivo, al contrario que en el PHEMT de 120 nm, conside-
rando sólo la influencia de la presencia de carga interfacial en las zonas de
recess, la desviación estándar normalizada de la corriente de drenador a un
valor alto de tensión de drenador de 0.8 V es siempre más pequeña que la
desviación estándar correspondiente a la corriente de drenador a un valor
bajo de tensión de drenador de 0.1 V. Además, también de forma opuesta
a lo que ocurre en el PHEMT de 120 nm, la desviación estándar normali-
zada de la corriente de drenador disminuye conforme aumenta la tensión de
puerta. Por último, se observa que las fluctuaciones en la carga interfacial, a
diferencia de las fluctuaciones creadas por las variaciones en la composición
y por la consideración de la naturaleza discreta de los dopantes, provocan
valores de la corriente de drenador promedio superiores a los obtenidos con
un valor constante de carga interfacial.
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Figura 5.31: Dependencia de la capacitancia extŕınseca total de la puerta
con la tensión de puerta aplicada para el dispositivo PHEMT de 120 nm a
una tensión de drenador de 1.0 V.
Por otro lado, el efecto de las fluctuaciones debidas a la presencia de
carga de interfaz en las regiones recess es más importante en el PHEMT de
120 nm que en el HEMT de 50 nm. Sin embargo, en ambos dispositivos,
el impacto de esta fuente de fluctuaciones en las curvas caracteŕısticas es
mucho menos importante que el efecto inducido por fluctuaciones de carga
en la capa δ–doping y por variaciones en la composición del material ternario
del canal. Un estudio más detallado sobre el impacto de las fluctuaciones de
la carga interfacial en las regiones de recess sobre las curvas caracteŕısticas
de los dos dispositivos analizados se encuentra en [136].
5.5.4. Fluctuaciones en la frecuencia de corte
Una medida importante del factor de calidad de un dispositivo HEMT






siendo gm la transconductancia y CG la capacitancia extŕınseca total de la
puerta, que se puede calcular a través de la siguiente aproximación cua-
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Figura 5.32: Dependencia de la frecuencia de corte con la tensión de puerta
aplicada para el dispositivo PHEMT de 120 nm a un valor fijo de tensión








donde QG es la carga total en el electrodo metálico de la puerta a un valor
de tensión de drenador dado.
Para el cálculo de la variación de la carga bajo la puerta se utiliza la









siendo ∆Qi la carga incremental inducida en el contacto de puerta a causa
de la perturbación de tensión, ε la permitividad del material de la puerta,
(∆
→
E) el incremento en el campo eléctrico y
→
n el vector normal al contorno
de la puerta.
Hay que tener en cuenta que para calcular la componente del campo en
cada nodo de la puerta se utiliza tan solo la componente vertical del campo
eléctrico, siendo en este caso la componente z.
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Figura 5.33: Dependencia de la transconductancia con la tensión de puer-
ta aplicada para el dispositivo HEMT de 50 nm a un valor de tensión de
drenador de 0.8 V.
También es interesante estudiar el efecto de las fluctuaciones de paráme-
tros intŕınsecos en la frecuencia de corte de los dispositivos. Para ello se han
considerado conjuntamente las dos fuentes de fluctuaciones de parámetros
intŕınsecos que tienen una mayor influencia en la corriente de drenador de
los dispositivos, es decir, se considera la naturaleza discreta de los dopantes
situados en la capa δ–doping y las variaciones en el contenido en Indio en el
interior del canal.
Las figuras 5.30, 5.31 y 5.32 muestran la dependencia de la transconduc-
tancia, gm, de la capacitancia de la puerta, CG, y de la frecuencia de corte,
fT , con la tensión de puerta aplicada para el PHEMT de longitud de puerta
de 120 nm. Estos resultados han sido obtenidos para un valor fijo de tensión
de drenador de 1.0 V.
En las figuras los resultados de frecuencia obtenidos se muestran para el
caso continuo (No Fluct) y para las configuraciones de los dispositivos en
las que el impacto de las fluctuaciones en las curvas caracteŕısticas de los
dispositivos obtienen el valor máximo (Max) o mı́nimo (Min) de corriente
de drenador.
Como era de esperar, las fluctuaciones de parámetros intŕınsecos afectan
muy severamente a la frecuencia de corte de los dispositivos HEMT. Por
ejemplo, a un valor de tensión de puerta 0.0 V para el dispositivo de 120 nm
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Figura 5.34: Dependencia de la capacitancia de puerta con la tensión de
puerta aplicada para el dispositivo HEMT de 50 nm a un valor de tensión
de drenador de 0.8 V.
de longitud de puerta se encuentra una excursión del 32 % en los valores de
frecuencia al compararlos con el caso continuo.
En el caso del dispositivo HEMT de 50 nm de longitud de puerta, se
ha realizado el mismo estudio. Las figuras 5.33, 5.34 y 5.35 representan la
influencia de la tensión de puerta en la transconductancia, capacitancia de
puerta y frecuencia de corte del dispositivo respectivamente. Para ello se
consideran tres posibles situaciones, el caso continuo, es decir, sin fluctua-
ciones, y las dos configuraciones del dispositivo en las que el impacto de las
fluctuaciones es máximo o mı́nimo. Estos resultados han sido obtenidos para
un valor fijo de tensión de drenador de 0.8 V.
Las fluctuaciones de parámetros intŕınsecos en el dispositivo de 50 nm
de longitud de puerta no presentan el comportamiento simétrico que se en-
contraba en el dispositivo de 120 nm de longitud de puerta. Se observa que
a tensiones de puerta superiores a −0.4 V, el impacto de las fluctuaciones
siempre provoca una disminución en fT con respecto al valor obtenido en
el caso uniforme. En este caso, a un valor de tensión de puerta de 0.0 V,
la reducción en la frecuencia puede llegar a ser del orden del 50 % del valor
obtenido considerando valores continuos de los parámetros materiales.
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Figura 5.35: Dependencia de la frecuencia de corte con la tensión de puerta
aplicada para el dispositivo HEMT de 50 nm a un valor fijo de tensión de
drenador de 0.8 V.
5.6. Resumen
En este caṕıtulo se ha presentado un estudio de la influencia de diversas
fuentes de fluctuaciones de parámetros intŕınsecos en el comportamiento de
los dispositivos HEMT. Para ello, se han descrito detalladamente las carac-
teŕısticas de los dos dispositivos HEMT utilizados en el estudio, un PHEMT
con una longitud de puerta de 120 nm y un HEMT con una longitud de
puerta de 50 nm, y su calibración. También se han introducido las tres fuen-
tes de fluctuaciones de parámetros intŕınsecos a estudiar, la influencia de
considerar la naturaleza discreta de la materia, las variaciones en la com-
posición de los materiales ternarios que componen el canal del dispositivo
y la presencia de carga interfacial en la interfaz en una cierta región. Aśı,
básicamente en este caṕıtulo se trata de encontrar respuesta a las siguientes
preguntas:
¿Cúal es el efecto de las fuentes de parámetros intŕınsecos en el com-
portamiento de los dispositivos?
¿Cúal es la fuente de parámetros intŕınsecos con un mayor impacto en
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las curvas caracteŕısticas de los dispositivos?
¿Cúal es la dependencia de las fluctuaciones de parámetros intŕınsecos
con el tamaño del dispositivo?
¿Cúal es el impacto de las fluctuaciones de parámetros intŕınsecos en
la frecuencia de corte de los dispositivos?
En resumen, en este caṕıtulo se ha estudiado la influencia de diferentes




La simulación de dispositivos electrónicos se ha convertido en una de las
herramientas imprescindibles en el diseño de circuitos integrados, puesto que
su uso permite abaratar las fases de diseño e investigar nuevos dispositivos,
evitando realizar costosos y numerosos experimentos.
El escalado de los dispositivos hacia tamaño cada vez más reducidos hace
necesaria la simulación de nuevos fenómenos que cobran cada vez una mayor
importancia. Este es el caso de las fluctuaciones de parámetros intŕınsecos en
los dispositivos, que están asociadas con la naturaleza discreta de la carga
y la materia. El estudio de este tipo de fluctuaciones requiere el uso de
simuladores tridimensionales, puesto que estos fenómenos son de naturaleza
3D. El coste computacional de este tipo de simulaciones es muy elevado, por
lo que es aconsejable el uso de simuladores paralelos.
En este trabajo se utiliza un simulador 3D paralelo de dispositivos HEMT
para el estudio del impacto de diversas fuentes de fluctuaciones intŕınsecas
en las curvas caracteŕısticas de estos dispositivos. El número de simulaciones
a realizar en este tipo de estudios es elevado, puesto que es necesario simular
un conjunto lo suficientemente grande de configuraciones diferentes de los
dispositivos tal que permita realizar un análisis estad́ıstico válido de los
resultados. Por lo tanto, el problema a tratar exige el uso de un elevado
número de recursos e implica mucho consumo de tiempo de CPU.
El simulador de dispositivos utilizado en esta memoria estaba inicialmen-
te desarrollado para su funcionamiento con dispositivos BJT y HBT. Por lo
tanto el punto de partida de este trabajo ha sido la adaptación del código
para lograr su correcto funcionamiento con dispositivos HEMT y la imple-
mentación de las diferentes fuentes de fluctuaciones a estudiar. A causa de
la necesidad de optimizar el uso de los recursos computacionales disponibles
se ha realizado un estudio de la eficiencia paralela del simulador 3D y se han
propuesto tres alternativas diferentes para mejorarla.
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En primer lugar se ha realizado un estudio general de la eficiencia ob-
tenida con algunos de los métodos de resolución y técnicas de precondicio-
namiento disponibles para la resolución de los sistemas de ecuaciones linea-
les dispersos que surgen de la discretización de las ecuaciones de arrastre–
difusión relativas tanto a dispositivos HEMT como a otros dispositivos. Este
estudio ha permitido la elección de los métodos de resolución más adecuados
para nuestro problema particular, siempre teniendo presente el objetivo de
la minimización del tiempo de computación.
En segundo lugar se ha encontrado que la etapa de resolución de ecuacio-
nes lineales implementada en el simulador consumı́a más del 90 % del tiempo
total de simulación. Por lo tanto se ha analizado esta etapa en profundidad,
con el objetivo de buscar su parte más costosa. Se encontró que una gran
parte del tiempo utilizado era empleado en la realización de las factoriza-
ciones incompletas LU, por lo que se ha modificado el código para reducir
la influencia de este tiempo, lográndose un importante incremento en la efi-
ciencia paralela del simulador 3D de dispositivos, tanto en la resolución de
la ecuación de Poisson como en la resolución de la ecuación de continuidad
de electrones. Esto es de suma importancia, puesto que anteriormente al
resolver la ecuación de continuidad de electrones se produćıa un descenso
muy importante en la eficiencia paralela del proceso de simulación.
En tercer lugar se ha tratado de aprovechar, en el momento de realizar
el particionamiento de la malla tetraédrica de elementos finitos, que el flu-
jo de corriente en el interior de estos dispositivos, y por supuesto en otros
de la misma naturaleza, se produce en una única dirección. Se han presen-
tado resultados de tiempo satisfactorios utilizando la nueva propuesta de
particionamiento, que mejoran para un número pequeño de procesadores
los tiempos obtenidos usando el particionador METIS. Es necesario decir
que esta propuesta aún no ha sido plenamente desarrollada, puesto que el
siguiente paso seŕıa la adaptación del código del simulador para el pleno
aprovechamiento del paralelismo de grano grueso inherente en él. Esta es
una de nuestras propuestas para un trabajo futuro.
Una vez optimizado el simulador 3D paralelo de dispositivos HEMT,
este ha sido utilizado en el análisis de la influencia de las fluctuaciones de
parámetros intŕınsecos en el comportamiento de los dispositivos. En este es-
tudio se han utilizado dos dispositivos diferentes, un dispositivo PHEMT de
120 nm de longitud de puerta con un canal de In0.2Ga0.8As y un dispositivo
HEMT de 50 nm de longitud de puerta con un canal de In0.3Ga0.7As. Se han
tratado tres fuentes de fluctuaciones diferentes, la variación aleatoria de la
composición de los materiales ternarios que forman el canal del dispositivo,
la influencia de la naturaleza discreta de los átomos dopantes y la variación
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aleatoria en la carga interfacial presente entre dos fronteras del dispositivo.
Los resultados obtenidos en este trabajo muestran que, en los dispositivos
analizados, la distribución aleatoria de los dopantes en el interior de la capa
δ–doping es la principal fuente de fluctuaciones en la corriente del HEMT,
por ejemplo las variaciones en el contenido en Indio en el canal dan lugar a
desviaciones estándar normalizadas de la corriente menores que el 30 % de
las provocadas por los dopantes en el δ–doping. Además, el impacto de las
fluctuaciones debidas a la presencia de carga interfacial en las regiones recess
del dispositivo es mucho menos importante que el causado por las otras dos
fuentes de fluctuaciones mencionadas anteriormente.
Se han comparado conjuntamente los resultados obtenidos con los dos
dispositivos analizados, encontrándose que la influencia de las fluctuacio-
nes de parámetros intŕınsecos es relativamente pequeña en el dispositivo
PHEMT de 120 nm, obteniéndose como máximo fluctuaciones en la corrien-
te de drenador del 18 %. Sin embargo, este valor aumenta al reducirse el
tamaño del dispositivo. Aśı, en el HEMT de 50 nm las fluctuaciones en la
corriente de drenador han alcanzado el 70 %, lo que puede afectar de forma
considerable al comportamiento de los dispositivos HEMT de alto rendi-
miento. En cambio, el efecto de las fluctuaciones debidas a la presencia de
carga interfacial en las regiones recess del dispositivo es más importante en
el dispositivo PHEMT de 120 nm que en el HEMT de 50 nm.
Por último, además de la influencia de las fluctuaciones de parámetros
intŕınsecos en la corriente de drenador de los dispositivos, también se ha
estudiado el impacto de las fluctuaciones en la frecuencia de corte. Para
ambos dispositivos las fluctuaciones de parámetros intŕınsecos afectan muy
severamente a la frecuencia de corte. En el dispositivo PHEMT de 120 nm se
ha llegado a encontrar una excursión del 32 % en los valores de frecuencia al
compararlos con el caso continuo. En el HEMT de 50 nm la influencia de las
fluctuaciones es más importante, puesto que se observa que a tensiones de
puerta superiores a −0.4 V, el impacto de las fluctuaciones siempre provoca
una disminución en la frecuencia de corte con respecto al valor obtenido en
el caso uniforme, pudiendo llegar la reducción en la frecuencia a un 50 % del
valor obtenido considerando valores continuos de los parámetros materiales.
La continuación de este trabajo en un futuro inmediato puede orientarse
en varias direcciones. Para ello, se distinguen los dos principales aspectos en
los que se ha centrado el desarrollo de esta memoria, los métodos numéricos
y la simulación de dispositivos semiconductores. En el marco de los méto-
dos numéricos se pretende continuar el desarrollo de la optimización del
simulador basada en una nueva estrategia de particionamiento de la malla
tetraédrica, descrita en el caṕıtulo 4, modificando para ello el método en el
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que se realizan las comunicaciones de los nodos frontera entre procesadores.
Además, se desea implementar la libreŕıa numérica PETSc en el simulador
3D paralelo para utilizarla cuando el número de procesadores sea elevado.
Por otra parte también se pretende estudiar la adaptación de la aplicación a
entornos de computación Grid. En el marco de los dispositivos semiconduc-
tores se tratará de avanzar en varios frentes. Inicialmente se buscará ampliar
el simulador utilizando modelos de simulación más precisos, como el modelo
hidrodinámico o el Monte Carlo. Además, se tratará de adecuar el simulador
para estudiar otros fenómenos f́ısicos, tales como el ruido de los dispositivos
o las fluctuaciones debidas a variaciones en el grosor de las capas de los mate-
riales. Por último, se utilizará el simulador para modelar el comportamiento
de HEMTs formados por otros materiales diferentes a los estudiados.
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