A new version of Jensen's inequality is established for probability distributions on the nonnegative real numbers which are characterized by moments higher than the first. We deduce some new sharp bounds for Laplace-Stieltjes transforms of such distribution functions.
Introduction
In a previous article [4] we established the following variant of Jensen's inequality. For an earlier discussion of this theme and examples of applications see Pittenger [6] . THEOREM A. Suppose f .x/=x is a positive, convex function on .0; 1/ and ¦ a probability measure on [0; 1/, not consisting entirely of an atom at the origin, whose second moment exists. Then
If f .x/=x is strictly convex then strict inequality applies unless the support of ¦ intersects .0; 1/ in a single point.
This result may be put to use to give a transparent derivation of the following well-known inequality in the teletraffic literature relating to the G=M=n queue (see, for example, Rolski [8] ). [2] Jensen's inequality for distributions possessing higher moments 81 A systematic provision of candidates for applications of Theorem A emerges from the notion of n-convexity .n ½ 2/. See Popoviciu [7] , Aumann and Haupt [1] , Bullen [2] and Pečarić, Proschan and Tong [5] for a discussion of n-convex functions. We note in particular that this useful class of functions can be characterized by the property that, for n ½ 2, f is n-convex if and only if f .n 2/ exists and is convex (see [1, p. 286] ). Thus 2-convexity is just ordinary convexity. We have the following theorem.
Thus we have that f .3/ ½ 0 on .0; 1/ implies that the map:
In our earlier paper use was made of the homely particular case f .x/ D e sx . In this note we pursue the foregoing approach to derive some new sharp bounds for the Laplace-Stieltjes transform of a probability distribution on [0; 1/ characterized by higher moments. In Section 2 we present a more general version of Theorem A for higher moments.
The requirements on the derivatives of f in Theorem C are rather restrictive from the viewpoint of some probabilistic applications and it turns out to be preferable to proceed directly from the results of elementary calculus. These are codified in Section 3 as Proposition 1. This agrees with Theorem C for n D 3 but offers further scope for applications when n > 3. In Section 4 we marry the results of Sections 2 and 3 to engender a generalization of Theorem B. Finally, in Section 5, we illustrate by an example based on Section 4 the advantages that Proposition 1 can offer over Theorem C. 
If G is strictly convex then the inequality is strict unless the support of ¦ intersects .0; 1/ in a single point.
PROOF. Let X be a random variable with probability measure ¹ given by
so that
By convexity, Jensen's inequality yields
whence we have (2.1). The statement on strict inequality is inherited from the corresponding result for Jensen's inequality. For r D 1, our conditions reduce to f .0/ ½ 0 and f 000 ½ 0, which hold automatically for any nonnegative 3-convex function. Similarly the conditions are satisfied trivially for r > 1 by any function f with f .0/ ½ 0 for which f 0 and f 000 are nonnegative and f 00 is nonpositive.
An analogue for Theorem

Bounds for Laplace-Stieltjes transforms
We now proceed to a generalization of Theorem B. 
The fundamental inequality for L p norms gives
for a probability measure ¦ , with strict inequality if ¦ does not consist of a single atom. Therefore m rC1 r < m r rC1 , so that ½ rC1 is a proper two-point probability measure and (4.1) may be cast as
A simple calculation shows that ½ rC1 has r -th and .r C 1/-st moments m r and m rC1 respectively. This gives the main part of the enunciation. Uniqueness follows from the final statement in Theorem 1, since there is a unique measure on [0; 1/ with the two given moments whose support intersects .0; 1/ in a single point.
This result appears to be new for r > 1. For r D 2 it takes m 2 and m 3 as given and provides an interesting complement to a result of Eckberg [3] . Eckberg showed that if all three moments m 1 ; m 2 ; m 3 are given, then that is, the same upper bound applies as when only m 1 ; m 2 are given. Eckberg remarked that the upper bound needs an "infinitesimal mass at 1" to achieve the correct third moment. This last result extends to our general context.
