Long Short-Term Memory recurrent neural networks (LSTM RNNs) provide an outstanding performance in language identification (LID) due to its ability to model speech sequences. So far, previously published LSTM RNNs solutions for LID deal with highly controlled scenarios, balanced datasets and limited channel variability. In this paper we evaluate an endto-end LSTM LID system, comparing it against a classical ivector system, on different environments based on data from Language Recognition Evaluations (LRE) organized by NIST. In order to analyze the behavior we train and test our system on a balanced and controlled subset of LRE09, on the develompent data of LRE15 and, finally, on the evaluation set of LRE15. Our results show that an end-to-end recurrent system clearly outperforms the reference i-vector system in a controlled environment, specially when dealing with short utterances. However, our deep learning approach is more sensitive to unbalanced datasets, channel variability and, specially, to the mismatch between development and test datasets.
Introduction
Most of the state-of-the-art systems for LID [1, 2] rely on acoustic modeling [3, 4] . The basic approach of these systems consists of an i-vector extractor (as in speaker verification) followed by a classification stage [5, 6] . Recently, new approaches such as Deep feed forward Neural Networks (DNNs) have shown to outperform i-vector based approaches when enough data for training is available (≥20h per language); specially when dealing with short test utterances (≤3s) [7, 8, 9] .
Even though the performance shown by DNNs in LID is remarkable, they rely on stacking several acoustic frames as an input in order to model time context longer than a frame [7] . However, Long Short-Term Memory (LSTM) recurrent neural networks (RNNs) have the ability to store information from previous inputs during long time periods [10, 11, 12] ; which makes them much more suitable to model data sequences in tasks such as handwriting recognition [13] or speech recognition [14] .
Recently, it has been shown that LSTM RNNs provide an outstanding performance in (LID) [15] . In that paper, the solution implemented runs over a large machine infrastructure and include proprietary LSTM RNNs, both provided by Google Inc. This fact makes its use hardly reproducible or simply inaccessible for many research groups. Motivated by those results, we published an adapted version of this algorithm using an open source implementation running over a single GPU [16] . In this work we study and evaluate our LSTM based system in more challenging conditions including more similar languages (dialects), unbalanced data, duration variability and database mis- Our results show that our LSTM RNN system performs significantly better than the reference i-vector system when dealing with short utterances and a controlled environment, but its performance degrades in severe mismatched conditions.
System Description

Long Short-Term Memory RNNs
Deep feed forward Neural Networks (DNNs) have proven to outperform classical approaches in tasks such as speech recognition [14] or language identification [7] . The typical architecture of a fully connected Deep feed forward Neural Network is shown in Figure 1 . Recurrent Neural Networks (RNNs) are a special type of DNNs where connections between units form a directed cycle, creating an internal state of the network which acts as a memory. It allows RNNs to exhibit dynamic temporal behavior making them a better approach to model temporal sequences but, as shown in [17] , its training process has some issues that makes its performance not as good as expected.
The underlying idea of a LSTM neural network is to re- place the hidden units in a traditional RNN with memory blocks. These memory blocks store the temporal state of the network which changes with the input of the network at each time step.
As it can be seen in Figure 2 , a memory block contains a memory cell and three adaptive, multiplicative units called gates, which control the flow of information. The input (it) and output (ot) gates control respectively the flow of input activations into the memory cell and the output flow of cell activations into the rest of the network. The forget gate (ft) allows the flow of information from the memory block to the cell as an additive input, therefore adaptively forgetting or resetting the cell's memory. The input, output and forget gates are respectively similar to the write, read and reset signals in a memory. These features make them easier to train properly than conventional RNNs. The input and output gates help solving the vanishing error problem in the traditional RNN [17] : in the absence of a new input or error signals to the cell, the local error remains constant. The forget gate allows the network to have an adaptive and limited memory buffer avoiding infinite loops. The LSTM architecture described in [12] also has the ability to learn precise timing of the outputs using peephole connections (dashed arrows in Fig. 2 ). These connections allow communication between gates of the same memory block; outperforming the traditional architecture specially when precise timing of the outputs is important.
With this architecture, LSTM RNNs compute a mapping from an input sequence x = (x1, ..., xT ) to an output sequence y = (y1, ..., yT ). For LID the input sequence, xi, are the parameters (e.g. MFCC) of the frame i while the output sequence, yi, is a vector with as many elements as target languages we have; every element in the output vector stands for the probability of that frame belonging to each language. More information about the training process of a LSTM can be found in [10, 12] .
System description
In all our experiments the training dataset is split into random chunks of 2 seconds from which MFCC-SDC (Shifted Delta Coefficients) with the configuration 7-1-3-7 are computed using Kaldi [18] . The network is fed with these MFCC-SDC with no stacking of acoustic frames: a single MFCC-SDC is given as an input at each time step.
Our system consists of one or two hidden layers followed by an output layer and are implemented using CURRENNT [19] running over a single-GPU. The hidden layers are unidirectional LSTM layers with forget gates and peepholes while the output layer is a softmax layer with the same number of units as languages we have in our experiments. The softmax layer utilizes a cross entropy error function for the back propagation and returns a probability for each input frame and language.
In order to deal with unbalanced data and make the training process faster we train each iteration with a different subset of the training data, which consists of picking random chunks of 2 seconds until we have about 6 hours of audio per language.
The memory blocks in the LSTM hidden layers store the temporal state of the network which changes with the input to the neural network at each time step. When the system gives a probability for a given frame of belonging to one of the languages as an output, it relies not only on the frame input but on every previous frame in that sequence or file. Therefore, the last outputs are computed when the system has information of almost the whole file so they are the most reliable. For scoring, we compute an utterance level score for each target language by averaging the log of the softmax output for that language but taking into account just the last frame scores for every file (details are given in Section 5).
Finally, multiclass linear logistic regression calibration using FoCal Multiclass toolkit [20] was applied to the outputs of every neural network and the reference i-vector system. Moreover, to analyze whether the information learned by the reference and proposed systems is complementary, linear logistic regression fusion of the two individual systems described (LSTM and i-vector) was performed and evaluated.
Reference System
i-vector based LID System
The i-vector system follows the standard procedure described in [21] . It is based on an Universal Background Model consisting of 1024 Gaussian components, trained on the same data described in section 2: MFCC-SDC with the configuration 7-1-3-7. From Baum-Welch statistics computed over this UBM, we derive a Total Variability (TV) subspace of 400 dimensions using PCA followed by 10 EM iterations. Both MFCC-SDC and TV matrix were obtained using Kaldi [18] .
Having at maximum 8 different classes in our experiments, a standard classification scheme based on Linear Discriminant Analysis (LDA) would have projected our data into a space with 7 or less dimensions, loosing relevant information for LID. Therefore Cosine Distance scoring without LDA has been used for this task. Thus, the similarity measure (score) for a given test utterance i-vector w, and the mean i-vector wL of the language L is given by
The total number of parameters of the i-vector system accounts for the TV matrix. It is given by N xF xD, being N , F and D the number of Gaussians components (1024), the feature dimension (56) and the i-vector dimensions (400). In our model, this makes a total of ∼23M of parameters.
Datasets and Evaluation Metrics 4.1. Dataset Description
In [16] we already showed the performance of the proposed system in a controlled environment. In this paper we aim to evaluate the performance of our system on different scenarios. In order to train, develop and test the systems we have used a subset of NIST LRE 2009 
A balanced subset of NIST Language Recognition Evaluation 2009
The first dataset chosen for our experiments is the same used in [16] : a controlled environment extracted from NIST LRE 2009 [22] . The dataset of the evaluation consisted of a mixture of two types of data: Conversational Telephone Speech (CTS) and Broadcast news data from "Voice of America" (VOA). In order to avoid unbalanced mix of CTS and VOA, all the data considered in our experiments belongs to VOA. Further, to avoid the disparity on training material for every language (from ∼10 to ∼950 hours) we selected 8 representative languages for which up to 200 hours of audio are available: US English (eng), Spanish (spa), Dari (dar), French (fre), Pashto (pas), Russian (rus), Urdu (urd), Chinese Mandarin (chi).
For the test set, we deal only with short utterances (≤3s), motivated by the degradation on performance seen on i-vector systems for short durations. Thus, we selected the trials from the NIST LRE 2009 3s condition belonging to VOA for the specified languages, yielding a total of 2942 test segments and 23536 trials.
NIST Language Recognition Evaluation 2015
The dataset used for the second set of experiments is the one provided by NIST for the core task (limited training data) of the LRE'15 [23] . This dataset includes CTS and Broadcast Narrow Band Speech (BNBS) within the training data, and 20 different languages grouped according to 6 clusters (see Table 1 ), with no inter-cluster trials. The total amount of hours available for training and development per language ranges from about half an hour to more than 100 hours. For more information, see [23] .
Differently from the other dataset used in this work, the emphasis of these experiments is on discriminating among languages that are similar to each other and frequently mutually intelligible. Moreover, some clusters are composed of a set of languages with completely different amount of data available to train the system, which makes the task more challenging, since it requires dealing with unbalanced clusters.
In order to evaluate the performance of the system in this challenging task, two subsets have been selected as evaluation sets. The first subset mimics the experiments done in the evaluation time, when only the development data was available. Thus, this evaluation set is a 15% of the development data, which was not used to train the system. This subset was split in segments of 3, 10 and 30 seconds to evaluate the performance in different durations. The second subset is the real evaluation test-set, which was not limited to segments of given durations but covered a broad range of speech durations.
Evaluation Metrics
Two different metrics were used:
• Cavg, as described in the LRE 2009 [22] [24] evaluation plan, has been used as the main error measure to evaluate the capabilities of the system to identify languages in a one-vs-all way. Cavg is a cost function that penalizes taking bad decisions, therefore it considers both discrimination and the ability of setting optimal thresholds (i.e. calibration).
• EERavg, the mean of the Equal Error Rate computed language by language has been used for easier comparison being an extensively used metric in the community.
Experimental Results
Experiments in a controlled environment: a subset of NIST LRE 2009
Discarding initial frame scores
In uni-directional, left-to-right LSTMs, such as the one used in our experiments, an output is based on previous and present inputs in the sequence. Therefore, the last output scores are the most reliable. Figure 3 shows how the average performance of 5 different architectures varies with the percentage of initial frame scores discarded (we will describe the different architectures later in this section, just relative improvement matters now). Selecting the last 10% of the scores leads to improved robustness of the utterance level score; from now on, the results will be shown when 90% of the initial frame scores are discarded. Table 2 summarizes the results obtained in terms of EERavg and Cavg. We highlight that 4 out of 5 proposed architectures for the LSTM RNN system outperform the reference i-vector based system up to 15% in terms of Cavg. This fact is particularly interesting taking into account that the proposed architectures have from 5 to 21 times fewer parameters (see Size in Table 2 ) than the reference system. Table 2 : Systems performance and size on LRE'09 subset (3s test segments). The third column stands for the relative gain in terms of size of the proposed systems with respect to the reference system while the last column stands for the relative improvement in terms of Cavg. In order to analyze both the confusion and the discrimination performance of the systems considering all the languages pairs, Figure 4 shows the confusion matrix of the best system, #6 in Table 2 .
System performance
In addition, we study the complementarity between our neural network systems and the classical i-vector approach. In the last row of Table 2 we can see the result of the fusion between the best LSTM RNN system (#6) and the i-vector system (#1) which performs roughly 15% better then the best single system in terms of Cavg.
Experiments in the development set of NIST LRE 2015
The system proposed in our experiments using NIST LRE 2015 consists of one neural network per cluster. All the neural networks have the same architecture which corresponds to the best performing system in NIST LRE 2009: two hidden layers of 512 units followed by an output layer. The hidden layers are uni-directional LSTM layers while the output layer is a softmax with as many units as languages in the cluster.
In this section we want to analyze the results of the best performing system in a controlled environment when dealing with a more challenging scenario. In these experiments we have 6 clusters with 2 to 6 similar languages in each and the data available to train is neither balanced nor controlled at all (details are given in Section 4). For the following experiments we have not fine tuned our system because we want to test the performance of the best system in the previously controlled environment when facing a more difficult task; closer languages, two different sources of data, completely unbalanced datasets, etc. Table 3 summarizes the results on an unseen 15% of the development set. Two major messages can be extracted from these results. First of all, note that the LSTM RNN based system performs better than the i-vector system when the test utterances are short enough (most of the 3s utterances and some of the 10s) while the i-vector approach is solidly better when dealing with long utterances. For example, in the 3 seconds subset, as we show in Fig. 5 , the recurrent neural network approach have an improvement higher than 20% in terms of Cavg with respect to the reference system. Secondly, we can observe that the fusion of the two systems behaves considerably better and is more robust than any of the single systems, outperforming the deep learning approach even in short durations and the i-vector system when facing long ones.
Experiments in the test set of NIST LRE 2015
The last scenario we wanted to test our system in corresponds to the fixed-training task of the NIST Language Recognition Evaluation 2015. In this experiment we have the same set-up as we had in the previous one but a big mismatch is observed between the development data set and the test set. In these conditions, we wanted to analyze the impact of this mismatch in the proposed system and compare it with the degradation suffered by the classical i-vector approach. Figure 6 summarizes our results. We can observe the performance of the two different systems analyzed in function of some duration bins ranging from those shorter to 3 seconds to those longer than 30 seconds. The last four bars in Figure 6 are the result of the two analyzed systems in the evaluation test set. First of all, we can see that in this scenario the i-vector system outperforms the LSTM RNN based system, showing that our deep learning approach suffers from a bigger degradation in presence of such a mismatch. Secondly, we can see that even though the performance of the i-vector system has a similar result than the LSTM for short utterances, it becomes more accurate when the test utterances become longer while the LSTM seem not to gain so much accuracy in presence of long utterances due to the big mismatch between training and test data.
Finally, we can also see in Fig. 6 the result of two different fusions of the analyzed systems. The first fusion is the submitted linear logistic regression fusion learned over training data. The result of this fusion is not better than the best system itself in any of the durations, probably because training a fusion with data that does not represent the test data led to a wrong fusion which is not able to extract complementary information. In order to prove this hypothesis we have also shown a post-eval fusion (not valid for the evaluation task) with 2-fold cross-validation (Fusion CV in Fig. 6 ), splitting the test-set in two subsets and training the fusion on one dataset and applied to the other one and vice-versa, leading to an optimistic fusion. As the results show, this fusion performs better than the singlesystems in every duration proving that the information learned by the two individual systems is complementary.
Conclusions
In this work, we analyzed an end-to-end Long Short-Term Memory Recurrent Neural Network based system for LID proposed in [16] in several conditions from NIST Language Recognition Evaluations 2009 and 2015 and compared its performance with respect to a classical i-vector system.
Results show that the proposed system using significantly fewer parameters (∼1-5M vs ∼23M) clearly outperforms the reference system on a controlled environment with balanced datasets, limited channel variability and no big mismatch between development and test, specially when dealing with short utterances. Figure 6 : Results of our proposed LSTM RNN system and the reference i-vector system on NIST LRE 15 fixed-training task divided by duration bins, followed by the overall results.
Furthermore, when facing a more challenging scenario with highly-unbalanced datasets and closer languages the performance of the neural network system gets closer to the classical i-vector approach, being still better on short utterances while the i-vector is more accurate on longer ones. Moreover, the information learned by LSTM RNN systems in this scenario is complementary to the information learned by the i-vector system, being the fusion of both systems solidly better in all the durations.
Finally, we have tested our system on the real test of NIST LRE 2015, which has all the variability previously mentioned but it also adds a mismatch between the training data and the test data. Our work shows that the deep learning approaches are more sensitive than the i-vector based systems to this severe mismatch and cannot surpass its performance.
Our findings in this work show that a deep learning end-toend approach for language recognition with ∼85% less parameters than a classical i-vector system can achieve robust and comparable results in several challenging scenarios. Nevertheless, this kind of systems strongly depend on the similarity between the development and the test dataset and seem to need further research on variability compensation.
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