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Abstract. A fundamental problem faced by stereo vision algorithms is that of determining correspondences between
two images which comprise a stereo pair. This paper presents work towards the development of a new matching
algorithm, based on the rank transform. This algorithm makes use of both area-based and edge-based information,
and is therefore referred to as a hybrid algorithm. In addition, this algorithm uses a number of matching constraints,
including the novel rank constraint. Results obtained using a number of test pairs show that the matching algorithm
is capable of removing a signicant proportion of invalid matches. The accuracy of matching in the vicinity of edges
is also improved.
1 Introduction
Stereo vision is a method of depth perception in which depth information is inferred from two (or more)
images of a scene, taken from dierent perspectives. Applications of close range stereo vision, such as automa-
tion and navigation present a challenging prospect for stereo vision. For such applications, speed, reliability
and accuracy are of foremost importance.
A fundamental problem faced by stereo vision algorithms is that of determining correspondences between
two images which comprise a stereo pair. One class of matching algorithms, known as area-based, use matching
metrics to measure the similarity between regions of pixel values, and thus locate the optimum match.
Advantages of area-based techniques include their ability to yield a dense disparity map. The rank transform
is one non-parametric transform which may be applied to stereo images prior to area-based matching[13]. The
advantages of this transform include its invariance to radiometric distortion[2]. This is signicant because
radiometric dierences between stereo images often arise in practice, particularly where low cost cameras are
used. In addition, another advantage of this transform is its amenability to fast hardware implementation[10].
One disadvantage of area-based techniques is their low accuracy, due to the averaging eect introduced
by using a neighbourhood of pixels for matching. The problem is most pronounced at depth discontinuities,
which often correspond to edges in stereo images. One technique for using edge information to improve
disparity map accuracy is outlined in [9].
Matching constraints may be used to identify and remove invalid matches, thus improving match relia-
bility. Some widely used constraints include the left-right consistency criterion, removal of locally anomalous
disparities and the ordering constraint[9, 11]. Although powerful, most of these constraints have little theo-
retical basis. A new constraint, termed the rank constraint, was theoretically derived in [4]. This constraint
has been shown to be capable of rejecting a signicant number of invalid matches.
This paper presents work towards the development of a new matching algorithm based on the rank
transform. This algorithm incorporates a number of matching constraints, including the rank constraint. In
addition, this algorithm makes use of both area-based and edge-based information, and is therefore referred
to as a hybrid algorithm. Some experimental results obtained using this algorithm are presented. Finally,
conclusions arising from this work are summarised.
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2 Preliminary Theory
2.1 Image Notation
The left and right images which comprise the stereo pair are denoted s
l
(x; y) and s
r
(x; y) respectively.
Assuming the images are epipolar[5], a simple model for the relationship between corresponding image
points is given by [12]:
s
r
(x; y) = As
l
(ax+ d; y) +B +N (x; y) (1)
where A and B are the contrast and brightness factors for radiometric distortion, and N represents noise.
The terms a and d represent geometric distortion, and in particular, d is the disparity dierence we wish to
nd.
2.2 Matching Using the Rank Transform
The process of matching using the rank transform is shown in Figure 1. The rank transformation process
involves passing the rank window over the image, and at each point, counting the number of pixels in the
rank window whose value is less than the centre pixel. A rank transformed image will consist of integers in
the range 0 to R  1, where R is the number of pixels in the rank window.
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Fig. 1.: The process of matching using the rank transform.
A pair of rank transformed images may be matched using the Sum of Absolute Dierences (SAD) match-
ing metric[1]. This metric provides a measure of the similarity between image regions. Given a template
window, the SAD metric is computed for a series of candidate windows, where the test disparity is varied in
integer increments from the minimum disparity, d
min
to the maximum disparity, d
max
. This series of SAD
scores thus computed is referred to as a match function. The disparity at which the smallest value of the
match function occurs is selected as the correct match.
2.3 The Rank Constraint
The rank constraint depends on the relative ordering of pixel values in rank windows centered on every pixel
of the template and candidate match windows. This constraint was shown to be particularly eective at
resolving ambiguous matches, which arise when the match function has more than one dominant minima. A
detailed derivation and analysis of the rank constraint is provided in [4].
In order to compute a measure of how well the rank constraint is satised, the pixel values in the template
and candidate windows are examined, and a score incremented each time the constraint is not satised. This
is referred to as the constraint score. When the constraint is perfectly satised, the constraint score will be
zero. However, for real images this would rarely occur, due to the presence of unknown values of geometric
distortion, radiometric distortion and noise.
Figures 3 and 4 show examples of match functions and the corresponding constraint scores, computed
using the stereo pair of Figure 2. The template windows were located at (x; y) = (280; 139) and (168; 151)
respectively. In each case, a rank window size of 5  5 and a match window size of 11  11 were used. In
Figure 3, the constraint was most satised at the test disparity 20, which is the same disparity for which the
match function is a minimum. This in fact corresponds to the correct disparity in this case. Figure 4 shows
Fig.2.: Stereo pair[7].
an ambiguous situation where the match function has two main minima, at disparities of 3 and 23, where
23 is in fact the correct disparity. Unfortunately, the minima at a disparity of 3 is slightly less than the one
at 23, which would result in an incorrect match being returned. However, the constraint evaluation function
has one dominant minima at a disparity of 23, and is thus able to be used to resolve the ambiguous match.
Further testing has shown that the rank constraint is able to resolve a large number of cases of ambiguous
matches, not only for the stereo pair of Figure 2, but for other test pairs used.
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Fig. 3.: (a) match function and (b) constraint evaluation function, derived from the stereo pair of
Figure 2, using a template match window centred on (280; 139).
A matching algorithm incorporating the rank constraint was proposed in [3]. Instead of selecting the
smallest minima of the match function, the modied algorithm selects the minima having the least constraint
score. The modied minima selection stage is shown in Figure 5. This method was tested using a number of
test stereo pairs, including the pair of Figure 2. The disparity results obtained for the stereo pair of Figure 2
are shown in Figure 6. In these images, black areas indicate invalid matches which were removed, while the
grey scale areas indicate the remaining disparity values. From a visual inspection of the disparity maps,
it can be seen that the modied algorithm using the constraint has correctly matched some areas which
were not matched using the original algorithm. Most of these areas corresponded to ambiguous matches,
which again illustrates the ability of the rank constraint to resolve ambiguous matches. Similar results were
obtained with other test imagery used.
3 A New Matching Algorithm
This section describes a new matching algorithm,which extends on the algorithmof [3], in that it incorporates
a number of constraints, including the rank constraint, and also uses two techniques to interpolate unknown
matches. In addition, this algorithm introduces a method of edge localisation. The steps involved in this
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Fig. 4.: (a) match function and (b) constraint evaluation function, derived from the stereo pair of
Figure 2, using a template match window centred on (168; 151).
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Fig.5.: Minima selection stage incorporating the rank constraint.
matching algorithm are illustrated in Figure 7. The algorithm accepts an epipolar stereo pair as input, and
produces a disparity map as output.
3.1 Image Pyramid Reduction
Image pyramids are generated for the left and right images by convolving with a Gaussian and sub-
sampling[8]. This results in image pyramids where each progressively coarser resolution image is reduced
in size by a factor of 2.
Match windows of equal size are then used to perform matching at each level of resolution. This is almost
equivalent to matching at the highest resolution using match windows of dierent sizes[11]. Matching using
a coarser resolution image reduces the search range for a match and subsequently reduces the chance of
encountering an incorrect match. However, coarser resolution matching suers from reduced accuracy, and
is more prone to geometric distortion and noise.
(a) (b)
Fig. 6.: Disparity results obtained for the stereo pair of Figure 2, using (a) original rank matching
algorithm of Figure 1 and (b) modied minima selection stage of Figure 5.
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Fig. 7.: Steps involved in the new matching algorithm.
3.2 Rank Transform
The image pyramids are rank transformed using a window size of 5 5.
3.3 Computation of Match Surface
Given a pair of corresponding epipolar lines, the match surface is derived by computing the SAD score for
every possible template and candidate window combination. As shown in Figure 8(a), the match surface is
dened as S(u; v), where the u and v axes represent the x coordinate of the window in the right and left
images respectively. A location (u; v) in the match surface is the SAD score obtained from the windows
centered on s
r
(u; y) and s
l
(v; y). The disparity is computed from the dierence in x location of the two
windows, ie, d = v   u.
A horizontal or vertical line in the match surface is equivalent to a match function. For example, a vertical
line situated at u in Figure 8(a) is equivalent to a match function for a template window of s
r
(u; y), and
candidate windows ranging from s
l
(u+ d
min
; y) to s
l
(u+ d
max
; y).
The match surface need only be computed for a diagonal band of values, where the disparity lies within
the maximum range, ie, d
min
 d  d
max
. This in fact means that a large proportion of values in the match
surface array will be unused, if it is stored as a square array. A more ecient method of storing the array
is described in [9]. However, for simplicity the discussion of the matching algorithm in this paper will be in
terms of a square array.
3.4 Valid Match Selection
Once the match surface is constructed, identication of valid matches proceeds as follows:
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Fig. 8.: (a) Match surface, S(u; v), (b) minima, (c) valid match array, (d) edge and occlusion information,
(e) edge localisation.
Minima Identication A minima is dened as a location in the match surface which is less than its 4-
neighbours. This is analogous to nding minima in the match function. In fact, minima in the match surface
are also minima of both the horizontal and vertical intersecting match functions. A minima at S(u; v)
corresponds to a possible match between s
r
(u; y) and s
l
(v; y). A \minima array" equal in size to the match
surface is constructed, in which locations of minima are agged by being set to 1. An example is shown in
Figure 8(b).
Evaluation of Constraint The constraint score is computed at each minima of the match surface. If the
constraint score is less than half its maximum value, then this minima is no longer considered as a possible
match.
Minima Selection An initial set of valid matches is established based on minima of the match surface
which satisfy the following constraints:
1. rank constraint
2. left-right consistency [9, 11] If a location s
r
(x; y) matches to s
l
(x+d; y), then the location s
l
(x+d; y)
must match back to s
r
(x; y). Both this and the rank constraint are enforced by only selecting matches
as valid if the rank constraint is best satised in both the horizontal and vertical directions.
3. uniqueness A particular location can only have one match. This is enforced by ensuring that there is
only one match along each horizontal and vertical line.
Figure 8(c) shows the \valid match array", in which locations of valid matches are set to 1.
Ordering Constraint This constraint states that the ordering of matches should not be reversed with
respect to the left and right images. This constraint has been implemented in a manner similar to [9], in
which each constant disparity line segment in the valid match array is numbered according to the order that
this segment appears along the u and v axes. If the ordering of a pair of segments diers along the u and
v axes, then the smaller segment, ie, the one with less neighbourhood support, is removed from the valid
match array. This is illustrated in Figure 8(c). Segments A and B are reversed in order along the u and v
axes, therefore, the ordering constraint is not satised, and segment A is removed.
Match Interpolation The previous steps have constructed an initial set of valid matches, and have used
constraints to remove matches deemed to be invalid. In this step, matches are estimated for unmatched
locations, based on:
1. Minima of match surface This is based on the premise that there exists another minima of the match
surface which will correspond to the correct match. The search for this minima is conned to the disparity
range of neighbouring valid matches.
2. Disparity estimate from a prior level If the disparity estimate from a prior level is in accordance
with neighbouring valid matches, then this disparity estimate is used.
Figure 8(c) and (d) shows an example where an unmatched segment C is interpolated using these techniques.
Edge Localisation The disparity results obtained from matching using the rank transform could have
inaccuracies of up to half a window width, due to the averaging eect caused by using a neighbourhood of
pixels for matching.
In the valid disparity array, a discontinuity with respect to one image will result in a region of unmatched
pixels, often corresponding to an occluded area. This is illustrated in Figure 8(d), where a discontinuity at
A corresponds to a region of unmatched pixels between C and D. Since these disparity discontinuities often
correspond to edges in the original image, edge information can be used to improve the accuracy of the valid
match array. This is illustrated in Figure 8(e), where the position of the discontinuity in the valid match
array is given by A, while the actual edge position is given by B. Edge localisation is performed by adjusting
the position of the discontinuity to correspond with the actual edge position, thus improving match accuracy.
4 Results
The matching algorithm outlined in the previous section was tested using a number of test stereo pairs,
including the stereo pair of Figure 2. Figure 9 shows the valid disparity array, at various stages of the match
selection process, for a pair of epipolar lines at y = 160, from the stereo pair of Figure 2. Figure 9(a) shows
an initial set of matches which satisfy the rank, left-right and uniqueness constraints. A small number of
matches which fail the ordering constraint are removed, and the result is shown in (b). Finally, (c) shows
the results of estimation of unknown matches.
(a) (b) (c)
Fig. 9.: Valid match array obtained from the stereo pair of Figure 2, for y = 160. (a) initial set of matches
which satisfy the rank, left-right and uniqueness constraints, (b) results from applying the ordering constraint
and (c) results obtained from interpolation of unknown matches
To test the proposed method of edge localisation, edge images were generated using the algorithm of [6].
The edge images for the stereo pair of Figure 2 are shown in Figure 11. Figure 10 shows an example of how
edge localisation is used to adjust the edge position in the valid match array. The disparity discontinuity has
been shifted to coincide with the correct edge position.
The disparity map results obtained for the stereo pair of Figure 2 are shown in Figure 12(a). The disparity
map locations aected by edge localisation are shown in Figure 12(b). Figure 13 shows a second stereo pair,
and the disparity results obtained using the new algorithm are shown in Figure 14
5 Discussion and Conclusions
This paper has presented work towards the development of a new matching algorithm based on the rank
transform. The algorithm incorporates a number of well known matching constraints to identify and remove
invalid matches, such as the left-right, uniqueness and ordering constraints. A new constraint, namely the
rank constraint, has also been used. In addition, unknown matches are interpolated using two methods,
based on (a) minima of the match surface, and (b) disparity estimates from a coarser resolution level.
(a) (b)
Fig. 10.: Valid match array (a) before and (b) after edge localisation. The correct position for one edge has
been shown as a horizontal line.
Fig. 11.: Edge images for the stereo pair of Figure 2.
(a) (b)
Fig. 12.: (a) Disparity results obtained using the matching algorithm of Figure 7, for the stereo pair of
Figure 2. (b) disparity map locations aected by edge localisation.
Fig. 13.: Stereo pair[7].
Fig. 14.: Disparity results obtained for the stereo pair of Figure 13, using the matching algorithm of Figure 7.
The valid match arrays at each stage of the matching process, shown in Figure 9, illustrate the ability of
this algorithm to remove invalid matches and to estimate unknown matches. Similar results were obtained
using other test stereo pairs. A visual inspection of the disparity maps obtained using this algorithm show
that it appears to be quite eective at removing invalid matches. One exception to this is bland areas, such
as the bland walls in the backgrounds of Figures 2 and 13, which correspond to most of the incorrect matches
in the disparity maps of Figure 12(a) and Figure 14. A possible extension to this matching algorithm would
therefore be a step which identies bland regions in the original images, which could then be excluded from
the matching process.
The example of Figure 10 shows that the proposed scheme for edge localisation can improve the accuracy
of matching in the vicinity of edges. However, this does not greatly alter the nal disparity map, as shown
in Figure 12(b). The dierences which do occur are mostly around the edges of objects. This technique is
highly dependent on the choice of edge detector, therefore, the selection of an appropriate edge detector is
another area for further work associated with this matching algorithm.
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