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a b s t r a c t
A challenge for crop simulation modelling is to incorporate existing and rapidly emerging genomic infor-
mation into models to develop new and improved algorithms. The objective of this effort was to simulate
plant height in winter wheat (Triticum aestivum L.) across a range of environments in Nebraska using
genetic information. Plant height is inﬂuenced by major genes that are discrete and well characterized
genetically and phenotypically. Although plant height is a complex trait, it is far simpler than many other
traits. Two datasets were used in this study, one from a study where ﬁnal plant heights were measured
at ﬁve locations across Nebraska in two years (dataset 1) and another study where plant height was
measured 13 times before anthesis in one year at one location for one genotype (dataset 2). The crop
simulation model CropSyst was modiﬁed by incorporating a different phenology algorithm and adding
a plant height algorithm. The plant height algorithm was based on the ratio of the mean optimum ﬁnal
height of a height class (tall semi-dwarf, semi-dwarf, short semi-dwarf) to the mean optimum ﬁnal
heights for two tall cultivars, an environmental index based on the fraction of transpirable soil water,
and the development stage. Final plant heights were simulated reasonably well for the different height
classes with a root mean square error (RMSE) of 7.3 cm (dataset 1). For dataset 2, the simulated plant
height of a short semi-dwarf linewas always greater than the observed plant height, resulting in observed
and simulated ﬁnal plant heights of 82 and 88 cm, respectively (RMSE=8.8 cm). The least accurate sim-
s wer
y Elseulations, in which height
was above average.
© 2009 Published b
. Introduction
Akeygoal of crop simulationmodelling is, givenaplant’s genetic
ackground, to accurately simulate plant responses to the envi-
onment without the requirement of ﬁrst growing the plant. By
rowing the plant, one can measure key developmental stages and
an relate these stages to linear (thermal time) or non-linear (beta
unction) temperature response functions [1,2]. Plant development
ay also be inﬂuenced by photoperiod and vernalization. To deter-
ine yield and yield components, it is necessary to sample above-
nd below-ground plant components at various stages of plant
evelopment and relate these values to established algorithms or
o develop new algorithms. Typically, this process develops coef-
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E-mail address: aweiss1@unl.edu (A. Weiss).
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2 Current address: Jordan University of Science and Technology, Department of
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573-5214/$ – see front matter © 2009 Published by Elsevier B.V. on behalf of Royal Neth
oi:10.1016/j.njas.2009.10.001e overpredicted, occurred when precipitation during the growing season
vier B.V. on behalf of Royal Netherlands Society for Agricultural Sciences.
ﬁcients that ‘calibrate’ a cultivar for use in a simulation model.
The resulting phenotypic coefﬁcients relate the genotype to the
environments in which the measurements were made. Since the
environment is ever changing, these phenotypic coefﬁcients may
not be unique. This lack of uniqueness may help explain why crop
simulation models, on occasion, make poor predictions.
Another perspective on this goal is the ability of future crop sim-
ulation models to accurately simulate phenotypic plasticity, i.e.,
the ability of a genotype to produce distinct phenotypes when
exposed to different environments throughout its ontogeny. A
major challenge currently facing crop simulation modelling is how
to incorporate genomic knowledge into models [3–5], speciﬁcally
to understand plant phenotype as a function of the genotype inter-
acting with the environment.
Given an endeavour of this nature, there will be no unique
modelling solutions, rather different approaches to address this
challenge. White and Hoogenboom [6] used a modiﬁed version of a
dry bean (Phaseolus vulgaris L.) simulationmodel (BEANGROV1.01)
to incorporate the effects of seven genes on phenology, growth
habit, and seed size. These genes were incorporated into the model
erlands Society for Agricultural Sciences.
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more useful as the number of genotypes increases. Basically, the
estimate of the mean (in this case the estimate of the gene
effect) becomes more precise as the number of the genotypes
increases.0 A. Weiss et al. / NJAS - Wageningen
y developing linear regression relationships for the cultivar
oefﬁcients based on the presence of a dominant or recessive allele
or each gene using data from 30 cultivars grown at six locations.
ollowing a similar approach for wheat as for dry bean, White et al.
7] used a similar linear regression approach in the CSM-Cropsim-
ERES-Wheat model to study the effects of vernalization and
hotoperiod loci on ﬂowering dates as compared to the conven-
ional method of developing cultivar coefﬁcients. They concluded
hat this approach “appears feasible, but more extensive genetic
haracterization of cultivars is necessary”. Using APSIM-Sorghum
ndQU-GENE, Podlich andCooper [8] andHammer et al. [9] studied
our traits in sorghum [Sorghum bicolor (L.) Moench]: phenology,
smotic adjustment, transpiration efﬁciency, and stay-green in
hree types of environments. These environments were based on
ater limitation patterns; mild terminal stress, severe terminal
tress, and mid-season stress. APSIM-Sorghum was used to sim-
late yield responses to the different environments; QU-GENE
imulated thegenotypic changes in thepopulationbetweensucces-
ive selection cycles within a breeding programme. Taking a very
ifferent approach to this challenge, Welch et al. [10] used a neural
etwork approach to simulate ﬂowering in Arabidopsis thaliana (L.)
eynh. An advantage of this approach is that it allows for plasticity
f the simulated responses, which is lacking in many physiolog-
cally based models. A potential disadvantage of this technique
ay be the difﬁculty of relating results from a model plant system
rown in highly controlled environments, such as Arabidopsis, to
iverse and unrelated agronomic or horticultural crops, although
unctional orthologs for some genes are present in many crop
pecies.
Plant height has important practical considerations for many
heat producers and for plant breeders developing cultivars to
eet their needs. For example, tall wheat cultivars may be better
dapted to drier environments because of better seedling emer-
ence and ease of harvest. In areas of greater precipitation or in
rrigated systems, semi-dwarf wheat cultivars may be preferred
11]. From a modelling perspective, plant height is necessary to
alculate canopy conductances for use in determining canopy tem-
erature [12]) in applications such as irrigation scheduling [13],
nd in erosion modelling [14].
Simulating plant height for different height classes of win-
er wheat (tall, tall semi-dwarf, semi-dwarf, short semi-dwarf)
n different environments can serve as a prototype system to
emonstrate how genetic information can be utilized by modify-
ng existing simulation models. Plant height is inﬂuenced by major
enes that are discrete and well characterized genetically and phe-
otypically. Althoughplant height is a complex trait, it is far simpler
hanmanyother traits. Plant height is also easy toquantify. Thegoal
f this effort was to simulate plant height in winter wheat across
range of environments in Nebraska using genetic information in
onjunction with a plant height algorithm.
. Materials and methods
The overall methodology to simulate plant height was based
n quantifying the genotype in an optimum environment by using
he ratio of the particular height class to the tall line class from
ata collected in this environment. The fraction of transpirable soil
ater in the soil layers where roots are growing was used to quan-
ify the environment. The details of how this methodology was
mplemented are described below..1. Genetic information
Wheat can be divided into different height classes based on
he presence or absence of various semi-dwarﬁng height genes.al of Life Sciences 57 (2009) 59–64
Presence of these semi-dwarﬁng genes results in gibberellic acid
insensitivity causing reduced internode elongation, and therefore
shorter ﬁnal plant height than parental lines without the semi-
dwarﬁng gene. Within the general classes of semi-dwarf (based
upon gibberellic acid insensitivities and the presence of Rht-B1b
or Rht-D1b genes) and conventional height wheat (syn. tall wheat;
gibberellic acid sensitive and the presence of Rht-B1a and Rht-D1a
or the absence of Rht-B1b and Rht-D1b genes), there is considerable
variation inplantheight. Thedifferences inplantheight in the semi-
dwarf and tallwheat classes arepresumablydue tounknownminor
genes that also affect plant height. The presence of these minor
genes explains the range in plant height within major gene groups,
e.g., those found in the studies of Flintham et al. [15]. The presence
of these minor genes was obvious in that the tall controls ranged
in height from 99.4 to 141.4 cm and the Rht-B1b near-isogenic
genotypes ranged in height from 84.0 to 124.3 cm. However, the
ratios of the semi-dwarf and dwarf genotypes to the tall genotypes
were very similar for all of the isolines. In this study, a range of
plant heights were observed within the semi-dwarf and tall wheat
classes,whichwas assumeddue tounknown,minor genes affecting
plant height.
Because the genotypes used in this studywerenot near-isogenic
(as were those of Flintham et al. [15]), it is not possible to directly
compare the effect of the semi-dwarﬁng gene with its tall near-
isogenic line. However, it can be assumed that the population of
semi-dwarf genotypes and the population of tall genotypes are rea-
sonable representations of the unknown minor genes that affect
the known major genes. The approach of using population means
based upon known genes and averaged over minor genes also
allows one to develop the concept of short semi-dwarf, semi-dwarf,
and tall semi-dwarf classes using population statistical approaches.
In this population approach, the genetic class mean and standard
deviation are known. The mean-plus-one standard deviation was
considered a tall, whereas themean-minus-one standard deviation
was considered a short genotype. Thus, there were eight tall and
one short–tall genotypes; seven short semi-dwarf, 37 semi-dwarf,
and seven tall semi-dwarf genotypes (Fig. 1). Some tall semi-dwarf
genotypes were taller than some tall genotypes (Fig. 1). Similarly,
many of the semi-dwarf genotypes were taller than the short–tall
line.
The population approach was ideally suited and in fact becomesFig. 1. Plant heights of individual genotypes grouped into height classes as a func-
tion of their identiﬁcation number (ID). The identiﬁcation number is an arbitrary
number assigned to each genotype within a height class in order to plot all these
data in a single ﬁgure.
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Fig. 2. Locations in Nebraska where plant height was measured during the 2004, 2005, and 2008 growing seasons. The state of Nebraska is highlighted on a map of the USA.
Table 1
Latitude, longitude, elevation, and 20-year means of daily mean annual maximum and minimum air temperatures, daily mean annual solar radiation, and mean total annual
precipitation for the annual period 1 July 1988–30 June 2007 for the ﬁve locations used in this study.
Location Latitude
(◦N)
Longitude
(◦W)
Elevation
(m)
Daily mean annual
maximum air
temperature (◦C)
Daily mean annual
minimum air
temperature (◦C)
Daily mean annual
solar radiation
(MJm−2 d−1)
Mean total annual
precipitation (mm)
Clay Center 40.57 98.13 552 17.1 3.4 14.4 656
Lincoln 40.85 96.60 347 17.4 4.6 13.9 641
3.7 13.8 603
2.2 15.1 421
1.5 15.7 369
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Table 2
Soil classiﬁcation for each location used this study.
Location Taxonomic class
Clay Center Hastings; ﬁne, smectitic, mesic udertic argiustoll
Lincoln Crete; ﬁne, smectitic, mesic vertic argiustoll
and 609mm, respectively.
Plant heights at all locationswere generally greater in 2005 than
in 2004, especially at North Platte and Sidney (Table 4). The ‘opti-
mum’ ﬁnal heights for all height classes were taken as the average
of the 2005 height data forMead and Clay Center as heights at these
Table 3
Total precipitation for the periods 1 July 2003–30 June 2004 (2004) and 1 July
2004–30 June 2005 (2005) for the locations used in this study. Mean total annual
precipitation for these locations for the annual period 1 July 1988–30 June 2007 are
given in Table 1.
Location Precipitation 2004 (mm) Precipitation 2005 (mm)Mead 41.15 96.48 366 17.0
North Platte 41.18 100.77 861 17.7
Sidney 41.22 103.02 1317 17.0
.2. Data
The wheat plant height data used in this simulation study came
ainly from Al Ajlouni [16]. Final plant height data were collected
n twoyears (2004and2005) for51 semi-dwarf (Rht-B1borRht-D1b
enes) and nine tall (Rht-B1a and Rht-D1a genes) genotypes grown
t ﬁve locations in Nebraska (Fig. 2; dataset 1). Plant heights were
easured about seven days after anthesis at Lincoln and Mead and
5 days after anthesis at Clay Center, North Platte, and Sidney. Plant
eight was measured from the soil surface to the tip of the spike,
xcluding the awns, based on the average top of the canopy. Plant
eight was measured on each line in each replication. The exper-
ments were of the randomized complete block design, with four
eplications at Lincoln and three replications at the other locations.
Sowing dates varied depending upon location, with sowing ear-
iest in the west and gradually becoming later towards the east.
or Sidney these dates were 10 September 2003 and 9 Septem-
er 2004 whereas for Lincoln they were 1 October 2003 and 20
eptember 2004. The plant population density was approximately
80plantsm−2 in each experiment at each location.
The locations used in this simulation study represent a wide
ange of climatic conditions ranging from sub-humid in eastern
ebraska to semi-arid in the western part of the state (Table 1). For
xample, the mean total annual precipitation for the period 1 July
988–30 June 2007 ranged from 369mm in Sidney to 656mm in
lay Center. This 12-month period was chosen, rather than a cal-
ndar year that begins on 1 January, as it better represents the full
ife cycle of winter wheat from the fallow period prior to planting
hrough physiological maturity. The daily mean annual maximum
emperature varied from17.0 to 17.7 ◦C across all locations; in con-
rast, the dailymean annualminimum temperature varied from1.5
o 4.6 ◦C at Sidney and Lincoln, respectively. The daily mean annual
otal incoming solar radiation varied from 13.9MJm−2 d−1 in the
astern part of the state to 15.7MJm−2 d−1 in the west. The soil
lassiﬁcations at these locations are given in Table 2.
Of the two years in the main study (dataset 1), the 2005 season
1 July 2004–30 June 2005) was least limiting in water availabilityMead Filbert; ﬁne, smectitic, mesic vertic argialboll
North Platte Holdrege; ﬁne-silty, superactive, mesic typic argiustoll
Sidney Alliance; ﬁne-silty, mixed, superactive, mesic calcidic argiustoll
(Table 3) across all locations using precipitation amounts as a proxy
forwater stress (Table 1 provides the 20-yearmeans of total annual
precipitation). Of course, air temperature, solar radiation, wind
speed, vapour pressure deﬁcit, and soil water holding character-
istics are important components of water stress. The precipitation
amounts across the different locations in this study during the 2004
(1 July 2003–30 June 2004) season (Table 3) provide a wide range
of conditions to evaluate the following height algorithm. For exam-
ple, total precipitation for Sidney for the 2004 and 2005 seasons
was 280 and 469mm, respectively. In contrast, there were almost
equal precipitation amounts for Clay Center in both seasons: 664Clay Center 664 609
Lincoln 589 690
Mead 566 625
North Platte 356 610
Sidney 280 469
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Table 4
Average measured plant heights for each height class (short semi-dwarf, semi-dwarf, tall semi-dwarf, and tall) for the ﬁve locations used in this study, in 2004 and 2005.
Height classes Clay Center
2004 (cm)
Lincoln
2004 (cm)
Mead 2004
(cm)
North Platte
2004 (cm)
Sidney
2004 (cm)
Clay Center
2005 (cm)
Lincoln
2005 (cm)
Mead 2005
(cm)
North Platte
2005 (cm)
Sidney
2005 (cm)
Short semi-dwarf 87.0 84.4 65.0 62.9 55.7 88.9 84.1 88.4 76.3 76.6
9.2
1.0
2.1
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the peduncle continues to grow for several days after anthesis.
Next, the rate of change of height was calculated as the difference
between the current unstressed plant height and the previous day’s
unstressed plant height (ht unstress today and ht unstress yester,
Table 5
Computer code for the height algorithm. The variables have been
deﬁned in the text. The ‘min’ function selects the variable with
the lowest value from the list of variables in parentheses and
makes that value equal to the variable on the left hand side of
the equation.
stress fac ht =1.0-exp(-constant*ftsw)
ht unstress today=max height*develop stage
ht gain = (ht unstress today-ht unstress yester)*stress fac htSemi-dwarf 93.9 91.0 71.5 66.5 5
Tall semi-dwarf 96.6 98.4 78.1 69.4 6
Tall 97.5 101.9 81.8 70.9 6
ocations were greatest across all locations. Following Flintham et
l. [15] the ratios of the short semi-dwarf, semi-dwarf and tall semi-
warf to the tall classes were determined from these averages and
sed as model inputs (height ratio), along with the average height
f the tall classes, to represent optimum environmental condi-
ions for plant height to be expressed. The height data from Sidney
or both years (62.1 cm in 2004 and 90.9 cm in 2005) were used
o develop stress response functions. The dependent (calibration)
ataset consisted of the 2005 data from Mead and Clay Center (to
etermine the height ratios) and the Sidney data for both years
stress response function). The independent (validation) dataset
onsisted of the data from North Platte for both years (due to the
ontrasting environments in each year) and the data from Lincoln
or 2005 (optimum conditions). In 2004, wheat at the Mead loca-
ion was infected with wheat streak mosaic virus. The virus causes
tunting and reduced height depending upon the time of infection
nd its severity. Stunting and poor growth were observed through-
ut the ﬁeld. As a result, the data from Mead in 2004 were not used
n this study.
Additional height data from Karl 92 were collected during 2008
t Lincoln (dataset 2). Measurements were made twice per week
rom 29 April to 10 June 2008, replicated twice in different plots
t the same location within a plot. Planting was on 12 October
007. The total precipitation from 1 July 2007 to 30 June 2008
as 825mm, which was 184mm more than the 20-year average,
able 1.
.3. Height algorithm
The crop simulation model used in this study was a modiﬁed
ersion of CropSyst [17], which uses a daily time step. Weather-
elated inputs into CropSyst were daily values of maximum and
inimum air temperatures, solar radiation, precipitation, and the
inimum value of the relative humidity. The minimum value of
he relative humidity was obtained from hourly weather data and
as used to determine the vapour pressure deﬁcit during daylight
ours. In turn, the vapour pressure deﬁcit was used in conjunction
ith a transpiration coefﬁcient [18] to determine water limited
aily dry matter production. Radiation-limited daily dry matter
roduction was based on radiation-use efﬁciency. The minimum
f these terms was considered the daily value of dry matter pro-
uction.
Three inputs that are unique to CropSyst are speciﬁc leaf area
m2 kg−1), a partitioning coefﬁcient (m2 kg−1), which controls the
mount of biomass proportioned to leaves (a value of zero par-
itions all biomass to leaves), and leaf area duration (◦Cd). Leaf
rea duration was assigned to each daily increment of LAI pro-
uced and when this unit of LAI had completed its duration, it
as removed from the LAI thus simulating senescence. The value
f these input parameters was determined by calibration using
he dependent dataset. The values of the partitioning coefﬁcient
4.7m2 kg−1) and leaf area duration (700 ◦Cd) were constant for all
uns of the independent dataset. Of these three input variables, it
as initially assumed that the speciﬁc leaf area was the most sen-
itive to environmental conditions. The value of the speciﬁc leaf
rea was determined from the Sidney dataset. Using a heuristic96.0 91.1 97.1 83.2 80.3
102.6 96.3 103.4 92.0 86.7
106.0 102.1 108.4 95.4 90.9
approach, it was assumed that for seasons where the total annual
precipitation was less than 90% of the long-term mean value, the
value of the speciﬁc leaf area was 9.5m2 kg−1, otherwise the value
was 7m2 kg−1. The same values of the speciﬁc leaf area, partition-
ing coefﬁcient, and leaf area duration were used in the analysis of
the 2008 height data (dataset 2).
The phenology algorithm in CropSyst was replaced with a more
robust phenology algorithm developed by Streck et al. [2], as plant
height is closely related to development stage. Phenology devel-
opment was divided into three phases; emergence to terminal
spikelet (EM–TS), terminal spikelet to anthesis (TS–AN), and anthe-
sis to physiological maturity (AN–PM). The EM–TS phase was a
function of the optimum development rate for this phase modiﬁed
by temperature, photoperiod, and vernalization functions,whereas
the TS–AN phase was a function of the optimum development rate
for this phase modiﬁed by temperature and photoperiod functions.
The grain-ﬁlling phase (AN–PM) was a function of the optimum
development rate for this phase and a temperature function. These
optimum development rates, determined from ﬁeld observations,
were the average development rates for twowinterwheat cultivars
of contrasting phenology (Arapahoe and Karl 92; in [2]). The car-
dinal temperatures were based on [19], the vernalization function
was described by Streck et al. [20], and the photoperiod function
was described by Angus et al. [21].
Plant height has often been simulated by a logistic equation as
a function of thermal time, e.g., [22]. This approach assumes that
no stresses affect plant height and requires the maximum plant
height as an input. The plant height algorithm (Table 5) used in
this study was based on the root depth algorithm in CropSyst. A
description of this algorithm follows. First, plant height under opti-
mum conditions was equal to the maximum height for a height
class times the development stage (max height and develop stage,
respectively; Table 5). The maximum height for a height class was
a function of the height ratio, as described above, and the optimum
height for the tall line. The development stages ranged from 0 at
emergence to 1 at anthesis, assuming that the maximum height
was reached at anthesis. For some cultivars and environments, this
assumption is valid, whereas for other cultivars and environmentsif(ht gain <0.0):
ht gain =0.0
height =height +ht gain
height =min(height,max height)
ht unstress yester =ht unstress today
Journal of Life Sciences 57 (2009) 59–64 63
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espectively; Table 5), this difference was then multiplied by a
imensionless water stress factor (stress fac ht; Table 5), very sim-
lar to the relationship used by Amir and Sinclair [23]. The water
tress factor represents the environmental effect on plant height;
adras and Milroy [24] reviewed the role of water stress in several
mportant plant processes. The water stress factor was determined
y a negative exponential relationship:
ater stress factor = 1 − exp(−constant × ftsw) (1)
here the constant (5.6, dimensionless) was based on a relation-
hip given in Amir and Sinclair [23] for spring wheat, and ftsw was
he fraction (0–1) of transpirable soil water. The ftsw was deter-
ined for each layer where roots were present as the difference
etween the actual volumetricwater contentminus the volumetric
ater content at wilting point, this quantity divided by the differ-
nce between the volumetric water contents at ﬁeld capacity and
t wilting point.
.4. Statistical evaluation
Simulated and observed values were compared using the root
ean square error (RMSE), calculated as follows:
MSE =
√√√√N−1
N∑
i=1
(Si − Oi)2 (2)
here Si andOi are the simulatedandobservedvalues, respectively,
or the ith data point and N is the number of observations in the
ataset.
. Results
There was reasonably good agreement between the observed
nd simulated ﬁnal plant heights for the short semi-dwarf, semi-
warf, tall semi-dwarf and tall genotypes (dataset 1; Fig. 3) for
he independent dataset. Comparison between the observed and
imulated ﬁnal plant heights for these genotypes resulted in a
ooled RMSE of 7.3 cm. The slope of this relationship was 1.15, the
2ntercept was −6.6, and r equalled 0.93. At the lower end of the
eight scale (North Platte 2004), the observed heights varied from
2.9 to 69.4 cm whereas the simulated heights varied from 62.0 to
2.1 cm. For the same location in the following year (North Platte
005),withminimalwater stress, theobservedheights ranged from
ig. 3. Simulated versus observed ﬁnal plant heights for three environments and
our height classes. Height classes for each location include short semi-dwarf, semi-
warf, tall semi-dwarf, and tall. Slope, intercept, r2, and RMSE for this relationship
ere 1.15, −6.6 cm, 0.93, and 7.3 cm, respectively. The line in the plot is the 1:1 line.Fig. 4. Simulated versus observed plant height for Karl 92 during the 2008 growing
season at Lincoln, Nebraska. Plant heights were measured on 29 April, 1, 5, 8, 12,
15, 19, 22, 27, and 30 May. Slope, intercept, r2, and RMSE for this relationship were
0.91, 12.8 cm, 0.99, and 8.8 cm, respectively. The line in the plot is the 1:1 line.
76.3 to 95.4 cm whereas the simulated heights varied from 88.1 to
106.6 cm. At the upper end of the height scale (Lincoln 2005), the
observed heights varied from 84.1 to 102.1 cm and the simulated
heights varied from 87.6 to 105.9 cm.
Thepreviousevaluationof theheightalgorithmwasbasedsolely
on ﬁnal plant height. In the 2008 season (dataset 2), the simulated
ﬁnal plant height for the cultivar Karl 92 (a short semi-dwarf geno-
type) was 88.2 cm, whereas the observed height was 82 cm. There
was reasonably good agreement between simulated and observed
ﬁnal plant heights in the intermediate plant heights (r2 =0.99;
Fig. 4). Simulated plant height was always greater than observed
plant height with a y-intercept of 12.8 cm. Differences between
observed and simulated plant heights ranged from 4.3 to 13.5 cm.
The slope of this relationship was 0.91 and the RMSE was 8.8 cm.
The simulated ﬁnal plant height occurred on 30 May, whereas the
observed ﬁnal plant height occurred between 2 June (80 cm) and 4
June (82 cm).
4. Discussion
Theheight algorithmsimulatedﬁnal heights reasonablywell for
the independent data from dataset 1. There was excellent agree-
ment between the 2004 North Platte and the 2005 Lincoln datasets
(Fig. 3). The 2005 North Platte data had the greatest bias towards
overprediction (anaverageof11.6 cm), and thiswascorrelatedwith
about 1.7 times more precipitation in the 2005 than 2004 season
(Table 3). The weather in the 2005 season (1 July 2004–30 June
2005) not only had above normal precipitation, it was also char-
acterized by near normal temperatures and below normal solar
radiation; total precipitation was 610mm, and the average values
for the maximum and minimum temperatures and solar radia-
tion were 17.6 ◦C, 2.2 ◦C, and 14.6MJm−2 d−1, respectively. The
20-year average values (Table 1) were 421mm, 17.7 ◦C, 2.2 ◦C, and
15.1MJm−2 d−1, respectively.
There was good agreement between the intermediate height
measurements and simulations for the cultivar Karl 92 in the 2008
season (dataset 2; Fig. 4). The largest difference between measured
and simulated ﬁnal height values was 6.4 cm. As in the previous
example, this difference was probably due to the weather in the
2008 season. For the 2008 season, total precipitation was 825mm,
the average values for the maximum and minimum tempera-
tures and solar radiation were 16.8 ◦C, 4.4 ◦C, and 13.2MJm−2 d−1,
respectively. The 20-year average values (Table 1) were 641mm,
17.4 ◦C, 4.6 ◦C, and 13.9MJm−2 d−1, respectively.
For the Lincoln 2005 data there was generally good agreement
between simulated and observed height values (Fig. 3); in this
example the seasonal precipitation was similar to the long-term
mean (690 and 641mm, respectively).
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Correlation is not the same as causation. In crop simulation
odels, the interaction of multiple environmental variables in
ultiple interacting processes with feedback loops may cause dif-
culty in identifying the cause/effect relationships. Thus, the role
f annual above-average precipitation in simulating plant height is
ot entirely clear. Precipitation events at critical periods can play a
arge role in determining both theheight growth rate and the endof
tem elongation in relation to anthesis. The relationship between
eight growth rate (Table 5) and the fraction of transpirable soil
ater should be further assessed to determine whether this algo-
ithm adequately captured the range of responses.
The height algorithm presented here could be incorporated into
nother crop simulation model with minor modiﬁcations related
o how the crop simulation model determines the soil water bal-
nce and how it deals with LAI and other growth related processes.
ince all processes in a crop simulation model act directly or indi-
ectly together, as previously noted, the accuracy of the phenology
lgorithm is important in the simulation of plant height. As would
e expected, calibrated parameters may not be applicable over a
ide range of environments, since these values cannot capture the
lasticity due to single genes or gene networks (epistasis) among
he different genes that control plant processes under optimum
onditions [25,26]. Rather than have a single value for a calibrated
arameter, perhaps there should be a range of values as a function
f environment. This approachwas used,withmixed results, in this
odelling study by varying the value of the speciﬁc leaf area, based
n relative precipitation.
As with any generality, problems arise when going from the
eneral to the speciﬁc. How would these calibrated parameters be
eveloped? Is there a unique measure of the environment and how
hould this be deﬁned? What is clear, in order to address these and
ther questions, co-operation between scientists working on dif-
erent levels of plant organization and with different approaches
ill be necessary. Efforts of this nature will require co-operation
etween different disciplines [27,28], a goal that has been difﬁcult
o implement in the past. If this goal could be achieved, it may be
ossible to develop a ‘robust’ crop simulation model that incor-
orates genetic information and that can be used to address the
nverse problem of how to go from a model to a gene, as well
s problems associated with phenotype plasticity. This approach
as important implications in a world where climate change is of
erious concern, the population is increasing, land resources for
griculture are decreasing, and genomic knowledge is increasing.
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