Abstract. In this paper, we discuss an application of Small Area Estimation (SAE) techniques under a multivariate linear regression model for repeated measures data to produce district level estimates of crop yield for beans which comprise two varieties, bush beans and climbing beans in Rwanda during agricultural seasons 2014. By using the micro data of National Institute of Statistics of Rwanda (NISR) obtained from the Seasonal Agricultural Survey (SAS) 2014 we derive efficient estimates which show considerable gain. The considered model and its estimates may be useful for policy-makers or for further analyses.
Introduction
Agriculture in Rwanda is currently one of the pillars of Rwanda's economy and the agricultural production of the majority of Rwandese households is dominated by crop production. In recent years, the Government of Rwanda through its Ministry of Agriculture and Animal Resources (MINAGRI) has implemented several programs and policies to increase productivity of the agricultural sector. With this regard, the vision of MINAGRI is "to modernize Agriculture and Livestock to achieve food security. The vision is a transformation of the agriculture sector from subsistence to a productive high value, market oriented farming that is environmentally friendly and has an impact on other sectors of the economy".
In order to achieve these goals, the Government of Rwanda regularly gather up-to-date information for monitoring the progress on agriculture programs and policies, about crop production and livestock and other agricultural statistics which can be used for food and agriculture policy formulation and planning. In this framework, Seasonal Agricultural Surveys (SAS) are annually carried out to provide new agricultural statistics. Most of the cases, these surveys are designed to provide efficient estimates of parameters of interest at national level and do not provide reliable direct estimates at district level because of small sample size connected to the district. The need of crop production estimates is not only at national level but also at district level to show the distribution of crop production all over the country in order to facilitate the development of agriculture sector with the focus on specific regions.
The problem of how to produce reliable estimates of characteristics of interest for sub populations or domains for which the direct estimates are not of high precision because of small sample sizes taken from these domains and the assessment of estimation or prediction error is known as the Small Area Estimation (SAE) problem (e.g., see Pfeffermann (2013) ). Because of a growing demand for small area statistics worldwide, SAE has received a lot of attention in recent years. Several authors have discussed the SAE methodology. Among others, one can refer to Pfeffermann (2002 Pfeffermann ( , 2013 ; Jiang and Lahiri (2006) ; Rao (2003) ; Rao and Molina (2015) for comprehensive reviews and accounts of methods connected to SAE. The most commonly and widely used approach to handle SAE problems is the linking of statistical models of direct estimates with auxiliary information which is also known as model-based methods. In particular, we mention the area level model which was originally proposed by Fay and Herriot (1979) for the prediction of mean per-capita income in small geographical areas within counties in United States and the nested linear regression model presented by Battese et al. (1988) which was used to estimate the area under crop for 12 Iowa counties in United States.
In this paper, we apply a multivariate linear model for repeated measures data described in Ngaruye et al. (2016) to produce crop yield estimates at district level for SAS 2014 in Rwanda. The crop yield used here refers to the measure of yield of a crop per unit area of land cultivation. The annually SAS in Rwanda covers three agricultural seasons A, B and C. However, the agricultural seasons considered in this study that fit the proposed model are Season A and Season B which cover the period of September 2013 to February 2014 and March 2014 to June 2014, respectively. Moreover, the study is strictly limited to the The considered model in this paper presents several advantages such as enabling to produce small area means at each time point, for each group units and for all time points. By group units, we mean a set of units belonging to the same category with specific characteristics, for example gender categories, crop varieties, age groups of individuals, etc. Indeed, it can even handle more complicated situations than the one which has been considered in the present paper. Although this model is complicated, it is fairly realistic and maybe empirically verified. Depending on the type of variable of interest, it is very important to follow the evolution of the characteristic of interest by modeling the trends over time and very often one might be interested in a given group of the population. This model accounts for such cases.
We also note that the current study is limited to the estimation of beans yield at district level, the results could not be extended at smaller administrative unit such as at sector level since the response values and auxiliary information about covariates were only available at district level. Furthermore, the trend of beans yield estimates at district level was not investigated since the sampled segments included in the SAS were all applicable for only two seasons A and B, and not for season C.
The paper is organized as follows, after the first section of general introduction, follows the second section about the description of the data used. Then we discuss the estimation methodology in the third section and the SAE for multivariate linear model for repeated measures data in section four. The fifth and sixth sections are devoted to the main results and discussions while the last section gives a general conclusion. The summary of detailed results are presented in the appendix before the references.
Description of the data
In this study we use micro data pertaining to the National Institute of Statistics of Rwanda (NISR). The variable of interest is crop yield. The intention is to estimate average yield for beans (bush beans and climbing beans varieties) at district level during two agricultural seasons A and B, 2014 in Rwanda. We note that the country of Rwanda is divided into five provinces: Kigali city, Northern, Southern, Western and Eastern provinces. Constituent of provinces are districts and the country is subdivided into 30 districts. Districts are divided into sectors, sectors into cells and cells into villages which are the smallest administrative units.
Rich in protein, iron and other micronutrients, beans represent an important component solution to malnutrition and hunger in developing countries. Both bush and climbing beans are staple crops in Rwanda. According to the final report of SAS 2014 (NISR, 2014 , beans were the third main crop grown in 2014 seasons A and B in Rwanda after cassava and banana, covering the area of 461,339 hectares with crop production of 412,681 megatons.
Seasonal Agricultural Survey (SAS)
The Seasonal Agricultural Survey (SAS) is carried out in Rwanda every year with the main objective of providing accurate and reliable agricultural statistics in terms of land use, crop production and livestock for monitoring the agriculture sector and food supply conditions. The SAS 2014 covered the entire country and using satellite imagery, area frames were constructed by professionals in Geographic Information System (GIS) were used for sampling survey and were split into sampling units of an area frame called segments (plots). The sampling design used was a two-stage sampling scheme. At the first stage, 540 primary sampling units (PSU) were selected from the 5 strata using probability proportional to size (PPS) sampling where the size of measure was area under crop. At the second stage, one secondary sampling unit (SSU) was selected randomly. A PSU was a domain of area under crop chosen on the basis of crop intensity having a size between 100 and 200 hectares and a SSU was a subdivision of PSU having around 10 hectares for the four first strata and around 50 hectares in the 5-th stratum. For each selected sampling segment, intervening agriculture operators and large scale farmers were interviewed using farm questionnaires. The survey provides direct estimates for several agricultural statistics at stratum and national levels as presented in Table 2 in the Appendix. However, we notice that the sample sizes taken from districts were too small to produce direct stable estimates of good precision at district level.
Statistics of covariates
According to the final report of SAS 2014 (NISR, 2014 , the crop yield in Rwanda depends on several factors. The first influential factors were found to be the agricultural inputs such as type of seeds (traditional versus improved seeds) and the use of organic and inorganic fertilizers. The second factors are the agriculture practices which vary with seasons and type of plots. There were two type of plots: pure and mixed stand if the land was planted with one crop or with various crop, respectively. Those practices were irrigation and anti-erosion activities due the mountainous landscape of Rwanda. Moreover, the Ministry of Agriculture and Animal Resources (MINAGRI), in collaboration with the National Institute of Statistics of Rwanda conducted a Crop Assessment Survey (CAS) for agricultural season 2013 B and produced the crop yield district level estimates among others. The CAS was a two-stage stratified sampling design where strata were administrative districts.
Therefore, five auxiliary significant variables were chosen to be relevant covariates to include in the SAE for the multivariate linear model. Those are (i) crop yield estimates for the agricultural season 2013 as reported in Crop Assessment Survey 2013 season B, (ii) proportion of usage of organic fertilizers by area frame unit, (iii) proportion of usage of inorganic fertilizers by area frame unit, (iv) proportion for usage of irrigation and (v) proportion for usage of anti erosion practices.
We note that except the crop yield estimates for the agricultural season 2013, season B which were in kilograms per hectare, the other statistics of covariates provided in the microdata were average usage of farmers given as proportions (percentages) per stratum and per district.
Estimation of population mean and sampling variance
We refer to the general methodology of estimation of weighted mean for a two-stage sampling where for the first stage primary sampling units are selected with probability proportional to size and for the second stage secondary sampling units are selected with simple random sampling. About the estimation procedure, one can refer to Cochran (2007) Given 5 strata, let A hi be the size (area under crop) of the i-th PSU in stratum h and A h be the total size (cumulative total area under crop) of stratum h = 1, . . . , 5. Sampled segments and area under crop per stratum can be found in Table 1 in the Appendix.
Then the selection probability for PSU i in stratum h is given by the formula
where n h is the total number of PSUs selected in stratum h. At the second stage, the selection probability of one sampling segment from the i-th selected PSU is given by
where m hi is the total number of segments in PSU i in stratum h as reported in the sampling frame. Therefore, the probability of selection of a given sampling segment coming from stratum h is given by
and the corresponding sampling weight equals w hi1 = 1/π hi1 . For simplification of notation, let the sampling weight w hi1 be denoted by w hi and the crop yield value for a sampling segment from i-th PSU in stratum h be denote by y hi . The estimator of the population mean, within a given district, is the weighted mean given by
The corresponding sampling variance estimator of the weighted mean can be expressed as
(2)
SAE with a Multivariate linear model for repeated measures data
We consider crop yield y as the variable of interest whose values are recorded for p seasons (t = t 1 , ..., t p ), from the land-use under crop covering the entire country divided into N segments. For the empirical data in this article, p = 2 and N = 45120. The country is divided into m = 30 districts which we will call small areas having segments N i , i = 1, . . . , m. The crop under study has k = 2 varieties, bush beans and climbing beans, with corresponding area frame units. For each sampling segment in the present study, only one variety of beans is observed, i.e. either bush beans or climbing beans. Therefore, in the forthcoming model settings, we have two types of segments. A sample s = s 1 , . . . , s m of segments was selected from the population (land-use), where s i is the sample of size n i observed from district i. The sampled segments remain the same during the two seasons.
Denote by y ij to be the p-vector of crop yield values on the j-th segment, in the i-th area (district), j = 1, . . . , N i , i = 1, . . . , m. We make an assumption that the mean growth of the jth segment in district i for each crop type is a polynomial in time of degree q − 1 (here we consider q = 2). We also consider auxiliary data x ij of r = 5 covariables, x 1ij , . . . , x rij whose values are known for all segments in all m small areas (districts). The auxiliary variables considered are crop yield estimates for the agricultural season B of 2013, proportion of usage of organic and inorganic fertilizers by segment and proportion for usage of irrigation and anti erosion practices in all segments. In general settings, for arbitrary N i , m, p and r, for each one of the k groups, the unit level regression model for j-th unit coming from the small area i at time t is expressed as
where β 0 , β 1 are unknown parameters for time dependency, γ is a vector of fixed regression coefficients of covariables.
The random error v ijt associated with the crop yield y ijt is given by
where u it is the random effect of the i-th district due to time characteristics such as soil, climate, etc not accounted for by auxiliary variables and e ijt is the random effect associated with the j-th unit of the i-th district at time t as result of using a sample from the population rather than conducting a complete enumeration of the population. The random area by time effect u it is assumed to be independent identically distributed with mean zero and variance σ 2 ut and the random error e ijt is assumed to be independent identically normally distributed with mean zero and known variance σ 2 e independent of u it .
However, from the survey data described in Section 2 the sample units are selected with unequal probabilities within small areas. This results in informative sampling with possibility of having large variations of survey weights w ij . Following Verret et al. (2014) and Burgard et al. (2014) , an augmented model which includes design weights is fitted to the survey data y ijt = β 0 + β 1 t + γ x ij + θw ij + u it + e ijt , j = 1, . . . , N i ; i = 1, . . . , m; t = t 1 , . . . , t p , (3) where θ is an additional unknown regression coefficient accounting for weight effect on the variable of interest. Model (3) is equivalent to y ijt = β 0 + β 1 t + γ ω x ωij + u it + e ijt , j = 1, . . . , N i ; i = 1, . . . , m; t = t 1 , . . . , t p , where
The model for all time points is written in matrix form as follows
, 1 p is a p-vector of ones, and
where Σ u is supposed to be positive definite. The small area level model for k groups (varieties of beans in this study) is given by
where
Ni and E i = (e i1 , · · · , e iNi ),
According to model (4), Y i is a p × N i data matrix; B is 2 × k unknown parameter matrix; A and C i are p × 2, 2 ≤ p and k × N i known within individuals and between individuals design matrices for fixed effects with rank(C i ) + p ≤ N i ; X i is a (r + 1) × N i known matrix taking the values of the covariates and design weights and E i ∼ N p,Ni (0, Σ e , I Ni ) stands for the matrix normal distribution with mean zero and with the essential assumption of a known positive definite covariance matrix between rows Σ e = σ Combining the all m small areas from model (4) such that
we obtain the working model given in the the following definition.
Definition 1. The multivariate linear model for repeated measures data on the response variable of interest can be written as
where Y : p × N is the data matrix, A : p × 2, 2 ≤ p is the within individual design matrix indicating the time dependency within individuals, B : 2 × k is unknown parameter matrix, C : mk × N with rank(C) + p ≤ N and p ≤ m is the between individual individual design matrix accounting for group effects, the matrix U : p × m is a matrix of random effect whose columns are assumed to be independently distributed as a multivariate normal distribution with mean zero and a positive dispersion matrix Σ u , i.e. U ∼ N p,m (0, Σ u , I m ), Z : m × N is a design matrix for random effect and the columns of the error matrix E are assumed to be independently distributed as p-variate normal distribution with mean zero and and known covariance matrix Σ e , i.e. E ∼ N p,N (0, Σ e , I N ). The matrix H is included in the model for technical issues of estimation by stacking as column blocks the m data matrices of model (4) together in a new matrix.
the symbol ⊗ denotes the Kronecker product and vec() is the column-wise vectorization operator.
Estimation of the mean and covariance
Model (5) can be considered as a random effects growth curve model with covariates. For a comprehensive review of different considerations of random effects growth curve model, see for e.g., Yokoyama and Fujikoshi (1992) ; Yokoyama (1995); Nummi (1997) ; Pan and Fang (2012) . The estimation of the mean and covariance is performed with a likelihood based approach though model decomposition.
In what follows, A o stands for any matrix of full rank spanning C(A) ⊥ , i.e., C(A o ) = C(A) ⊥ , where C(A) denotes the column vector space generated by the columns of the matrix A and C(A) ⊥ is its orthogonal complement. Moreover, A − denotes an arbitrary generalized inverse of the matrix A such that AA − A = A. We also denote by P A = A(A A) − A and Q A = I − P A the orthogonal projection matrices onto the column space C(A) and onto its orthogonal complement C(A) ⊥ , respectively. For positive definite matrix S, we have projections which are denoted by P A,S = A(A SA) − A S and Q A,S = I − P A,S . More We consider the partition Γ = [Γ 1 : Γ 2 ] of the matrix whose columns are eigenvectors associated to the corresponding eigenvalues 0 and 1 of the idempotent matrix (CC ) −1/2 CZ ZC (CC ) −1/2 such that Γ 1 corresponds to the block I m and Γ 2 corresponds to the block 0 and let
The details of the estimation are developed in Ngaruye et al. (2016) . The following corollary summarizes the results for the particular choice p = q which has been considered in the empirical data analysis.
Corollary 1 ). Consider the model (5) and suppose that p = q, then the within design matrix A p×p is non singular and the corresponding estimators for γ ω , B and Σ u are expressed as
− K 1 and Σ u assumed to be positive definite.
Prediction of random effects and small area means
Since the model in Definition 1 will be applied, the random matrix U has to be predicted. For the prediction of random effects, as pointed out by Nummi (1997) following Henderson's approach (Henderson, 1973) , the prediction of random effects U from model (5) is derived by maximizing the joint density f (Y , U ) = h(U )g(Y |U ) assuming Σ u and Σ e to be known, which yields 
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where B and γ ω are presented in Corollary 1. The covariance matrix for random effects, Σ u , is however unknown and is therefore replaced by its estimator presented in Corollary 1 yields
Now, for k group units in all small areas, we consider the partition of N i units into N ig , g = 1, · · · , k, and n i units into n ig such that N i = k g=1 N ig and n i = k g=1 n ig . Similarly the matrix Y i from model (4) is divided firstly into corresponding blocks for for k group units and secondly into blocks corresponding to n i sampled and
respectively. In the next Proposition 1, the target small area means at each time point for each k group units are presented. Proposition 1. Let the repeated measures data on the variable of interest from a finite population divided into small areas be described by the model (5) given in Definition 1. The target small area means at each time point for each group units can be expressed by
The first term of the expression (7) on the right side corresponding to sampled observations is known and the second term which corresponding to non-sampled observations is unknown and is predicted using the considered model, i.e.,
where γ, β g and u i are estimators computed from the Corollary 1 and the expression (6), respectively using observed data and taking β g , g = 1, 2 to be the column of the estimated parameter matrix B corresponding bush beans and climbing beans. Moreover, X are the corresponding matrix of auxiliary information and design vector for non sampled segments, respectively while the predicted vector u i is the i-th column of the predicted matrix U .
We recall that regarding the considered empirical data, the k group units correspond to two varieties of beans, the bush beans and climbing beans, while the m small areas are the 30 districts of Rwanda.
Main results
This section presents the results obtained from the analysis of the data described in Section 2 where the theory presented in Section 3 and Section 4 is applied. For the present empirical study, the land-use was divided into 45120 segments scattered into 30 districts. Direct district level estimates and model-based district level estimates are presented in the Appendix in Table 3 and Table 4 , respectively. The map in Figure 1 shows the distribution of average beans yield model-based estimates during agricultural seasons A and B, year The model-based estimates obtained by improving the unreliable direct estimates through incorporating relevant auxiliary information and accounting for district random effect and time variations agree with the direct estimates from SAS 2014 in terms of ranking district per beans yield. The calculation of an analytic expression for the mean squared errors of the crop yield estimates at district level is not an easy task. However, we believe that our estimates have smaller mean squared errors compared to direct estimates following the results of simulations of the estimated mean squared errors as shown in Ngaruye et al. (2016) .
The results from the current study reveal the highest beans yields in the districts of the Northern and southern West provinces (with exception of two districts Rutsiro and Karongi), while the lowest beans yields were observed in the districts of South and southern Est provinces. In the whole country, Rubavu district is the district with highest beans yield with 1,689 kilograms per hectare while the district with lowest beans yield is Huye with 604 kilograms per hectare. With exception of Bugesera district, the first districts having the highest proportions of erosion control, namely Nyabihu, Musanze and Rubavu districts are among top six districts to have highest crop yield. In all districts, the crop yield has declined during season B compared to season A for both varieties of beans. The results show also that climbing beans offered higher yields than bush beans in 23 districts during season A and in all 30 districts during season B.
Discussion and assessment of results
The assessment of reliability of the obtained model-based estimates is conducted via model checking of underling assumptions and bias diagnostics. To check model mis-specification, we plot residuals against model-based estimates. Theoretically, if the model assumptions hold, we expect the residuals to be randomly scattered around their expected mean equal to zero. That is, the residuals do not exhibit any systematic structure. The scatter plot of residuals versus model-based estimates presented in the Appendix in Figure 5 indicates that residuals are random. The results show big variations among segments compared to the sampling variations.
Concluding remarks
This paper illustrates how a multivariate linear model for repeated measures data can be applied to Small Area Estimation techniques to produce reliable district level crop yield estimates per group crop variety and per time point. The techniques are applied to micro data from National Institute of statistics of Rwanda of Seasonal Agricultural Survey 2014 to produce beans crop yield estimates at district level in 30 districts of Rwanda which has two categories of beans, the bush beans and climbing beans. All the diagnostic measures conducted show that the model-based estimates produced at district level are reliable and representative of the corresponding districts. With these district level estimates available, it is straightforward to deduce the corresponding crop production since the area under crop is known for all districts.
However, we note that the Seasonal Agricultural Survey 2014 in Rwanda was composed of three agricultural seasons A,B, and C but season C was excluded in the study since not all the selected 540 segments during season A and B were followed during season C and this does not fit into our developed multivariate linear regression model. This case of drop out of units may be considered for our future works. Because of these limited data, the trends of crop yield by varieties have not been investigated. Moreover, with background information available at lower lever, it is of great importance to extend these results at smaller administrative units such as at sector and cell levels.
Note that the Table 4 of model-based point estimates and all figures presented in the Appendix are obtained using the MATLAB software, Version 9.0.0.341360 (The MathWorks, In. USA). 
