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Abstract
In this thesis, a new reweighting algorithm for predicting the native conforma-
tions of amino acid sequences, consisting of 16 residues in a reduced represen-
tation continuous protein model, is derived and tested to map neutral nets of
α-helices and β-sheets.
For examining the potential of the reweighting algorithm for predicting the
thermodynamic stability of amino acid sequences, it is applied to a mutational
pathway, connecting a α-helix to a β-sheet. Moreover, a bistable sequence is
used to predict the evolution of the chain properties along the pathway. The
reweighted averages of four relevant observables are then compared to the av-
erages obtained in direct simulations. Further, neutral nets of α-helices and
β-sheets are mapped by using the reweighting algorithm. The compositions of
the neutral nets are analyzed and the validity of the mapping is tested, both,
in direct simulations and the analysis of a few sequences.
The evaluation of the usability of the reweighting algorithm indicates, that,
in principle, it is capable of predicting the stability of native conformations.
Moreover, the test cases show that for this method, bistable sequences are the
most appropriate starting point for making predictions of the stability of other
sequences. In the analysis of the neutral nets, it is shown that the compositions
of the nets display some realistic features. However, as it turns out, some se-
quences, that are identified as belonging to either of the two nets do not fulfill
the requirements that define these nets.
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1 Introduction
Proteins are biological macro-molecules that are made up of amino acids. They
can be found in all cells and carry out many exercises that are essential for life
as we know it. As enzymes, proteins catalyze reactions in cells and are involved
in e.g. metabolism or the creation of deoxyribonucleic acid (DNA). Molecular
motors that transport molecules within cells are built up of proteins and as
signaling molecules, proteins are involved in inter-cellular communication [1].
For a proper understanding of how proteins can execute these different tasks it is
insufficient to know the constituting amino acid sequences. This is because the
function of proteins is dependent on their three-dimensional structure, which is
the result of a process called protein folding.
For the study of protein folding and understanding of the mechanisms that lie
behind this process, various computer models have been developed. These al-
low to make predictions of the three-dimensional structure of proteins, based
on their amino acid sequences. Simulations of these models can be computa-
tionally demanding. In order to be able to execute extensive investigations of
protein properties, simple models that only capture essential protein properties
have been developed. However, even with simple models, theoretical studies are
limited by the extremely large sequence space.
In this project, an algorithm that can predict the thermodynamic behavior such
as the stability of the three-dimensional structure of an amino acid sequence,
σˆ, given the simulation data from another sequence σ, is derived and tested.
The algorithm is based on so-called histogram reweighting techniques [13]. Af-
ter the derivation and testing, the algorithm is applied to a biophysical problem.
In the second section of this thesis, elementary background information on pro-
teins, protein folding and protein evolution is given. It helps to understand the
assumptions which the model that is used in this project is based on and it is
needed to understand the significance of the applications in the latter part of
this thesis.
The third section presents the applied model in greater detail. The fundamental
ideas and necessary simplifications are explained. Furthermore, the theory for
the implemented reweighting algorithm is derived and the observables, that are
relevant in this project are introduced. In the last part of this section, it is
briefly described how the data are sampled.
The fourth section is dedicated to the results that are obtained after the appli-
cation of the reweighting method. The evolution of an amino acid sequence is
analyzed. Predictions about the properties of the proteins are tested. Moreover,
the sequence space of two structures is studied and composition of sequences
that arrange into these structures is investigated.
Finally the results are discussed concerning their reliability and proposals for
further improvements, regarding the methodology, are given.
2
2 Background
In this section, the different levels on which proteins can be described are in-
troduced. Starting from linear amino acid sequences, the concept of protein
folding and the three-dimensional structures that this process results into are
introduced. In order to understand the folding dynamics, the most important
interactions, that give rise to the process are described. Finally, some back-
ground on protein evolution is given.
2.1 Proteins and Amino Acids
Proteins are polypeptides, i.e. chains that are made up of smaller subunits,
the so called peptides. The building blocks of these peptides in turn are amino
acids. There are twenty-three different amino acids occurring in nature, but
usually only twenty of them are incorporated in mammalian proteins [16].
The basic architecture is the same for all amino acids. In the middle of every
amino acid sits the backbone. This is a carbon atom (the so called α-carbon)
connected to an hydrogen atom and some side group. Moreover, the α-carbon is
joined to a carboxyl group (-COOH) an to an amino group (-NH2). The carbon
atom of the carboxyl group is sometimes denoted as C′. A general plan of the
architecture can be seen in figure 1 [16].
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Figure 1: The basic architecture of an amino acid. In the center sits the α-
carbon. The amino group can be seen to the left and the carboxyl group to
the right. The side group that is connected to the α-carbon and determines the
identity of the amino acid is denoted by R.
The side group determines the identity of any amino acid as well as its physical
properties. Roughly speaking, amino acids can be divided into three classes.
Dependent on the side chain, they can be either polar or hydrophobic. A third
special case includes two amino acids only, namely glycine and proline. These
amino acids are special due to their geometrical properties. They are often
found in turns of the three-dimensional structure of proteins [8].
In protein synthesis, amino acids are connected to each other in the condensa-
tion reaction. In this reaction the carboxyl group of one amino acid is connected
to the amino group of another amino acid. As a by-product, a H2O-molecule
is released. The covalent bond between the two amino acids is called peptide
bond. Exemplary figure 2 shows a sketch of two amino acids bonded to each
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other by a peptide bond [16].
Typically, a simple protein consists of 30-400 building blocks. Its sequence of
amino acids makes up the so called primary structure [16].
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Figure 2: Two amino acids connected to each other by a peptide bond. In this
reaction, the HO that is released from the carboxyl group and the H atom, that
is released from the nitrogen, bind to each other and leave as a H2O-molecule.
2.2 Protein Folding
For a proper description of a protein, its physical shape is of extraordinary
importance as it determines the protein’s functionality [8]. The equilibrium
shape of a protein is a direct consequence of the mutual interactions between
the constituting residues and hence a consequence of the primary structure. In
equilibrium, the protein is folded into the state of minimum free energy, the so
called native conformation. This native conformation is uniquely determined
by the amino acid sequence. However, its stability is dependent on the proteins
environment, i.e. the temperature, pH or solvent have influence on the equilib-
rium shape of the protein [9].
When only some short sequence of residues and the structure they fold into
is considered, the resulting three-dimensional arrangement is called secondary
structure. Hence, the secondary structure describes the local folding behavior
of an amino acid sequence. For simple proteins, the sum of all secondary struc-
tures makes up the tertiary structure, i.e. the shape all residues arrange into in
the respective environment [16].
Two common types of secondary structures are the α-helix and the β-sheet.
As the name implies, in an α-helix the amino acids are arranged in an helical
structure. Typically, this structure is right-handed. Moreover, each amino acid
makes a turn of 100◦ in this arrangement and hence there are 3.6 amino acids
involved in one revolution around the helical axis. Another characteristic of the
α-helix are the hydrogen bonds that connect the amide group of one amino acid
with the cabonyl group that is placed four positions earlier in the sequence.
These bonds make the α-helix a very stable structure [12].
Another regular structure, that is encountered frequently in proteins, is the so
called β-sheet. In this structure the amino acids are arranged in parallel layers.
Again, these layers are connected to each other by hydrogen bonds between the
amide and cabonyl groups of amino acids that are situated opposite to each
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other. When only two amino acid strands are considered this structure is called
a β-hairpin [12].
Yet not every primary structure necessarily folds into some well defined sec-
ondary structure in any arbitrary environment. Some sequences will be found
in random conformations most of the time. Another class of sequences are
bistable. In the same environment, these sequences can fold into both, α-helices
and β-sheets [8].
In general, the relation between the primary and secondary structure is very
complex, due to the different interactions that are involved in the folding pro-
cess. To some extent, it is still unclear which interactions are involved in folding
and how large the contributions of the different interactions to the structure for-
mation are [9].
However, from experimental evidence it can be deduced that there are four
interactions that are most important in the folding process. These are the hy-
drophobic effect, H-bonding between chain residues, electrostatic interactions
between chain residues and van der Waals interactions. [9].
In an aqueous environment, the hydrophobic effect seems to be the major driv-
ing force behind protein folding. This effect is entropic in nature and stems
from the interactions of the protein side chains with the water molecules of the
solvent. As nonpolar side chains cannot build H-bonds with water molecules,
they disturb the H-bond network of water in a way that decreases the entropy
of the solvent/protein system and consequently even its free energy. To mini-
mize this free energy contribution it is therefore energetically favorable to keep
hydrophobic side chains and water molecules apart [9].
On the other hand, polar side chains do not disturb the H-bond network in
the same way. In real proteins, the hydrophobic side chains are therefore often
found in the core of the protein, whereas the polar side chains are exposed to
the surrounding. Effectively this means that the polar side chains shield the
hydrophobic side chains from interacting with the water molecules [9].
Although not a major driving force in protein folding, hydrogen bonds are in-
volved in the formation of the secondary structure as well. In proteins, the
most important hydrogen bonds are found between the carbonyl (C=O) and
amide groups (NH) of the backbone. These bonds are especially important in
the stabilization of the three-dimensional structure [9].
Moreover, electrostatic interactions between ions that are incorporated in the
protein, as well as van der Waals interactions affect the stability of proteins.
These interactions, however, are of minor importance for protein folding and
can be repulsive or attractive, dependent on the ion or the pH of the solvent [9].
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2.3 Protein Evolution and Mutations
The study of protein evolution is interesting for different reasons. On one hand,
it does help to improve the understanding of how life could evolve. On the other
hand, a better understanding of protein evolution and mutations is essential for
e.g. potential medical applications [5].
Protein evolution is the consequence of mutations. There are different muta-
tional mechanisms. In point mutations, one amino acid is replaced by another
amino acid. Insertions and deletions are mutations where one residue of the
polypetide is simply inserted or removed from the chain respectively. Other
forms of mutations include e.g. duplication or recombinations [7].
In protein evolution, the relation between primary and secondary structure is of
crucial importance. Again, this is due to the relation between the shape of the
protein and its functionality. It follows that mutations that change the three-
dimensional structure of a protein can have potentially lethal consequences.
However, it has been observed that often there is no change in the secondary
structure upon a simple point mutation. In principle, this means that the func-
tionality of the mutated protein is not affected. Mutations that do not change
protein functionality are called neutral mutations. They give rise to neutral
evolution. This neutral evolution, that is going on under the surface, can make
sequences accessible that would not be accessible in a single point mutation
from the original sequence otherwise [7].
In protein evolution modeling, the Hamming distance, H, has been introduced
as a measure for the relation between two primary structures. It is defined as
the number of positions in sequence space in which two sequences differ [5].
All sequences that have the same secondary structure and that are connected
to each other by consecutive single point mutations are said to be part of one
neutral net. The sequence that can undergo the most single point mutations
within this neutral net is the so called prototype sequence [6].
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3 Model and Methods
In this section, the fundamental assumptions, that the model is based on, are
presented. This includes the geometry of the model chain, the mathematical de-
scription of the energy contributions as well as the Monte Carlo algorithm that
is used to simulate the thermal motion of the model chain. The fundamental
idea of reweighting methods is presented and applied to amino acid sequences.
Moreover, the relevant observables that are studied in the further course of
this project are introduced. Finally, the simulations and data sampling for this
project are described.
3.1 The Model
The model that is used in this project is developed in Ref. [4]. This subsec-
tion as well as subsections 3.2 and 3.3 follow the discussion from this reference.
The implementation of the model as a computer program has been performed
in advance of the project described in this thesis. The model is a so called
”reduced-representation, continuous protein model”. The representation is re-
duced in the sense that there are three different amino acids considered only.
Two of these amino acids are characterized by their hydrophobicity as they can
either be hydrophobic (h) or polar (p). In the third case the geometrical prop-
erties and interaction behavior of the amino acid resemble those of glycine (t).
In every amino acid the backbone is represented in atomic detail, whereas the
side chain is reduced to an enlarged carbon atom. This enlargement is meant
to mimic the bulkiness of the side-chain.
That the model is continuous, contrasts it from the simpler HP model. In the
HP model, which is used to determine the minimum free energy conformation of
some primary structure, the positions of the residues are restricted to be placed
on the sides of some lattice. In the continuous model, the residues that are
attached to each other are free to rotate.
Out of the three dihedral backbone angles, ω, the angle, that defines the bond
between the C’ and N of the peptide bond, is fixed to be 180◦. The other two
angles φ (the bond between N and Cα) and ψ (the bond between Cα and C’)
are free. This means that there are 2N degrees of freedom for a chain consisting
of N amino acids. A set of 2N angles defines the conformation of an amino acid
chain. Equivalently, a conformation can be described in terms of the Cartesian
coordinates of the atoms.
In the search for the secondary structure of an amino acid sequence, the thermal
motion of the polypeptide is simulated. This is done by means of a Monte Carlo
algorithm, the so called Metropolis algorithm. Whether transitions between dif-
ferent states are accepted depends on some random component, but first and
foremost it depends on the energy difference between the states. Four different
energy terms contribute to the conformational energy.
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3.2 Energy Contributions
In the model, protein folding is linked to four energy contributions. The energy
of conformation C is given by the sum E(C) = Eexvol + Elocal + Ehbond + Ehp.
The first term Eexvol is the excluded-volume energy. Mathematically, it is of
the form,
Eexvol = kexvol
∑
i<j
(
λijσij
rij
)12
. (1)
This is a sum over all atom pairs ij. σij is the sum of the atomic radii σi +σj and
rij is the distance between these atoms. λij is a scale factor and kexvol a weight
factor respectively. The overall effect of this term is to make it energetically
unfavorable for the atoms to occupy the same spatial coordinates.
The second energy term, Elocal, represents the interaction of electric charges on
the protein backbone,
Elocal = klocal
∑
I
∑
i<j
qiqj
rij
. (2)
Here, the first sum is taken over all N amino acids in the chain and the second
sum goes over the atoms in the respective amino acids. qi and qj are the partial
charges of the atoms and rij is the distance between them.
The third energy contribution to the conformational energy, Ehbond, is due to
hydrogen bonding between the carbonyl and amide groups. It is given by,
Ehbond = khbond
∑
ij
γij
[
5
(
σhb
rij
)12
− 6
(
σhb
rij
)10]
(cosαij cosβij)
1/2
. (3)
Here, αij is the N-H-O angle and βij is the H-O-C’ angle. This energy contribu-
tion is only included if both αij > 90
◦ and βij > 90◦. Moreover, it is required
that the ij pairs are separated by at least two amide groups to be included. γij
is some sequence dependent scale factor. The function of this term is to make
hydrogen bonding with glycine energetically less favorable. This is to mimic the
effect of glycine to break the secondary structure.
Finally, the fourth energy term, Ehp, stands for the hydrophobic effect. This
energy contribution is given by,
Ehp = −khp
∑
ij
e−
(rij−σhp)2
2 . (4)
Only amino acids with hydrophobic side chains that are separated by three or
more side chains can contribute to this energy.
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3.3 Metropolis Algorithm
The thermal motion of the protein is simulated using an extension of the Metropo-
lis algorithm. The Metropolis algorithm is a Markov chain Monte Carlo method.
It works under the assumption that the future development of a simulated sys-
tem is independent of its history. Moreover, it is implemented to generate a
distribution of states that follows the Boltzmann distribution [15].
In order to make the collection of states follow the Boltzmann distribution,
the Markov chain, that is uniquely determined by its transition probability
W (r → r′), needs to fulfill two requirements [3]. These are,
1. The limit distribution is required to be stationary, i.e. if P (n) is the limit
distribution, it is required that P (n+1) = P (n)
2. The limit distribution has to be unique, i.e. the transition probabilities
need to be ergodic. Ergodicity means that the process is aperiodic and
positive recurrent, i.e. the number of steps to go back to some state in
conformation space has to be finite.
The first condition can be fulfilled by requiring detailed balance [17]. This means
that in equilibrium, transitions from state r to state r′ are compensated for by
transitions in the reverse direction. Mathematically, this is expressed as,
P (r)W (r → r′) = P (r′)W (r′ → r) , (5)
which can be rewritten as,
W (r → r′)
W (r′ → r) =
P (r′)
P (r)
. (6)
The transition probability can be separated into two parts,
W (r → r′) = g(r → r′)A(r → r′) . (7)
The function g(r → r′) is the so called proposal probability and is required to
be ergodic. The function A(r → r′) is the acceptance probability and has to be
chosen such that it fulfills the requirement of detailed balance. Substitution of
(7) into (6) yields,
A(r → r′)
A(r′ → r) =
P (r′)
P (r)
g(r′ → r)
g(r → r′) . (8)
One acceptance probability that fulfills this requirement is the Metropolis choice,
A(r → r′) = min
(
1,
P (r′)
P (r)
g(r′ → r)
g(r → r′)
)
. (9)
For proposal probabilities that fulfil g(r → r′) = g(r′ → r), and the choice
P ∝ exp(−βE), where E is the energy of the respective state and β = 1/kBT ,
where kB is the Boltzmann constant, equation (9) can be rewritten as,
A(r → r′) = min (1, e−β∆E) . (10)
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The motion of the residues is now simulated in two steps. In the first step a new
conformation is generated. The dihedral angles, or equivalently the spatial coor-
dinates, of this conformation are chosen randomly. Now, the energy difference,
∆E, between the new conformation and the old conformation is calculated. For
the case that ∆E ≤ 0, i.e. the new conformation is energetically favorable or
equivalent, the new conformation is always accepted. If ∆E > 0, a random
number between 0 and 1 is generated and compared to exp(−β∆E). The new
conformation is accepted if the random number is less than exp(−β∆E) and
rejected otherwise.
The extended Metropolis algorithm that is used in this model samples the behav-
ior of a Markov chain at different temperatures, so-called simulated tempering.
This does not only allow to study the behavior of a sequence at several different
temperatures but reduces the correlation between the measurements taken at
the same temperature as well. Further theory on this method can be found in
Ref. [14].
3.4 Reweighting Method
Reweighting methods are a class of schemes that use probability distributions
of states that are sampled in Monte Carlo simulations to predict the behavior
of these Monte Carlo systems under conditions deviating from those that were
assumed in the original simulation [13].
In this project a reweighting algorithm that is based on the theory presented
in reference [2] is derived. Originally, this theory was developed to compute
the free energy difference between two Monte Carlo systems but it can also be
applied to analyze thermodynamic properties other than F [2].
In order to make predictions of the behavior of a system, S0, in histogram
reweighting, the sampling of the configuration space of another, comparable
system S1 is used [10]. The thermodynamic properties of system S1 follow
some distribution function. Knowledge of this distribution can be exploited to
estimate the behavior of S0. For instance, in the simulation of S1, different con-
figurations are visited and their corresponding energy can be calculated. The
energy of the visited configurations can now be calculated for S0 and the energy
difference ∆E can be computed. This energy difference in turn is then used to
construct a histogram over the probability density of the different ∆E [10].
The main limitation of the method is that the overlap of the distribution in
configuration space between the two systems needs to be large enough [2].
3.5 Application
In the following, a reweighting algorithm for predicting the effect of sequence
changes on the thermodynamic properties of amino acid sequences is derived.
However, the derivation is equally valid for the other observables that will be
studied later in this thesis. The implementation of the developed theory has
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been performed as a part of this project.
The probability of observing a particular state or conformation X with energy
E(X) for sequence σ is given by the Boltzmann distribution,
p(X|σ) = 1
Z(σ)
e−βE(X,σ) , (11)
where Z(σ) is the partition function which is defined as,
Z =
∑
X
e−βE(X) . (12)
In order to relate p(X|σ) to the probability of observing conformation X in
another sequence, σˆ, equation (11) is multiplied by eβE(X,σˆ) · e−βE(X,σˆ) = 1.
This yields,
p(X|σ) = 1
Z(σ)
e−βE(X,σˆ)eβ∆E , (13)
where ∆E = E(X, σˆ) − E(X,σ). Another multiplication by Z(σˆ)/Z(σˆ) = 1,
allows for the identification of p(X|σˆ), the probability of observing conformation
X for sequence σˆ. After multiplication one obtains,
p(X|σ) = Z(σˆ)
Z(σ)
eβ∆Ep(X|σˆ) , (14)
or equivalently,
p(X|σˆ) = Z(σ)
Z(σˆ)
e−β∆Ep(X|σ) . (15)
The fraction Z(σˆ)/Z(σ), in turn, can be rewritten and related to p(X|σˆ). Using
the definition of Z, (12), one gets,
Z(σˆ)
Z(σ)
=
1
Z(σ)
∑
X
e−βE(X,σˆ) =
1
Z(σ)
∑
X
e−βE(X,σ)e−β∆E . (16)
In this expression the probability p(X|σˆ) can be identified and it can be written
as,
Z(σˆ)
Z(σ)
=
∑
X
e−β∆Ep(X|σ) = 〈e−β∆E〉σ , (17)
where 〈e−β∆E〉σ is the thermodynamic average obtained for sequence σ. Com-
bining equations (15) and (17), one can see that the average of an observable, O,
for sequence σˆ can be obtained from a simulation of sequence σ. By definition
the average of an observable is calculated according to,
〈O〉σˆ =
∑
X
O(X)p(X|σˆ) , (18)
but,
p(X|σˆ) = 1〈e−β∆E〉σ
∑
X
O(X)e−β∆Ep(X|σ) , (19)
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and therefore,
〈O〉σˆ = 1〈e−β∆E〉σ
∑
X
O(X)e−β∆Ep(X|σ) . (20)
In terms of the parameter,
w = e−β∆E , (21)
equation (20) can be written as
〈O〉σˆ = 〈Ow〉σ〈w〉σ , (22)
The effect of the weighting parameter w is to increase the influence of those
conformations with with large negative ∆E on the total average 〈O〉σˆ.
3.6 Observables
In the model, a few observables are measured for every visited conformation. In
this project not all of them are of interest and in the following, the focus lies on
the behavior of only four observables. These are the energy, E, the end-to-end
radius, Ree, the α-content and the β-content of the conformations.
The energy is considered as it is the starting point for the reweighting method
and ultimately, it is the driving parameter behind protein folding. It has to be
emphasized, that the parameter E is the sum of four energy contributions.
The end-to-end distance is defined by,
Ree = |r1 − rN | . (23)
where r1 and rN are the α-carbon positions of the first and last amino acids
respectively.
It contains information about the geometrical shape of the protein. As the shape
plays an important role for the functionality of the protein, this parameter is of
interest.
The α- and β-content measure the number of amino acids that are arranged in
an α-helix or β-sheet respectively. As the first and last links in the chain are
more flexible, they rarely become part of these structures and are ignored when
the α- and β-content are measured. Hence, in simulations of chains consisting
of N = 16 amino acids the values of these observables can assume any integer
value between 0 and 14.
Whether or not an amino acid is part of an α-helix or β-sheet is determined by
the dihedral backbone angles φi and ψi.
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3.7 Simulations
In this project, amino acid sequences of length N = 16 are studied. The simu-
lations of these sequences consist of 107 Monte Carlo cycles. In every cycle, 100
conformations are generated. The conformations were saved every thousandth
Monte Carlo cycle. As in one run the behavior of the sequences is tested at
eight different temperatures, only about one eighth of the saved conformations
can be used for the calculation of the reweighted averages. Accordingly, these
calculations are based on roughly 1250 conformations.
The typical duration of such simulations is one day. The duration for predic-
tions using the histogram reweighting algorithm is typically less than twenty
seconds.
For the estimate of uncertainties in the simulations and reweighted averages a
Gaussian distribution of outcomes around the average values is assumed.
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4 Results
The initial goal of this section is to test the accuracy and limitations of the im-
plemented algorithm. For this purpose, the algorithm is applied to a mutational
pathway that connects two sequences, A1 and N1, which fold into two different
native states. The averages of the four observables obtained in these simula-
tions are then compared to the predictions made by the reweighting algorithm.
The algorithm is then tested for a bistable sequence that is unrelated to the
mutational pathway. Finally, the neutral net of the two different structures are
mapped out and an attempt of a first analysis of the neutral nets is made.
4.1 Mutational Pathway
The mutational pathway that is studied in this section is taken from reference
[11] and shown in table 1. The respective end sequences A1 and N1 are designed
such that they differ in their secondary structure. The native conformation of
sequence A1 is an α-helix whereas sequence N1 folds into a β-sheet. The mini-
mum energy conformations for both sequences can be seen in figure 3.
(a) A1 (b) N1
Figure 3: The minimum energy conformations of the sequences A1 and N1.
Typically, the amino acids placed in the end of the sequences are not included
in the α-helix and β-sheet respectively.
The thermodynamic behavior of the sequences along the mutational pathway is
measured in four independent simulations. The averages of the four observables
for the respective sequences obtained in these simulations can be seen in figure 4.
The analysis of the averages shows clearly how the evolution from α-helix to β-
sheet takes place. The α-content for sequences with Hamming distance HA1 ≤ 7
lies constantly at a high value of roughly 12 (figure 4a). The β-content of these
sequences is very low and constantly at a value of around 0.3 (figure 4b). At
Hamming distance HA1 = 8 the α-content decrease slightly whereas the β-
content increases. A drastic change in the observables occurs between HA1 = 8
and HA1 = 9. Here, the α-content decreases from ten to one and the β-content
increases from one to 6.5 respectively. This change in the observables represents
the switch from an α-helix to a β-sheet. Another slight change of the respec-
tive contents can again be measured between HA1 = 9 and HA1 = 10. As the
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Sequence Name HA1 HN1
phphphpttphphphp N1 10 0
phphphptpphphphp P1 9 1
phphphpppphphphp P2 8 2
phppphpppphphphp P3 7 3
phhpphpppphphphp P4 6 4
phhpphppphhphphp P5 5 5
phhpphppphhphppp P6 4 6
phhpphhpphhphppp P7 3 7
pphpphhpphhphppp P8 2 8
pphpphhpphhphhpp P9 1 9
pphpphhpphpphhpp A1 0 10
Table 1: The sequences that are studied in this project. The single point mu-
tations that N1 undergoes in the evolution towards A1 are marked red. For
convenience, the Hamming distances relative to A1 and N1, denoted by HA1
and HN1 respectively, are given in this table as well.
α-content of A1 is higher than the β-content of N1 it can be concluded that the
α-helix formed by A1 is more stable than the β-sheet that sequence N1 arranges
into.
This switch is also directly reflected in the end-to-end distances that are mea-
sured along the mutational pathway (figure 4c). The native conformations of
the sequences with HA1 ≤ 7 do all have a similar Ree of roughly 23 A˚. At
HA1 = 8, this distance decreases slightly to 22 A˚ and falls abruptly between
HA1 = 8 and HA1 = 9. First, it reduces to 8 A˚ for sequence HA1 = 9 and even
further to 7 A˚ for target sequence N1. This abrupt change in the end-to-end
distance represents the switch in the secondary structure.
In contrast to 〈α〉, 〈β〉 and 〈Ree〉, the curve following the average total energy,
〈E〉, does not display this abrupt change in structure along the pathway. In-
stead 〈E〉 increases rather smoothly with increasing HA1 (figure 4d).
4.2 Validity of Reweighting for Different Observables
In the following, the results of the application of the reweighting algorithm are
presented. Applying the algorithm to sequence A1, the reweighted averages of
the four observables for the sequences along the mutational pathway towards
N1 are be predicted. The reweighted averages are shown in figure 4.
For the α-content (figure 4a) there is a good agreement between the simulated
and reweighted averages for those sequences with properties that resemble A1.
This includes sequences with HA1 ≤ 7. Also, the uncertainties in the reweighted
averages are small for these sequences. The simulated averages are within the
uncertainties until HA1 = 8. However, it can be seen that the reweighted aver-
age for HA1 = 8 is associated with a larger uncertainty than the previous ones.
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Figure 4: Comparison between the simulated and reweighted averages for all four
observables that are considered in this project. On the top line, the evolution
of the α- and β-content towards N1 is shown. The bottom line presents the
evolution of Ree and the energy. The Hamming distances are given relative to
sequence A1.
After the complete switch of the protein properties, the reweighted averages of
the α-content are far off from the simulated averages. Moreover, the reweighting
method overestimates the α-content for all sequences.
The reweighted averages of the β-content (figure 4b) fit the curve of the simu-
lated evolution well up to Hamming distance HA1 = 7. The predictions deteri-
orate for the sequences afterwards. The reweighted averages lie generally below
the simulated averages. Again, the line connecting the reweighted averages does
not cross the line connecting the simulated averages. This time, the values of
the reweighted averages are overestimated.
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Many of the observations made for the α-content can even be applied to the
estimated end-to-end distance (figure 4c). Especially, all averages lie within the
uncertainty of the reweighted averages for sequences with HA1 ≤ 8 and again
the uncertainty increases abruptly from HA1 = 8. Just as for the α-content, all
reweighted end-to-end distances are overestimated.
Up to Hamming distance HA1 = 9, the reweighted energy averages are in very
good agreement with the simulated averages (figure 4d). For the step from
HA1 = 9 to sequence HA1 = 10, a increase of the energy is predicted. This is
in contrast to the simulations that have measured a slight decrease of 〈E〉. All
simulated averages are within the uncertainties of the reweighted averages ex-
cept for the predicted energy of N1. The uncertainty in the reweighted averages
is small for those sequences with HA1 ≤ 7 and increases rapidly for the following
sequences. This increase coincides with the switch in the native conformations
of the sequences. For sequences with HA1 ≥ 4 the reweighting method tends to
underestimate the conformational energies.
The same analysis can be performed in the reverse direction, i.e. by applying
the reweighting algorithm to N1 and predicting the averages for the mutational
pathway towards A1. These results are visualized in figure 5.
Overall, the reweighting algorithm works better in this direction. The estimated
α-content (figure 5a) is in good agreement with the simulated values. Especially,
this is true for the Hamming distances HN1 = 1, HN1 = 5 and HN1 = 6. The
sharp switch from β-sheet to α-helix can be seen in the curve of the weighted
averages but for HN1 = 2 the simulated average is still outside the uncertainty
of the estimate. For the sequences with 1 < HN1 ≤ 5 the alpha content is
slightly underestimated and for those sequences with HN1 ≥ 7 it is slightly
overestimated. The uncertainty in the weighted averages increases with increas-
ing Hamming distance.
For the β-content, there is a good correspondence between the reweighted and
simulated averages (figure 5b). The simulated β-content lies outside the un-
certainty of the reweighted averages for Hamming distance HN1 = 2 only. As
in the case of the α-content, it can be seen that the two lines that follow the
reweighted and simulated averages cross each other once. This time, it happens
between the Hamming distances HN1 = 3 and HN1 = 4. Generally, the un-
certainties increase with increasing Hamming distance but their absolute values
are smaller than those in the reweighted α-content averages.
The predictions for the end-to-end distances (figure 5c) are good for Hamming
distance HN1 = 1 and sequences with HN1 ≥ 4. In between these distances, the
simulated averages lie outside the error estimate. With increasing Hamming
distance, the reweighted averages approach the simulated averages again. This
behavior could not be observed before. General trends are that Ree is under-
estimated for all Hamming distances and that the uncertainty of the estimates
tends to increase. This increase in the uncertainty, however, is not as obvious
as for the uncertainties in the estimate of the α-content.
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Figure 5: Comparison between the simulated and reweighted averages for all four
observables that are considered in this project. On the top line, the evolution
of the α- and β-content towards A1 is shown. The bottom line presents the
evolution of Ree and the energy. The Hamming distances are given relative to
sequence N1.
The reweighted energy averages (figure 5d) roughly reflect the general trend
of an decreasing energy found in the simulations. The deviation between the
weighted and simulated averages becomes bigger with increasing Hamming dis-
tance. It can be seen that all simulated averages lie within the uncertainty
of the reweighted averages and that the reweighting algorithm underestimates
the simulated energy averages for all Hamming distances. The uncertainties in-
crease as the Hamming distance increases and are fairly big for sequences with
HN1 ≥ 2.
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4.3 Bistable Sequence
The relation between Hamming distance and conformation space on one side
and accuracy of the reweighted averages on the other side can be studied fur-
ther. The conformation space of a bistable sequence contains both, sequences
with a large α- and β-content. Therefore, in theory, the reweighted averages
based on the conformations of a bistable sequence should be accurate. In par-
ticular, it should be possible to predict the behavior around switches in the
protein properties.
The primary structure of the bistable sequence as well as the averages for the
relevant observables obtained after six simulations are shown in table 2.
Sequence phppphphthhphphph
〈E〉 0.923± 0.03
〈Ree〉 13.0± 0.08 A˚
〈α〉 4.16± 0.05
〈β〉 4.60± 0.03
Table 2: The primary structure of the bistable sequence and the averages of
the relevant observables with their associated uncertainties calculated after six
simulations.
The Hamming distance between the bistable sequence and A1 is H = 8, whereas
it is H = 2 between the bistable sequence and N1. The average values of the
four observables differ both from those measured for A1 and N1. The most
interesting property of the bistable sequence is reflected in the averages of its
α- and β-content. On average, roughly the same number of amino acids are
arranged in an α-helix and a β-sheet. On average, the end-to-end distance of
the bistable sequence assumes a value which is intermediate between those of
A1 and N1 and the average energy of the bistable sequence is higher than those
of A1 and N1.
The reweighted averages for all sequences from A1 to N1, based on the sampled
conformations of the bistable sequence, can be seen in figure 6.
For the α-content, the reweighted averages fit the simulated averages very
well (figure 6a). All simulated averages lie within the uncertainties of the
reweighted averages. The uncertainties increase slightly as sequence N1 is ap-
proached. Also, the reweighted averages do capture the switch from the mainly
α-dominated sequences to the β-dominated sequences. The α-content of the
sequences from A1 to P3 are underestimated.
For the β-content, there is a good agreement between the reweighted averages
and the simulated averages. Again, all simulated averages lie within the uncer-
tainties of the reweighted averages. The uncertainties are relatively constant
over the α-dominated sequences and increase for P1 and N1. Nevertheless, the
switch from helix to sheet is captured. Between the sequences A1 and P3, the
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Figure 6: Comparison between the simulated and reweighted averages for all
four observables based on the bistable sequence. On the top line, the evolution
of the α- and β-content is shown. The bottom line presents the evolution of
Ree and the energy. The x-axis is defined by the mutational pathway from A1
towards N1.
β-content is overestimated and underestimated otherwise.
For the predicted end-to-end distances, basically the same analysis as for the
α-content applies (figure 6c). There is a very good agreement between the
reweighted and the simulated averages and the simulated averages lie within
the uncertainties of the reweighted averages. The switch in the protein proper-
ties can be read off from the graph. The uncertainties are relatively constant
over the entire evolution. Unlike for α-content, Ree is overestimated for all se-
quences except for sequence P5.
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The reweighted energy averages (figure 6d) follow the general trend from se-
quence A1 to N1, i.e. a increase in the conformational energy is predicted. All
simulated averages lie within the uncertainties of the weighted averages. There
is no tendency that the estimates deteriorate either towards A1 or N1 and the
uncertainty is roughly constant for all sequences. The average energy is under-
estimated for all sequences.
4.4 Neutral Net
After the promising results of the previous sections, the reweighting method can
be tested on a concrete biophysical problem. In the studies of protein evolution
it is often of interest to know the neutral nets that the sequences are part of.
Therefore, in this section, the neutral nets which include sequences A1 and N1
are investigated.
The mapping of these nets is based on the conformations of sequences A1 and
N1. This can be justified as the threshold values, that define the neutral nets,
are chosen such that they are in close proximity of the α- and β-contents of
these sequences.
The neutral net of α-helices is arbitrarily defined as being made up of those
sequences that have a α-content of at least 10.75. This value is roughly 0.90
times the α-content of sequence A1. Correspondingly, the neutral net of the
β-sheet consists of sequences with a minimum β-content of 6.40. The threshold
of 0.90 times the respective α- and β-contents of A1 and N1 was mainly chosen
to keep the investigations manageable. Due to the enormous sequence space,
the neutral nets can fast become very large which in turn requires long com-
putation times. However, as the functionality of proteins is strongly dependent
on their three-dimensional structure, it might still be realistic to assume such a
low tolerance to changes in the native conformation.
According to one simulation, the neutral net of α-helices defined in this way
consists of 78, 883 sequences. The corresponding neutral net of β-sheets is made
up of 37, 899 sequences. This means that the net of α-helices is about twice as
large as the net of β-sheets.
The typical compositions of the amino acids that are part of the two nets dif-
fer. The occurrences of proteins containing particular numbers of the different
amino acids are shown in figure 7.
In the net of helices, the most frequently occurring numbers of polar amino acids
in the sequences are five and six (figure 7a). The histogram over the number
of polar amino acids in the neutral net is approximately symmetric around the
most probable values. On average, the sequences in this net contain 6.0 polar
amino acids. One sequence containing 14 polar residues has been identified as
part of this net.
For the net of sheets, the most probable value of the polar residue content is 6.
Further, the relative content of polar amino acids in this net is symmetrically
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Figure 7: Histograms over the relative contents of sequences containing partic-
ular numbers of the respective types of amino acids.
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around this top. The average sequence in this net contains 5.6 polar residues
and there are three sequences that contain a maximum number of 13 of them.
The histograms that describe the relative content of hydrophobic residues in
the two nets are shifted relative to each other (figure 7b). In the sheet net, the
most probable number of h-type residues is five whereas it is eight in the net
of helices. Neither of the distributions are symmetrical around their maximum
values. Instead, in both cases, more sequences can be found on the right hand
side of the maximum. This is even reflected in the averages. In the neutral net
of sheets, the average sequence contains 5.3 h-type residues. The corresponding
value for the helix net is 8.3. Moreover, no sequence identified as helix contains
less than two hydrophobic residues and three of these sequences consist of 15
hydrophobic residues. In the sheet net the maximum number of hydrophobic
residues found in a single sequence is 13.
The characteristic content of turn-type residues is very different in both nets
(figure 7c). In the alpha net there is a fair number of sequences which do not
contain any t-type amino acid. The distribution peaks at two turn-type residues
and decays fast for t-type contents larger than two. There are no sequences with
more than seven of these amino acids and the average content of it is 2.1.
In the net of sheets, the most probable values of t-type amino acid content are
four and five residues. The distribution is not completely symmetrical around
these values but there are more sequences to the right of the maxima. The
average content of t-type amino acids in this net is 4.7. There are no sequences
that do not contain any t-type amino acid and in the sequence containing most
of them, there are ten of these residues incorporated.
The neutral nets are then analyzed further on the number of their direct neigh-
bors. 87 direct neighbors could be found. Three pairs of them were randomly
chosen to test the agreement between the predictions and simulations. The pre-
dicted values and simulated averages are shown in table 3.
Sequence Net Reweighted average Simulated average
ththhhhhppphphhh Helix 11.53 6.58
ththhhhhppptphhh Sheet 6.80 2.89
tthhhhphhphhhphp Helix 11.61 10.81
tthhhhpthphhhphp Sheet 6.49 2.85
tphptpppppphhpht Helix 11.12 4.66
tphptptpppphhpht Sheet 6.68 7.51
Table 3: The primary structure of the testing sequences and the nets they
are identified to belong to. The reiweighted and simulated averages show the
α-content for sequences that are identified as helices and the β-content for se-
quences that belong to the net of sheets.
As it can be seen, there is a poor agreement between the reweighted and simu-
lated averages for almost all sequences. Only two out of the six tested sequences,
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that were identified as either helix or sheet, do actually fulfill the requirements
to be part of the respective nets.
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5 Discussion
The results show, that in principle, the reweighting algorithm is capable of pre-
dicting the stability of native conformations. The test cases that are studied in
this project, however, exhibit different behaviors.
In the first test case, sequence A1, a very stable α-helix, was taken to predict
the stability of the sequences that make up the mutational pathway towards
sequence N1 which folds into a β-sheet. Generally, the reweighted averages that
are calculated in this way, can be interpreted in terms of a critical Hamming
distance, Hc. Predictions for sequences with Hamming distances HA1 ≤ Hc are
of reasonable accuracy. For sequences with Hamming distances HA1 > Hc, the
reweighted averages are invalid. The critical Hamming distance is different for
the different observables but lies in any case in the proximity of the switch in
the secondary structure. Passing past Hc has a huge impact on the observables
that describe the thermodynamic stability of the native conformations. Qualita-
tively, the reweighted averages of 〈α〉, 〈β〉 and 〈Ree〉 indicate that the transition
from helix to sheet is rather smooth. This is in contradiction to the simulated
averages and potentially problematic when it is desired to map a neutral net.
For such a task it is required that switches in the thermodynamic stability can
be detected reliably and without delay. Another general trend is that the curves
for the simulated averages and reweighted averages do not cross each other. The
only point where this can be observed is in the energy reweighting between the
Hamming distance HA1 = 9 and HA1 = 10. Otherwise, the reweighting method
does either over- or underestimate the simulated averages for all Hamming dis-
tances. This might indicate a systematic error which could be removed in a
new, refined algorithm.
In comparison, reweighting, starting from sequence N1, displays different char-
acteristics. Especially, there is no critical Hamming distance in the predictions
of any of the investigated observables. This becomes clear when the results for
the Hamming distances HN1 = 2 and HN1 = 10 are compared to each other.
For HN1 = 2, none of the simulated averages 〈α〉, 〈β〉, and 〈Ree〉 lies within the
uncertainties of the reweighted averages. On the other hand, for HN1 = 10, all
of these averages can be predicted with some acceptable uncertainty. Despite
the failure to predict these averages accurately for HN1 = 2, a clear drop in
the β-content and a drastic increase for both the α-content and Ree can be
noticed at this Hamming distance. Consequently, it can be concluded that the
switch in the native conformation is captured at least to some extent and that
sequence N1 might be a suitable starting point for mapping the neutral net of
β-sheets. The relation between the curve of reweighted averages and simulated
averages is much more complex for reweighting starting from N1. For the α-
and β-contents, the lines cross each other which means that the respective ob-
servables are underestimated for some Hamming distances and overestimated
for others. For the end-to-end distance, the distance between the lines is bigger
for intermediate Hamming distances compared to the largest distances and for
the energy, the distances between the curves increase as HN1 increases. This
richness in the behavior would certainly make it harder to implement any re-
finements as there is no simple offset that could make the reweighted averages
more accurate. When it comes to the reweighted energy averages, it needs to be
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mentioned that the uncertainty in most of them are so huge that the results can
hardly be regarded as being suitable to make a statement on the actual energy
content of any of the sequences with HN1 ≥ 3.
Another important result emerges from the comparison between the capabil-
ity to predict the β-content of N1 starting from A1 and the α-content of A1
starting from N1. Even though the α-content of N1 is roughly as low as the
β-content of A1, the predictions of the respective content in the respective tar-
get sequence are qualitatively different. Starting from N1, the predictions for
the stability of α-dominated sequences are associated with a huge uncertainty
but still acceptable. Starting from A1, however, gives poor estimates for the
native conformation of β-dominated sequences. This observation can be related
to the fact that sequence A1 is more stable than sequence N1 and therefore
locked into a helix. Consequently, the conformation space that is visited during
the simulations is small and in the reweighting, only very few conformations
that do not have a big α-content can be weighted up. On the other hand, the
conformation space of sequence N1 contains more states that are different from
a sheet as the average β-content is comparably low. This makes the reweighting
algorithm more efficient as more averages can be weighted up and down.
The advantage of using a sequence whose structure is not locked can even be
observed in the reweighting based on a bistable sequence, which gives very ac-
curate results. The predictions are consistent with the simulated averages along
the entire mutational pathway for all observables. Neither is there any critical
Hamming distance nor is the capturing of the switch a problem. This means
that the mapping of neutral nets, using the reweighting algorithm, should rely
on the conformation spaces of bistable sequences.
Average reweighting using the the bistable sequence also indicates that not all
observables can be predicted to the same accuracy. The uncertainties in the
energy estimates is largest. This corresponds to the result of the reweighted
energy averages using the conformations of sequence N1. These had to be re-
jected. The complications in predicting the energy might be due to the fact that
the energy average is the sum of four individual energy contributions. In con-
trast, the parameters that describe the native conformations of the sequences
are generally predictable to some better accuracy.
The results for the mapping of the neutral nets are not as convincing as those
of the reweighting of the mutational pathway. Basically, the testing simulations
show that the predictions for individual sequences are very poor. There might
be different reasons for this. First of all, the mapping is based on the confor-
mations of sequences A1 and N1. As discussed before, especially sequence A1
is unsuitable for the mapping of neutral nets. However, in the example, the
threshold value of the α-content is so close to the original value that, from the
simulations of the mutational pathway, one could expect better predictions. For
the testing sequences, that are identified to belong to the net of helices, with the
poorest agreement between simulated and reweighted α-content averages, these
values deviate from each other by more than 50%. Such poor estimates were not
to be expected after the results from the previous sections. Also, reweighting
of N1 was not capable of mapping the neutral net of sheets even though this
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sequence was capable of tracking the switch in the secondary structure on the
mutational pathway towards A1. Another problem with the mapping is that it
is based on the conformations of a single simulation of the respective sequences.
Longer simulations of this sequence or several mappings of the nets followed
by a comparison between the different outcomes would certainly contribute to
make the mapping more precise.
Moreover, the composition of some sequences that are included in the neutral
nets are very unexpected and unlikely to actually fold into the respective struc-
tures. For example, there are chains in the helix net containing 14 polar type
amino acids. For such a sequence it should be energetically unfavorable to fold
into a helix. The same applies to the sheet-identified sequences containing 13
h-type or p-type residues.
In spite of the shortcomings in the accuracy of the mapped nets, they still have
some realistic features as well. The fact that there are many sequences without
any t-type amino acids in the helix net is realistic. Further, no such sequence
is found in the net of sheets. As the t-type acid is designed to be placed in the
turns of sheets, this result is reasonable. Another realistic feature is the differ-
ence in the size of the nets, which is in agreement with the results of [11]. Hence,
with some modifications, there might still be some potential in the reweighting
algorithm to be used to map neutral nets.
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6 Conclusions
In this thesis, it has been shown that the implemented reweighting algorithm, in
principle, is capable of predicting the thermodynamic properties of short amino
acid sequences in a simple protein model. The investigation of the relation
between simulated and reweighted averages along a mutational pathway shows
that the accuracy of the predictions are dependent on the properties of the se-
quence, which is used to compute the reweighted averages. The mappings of the
neutral nets have shown that it is not enough to reweigh the averages from only
one simulation to map out the net accurately. The huge discrepancy between
the reweighted and simulated averages of test sequences also indicate that there
might be complications in the reweighting method that were not encountered
in the studies of the mutational pathway.
As the application of the algorithm is extremely time-saving compared to direct
simulations, which in turn allows for studies that would be impossible otherwise,
the implemented algorithm might still be a suitable starting point for further
refinements, that can make the predictions more reliable.
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