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Abstract
One principal intention of computer graphics is the achievement of photorealism. Although
modeling, animation and simulation tools for rendering of complex objects – e.g. human
bodies, faces, or clothes – have been developed in the last decades, achieving photorealism
by simulating material properties and illumination is still computationally demanding and
extremely difficult. This dissertation proposes new approaches for image-based rendering
and modification of objects with complex appearance properties, concentrating on the ex-
ample of clothes. The proposed methods exploit the fact that images are photo-realistic by
definition and can be used as appearance examples to guide complex animation or texture
modification processes, thereby combining the photorealism of images with the ability to
animate or modify an object.
Clothing produces complex shading and texture deformations, which are important for a
realistic appearance of the rendered result. For clothing that roughly follows the shape of
a human body, it is a reasonable assumption that wrinkling depends on the articulated
pose of a human body. Under this assumption, a new image-based rendering approach
is proposed, which synthesizes new images of such types of clothing from a database of
pre-recorded images based on pose information. Image warps, i.e. transformation rules
between the images, implicitly extract pose-dependent appearance and shading from the
images. For rendering, the images and warps are parameterized and interpolated in pose-
space, i.e. the space of body poses, using scattered data interpolation.
To allow for appearance changes in image-based methods, a further approach is proposed,
which enables image-based retexturing, i.e. exchanging the texture or pattern of cloth in
an image while maintaining texture deformation and shading properties, without a-priori
knowledge of the underlying scene properties. For this purpose, texture deformation and
shading are extracted from the input image by estimating an image warp between the
input image and an appropriate reference image. In contrast to classical image-based ren-
dering methods, where animation is restricted to viewpoint change and a modification of
the object appearance by itself is not possible, the proposed methods allow for complex
pose animations and appearance changes.
Both presented approaches build on warps between images, not only in the spatial but
also in the photometric domain. For this purpose, a new framework for joint spatial and
photometric warp optimization is introduced at the beginning of this thesis. This frame-
work estimates mesh-based warp models under a relaxed brightness constancy assumption,
which adapts the commonly used brightness constancy assumption to better reflect true
conditions of changing and complex lighting conditions between images.
Altogether, the presented approaches shift computational complexity from the rendering
to an a-priori training phase. The use of real images and warp-based extraction of de-
formation and shading allows a photo-realistic visualization and modification of clothes,
including fine and characteristic details without computationally demanding simulation
of the underlying scene and object properties. This is shown in various rendering, pose





Fotorealistisches Rendering ist eines der Hauptziele der Computer Grafik. Obwohl in den
letzten Jahren zahlreiche Verfahren entwickelt wurden, um komplexe Objekte, wie z.B. Ge-
sichter, menschliche Körper oder Kleidung, realistisch zu modellieren und zu simulieren, ist
eine fotorealistische Darstellung durch Simulation von Materialeigenschaften und Umge-
bungsbeleuchtung immer noch aufwändig und schwierig. Die vorliegende Arbeit entwickelt
neue Methoden für Bild-basiertes Rendering von komplexen Objekten sowie deren Modi-
fikation im Bild am Beispiel von Kleidung. Die vorgestellten Methoden nutzen Kamer-
abilder und deren fotorealistische Eigenschaften für komplexe fotorealistische Animationen
und Texturmodifikationen.
Falten- und Schattenwurf von Kleidung sind aufgrund ihrer vielen Freiheitsgrade nur
aufwändig zu simulieren. Gerade diese Details sind jedoch essentiell für ein realistisches
Rendering Ergebnis. Für eng anliegende Kleidung kann angenommen werden, dass ihr Fal-
tenwurf hauptsächlich von der Pose des Trägers beeinflusst wird. Diese Dissertation schlägt
ein neues Bild-basiertes Rendering-Verfahren vor, das unter dieser Annahme neue Bilder
von Kleidungsstücken abhängig von der artikulierten Körperpose einer Person aus einer
Datenbank von Bildern synthetisiert. Über Abbildungsvorschriften (Warps) zwischen den
Bildern können Posen-abhängige Eigenschaften, wie Texturverzerrung und Schattierung
an Falten, aus den Bildern extrahiert werden. Für die Synthese werden sowohl die Bilder
als auch die Warps im sogenannten Posenraum parametrisiert und interpoliert.
Um die Erscheinung eines Objekts an sich zu verändern, wird ein weiteres Verfahren
vorgestellt, das den Austausch von Texturen in Bildern unter Beibehaltung von Tex-
turverzerrung und Schattierung ohne Kenntnis der zugrunde liegenden Szeneneigenschaften
ermöglicht. Hierzu werden Texturdeformation und Schattierung über Bildregistrierung
bzw. Warp-Optimierung zu einem geeigneten Referenzbild aus dem Eingangsbild extrahiert.
Im Gegensatz zu klassischen Bild-basierten Rendering-Verfahren, in denen die Synthese auf
Blickpunktänderung beschränkt und eine Veränderung des Objekts an sich nicht möglich
ist, erlauben die vorgestellten Verfahren komplexe Animationen und Texturmodifikation.
Beide vorgeschlagenen Verfahren basieren auf der Kenntnis von örtlichen und photome-
trischen Abbildungsvorschriften zwischen Bildern. Zu Beginn dieser Dissertation wird
ein neues Verfahren vorgestellt, das basierend auf Gitternetz-Modellen örtliche und pho-
tometrische Bild-Korrespondenzen schätzt. Dieses Verfahren basiert auf einem angepassten
Brightness Constancy Constraint, der eine Intensitäts-basierte Fehlerfunktion für kom-
plexe Beleuchtungsänderungen formuliert. Die vorgestellte Methode ermöglicht nicht nur
eine simultane Schätzung und kompakte Extraktion von lokaler Deformation und Schat-
tierung, sondern erhöht gleichzeitig die Robustheit gegenüber Beleuchtungsschwankungen
zwischen den Bildern. Dies wird in zahlreichen Experimenten demonstriert.
Insgesamt verlagern die vorgestellten Verfahren einen großen Teil des Rechenaufwands
von der Darstellungsphase in eine vorangegangene Trainingsphase. Durch den Einsatz
von realen Bildern und Warp-basierter Extraktion von Texturverzerrung und Schattierung
wird eine realistische Visualisierung und Modifikation von Kleidung inklusive charakteris-
tischer Details ermöglicht, ohne die zugrundeliegenden Szenen- und Objekteigenschaften
aufwändig zu simulieren. Dies wird in zahlreichen Experimenten zu Posen-abhängiger
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The notation in this thesis is consistent such that common quantities are always
referred to by the same symbols. The following is a list of all symbols commonly
(but not exclusively) used to denote the same throughout the thesis. Symbols not
in this list are directly explained in the context.
Bs(xi) Parametrization matrix for the spatial warp
Bp(xi) Parametrization matrix for the photometric warp
E(θ) Cost function in the warp optimization framework
ED(θ) Data term of the cost function
ES(θ) Smoothness term of the cost function
I(x) Image intensity or color at pixel position x. A grayscale image
can be considered as a function I : R2 → R, mapping a pixel
coordinate onto an intensity value. A color image can be considered
as a function I : R2 → R3, mapping a pixel coordinate onto a RGB
color vector.
IR, IG, IB Red, green and blue channels of an image







K Intrinsic camera matrix
L Laplace matrix of a mesh
xiv
Nomenclature
M Mesh M : {V,F} consisting of a set of vertices V = [v1 . . .vK ]T
and a set of faces F
Nk Neighborhood of a vertex with index k in a mesh or graph
R Image region
q Pose parameterization vector, e.g. a vector of joint angles or joint
locations
V Matrix of concatenated mesh vertices V = [v1 . . . vK ]
T
v Mesh vertex v = [u v]T or v = [u v w]T . The dimension is given in
the context. Vertices vk are indexed in the range k = 1 . . . K and
can be identified by their index.
W Joint spatial and photometric image warp
Wi→j Warp between two images Ii and Ij
Wp Photometric warp Wp : RNp → R
Wpc Photometric warp for color images Wpc : RNpc → R3
Ws Spatial warp Ws : RNs → R2
WD Detail-warp in the Pose-Space Image-Based Rendering framework
WSSD SSD-warp in the Pose-Space Image-Based Rendering framework in-
duced by SSD animation with LBS skinning
x Pixel coordinate x = [x y]T . Pixels xi are indexed in the range
i = 1 . . . P and can be identified by their indices.
β Barycentric coordinate
Γ Tikhonov regularization matrix
γ(θγ) Color gain function of the photometric warp
γbg Global blue gain parameter
γrg Global red gain parameter
λ Regularization parameter
δθ Parameter update in the optimization framework
θ Joint spatial and photometric warp parameter vector
θ̂ Estimated warp parameter vector
θp Photometric warp parameter vector
θs Spatial warp parameter vector
θγ Red and blue intensity gain parameters θγ = [γbg γrg]
T
ρk Photometric parameter of vertex vk
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1.1. Motivation and Objectives
Ever since the beginning of computer graphics, modeling and simulation tools have
been developed to create realistic and compelling visual content of complex ob-
jects, such as human bodies, faces or clothes. Achieving real photorealism for such
real-world objects with these tools, however, is still difficult and computationally
demanding, as it requires sophisticated simulation of material properties and illu-
mination. This dissertation addresses a photo-realistic visualization of objects with
complex appearance properties, concentrating on the example of clothes. Visual-
izing clothes is still a challenging problem, because cloth deformation and drapery
exhibit many degrees of freedom and wrinkles produce complex shading and texture
deformations. Yet, these complex details are essential for a realistic appearance
of the rendered clothes. Usually, the visualization of clothes relies on a textured
3-dimensional (3D) computer graphics model, and foldings as well as dynamics of
the cloth are synthesized. Traditionally, the parameters for the synthesis process are
calculated with physics-based methods [CK05, GHF+07, VMTF09]. Recently, many
methods have been proposed that are directly inspired by the real world and learn
deformation and reflection parameters of clothes for physical simulation from visual
and other sensors [BTH+03, BPS+08, PZB+09, MBT+12]. Although compelling
results can be achieved with these methods, the simulation is still computation-
ally demanding because of the above mentioned complex properties of cloth. It is
therefore difficult and time-consuming to simulate the underlying physical proper-
ties, e.g. 3D geometry, deformation, self-collision, light sources, physical shading and
reflection properties, accurately.
An alternative to synthesis and reconstruction is observation of appearance through
a number of images. Images are photo-realistic by definition. However, as im-
ages are static, animation and modification of an object captured in the images,
is not possible at first. This is addressed by image-based rendering (IBR) ap-
proaches, which aim at combining the photorealism of images with the ability to
modify or animate the scene content to some degree. These methods synthesize
new images by appropriately interpolating and merging a database of prerecorded
images [LH96, BBM+01, DLD12]. Typically, the database images show various
viewpoints of a rigid and stationary object or scene – and can therefore be seen as
view-dependent appearance examples – and the synthesis of new images is limited
to viewpoint changes. Complex scene lighting, shading and reflection properties
during viewpoint change can realistically be rendered with these methods without
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simulating the underlying scene properties. However, changing the appearance of
an object, e.g. to exchange the texture, or more complex animations than viewpoint
change are generally not possible. The appearance of a piece of clothing, for ex-
ample, not only depends on viewpoint but also on the pose of a person wearing it.
The main idea of this dissertation is to approach the task of clothing visualization
and modification (animation and texture replacement) in an image-based manner,
using as much information from real images as possible. This approach exploits the
fact that all characteristics, such as texture deformation and shading properties at
fine wrinkles, are implicitly captured by the images. This information can be ex-
tracted from the images as warps between them, i.e. transformation rules that map
one image onto another. These warps are not only extracted in the spatial domain,
i.e. as a deformation field, which moves the pixels from one location to another, but
also in the photometric domain, changing the intensities of pixels, thereby allowing
simultaneous capturing of local deformation and shading. Depending on the nature
of the images, the extracted warps can then be exploited in several ways:
• Under the assumption that the appearance of tight-fitting clothing, e.g. trousers
or shirts, is pose-dependent [WHRO10], a database of images showing a piece
of clothing in different body poses and from different viewpoints can be re-
garded as a database of pose-dependent appearance examples of this piece
of clothing. Warps between the database images yield information on pose-
dependent texture and shading changes between poses. The database images
and warps can then be mapped onto an appropriate space, e.g. that of all
body poses, to synthesize new clothing images as a function of body pose in a
pose-dependent image-based rendering approach.
• A warp to an appropriate reference image of an undeformed and uniformly
lit texture yields information about absolute texture deformation and shading
properties, which can be exploited for retexturing, i.e. the replacement of the
original texture by a synthetic one while maintaining texture deformation,
shading and lighting conditions from in the original image.
Summing up, the main idea of this work is to approach the task of clothing visualiza-
tion in an image-based manner, exploiting the fact that images provide information
on very characteristic properties of the appearance of clothing, such as wrinkling and
shading, which are very important for a photo-realistic visualization and difficult to
simulate. To capture these characteristics from the images, the idea is that texture
deformation and shading can be extracted as spatial and photometric image warps.
The use of real images and warp-based extraction of deformation and shading will
allow a photo-realistic and plausible example-based visualization and retexturing of
clothes. The main incentive for this approach is that the aim is rather a plausible,
photo-realistic and perceptually correct visualization than physically accurate and
correct reconstruction.
Applications. The applications of the methods presented in this dissertation are
manifold. The main targeted application is the visualization of clothes in augmented
reality applications such as virtual try-on of clothes (Fig. 1.1), called Virtual Mirror
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Figure 1.1.: Left: concept of a Virtual Mirror application. A user can select between various
clothings on a touchscreen and can then see his reflection in the mirror augmented
with the virtual clothing while moving freely in front of the system. Right: realized
Virtual Mirror prototype.
in the following. In such an environment, a user is tracked by one or more cam-
eras and visualized on a display, showing his/her reflection in the mirror augmented
with new clothes, which can be changed and configured by the user. Such, a user
or designer can try arbitrary styles of clothes before production and can configure
it for his/her special needs. There has been a huge increase in virtual try-on ap-
plications in recent years. The first available systems show a static image of the
piece of clothing chosen by the user, and the user has to position himself such that
the rendered images of the clothes roughly fit his shape1; or they display physically
simulated clothes on virtual avatars [DTE+04, MTKV+11], thus limiting the use-
fulness and realistic experience for the user. With recent development in video plus
depth sensors and human body tracking methods (e.g. Microsoft Kinect [SFC+11]),
virtual try-on systems have been released lately, which render virtual clothes onto
the user’s body in real-time2. The photo-realistic visualization of the clothes in real-
time, however, remains the bottleneck in these systems, and the clothes still appear
unrealistic and computer-generated.
Further possible applications would be in movies or video games where sophisticated
image-based rendering and retexturing methods for clothing would allow media cre-
ators for films and games to generate, modify and manipulate clothes effectively or
to create photo-realistic avatars.
1.2. Contributions
The principal contributions of this dissertation are:
• A new framework for Joint Spatial and Photometric Image Warp Opti-
mization. Typically, image registration refers to estimating a spatial transfor-
1 Try On Bathing Suit: http://www.tryonbathingsuit.com
Imagine That: http://www.imaginethattechnologies.com




mation between two images. Intensity-based methods optimize an error func-
tion formulated over the image intensities. Most state-of-the-art approaches
treat intensity differences between images as outliers and try to compensate
for these differences e.g. through robust estimation. In contrast to that, the
proposed approach explicitly models intensity differences between images in
a photometric warp in addition to a spatial warp (Chapter 3). These warps
register two images not only spatially but also photometrically, i.e. in the
intensity domain. A framework for the joint estimation of these warps is pro-
posed based on a relaxed brightness constancy assumption and mesh-based
warp models, allowing for non-rigid deformation and local brightness changes.
Joint estimation of the warps not only makes the optimization more robust
against intensity changes but at the same time allows actual extraction of
intensity differences between images in addition to local deformation. The
extracted information can for example be exploited to synthesize new images
in image-based rendering or retexturing approaches. In general, the presented
framework allows the incorporation of generic warp models because it is for-
mulated in a modular manner such that the warp models can be formulated
according to the given problem. The knowledge of spatial and photometric
warps between images is essential for the image-based approaches presented
in this dissertation.
• A new approach for Image-Based Rendering of Articulated Objects
with Complex Pose-Dependent Appearance. In contrast to traditional
image-based rendering approaches, which are limited to viewpoint change or
temporal interpolation, the proposed approach accounts for pose-dependent
appearance to synthesize new images as a function of body pose (Chapter 4).
A coarse geometric model allows low-resolution shape adaptation, e.g. anima-
tion and view interpolation, whereas small details as well as complex shading
and reflection properties are modeled by pose-dependent appearance exam-
ples (images) stored in a database. Correspondences between the images are
represented by mesh-based image warps, both in the spatial as well as in
the intensity domain. A parameterization of pose positions the examples at
scattered positions in pose-space, i.e. the space of possible body poses. For
rendering, the stored warps as well as intensities are interpolated by exploit-
ing scattered data interpolation methods that have already been successfully
used in example-based animation. The high dimensionality of the interpola-
tion domain is tackled by partitioning the pose-space into subspaces related
to different parts of the body.
• A new framework for Image-based Retexturing. The proposed approach
allows to exchange the texture of a surface or object in an image without
knowledge or explicit reconstruction of the scene properties, such as 3D shape
or lighting conditions. The key motivation is that texture distortion and shad-
ing represent strong cues for the perception of shape such that 3D geometry
information is not needed (Chapter 5). Given a reference of the undeformed
and uniformly lit texture, these properties can directly be extracted from the
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image as a joint spatial and photometric warp. A virtual texture can then
be warped and rendered into the image such that the original deformation
and shading are maintained. Because such a reference image is often diffi-
cult to provide, a method for a specific type of textures (near-regular textures
(NRT)) is presented, which estimates the appearance of the reference texture
in a texture analysis step prior to warp optimization.
1.3. Overview
This dissertation is structured as follows.
Chapter 2 Related Work: Chapter 2 reviews the state of the art in Com-
puter Vision and Computer Graphics fields related to the methods presented in
this thesis, i.e. non-rigid image warp estimation (Sec. 2.1), image-based rendering
(Sec. 2.2), pose synthesis and interpolation (Sec. 2.3), and texture replacement in
images (Sec. 2.4). Finally, an overview on available virtual try-on systems is given
(Sec. 2.5).
Chapter 3 Joint Spatial and Photometric Warp Optimization: Chapter 3
introduces a framework for joint spatial and photometric image warp estimation
with mesh-based models [HE08, HE09a, HSE10]. It starts with a background on
spatial image warp optimization based on the brightness constancy assumption and
mesh-based models (Sec. 3.1). Sec. 3.2 proposes an extension to joint spatial and
photometric warp estimation (Sec. 3.2.1) and an extended warp formulation for
color images (Sec. 3.2.2). The optimization framework is summarized in Sec. 3.2.3.
Finally, Sec. 3.3 evaluates and analyses the proposed approach. Various applications
are presented throughout this thesis.
Chapter 4 Pose-Space Image-Based Rendering: Chapter 4 introduces an
image-based rendering approach for articulated objects with complex pose-dependent
appearance, such as clothes [HE12, HFE13]. The proposed image-based represen-
tation and the concept of parameterization in pose-space is detailed in Sec. 4.1: a
definition of the representation in Sec. 4.1.1 is followed by a detailed description
of the database generation in Sec. 4.1.2. Sec. 4.2 focuses on the synthesis of new
pose images from this database: scattered interpolation of example warps is ad-
dressed in Sec. 4.2.1; blending and merging of warped database images is described
in Sec. 4.2.2; Sec. 4.2.3 focuses on the partition of the interpolation domain into sub-
spaces related to different parts of the body; a distance measure to select database
images for a smooth animation is presented in Sec. 4.2.4. Finally, Sec. 4.3 discusses
experiments and results.
Chapter 5 Image-Based Retexturing: Chapter 5 proposes an image-based re-
texturing approach, exploiting joint spatial and photometric warps between an image
and an appropriate reference texture [HSE11a, HSE11c]. After a short introduction
on the idea of warp-based retexturing, Sec. 5.1 presents the theory of near-regular
textures, which is used to estimate the appearance of an appropriate, i.e. unwarped,
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reference image from a single image, as proposed in Sec. 5.2. Sec. 5.3 presents various
retexturing results.
Chapter 6 Conclusions: Finally, Chapter 6 concludes this dissertation and pro-
vides an outlook on how to apply, extend and combine the approaches presented in
this thesis.
1.4. Research Publications
In accordance with Section 6, Article 2b) of the doctorate regulations of the faculty
of natural sciences at the Humboldt University of Berlin, parts of this thesis have
been presented at the following international conferences and workshops
• Eurographics 2011 [HSE11a], 2012 [HE12] and 2013 [HFE13];
• Vision, Modeling and Visualization Workshop 2009 [HE09b] and 2011 [HSE11c];
• Mirage 2009–International Conference on Computer Vision / Computer Graph-
ics Collaboration Techniques and Applications [HE09c];
• CVPR/ICCV Workshops on Non-Rigid Shape Analysis and Deformable Image
Alignment 2008 [HE08] and 2009 [HE09a];
or has been published in Computers & Graphics vol. 34(5) [HSE10]. These publica-
tions are the foundation of this thesis, which incorporates them under the presented
approaches for image-based clothing visualization and presents an enhanced analysis
of the approaches, together with updated results and discussions.
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This chapter reviews existing work and state-of-the-art approaches in research fields
related to this thesis.
2.1. Non-Rigid Image Warp Estimation
A huge amount of literature exists on deformable image registration and warp es-
timation, and this section can only give a compact overview on approaches related
to this field. For more detailed surveys, the reader is referred to e.g. [BFB94, ZF03,
BM04, SDP13].
Correspondences between two or more images, e.g. images in a multi-view camera
setup or images in a time-sequence, are key to many computer vision tasks, such
as 3D reconstruction [SHE11b, BPS+08], deformable motion tracking [PLF05a] or
medical image analysis [SHE11c]. Typically, two images are considered, one of which
is referred to as source image IS , i.e. the image that is warped, and the other one
is referred to as target image IT . The correspondences between the two images are
commonly described by a dense displacement vector field, which links the location of
each pixel in the source image to its location in the target image. During registration,
the source image undergoes a transformation or warp and the goal of registration is
to find the warp that best aligns the source image with the target image. Basically,
warp estimation involves three components: (i) the definition of the warp model,
i.e. the parameters to be optimized, (ii) the definition of the objective function to
be minimized during optimization and (iii) the optimization method.
The type of the warp model defines the number of parameters optimized during warp
estimation and often implies an assumption on the nature of the deformation field.
The number of degrees of freedom can range from e.g. 6 for an affine transformation
up to twice the number of pixels for a dense displacement field. The higher the de-
grees of freedom, the more complex deformations can be described by the model, but
the more challenging is the estimation. Deformable warp models often interpolate
or approximate a dense displacement field from sparse positions or control points
in the image. Popular non-rigid warp models include radial basis functions (RBF)
[Boo89, BZ04, LY05, YXLX11], freeform deformation [KU03] or deformable triangle
meshes, i.e. piecewise affine warps [GBBS10, ZLMH09]. The type of the RBF as well
as the number of control points or mesh vertices determine overall characteristics of
the transformation such as the smoothness or the locality.
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Regarding the objective function, the literature basically distinguishes between
marker-based [SM06, WCF07], feature-based [Low03, BETG08, MY09, PLF08] and
intensity-based [Hor86, BA93, IA99, BZ04, BBPW04, LY05, XJM10] cost functions.
As markers are not always available in real scenes, the assumption of such a-priori
knowledge limits the applicability of these methods to special cases. Feature-based
methods minimize a distance between sparse sets of corresponding feature points,
and a dense displacement field is interpolated from these distinct positions. Finally,
intensity-based methods minimize an error measure based on intensity information
of all pixels in the image.
Feature-based methods determine correspondences between distinct and salient fea-
ture points in the images and use them to estimate a transformation that best
matches the two feature point sets. As this thesis mainly concentrates on intensity-
based warp estimation methods, this section only gives a brief overview of the most
important feature detectors that have been described in the literature. Image-based
feature point detectors include local curvature extrema or saddle points, edges or
corners [Thi96, HS88] or scale-space features like SIFT [Low03], ASIFT [MY09] and
SURF [BETG08] features. Typically, two sets of feature points PS = {pS1 . . .pSN},
PT = {pT1 . . .pTM} are created in the source and the target images. One approach
to estimate a warp from these feature points, is to first establish correspondences
between the two point sets and then estimate a transformation while eliminating
outliers. To determine correspondences, a common approach is to search for nearest
neighbors in descriptor space under some consistency constraints, i.e. non-ambiguity
and consistency in both matching directions [Low03, BETG08, MY09]. A popular
method to eliminate outliers during the estimation of the transformation is the Ran-
dom Sample Consensus RANSAC algorithm [FB81]. It is widely used to compute
transformations with a low degree of freedom, but for more complex non-rigid ones
its complexity grows exponentially with the degrees of freedom of the transformation
model. Consequently, feature-based methods are mostly used to find global relations
between images. If the set of points is large enough, more complex transformations,
e.g. deformable meshes, can be determined by minimizing descriptor differences with
a robust estimator to eliminate outliers [PLF08].
In contrast to feature-based approaches, intensity-based methods do not rely on
sparse features but instead fit the warp model directly to the image data, mainly by
exploiting the brightness constancy assumption between the source and the target
images IS and IT [Hor86, IA99]. This equation is given by
IS(x + ∆x)− IT (x) = 0 ,
where x = [x y]T denotes a pixel location in the image and ∆x = [∆x ∆y]T de-
notes its displacement. The brightness constancy equation assumes that differences
between the two images can be fully explained by a pixel displacement field, which
moves a pixel from one location to another, whereas the intensities in the image do
not change. The first Taylor expansion of the brightness constancy assumption is
often called the Optical Flow equation:
IS(x)− IT (x) +∇ITS ·∆x = 0 .
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Most intensity-based warp estimation methods optimize an error function based on
the brightness constancy assumption using non-linear optimization techniques. This
error function is often the sum of squared pixel errors (least-squares optimization)
[Hor86] or a more robust error functional [BA93, BBPW04], but other measures like
normalized cross correlation have also been used [BFB94].
Generally, image-based warp estimation is an ill-posed problem, and a regulariza-
tion is needed because the number of parameters for a dense pixel displacement
field is larger than the provided constraints. A predefined warp model with fewer
parameters, e.g. a mesh-based model, implicitly provides additional constraints for
regularization (this type of regularization is therefore often called internal or im-
plicit regularization). Another way of regularization is to add smoothness constraints
to the objective function (often called external or explicit regularization). Besides
making the optimization problem well-posed, both regularization types can be used
to incorporate prior knowledge on the smoothness of the deformation. Common
smoothness constraints typically penalize the spatial second derivative of the dis-
placement field [HS81]. Recently, more and more methods use a regularization term
based on the total variation of the displacement field, which allows for sharp disconti-
nuities in the warp [BBPW04, PSG+08, WPZ+09, ZGK+10, BM11]. However, total
variation regularization often suffers from the so-called staircasing effect, i.e. piece-
wise constant solutions [PCBC10]. For this reason, in practice, often a quadratic
penalization is used for small values of the error term and a linear penalization for
larger values, which is essentially the Huber norm [PCBC10], having its origins in
robust statistics [Hub81].
There are two main difficulties that make the optimization in an image-based ap-
proach challenging: (i) intensity information can lead to ambiguous matching such
that the cost function might not be convex and exhibit local minima, (ii) robustness
against outliers that validate the brightness constancy assumption (e.g. appearance
variations due to lighting changes). To overcome the first, many methods require
an initial guess close to the global minimum. This has been approached e.g. by
an initialization of the warp optimization with parameters estimated from corre-
sponding feature points [XJM10] or a combination of intensity-based error terms
with descriptor-based terms [ZLMH09, BM11]. Other approaches use a multi-scale
approach [LK81, BBPW04] and/or a hierarchy of deformation models [BAHH92].
Recently, methods have been proposed that develop a convex formulation of the orig-
inally non-convex objective function by lifting the optimization problem to a higher
dimensional space [PSG+08, PCBC10], thereby guaranteeing finding the global op-
timum.
Outliers in the data have been accounted for by using robust estimators [BA93,
BBPW04] in the cost function of the optimization framework. These estimators limit
the influence of outlying data in the cost function. Appearance variations caused
by lighting changes in particular have been accounted for in different ways. One
approach is to use photometric invariants, e.g. photometric invariant color spaces
[GB97, vdWG04], spherical/canonical transformations [vdWG04, MBW07] and/or
normalization strategies [MBW07]. Also, cost functions based on gradient values
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instead of intensity values [BBPW04] have been used. However, gradient-based cost
functions are only invariant against additive illumination changes. Another approach
is to perform a global lighting adaptation after each optimization step [SHE11a].
Also, error measures like cross correlation are more invariant against multiplicative
intensity changes than the sum of squared pixel errors [MCF10]. Preprocessing, like
separating the images into reflectance and shading [STL08] or structure and texture
components [WPZ+09] prior to warp estimation, can make the estimation more ro-
bust against lighting changes. However, separating images in such components is
another ill-posed problem.
While these approaches try to compensate for intensity differences between images,
there have also been some approaches to explicitly allow appearance changes in the
warp model [GN87, TLCH02, HF01, Bar08, SM07]. Gennert and Negahdaripour
[GN87] were among the first to propose an intensity-based method robust to illumi-
nation variations by explicitly allowing brightness changes. They assumed that the
brightness in an image taken at time t + δt is related to the brightness in a second
image taken at time t through a set of parameters, which can be estimated from
the images. A similar method was later proposed by Teng et al. [TLCH02]. Several
other researchers [HF01, Bar08, SM07] have exploited their ideas to make image
registration more robust against lighting changes. Some approaches jointly esti-
mate optical flow and the parameters of a physical light source causing illumination
changes [HF01, EG97, EG02]. In these cases, the parameters are restricted to the
assumed global lighting conditions. Other methods directly estimate a global inten-
sity or color transformation between the images to compensate intensity differences
between the images [SM07, Bar08]. In these methods, the additional estimation of
photometric parameters is exploited to make spatial image registration more robust
against intensity differences between the images. However, actual retrieval of local
shading patterns together with local non-rigid deformation is not addressed.
The optimization method to minimize the objective function generally depends on
the problem formulation. Continuous methods are constrained to a differentiable
objective function and real-valued variables. This is often the case in warp optimiza-
tion problems, and iterative methods, such as Gradient Descent, Gauss-Newton or
Levenberg-Marquardt have mainly been used [GBBS10, ZLMH09, PCBC10]. These
methods perform a local search and are thus sensitive to initial conditions if the
objective function is not convex. Discrete methods, on the other hand, perform a
global search but are limited to a quantized search space and thus tend to be more
inaccurate. In this category, amongst others, graph-based methods have been used
[TC07, GKT+08, ZGK+10].
2.2. Image-Based Rendering and Interpolation
Generating new images by warping and merging existing images from a database,
as proposed in Chapter 4, is closely related to image-based rendering and image in-
terpolation. This section focuses on classical, i.e. view-dependent, image-based ren-
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dering techniques (Sec. 2.2.1) and spatio-temporal image interpolation (Sec. 2.2.2).
Image-based pose synthesis and animation is covered by Sec. 2.3.
2.2.1. Image-Based Rendering
Image-based rendering (IBR) techniques render new virtual views of an object di-
rectly from a pre-recorded set of images, in some cases exploiting additional geom-
etry or depth information. This is different from traditional 3D computer graphics
rendering, where a single geometric model with a single texture is used and view-
dependent appearance has to be modeled explicitly by physically modeling light
sources, scattering of light rays etc. In image-based rendering, view-dependent ap-
pearance is presented by a database of examples, i.e. images of an object taken from
different viewpoints, and new viewpoint images are interpolated from this database
[LH96, MB95, BBM+01, DLD12]. Thereby, view-dependent properties, e.g. complex
reflection and shading, can be rendered without simulating the underlying scene and
objects properties even for objects with complex refraction and reflection properties
[EJH10]. Shum and Kang [SK00] classify image-based rendering techniques based
on how much information about the scene geometry is used to warp and blend the
pre-captured images. Basically, the amount of images and geometry is a trade-off
between photo-realism and compression of the model. Pure image-based represen-
tations have the advantage of photo-realistic rendering but require a dense sampling
of the input view space with a large number of images. Hence, they have high costs
of data acquisition and storage requirements. An estimation of the scene geometry
(a geometric scene proxy) is often used to reduce the number of images and to syn-
thesize new views from sparser datasets [DTM96, PDG05, ER06] with the limit of
a single 3D model with a static texture [CSN07].
The earliest works in image-based rendering, like Light Fields [LH96] or Plenoptic
Modeling [MB95], did not use any 3D geometry information about the scene. These
methods generate new images by appropriately filtering and interpolating rays from
a pre-captured set of images. Methods such as Lumigraph Rendering [GGSC96],
View-Dependent Texture Mapping [DTM96, PDG05] or Voxel Coloring [SD97] use
approximate depth maps or geometric models to create new views from fewer im-
ages. Unstructured input camera positions and viewpoints have been addressed
both for a generalized Lumigraph approach [BBM+01] as well as for an unstruc-
tured version of the Lightfield approach [DLD12]. Depth information is often either
provided by z-cameras or multi-view stereo (since an overview on multi-view stereo
methods is out of the scope of this thesis, please see [SCD+06, Mida, Midb] for an
overview). However, an accurate generation of scene geometry remains difficult in
practice such that approaches relying on accurate scene geometry can suffer from
blurring and ghosting artifacts. For this reason, methods have been proposed to
reduce those artifacts on texture-basis, e.g. by warp-based alignment of the tex-




Image-based rendering has been extended to free-viewpoint video, often specialized
to the rendering of humans [CTMS03, ZKU+04, LLB+10]. Also, representations
based on billboards have been specifically designed for the visualization of human
actors [WWG07, BBPP10, GHK+10]. These methods are restricted to viewpoint
changes; changes in motion, however, e.g. geometric modification or animation of
the human actors, are not possible. Pose-dependent image-based rendering and
animation of humans is covered by Sec. 2.3.
2.2.2. Image Interpolation
Image interpolation transforms two images of the same scene (separated in space
or time) to generate in-between images with a seamless transition [SD96, LLB+10,
SLW+11]. This is generally done by determining dense or sparse image correspon-
dences and gradually warping both images onto each other to compensate for dif-
ferences in object pose or viewpoint before blending. This requires a small baseline
or small motion between the two images. An optical flow-based space-time interpo-
lation method has been presented in [VBK02], restricted to interpolation between
views and consecutive video frames. Stich et al. [SLW+11] presented a perceptually
motivated image interpolation method implementing concepts of human vision. The
approach is based on the observation that e.g. small discontinuities at image edges
during a motion are more disturbing to the human vision system than a smooth
yet physically incorrect motion. Motivated by this fact, the approach aims at com-
puting images that are visually convincing rather than interpolating the measured
optical flow. Recently, a method for complex real-world scenes from uncalibrated
multi-video footage was proposed by Lipski et al. [LLB+10]. In their method, the
captured images are parameterized in a 3D space-time interpolation domain and
a tetrahedralization of that space is used for interpolation with known correspon-
dences between images connected by an edge. Their space-time parameterization
allows for spatial viewpoint navigation, slow motion, or freeze-and-rotate effects.
2.3. Pose Synthesis
This thesis addresses the problem of synthesizing an image of a piece of clothing
based on a given articulated pose of a human body (Chapter 4). This is approached
in an image-based manner. Image-based pose synthesis is a relatively new research
field and the following subsection (Sec. 2.3.1) reviews recent approaches that ap-
peared in the literature in the last few years. Body pose dependency in the other
hand, has been widely studied in the fields of example-based shape animation and
modeling. These methods are reviewed in Sec. 2.3.2.
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2.3.1. Image-Based Pose Synthesis
Little research has been done in pose-dependent image-based rendering techniques.
One of the earliest works that approached the problem of learning articulated pose-
dependent appearance was presented by Darrell [Dar98], who learned the silhou-
ette appearance of an articulated arm as a function of its end point position us-
ing radial basis function networks. Later, methods that separated the scene into
several independent rigid parts [CYJ02, XRS02] were proposed for textured non-
rigid scenes. Both papers present an interpolation of an articulated human motion,
where body parts are modeled as separate rigid objects. Other methods create
novel poses from single images by deforming characters based on skeletons and
meshes [HDK07, IMH05]. However, pure deformation of a single image cannot
model pose-dependent appearance changes, such as changes in texture and shading.
Moreover, if large deformations are required, distortions and deformation artifacts
can occur. This has been approached by exploiting a larger number of prerecorded
images [VGB06, XLS+11, HSR11b, HSR13]. These methods first learn and then
search a database of pose-dependent appearance using a pose similarity measure.
Vanaken et al. [VGB06] presented a method for image-based animation of articu-
lated characters, which rearranges existing video frames to allow animation. How-
ever, only existing frames are exploited, and no deformation or animation takes
place. Therefore, the captured poses have to be close to the output poses to render
a smooth animation. The works presented in [SMH05, HHS09] exploit 3D models
and multi-view video to create motion graphs of captured motions. New motions
are synthesized by rearranging subsequences of the recorded motions. More recently,
methods have been proposed that search a pre-recorded database of images for a
texture to be mapped onto an animated 3D model of a human, based on pose in-
formation. This model can e.g. be a specific animated 3D model of the user created
from a laser scan [XLS+11] or a visual hull created from a multi-view capture setup
[HSR13, HSR11b]. The best matching texture is found based on pose-related infor-
mation, e.g. skeleton joints [XLS+11] or silhouette information [HSR13, HSR11b],
and the texture is finally warped to fit the silhouette of the 3D model. Similar
to the pose-dependent image-based rendering approach presented in Chapter 4, in
these approaches, the database search is performed based on pose-related informa-
tion. However, in contrast to the method presented in this thesis, these methods
do not extract pose-dependent characteristics from the database and can be seen
as pose-dependent texture mapping: a single best fitting texture is searched for,
i.e. image intensities are interpolated in a nearest-neighbor fashion in pose-space.
Pose-dependent texture deformation is not learned a-priori but performed online
during rendering based on silhouette fitting. This procedure requires a very dense
sampling of the pose-space.
Regarding pose-dependent image-based rendering of clothes for augmented reality
applications, such as virtual try-on in particular, only recently there have been
some approaches towards this topic. Ehara and Saito [ES06] proposed a method
to augment the image of a user with a shirt. From a database of images showing
a person wearing a shirt with sparse markers, a mapping is established between
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silhouette and texture deformation. During rendering, given an image of a person,
the database is searched for a similar image based on silhouette information. A
new arbitrary texture is deformed based on the stored texture deformation in the
database and rendered into the original image of the user. The method was extended
by Tanaka and Saito [TS09] to handle occlusions at the shirt boundary. Zhou
et al. [ZSZ+12] recently proposed a system for image-based clothing animation in
virtual fitting applications, which selects the best matching clothing image from a
database of images based on 3D skeleton joint positions. The joint positions are
then used to warp the selected image onto the pose in the input image. Similarly,
Hauswiesner et al. [HSR13, HSR11a, HSR11b] follow a silhouette-based searching
strategy to search a database of clothing images and find the most similar clothing
image to an incoming user image. The database image is then warped onto the
input silhouette image to texture a visual hull-based avatar of the user.
The most related approach to the one presented in this thesis is the work of Hauswies-
ner et al. [HSR13]. In this work, they propose an extension of their previous method
[HSR11a, HSR11b], using different database images for different parts of the body.
In contrast to the approach presented in this thesis, a single best fitting database im-
age is exploited (per body part), and intensities are interpolated in a global nearest
neighbor approach, requiring a very dense sampling of the pose-space. Furthermore,
the synthesis, i.e. image warping, is not pose-dependent and not learned a-priori. In
contrast to that, in the approach presented in this thesis, pose-dependent character-
istics, such as texture deformation and shading properties, are implicitly extracted
from the database images as warps between them, which are stored in the database
and interpolated during rendering, allowing for a smooth and pose-dependent move-
ment of fine details such as wrinkles and shading patterns.
2.3.2. Example-Based Animation and Modeling
While a pose-dependent representation is comparatively new to image-based ren-
dering methods, interpolation in pose-space has been applied to geometry defor-
mation in example-based animation and modeling techniques (e.g. to realistically
model muscle bulging when an arm is bent), called pose-space deformation (PSD)
[LCF00, SRC01, WSLG07, WHRO10, NVH+13]. These methods provide exam-
ples of pose-dependent shape and geometry of an animated object for a number
of example poses. During animation, these examples guide the geometric deforma-
tion, which pure skinning methods like skeleton subspace deformation (SSD) cannot
model. SSD is a widely used skinning technique, which is often used with linear
blend skinning (LBS) (details can be found in [LCF00]). SSD with LBS transforms
each vertex v of a (skinned) mesh by a weighted linear blend of bone transformations
to
ṽ = SSD(v) =
∑
b






where ṽ denotes the transformed vertex, δWb is a homogeneous rigid transformation
matrix of a skeleton bone b, and wb(v) is a skinning weight, associating the vertex v
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to the bone b. Contextual deformation, such as muscle bulging [NVH+13] or cloth
wrinkling [WHRO10], is difficult to achieve with SSD, since the shapes are limited to
a linear combination of transformations. In addition, SSD suffers from the collapsing
joints defect [LCF00] where the skin near joints collapses for increasing bending or
twisting angles. In pose-space deformation methods, these limitations are avoided by
providing examples of shape for several body poses. Shapes of new poses are inter- or
extrapolated from these examples using scattered data interpolation. Typically, the
examples are modeled by the user, but examples from computationally demanding
simulations [WHRO10], body scans [ACP02] or multi-view reconstruction [NVH+13]
have also been used. In the latter cases, the scans have to be transformed to a
parameterization that is consistent over all poses.





or ṽ(q) = SSD(v) + ∆v(q) , (2.2)
where q represents an arbitrary pose parameterization, and SSD(v) is a function
describing skeletal subspace deformation, as given in Equ. (2.1). ∆v(q) denotes a
vertex displacement as a function of pose, known for the provided examples. These
examples are parameterized in pose-space by a suitable pose representation, e.g. a
vector containing the joint angles of an underlying skeleton model. The pose-space
is used as interpolation domain, in which the example poses are located at scat-
tered positions. To generate the shape for a new point in this space, the vertex
displacements are interpolated by scattered data interpolation methods, e.g. radial
basis functions (RBF) [LCF00, SRC01] or k-nearest neighbors (kNN) interpolation
[ACP02]. The example vertex displacements are either represented in the local co-
ordinate frame of the nearest bone or calculated after all example poses have been
transformed to the same base pose using SSD. The interpolation can either be per-
formed on a per-example basis, assigning the same weight to all vertices of one
example [LCF00, SRC01] or on a per vertex basis, assigning each vertex a different
weight [KM04].
The pose representation q defines the high-dimensional interpolation domain, the
pose-space, and is therefore crucial for the interpolation result. For articulated
characters, the pose-space can be derived from the underlying skeleton, exploiting
e.g. the angles of skeleton joints. Lewis et al. [LCF00] do not specify their pose-space
parameterization in detail but mention that for an articulated body the space may
consist of several subspaces for each joint (where e.g. the elbow subspace would have
one degree of freedom and the shoulder subspace would have two or three degrees
of freedom). Weber et al. [WSLG07] use log-quaternions of joint angles to represent
poses. Wang et al. [WHRO10] propose to use an axis angle representation for joint
rotations as a basis for the pose-space. Instead of storing displacements for key
poses in a database, Kry et al. [KJP02] perform a principle component analysis of




Recently, example-based methods have been proposed specifically for clothing sim-
ulation to dress virtual characters [KV08, WHRO10, GRH+12]. One approach is to
separate fine wrinkles from the coarse clothing shape and learn a pose-dependent
wrinkling database from high accurate physical clothing simulation. During ani-
mation, a coarse physical-based simulation is used and high detailed wrinkles are
synthesized from the database using example- or learning-based methods, e.g. pose-
space deformation [KV08, WHRO10]. Guan et al. [GRH+12] extend these methods
by addressing not only pose- but also body shape-dependency of wrinkling.´
2.4. Texture Replacement
Texture replacement or retexturing is the process of replacing a texture of a de-
formed or deforming surface in an image or video sequence with a synthetic one. To
achieve a realistic retexturing result, various characteristics of the original surface or
texture have to be maintained, such as geometric deformation, shading and visibility.
This information can either be provided by a 3D model of the surface and the scene
[SSK+05, WCF07, BPS+08], or it can directly be estimated from the image data
(image-based retexturing) [FH04, PLF05a, WF06, SM06, PLF08, GSPJ08, BRB09,
YS10, LSH+11]. In this case, texture deformation is often represented as a defor-
mation field, whereas shading information is modeled as a shading map multiplied
to the image intensities. Both the deformation field and and the shading map are
then applied to a new synthetic texture, which is blended into the original image or
video.
This section focuses on image-based retexturing methods. The following subsec-
tions distinguish between methods that exploit a given reference image of the un-
deformed texture (reference-based retexturing) and methods that estimate texture
deformation and shading from a single image without such a reference (reference-free
methods).
2.4.1. Reference-Based Retexturing
If a reference of the undeformed and uniformly lit texture is available, texture
deformation and shading information can directly be estimated from an image
[PLF05b, SM06, WF06, PLF08, GBBS10, BRB09]. This has been widely used to
augment monocular video sequences with a new synthetic texture [PLF05b, SM06,
PLF08, GBBS10, BRB09]. One approach is to use markers or color-coded patterns
to estimate spatial texture deformation [BRB09, SM06]. These methods often estab-
lish a shading map by interpolating intensity information from regions between the
markers. Other approaches restrict the surface to consist of a limited set of colors
that can be easily classified [WF06]. The assumption of such a-priori knowledge,
however, is problematic in many applications and limits the applicability for arbi-
trary video sequences. For arbitrary textures, deformation and shading estimation
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are often performed separately, too. A spatial mapping or warp is first established
between the two images, e.g. by feature-based [PLF05b, PLF08] or intensity-based
methods [GBBS10], and intensities are compared based on this spatial mapping,
e.g. the luminance ratio between the warped and the reference image is calculated
to establish a shading map [PLF05b, PLF08]. If the registration is not accurate
enough, however, this approach has problems at texture edges such that the old
texture may still be visible under the synthetic one, requiring additional filtering of
the shading map.
2.4.2. Reference-Free Texture Replacement
The retexturing methods described in the previous paragraph estimate surface de-
formation and shading properties in relation to a given reference, i.e. markers or an
image of the undeformed and uniformly lit texture. However, such a reference is not
always available and not easy to provide. Without a reference, texture deformation
and shading have to be estimated directly from the input image. This is related to
shape-from-shading and shape-from-texture approaches. These methods use shading
or texture deformation as strong cues for depth to reconstruct the 3D structure of an
object from a single image [ZTCS99, For02, LF06, HSE11b]. Consequently, current
reference-free retexturing methods exploit shading [FH04, GSPJ08, YS10, LSH+11]
or texture [LLH04] to estimate the texture deformation field and additional lighting
conditions.
Shading-based methods extract shading maps directly from the input image and
derive texture deformation from shading. This limits their applicability to untex-
tured, diffuse surfaces illuminated by a single directional light source. Most methods
estimate surface normals from the extracted shading maps and use these normals
to calculate a texture deformation field [FH04, YS10]. Other methods assume that
sharp intensity changes in the image represent creases and wrinkles. These ap-
proaches stretch and deform a mesh on the image based on gradient information to
model texture distortion [GSPJ08, LSH+11]. In general, shading-based methods
maintain the shading of the original image well, but the original (especially global)
texture distortion is often destroyed, e.g. if an arm is bent.
Surprisingly, only few papers on retexturing exploit texture information to estimate
deformation and shading. To be able to estimate texture deformation from a sin-
gle image, methods have to be limited to specific types of texture. Many cloth
patterns are of a regular type, i.e. the texture is generated by tiling the texture
space with one or more repeating texture elements. Mathematically, such patterns
can be defined by a pattern element (called texture element, texel or texton) and
two smallest linearly independent generating vectors, describing the tiling pattern
[GS86]. Textures that deviate geometrically and photometrically from a regular con-
gruent tiling are often called near-regular textures (NRT) [LLH04, LTL05] (Fig. 2.1).
Liu et al. [LLH04] were the first who analyzed near-regular textures as a topological
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Figure 2.1.: Near-regular texture examples. Near-regular textures can be seen as geometrically
and photometrically modified regular textures (images taken from the CMU NRT
database [CMU]).
Type 0 I II III
Geometry Regular Regular Irregular Irregular
Color Regular Irregular Regular Irregular
Table 2.1.: A categorization of near-regular textures after [LLH04].
regular lattice structure under geometric and photometric deformation and catego-
rized them based on their geometric and color irregularities (Tab. 2.1). A regular
texture on a 3D surface projected into an image appears as an NRT due to vari-
ations in the viewing angle, lighting conditions and partial occlusions. Based on
the categorization in Tab. 2.1, this is a near-regular texture of type NRT III - ir-
regular geometry and irregular color. This type of near-regular textures provides
strong cues for the perception of shape and deformation and is of wide interest in the
computer vision and graphics community, e.g. for shape-from-texture applications
[LLH04, For02, LF06, HSE11b].
Based on their definition of near-regular textures as warped regular textures, Liu
et al. [LLH04] presented a user-assisted interactive method for near-regular texture
analysis and retexturing. The basic idea is that for each near-regular texture there
exists a topologically regular grid or lattice that describes a spatial deformation of
that texture from a regular lattice. In their approach, the lattice generation needs
interactive and highly accurate editing by the user. Once the lattice is defined by
the user, the texture is straightened out, and a light map is extracted using the
method of [TLR01]. Later, automatic lattice detection methods have been proposed
for near-regular textures in real-world images to ease the lattice generation proce-
dure, independent from retexturing purposes [HLEL06, PBCL09]. These methods
search for visually similar and repeating interest points in the image and try to
find a topologically consistent lattice between them. The lattice detection problem
is formulated as a spatial multi-target tracking problem of repeating texture ele-
ments, in which each texel can undergo an affine transformation. This assumes that
either a texel is indefinitely small such that the deformation can be described by
locally rigid (in 3D) transformations of each texel or that the true 3D deformation
is smooth. Complex deformations of texels are not modeled. The presented results
show images of urban scenes and other regular textures on planes such that the
deformation in the image mainly comes from projective transformations rather than
true deformation in 3D. Applications like cloth retexturing has not been shown in
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these works.
2.5. Virtual Try-on Systems
The main application of the visualization methods developed during the research
for this thesis is the visualization of clothes in virtual try-on or virtual mirror appli-
cations (Fig. 1.1 on page 5). Such a system allows a user to virtually try-on specific
products, e.g. shoes, jewelry or clothing. Typically, in real-time systems, the mirror
is replaced by a large screen showing the mirrored image of the user, captured by
one or more cameras, and the virtual product is rendered into the screen, following
the user’s movements. Systems are already available for rigid objects, such as shoes
[EFR08] or glasses1. The visualization of clothes in such a system is much more
challenging because of the complex drapery and movements of the garment. For a
realistic impression, the virtual piece of clothing should follow the users movements
smoothly and drape realistically according to the user’s pose.
In recent years, there has been a huge increase in virtual try-on applications for
clothes with various approaches. The first available systems installed in stores show
static images of a piece of clothing on a screen, and the potential buyer has to pose
in such a way that his/her image best fits to the static view of clothes on the screen2.
Although the clothing visualization relies on real images of clothes, this results in a
poorly immersive impression of a mirror because the clothes do not follow the user’s
motion. Other applications avoid real-time simulation of clothing by visualizing in-
dividualized clothes on a virtual counterpart (avatar) of the user, generated from
a 3D Laser scan or designed by the user himself [CLSMT01, CSMT03, DTE+04,
WKK+05, MTKV+11]. Within this approach there is a lack of identification of the
customer with his/her virtual counterpart.
With recent development in video plus depth sensors and human body tracking
methods (e.g. Microsoft Kinect [SFC+11]), recent methods render virtual and phys-
ically simulated clothes directly on the user’s body on the screen. The user’s shape
and motion are roughly estimated and computer-generated clothes are physically
simulated based on pose and shape information and mapped onto the user in the
mirror image in real-time3. However, real-time performance is achieved at the ex-
pense of realism of the simulated virtual clothes, which have an artificial and unlife-
like appearance. Thus, while real-time body pose estimation methods are available
nowadays, realistic simulation of clothes is still the bottle-neck of real-time virtual
try-on systems.
1 Ray Ban: http://www.ray-ban.com/usa/science/virtual-mirror
Mister Spex: http://misterspex.de/brillen/brillenanprobe.html
2 Try On Bathing Suit: http://www.tryonbathingsuit.com
Imagine That: http://www.imaginethattechnologies.com





To sum up, existing approaches provide a real-time visualization but are quite lim-
ited in visual quality and plausibility. Others focus on high-quality cloth simu-
lation and rendering but are far from working in real-time. Consequently, meth-
ods have recently been proposed in the computer vision and graphics commu-
nity that rely on real images instead of physically simulated computer generated
clothes. First approaches focused on texture overlay or retexturing of the user’s
real clothes [ES03, ES05, TS09], whereas recent methods search a database of cloth-
ing images to be mapped onto the moving body of a user in the mirror image
[HSR13, HSR11a, HSR11b, ZSZ+12]. The database search is performed based on
shape or pose parameters. The queried images are warped onto the shape of the
user’s body. These promising first approaches demonstrate that the use of real
images instead of computer generated clothes results in a more photo-realistic ap-
pearance of the rendered clothes and hence a more immersive experience of a virtual
try-on system.
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Warp Optimization
The key idea of this dissertation is to exploit as much information from real images
as possible for a realistic visualization of clothes. One key element in the following
chapters will be the knowledge about warps between the images, i.e. transformation
rules that map one image onto another. This chapter introduces a framework to
estimate parameters of joint spatial and photometric warps, i.e. warps defined not
only in the spatial domain but also in the intensity domain, thereby capturing
meaningful information about texture deformation or shading.
An image can be represented as an array of pixels, each carrying an intensity or
color value. A gray-value image can therefore be seen as a function I : R2 → R,
assigning an intensity I(x) to each pixel x = [x y]T . Similarly, a color image can





. Usually, a warp refers to a spatial image
transformation, changing the position of pixels. In the following, such a spatial
warp will be denoted by
x̃ =Ws(x;θs) , (3.1)
where x and x̃ represent the original and transformed pixel positions in the image,
and θs represents a vector of spatial warp parameters. A spatial image warp from
a source image IS to a target image IT moves the pixels x to a new location such





≈ IT (x) . (3.2)
However, differences between images cannot always be modeled by pure spatial







with a photometric parameter vector θp is introduced to additionally modify the
intensities in the image such that the spatially and photometrically warped source









≈ IT (x) . (3.4)
The knowledge of spatial and photometric warps between images yields informa-
tion about texture deformation and shading (Chapter 5), (deformable) motion and
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lighting changes in a video sequence (Sec. 3.3) or a large database of images (Chap-
ter 4) as well as depth information in a multi-view setup (Chapter 4). Because
photometric properties are important for the realistic appearance of synthetically
generated images, the extracted information of the photometric warps is essential
for the image-based rendering approaches presented in this thesis. In addition,
the photometric warps make spatial image registration and tracking more robust
against lighting changes than traditional image-based warp optimization methods
(Sec. 3.3).
This chapter is organized as follows. Sec. 3.1 starts with a background on (spatial)
image warp estimation based on the brightness constancy assumption and a mesh-
based warp parametrization. The spatial image registration task is formulated as an
optimization problem that solves for the warp parameters using non-linear optimiza-
tion methods. Sec. 3.2 introduces an extension to joint spatial and photometric warp
optimization for two different kinds of photometric warp models. An evaluation and
analysis of the proposed warp optimization approach is presented in Sec. 3.3.
3.1. Image-Based Warp Optimization Revisited
Estimating a spatial warp between two images amounts to solving for the spatial
warp parameter vector θs that best transforms one image onto another (Equ. (3.2)).
Generally, this can be formulated as a non-linear optimization problem minimizing
a cost function that consists of two terms






where ED(θs) is called the data term and ES(θs) represents prior knowledge on the
smoothness of the warp and is therefore often called the smoothness term. λ is a reg-
ularization parameter weighting the influence of this prior knowledge against fitting
to the data term. θs is the vector of spatial warp parameters (where the subscript s
stands for spatial to later differentiate between spatial and photometric warp param-
eters). In direct or image-based optimization methods [HS81, IA99, BZ04, LY05],
the data term is often formulated by exploiting the brightness constancy assump-
tion [Hor86] (Equ. (3.24)), whose first Taylor expansion is also called the optical
flow equation. Both the data as well as the smoothness term will be derived in
this section and can be formulated using norm-like robust functions. The resulting
cost function can be minimized using Quasi-Newton approaches, like Gauss-Newton
(GN) or Levenberg-Marquardt (LM), iteratively solving for a parameter update δθ̂s
and updating the parameter vector by θ̂s ← θ̂s + δθ̂s.
This section is organized as follows. Sec. 3.1.1 starts with a brief background on
the exploited non-linear optimization methods, before Sec. 3.1.2 focuses on spatial
warp optimization, including the derivation of the data term from the brightness
constancy assumption (Sec. 3.1.2.1), the parametrization of warps by mesh-based
models (Sec. 3.1.2.2), and a formulation of the smoothness term based on these
models (Sec. 3.1.2.3).
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3.1.1. Non-Linear Optimization Techniques
This section shortly recapitulates non-linear optimization techniques exploited in
the image-based warp estimation framework to minimize a cost function of a form
as given in Equ. (3.5). Details are given in [MNT04, NW00].
Gauss-Newton Optimization. A general formulation of a non-linear least-squares
problem with m equations and n unknowns θ = [θ1 θ2 . . . θn]
T is given by
θ̂ = arg min
θ
E(θ) , (3.6)










and r : Rn → Rm is called a residual vector r(θ) = [r1(θ) . . . rm(θ)]T . The gradient
of E(θ) is given by
gE(θ) = ∇E(θ) = Jr(θ)T · r(θ) , (3.8)
where Jr(θ) denotes the m × n Jacobian matrix of r(θ). The Hessian of E(θ) is
given by




≈ JTr (θ)Jr(θ) .
(3.9)
The Gauss-Newton (GN) method is based on a linear approximation of r(θ) in the
neighborhood of θ̂ using a first order Taylor expansion:
r(θ̂ + δθ) ≈ r(θ̂) + Jr(θ̂) · δθ . (3.10)
This leads to the following approximation of the cost function E(θ):
E(θ̂ + δθ) ≈ 1
2
∥∥∥r(θ̂) + Jr(θ̂) · δθ∥∥∥2 . (3.11)
In each iteration step, the minimization problem is thus reduced to a linear least-





JTr r ≈ −H−1E gE , (3.12)
with Jr = Jr(θ̂) and r = r(θ̂), both evaluated at the current parameter estimation
θ̂. In each iteration step, θ̂ is updated by θ̂ ← θ̂ + δθ.
Levenberg-Marquardt Optimization. The Gauss-Newton method does not
guarantee convergence, because the parameter update vector δθ can point downhill
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but might be too long. Therefore, Levenberg [Lev44] and later Marquardt [Mar63]
proposed to use a damped Gauss-Newton method to solve an error function of the
form given in Equ. (3.7). This method calculates the parameter update by
δθL = −(JrTJr + αIn)−1JrT r , (3.13)
with Jr = Jr(θ̂) and r = r(θ̂). α is a damping factor, which interpolates the direction
between the Gauss-Newton direction (α→ 0) and a gradient descent step (α→∞)
[MNT04, NW00]. Often, α is chosen heuristically, e.g. if the error decreases, α




∥∥∥r(θ̂) + Jr(θ̂)δθ∥∥∥2 + 1
2
α2 ‖δθ‖2




such that the damping method can be seen as a Tikhonov regularization (page 28)
penalizing large steps in each iteration [TGSY95, ABT05].





TJr + α · diag(JrTJr)
)−1
Jr
T r , (3.14)
where diag(Jr
TJr) denotes a diagonal matrix consisting of the diagonal elements of
Jr
TJr.
Robust Optimization. Equ. (3.7) formulates the least-squares optimization prob-









Usually, ψ(ri(θ)) is a robust estimator [Wed74, MN89], i.e. a symmetric, positive-
definite function with a unique minimum at zero, and less increasing than square.
The general idea is to give large residuals less weight to make the optimization more
robust against outliers in the data (Fig. 3.1). The minimization can be computed
by an iteratively reweighted least-squares method, which is a Gauss-Newton type
method for minimizing a sum of norm-like functions of the residuals [Hub81, AJ09].
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Figure 3.1.: Estimator kernel ψ(r) and influence function ϑ(r) for different robust estimators.
From left to right: least-squares function; Huber function; Talwar function. For the
non-robust least-squares estimator, the influence function of a datum on the estimate
increases linearly with the size of its error.





JTr Wr , (3.18)






. Parameter updates for a
robust Levenberg-Marquardt method are equivalent.
The influence function ϑ(ri) measures the influence of a datum on the value of the






r2i if |ri| ≤ κH
κH |ri| − 12κ2H else
, (3.19)
which is a parabola in the vicinity of zero and increases linearly at a given level








The Huber function does not reject outliers, i.e. residuals with |ri| > κH, completely,










but instead gives these outliers less weight than in the least-squares approach [Hub81].
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Tikhonov Regularization. Tikhonov regularization is a commonly used method
for the regularization of ill-posed problems. To give preference to a particular solu-
tion with desirable properties, a regularization term is included in the optimization
problem, yielding a damped least-squares problem:
θ̂ = arg min
θ
(
E(θ) + λ2 ‖Γ(θ)‖2
)
. (3.22)
Γ(θ) is called a Tikhonov regularizor, and λ is a regularization parameter controlling
the influence of the side constraint on the estimate. A dominating approach of
regularization is to require that the L2-norm or an appropriate seminorm of the
solution is small. An initial estimate θ̂ of the solution may be included in the side
constraint. In this case, the Tikhonov regularizor is given by:
Γ(θ) = Γ · (θ − θ̂) .
In the simplest case (zeroth-order Tikhonov regularization), Γ is the identity ma-
trix Γ = I. Other possible Tikhonov regularizations include first or second order
Tikhonov regularizations [TGSY95, ABT05].
3.1.2. Spatial Warp Optimization
This section formulates the data term ED(θs) (Sec. 3.1.2.1) as well as the smooth-
ness term ES(θs) (Sec. 3.1.2.3) of the cost function given for spatial image warp
estimation:
E(θs) = ED(θs) + λ2ES(θs) . (3.23)
Mesh-based warp models, which will be exploited in this dissertation, are introduced
in Sec. 3.1.2.2. Generally, in the presented framework the optimization method
is independent from the specific warp model, and any other warp model can be
incorporated.
3.1.2.1. Data Term: Brightness Constancy Assumption
Image-based warp estimation methods are usually based on the brightness constancy
assumption, which assumes that an image pixel, representing an object point, does
not change its brightness value but is allowed to change its position in the image.
Hence, differences between two images IS and IT are caused by spatial deformation
only and can therefore be fully explained by a spatial warp function x̃ =Ws(x;θs)





= IT (x) . (3.24)
In general, the spatial warp function depends on the pixel location x and is parame-
terized by a Ns×1 parameter vector θs, where Ns denotes the degrees of freedom of
the spatial warp. Possible warp functions range from global translation with Ns = 2
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over affine transformations with Ns = 6 to more complex models like mesh-based
warps with Ns = 2K, where K is the number of mesh vertices, or a dense pixel dis-
placement field with two parameters per pixel, i.e. Ns = 2P , where P is the number
of pixels. Sec. 3.1.2.2 will introduce mesh-based warp parameterizations, exploited
in this thesis.
A cost function over the warp parameters θs can be defined by the sum of all pixel-













− IT (xi) ,
(3.25)
where ψ denotes any norm-like function, e.g. a least-squares function or a robust
estimator like the Huber function (Equ. (3.19)). Minimizing ED(θs) is a non-linear
optimization problem, which can be solved using Quasi-Newton methods, like robust
Gauss-Newton or Levenberg-Marquardt (Sec. 3.1.1). The Jacobian Jr(θs) of the
residuals in Equ. (3.25) is a P × Ns matrix with the following ith row for pixel






)T · JWs(xi; θ̂s) . (3.26)
Here, R denotes the region of interest, and ∇IS denotes the spatial derivatives of
the image IS1. JWs(xi; θ̂s) is the Jacobian of the spatial warp function at pixel xi
evaluated at the current parameter estimates θ̂s. It depends on the warp param-
eterization and generally is a 2 × Ns matrix. For mesh-based models used in this
dissertation, it is derived in Sec. 3.1.2.2 (Equ. (3.29)).
3.1.2.2. Mesh-Based Warp Models
The most general formulation of a spatial image warp is a 2-dimensional (2D) pixel
displacement field D(x;θs) defined at each image pixel xi and added to the pixel
coordinates, parameterized by a Ns× 1 parameter vector θs. This can be expressed
by
x̃i =Ws(xi;θs) = xi + D(xi;θs) , (3.27)
where xi and x̃i denote the original and transformed pixel positions. Based on
the given image registration problem (type of motion, required accuracy of the
deformation field, real-time constraints etc.), different types of displacement field
parametrization can be chosen. If the parameterization is linear in the parameter
vector θs, Equ. (3.27) can be written as
Ws (xi;θs) = xi + Bs(xi) · θs , (3.28)
1In practice, temporal averaging of the gradients can increase accuracy [HS81, SRB10].
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where Bs(xi) is a 2 × Ns matrix and will be called warp parameterization matrix
for Ws in the following. This matrix is different for each pixel and depends on
the parameterization type of the displacement field. For dense and mesh-based
parameterizations, it will be defined below in Equ. (3.32)-(3.33) and (3.39)-(3.40).
The warp formulation in Equ. (3.28) allows a straightforward derivation of the warp
Jacobian, which will be required for the optimization:
JWs(xi;θs) = Bs(xi) . (3.29)
The simplest parameterization of the displacement field is a dense pixel grid with
one displacement vector for each pixel. This dense model holds two parameters per
pixel, i.e. the pixel displacements in x- and y-direction,
∆x = [∆x1 . . .∆xP ]
T
∆y = [∆y1 . . .∆yP ]
T ,
(3.30)
where P is the number of pixels in the region of interest. The spatial warp parameter








and the warp parameterization matrix Bs(xi) is defined as follows. Let b(xi) be a
pixel-dependent 1× P row vector with entries
bj(xi) =
{
1 if i = j
0 else
, (3.32)
where bj(xi) denotes the j
th entry in b(xi). The warp parametrization matrix Bs(xi)







The dense model is equivalent to the classical optical flow. Because the dense model
holds two parameters per pixel, the normal equations in the optimization are rank
deficient and additional (external) regularization is needed.
To reduce the number of parameters (internal regularization) and to introduce prior
knowledge on the smoothness of the deformation field, 2D mesh-based warp models
[PLF08, GBBS10] are used in this thesis. LetM : {V,F} denote a mesh consisting
of a set of K vertices V = [v1 . . .vK ]
T , with vertex positions vk = [u v]
T in the
image, and a set of faces F , e.g. triangles (Fig. 3.2). A spatial image warp between
two images IS and IT can then be fully defined by a mesh MS : {V,F} on the
source image IS and additional vertex displacements ∆V = [∆v1 . . .∆vK ]T such
that corresponding vertex positions are defined on the target image by MT : {V +
∆V,F}:
Ws : {V,F ,∆V} . (3.34)
30
3.1. Image-Based Warp Optimization Revisited
Figure 3.2.: Left: regular mesh structure. Center: non-regular mesh structure, e.g. generated
with the method of [She96] where constraints, such as fixed vertex positions or mesh
borders, can be provided as input for the triangulation. Right: neighborhood Nk of
a vertex vk. α and γ define the angles used in the cotangent Laplacian (Equ. (3.45)).
This yields two parameters per vertex, i.e. its displacements in x- and y-direction,
∆V = [∆v1 . . .∆vK ]
T = [∆u ∆v] , (3.35)
with
∆u = [∆u1 . . .∆uK ]
T
∆v = [∆v1 . . .∆vK ]
T .
(3.36)
The Ns × 1 parameter vector θs for the mesh-based warp can then be formulated







A triangular mesh-based model can be parameterized using barycentric coordinates
for interpolation between the vertex positions. If v1,v2,v3 denote the vertices of the
mesh triangle surrounding pixel xi and β1, β2, β3 are the corresponding barycentric
coordinates, a warp with piecewise affine interpolation between the respective three
surrounding vertex positions keeps the barycentric coordinates constant. The spatial
warp Ws(x;θs) can then be parameterized by






This can be formulated in matrix notation according to Equ. (3.28) by
Ws (xi;θs) = xi + Bs(xi) · θs ,
and the warp parameterization matrix Bs(xi) can be defined similarly to the dense
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Now, b(xi) is a 1×K row vector for pixel xi with entries
bj(xi) =
{
βl if vj is the l
th vertex in the triangle surrounding xi
0 otherwise
, (3.40)
where bj(xi) denotes the j
th entry in b(xi).
3.1.2.3. Smoothness Term: Laplacian Mesh Smoothness
It is a reasonable assumption for most deformable image registration tasks that the
deformation field is smooth. This assumption is often expressed by a smoothness
constraint ES(θs) in the cost function (Equ. (3.23)). This constraint associates a
cost with undesired, non-smooth model states and regularizes the warp parameters








s(θs) = [s1(θs) . . . sNs(θs)]
T = Γ · θs .
(3.41)
ψ denotes a robust estimator or the least-squares estimator. The Jacobian of the
smoothness term is given by:
Js(θs) = Γ . (3.42)
Often, smoothness is associated with a vanishing second derivative of a function.
Hence, to force a warp to be smooth, the Tikhonov matrix is often chosen to ap-
proximate the second-order derivatives of the parameters. For mesh-based models
(Sec. 3.1.2.2), the mesh Laplacian provides such a discrete approximation of a second
derivative [WMKG07], as detailed in the following.
Laplacian Smoothness Term. Let f be any function defined at the vertices
of a mesh M : {V,F} with K vertices. The function values can be e.g. ver-
tex coordinates, normals, displacements or photometric parameters. The discrete





wkn · f(vn)− f(vk) , (3.43)
where Nk denotes the neighborhood of vertex vk, i.e. the set of vertices vk is con-
nected to (Fig. 3.2), and wkn are positive numbers with
∑
n∈Nk wkn = 1. The
weights can be chosen in various ways, accounting for the topology of the mesh or





where |Nk| denotes the number of vertices in Nk (Fig. 3.2). A Laplacian with
this weighting scheme is often called a uniform Laplacian. It solely depends on
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the connectivity (topology) of the mesh and not on the spatial distribution of the
vertices. A more general weighting scheme uses a function Φ(vk,vl) defined on the





For example, Φ(vk,vn) can be the surface area of the two triangles that share the
edge, or the length of the edge. A popular choice defines the cotangent Laplacian
[NISA06, BKP+10] with
Φ(vk,vl) = cotα + cotγ , (3.45)
where α and γ are the angles that lie opposite to the edge between vk and vl
(Fig. 3.2).





, the Laplacian of the entire mesh can be obtained by a matrix
multiplication with the Laplace matrix L:
∆f = L · f .
The Laplace matrix L is a K ×K matrix with elements
lkn =

−1 k = n
wkn vn ∈ Nk
0 otherwise
. (3.46)
The Laplace matrix is exploited to formulate a smoothness term for the mesh pa-





mesh-based spatial warp consists of two attributes per vertex, the Tikhonov matrix







By using a Tikhonov matrix as given in Equ. (3.47) in the optimization scheme,
ES(θs) penalizes the discrete second derivative of the parameter distributions, i.e. it
smooths the displacement field over the mesh [Tau95, WMKG07]. It dominates in
textureless areas as well as for vertices detected as outliers when using e.g. the Huber
function in the data term for robust estimation. If ψ in Equ. (3.41) is the Huber
kernel (Equ. (3.19)), small values of s are penalized quadratically, while larger values
are penalized linearly, allowing for discontinuities in the warp smoothness to some
extend.
Laplacians and Mesh Boundaries. The distribution of the function values over
the mesh is perfectly smooth in the aforementioned sense if
‖∆f(v)‖2 = ‖L · f(v)‖2 = 0 ,
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i.e. the discrete second derivative vanishes. The Laplacian defined in Equ. (3.43) does
not treat the mesh borders different from the vertices inside the mesh. Therefore,
smoothing with these Laplacians is known to shrink from the mesh border to the
center when e.g. directly applied to the vertex coordinates [GP10]. This means that
special treatment at the mesh borders is necessary. One solution is to take only those
neighbors into account that have a directional counterpart or to delete all rows in
the Laplace matrix with a row sum unequal zero.
3.2. Joint Spatial and Photometric Warp
Optimization
The brightness constancy assumption in Equ. (3.24) assumes that an image pixel
does not change its brightness and, hence, differences between two images IS and
IT can be fully explained by moving the pixels to another location. However, this
assumption is not necessarily valid for natural scenes. Usually, two images in a video
sequence or a multi-view setup do not only differ spatially, but also the intensity of
a scene point can vary because of changes in the scene lighting, shading properties
etc. If not handled correctly, varying lighting can impair spatial registration based
on the brightness constancy assumption. One approach to make the warp estima-
tion more robust against lighting changes is to formulate a cost function based on
gradient values instead of intensity values [BBPW04] or to use lighting adaptation
after each optimization step [SHE11a]. However, for the targeted purposes not only
robustness against lighting changes is needed but also actual retrieval or extraction
of shading or lighting differences between images in a photometric warp, e.g. to
generate a shading map for realistic retexturing (Chapter 5). In this section, this
is addressed by relaxing the brightness constancy assumption and incorporating an
additional photometric warp between the two images, i.e. a warp in the intensity
domain [HE09a] (Sec. 3.2.1). For color images, a color warp with a reduced param-
eter set will be introduced in Sec. 3.2.2. This warp model assumes the color (gain)
between the two images to be a global parameter, but the intensity can vary locally
[HE09b, HSE10]. Sec. 3.2.3 summarizes the optimization framework for joint spatial
and photometric warp estimation, before Sec. 3.2.4 details relevant implementation
details.
3.2.1. Incorporating a Photometric Warp
In general, a photometric warp, altering the intensities of an image, can be denoted




, where θp contains the photometric warp parameters. In
this thesis, a photometric warp is defined as a multiplicative intensity scale field or





≡ Wp(x;θp) · I(x) .
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Figure 3.3.: Distribution of photometric parameters on a mesh (left) and generated shading map
(right).
With such a photometric warp, the brightness constancy assumption in Equ. (3.24)





= IT (x) . (3.48)
As the target is to capture complex local shading effects, the photometric warp is
modeled as a mesh-based warp akin to the spatial warp. Any other parametrization
can be used instead, depending on the given problem, e.g. a global scale or an affine
transformation of the color space.
Recall that the mesh-based spatial warp Ws is parameterized by a mesh MS :
{V,F} on the source image IS and vertex displacements ∆V to corresponding
vertex positions in the target image IT (Equ. (3.34)-(3.36)):
Ws : {V,F ,∆V}
∆V = [∆u ∆v] .
The warp function is defined in Equ. (3.28), and a parameterization for mesh-based
models is given in Equ. (3.39)-(3.40).
A mesh-based photometric warp can now be defined accordingly by the same mesh
on the source image and one intensity scale parameter ρk per vertex, concatenated
to a vector ρ:
Wp : {V,F ,ρ}
ρ = [ρ1 . . . ρK ]
T .
(3.49)
Then, the photometric parameter vector equals the intensity scale parameters of all
vertices:
θp = ρ . (3.50)
For a triangle mesh with barycentric parametrization, the warp definition is as
follows. Suppose, v1,v2,v3 denote the vertices of the mesh triangle surrounding
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Figure 3.4.: A spatial image warp between IS and IT can be defined by a mesh on the source
image and vertex displacements to corresponding vertex positions in the target im-
age. A photometric warp to model shading differences (e.g. at the right arm) can be
defined by the same mesh and one intensity scale parameter ρ per vertex (see also
Fig. 3.3).
pixel xi and β1, β2, β3 are the corresponding barycentric coordinates. A mesh-based




βlρl = Bp(xi) · θp , (3.51)
where Bp(xi) = b(xi) is a 1×K warp parametrization matrix with b(xi) as defined
in Equ. (3.40). The Jacobians of the spatial and the photometric warps, which are
needed in the optimization (Equ. (3.56)), are given by
JWs(xi;θs) = Bs(xi)
JWp(xi;θp) = Bp(xi) .
(3.52)






that maps IS onto IT both in the spatial as well as in the intensity domain can be
defined by the mesh on the source image, vertex displacements to the corresponding
vertex positions in the target images plus a vector of the intensity scale parameters
per vertex (Fig. 3.4):
W : {V,F ,∆V,ρ} . (3.53)
For a mesh with K vertices, a joint warp has N = Ns + Np = 3K parameters (two
spatial and one photometric parameter per vertex) and can be interpreted as a 3D
mesh-based warp in the xyI-space with three parameters {∆uk,∆vk, ρk} per vertex
vk.
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The data term ED(θ) for the relaxed brightness constancy assumption in Equ. (3.48)
is given by the difference between the spatially and photometrically warped source













− IT (xi) .
(3.54)







comprises both the spatial parameters θs and the photometric parameters θp. For
the optimization (Gauss-Newton or Levenberg-Marquardt, Sec. 3.1.1), the Jacobian
Jr of the residuals ri(θ) are needed. The Jacobian Jr is a P × N matrix with the
























· JWp(xi; θ̂p) .
(3.56)
P is again the number of pixels in the region of interestR, and Ns and Np denote the
number of the spatial and photometric warp parameters. JWs(xi; θ̂s) and JWp(xi; θ̂p)
are the spatial and photometric warp Jacobians at pixel xi, evaluated at the current
parameter estimates θ̂s, θ̂p.
In the joint warp model, each vertex holds three parameters {∆uk,∆vk, ρk}, i.e. two
spatial parameters and one photometric parameter. The smoothness term is defined








s(θ) = Γ · θ ,
with a Tikhonov matrix Γ penalizing both the spatial deformation field as well as
the intensity scale field:
Γ =
L 0 00 L 0
0 0 λpL
 . (3.57)
λp weights the smoothing of the photometric parameters against the smoothing of
the geometric parameters. This is necessary because of the different scaling of the
spatial and photometric parameters, the former being an additive parameter, the
latter being a multiplicative parameter.
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3.2.2. Extension to Color Images
This section proposes an extension of the previously introduced photometric warp to




denotes a color image,
represented by a red, green and blue channel. Let Wpc (I(x);θpc) be a photometric
warp for color images, locally altering the intensities of each color channel:








WRp (x;θpc), WGp (x;θpc) and WBp (x;θpc) denote the photometric warps of the red,
green and blue color channels of the image. θpc is the photometric parameter vector
for color images (defined below in Equ. (3.61)) and ◦ denotes the Hadamard product,
i.e. the entrywise product of the color values with the respective warp.






= IT (x) . (3.59)
One possible warp parameterization would be to determine a full photometric warp
for each color separately. However, this would increase the number of parameters
by twice the number of mesh vertices because three intensity scale parameters ρR,
ρG and ρB would be necessary for each vertex. Another model is to assume that












with the color gain function γ(θγ) = [γrg 1 γbg]
T and θγ = [γrg γbg]
T . γrg and γbg
denote global red and blue gains. In this model, θp describes the intensity changes in
the green channel that can vary spatially in the image, and θγ contains the red and
blue gain with respect to the green intensity. These parameters model color changes
between two images but are global parameters for one image, i.e. color changes are
assumed to be spatially constant. The green channel is used as reference channel
because many cameras use a Bayer filter with 50% green but only 25% red and 25%
blue pixels.
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With this model, the parameter vector θ is extended by only two additional color
gain parameters θγ such that for a mesh with K vertices the total number of pa-





The data term of the relaxed color constancy assumption in Equ. (3.59) is now given




















− IcT (xi) ,
(3.62)
where γc(θγ) denotes the entry of the color gain function according to the color
channel c.
Each pixel now contributes three equations to the Jacobian Jr, one for each color



















)T · JWs(xi; θ̂s))
∂rci (θ̂)
∂θp













Jcγ(θ̂γ) denotes the row in the color gain Jacobian according to the color channel c.





The smoothness term for the joint spatial and color model is defined as in Equ. (3.41)
with a Tikhonov matrix Γ as given in Equ. (3.65). The color gain parameters θγ are




L 0 0 0
0 L 0 0
0 0 λpL 0
0 0 0 λγI2
 . (3.65)
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λγ weights the regularization of the global gain parameters against the other regu-
larization terms.
3.2.3. Putting Everything Together: The Optimization
Framework
Having defined the data term ED(θ) (Equ. (3.54) and (3.62)) and the smoothness
term ES(θ) (Equ. (3.41)), Quasi-Newton optimization methods can now be used to
minimize the error function
E(θ) = ED(θ) + λ2ES(θ) .
For a least-squares (LS) estimator ψLS(r) =
1
2




r (θ)r(θ) + λ
2JTs (θ)s(θ) = J
T (θ)b(θ)














r = r(θ̂) is the residual vector of the data term, evaluated at the current parameter
estimation θ̂, and s = s(θ̂) is the residual vector of the smoothness constraints. The
Gauss-Newton (GN) parameter update is given by solving the normal equations
δθGN = −(JTJ)−1JTb , (3.68)
with J = J(θ̂) and b = b(θ̂). Similarly, the Levenberg (L) and Levenberg-
Marquardt (LM) methods find the parameter update by
δθL = −(JTJ + αI)−1JTb
δθLM = −
(




In each iteration, the parameter vector is updated by θ̂ ← θ̂ + δθ. For the mesh-
based warps, the structure of the Hessian is sparse, which can be exploited to solve
the normal equations (Fig. 3.5).
To make the parameter estimation more robust against outliers, a robust estimator
(the Huber norm) is exploited instead of the least-squares estimator. This gener-
alized optimization problem can be solved by an iterative reweighted least-squares
method (Sec. 3.1.1). In this iterated reweighted scheme, the gradient and the Hes-
sian of the cost function are given by
gE(θ) = J
T
r Wrr + λ
2JTs Wss
HE(θ) ≈ JTr WrJr + λ2JTs WsJs ,
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Figure 3.5.: Sparse structure of the Hessian of the data term HED (θ) ≈ JTr (θ)Jr(θ) (left) and
the combined error function HE(θ) ≈ JT (θ)J(θ) (right), consisting of the data and
the smoothness term, for a mesh-based joint spatial and photometric model.






is a diagonal weight matrix whose elements are com-




as given in Equ. (3.17) in each iteration,
and Ws is defined accordingly. The Gauss-Newton parameter update is then given
by








The updates for the robust Levenberg or Levenberg-Marquardt updates are accord-
ingly.
3.2.4. Implementation Details
Initialization. Generally, if not stated differently, the spatial parameter vector is
initialized with
θs0 = 0 ,
and the photometric parameters are initialized with unit scales
θp0 = 1
θγ0 = 1 .
In some cases, if the motion between the images is large, the spatial warp is initialized
with displacements calculated from sparse correspondences, e.g. feature matches,
estimated in a previous step. The source of these correspondences will be explained
in the context. Let bSi and bT i denote such sparse corresponding points in the source
and in the target images. The source points are not necessarily located at vertex
41
3. Joint Spatial and Photometric Warp Optimization
positions but have a unique position in the mesh M : {V,F} on the source image,





Here, vl denotes the three vertices of the surrounding triangle, and βl are the cor-
responding barycentric coordinates. Vertex displacements that best describe the





As the sparse correspondences can also contain some errors, the mesh Laplacian is
used as an additional smoothness constraint, yielding the following linear system










with ∆V as given in Equ. (3.35). dx and dy are the column vectors of all sparse
displacements in x− and y−direction and D is a data matrix with one 1 ×K row
vector p(bSi) per point bSi, with entries:
pj(bSi) =
{
βl if vj is the l
th vertex in the triangle surrounding bSi
0 otherwise
. (3.74)
This interpolation scheme yields smooth yet detail preserving interpolation of the
feature disparities. The interpolated vertex displacements ∆V provide an initializa-





Robust Estimation. Most results and experiments presented in this dissertation
exploit the Huber estimator given in Equ. (3.19) during optimization. The Huber
function does not reject outliers, i.e. residuals with |ri| > κH, completely but rather
gives outliers less weight than the least-squares estimator. The threshold κH has to
be chosen carefully. If κH is chosen too large, outliers might not be detected; if κH
is chosen too small, a lot of information is lost because too many data points are
detected as outliers. One approach to determine a value for κH depending on the
data, is to use the median absolute deviation (MAD) of the residuals, which is an
efficient score for outlier rejection [HMT00] (App. A.1.2).
Let r̃ denote the median of the residuals. The MAD is defined as
MAD(r) = median |r− r̃| ,






3.3. Applications and Experimental Evaluation
Residuals ri are rejected if |Mi| > t, where t is the maximum permissible MAD
score. For a large number of data points and Normal distribution, a value of t = 3.5
is suggested in the literature [IH93].
The Huber function (Equ. (3.19)) is a parabola in the vicinity of zero and increases
linearly at a given level |ri| > κH. Therefore, it will be assumed that the median of
the residuals is r̃ = 0 because otherwise the kernel would be shifted by the median.
A MAD-based determination of the threshold for the Huber function is then given
by: ∣∣∣∣ riMAD(r)
∣∣∣∣ > t⇒ |ri| > t · |MAD(r)|
⇒ κH = t · |MAD(r)| .
(3.75)
Hierarchical Framework. In the presented framework, the optimization is per-
formed hierarchically on an image pyramid where each level yields a more and
more accurate parameter estimate. On each level, the regularization parameter λ is
adapted, starting with larger values on the smallest pyramid level, favoring smooth
warps, and decreasing values for the following levels, resulting in a coarse-to-fine
framework. This hierarchical framework has several advantages. It speeds up the it-
eration time on lower and coarser levels and allows coping with large displacements.
If computation time is not important, it is also a good strategy to iterate over several
regularization parameters on each level. In practice, 3− 4 pyramid levels have been
used in the experiments.
3.3. Applications and Experimental Evaluation
3.3.1. Applications
Several applications –and results in that context– of the presented joint spatial and
photometric warp optimization approach are presented in the following and the
remainder of this thesis:
Image-Based Retexturing. An application of the proposed warp optimization
approach to image-based retexturing is presented in Chapter 5. Image-based re-
texturing means that a texture in an image is exchanged by a synthetic one while
texture deformation and shading properties are preserved (Fig. 5.1 on page 94). If
a reference of the undeformed and uniformly lit texture is available, the extraction
of texture deformation and shading can be formulated as a joint spatial and photo-
metric warp estimation task between the original and the reference image. The new
synthetic texture is then spatially and photometrically warped with the estimated
warp parameters and blended into the original image. For this application, the
extraction of local photometric parameters is essential to establish detailed shad-
ing maps for the synthesis of a realistic and visually correct augmented result (see
e.g. Fig. 5.9 on page 105 and Fig. 5.10-5.12 on pages 106-107).
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Figure 3.6.: Augmenting deformable surfaces in single-view video sequences under varying light-
ing conditions: original frame (left) and augmented example frames.
Non-Rigid Tracking and Video Augmentation. The presented warp optimiza-
tion method can be exploited to robustly track (and augment) deforming surfaces in
monocular videos under changing lighting conditions. Tracking in this case, refers
to the estimation of non-rigid deformations and motion. Because intensity-based
tracking is known to suffer from drift and error accumulation when performed in a
frame-to-frame approach, it is often performed in an analysis-by-synthesis approach
(page 49). In this approach, the same image (e.g. the first video frame) serves as a
reference for all video frames to avoid misalignment of the mesh-based model and the
reference image. However, this approach is sensitive to brightness changes because
differences between the reference image and the current frame can increase over the
sequence. If intensity changes are not considered in the warp model, the spatial
tracking can get lost. The estimation of photometric warps clearly improves the
spatial tracking results, making the warp optimization more robust against lighting
changes (see Fig. 3.10 on page 51). The following section evaluates the approach for
tracking purposes quantitatively.
Furthermore, the extracted warp parameters can be used to augment deformable sur-
faces in single-view video sequences [HE09c, HE09a, HSE10] (Fig. 3.6). Assuming
that the first frame of a sequence shows an image of the undeformed and uniformly
lit surface, the extracted warp parameters yield information about absolute texture
deformation and shading and can directly be applied to an arbitrary virtual texture,
which is realistically augmented onto the moving surface. When tracking and aug-
menting a deforming surface in monocular video, special attention has to be payed
to external occlusions as well as self-occlusions, which appear if the surface itself
is deformed in such a way that parts of it occlude other parts (Fig. 3.6, top row).
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Figure 3.7.: Realization of a Virtual Mirror prototype. A user can select between various designs
on a touchscreen and can then see himself with the virtually textured clothing while
moving freely in front of the system.
Figure 3.8.: Retexturing in the Virtual Mirror: original camera image with mesh-based warp
model (left) and augmented results shown in the mirror.
Occlusion handling is out of the scope of this thesis, but the interested reader is
referred to [HE08, HSE10], where strategies for external and self-occlusion handling
are described in detail. Fig. 3.6 shows augmented frames of three example video
sequences. These examples demonstrate how the virtual texture follows the move-
ments and deformations of the original surface and complex lighting and shading
changes from the original video are maintained in the augmented result.
The video augmentation approach has been implemented into a real-time prototype
of a Virtual Mirror (Fig. 3.7-3.8) [HE09c]. In this prototype system, the mirror is
replaced by a large display, which shows the mirrored image of a camera capturing
the upper part of the body of a person. The system changes the logo and the
color of a user’s shirt in the displayed image while the user can move freely in front
of the mirror wearing a prototype shirt. On a touch screen, the user can select
between different colors and logos. To provide an undeformed view of the region of
interest on his shirt, the user is asked to stand in a frontal pose to the camera before
the tracking and augmentation starts. By tracking the elastic deformations and
recovering a shading map in real time, the chosen texture is realistically augmented
onto the moving shirt such that the user’s reflection in the mirror seems to be wearing
the virtually textured shirt. Fig. 1.1 on page 5 shows the concept and design of the
system. Fig. 3.7 shows the realized system, and Fig. 3.8 depicts different retexturing
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examples of a sequence captured with the Virtual Mirror system.
The Virtual Mirror system was demonstrated at several exhibitions (e.g. IFA 2008,
CeBIT 2009, Kiosk 2009, Siggraph 2009, CeTech 2009-2012, RETAILTECH JAPAN
2013), where it was tested by several users unfamiliar with the system. The system
was honored as Selected Landmark 2009 (Ort im Land der Ideen 2009) by the
Germany-Land of Ideas initiative. In the same year the European Association for
Self- Service singled out the Virtual Mirror as the most innovative product displayed
at the international trade fair Kiosk Europe 2009.
Image-Based Rendering in Pose-Space. Chapter 4 introduces a new pose-
dependent image-based rendering approach. To interpolate new images from a pre-
viously recorded multi-view/multi-pose database of images (Fig. 4.16-4.17 on pages
79-80), pose-dependent appearance is extracted from the images as spatial and pho-
tometric warps between them, estimated with the warp estimation approach pre-
sented in this chapter. For rendering, the warp parameters are interpolated in the
space of body poses. When body pose is changed, clothes not only change their
shape, but also the shading pattern varies because of new wrinkles and creases.
Shading differences in the images are accounted for by interpolating not only spatial
but also photometric warps (see e.g. Fig. 4.7 on page 66).
Depth Estimation. For the establishment of pose-dependent image-based data-
bases of clothing appearance in Chapter 4, the presented warp optimization method
is exploited to estimate the coarse 3D shape of pieces of clothing from stereo cor-
respondences in a multi-view setup (Fig. 4.4 on page 63). For this application, the
spatial warp is initialized with correspondences from a sparse reconstruction achieved
with the method of [SSS08] (Sec. 4.1.2). Although the presented mesh-based ap-
proach is not specifically designed for 3D reconstruction and rather estimates piece-
wise affine warps, it achieves good refinement results of the sparse reconstruction. In
fact, if the mesh triangles are small enough, they can be modeled as planar patches,
and an affine transformation is a good approximation for a homography between
the planar patches [HSE11b]. The reconstructed geometries are used to guide the
warping of database images for pose-dependent image-based rendering.
3.3.2. Experimental Evaluation
For quantitative evaluation, the proposed joint spatial and photometric warp opti-
mization approach was applied to various non-rigid image registration and tracking
tasks, presented in the following. Tab. 3.1 lists the notation for the different warp
models and optimization methods used in the following evaluation. In all experi-
ments, all other parameters (e.g. mesh resolution, regularization parameters, resolu-
tion of the image pyramid etc.) of results that are directly compared to each other
are kept constant to allow an equitable comparison of the results.
Stereo Dataset. The introduced warp optimization method has been applied to
register image pairs from the Cloth1-3 stereo images (views 1 and 5) of the Mid-
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Table 3.1.: Parameter abbreviations used in the evaluation.
Disparity Intensity
s sp spc s sp spc
Cloth1 0.7190 0.7079 0.7321 0.0135 0.0087 0.0088
Cloth2 1.8984 1.6772 1.7556 0.0187 0.0110 0.0113
Cloth3 1.8825 1.6243 1.6604 0.0185 0.0134 0.0136
Cloth1 Illum1 0.8869 0.8682 0.8718 0.1464 0.0420 0.0270
Cloth1 Illum2 0.7973 0.7390 0.7350 0.1091 0.0461 0.0203
Cloth2 Illum1 11.1836 2.1846 2.2604 0.2463 0.0404 0.0192
Cloth2 Illum2 4.0531 1.4944 1.7008 0.0897 0.0272 0.0164
Cloth3 Illum1 7.9030 2.3332 2.2501 0.1340 0.0439 0.0356
Cloth3 Illum2 2.2205 1.8324 1.9113 0.0463 0.0221 0.0214
mean all 3.5049 1.4957 1.5419 0.0914 0.0283 0.0193
mean Cloth 1-3 1.5000 1.3365 1.3827 0.0169 0.0110 0.0112
Table 3.2.: Mean disparity and intensity errors for stereo pairs with provided ground truth dis-
parities for the three different warping models. The datasets were taken from the
Middlebury 2006 dataset [HS07] and are described in App. A.2. (H, LM).
dlebury 2006 stereo dataset2 [HS07] (Tab. 3.2). This dataset provides ground truth
disparity maps between the two views. Besides constant illumination situations, the
dataset features all scenes and viewpoints captured under three different illumina-
tions (1-3) with three different exposures (0-2). Besides stereo pairs taken under
the same illumination, the following experiment also includes registration of stereo
pairs captured under different illuminations and exposures (denoted by Illum1 and
Illum2 in this thesis). A summary of the used illuminations and exposures is given
in App. A.2 (see Tab. A.1 and Fig. A.2 on page 117). Different illuminations in the
source and target images cause local intensity differences (different shading patterns
because of different light directions), whereas both different illumination and expo-
sure cause a global change in intensity and color (Fig. 3.9), making intensity-based
registration challenging because the brightness constancy assumption is not valid.
To improve the registration results for the spatial warp model (s), smooth intensity
changes in the image were removed by high pass filtering prior to warp optimiza-
tion. Sparse SIFT [Low03] correspondences were used for warp initialization in all
examples (Sec. 3.2.4).
For quantitative evaluation and comparison of the three presented warp models, two
2http://vision.middlebury.edu/stereo/data/scenes2006/, downloaded on February 19, 2013
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Figure 3.9.: Registration results for Cloth1 Illum2 and Cloth3 Illum2. From left to right:
source image (view 1); target image (view 5); warped source image; distribution of
the disparity error (from blue colors for negative errors via orange to red for positive
errors). The error is depicted both in unoccluded and occluded regions. Note, how
local shading and color are adapted in the warped source image. (H, LM, spc).
error measures are listed in Tab. 3.2. The first error measure reports the mean error







where D̂(x) denotes the estimated disparity at pixel position x and D(x) denotes
the ground truth disparity. The second error measure reports the mean intensity
error over all three color channels between the warped source image (view 1) and








∣∣ÎcS(x)− IcT (x)∣∣ , (3.77)
where ÎcS(x) denotes the color channel c ∈ {R,G,B} of the warped source image.
The errors are evaluated in non-occluded regions (occlusion maps are generated by
cross checking the ground truth disparity maps) and a border region of 10 pixels
has been excluded from evaluation.
Tab. 3.2 shows that over all stereo pairs, the mean disparity error is reduced by
over 56% by the joint warp models (sp, spc), compared to the spatial warp model
(s). The intensity error can be reduced by 69% by the sp warp model and by 78%
by the spc warp model. Based on the intensity-based error measure, the spc model
outperforms the sp warp model because the Illum1 and Illum2 stereo pairs exhibit
different colors due to different illumination and exposures during capturing, not
modeled in the sp warp. Even if the mean error is only calulated over the stereo pairs
taken under the same illumination conditions (Cloth1-3, bottom line in Tab. 3.2), the
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joint warp models can improve the registration results based on both error measures
(approximately 33% for the intensity-based error and 8% for the disparity-based
error) because different viewpoints cause slightly different shading patterns in the
stereo images, violating the brightness constancy assumption in these regions. Here,
the optimization of the spc warp model does not improve the registration, compared
to the sp warp model, because the global colors in the stereo pair are similar, in
contrast to local shading. Fig. 3.9 shows two registration results achieved with the
spc warp model. In the warped source image (third image in each row), both global
color as well as local shading have been adapted to the target image (second image
in each row), according to the estimated warp parameters. The rightmost image in
each row depicts the distribution of the intensity-based error in the image. The error
is large at depth discontinuities in the scene, mainly because of the mesh-based warp
model and the fact that vertices are not necessarily placed at depth discontinuities
in the image. Also, the smoothness term prevents too strong discontinuities in the
deformation as well as the shading field.
Deformable Registration and Tracking. The presented warp estimation ap-
proach has been exploited to follow non-rigid deformations of surfaces and objects
in monocular video sequences. The video sequences used for the following analysis
are described in App. A.2 (Tab. A.2 on page 118, Fig. A.3 on page 119). While the
surfaces deform, lighting and shading on the surface changes because the surface
normals change their direction to the light source.
Deformation tracking is performed by consecutively registering a reference frame
to all video frames. In all experiments, the first video frame served as a reference
image. This reference image is warped to the previous video frame and serves
as source image for warp optimization to the current frame. In this analysis-by-
synthesis approach, the model frame serves as a reference image for all subsequent
frames, thereby avoiding error accumulation and allowing for recovery from small
registration errors during tracking.
Let Ij, j = 0 . . . N denote the frames of a video sequence. Furthermore, letW(j−1)→j
denote a joint spatial and intensity warp from Ij−1 to Ij. Ij be the frame to be
processed and I0 be the first frame used as model image. The previously estimated
parameter sets {∆V1, . . .∆Vj−1,ρ1 . . .ρj−1} are accumulated to generate a warp
W0→j−1 =W0→1 ⊕W1→2 . . .⊕Wj−2→j−1
from the model image I0 to the previous frame Ij−1, where ⊕ denotes the concate-
nation of warp parameters. The new warp parameters {∆Vj,ρj} are then estimated
from a synthetic previous frame Îj−1 = W0→j−1(I0), generated by warping the ref-
erence frame onto the frame Ij−1, to the current frame Ij.
For evaluation of the deformable tracking results, the root mean squared error
(RMSE) of the pixelwise intensity difference is calculated between the synthetic
frame Îj =W0→j(I0), generated by warping the reference frame onto frame Ij, and
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s sp spc
H LS H LS H LS
Bedsheet 0.1698 0.1675 0.0655 0.0590 0.0592 0.0481
Cushion 0.1092 0.1331 0.0452 0.0449 0.0323 0.0312
Flowers 0.1525 0.2873 0.0432 0.0406 0.0624 0.0617
Shirt 0.0761 0.0754 0.0646 0.0602 0.0410 0.0390
Paper1 0.0567 0.0664 0.0444 0.0454 0.0283 0.0284
Paper2 0.0920 0.1520 0.0413 0.0436 0.0232 0.0249
Paper3 0.0943 0.0935 0.0385 0.0325 0.0353 0.0409
Testpattern 0.0595 0.0593 0.0203 0.0180 0.0134 0.0131
mean 0.1012 0.1293 0.0454 0.0430 0.0369 0.0359
Table 3.3.: Comparison of the average intensity RMSE over eight video sequences for the three
warping models for robust (H) and least-squares (LS) optimization. The video se-
quences are described in App. A.2.











Îcj (x)− Icj (x)
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Tab. 3.3 compares the mean intensity RMSE over all frames of eight video sequences








The results show that taking illumination parameters into account significantly re-
duces the mean intensity RMSE over the entire sequence by more than 55% for
robust optimization and more than 66% for least-squares optimization. Fig. 3.10
plots the progress of ERMSEj over the video frames for four example video sequences
and compares results for the three warping models (s red, sp green, spc blue), as
well as robust (solid lines) and least-squares optimization (dashed lines). For long
video sequences, the analysis-by-synthesis tracking approach is sensitiv to illumina-
tion changes in the video if the intensity changes are not accounted for in the warp
model. In case of the Paper2 and the Cushion sequences, the spatial model looses
track because of increasing intensity differences between the reference frame and the
current frame to be analysed, violating the brightness constancy assumption. Here,
robust optimization can improve results compared to least-squares optimization. In
contrast, for the joint warp models, robust optimization and least-squares optimiza-
tion yield similar results. The reason for this is the adapted cost function in the
data term, which has been modified to better reflect true conditions of changing and
complex lighting conditions. This leads to fewer outliers in the data term.
The peaks in the RMSE plot of the Testpattern sequence for the spatial warp model
do not result from spatial registration error but rather from the fact that intensities
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Figure 3.10.: Plots of the intensity RMSE between the synthetic frame Îj and the original cur-
rent frame Ij for the three different warping models (s, sp, spc, see Tab. 3.1 on
page 47). For comparison, the results achieved with LS optimization (dashed) and
robust optimization (solid) are depicted. Plots for all eight video sequences listed
in Tab. 3.3 are shown in App. A.2 in Fig. A.4 on page 120. Example frames are
shown in Fig. A.3 on page 119.
are not adapted in the warped reference frame. Results for all eight video sequences
listed in Tab. 3.3 are shown in App. A.2 in Fig. A.4 on page 120.
Influence of the Regularization Parameter. Choosing the regularization pa-
rameter λ in the optimization framework is not a trivial task. The choice of λ is a
trade-off between fitting to the data term, which may be corrupted by noise, and
the smoothness of the result. Hence, there is no correct λ, because this trade-off
depends on the considered problem. However, a reasonable λ represents a good bal-
ance between both sides. A convenient graphical tool to analyze the influence of the
regularization parameter λ is the L-curve [HO92, ABT05], which plots ES(θ̂) versus
ED(θ̂) for different values of λ. This way, the L-curve clearly displays the compro-
mise between minimization of the data and the regularization term. The L-curve
often takes on a characteristic L-shape with a distinct corner, separating the vertical
and the horizontal parts of the curve, which correspond to under- and oversmoothed
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Figure 3.11.: A typical L-curve and associated values for ED and ES for different values for λ for
an image registration task.
solutions (Fig. 3.11). The horizontal part corresponds to solutions where the reg-
ularization parameter is large and the cost function is dominated by regularization
errors. The vertical part corresponds to solutions where the regularization parame-
ter is small and the cost function is dominated by the data error. The sharpness of
the corner varies from problem to problem, but it is usually well-defined. Often, a
reasonable λ, i.e. a good trade-off between fitting to the data and smoothness term,
is considered to be the point of maximal curvature of the L-shaped curve or the point
nearest to the origin. Fig. 3.11 shows a typical L-curve and associated values for the
data and smoothness terms for different values for λ for an image registration task.
For very large values of λ, ED is very high as the model is constrained to too smooth
deformations. With decreasing λ, ED decreases, while ES increases. However, if λ
gets very small, ED can increase again, as the optimization problem gets more and
more ill-posed.
Analyzing the L-curve for each warp estimation task is time-consuming and not
always possible. Also, it is difficult to draw a general conclusion on the size of λ
because it depends on the data itself (image and mesh resolution, gradient infor-
mation, noise, type of motion etc.). Hence, the following strategy is pursued. For
offline registration and warping tasks, different values for λ are iterated through
on each pyramid level, from larger values to smaller values. In each iteration, the
optimization is initialized with the results of the previous iteration. On the next
pyramid level, the regularization parameter, for which the previous level converged,
is scaled by 0.5, and an iteration through different values for λ starts again. For
(online) tracking purposes, it is a good strategy to use 3-4 levels of resolution and
to half the regularization parameter to the smoothness term on each resolution level
and thereby relax the smoothness constraint on higher resolution levels.
Fig. 3.12 shows the influence of the regularization parameter λp on the smoothness
of the photometric warp, illustrated as a shading map. The source and target
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Figure 3.12.: Influence of the regularization parameter on the shading map. Left: source and
target images. Right: shading maps generated from the estimated photometric
parameters with λp = 10, 1, 0.1, 0.01 (from left to right, from top to bottom).
images (images of a pose-dependent clothing database, see Chapter 4) are depicted
on the left. The source and target images do not only differ spatially because of
articulated motion between them, but also the intensities change locally because of
complex wrinkling patterns (e.g. at the arms) or cast shadows (e.g. at the torso).
For large values of λp, the shading map generated from the photometric parameters
is very smooth, and small details, such as fine wrinkling patterns, are not captured.
With decreasing λp, more and more detailed shading patterns become visible in
the shading map. However, if λp is chosen too small, the shading map can get
noisy or texture details can get visible. This happens if differences due to spatial
transformation are reduced by adapting the photometric warp parameters instead
of the spatial parameters during optimization, i.e. if the regularization of the spatial
and the photometric warp is unbalanced.
3.4. Chapter Summary
This chapter has introduced a framework for the joint estimation of spatial and pho-
tometric warps between two images. The warps are parameterized by mesh-based
models, allowing a compact extraction of local texture deformation and shading dif-
ferences between the images. The optimization is performed by minimizing a cost
function with robust Quasi-Newton methods. The data term of the cost function is
based on a relaxed brightness constancy assumption, which adapts the commonly
used brightness constancy assumption to better reflect true conditions of changing
and complex lighting. Thereby, intensity differences between corresponding im-
age points are not handled as outliers but explicitly modeled in the cost function
and warp model. A smoothness term exploits the mesh Laplacian to enforce local
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smoothness of the deformation as well as the shading field. The results show that
the photometric warp component not only allows the extraction of local shading
differences between images for further exploitation but can also improve spatial reg-
istration and tracking based on intensity information. The approaches presented in
the following chapters are based on the analysis of real images and exploit spatial




The goal of this thesis is to develop methods for a realistic visualization of cloth-
ing. Clothing that roughly follows a person’s shape typically exhibits fine wrin-
kles and buckling patterns, especially near joints. For such type of clothing, it
is a feasible assumption that wrinkling is pose-dependent [WHRO10]. Tradition-
ally, the visualization of clothes in computer graphics relies on textured 3D models,
and foldings, dynamics and reflection of the clothes are simulated with physics-
based methods. Current cloth simulation techniques can produce highly realistic
results for animated clothing with detailed wrinkling patterns but require com-
plex and computationally demanding physical modeling of the cloth characteristics
[BMF03, LYW+10, WHRO10]. For real-time applications, e.g. augmented reality
environments, high-accurate cloth simulation methods are not applicable.
An alternative approach to physical simulation is observation of appearance through
a number of images. In image-based rendering approaches, a database of previously
recorded images is used to generate new images by clever interpolation and merging.
Usually, the database contains view-dependent images of rigid objects, and the syn-
thesis is restricted to viewpoint change. In contrast to that, this chapter presents
a pose-dependent image-based rendering approach, which synthesizes images of a
piece of clothing dependent on the articulated pose of a human body. The proposed
method assumes that clothing appearance is pose- and view-dependent, concentrat-
ing on clothes that roughly fit the shape of a human body. New images for new pose
configurations are interpolated and merged from a database of images, providing
examples of the clothing’s appearance for different body poses. This approach ex-
ploits the fact that all pose-dependent characteristics, such as texture deformation
and shading properties, are implicitly captured by the example images. This infor-
mation can be extracted from the database images as spatial and photometric warps
between them and exploited to synthesize images of new pose configurations. The
pose-dependency assumption allows a mapping of the extracted information onto
an appropriate space, the pose-space, i.e. the space of body poses, to synthesize new
images as a function of body pose [HE12, HFE13]. For the interpolation of image
warps and intensities, scattered data interpolation methods, which have already been
successfully used in example-based animation [LCF00, SRC01, ACP02, WHRO10],
are exploited.
The proposed approach is mainly driven by the following assumptions:
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• The aim is a plausible photo-realistic and perceptually correct visualization of
clothes rather than accurate and correct reconstruction.
• Texture and shading represent strong cues for the perception of shape such
that fine details can be modeled by images, carrying information on texture
distortion, shading and silhouette (called appearance), whereas rough shape is
modeled in a geometric model to allow animation.
• Wrinkles, creases and appearance of clothes that roughly follow a person’s
shape are mainly influenced by a person’s pose. Although external forces and
cloth dynamics can affect wrinkling behavior, appearance and shape of fine
wrinkles are predominately affected by the joint angles of nearby body parts
[WHRO10]. Under this assumption, the appearance of tight-fitting clothing
can be modeled as a function of body pose.
• Wrinkling behavior is preliminary affected by the nearest joints. For example,
the pose of the left elbow does not influence the wrinkling pattern on the right
arm. This assumption allows a partition of the human body into several parts
with lower degrees of freedom. This partitions the pose-space into subspaces,
thereby reducing the dimensionality of the interpolation domain.
This chapter is structured as follows. Sec. 4.1 describes the proposed representation
as well as the concept of pose-space parameterization in detail, before Sec. 4.2 focuses
on the synthesis of new images from the database by scattered data interpolation in
pose-space. Sec. 4.3 discusses experiments and results.
4.1. Pose-Dependent Image-Based Representation of
Clothes
The main idea of the approach presented in this chapter is to capture a database
of images from different calibrated viewpoints showing various body poses in an
a-priori training phase. The poses, parameterized e.g. as a vector of skeleton joint
angles or locations, position the images in pose-space, thereby providing examples of
pose-dependent appearance at scattered points in this space. Input to the synthesis
step (Sec. 4.2) is a new pose configuration, defining the position in pose-space to
be interpolated from the database. Sec. 4.1.1 describes the definition of the image-
based representation in pose-space before Sec. 4.1.2 focuses on the construction of
pose-dependent databases in practice.
4.1.1. Database Definition
This section concentrates on the definition of the database representation. Details
on the construction of a database, such as depth map estimation, pose recovery,
etc. are given in Sec. 4.1.2. A pose-dependent database (Fig. 4.1) consists of a set of
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Figure 4.1.: This chapter introduces a new approach to image-based rendering in pose-space. The
key concept is to capture examples of clothing appearances, i.e. images of clothes,
in various poses. Each image is associated with a skeleton model, parameterizing
the images at scattered positions in pose-space. Additionally, the database stores
parameters for spatial and photometric image warps between subsets of images that
lie close to each other in pose-space. This information is stored in a pose-graph,
where nodes represent poses and an edge between two poses pi and pj represents a
known image warp between the images Ii and Ij . The neighborhood Ni of a pose
pi in the pose-graph is defined by all poses pn ∈ Ni, which are connected to pi by
an edge in the pose-graph, i.e. all poses where an image warp from pi is known to.
calibrated images Ip,v(x) (appearance) showing various body poses p = 1 . . . P cap-
tured from different calibrated viewpoints v = 1 . . . V . Each image is associated with
an alpha mask Ap,v(x) ∈ [0, 1] and a view-dependent 3D mesh M3p,v : {V3p,v,Fp,v},
representing a depth map (shape). For animation and parameterization purposes,
each image is associated with a skeleton, representing the body pose, parameterized
in a vector qp, e.g. a vector of joint angles or locations, which positions the image
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in pose-space (Fig. 4.2). For animation of the mesh, skinning weights between the
mesh and the skeleton are stored in the database.
The images contain information on complex pose-dependent appearance, i.e. tex-
ture deformation and shading. This information can be implicitly extracted from
the images as warps between them. For this purpose, image warps (spatial and
photometric warps) are estimated between subsets of images that lie close to each
other in pose-space. The parameters for these warps are stored in the database.
The information, which images are connected by warps, is organized in a graph
structure, called pose-graph, in which nodes represent database images and edges
represent warps between them (Fig. 4.1).
This section explains the concept of the pose-space and pose-graphs as well as mesh-
based spatial and photometric database warps. For simplicity reasons, the differenti-
ation between poses p and views v will be omitted in the following. In fact, different
viewpoints can be treated as different poses such that interpolation between view-
points is akin to the presented pose interpolation. In the following, pi and pj are
used to indicate different pose/view-entries in the database, the associated images
are denoted by Ii, Ij, and a warp between Ii and Ij is denoted by Wi→j. Meshes,
alpha masks, pose vectors etc. are denoted with according subscripts.
4.1.1.1. Pose-Space and Pose-Graph
Pose-Space. The proposed image-based representation is pose-dependent and the
space of human body poses is used as a domain for interpolation. To represent a
human body pose and to allow animation, a representation and parameterization of
a body pose is needed. Usually, a human body pose is represented by a skeleton of
bones connected by articulated joints, structured in a tree-topology (Fig. 4.2). One
joint is selected as the root, and the other joints are connected up in a tree hierarchy.
The joints allow relative movements of the bones within the skeleton, represented
by local transformation matrices. Depending on the joint type, each joint has one
or more degrees of freedom, defining its possible range of motion. For example, a
hinge joint, such as an elbow, has one degree of freedom, and a ball-in-socket joint,
such as a shoulder, has 3 degrees of freedom. These values represent a specific pose
(position and orientation of each joint), and a local matrix can be constructed for
each joint, specifying its orientation (or the orientation of its adjacent bone) to the
joint above it in tree hierarchy. In general, this 4 × 4 local transformation matrix







where joint = 1 . . . J denotes the joint index. The translational part tjoint is fully
defined by the bone lengths and the orientation of the parent joint such that the
degrees of freedom are part of the rotation matrix Rjoint only. The local transforma-
tion matrices are defined in the parent joint’s local coordinate frame and can now
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Figure 4.2.: A pose pi is typically represented by a skeleton of bones connected by joints. Each
joint is characterized by a 4×4 matrix T, specifying its position and orientation with
respect to its parent joint. A pose parameterization qi deduced from these matrices,
e.g. a vector of joint angles or locations, positions the pose in pose-space.
be used to compute a world matrix Wjoint for each joint, specifying its position and
orientation in the world coordinate system:
Wjoint = Tjoint ·Wparent .
Wparent denotes the world matrix of the parent joint. With these matrices, the
skeleton is fully described, and any parameterization qi of a human body pose pi
will make use of these matrices (Fig. 4.2).
The parameterization of a pose in a vector q, and accordingly a definition of the pose-
space as well as a distance or similarity measure in this space, is not trivial [CZN+11].
One possible representation is a vector of joint angles. The angle representation can
be a set of Euler angles [HG09], axis-angle representation [SFBH09] or quaternions
[WSLG07], derived from the local matrices Tjoint. For joints with only one degree
of freedom, such as the elbows, only one angle is stored in the parameter vector.
A different approach is to define a pose and a similarity measure by exploiting
joint locations in a normalized coordinate system [XLS+11]. Given a vector of such
parameterized joint angles or joint locations, a simple distance measure between two




L2(qi,qj) = ‖qi − qj‖ . (4.1)
The pose parameterization q spans the space of all possible pose configurations,
i.e. the pose-space, which is high dimensional. This high dimensionality will be
handled by defining suitable subspaces of different parts of the body that can be
handled more or less independently (Sec 4.2.3). This approach assumes, similar to
Allen et al. [ACP02] as well as Wang et al. [WHRO10], that joints only influence
nearby bones.
Pose-Graph. Each image Ii is now associated with a pose parameterization qi,
which defines its position in pose-space. Image warps are estimated between close
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images in pose-space, i.e. image pairs with a distance dL
2
ij below a predefined thresh-
old (Equ. (4.1)). A pose-graph stores the information which images are connected
by warps. In this graph, nodes represent all database entries, and edges represent
image warps. Each entry is also connected to itself, as the transformation to itself
is known (identity warp) and will be needed for pose-space interpolation (compare
Equ. (4.10)-(4.12)). The neighborhood of a pose pi, i.e. all poses that are connected
to pi by an edge, is defined by Ni (Fig. 4.1 on page 57). Hence, In, pn ∈ Ni defines
the set of images with associated warps from and to Ii.
4.1.1.2. Pose-Space Warps
For each edge in the pose-graph, joint spatial and photometric image warps as de-
fined in Chapter 3 are estimated and stored in the database. For later interpolation,
the warps between database images are split up into a coarse image warp, animating
an image to a new pose, and a subsequent detail-warp, adding fine pose-dependent
and contextual details. For the coarse warp, standard animation techniques can be
used, which move the mesh vertices dependent on the animation of the underlying
skeleton bones, e.g. skeletal subspace deformation (SSD) with linear blend skinning
(LBS) [LCF00]. Such a warp is fully defined by the mesh geometry and the skele-
ton configuration. Fine contextual and pose-dependent details, not captured by the
SSD-warp, are added by the detail-warp. The idea behind this partition is that
during rendering, the SSD-warp can be used to coarsely animate a database image
to any new pose configuration, and fine pose-dependent details can be interpolated
from the detail-warps stored in the database. In this section, details on the database
warp models are given.
To animate an image Ii to another database pose pj, the associated 3D meshM3i is
animated by skeletal subspace deformation (SSD) with linear blend skinning (LBS)
and projected into the desired camera view. SSD with LBS moves each vertex of
the mesh by a weighted linear blend of bone transformations (Equ. (2.1) on page
16). The such established 2D vertex correspondences are then used to warp the
image to the new pose and view. These coarse warps, induced by SSD-animation
and projection, will be called SSD-warps in the following and are defined by
WSSDi→j : {Vi,Fi,∆VSSDi→j ,1, } , (4.2)
with





− PPi(V3i ) .
(4.3)
Vi denotes the original vertices ofM3i projected into the camera of Ii, where PP(V3)
describes the projection of the 3D mesh vertices V3 with the camera projection
matrix P (see App. A.1.1). ∆VSSDi→j denotes the vertex displacements induced by
SSD animation SSDi→j from pose pi to pj, according to Equ. (2.1) on page 16, and
projection into the desired view Pj. The SSD-warp is a purely spatial warp (the
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intensity scale for all vertices is 1) but denoted as a joint warp as it will later be
concatenated with joint spatial and photometric detail-warps. This warp is fully
defined by the geometry and pose information associated to each image. Hence, no
warp parameters need to be stored.
The SSD-warps coarsely animate an image to a new pose, but they do not register
the images accurately. This is because of the following reasons. First, SSD does not
model real contextual deformation at joints, e.g. cloth wrinkling or muscle bulging
when an arm is bent. On the contrary, SSD is even known to introduce artifacts
near the joints, e.g. the collapsing joint defect [LCF00] where the skin near joints
collapses for increasing bending and twisting angles. Second, the depth maps might
be inaccurate such that the images are not registered correctly. Lastly, a change in
pose not only changes the shape of the clothes but also texture and shading. To
compensate for the inaccuracies in the SSD-warp and to assure photo-consistency
between poses, additional (spatial and photometric) detail-warps are extracted on
top of the SSD-warps:
WDi→n : {Vi + ∆VSSDi→n ,Fi,∆VDi→n,ρDi→n} . (4.4)
These warps are extracted between subsets of database images Ii and In, pn ∈ Ni,
which lie close to each other in pose-space. These images are connected by an
edge in the pose-graph. The concatenated SSD- and detail-warps then register the
images accurately both spatially and photometrically (compare Fig. 4.6-4.7 on pages
65-66).
Formally, the concatenation ⊕ of warps between two database images Ii and In, pn ∈
Ni can be expressed as
Wi→n :WSSDi→n ⊕WDi→n
: {Vi,Fi,∆VSSDi→n + ∆VDi→n,ρDi→n} .
(4.5)
The parameters ∆VDi→n and ρ
D
i→n of the detail-warps are stored in the database and
will be interpolated in pose-space during rendering (Sec. 4.2.1).
4.1.1.3. Summary
To conclude, for each pose pi, the database consists of
• A coarse 3D mesh-based depth map M3i : {V3i ,Fi} together with a skele-
ton model, representing the body pose in a vector qi, allowing for dominant
motions, e.g. view interpolation and coarse animation (SSD-warp).
• An image Ii, which can be regarded as pose-dependent appearance example
of the pose pi. At the silhouette, fine details are accounted for through an
alpha-mask Ai ∈ [0 1] associated to the captured images.
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Figure 4.3.: Typical camera setup for the acquisition of a multi-view multi-pose database. Cam-
era distances are measured as angular difference between the cameras’ line of sight.
• Spatial and photometric warps to other database poses pn ∈ Ni, which lie
close to pi in pose-space. These poses are connected by an edge in the pose-
graph. The warps are separated into a coarse SSD-warpWSSDi→n , which coarsely
animates an image to a new pose, and a detail-warpWDi→n, pn ∈ Ni, which adds
fine pose-dependent details not captured in the SSD-warp. The parameters of
the detail-warp ∆VDi→n,ρ
D
i→n are stored in the database.
4.1.2. Database Generation
Input data to the database creation is a set of multi-view images Iv,p taken from dif-
ferent viewpoints v = 1 . . . V and showing different body poses p = 1 . . . P (Fig. 4.3).
Each image is segmented to an alpha mask Av,p ∈ [0 1]. The generation of the
database proceeds in the following steps:
Calibration and Depth Map Estimation. For calibration and reconstruction
of the coarse geometry, the bundle adjustment method of [SSS08] is exploited. This
method takes a multi-view image set (of the same pose) as input and outputs a
camera matrix Pv = Kv [Rv tv] (see App. A.1.1) for each view, as well as sparse 3D
points b3i , i = 1 . . . N . To generate a mesh-based depth map for each view and pose,
the sparse reconstructions are refined by registering two neighboring stereo pairs
of the same pose onto each other using the mesh-based image warp optimization
method of Chapter 3 (Fig. 4.4).
To determine the stereo pairs of neighboring cameras, for each (source) view vS , the
nearest (target) view vT is determined that minimizes the viewing angle between
the cameras (Fig. 4.3). To refine the correspondences between the stereo images,
a 2D mesh MS : {V,F} is generated on the source image by triangulating the
alpha mask using the method of [She96]. Exploiting the warp optimization method
presented in Chapter 3, mesh-based image warps are estimated between the two
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Figure 4.4.: From left to right: example sparse point cloud resulting from the bundle adjustment
method of [SSS08]; 3D mesh generated from these points; refined 3D mesh after
image-based warp optimization.
images. The warp optimization is initialized with sparse correspondences induced
by the 3D points b3i projected into the source and the target images:
bSi = PPS (b3i )
bT i = PPT (b3i ) .
(4.6)
Here, PP(b3) describes the projection of the 3D point b3 with the camera projection
matrix P (see App. A.1.1), and PS , PT denote the camera matrices of the source
and the target views. Warp initialization with sparse correspondences is detailed in
Sec. 3.2.4. From the estimated vertex correspondences and calibration information,
the 3D position of each mesh vertex is determined and stored in a depth map,
represented as a 3D mesh M3p,v : {V3p,v,Fp,v} for each image Ip,v [HZ04]. Fig. 4.4
compares mesh-based depth maps reconstructed from the sparse correspondences
[SSS08] and after mesh-based warp refinement.
Skeleton Attachment. To recover the human body pose for each multi-view
image set, a generic body model associated with skeleton information is fitted to the
mesh-based depth maps of each multi-view image set of the same pose exploiting the
method described in [FHE12] with visual inspection and possible manual corrections.
As the depth maps have different topologies, the vertices and vertex normals of the
same pose but different viewpoints are consolidated into one oriented point cloud
used as target for template fitting. The fitted skeleton is assigned to all images of
the same pose p.
The skeletons and the meshes are disconnected until skinning weights specify how
to apply skeleton bone transformations to the vertices. For animation, skeleton
subspace deformation (SSD) is used, which transforms each vertex of a skinned
mesh by a weighted linear blend of bone transformations, according to Equ. (2.1)
on page 16. The weights determine the influence of each bone on each vertex, and
are calculated with the method of [BP07], which solves for a heat equilibrium over
the mesh surface to generate a smooth weighting field.
From the skeletons, a pose parameterization vector q, representing the example’s
position in pose-space, is extracted. Two different pose parameterizations have been
used: a representation based on joint angles, and a representation based on relative
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Figure 4.5.: Left: illustration of the silhouette ICP. Source (blue) and target (green) silhouettes
are sampled, and for each source point the nearest target point is found (red ar-
row). The vector between corresponding points is projected onto the source normal
(light blue) to yield the displacement vector (dark blue) for each iteration. Right:
established correspondences after 5 iterations.
joint locations. For the angle-based representation, an axis-angle representation of
the joint rotation is used, and the axis is represented by its azimuth and eleva-
tion angles. For the pose representation based on joint locations, the locations are
measured in the coordinate system of the torso joint.
Detail-Warp Optimization. Using the pose data with the skinned meshes as well
as calibration information, an SSD-warp (Equ. (4.2)) can now coarsely warp one pose
image onto any other database pose. However, the SSD-warps do not model real
deformations and texture modifications that occur when pose is changed. For this
reason, additional detail-warps are needed, capturing those characteristics. Such
warps
WDi→n : {Vi + ∆VSSDi→n ,Fi,∆VDi→n,ρDi→n}
are estimated on top of the SSD-warps between poses pi and pn ∈ Ni that lie close
to each other in the pose-space and are connected by an edge in the pose-graph, as
detailed in the following.




, an additional mesh-based warp
is estimated that fine-scale aligns the two database images both in the spatial as
well as in the intensity domain if concatenated as in Equ. (4.5) (Fig. 4.6-4.7). The
warp optimization is performed using the method described in Chapter 3. Sparse
SIFT [Low03] as well as silhouette correspondences are determined to assure a good
initialization (Sec. 3.2.4). The SSD-warped image and the target pose image are
already coarsely registered, and the difference is most obvious at the silhouettes as
SSD-animation does not capture the contextual deformation of clothes and mus-
cles (Fig. 4.5). The SIFT correspondences account for correspondences on the tex-
ture, whereas the silhouette correspondences support an accurate registration of
the silhouettes. To determine the silhouette correspondences, the silhouettes of the
SSD-warped image and the target pose image are registered in a non-rigid iterative
64
4.1. Pose-Dependent Image-Based Representation of Clothes
Figure 4.6.: Top, from left to right: source and target poses overlaid; source pose image warped
with the SSD-warp; source pose image warped with an additional detail-warp. Bot-
tom: corresponding difference images. Note the adapted shading patterns in the
image warped with the concatenated SSD- and detail-warp (see also Fig. 4.7).
closest point (ICP) approach [BM92] (Fig. 4.5). Let sSi and sT i, i = 1 . . . N denote
the sampled silhouette points in the SSD-warped image (source image) and the tar-
get pose image. For each point in the source point set, the nearest point in the
target point set (and vice versa) is determined. Matches found in both matching
directions are selected, and point pairs with a distance above a predefined thresh-
old are discarded. As this threshold depends on the data, it is determined using
MAD-based outlier rejection (App. A.1.2). For the remaining points, the displace-
ment vectors from the source points to the matched target points are projected onto
the source point normals to allow only displacements d along the point normals
(Fig. 4.5). The silhouette point displacements ∆sSi of the complete source point
set are calculated with a Laplacian smoothness constraint on all silhouette points










Here, D = [In 0], and dx and dy are the concatenated column vectors of the displace-
ments in x− and y−direction. ∆S = [∆sS1 . . .∆sSN ]T is a matrix of all source point
displacements, ordered such that for the first n ≤ N points displacements d have
been calculated. The silhouette Laplacian Ls stores the neighborhood information
of the silhouette point set and has the following entries:
lij =

−1 i = j
1
2
if points i and j are neighbors
0 otherwise
. (4.8)
The source point set is displaced with the estimated displacements. After each
iteration, the mean distance between corresponding points is calculated, and the
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Figure 4.7.: Influence of the photometric detail-warp on wrinkling appearance. From top to
bottom/left to right: source image warped onto target pose without photometric
warp; source image warped onto target pose with photometric warp; target pose
image. Complex shading patterns can be modeled by the photometric warp.
iteration is stopped if the change in the mean distance is below a predefined thresh-
old. Otherwise the procedure starts from the beginning with the displaced source
point set.
Let bSi and bT i denote silhouette as well as SIFT correspondences in the source
and in the target image. These sparse point correspondences are used to initialize
the warp optimization approach of Chapter 3. Details on warp initialization with
sparse correspondences can be found in Sec. 3.2.4. The optimized parameters of
the detail-warp ∆VDi→n,ρ
D
i→n on top of the SSD-warp are stored in the database.
These parameters capture fine pose-dependent details and will be interpolated dur-
ing rendering. Fig. 4.6-4.7 illustrate the benefits of the fine-scale registration of pose
images.
4.2. Pose-Space Image-Based Rendering
In the following pose-space image-based rendering approach (PS-IBR), an image for
an arbitrary pose pa is synthesized from the closest m images Ii to pa in pose-space.
This section is structured as follows. Sec. 4.2.1 describes how warps to the new pose
pa are interpolated from the stored database warps for each selected image, before
Sec. 4.2.2 focuses on the blending of the warped images. Sec. 4.2.3 concentrates on a
separation of the pose-space into subspaces to allow for a larger variety of synthesized
poses and to reduce the number of required examples. Sec. 4.2.4 analyses appropriate
distance measures for the selection of these closest m images in pose-space. Finally,
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Figure 4.8.: Illustration of pose-space image-based rendering. Each image in the database is
positioned in pose-space by a skeleton parameterization (graph nodes). For a new
incoming pose (marked in red), the closest m images are selected (depicted in differ-
ent colors; the dot sizes illustrate the blending weights). For each selected image, a
warp to the new position in pose-space is unknown and interpolated from the stored
database warps (graph edges/colored arrows).
Sec. 4.2.5 presents details on how joint changes in pose and viewpoint are handled.
4.2.1. Scattered Warp Interpolation
Suppose, the m closest pose images to the new pose pa have already been selected to
synthesize the new image (an analysis of a suitable distance measure is presented in
Sec. 4.2.4). For each of the selected images Ii, a warp to the pose pa is unknown and
needs to be interpolated from the stored image warps Wi→n, pn ∈ Ni. Recall that
warps between database images are concatenated SSD- and detail-warps. The SSD-
warps are fully defined by the skinning weights and the skeleton information. Hence,
only the detail-warp parameters added to the SSD-warp need to be interpolated from
the stored parameters. The idea behind partitioning the warps into an SSD-warp
and a detail-warp is that the SSD-warp can coarsely animate each database image
to a new pose in pose-space, and fine details, not captured by the SSD-warp, can
be interpolated from the stored database warps. Let W̃i→a denote the interpolated
warp from a database pose pi to an arbitrary pose pa:
W̃i→a =WSSDi→a ⊕ W̃Di→a . (4.9)
The interpolated detail-warp W̃Di→a is represented by the interpolated vertex dis-
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The poses pn ∈ Ni define the set of example poses to which a warp from pi is known
to. These poses are located at scattered positions in pose-space, and the interpola-
tion problem is thus a problem of scattered data interpolation. One interpolation
strategy, which is also used in some PSD approaches [ACP02, SRC01], is to find
a smooth weight function per example such that the interpolated warp parameters








wn(qa) · ρDi→n .
(4.10)
This means that weight functions wn(q) need to be defined for all poses pn ∈ Ni
as a function of q. For a smooth and plausible interpolation of warps, the weight
functions should meet four constraints:
• The weights should sum to one at the new position in pose-space:∑
pn∈Ni
wn(qa) = 1 . (4.11)
• If pa falls onto a pose pn ∈ Ni, i.e. qa = qn, the weight for that sample must
be one, and all other weights must be zero:
wn(qa) = 1 if qn = qa
wn(qa) = 0 if qn 6= qa .
(4.12)
• The weight functions should be smooth and continuous so that the transitions
are natural during animation.
• To ensure reliable interpolated warp parameters, the weight functions should
be non-negative.
In the PSD literature, local deterministic scattered data interpolation methods, such
as radial basis functions (RBF) [SRC01, LCF00] or k-nearest neighbors (kNN) in-
terpolation [ACP02] have been proposed. These approaches use local information
of nearby scattered data points to calculate a smooth interpolation function. How-
ever, radial basis functions can yield negative weight functions such that the fourth
constraint is not met (compare Fig. 4.9-4.10). Negative weight functions can lead
to unreliable and exaggerated warps. In contrast, the kNN-interpolation method
fulfills all four constraints, including non-negativity (Fig. 4.9). For this reason, kNN
interpolation is exploited in this thesis as detailed below. After the weight functions
have been determined, a warp to the new pose pa is interpolated for each selected
image according to Equ. (4.10). With these interpolated warps W̃i→a, the images
are warped to the arbitrary pose pa and blended as described in Sec. 4.2.2.
k-Nearest Neighbors Interpolation. K-nearest neighbors (kNN) interpolation
has been proposed by Buehler et al. for view interpolation in image-based rendering
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Figure 4.9.: Illustration of kNN-interpolation for the weight function wk(q) for one control point
qk, pk ∈ Ni (marked in red) in a 2D pose-space. The value of the weight function is
interpolated from all known control points qn, pn ∈ Ni (qi is the data point in the
center). It takes the value 1 at qk and 0 at all other control points. From left to
right: increasing values for κ (κ = 1, 2, 10). In the upper row, more saturated colors
represent higher weights. Fig. 4.10 plots weight functions for the same example
achieved with Gaussian RBF interpolation.
[BBM+01] and also used by Allen et al. in pose-space deformation [ACP02]. The idea
goes back to inverse-distance weighting proposed by Shepard [She68] for multivariate
scattered data interpolation. Shephard’s method assigns each of the control points





based on their inverse distance d(qa,qn) to the new position qa in pose-space. One
possible choice for the distance measure is the L2-norm d(qi,qj) = d
L2(qi,qj)
(Equ. (4.1) on page 59). κ is an exponent controlling the shape of the interpo-
lation function. With increasing values of κ, greater influence is assigned to control
points close to the interpolated point, with the interpolated function turning into a
mosaic of nearly constant values for very large values of κ.







if d(qa,qn) ≤ d(qa,qk)
0 else
, (4.14)
where qk is a pose parameterization of the k
th farthest pose pk ∈ Ni to the new
pose parameterization qa. Finally, the weights are normalized such that they sum
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Figure 4.10.: Illustration of RBF interpolation for the weight function wk(q) for one control point
qk, pk ∈ Ni (marked in red) for the same example as in Fig. 4.9 using a Gaussian
RBF with different support parameters (growing support from left to right). The
weight functions take the value 1 at the warp position itself and 0 at all other data






If the new pose pa is equal to an example pose pn, this example gets an infinite weight
fn, and after normalization it is the sole contributor to the warp interpolation.
An example for kNN-interpolation of a weight function in a 2D pose-space is illus-
trated in Fig. 4.9. The images depict the weight function wk(q) of one example
warp Wi→k, pk ∈ Ni. This warp is positioned at qk in pose-space (marked in red).
qi is the data point in the center. The weight function wk(q) is interpolated from
known values at positions qn, pn ∈ Ni with
wk(qk) = 1 at the position marked in red
wk(qn6=k) = 0 at the positions marked in gray.
Fig. 4.10 illustrates interpolated weight functions for the same example achieved with
Gaussian RBF interpolation. In this example, one positive characteristic of kNN-
interpolation in contrast to RBF interpolation becomes visible: RBF interpolation
can yield negative weight functions, which can result in exaggerated and unreliable
warps, whereas kNN always guarantees non-negative weight functions, allowing for
a more natural interpolation of warps.
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Figure 4.11.: Blending before and after silhouette clean-up.
4.2.2. Image Blending
After the previous section has focused on the interpolation of warps to an arbitrary
pose pa for each of the selected example images Ii, this section describes the final
blending of the warped images to one result. The intensities are interpolated akin









where bi(qa) is a blending weight function for image Ii at the new pose position qa.
This blending weight function is calculated with the k-nearest neighbors interpola-
tion method with k = m as detailed in the previous section.
For each of the selected images, the warp interpolation scheme results in a smooth
animation sequence, when traveling through the pose-graph. However, the warps
are interpolated from different sets of example poses for each of the images selected
for blending. For each image, this set of examples is defined by its neighbors in
the pose-graph. Hence, the final warped images to be blended might not be fully
aligned. This is a consequence of different references and example positions for each
of the interpolation problems. To assure photo-consistency during blending, the
silhouettes of the warped images are adjusted to the silhouette of the image with
the highest blending weight. The registration scheme of the silhouettes is simple
and fast: the silhouettes are sampled, and a non-rigid iterative closest point (ICP)
algorithm registers the silhouette point sets, similar to the silhouette ICP described
in Sec. 4.1 on page 64. As the images are already close to each other, the ICP
converges in fewer than 4 iterations in most cases. Fig. 4.11 compares a blending
result before and after silhouette clean-up.
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4.2.3. Definition of Subspaces
With the method described in the previous sections, plausible warps that can be
interpolated from the example warps in the database are restricted to the convex
hull of example warps, and the variety of possible pose images depends on the
number of example images and warps per example as well as their position in pose-
space. Because of the high dimensionality of the pose-space, it is therefore difficult
to synthesize arbitrary pose images with a limited set of examples. Under the
assumption that wrinkling is mostly affected by the nearest joints (e.g. the left elbow
does not influence deformations at the right arm), the pose-space can be split up into
subspaces, related to different parts of the body. These subspaces can have different
pose-graphs, and each database image is parameterized in each subspace by the
joint parameters belonging to the corresponding part of the body. In each subspace,
the synthesis procedure is akin to the procedure for the full pose-space described in
the previous sections: the closest m images to pa are selected, and for each image,
a warp to the new (full) pose is interpolated for each of these images before the
warped images are blended. In contrast to the procedure described in the previous
sections for the full body model, each vertex is now influenced by different subspaces,
and warp parameters as well as intensities are interpolated locally with different
weights for each vertex, as detailed below. The separation of the pose-space into
subspaces reduces the dimensionality of the pose-space and allows for a larger variety
of possible poses, without the need of more example images. Similar assumptions
of local influences of joints also appear in [ACP02, RLN06, WHRO10].
To split up the pose-space into subspaces related to independent parts of the body,
influence fields are defined, indicating how much a vertex is influenced by a specific
part. In the presented experiments, the upper body (torso, sternum, shoulder and
elbow joints), as well as the lower body (torso, hip and knee joints), are split up
into two parts each, related to the left and right side of the body. Other partitions
are possible, e.g. one subspace per limb. However, the number of images necessary
for the synthesis of the final result increases with the number of subspaces. Hence,
the number of subspaces is generally a trade-off between a larger variety of possible
poses with fewer examples and the number of images to be warped and blended.
The influence fields of the different parts of the body should be smooth and overlap-
ping. For the proposed partition, one possible approach to calculate the influence
fields is based on the minimum distance to all joints of the respective body part.
Let dL(vk) and d
R(vk) denote the minimum distances of a vertex vk to the left and
right joints, respectively. Vertices with dL(vk) > d
R(vk) + κ are clearly assigned to
the right part of the body and vertices with dR(vk) > d
L(vk) + κ to the left part
of the body. To calculate the influence weights for the left part, the following linear
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Figure 4.12.: Influence fields for the right upper and lower parts of the body on the mesh vertices
for growing values of κ from left to right. Saturated colors indicate high values near
1, unsaturated colors indicate low values near 0.
with D = [I 0], where I denotes an identity matrix of the size of the number of
vertices clearly assigned to one side, d has entries 1 for vertices clearly assigned to the
left part and 0 for vertices clearly assigned to the right part, and ωL =
[




denotes the vector of vertex influence weights for the left part of the body. The
weights and vertices are ordered accordingly, and L denotes a mesh Laplacian for
smoothing over the complete mesh. The influence weights for the right part of the
body can then be determined by ωR = 1 − ωL. Both the parameter κ and the
regularization parameter λ control on the sharpness of the influence fields. A small
value for κ means a small region of unknown weights between the two parts, and the
size of λ models the smoothness of the influence fields, i.e. the transition between
the different parts of the body. Fig. 4.12 plots example influence fields of the right
part of the upper and lower body for different values for κ.
The influence fields are used for local warp as well as intensity interpolation. For all
selected database images, regardless in which subspace they were selected, a warp













wsn(qa) · ωsk · ρk,i→n .
(4.18)
∑
s describes the summation over the different subspaces s ∈ {L,R}, and ωsk is
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Figure 4.13.: A synthetic pose image (center) generated from two subspaces of the pose-space.
The database images selected for the synthesis of the different body parts are
depicted on the left (blending weights b11 = 0.35 and b
1
2 = 0.65) and the right
(blending weights b21 = 0.88 and b
2
2 = 0.12).
Figure 4.14.: Synthesis of a completely new pose with pose-space partitioning (left, the two
nearest database images for the left and right body parts are depicted on the left
and right, respectively) and without local subspaces (right, the two nearest database
images are depicted on the right).
the influence weight of subspace s on vertex vk. N si denotes the neighborhood
of pose pi in the pose-graph of subspace s. After all images have been warped
to the new pose, the images are blended locally based on the influence fields and
blending weights per subspace. For this purpose, local blending maps Bsi→a(x) are
interpolated by rendering the vertex influence weights at the warped vertex positions











where bsi denotes the blending weights for image Ii in the subspace s.
Fig. 4.13 shows a synthetic example pose image generated by local warping and
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blending with m = 3. In the presented example, the right part of the body is
composed of two images with blending weights b11 = 0.35 and b
1
2 = 0.65 and the
left part is composed of two different images with blending weights b21 = 0.88 and
b22 = 0.12. More examples are shown in Sec. 4.3. Fig. 4.14 compares the synthesis of
a completely new pose with and without pose-space partitioning. The left example
shows a synthesis result with local subspaces for the left and right body parts. The
two nearest database images for each body part are shown on the left and right,
respectively. The right example shows the synthesis result without pose-space par-
titioning. Because no similar pose was captured in the database, without separating
the pose-space into subspaces, the new pose has to be synthesized from less ap-
propriate database images with larger distances in pose-space and less appropriate
example warps, leading to strong deformations and improper texture, e.g. the wrin-
kling at the right leg is not natural compared to the results achieved with subspace
synthesis on the left.
4.2.4. Distance Measures in Pose-Space
This section analyses appropriate distance measures for the selection of the best
matching database images given a new input pose pa. For each of the matched
images, a warp to the new pose is interpolated from the stored database warps as
detailed in Sec. 4.2.1 and 4.2.3, and the warped images are blended as explained in
Sec. 4.2.2 and 4.2.3.
The simplest method to search for appropriate database images given a new pose
configuration would be to measure the distances in pose-space and select those
database poses, which minimize e.g. the L2-norm of the pose vectors (Equ. (4.1)):
dL
2
ai = ‖qa − qi‖ .
This metric reflects how close the poses are to each other in pose-space and, under
the assumption that appearance is pose-dependent, how similar the images are to the
appearance for the new pose. However, whether a suitable warp can be interpolated
from a selected database image Ii does not only depend on its proximity to the new
pose in pose-space but also on the number and positions of its neighbors, i.e. whether
suitable warps are stored in the database for that image. Therefore, the stored
database warps have to be taken into account.
With the interpolation scheme introduced in Sec. 4.2.1, a pose pa, for which a warp





and plausible warps can be achieved for weights
0 ≤wn ≤ 1∑
pn∈Ni
wn = 1 . (4.21)
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α = 0, full α = 0.9, full α = 0.9, left α = 0.9, right
Figure 4.15.: Distance matrices between database images for α = 0 for the full body model, as
well as α = 0.9 for the full, left and right body model. Dark colors indicate low
values, bright colors indicate high values. Top: pose parameterization based on
joint angles. Bottom: pose parameterization based on joint locations.
Hence, a distance measure taking into account the stored database warps can be
defined as
dWarpsai = ‖qa −
∑
pn∈Ni
wnqn‖ , 0 ≤ wn ≤ 1 . (4.22)
Such a measure reflects how well a warp to the new position in pose-space can be
interpolated from the stored warps. As the distance between the selected images
and the new position in pose-space should not be discarded completely, the following
combined distance measure is minimized:
dai = (1− α) · dL
2
ai + α · dWarpsai , (4.23)
where dL
2
ai is a distance measure between the poses pi and pa according to Equ. (4.1),
and α weights the influence of both terms. In general, α = 0 favors images that lie
close to the new position in pose-space. These images are similar to the new pose in
terms of pose-dependent appearance, i.e. texture and shading. α = 1 favors images
with adequate example warps, regardless of their distance to the new pose in pose-
space. In practice, example warps have been estimated between similar database
images during the training phase, i.e. images close to each other in pose-space.
Hence, images with adequate example warps will also lie close to the new pose and
thus also exhibit adequate texture and shading. Hence, values close to 1 are used
for α in all presented experiments (α = 0.9). For illustration of the influence of α
on the similarity measure, Fig. 4.15 plots the distances between the images of an
example database for α = 0 for the full body model as well as for α = 0.9 for the
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full, left and right body models. The upper row depicts the distances between the
database images for pose parameterization based on joint angles, and the lower row
shows the distances between the images based on joint locations. The distances are
scaled in each matrix, brighter colors representing larger distances, and darker colors
representing smaller distances, i.e. higher similarity. Compared to the distance field
accounting only for the image positions in pose-space (α = 0), the distance field is
smoothed by additionally accounting for the database warps (α = 0.9). Note the
difference in the distance fields for the left and right body parts, compared to the
full body part.
If the images for an animation sequences are selected independently from the database
and no similarity between consecutively chosen database images is taken into ac-
count, sudden changes can appear in the set of selected database images, especially
if the pose-space is sparsely populated with examples near the input poses. This can
lead to jumping artifacts in the resulting synthesized animation sequence. These ar-
tifacts can be perceptually more disturbing than smooth transitions but with larger
deformations. Therefore, a term reflecting the consistency between consecutively
matched images may be included additionally:





prvi measures the distance between database poses pi and the previously se-
lected pose with the highest blending weight pprv. This distance can be precalculated
and stored in the database as a matrix of inter-distances between the database poses
(Fig. 4.15). An analysis of the different weights in the similarity measure is given
in Sec. 4.3.
4.2.5. View Interpolation
Interpolation between views is performed akin to pose interpolation using kNN-
interpolation. The distance is measured based on the viewing angle of the cameras
in the torso coordinate system, denoted by α in the following (in other words, the
pose-space for view interpolation is one-dimensional). Given a new pose and view-
point, the nearest mp poses are determined as described before, and the nearest mv
viewpoints are determined based on the viewing angles. For each of these view-
points, the mp pose images are selected, such that in total, mp ·mv images are used
for the synthesis. Let Ii,j denote a selected image for pose pi and viewpoint vj, and
bi(qa) denote the blending weight of pose pi for the new pose pa and bj(αb) denote
the blending weight of viewpoint vj for the new viewpoint vb, both calculated using
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For each image, the warp parameters are interpolated separately for pose and view













The separate interpolation has the advantage that only warps between different
poses but the same viewpoint or warps between different viewpoints but the same
pose need to be stored. Another approach would be to treat different viewpoints of
the same pose as a new pose, i.e. each rigidly moved by the camera rotation and
translation, and to include the orientation of the torso coordinate system into the
pose representation. The disadvantage of this approach is that it would increase the
pose-space by additional dimensions and that more warps need to be stored in the
database, i.e. warps across viewpoints and poses.
4.3. Experiments and Results
A number of databases of upper and lower body clothing with different numbers of
example poses and viewpoints has been created. An overview is given in Tab. A.3
on page 118. The number of database images varies from 33 to 320 (poses and view-
points). In all databases and following experiments, two subspaces of the pose-space
have been used, related to the left and right body parts as explained in Sec. 4.2.3.
Pose-graphs have been established for each subspace separately based on the dis-
tance between the database images in the respective subspace. The average number
of known warps between the database images varies from 6 (3 warps to different
poses in the same viewpoint, 2 warps to the same pose but different viewpoints) to
33 (11 warps to different poses in the same viewpoint, 3 warps to the same pose but
different viewpoints) per subspace, depending on the average distance in pose-space,
i.e. the sparsity of the dataset.
Pose Synthesis and Animation. The presented approach has been tested on var-
ious animation sequences of upper and lower body clothing. Results are best eval-
uated visually. Fig. 4.16 shows example frames of animation sequences. Details of
these frames are depicted in Fig. 4.17 on page 80. In these examples, the warps have
been interpolated in pose-space using kNN-interpolation with k = min(10, |Ni|).
The number of images used for the synthesis is a trade-off between the number of
pose-space interpolations to be performed and blurring artifacts introduced by more
images on the one hand and temporal smoothness of the animation on the other.
In the presented examples, mp = 5 and mv = 3 have been used. The use of real
images and warp interpolation yields realistic movements of fine pose-dependent de-
tails during an animation, such as wrinkles (e.g. wrinkling at the elbows in the jacket
sequence or at the knee and the inner regions of the legs in the jeans sequence), fine
details (such as the epaulette in the shirt sequence) as well as shading (e.g. shadow
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Figure 4.16.: Example frames of synthetic animation sequences. Fine details (see also Fig. 4.17),
such as wrinkling at the elbow, shading and the complex movements, e.g. of an
epaulette, can be modeled with the proposed approach.
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Figure 4.17.: Details of the synthetic animation frames shown in Fig. 4.16.
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Figure 4.19.: Details of the extrapolation examples in Fig. 4.18.
Figure 4.20.: Collapsing joint artifact induced by skeletal subspace deformation with linear blend
skinning for strong extrapolation.
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Fig. 4.13 and 4.14 on page 74 show examples of completely new synthetic poses,
in which the left and right body parts have been synthesized in different subspaces
of the pose-space from different database images. The first two matched database
images used for the synthesis in each subspace are depicted on the respective side
of the synthetic results. No similar pose has been captured in the database for the
full body, and without splitting up the pose-space into subspaces, more example
poses would have been necessary to realistically synthesize these poses. This is
demonstrated in Fig. 4.14, which directly compares the synthesis result using two
subspaces to a synthesis result using one pose-space for the full body model. Because
no similar pose is present in the database, without pose-space partitioning, the
new pose has to be synthesized from less appropriate database images, leading to
unnatural deformation and improper texture.
Pose Extrapolation. Besides interpolation, experiments on pose extrapolation
have been conducted. Example frames of extrapolated animations are depicted in
Fig. 4.18 on page 81. To illustrate the degree of extrapolation, in each example,
the left-most images depict the nearest interpolated pose, and the center and right
images show extrapolated poses. Details of these pose extrapolation examples are
shown in Fig. 4.19. These examples show that the kNN-warp-interpolation scheme
yields plausible results for moderate extrapolation.
One reason for this is that kNN-interpolation always produces non-negative weights
such that warps are not exaggerated. Hence, wrinkling and shading can even be syn-
thesized realistically for extrapolation, as long as deformations from SSD-warping
can be interpolated linearly. For example, the wrinkles at the upper legs of the jeans
or the epaulette of the shirt move realistically and naturally in the extrapolated se-
quence. However, for stronger extrapolation, the assumption that deformations
from SSD-warping can be inter- or extrapolated linearly is not valid anymore. The
reason for this is that SSD with linear blend skinning (LBS) models deformation
as a linear combination of rigid transformations, which is only a valid assumption
for small pose changes. For extreme pose changes, i.e. larger joint rotations, SSD
with LBS produces unnatural deformation and tends to introduce artifacts, e.g. the
collapsing joint artifact, where the deformed mesh loses volume as the joint rotation
increases [LCF00] (see Fig. 4.20). If these deformations are too large, they cannot be
removed by a linear combination of stored detail-warps anymore. Hence, the larger
the distance between the extrapolated pose and the example poses, the more unnat-
ural deformations are introduced, which cannot be corrected by the database warps.
Also, with stronger extrapolation, blurring artifacts can appear due to misalignment
of the images as no warp examples are known outside the convex hull (Fig. 4.19).
Finally, self-occlusions in the extrapolated pose that have not been captured in the
database can cause overlapping artifacts during an extrapolated animation (see knee
detail in Fig. 4.19).
Similarity Measure. Fig. 4.21 illustrates the influence of the similarity measures
introduced in Sec. 4.2.4 on the visual quality of the synthesized results. It plots three
frames of an animation sequence. In the top row, the database images used for the
synthesis have been selected based on pose similarity only, and no warp directions are
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Figure 4.21.: Influence of a warp consideration term in the similarity measure on three synthe-
sized frames in an animation sequence. Top row: similarity measure solely based on
pose distance (α = 0 in Equ. (4.23)). Bottom row: similarity measure additionally
accounting for the database warps (α = 0.9 in Equ. (4.23)).
taken into account (α = 0 in Equ. (4.23)). The bottom row shows results achieved
with additional warp direction consideration in the similarity measure (α = 0.9 in
Equ. (4.23)). If the database warps stored for each database image are not taken
into account during matching, database images with improper warps can lead to a
poor animation result with unnatural deformations (top row). The visual quality
of the animation is much higher when database warps are taken into account in the
similarity measure (bottom row).
The influence of the temporal consistency term in the similarity measure (β > 0 in
Equ. (4.24)) can be seen from Fig. 4.22-4.23. The figures plot the measured dis-
tances between poses of a new animation sequence (horizontal axis) to the database
84
4.3. Experiments and Results








































Figure 4.22.: Influence of a temporal consistency term on the selection of database images during
an animation sequence for a parameterization based on joint angles. A temporal
consistency term (β > 0 in Equ. (4.24)) helps to prevent sudden jumps and oscil-
lations in the sequence of matched database images.
images (vertical axis) of the same database as depicted in Fig. 4.15 on page 76. The
distances are color coded, darker colors representing small pose distances (i.e. higher
similarity), brighter colors representing larger pose distances. The top row depicts
similarity matrices for β = 0, and the bottom row shows similarity matrices for
β = 0.1 (α = 0.9 in all examples), both for the two subspaces, related to the left
(left column) and the right (right column) body parts. The graphs plot the min-
imum for each pose in the new animation sequence, i.e. the matched poses with
the highest blending weight used for the synthesis. Fig. 4.22-4.23 show the results
for the same animation sequence with pose parameterization based on joint angles
(Fig. 4.22) and joint locations (Fig. 4.23). Depending on the parameterization, a
slightly different sequence of database images is matched. In the presented example,
sudden jumps and oscillations can be prevented with a weight β = 0.1 to the tem-
poral consistency term. However, this temporal smoothness can come at the cost of
inferior matches to the input pose, requiring more deformation. For this reason, the
weight β has to be chosen carefully and should be small (β = 0.1 in the presented
experiments).
Database Size and Sampling Density. The question of how many poses are
needed for a complete or sufficient database is not a trivial one. In general, the in-
terpolation domain is restricted by the examples in the database (per subspace/body
part), which means that at least similar poses to the poses to be synthesized must
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Figure 4.23.: Influence of a temporal consistency term on the matching of database images for
the same animation sequence as in Fig. 4.22 for a parameterization based on joint
locations. Compared to a pose representation based on joint angles, a slightly
different sequence of database images is matched.
be available in the database (again per body part/subspace). A dense sampling
facilitates both warp estimation in the preprocessing phase as well as warp interpo-
lation in the rendering phase. As already addressed above, for large pose animations,
SSD with LBS might introduce unnatural deformations and artifacts, such as the
collapsing joint artifact [LCF00]. This happens because LBS assumes that deforma-
tions can be modeled as a linear combination of joint transformations, which is a
valid assumption only for small joint rotations, i.e. small pose changes. Hence, the
larger the distances between the database images in pose-space, the larger are the
deformations and shading differences from SSD-warping that must be corrected by
the detail-warps, making image registration and warp estimation more challenging.
Furthermore, if the poses in the database differ too much, also contextual differences
between the images increase, e.g. differences in texture, wrinkling and shading, and
the less accurate can one image be registered onto another. Self-occlusions in the
database images, for example, can lead to missing texture information such that
the texture in this region is stretched when deformed onto another pose (compare
e.g. Fig. 4.24). Finally, the a dense sampling of the pose-space by examples facil-
itates smooth transitions between poses in an animation sequence. Generally, the
required sampling density of the pose-space depends on the complexity of poses
and the piece of captured clothing. Looser clothing will need a much more dense
sampling than very tight fitting clothing.
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Figure 4.24.: The larger the distances between pose images in the database the more challenging
is the accurate registration with image warps. Especially, in case of self-occlusions
in the source image, artifacts can appear in the warped database images. From left
to right: source image; target image; warped source image onto target pose.
Fig. 4.25-4.26 on pages 88-89 illustrate the influence of the database size and the
sampling density on the synthesis quality based on a leave-one-out experiment. One
of the pose images (together with with pose information, geometry and warps from
and to that pose, see Fig. 4.27 on page 90) was taken out of the database and
compared with the synthetically generated image for that pose. The experiment
was conducted with various sparse example databases, reducing the data by half for
each experiment (Fig. 4.27). As shown in Fig. 4.25-4.26, the difference between the
ground truth image and the synthetic image increases with a reduced database as
(i) intensities and warps are interpolated from larger distances and (ii) during the
analysis procedure the warps need to be estimated between more distant example
images (compare Fig. 4.24). Nevertheless, the synthetic images, especially the pose-
dependent characteristics, such as wrinkling and shading, are still visually correct as
long as plausible warps can be estimated between the example images (recall that the
objective is a realistic and plausible visualization of pose-dependent characteristics
and not accurate reconstruction). With decreasing database size and density, the
synthesis with pose-space partitioning is closer to the ground truth images than
the synthesis without pose-space partitioning, as each body part can be synthesized
from different body parts, leading to more appropriate texture and deformation.
Limitations. Like in any example-based or image-based method, the variety of
poses that can be synthesized depends on the number of examples in the database
and their distribution/density in pose-space. As discussed above, a dense sampling
of the pose-space facilitates warp estimation as well as image synthesis, and the
rendering quality depends the quality of the estimated image warps. Also, LBS-
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Figure 4.25.: Comparison to ground truth (i). From left to right: synthetic pose images produced
with the full, half and quarter set of example images and the according difference
images between the ground truth and the synthetic images. Top: results without
pose-space partitioning. Bottom: results with two subspaces.
SSD as the underlying animation technique might introduce artifacts for extreme
pose changes, making correction by the detail-warps difficult. However, the proposed
approach is not constrained to linear blend skinning but can be combined with any
other more sophisticated animation method.
Image-based methods generally have the limitation that the object to be rendered
has to be captured and processed in advance and no modification of appearance
is possible afterwards, e.g. changes in texture or material, which can be easily ex-
changed in classical computer graphics rendering. Chapter 5 presents an image-
based retexturing approach, which can be combined with the presented image-based
rendering approach in future work to allow for additional appearance modification.
Cost. The presented approach shifts the computational complexity from the ren-
dering phase to an a-priori training and data analysis phase. The cost for synthesis
and visualization is low and mainly depends on the number of pose subspaces and
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Figure 4.26.: Comparison to ground truth (ii). From left to right: synthetic pose images produced
with the full, half and quarter set of example images and the according difference
images between the ground truth and the synthetic images. Top: results without
pose-space partitioning. Bottom: results with two subspaces.
selected images per subspace, which define the number of image warps and silhouette
clean-ups to be performed. In contrast to radial basis function interpolation used
in many PSD approaches, the k-nearest neighbors interpolation method is cheap,
and the only time-consuming part is the warping of the images, which can be done
in a few milliseconds. The size of the database influences the cost of the rendering
phase only in the database image selection step, as the size of the database defines
the search space. However, as temporal consistency between subsequent frames is
desirable, for very large databases, the search space can be reduced to the near-
est database images of previously selected frames, which can be pre-calculated and
stored in the database.
The low costs during rendering come with high costs of data acquisition and storage
requirements. Each individual object has to be captured in advance and for each
provided view and pose, a 3D model and an RGB-alpha image need to be stored,
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Figure 4.27.: Illustration of the the reduction of the database in the leave-one-out experiment
(Fig. 4.25-4.26). From top to bottom: full, half and quarter databases. Note that
not only poses but also all warp information to and from these poses are taken out
of the database in the reduction. In the graphs, gray edges mark warps for both
subspaces, blue edges mark warps only for the left body part, and green edges mark
warps only for the red body part.
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as well as sets of warp parameters and skinning weights. The high storage costs can
be addressed by combining the proposed approach with an image-based retexturing
method, such as the one presented in Chapter 5. Including absolute texture deforma-
tion and shading information into the database would allow for appearance changes
in the database images, such that a piece of clothing needs not to be captured and
stored for each individual design or cloth pattern.
4.4. Chapter Summary
This chapter has presented a new pose-dependent image-based rendering technique,
which synthesizes new images of a piece of clothing based on the articulated pose of
a human body by interpolating and merging clothing appearance from a database
of images. In contrast to classical image-based rendering techniques, which are
usually limited to viewpoint interpolation, complex animation sequences can be
synthesized with the proposed method. This is achieved by interpolating image
warps and intensities in pose-space using scattered data interpolation methods. The
high dimensionality of the interpolation domain is addressed by partitioning the
pose-space into subspaces related to body parts that can be handled independently,
thereby reducing the dimensionality of the interpolation domain.
Experiments have shown that the concept of pose-dependent warp and intensity
interpolation results in a realistic visualization of the clothes especially at fine pose-
dependent details both for interpolation between poses as well as moderate extra-
polations. Limitations and required sampling density of the pose-space have been
discussed. Generally, the required sampling density of the pose-space depends on
the complexity of poses and the piece of captured clothing. Experiments and anal-
yses have been performed based on databases with a limited number of poses and
demonstrate a proof of concept. With automatic segmentation and pose estima-





The previous chapter has introduced an image-based rendering approach that al-
lows modification and animation of an object, in contrast to classical image-based
rendering that is restricted to rigid objects and viewpoint change. One remaining
drawback of image-based methods in contrast to classical computer graphics ren-
dering is that each individual object needs to be represented by a large number of
images, and later modification of the texture and surface details is not possible.
This chapter introduces an image-based method that allows appearance changes of
an object in a given image by retexturing [HSE10, HSE11a, HSE11c]. In future work,
the two approaches can be combined to additionally include texture modification
information into the database representation of Chapter 4 for additional appearance
modification.
Retexturing means the augmentation of a surface or object in an image with a
new synthetic texture (Fig. 5.1). To assure that the virtual texture merges with
the real image content, not only geometric properties such as position, pose and
deformation of the original texture have to be preserved in the synthetic image
but also photometric characteristics such as shading and lighting variations on the
texture. The proposed approach works fully image-based and does not require any
information about the 3D shape of the object. The virtual texture is blended into the
original image such that its deformation as well as lighting conditions and shading
are maintained from the input image. For this purpose, an input image I is modeled








If the texture T is known, the warps can directly be estimated with the image-based
warp optimization approach of Chapter 3. Once the warps have been extracted, they
can be applied to any new texture, which is then blended into the original image via
alpha-blending. Sec. 3.3.1 has presented an application of the warp optimization
framework to tracking and retexturing of deforming surfaces in monocular video
sequences, assuming that the first video frame provides the appearance of T and
thus can be used as a reference texture.
A reference image of an undeformed texture T , however, is not always available
and for many applications difficult to provide, e.g. for a complete piece of clothing.
Besides a general formulation of image-based retexturing, this chapter presents an
approach to estimate texture deformation and shading as well as the appearance
of the reference texture T from a single image under the assumption that T is
of a regular type. A regular texture is constructed by regularly tiling the texture
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Figure 5.1.: Retexturing or texture replacement means the augmentation of an object in an image
with a new synthetic texture such that texture deformation and shading properties
are maintained from the original image.
space with the same texture element, called texel or texton [GS86] (Fig. 2.1 on page
20). In this case, I shows a texture that deviates from a regular congruent tiling
both spatially and photometrically and is often called a near-regular texture (NRT)
[LLH04, LL03]. The proposed approach exploits this assumption to decompose an
image I of a near-regular texture into the appearance of the underlying regular
texture as well as a deformation field and a shading map that transform the regular
texture into the given near-regular texture. This decomposition is illustrated in
Fig. 5.3 on page 96. The deformation field and the shading map are extracted as a
joint spatial and photometric warp (Chapter 3) that registers a synthetic reference
image of the regular texture T texture with the input image I.
This chapter is structured as follows. Sec. 5.1 briefly introduces regular and near-
regular textures. Sec. 5.2 presents a method for near-regular texture analysis and
decomposition. This method allows retexturing of a single image without the need
of a reference image. Sec. 5.3 presents results of the proposed NRT analysis and
retexturing method.
5.1. Regular and Near-Regular Textures
Regular textures can be generated by tiling the texture space with one or more
repeating texture elements. Mathematically, such patterns can be defined by one
pattern element (called texture element, texels or textons) and two smallest linearly
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Figure 5.2.: Regular textures can be constructed by tiling the space with the same texture element
using two generating vectors t1 and t2 (top). In each regular texture, there are more
than one valid texels and tiling patterns (bottom).
independent generating vectors t1, t2, describing the tiling pattern. This results
in a degree-4 lattice, where each pattern element is a node with four neighbors
representing its own copies at an offset of ±t1 and ±t2 [GS86, PBCL09] (Fig. 5.2).
For each regular texture, there exists more than one valid texel and tiling pattern
because each shifted version of a valid texel or a set of more than one valid texel
also represent valid texels (Fig. 5.2).
Textures that deviate geometrically and/or photometrically from a regular congruent
tiling are often called near-regular textures (NRT) [LLH04, LTL05] (see also Tab. 2.1
on page 20). In NRT, the texture elements appear geometrically and photometrically
distorted, but they still exhibit the same topological regularities and relations as
their regular counterpart [LLH04, PBCL09] (Fig. 5.1). Hence, they can be regarded
as spatially and/or photometrically warped regular textures. For example, if a
regularly textured 3D object is projected into an image, the texture appears as
a near-regular texture in the image because of variations in the viewing angle and
lighting conditions for each texel (Fig. 5.2). Based on these properties of regular and
near-regular textures, the following section proposes a texture analysis approach for
NRT, formulating the geometric and photometric deviations of near-regular textures
as spatial and photometric image warps of a regular texture. The appearance of the
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Figure 5.3.: Decomposition of the original image I (left) according to Equ. (5.2) into a regular
texture T (x), a photometric image warp Wp(I), represented as a shading map, and
a spatial image warp Ws(x), represented by a deformed mesh (see Chapter 3).
regular texture is estimated in a previous texture analysis step.
The proposed method requires two properties of the texture (similar to [LF06,
PBCL09]):
• Regular repetition. A texture element must be repeated regularly (topologi-
cally) and often enough to provide a useful estimate of the texel appearance.
• Localizability. An element must have sufficient structure such that it can
be easily localized in the image using common interest point detectors and
transformations between texture elements can be estimated.
5.2. Near-Regular Texture Analysis and
Decomposition
Following the previous analysis of regular and near-regular textures, an input image









where T denotes the original regular texture, which is deformed by a spatial warp
Ws(x), andWp(T (x)) denotes a photometric warp, e.g. a shading map multiplied to
the texture intensities (see Chapter 3). This section describes, how the components
T , Ws, Wp are estimated from the input image I under the assumption that T is
regular (Fig. 5.3). Once the individual components have been estimated, T can be
substituted by any new texture to create a synthetic image with a different texture
but the same deformations and lighting properties). The proposed method consists
of the following substeps:
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• Mean Texel Appearance and Lattice Estimation (Sec. 5.2.1). Assum-
ing that the undeformed texture T is regular, it can be constructed by reg-
ularly tiling the texture space with the same texel. Thus, the deformed tex-
ture Wp(T (Ws(x))) also exhibits repeated similar elements (up to spatial and
photometric deformation) with the same topological relations. A first step
estimates the mean appearance of a repeating texture element and a lattice
structure, representing the topological relations between candidate texel posi-
tions in the image. From the mean texel appearance, an estimated appearance
of the regular texture T of arbitrary size can be synthesized.
• Warp-based Texture Decomposition (Sec. 5.2.2). The spatial and pho-
tometric warps Ws and Wp between T and I are jointly optimized in an
image-based warp optimization procedure using the warp optimization method
presented in Chapter 3, providing information on texture deformation and
shading.
• Lattice Propagation and Fusion (Sec. 5.2.3). After each optimization, the
lattice is grown outwards and a new optimization round starts.
• Texture Replacement (Sec. 5.2.4). Having decomposed the image into its
intrinsic parts, an arbitrary new texture (not necessarily a regular one) can
now be substituted into Equ. (5.2) to produce an image of this texture with
the same deformation and illumination properties as in the input image.
5.2.1. Mean Texel Appearance and Lattice Estimation
The first step in the NRT analysis and decomposition approach is to estimate the
mean appearance of a repeating texture element as well as candidate positions of
this texture element in the image, represented by a quadrilateral lattice. This tex-
ture element is used to synthesize the appearance of the underlying regular texture
T , serving as a reference image in the following warp optimization (Sec. 5.2.2). In
contrast to regular textures, in NRT images, the texel appearances are no longer
copies of each other but rather appear spatially deformed and of different colors.
Nevertheless, the texel appearances are still similar (e.g. up to spatial and photo-
metric distortion). In this section, a texel detection and lattice estimation approach
exploiting these facts is proposed.
Detection of Repeating Image Structures. In this stage, low level image fea-
tures are used to detect and cluster repeating elements in the image I. For this
purpose, suitable feature descriptors are generated on the image, e.g. using SIFT
[Low03], and grouped using an unsupervised non-parametric feature-space analysis
technique, e.g mean shift clustering [CM02] (Fig. 5.4 on page 99). Generally, any in-
terest point detector and feature descriptor can be used. The choice of the descriptor
is a trade-off between finding enough feature points to identify repeating structures
in the image on the one hand and creating too many false positive detection re-
sults on the other. Although the texture in the image may be strongly distorted,
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the idea is that transformations between local image patches can be approximated
by a projective, an affine or even a similarity transformation. This assumption
is similar to the planarity assumption used in most shape from texture methods
[LH05, LF06, HSE11b]. Ideally, the feature descriptor should be invariant against
small projective transformations. Although the SIFT descriptor is only invariant
against rotation and scale and not against affine or perspective distortions, which
appear at strong deformations, it produces good detection results if there are not too
many strongly distorted texels. The feature descriptors are grouped together using
mean shift clustering [CM02], which is an unsupervised non-parametric clustering
approach, yielding clusters Ci : {pj, j = 1 . . . Ni} of image points pj with similar
SIFT descriptors, i.e. similar appearances (Fig. 5.4). The idea is that each cluster
now contains instances of the same point on a repeating texel and that by finding
a topological structure between these points, the underlying texture grid can be
determined. The left image in Fig. 5.4 illustrates an example output of this step
with different clusters marked in different colors.
The described texel detection strategy is similar to the texel identification of Park
et al. [PBCL09]. However, in [PBCL09] normalized image patches of a fixed size are
used as descriptors, which are only invariant against translation such that strongly
rotated or scaled image patches cannot be detected.
Lattice Estimation. The interest points of each cluster should be related to each
other by the same topological regularities and relations as in an undeformed regu-
lar texture. According to [LLH04, PBCL09], any deformed regular texture can be
described by a degree-4-lattice, representing the tiling pattern of the texels in the
undeformed texture. Thus, the interest points pj of each cluster Ci are candidate
vertices of a quadrilateral lattice, representing the tiling pattern (Fig. 5.4). The aim
of this step is to estimate for each cluster a quadrilateral lattice model Li : {Pi,Qi},
consisting of the cluster points Pi = [p1 . . . pN ] ,pj ∈ Ci and a quadrilateral topol-
ogy Qi between them, consistent with the spatial relationship between the interest
points pj and the assumed texture topology. In this lattice, the texture lying in
each quad approximates a texel instance tk, k = 1 . . .M , coarsely deformed by a
homography defined by the four surrounding quad vertices. From these approxi-
mated texel instances, a rectified mean appearance of the texture element t̄i can be
estimated for each cluster Ci. In the following, the term quad refers to a topological
element of the lattice, consisting of four vertices, and texel defines the image part
lying between those four vertices (Fig. 5.4). As the true deformation of the texels
might be more complex, the lattice is only exploited to estimate a mean texel ap-
pearance and a coarse deformation. In a subsequent image-based registration step,
the deformation is refined with a more detailed mesh (Fig. 5.4, Sec. 5.2.2). In the
following, the lattice estimation procedure is explained in detail.
For each cluster, the lattice growth starts at a seed point pS ∈ Ci and two candidate
generating vectors t1 and t2 (Fig. 5.4). To search for a suitable seed point, a similar
strategy to the one presented in [PBCL09] is used. A number of feature points
and their two nearest neighbors are selected randomly, yielding sets of seed points
and generating vectors {pS, t1, t2}. For each set, an affine transformation A is
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Figure 5.4.: Left: detected feature clusters marked in different colors. Center: illustration of
lattice generation from feature points. Starting at a seed point pS (red point) and
two proposing vectors t1, t2 (red arrows), two new lattice vertices are found (dark
blue points). The generating vectors are inherited by the new points (light red
arrows), and their children are found in a region (light red spheres) around the
proposed positions. The same procedure is done for the negative proposing vectors.
Right: the mesh (black) used in the subsequent image registration step is much finer
than the lattice (blue) to allow more complex deformation.
computed that maps the three points {pS,pS + t1,pS + t2} from image space to the
normalized lattice base {[0 0]T , [0 1]T , [1 0]T}. This affine transformation is applied
to all remaining cluster points, and all transformed points within some threshold of
an integer lattice position are counted. The point pS with the maximum number
of counts is selected as seed point. This procedure favors a seed point and two
generating vectors in a region where deformation is small or at least homogeneous
in the local neighborhood. If user interaction is feasible, the selected seed point and
its two generating vectors can be proposed to the user who can accept or discard
the choice.
To grow the lattice, the four nearest cluster points in a predefined distance (de-
pending on the mean distance between cluster points) from pS ±αt1 and pS ±αt2,
0.5 ≤ α ≤ 2 are determined. If such points are found, they become vertices of the
lattice, and the lattice edges are defined by the vectors from the seed to these points.
The vectors t1, t2 and −t1,−t2 for the new points are given by the edges between
these points and their parent. The procedure starts again for all new points, until
no new point can be detected.
From the established edges between cluster points, a quadrilateral lattice is gener-
ated with candidate quads that are evaluated based on texel appearance as detailed
in the following paragraph. The lattice detection procedure is schematically illus-
trated in Fig. 5.4. If not all cluster points have been visited during the lattice
growing, a new lattice growing step starts from a new seed point. Hence, the result-
ing lattice of one cluster can consist of several connected components, which will
later grow into each other.
Texel Appearance Estimation. The following procedure is performed for each




Each lattice quad is now associated with a candidate for a deformed texture element,
which is the image region inside the quad. To reject unreliable quads, each texture
element is rectified into a normalized texel coordinate system, and its intensities are
normalized by subtracting the mean and dividing by the standard deviation. From









(tk − µk) . (5.3)
µk and σk denote the intensity mean and standard deviation of the rectified texel tk,
and M is the number of candidate quadrilaterals. The rectification to a normalized
texel coordinate system is done regardless of the true texel shape to compare the
appearances of the texel quads and to estimate a mean rectified appearance.
The sum of squared differences between the pixel values of each rectified and nor-













This similarity measure is used to remove unreliable texels and quads with a MAD-
based (median of absolute differences) outlier rejection method [IH93] (App. A.1.2).
The remaining quads are additionally evaluated based on a continuity measure ck
(Equ. (5.5)). A valid rectified texel of a regular texture should have similar upper
and lower as well as left and right borders to produce seamless transitions during
tiling. Hence, a continuity measure based on the sum of squared intensity differences









where Bk denotes the border regions of texel tk, and xo denotes the texture border
point opposite to x. Quads with a bad continuity measure are rejected with a MAD-
based outlier rejection method akin to the similarity measure [IH93] (App. A.1.2).
From the quads classified as inliers by both the similarity as well as the continuity
measure, a topologically consistent quadrilateral lattice L is constructed, which can
consist of multiple connected components. The mean texel appearance t̄ is updated
according to Equ. (5.3).
5.2.2. Warp-Based Texture Decomposition
The previous step estimated a mean rectified texel appearance t̄ and coarse positions
and deformations of texels in the image, represented by a quadrilateral lattice L.
By exploiting the assumed topology of the texture regularity, an image T of the
undeformed texture can now be synthesized from the estimated mean texel t̄ by
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Figure 5.5.: Texel appearance estimation results.
regular tiling (Fig. 5.6). Following, the estimation of the texture deformation and
the shading map is treated as a spatial and photometric image registration task,
solving for a warp that registers the synthesized undeformed texture T onto the
original image I both in the spatial and photometric domain. The warps are jointly
estimated using the image-based warp optimization framework from Chapter 3. To
be able to cope with texture discontinuities and sharp shadows, a robust estimator
is used not only in the data term but also in the smoothness term.
A fine triangular meshM : {V,F} is used as warp model to register the two images,
in contrast to the quadrilateral lattice L : {P,Q}, representing the texture topology
and coarse texel positions in the image (Fig. 5.4 on page 99). The mesh-based warp is
initialized with the displacements dj = pj−prj from the regular quadrilateral lattice
points prj on T to the deformed lattice points pj on I. Details on warp initialization
from sparse correspondences can be found in Sec. 3.2.4. In the following warp
optimization, the mesh vertex positions as well as photometric parameters per vertex
are updated, thereby refining the texture deformation estimation and the shading
map. Fig. 5.6 shows an example result of the warp optimization and compares









Figure 5.6.: From left to right: original image I; estimated regular texture appearance T ; shading
map after optimization; warped regular texture Wp(T (Ws(x))).
5.2.3. Lattice Propagation and Fusion
The lattice and the reference regular texture are grown iteratively after each op-
timization has reached its minimum, and a new warp optimization is started with
the grown lattice/mesh. The lattice growth is performed on the undeformed regular
lattice by attaching new quads to the lattice borders. New vertices are added to the
regular lattice border vertices if the corresponding vertex in the deformed lattice (i)
still lies inside the image, (ii) lies within the boundaries of a provided alpha mask,
and (iii) does not lie in the region of another connected component of the lattice.
The propagation is repeated following each warp optimization round as long as ver-
tices fulfilling all three conditions can be found. The positions of corresponding
vertices in the deformed lattice are initialized using Laplace interpolation on the
lattice (compare App. A.1.3). If user interaction is feasible, the user is allowed to
move newly inserted lattice vertices on the image. This is sometimes necessary at
strong deformations and discontinuities, which cannot be captured by the smooth
Laplace interpolation.
The lattice can consist of multiple connected components that grow into each other.
If new vertices of one connected component of the deformed lattice would be inserted
inside a quad of another connected component, the nearest vertices of this connected
component are taken as vertices of the new quad, and the two connected components
are fused.
5.2.4. Texture Replacement
Having processed the input image as described in the previous sections, it can now
be decomposed into its intrinsic components according to Equ. (5.2), i.e. the regular
texture T , a spatial warpWs(x) and a photometric warpWp(T ). These components
can now be applied to any arbitrary new texture Tnew to generate an image of this
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Figure 5.7.: From left to right: example for texture discontinuities at sharp creases; detected
SIFT feature points (some strongly deformed texels are not detected); clustered
feature points marked in different colors.
texture with the same deformation and illumination properties as the input image








A texture Tnew of the correct size can be synthesized from a small texture sample
using the texture synthesis method described in [RHE11].
Saturation, Specularities and Gamma Correction. Of course, a linear shad-
ing model, such as the photometric warp model used in this thesis, is not strictly
true, especially in case of saturation and specularities. Saturation or specularities
are treated by thresholding the resulting values in Inew. This procedure showed to
be perceptionally convincing. Gamma correction needs not be handled separately,
because the photometric model is multiplicative (Equ. (3.48)), which means that
the Gamma correction factor is also applied to the multiplicative photometric pa-
rameters, as illustrated in the following example:
Let I1 and I2 be two spatially registered images where Gamma correction has
been applied. Let Ĩ1 = I1/γ1 and Ĩ2 = I1/γ2 be the same images without Gamma
correction. A multiplicative shading model yields I2 (x) = α ·I1 (x) with α =
Wp(x). Hence, Ĩ2 (x) = β ·Ĩ1 (x) with β = α1/γ.
5.3. Discussion and Results
The presented texture decomposition approach has been tested on several images of
cloth textures, and the results of the different processing steps are discussed in the
following. To cope with sharp texture discontinuities, user interaction was allowed
in the presented examples to discard wrongly detected quads after the initial lattice
estimation and to move newly inserted lattice vertices during lattice growth.
Texel Detection and Lattice Estimation. In all presented results, SIFT fea-
tures have been used [Low03] to detect and cluster repeating elements in the image.
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Figure 5.8.: Examples for wrongly detected quads. From left to right: detected quads; wrong
quads discarded by the appearance-based outlier detection method marked in red;
wrong quads at discontinuities discarded by the user marked in red.
Although the SIFT descriptor is not invariant against affine or projective trans-
formations, and hence may miss some strongly distorted structures (Fig. 5.7), it
detected enough feature points to estimate an initial texel appearance and lattice
structure. Missed texels are later filled in during warp optimization and lattice
propagation. The lattice estimation algorithm might propagate over sharp creases
with texture discontinuities. Most of these cases were detected by the MAD-based
outlier detection method based on the texel similarity measure and the continuity
measure with a threshold of κ = 3.5 (Equ. (5.4)-(5.5)). In some cases, a detection
is nearly impossible, e.g. if the crease is exactly at the border of two texels (see
Fig. 5.8). Therefore, the estimated deformed lattice is displayed to the user, who
can select wrongly detected texels or quads to be removed. Missed texel positions
are later filled in topologically correct during the lattice growth, and their positions
are refined during the warp estimation. Fig. 5.8 shows examples for wrong quads
discarded by the appearance-based measures and wrong quads that needed to be
removed by the user. Results for the texel appearance estimation are depicted in
Fig. 5.5 on page 101 for a variety of regular cloth patterns.
Warp Optimization and Retexturing. For joint spatial and photometric warp
optimization between the synthetically generated appearance of the regular texture
and the input image, the image-based warp optimization approach of Chapter 3
is used with a robust estimator in the data term as well as the smoothness term.
The robust estimator in the smoothness term allows the modeling of texture and
shading discontinuities at sharp creases and wrinkles. This can be seen e.g. in
Fig. 5.9. The quality of warp estimation and retexturing results is best evaluated
visually. Fig. 5.6 on page 102 shows the decomposition result of an original image
I (left) into the undeformed regular texture T , a deformation field Ws(x) and a
shading mapWp(T ). The right most image shows a synthetic retexturing result with
the estimated regular texture appearance, i.e. a reproduction of the original image.
The original image (left) and the synthetic image (right) can now be compared to
evaluate the retexturing result. Although marginal differences between the images
are noticeable when compared directly, the visual appearance of the synthetic result
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Figure 5.9.: Retexturing results for the image depicted in Fig. 5.6 on page 102. The undeformed
textures for retexturing were synthesized from the small samples in the lowest row
using the method described in [RHE11].
is still realistic and plausible. Retexturing results with synthetic textures for this
image are depicted in Fig. 5.9. Further retexturing results are presented in Fig. 5.10-
5.11 on the following pages. In the augmented results, the spatial deformation and
shading conditions of the original texture are maintained such that the object seems
to truly exhibit the new synthetic texture. The estimation of a photometric warp is
essential for a convincing and realistic appearance of the augmented image. This is
demonstrated by Fig. 5.12 on page 107, which directly compares retexturing results
with and without accounting for shading. Without the addition of the shading
properties extracted from the original image, the synthetic texture does not appear
to be integrated into the scene, whereas a photometric warp increases the perception
of spatial relations between the real world and the new texture. Note that the spatial
deformation applied to the new texture is the same in each image pair.
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Figure 5.10.: Retexturing of a dress. The first two images in the top row show the original image
and the shading map. The undeformed textures were synthesized from the small
samples in the lowest row using the method described in [RHE11].
5.4. Chapter Summary
This chapter has presented an image-based retexturing method, which formulates
the problem of texture deformation and shading estimation as a non-rigid image
registration task both in the spatial as well as in the photometric domain. It exploits
the joint spatial and photometric warp optimization framework from Chapter 3 to
extract local deformation and shading properties from an image by registering a
synthetic reference image showing the undeformed and uniformly lit texture. This
reference image is estimated from the input image, assuming that it shows a texture
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Figure 5.11.: Retexturing pillows. The two leftmost images depict the original input images and
the estimated shading maps.
Figure 5.12.: Comparison of retexturing results with and without accounting for shading (the
spatial deformation is the same in the left and right images of each example).
These examples demonstrate how important the estimation of a photometric warp
is for realistic retexturing.
of a near-regular type. Various retexturing results present the effectiveness of the
presented approach and the benefit for the realistic appearance of the synthetic
result added by the photometric warp component.
In addition to retexturing, the proposed texture analysis approach has been applied
to estimate the 3D shape of a surface in a template-free shape-from-texture approach
[HSE11b]. Under the assumptions that the texture is constructed of one or more
repeating elements and that the texture element is small enough to be modeled as
a planar patch, shape-from-texture methods compute the 3D shape of a textured
surface by exploiting texture distortion as a cue for shape. In [HSE11b], the 3D
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shape is calculated from homographies between the texture elements, assuming a
perspective camera model. As shape-from-texture is out of the scope of this thesis,
the interested reader is referred to [HSE11b] for more information.
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This dissertation has presented novel image-based approaches to photo-realistically
render, synthesize and modify images of complex objects, concentrating on the ex-
ample of clothing. The basic concept of the proposed methods is to rely on the use
of real images instead of reconstructing and simulating the underlying scene prop-
erties. This approach exploits the fact that very characteristic details, which are
difficult to synthesize, such as wrinkling, texture deformation and shading, can be
captured by the images. These details are extracted from the images as mesh-based
warps both in the spatial as well as photometric domain such that they can serve
as appearance examples to guide a complex animation or retexturing process.
The proposed methods shift computational complexity from the rendering phase to
an a-priori training phase and rendering amounts to warping a set of images.
Contributions. Three main contributions have been presented.
A new image-based rendering approach for articulated clothing has been introduced.
In contrast to classical image-based rendering approaches, which are restricted to
viewpoint interpolation, a body pose-dependent method has been developed. This
method generates new images based on pose parameters by interpolating and merg-
ing images of clothes from a database of examples. A coarse geometric model allows
animation and view interpolation, while small details as well as complex shading
and reflection properties are modeled by pose-dependent appearance examples in
the database. Correspondences between the images are represented as mesh-based
warps, both in the spatial and intensity domain. These warps capture fine pose-
dependent texture deformation and shading information. For rendering, the images
and warps are interpolated in pose-space, i.e. the space of body poses, using scat-
tered data interpolation. The concept of interpolating sample body poses has been
transferred and modified from example-based animation methods to image-based
rendering. Related issues, such as blending and photo-consistency, have been thor-
oughly discussed and analyzed. The high dimensionality of the pose-space has been
addressed by splitting up the pose-space into subspaces of body parts. This reduces
the dimensionality of the interpolation domain as well as the number of required
examples and allows for a modeling of different body parts from different database
images. Results have been discussed based on various pose interpolation as well
as extrapolation examples. Generally, the proposed method is not limited to the
visualization of clothing but can rather be applied to any articulated object with
pose-dependent appearance, e.g. realistic avatar rendering.
To allow for appearance modification in image-based methods, an image-based ap-
proach to retexturing an image or video has been proposed. In this method, texture
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deformation and shading are extracted from the input image or video in a warp-
based approach, i.e. by registering the input image onto an appropriate reference
image of the undeformed and uniformly lit texture, both in the spatial as well as
in the photometric domain. Because such a reference image is not always available,
a texture analysis method for near-regular textures has been introduced in this
context, which estimates the appearance of the associated regular texture, thereby
synthetically generating a reference image. Texture deformation and shading prop-
erties are modeled and extracted as spatial and photometric warps, which can, once
extracted, be applied to any new texture to be rendered into the original image or
video. Various retexturing examples have been presented, demonstrating how im-
portant the preservation of shading and hence the extraction of photometric warps
are for a visually correct retexturing result.
Both presented approaches build on the concept of joint spatial and photometric
mesh-based warps between images, and this dissertation has presented a new frame-
work for the joint estimation of these warps, based on a relaxed brightness constancy
assumption. The presented approach enables a compact extraction of local texture
deformation and shading differences between two images. Various applications of
such warps have been presented throughout the thesis. Experiments have shown
that incorporating a photometric warp into the cost function, not only allows ex-
traction of texture deformation and shading, but also the estimation of spatial warps
based on image intensity becomes more robust against lighting differences between
the images.
Applications and Outlook. The applications of the presented methods are man-
ifold. The main targeted application is the visualization of clothes in augmented
reality applications, such as virtual try-on, in which a user can see himself with
virtual clothes while moving freely in front of the system. Based on the estimated
pose of the user, an image of the selected piece of clothing can be synthesized from a
stored database and mapped onto the image of the user using the methods of Chap-
ter 4. To realize such a real-time Virtual Mirror system, the proposed image-based
animation method needs to be combined with a real-time body tracking system. In
such a scenario, the pose parameterization, i.e. skeleton configuration, of both sys-
tems should be consistent. The synthesized piece of clothing will be rendered onto
the body of the user, which might be of a different shape than the person wearing
the piece of clothing during the training phase. Small shape differences can be com-
pensated by warping the rendered piece of clothing onto the silhouette of the user.
For larger shape differences, an additional shape parameter in the parameterization
of the database images could be investigated.
Having a virtual try-on application in mind, it will be promising to combine the
two presented approaches of Chapter 4 and Chapter 5 by including retexturing
information, i.e. texture deformation and shading information, into the proposed
database representation of Chapter 4. This will not only allow animation of a pre-
captured piece of clothing but also to change and modify its appearance during
rendering. This would enhance the database representation in Fig. 4.1 on page 57
by an additional partition of the appearance information into texture deformation,
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shading and texture albedo. The texture analysis process of Chapter 5 needs to be
performed only once for one example image in the database. For all other database
images, the information can be propagated using the extracted warps between the
images.
Finally, not being limited to the visualization of clothing, the presented methods
will also be especially useful for applications in movies or films. New animations
could be synthesized from pre-captured poses of actors in a post-processing stage,
thereby enabling a larger flexibility in all processing steps. Similarly, image-based
animation and rendering methods will be of benefit in computer games to create
photo-realistic and interactive characters.
Summing up, exploiting images and warp-based texture deformation and shading
representation has been shown to be a promising concept for photo-realistic ren-
dering and retexturing of clothing with many potential applications in computer




A.1. Mathematical Derivations and Definitions
A.1.1. Camera Model
A camera model consists of a set of extrinsic parameters, defining the position and
orientation of the camera in the world coordinate system, and a set of intrinsic pa-
rameters, defining how the camera forms an image. The intrinsic parameters include
the focal length in pixels fx, fy and the principal point px, py. These parameters build
the intrinsic camera matrix
K =
fx 0 px0 fy py
0 0 1
 . (A.1)
The extrinsic camera parameters consist of a rotation matrix R and translation
vector t. The full camera projection matrix is given by
P = K [R t] . (A.2)
This matrix projects a 3D point p into the image by






where xh denotes a 2D pixel in homogeneous coordinates, and the corresponding









In this thesis, the projection of a 3D point p to a 2D image point x by the camera
matrix P is denoted by x = PP(p).
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A.1.2. MAD-Based Outlier Rejection
For successful outlier rejection, a resistant score is required that is not significantly
influenced by the outliers. The mean and the variance are shifted by the presence of
outliers in the data. Hence, many outliers are not detected with mean-based scores.
The median and the median of absolute deviations (MAD) are more robust against
outliers [IH93]. Let x = {x1, . . . , xN} denote a set of N data points and x̃ denote
the median of the data. The MAD is defined as:
MAD(x) = median |x− x̃| ,
where |.| denotes the absolute value of a scalar. The MAD score for a datum xi is
defined as
Mi =
∣∣∣∣ xi − x̃MAD(x)
∣∣∣∣ .
Any observation is rejected as an outlier if Mi > κMAD where κMAD is the maximum
permissible MAD score. For large N and Normal distribution, a value of κMAD = 3.5
is suggested in the literature [IH93].
A.1.3. Laplace Interpolation
General Formulation. Suppose known scattered data f ∗(xi) = f
∗
i in 2D at sup-
porting positions xi ∈ R2 and the aim is to interpolate a smooth function f(x) from
these control points. Let ∂Ω denote the magnitude of all supporting positions (often
called the boundary) and Ω be the region of all unknown positions: Ω
⋂
∂Ω = ∅.
The idea of Laplace interpolation is to apply a constraint on the smoothness of an
interpolating function f that minimizes the integrated square of the gradient of the





|∇f |2 dΩ with f |∂Ω = f ∗|∂Ω . (A.5)
Discrete Formulation. A discrete approximation of Equ. (A.5) on a 2D grid or













with fi = f
∗
i ,∀xi ∈ ∂Ω , (A.6)
with fi = f(xi). Ni denotes the neighborhood of the data point xi on the regular






fn = 0 ∀xi ∈ Ω (A.7)
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i ∀xi ∈ ∂Ω . (A.8)
Let LΩ denote the Laplacian matrix of the data in the region Ω with entries
lij =

−1 i = j
1
|Ni| xj ∈ Ni
0 otherwise
(A.9)










where f∗ is the vector of all values f ∗i = f
∗(xi) at supporting positions xi ∈ ∂Ω.
The equation system in Equ. (A.10) has N equations and N unknowns and can be
solved uniquely.
Discrete Approximation. To calculate an approximative but smoother result,
Laplacian smoothing may be applied in the complete region R = Ω⋃ ∂Ω. Let
LR denote the Laplacian matrix of the data in region R. An approximative but
smooth result to the given problem is found by minimizing the following least-
squares problem:









λ regularizes the smoothness against fitting to the data term and D = [I 0].
For meshes, the position of known data points do not necessarily coincide with
vertex positions but rather lie between the vertices. In this case, they still have
a unique position in the mesh M : {V,F} defined by the barycentric coordinates





Here, vl are the three vertices of the surrounding triangle and βl are the corre-
sponding barycentric coordinates. The data at unknown vertex positions can now
be interpolated by solving the following equation system:









D is a data matrix with one row vector pi per data point xi ∈ Ω with entries:
pij =
{
βl if vj is the l





Figure A.1.: A pose pa, for which a warp can be interpolated from a sample pose pi, is constrained
by its position plus the positions of its neighbors in the pose-graph, i.e. the direction
of the stored warps.
A.1.4. Pose-Space Constraints
With the interpolation scheme introduced in Sec. 4.2.1, a pose pa, for which a warp
can be interpolated from a sample pose pi, is constrained by its position plus the
positions of its neighbors in the pose-graph, i.e. the direction of the stored warps
(see Fig. A.1)
























wn = 1 .
(A.15)
A.2. Datasets
Middlebury Cloth Dataset. The Cloth1-4 stereo datasets used in Sec. 3.3 for
the evaluation of the warp optimization framework were taken from the Middlebury
2006 stereo dataset1 [HS07]. In the experiments, views 1 and 5 were used in full
resolution (1252×1110 for Cloth1 and Cloth3 and 1300×1110 for Cloth2 and Cloth4),
for which disparity maps are provided. Furthermore, the dataset provides three
different illuminations (1-3) with three different exposures (0-2). Besides stereo
pairs with the same illumination, pairs captured under different illuminations and
exposures (Illum1 and Illum2) have been used for the evaluation. An overview of the
1http://vision.middlebury.edu/stereo/data/scenes2006/, downloaded on February 19,2013
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Name View 1 View 5
Cloth1 Illum1 Illum 1 Exp 2 Illum 2 Exp 2
Cloth1 Illum2 Illum 3 Exp 2 Illum 1 Exp 2
Cloth2 Illum1 Illum 3 Exp 2 Illum 1 Exp 1
Cloth2 Illum2 Illum 2 Exp 2 Illum 3 Exp 2
Cloth3 Illum1 Illum 1 Exp 2 Illum 3 Exp 1
Cloth3 Illum2 Illum 2 Exp 1 Illum 3 Exp 1
Cloth4 Illum1 Illum 2 Exp 2 Illum 3 Exp 1
Cloth4 Illum2 Illum 1 Exp 1 Illum 1 Exp 2
Table A.1.: Illumination combination for the Middlebury Cloth datasets used in Sec. 3.3. The
images are depicted in Fig. A.2.
Figure A.2.: Image pairs with different illuminations and exposures from the Middlebury Cloth
dataset [HS07] used in Sec. 3.3, as listed in Tab. A.1. From top to bottom: Cloth1-
4. Left pair: Illum1. Right pair: Illum2
combined illuminations and exposures for the different datasets is given in Tab. A.1,
and the image pairs are depicted in Fig. A.2.
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Name Resolution fps Length Note
Bedsheet 720× 576 10 67 bed sheet dataset used in
[SMNLF08]
Cushion 720× 576 10 70 cushion dataset used in [SHF07]
Flowers 768× 1024 25 350 captured with a Flea2 XGA-
Firewire camera
Paper1 720× 576 25 100 data 3 dataset used in [GBBS10]
Paper2 720× 576 10 70 paper bending dataset used in
[SHF07]
Paper3 768× 1024 25 100 captured with a Flea2 XGA-
Firewire camera
Shirt 640× 480 10 245 tshirt gt dataset used in [VSFU12]
Testpattern 768× 1024 25 500 captured with a Flea2 XGA-
Firewire camera
Table A.2.: Tracking dataset used in Sec. 3.3. Example frames of all sequences are depicted
in Fig. A.3. The datasets Bedsheet, Cushion, Shirt from [SHF07, SMNLF08,
VSFU12] are available under http://cvlab.epfl.ch/data/dsr.
Name Poses Views Note
Jeans 22 9 Tight fitting long trousers, denim material
Jacket 40 8 Moderately tight fitting jacket with long
sleeves, denim material
Shirt1 11 8 Tight fitting shirt with short sleeves, soft
material
Shirt2 20 7 Tight fitting shirt with long sleeves, soft
material
Blouse 11 3 Loose fitting blouse with long sleeves, soft
material
Table A.3.: Clothing datasets used in Chapter 4.
Tracking Dataset. Tab. A.2 lists the video sequences that were used for the
deformable tracking evaluation in Sec. 3.3, with resolution, number of frames per
second, total length in frames, and a note on the origin of the video sequence.
Example frames are depicted in Fig. A.3. Fig. A.4 plots the mean intensity RMSE
over all eight sequences for all three tested warping models (s, sp, spc, see Tab. 3.1
on page 47).
Clothing Datasets for Pose-Space Image-Based Rendering. Tab. A.3 lists
the clothing databases used and analyzed in Chapter 4 .
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A.2. Datasets
Figure A.3.: Example frames of the eight video sequences used for tracking evaluation in the
same order as in Tab. A.2.
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Figure A.4.: Plots of the RMSE between the synthetic frame Îj and the original current frame
Ij for the three different warping models (s, sp, spc, see Tab. 3.1 on page 47) for
the video sequences listed in Tab. A.2. For comparison, the results achieved with
least-squares optimization (dashed) and robust optimization (solid) are depicted.
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