The amplitude of the oscillatory patterns present in spontaneous fluctuations of brain signals obtained from resting-state functional magnetic resonance imaging (fMRI), measured using an index called the fractional amplitude of low-frequency fluctuation (fALFF), is a well-known measure of brain activity with potential to serve as a marker for brain dysfunction. With the rise of longitudinal neuroimaging studies, there is a great need for methodologies that take advantage of the longitudinal design in modeling the impact of aging or disease progression. Motivated by the longitudinal design of the Alzheimer's Disease Neuroimaging Initiative (ADNI), we develop a novel Bayesian longitudinal model in order to estimate the spectra of resting-state fMRI time courses, from which we can extract estimates of fALFF that is potentially associated with aging. Our model incorporates within-subject correlation to improve estimates of the spectra, in addition to the variability that naturally arises between subjects. We validate our model using simulated data to show the gains in performance for estimating fALFF that takes advantage of the longitudinal design.
Introduction
In the past decade, a plethora of studies have investigated the clinical utility of indices derived from spontaneous fluctuations of the functional magnetic resonance imaging (fMRI) signals observed during rest (Fox and Raichle, 2007) . While much of the literature has investigated the spatial distribution of the temporal correlations of spontaneous fluctuations at spatially distinct regions of the brain, known as "resting-state functional connectivity", a number of studies have shown that indices derived from the amplitudes of the spontaneous fluctuations are stable indices of brain activity and have potential to differentiate clinical populations compared to healthy controls (Zhang et al., 2008; Zuo et al., 2010; Han et al., 2011; Hu et al., 2014) .
Specifically, an index called amplitude of low-frequency fluctuation (ALFF) of the resting-state fMRI signal has been suggested to reflect the intensity of regional spontaneous brain activity (Zang et al., 2007) . This index is based on prior resting-state fMRI studies that showed low frequency components of the fMRI signals are closely related to spontaneous brain activities in the bilateral visual areas (Lowe et al., 1998) , the bilateral auditory areas (Cordes et al., 2000) , the language systems (Hampson et al., 2002) , and the default mode network (DMN) (Greicius et al., 2003) . It has been shown that ALFF is significantly higher within the DMN as well as in non-specific areas, which might be due to higher physiological noise in these areas inflating fluctuations across the entire frequency range and thus inflating ALFF (Zang et al., 2007) . Seeking to provide a more stable index, Zou et al. (2008) proposed a fractional ALFF (fALFF) approach which selectively enhances signals from cortical regions associated with brain activity while suppressing artifacts from non-specific areas.
Both ALFF and fALFF are indices derived from the spectrum of the resting-state fMRI time courses. The spectrum of a time series is based on the Fourier transformation of the time series, and it quantifies the strength of the variations in the oscillations in the signal as a function of frequency.
Thus, the amplitudes of the oscillations within a frequency band of interest can be obtained from the square root of the spectrum evaluated at that frequency band. Specifically, ALFF is defined as the square root of spectrum averaged across the low-frequency range (0.01-0.08 Hz), while fALFF is the ratio of square root of spectrum summed over the low-frequency range to that of the entire frequency range. In practice, both ALFF and fALFF are calculated using an appropriate estimate of the spectrum of an fMRI signal.
As the human brain is a constantly changing and developing organ, longitudinal fMRI studies, in which subjects undergo a scan and are measured repeatedly over time, are essential to gain a better understanding of the processes that impede and affect normal development as well as the progression of disease. Compared to cross-sectional studies, longitudinal designs increase statistical power, help identify predictors of change, and distinguish between-and within-subject variation.
Despite these design advantages, longitudinal studies can be methodologically challenging mainly because we must account for the correlation between the repeated measures, which only exacerbate the modeling challenges already inherent in fMRI data (Skup, 2010) . While there has been work on analyzing longitudinal neuroimaging data of other modalities such as DTI (Goldsmith et al., 2012; Zipunnikov et al., 2014) , PET (Chen and DuBois Bowman, 2011; Hyun et al., 2016) , and structural MRI (James et al., 2011; Skup et al., 2012) , these models are not applicable to fMRI data because they do not deal with time series data. A recent work on longitudinal fMRI methodology by Hart et al. (2017) , however, was developed for functional connectivity analyses, and cannot be generalized to model fALFF in a longitudinal manner.
Our primary goal in this work is to develop a longitudinal model for fALFF. To this end, we begin by developing a longitudinal model for the spectrum of fMRI time series. To our knowledge, existing statistical methodologies for estimating the spectrum of time series data are only appropriate for cross-sectional designs. As a result, existing methodologies for estimating fALFF are inappropriate because they do not account for the longitudinal design, leading to incorrect or inefficient estimates as well as misleading statistical inferences. To address these issues, we introduce a Bayesian longitudinal model that estimates the spectrum of the fMRI time series obtained from multiple visits while accounting for the longitudinal design. The proposed method utilizes additional longitudinal information and enables the characterization of functional changes that occur over time in the low frequency oscillations in the brain.
The rest of the paper is organized as follows. In Section 2, we describe the new Bayesian longitudinal model with an accompanying computational strategy for spectral estimation. We further apply the proposed method to the Alzheimer's Disease Neuroimaging Initiative (ADNI) data and conduct a resting-state fMRI analysis and inference using fALFF. The performance of the proposed method is examined in a simulation study. Section 3 presents the results of the ADNI data application and the simulation study. We end with a discussion and conclusions in Sections 4 and 5, respectively.
Methods

Experimental Data
Our primary goal is to model aging effects in the low frequency oscillations of spontaneous brain activity, which we quantified using fALFF, and to investigate how Alzheimer's disease moderates the association between fALFF and aging. We selected 8 regions of interest (ROIs): bilateral posterior cingulate (PCC), precuneus (PCU), supplementary motor area (SMA), and putamen (PU). These ROIs were selected based on previous cross-sectional studies on the association between AD with fALFF and aging with fALFF (Greicius et al., 2004; Hu et al., 2014; Ren et al., 2016) . ROI-level time series were obtained by averaging all the time series within an ROI.
We applied the proposed Bayesian longitudinal model to a subset of the ADNI data. The restingstate fMRI images were collected at baseline, 3 months from baseline, 6 months from baseline, 12 months from baseline, and annually thereafter. The data consists of patients with Alzheimer's disease (AD) and those who were cognitively normal (CN). To better separate the groups, only patients that remained in one group for the entirety of the follow-up were considered in our analysis.
We focused our attention on late-onset AD and included only patients that were 65 years of age or older at baseline (van der Flier et al., 2017; Holland et al., 2012) . To study the longitudinal trend within subject, only patients having at least two visits were considered. The remaining CN group consists of 106 visits from 25 patients with each patient having between 2 and 6 visits. The AD group consists of 72 visits from 19 patients with each patient having between 2 and 5 visits. The average age is 75.74 for the CN group with a range of 65.2 to 90.9. The AD group average age is 77.17 with a range of 68.3 to 88.6. We preprocessed the data using both FSL (version 5.0.9, https://fsl.fmrib.ox.ac.uk/) and AFNI (version AFNI 17.0.15, https://afni.nimh.nih.gov/). The preprocessing steps were as follows. We 1) applied motion correction to the images using FSL's mcflirt (rigid body transform; cost function normalized correlation; reference volume the middle volume) and then 2) normalized the images into the Montreal Neurological Institute space using FSL's flirt (a ne transform; cost function correlation ratio). We used FSL's fast to 3) obtain a probabilistic segmentation of the brain to obtain white matter and cerebrospinal fluid (CSF) probabilistic maps, thresholded at 0.75. Using FSL's fslmaths, we 4) spatially smoothed the volumes using a Gaussian kernel with FWHM=5 mm.
We used AFNI's 3dDetrend to 5) remove nuisance signals, namely the six motion parameters, white matter and CSF signals, and the global signal. Finally, 6) the linear trend was removed from each time series using linear regression.
Longitudinal Spectral Estimation Model
We describe our longitudinal model for a single subject with V visits, and then we will describe our modeling strategy for all subjects. In the following, we fit our model to each ROI independently.
For a given subject with V visits, let x v = (x v1 , . . . , x vK ) denote the ROI-level time series observed at the vth visit, and let f v (·) denote its spectrum. Define the vector of the Fourier frequencies ω = (ω 0 , ω 1 , . . . , ω K−1 ) , where ω k = k/K, for k = 0, . . . , K −1. Our modeling approach begins with the visit-specific periodogram I v (ω) to estimate the spectrum, which we can obtain by transforming the time series to the frequency domain using the fast Fourier transform (FFT) (Shumway and Stoffer, 2011) . Our longitudinal spectral estimation method is motivated by the framework developed by Rosen et al. (2012) , where the spectrum was modeled on the log scale. To this end, let g v = log(f v (ω)) and y v = log(I v (ω)), and consider the Whittle likelihood (Whittle, 1957) 
where y = (y 1 , . . . , y V ) , g = (g 1 , . . . , g V ) , and 1 V K is a V K-vector of ones.
We model the log spectrum at each visit using smoothing splines, g v = α v + Bβ v , where the scalar α v is the constant component and Bβ v captures the nonlinear and smooth component.
The columns of B are √ 2 cos(2jπω) for j = 1, . . . , J, i.e., the Demmler-Reinsch basis functions (Eubank, 1999; Rosen et al., 2012) and β v = (β v1 , . . . , β vJ ) is a vector of spline coefficients. For computational efficiency, we retain only the basis functions corresponding to the J = 6 largest eigenvalues. In our analysis, we considered J = 8 and J = 10 and observed a negligible difference, while using J = 5 led to an over-smoothed estimate.
The above described visit-specific models. To model the spectra across visits, we use the Whittle likelihood in Equation (1) and prior distributions on the spline coefficients to induce correlation in the spectra across visits.
Priors and Posteriors
To jointly estimate the spectra across visits, the prior on the spline coefficients β = (β 1 , . . . , β V ) is set to be dependent across visits. To allow for modeling unevenly spaced visits, we choose the continuous-time AR(1) correlation structure, i.e., the AR decay with respect to the elapsed time, as opposed to visit count. Let η v be the elapsed time between the vth and (v + 1)th visits, where v = 1, . . . , V − 1, and further define η = (η 1 , . . . , η V −1 ) . Then let R η (ρ) denote the correlation matrix, whose diagonal entries are all ones and the (u, v)th or (v, u)th entry is ρ ηu+...+ηv−1 for all 1 ≤ u < v ≤ V . This term captures the dependence between multiple visits from the same subject.
Other correlation structures are possible.
Within a visit, the spline coefficients are assumed independent and centered at a spline-basisfunction-specific mean µ, whose jth element corresponds to the jth spline basis function, where j = 1, . . . , J. This is different from the prior in Rosen et al. (2012) which is centered at zero. Our modification guarantees that, within each subject, the coefficients across visits will shrink towards the subject's log spectrum averaged across all visits instead of shrinking to zero, which corresponds to the undesirable consequence of the spectrum shrinking to a flat line.
In contrast to the spline coefficients, the prior on the constant components α = (α 1 , . . . , α V ) is independent across visits. This is not only for the sake of simplicity, but also because we are more interested in how the distribution of power across frequencies, which is captured by the nonlinear component Bβ v for each visit v, varies across visits compared to the overall level, represented by
Let ⊗ denote Kronecker product. A complete description of the prior specifications is as follows:
where σ 2 α , σ 2 µ , and c τ are fixed positive numbers. The uniform prior on τ , recommended by Gelman
). The likelihood (1) and the prior (2) give rise to a posterior distribution p(α, β, µ, τ 2 , ρ|y) which we want to use for inference. However, the posterior is analytically intractable and hence we are forced to use Markov chain Monte Carlo (MCMC) to estimate posterior quantities of interest. The required conditional posterior distributions are given by
where
Our MCMC algorithm proceeds as follows:
1. α and β are sampled jointly from p(α, β|y, µ, τ 2 , ρ) (3).
2. µ is sampled from the normal distribution (4).
3. τ 2 is sampled from the truncated inverse gamma distribution (5).
4. ρ is sampled from p(ρ|β, µ, τ 2 ) (6).
To reduce the computational cost, we used the Hamiltonian Monte Carlo (HMC) (Neal, 2010) instead of random walk Metropolis-Hastings as the sampling scheme in steps 1 and 4. This is because HMC proposals are less correlated and converge to the posterior distribution more rapidly, and thus it takes fewer iterations to achieve the same level of precision of estimating the posterior mean. In both HMC algorithms, the potential energy function of position was the negative log posterior density, and the kinetic energy function of momentum was assumed to be Gaussian.
Ideally, the number of Leapfrog steps and the stepsize in HMC need to be tuned on a case-bycase basis to achieve good performance, where the optimal acceptance rate is 65% (Neal, 2010) . For the ease of computation, we tuned the parameters on a subset of the experimental data and then used the same parameter values on all data. In our analysis, the number of steps and the stepsize in sampling (α , β ) were 15 and 0.065 respectively, with an acceptance rate ranging from 0.43 to 0.86. For simulating ρ, the number of steps and the stepsize were 10 and 0.13 respectively, with an acceptance rate ranging from 0.51 to 0.78.
To determine when to terminate the simulation, we used the relative standard deviation fixedvolume sequential stopping rule (Vats et al., 2015) , where the multivariate initial sequence method (Dai and Jones, 2017) was implemented to assess the Monte Carlo error. Analyses were performed in R 3.3.3 (R Core Team, 2017) using the mcmcse package (Flegal et al., 2017) . Note that implementing the sequential stopping rule itself is time-consuming, especially when the number of visits and the number of spline coefficients are not small. Indeed, in our data application, it was impractical to compute the sufficient number of iterations for all subjects. Therefore, we performed the calculation on a subset of the experimental data and found out that when the number of iterations was 20,000, the estimated effective sample sizes were greater than 5300. We then applied the same setting, 20,000 iterations to all data. The MCMC algorithm took about 50 seconds for one subject.
Data Analysis
To study how fALFF depends on covariates, population-level modeling is essential. However, the proposed spectral estimation method applies to individual subjects. Computational burden is one of the main barriers to extending the proposed method to multisubject modeling. On the other hand, single-subject modeling is more flexible as it does not assume that different subjects have similar smoothness across visits. Therefore, we decided to keep our spectral estimation model at the single-subject level.
We estimated the fALFF for each subject independently using our Bayesian longitudinal model. 
Subject-level Analysis
We implemented the proposed Bayesian model for longitudinal spectral estimation on each subject. The elapsed time used in the correlation structure of the spline coefficients was taken in units of 3 months, which is the shortest and most common time interval in the ADNI data. For each subject, at each MCMC iteration, we computed the spectra of all visits using the sampled parameters and further obtained the fALFF values. Details on fALFF calculation are provided in Section 1. Instead of averaging over a sampled Markov chain, we retained all the MCMC draws of fALFF to accurately capture the variance in spectral estimation.
Population-level Analysis
To investigate how fALFF depends on covariates, we performed regression analysis, making use of all the MCMC iterations obtained at the subject level. Specifically, we fit a Bayesian regression model, separately using each MCMC draw of the fALFF values of all subjects and visits. Priors were selected to ensure that the posterior of the regression coefficients and the error variance was tractable so that sampling from the posterior was easy and fast.
Let γ and σ 2 denote the vector of the regression coefficients and the error variance, respectively.
The prior takes the form p(γ, σ
σ is induced from a uniform prior on σ (Gelman, 2006) . The conditional prior p(γ|σ 2 ) is a normal distribution γ|σ 2 ∼ N (γ, σ 2 I), whereγ is a hyper-parameter. A popular data-driven value ofγ is the ordinary least squares estimate. Let ψ and X denote the vector of response values and the design matrix, respectively. Then the posterior can be written as p(γ, σ 2 |ψ, X) = p(γ|σ 2 , ψ, X)p(σ 2 |ψ, X), where the two factors correspond to the densities of N (γ, σ 2 (X X +I) −1 ) and IG((n−1)/2, (ψ ψ− γ X Xγ)/2) truncated at σ 2 ∈ (0, c 2 σ ], and n is the length of ψ. With each MCMC draw, we obtained a large posterior sample of the regression coefficients.
We then pooled the samples from all MCMC draws. The pooled sample reflects both sources of variation in estimating the effects: 1) the error in spectral estimation, reflected in the MCMC draws obtained at the subject level, and 2) the error in estimating the regression coefficients, reflected in the posterior samples obtained at the population level. Therefore, using the pooled sample for inference enables us to properly account for the errors and assess effects. A Bayesian point estimate for each regression coefficient was computed as the average of the pooled sample. Further a credible interval was constructed by taking the corresponding sample quantiles.
An alternative to using all MCMC draws is to average across the simulated Markov chain. This approach is in accord with the literature on fALFF analysis where the smoothed periodograms are used as the true spectra. However, this approach ignores the variation introduced in spectral estimation, resulting in unreasonably narrow credible intervals for the effects and inflated false positive rates. Using all MCMC draws can address these issues effectively, but poses computational challenges, which we were able to manage by using parallel computing and HMC.
In our application, we considered the ANCOVA model with fALFF as the response, age as a continuous predictor, AD status as a group effect, and an interaction term for age and AD status.
To put the main coefficients on the same scale, we centered age at 75 years old and then divided it by 10 years. The interaction coefficient reflects the difference between AD and CN in the change of fALFF per 10 years.
Simulation Experiment
We examined the performance of the proposed method via a simulation experiment. To simulate realistic ROI-level time series, we randomly selected a CN subject "002 S 5230" and an AD subject "006 S 4153" from the ADNI dataset. The time series in the left PCU were detrended and the spectra were estimated using the proposed Bayesian longitudinal method. We used the estimated spectra of the first three visits of both subjects as the true group-level spectra to simulate data. Therefore, the simulated data was ensured to be close to the ADNI data. Then we jittered the ground truth to add subject-specific variability. The data generating process is described below, and demonstrated via a workflow chart in Figure 2. 1. The estimated spline coefficients of the first three visits of both subjects "002 S 5230" and "006 S 4153" were randomly jittered 20 times. Consequently, each subject generated 20 sets of spline coefficients, with each set having 3 visits.
2. We treated the obtained 40 sets of spline coefficients as the true spline coefficients of the 40 generated subjects and calculated the corresponding true spectra using the smoothing spline model.
3. For each visit within each subject, we simulated one time series from the true spectrum using the time-frequency toggle (Kirch and Politis, 2011; Fiecas and von Sachs, 2014) .
We replicated the data generating process to obtain 100 datasets that share a common group-level spectrum, with each individual-level spectrum being the group-level spectrum with an individual-specific and a visit-specific jitter. Each simulated dataset contains 20 CN subjects and 20 AD subjects, with each subject having 3 visits and each visit within each subject having one time series.
[ Figure 2 about here.]
We implemented the proposed Bayesian longitudinal method on each simulated subject to estimate the spectra of the time series of the three visits simultaneously. At each MCMC iteration, we recorded the estimated spline coefficients and the estimated log spectra. A point estimate of the log spectrum value at each frequency grid was obtained by averaging over the simulated Markov chain.
A nominal 95% Bayesian credible interval of the log spectrum value at each frequency grid was constructed using the 2.5% and 97.5% sample quantiles. The point estimate and credible intervals for log spectrum were then exponentiated to obtain the corresponding point estimate and credible interval for the spectrum.
To assess the quality of the spectral estimation, we considered two error criteria: the mean squared error (MSE) for estimating the log spectrum evaluated at each frequency, and the total variation distance (TVD) between a normalized spectrum estimator and the true normalized spectrum. TVD measures the dissimilarity between two spectra in terms of the distribution of the power We examined the performance of three methods: the smoothed periodogram, the single-visit Bayesian model, where the multiple visits of each subject were treated as independent single-visit subjects, and the proposed longitudinal Bayesian method that models the correlation across visits.
The first method is a standard approach in practice (Shumway and Stoffer, 2011) . Comparing the second and third methods allows us to see the gains in performance by accounting for the correlation across visits. We compared the methods using the percent improvement in TVD or MSE relative to the TVD or MSE in using the smoothed periodogram.
We paid special attention to how well we estimated fALFF, the variable of interest in our ADNI data analysis. Three frequency bands were considered for fALFF calculation: the low-frequency band (0.01-0.08 Hz), slow-4 (0.027-0.073 Hz), and slow-5 (0.01-0.027 Hz). For each simulated time series, we computed a spectrum estimate, based on which the fALFF was approximated and a squared error was obtained. Then by averaging across all subjects within a simulated dataset, we obtained an estimate for MSE. Figure 3 shows the log spectrum estimates of two randomly selected subjects obtained using the proposed method and the smoothed periodogram approach. As observed in Figure 3a visit 1-3 and Figure 3b visit 3, the smoothed periodogram estimates using GCV appeared too flat. In comparison, the estimates obtained using the proposed model were in better shape. On the other hand, the log raw periodogram could be very low at frequency 0, as presented in Figure 3a visit 3 and Figure 3b visit 3, thus pulling down the smoothed periodogram. By borrowing information from the other visits of the same subject, the Bayesian longitudinal method overcame this problem.
Results
ADNI data analysis
[ Figure 3 about here.] Figure 4 shows for each ROI the estimated within-subject correlations of all subjects. Recall that the window of the correlation coefficient is 3 months. The degree of within-subject correlation varied across subjects and across regions. In general, the correlations appeared well above zero.
For most subjects, we observed moderate to high correlations in all the ROIs.
[ Figure 4 about here.] Table 1 shows the point estimates and the 95% credible intervals for the age effect, the group effect I AD , and the interaction between age and I AD . Recall that we rescaled age in the unit of 10 years, as described in Section 2.4.2. The age effect appeared significant in the bilateral PCU and PU. Specifically, fALFF decreased between 0.01 to 0.04 every 10 years in the left PCU and the bilateral PU, while in the right PCU, the decrease was between 0.00 to 0.03. In all the eight ROIs, AD patients had significantly lower fALFF than CN subjects. The largest difference between AD and CN was in the bilateral PCU. The interaction between age and I AD showed no difference between AD and CN except in the left PCU, where fALFF decreased with age in the CN group.
[ Table 1 about here.] Figure 5 compares the log spectrum estimates of two randomly selected subjects obtained using the proposed Bayesian longitudinal method, the single-visit Bayesian method and the smoothed periodogram approach with GCV for automatic bandwidth selection. We observed that GCV tended to over smooth. Compared to the smoothed periodogram approach, Bayesian methods better captured the shape of the curve. The longitudinal estimate was generally closer to the truth than the single-visit estimate, especially at the ends and in regions with sharp curvatures. By forcing similar spectrum estimates across visits, the longitudinal estimate was smoother and more accurate, while the single-visit estimate appeared too variable.
Simulation Experiment
[ Figure 5 about here.] Figure 6 compares the three spectral estimation methods using two error criteria: MSE integrated across all frequencies, and TVD from the true spectrum. With each criterion, we observed that both Bayesian methods had generally smaller estimation errors than the smoothed periodogram approach. Further, the longitudinal Bayesian model showed smaller errors than the single-visit model, which shows the gains in accounting for the within-subject dependence.
[ Figure 6 about here.] Table 2 shows how much the spectral estimation quality was improved by using the Bayesian models instead of the smoothed periodogram approach. Errors were computed for different visits and also integrated as "overall error". The proposed Bayesian longitudinal model showed substantial improvement, generally about 24% and 17.5%, measured in MSE and TVD, respectively. Compared to the single-visit Bayesian model, the longitudinal model was at least 5 times better when using MSE, and 2 times better when using TVD.
[ Table 2 about here.] The take-home message was that the proposed longitudinal method allows for modeling developmental trends across aging, which cross-sectional models cannot do. In addition, we were able to obtain more precise estimates of the spectra by borrowing information across visits within an individual.
Discussion
In this study, we developed a Bayesian longitudinal model for the spectra across visits in order to model and estimate longitudinal trends of fALFFs. Using our model, we found that i) many regions showed a decrease in fALFF values between AD and CN, ii) the fALFF values from many regions decreased with aging, and iii) the differences between AD and CN in the fALFF values and their longitudinal trends were frequency-dependent.
When looking at the entire low-frequency band (0.01-0.08 Hz), we saw that the bilateral PCC and the bilateral PCU had lower fALFF values for those with AD. The disruption in the low frequency oscillations from these regions has been observed in cross-sectional studies on those with amnestic mild cognitive impairment or AD (Han et al., 2011; Liu et al., 2014; Cha et al., 2015; Long et al., 2016) . Indeed, the PCC and PCU make up a part of the DMN, and the DMN has been shown to distinguish AD from healthy aging (Greicius et al., 2004) . Furthermore, previous cross-sectional studies have provided evidence of disruption in the activity and in the functional networks that involve the SMA and the PU Binnewijzend et al., 2012; Vidoni et al., 2012) .
Healthy aging is associated with cognitive decline that affects speed, episodic memory, and reasoning, with effects most pronounced after the age of 60 (Hedden and Gabrieli, 2004) . Our results showed that aging is associated with a decrease in low frequency activity, which agrees with previous studies on aging effects. For instance, previous studies have shown decreased activity in the DMN and disruptions in connectivity networks (Damoiseaux et al., 2007; Onoda et al., 2012) .
While results on aging effects on the DMN are fairly consistent, there have been contrasting results on aging effects that involve motor and subcortical networks (Sala-Llonch et al., 2015) . Activity in the low frequencies within the SMA and the DMN have been shown to correlate negatively with age (Hu et al., 2014 ). Though we found aging effects in the PCU and the PU in the low-frequency band, we did not find aging effects in the PCC and the SMA. However, we did not find aging effects in fALFF in the slow-4 and slow-5 frequency bands except in the slow-4 frequency band for the PU, contrasting a previous study (Ren et al., 2016) . We point out that previous resting-state fMRI studies on normal aging have compared cohorts comprised of "young" and "old" participants or were conducted using a sample of participants that covered a wide range in age (Damoiseaux et al., 2007) , which contrasts our analysis that leverages the longitudinal design of ADNI to study aging effects, and so our results on the longitudinal changes in fALFF enrich the existing literature on the aging effects on low frequency oscillations.
MCMC often raises computational challenges when data is high-dimensional, as is the case in longitudinal fMRI studies. Indeed, a voxel-level analysis was impractical, hence, we worked with ROI-level fMRI signals, substantially reducing the computation time. As spectral estimation was independent between ROIs and between subjects, we were able to run jobs in parallel or on several machines simultaneously. Additionally, using HMC instead of random walk Metropolis-Hastings effectively lowered the computational cost.
Missing data is not uncommon in longitudinal fMRI studies. For example, situations may arise where data must be thrown out due to excessive movement or scanner artifact. Data might also be missing due to missed appointments or attrition. Note that in spectral estimation, missing data means missing a whole spectrum curve instead of only one observation. The problem of missing data makes analysis even more challenging. In non-imaging analyses, there is a rich Bayesian literature on handling missing data (Daniels and Hogan, 2008; Diggle and Kenward, 1994; Little and Rubin, 2014; Molenberghs and Kenward, 2007) . We hope to adapt the existing approaches to the longitudinal imaging setting in future research.
Conclusion
We introduced a novel Bayesian model for longitudinal spectral estimation of resting-state fMRI data. The model properly accounts for the correlation inherent in repeated measures data. We also provided a Bayesian framework for subsequent data analysis and inference that accounts for the variation in the estimation of the spectrum. We used our method to study the longitudinal changes in the low frequency components of resting-state fMRI signals from the ADNI database.
We generally saw lower fALFFs in AD and a decreasing trend over time, consistent with previous studies on mild cognitive impairment and Alzheimer's disease. Our results highlight abnormalities of low frequency oscillations in AD and their association with aging.
The code for implementing the proposed method and data analysis is available at https:// github.com/mfiecas/longBayes. 
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