The application of neural networks in natural language processing, including abstractive text summarization, is increasingly attractive in recent years. However, teaching a neural network to generate a human-readable summary that reflects the core idea of the original source text (i.e., semantically similar) remains a challenging problem. In this paper, we explore using generative adversarial networks to solve this problem. The proposed model contains three components: a generator that encodes the long input text into a shorter representation; a discriminator to teach the generator to create human-readable summaries and another discriminator to restrict the output of the generator to reflect the core idea of the input text. The main training process can be carried out in an adversarial learning process. To solve the non-differentiable problem caused by the words sampling process, we use the policy gradient algorithm to optimize the generator. We evaluate the proposed model on the CNN/Daily Mail summarization task. The experimental results show that the model outperforms previous state-of-the-art models.
I. INTRODUCTION
There are tremendous text data available on the internet and thus automatic text summarization tools that help people discover and absorb relevant information faster and more effectively are greatly needed. Automatic text summarization is the process of generating a shorter and human-readable representation that keeps the most salient information of the source text. A summary can be generated from only a single document or multiple documents. We focus on single-document summarization in this paper. By distilling the information automatically, text summarization can aid a lot of downstream applications such as automatic content creation, meeting minutes generation, helping disabled people, scientific research, quick online document reading etc.
There are mainly two approaches to text summarization: extractive summarization [1] and abstractive summarization [2] - [5] . Extractive summarization uses important words, phrases or sentences directly from the original text in a The associate editor coordinating the review of this manuscript and approving it for publication was Paolo Napoletano .
proper way, making them as a summary. In contrast, abstractive summarization method generates word sequences as a summary from its own and there might be totally new words, phrases or sentences that don't appear exactly in the source text document, which is different from the extractive summarization approach. Abstractive summarization is definitely more appealing since it is the approach used by human to write a summary. But it is also much more difficult than extractive summarization.
Another factor that affects the performance of the summary generator is the length of the input text. Obviously, it is more challenging when the input is longer since the algorithm needs to deal with much more complicated temporal relationship. For example, the method proposed in [6] works well when the input is short (one or two sentences). When the input is long (e.g., on the CNN/Daily Mail dataset), the model exhibits undesirable behavior such as repeating phrases and inability to deal with the out-of-vocabulary (OOV) problem [6] - [8] .
Recently, with the development of deep learning, abstractive summarization methods based on deep learning have shown promising results, especially those based on supervised learning. In the sequence-to-sequence framework, different neural networks can be used in this process. Rush et al. [9] used CNNs to encode the input, and another feed-forward neural network to generate the summary. Zeng et al. [7] extended the work in [9] by replacing the decoder with a Recurrent Neural Network (RNN). See et al. [2] used a hybrid pointer-generator network to balance between extractive and abstractive approaches. The pointer network was used to copy words directly from the input text and the generator network was used to generate new words or phrases. The model achieved many abstractive abilities, but higher level abstraction remains an open challenge [2] . Song et al. [10] proposed to include semantic phrase extraction to increase the accuracy. Instead of processing inputs word-by-word, their method processes them phrase-by-phrase. Paulus et al. [3] incorporated deep reinforcement learning approach with standard supervised prediction learning algorithm to train attentional neural networks. The readability and quality of the generated summary were improved. Nallapati et al. [6] applied attentional encoder-decoder recurrent neural networks for text summarization. In addition, various other components (e.g. key-word model and OOV model) were also used to deal with critical problems that cannot be tackled by the basic model. Zhang et al. [11] proposed a pretraining-based method. Their method also depends on the encoder-decoder framework. The encoder encodes input texts as representations through BERT [12] , while the decoder uses a two-stages method to output the final summaries.
This paper focuses on supervised abstractive summarization for long text input. We borrow the idea from [4] . However, instead of constraining the resulting summary to contain sufficient information for the decoder to reconstruct the input text, we use another discriminator to teach the generator to only keep the most salient information. The proposed model can be trained with policy gradient. Our experiments show that this relaxation significantly improves the final results.
The rest of this paper is organized as follows. Section II introduces the previous related work. Section III describes our proposed model, including a generator and two discriminators. Experiments and discussions are presented in Section IV and finally a simple conclusion is drawn in Section V.
II. RELATED WORK
Using neural networks for abstractive summarization is increasingly popular. The first one was reported in [9] where attentional neural networks were used to summarize short input text. State-of-the-art results on the DUC-2004 and Gigaword were achieved. This sequence-to-sequence framework has been improved since then by using recurrent decoders [7] , abstract meaning representation [13] , variational autoencoders with a pre-trained language model to constrain the summary [14] and direct optimization for the ROUGE metric [15] .
Nallapati et al. [6] introduced the CNN/Daily Mail dataset for summarization of longer text. Both abstractive [6] and extractive [16] approaches were evaluated on this dataset and the extractive method was found to outperform the abstractive one with respect to the ROUGE metric. Latter, [2] applied a hybrid method based on Pointer-Generator networks to further improve the performance.
Generative adversarial networks [17] have been used in many applications with promising results. Previous research has shown the effectiveness and practicability of generative adversarial networks in generating word sequences and text summarization. Liu et al. [5] applied generative adversarial network [17] in a supervised way for abstractive summarization. Both the loss computed by the policy gradient [18] and maximum-likelihood loss were used to train the generator. Rekabdar et al. [19] used generative adversarial network with a novel time-decay attention mechanism to generate abstractive summaries. The training process of the generator is based on policy gradient. In addition, Wang and Lee [4] proposed to train a generator to generate short texts, a decoder to reconstruct the input text from the short text generated by generator, as well as a discriminator to restrict the short text to be human-readable. The decoder, also called the reconstructor, is trained to minimize the reconstruction error. The generator is thus restricted to generate a short representation that is able to reflect the core idea of the source input. In this paper, we explore a new way to encourage the generated summary to capture the main idea of the input text. Instead of reconstructing the source text by the reconstructor [4] , we incorporate a text classifier to restrict the output of the generator to keep the salient information of the input text. The text classifier serves as a regularizer, measuring the similarity between the long input text and the generated short text. The similarity score could be used to guide the generator to generate semantically similar texts given source texts.
III. PROPOSED MODEL
In this paper we focus on learning algorithms for abstractive summarization and propose a model based on generative adversarial networks (GANs). Generally, a GAN model involves two opposing networks: a Generator to generate data samples and a Discriminator to distinguish between real data that are sampled from the training data and the generated samples (i.e., fake samples) that are generated by the Generator. These two networks are trained together in an opposing style. The Generator is trained in such a way that for the samples it generates, it is very hard to tell if they are real or fake. Thus the generated samples are more and more real. At the same time, the Discriminator is getting better and better at telling which samples are real or not, pushing the Generator to generate more real samples. Ideally, the Generator is able to generate samples that are ''similar'' to real data when it is well-trained.
To perform text summarization, the generated summaries are supposed to be both human-readable and semantically similar to the source texts. Thus, the proposed model, as depicted in Fig 1, consists of three main components: a generator and two discriminators. The generator, which can be considered as a sequence-to-sequence model, takes raw text as input and generates word sequence as summary output. The first discriminator teaches the generator to output human-readable summaries and thus is referred to as the Readability Discriminator below. The Readability Discriminator is trained by taking the real summaries as positive examples and the ones generated by the generator as negative examples. The generator and the Readability Discriminator together form a GAN [17] . The generator learns to fool the discriminator by generating data that are similar to real data while the discriminator is trained to distinguish real data from fake data. A summary should also capture the salient information of the source text. Training only with the generator and the Readability Discriminator, the text generated by the generator may be irrelevant to its corresponding input text. Therefore, we also incorporate another discriminator (called Similarity Discriminator below), as regularization, to measure the similarity between the output of the generator and the original text. Specifically, we train a neural network as a text classifier on the dataset and then apply this well-trained classifier to encourage the generator to output summaries that maintain the core idea of the input long texts.
More details about these three components will be given below.
A. THE GENERATOR
The generator takes raw texts as input and generates summaries. We use the hybrid pointer-generator network [2] as the generator. The generator could predict words from a vocabulary or directly copy words from the original text.
To train the generator, an input long text
where d i t is a distribution over all words in the lexicon. By sampling a word y i t from the lexicon using the distribution
During training, the output sequence y i is then fed into the Readability Discriminator and the Similarity Discriminator respectively. Theoretically, the loss function for the generator is
where C(x i , y i ) is the output of the Similarity Discriminator, D(y i ) is the output of the Readability Discriminator and α, β are two hyper-parameters to adjust the importance of the above two loss terms. Finally, N is the number of samples in a minibatch.
In practice, because of the non-differentiable problem caused by the words sampling process, we use the policy gradient algorithm [18] to optimize the generator. More details about the training method will be described in Section III-D.
B. THE SIMILARITY DISCRIMINATOR
As a summary, the generated summaries by the generator should reflect the core idea of the original input texts. In addition, the generated summaries should be as concise as possible. We incorporate a neural network as a text classifier to measure the quality between the input texts and the generated summaries. The neural network can be trained on the abstractive text summarization dataset before training the generator. Once it is well-trained, all the parameters for the Similarity Discriminator will be fixed without any updating. However, the similarity score measured by the well-trained network will be back propagated to the generator to optimize the generator. Ideally, the well-trained discriminator should be able to teach the generator how to generate summaries that keeps the most salient information of the input texts.
A summary is supposed to carry all the main points in a concise form without any redundant information. Thus, a high-quality summary should not miss any key information nor contains too much inessential points. To enable the Similarity Discriminator to detect different types of deficiencies of the generated summaries, we construct the Similarity Discriminator to be a 4-classes classifier, instead of a binary one. Specifically, the Similarity Discriminator is trained to classify the generated summaries into one of the following classes:
• Similar class: The input short text is able to reflect the core idea of the long text concisely. During training, the input summary is actually human-written.
• Incomplete class: The short text misses some of the key information of the long text.
• Redundant class: The short text contains too much inessential information, making the summary redundant.
• Irrelevant class: The short text is irrelevant to the long text.
Another motivation to apply a multiclass classifier instead of a binary classifier (i.e., the input text pair is semantically similar or not) is that there is an efficient way to construct the training corpus from the original parallel (i.e., the textsummary pair) training data. As will be described in detailed in our experiments, we used a data augmentation method to increase the quality and diversity of the original training data. Therefore, the Similarity Discriminator takes two texts as input and outputs a probability distribution over four possible classes. As in [20] , we use a parameters-shared encoder to take two texts (i.e., the long text and the short text) as input. The encoder then outputs the representations of the two texts separately. Another matching layer will then apply three operations on the outputs of the encoder: (1) concatenation of these two representations; (2) element-wise product of these two representations and (3) absolute element-wise difference of these two representations. The results of the three operations are then concatenated and fed into a fully connected layer, followed by a four-classes softmax layer to predict the categories. The architecture of the Similarity Discriminator is shown in Fig 2. As for the encoder, we use a CNN-based model. With each filter sliding over time, a feature map is thus generated and then a max-pooling overtime operation is applied to the feature map. To capture more features and obtain salient representations of the texts, we use multiple filters to develop convolutional operations.
During the training time, the Similarity Discriminator takes two inputs: a long text r i and a short text t i . r i and t i are both sampled from the datasets established for training the Similarity Discriminator. Details about establishing the training dataset is described in Section IV-B. There is also a labelû i for each text pair r i − t i . Since the label indicates which class r i − t i should be,û i is a one-hot vector with 4 dimensions. The loss function for the Similarity Discriminator is
where SD(r i , t i ) is the predicted probability distribution over all classes of the Similarity Discriminator, and L ce (·) is the cross entropy loss function. After training, the output of the Similarity Discriminator can be used to measure the similarity between the generated summary y i and the given long text x i . We use the probability of predicting them as ''similar class'' to serve as the signal to indicate that how well the generator does in generating the summaries. Specifically, given x i and y i , the output of the Similarity Discriminator
where P(''Similarity''|x i , y i ) is the probability of the ''similar class'' given x i and y i , will be backpropagated to update the parameters of the generator.
C. THE READABILITY DISCRIMINATOR
Same as the Similarity Discriminator, We use another CNN-based model as the Readability Discriminator to denote the readability of the input text. For each input document q i = q i 1 , q i 2 , . . . , q i m , we apply a convolutional layer with multiple kernels and a max-pooling layer, which is followed by a fully connected layer and another softmax layer. Since the Readability Discriminator predicts the readability of the text, we design the neural network as a binary classifier (i.e., ''human-written'' class and ''generated by the generator'' class). The output of the Readability Discriminator is the probability of the input text q i being human-written:
The training data for the discriminator consists of the human-written short texts 
where q i − are negative examples and q i + are positive examples.
D. POLICY GRADIENT
Both the Similarity Discriminator and the Readability Discriminator do not directly take the generator's output distribution as input. Instead, sampled discrete sequences are used as input to both the discriminators. The non-differential property of the process of sampling words from the generator's output probability distributions makes it difficult for the loss signal from both the discriminators to be directly propagated back to the generator. Thus, We apply the SeqGAN framework [18] to train the proposed model. SeqGAN formulates the problem as a reinforcement learning process. The generator acts as an agent to take actions of sampling words, getting rewards from the two discriminators and using the rewards to update itself. The reward from the Similarity Discriminator tells the generator how well it does in generating summaries that are semantically similar to the source texts. The other reward from the Readability Discriminator guides the generator to output human-readable texts.
We use the policy gradient as in the SeqGAN framework [18] to update the parameters for the θ -parameterized generator. Specifically, the gradient is computed with the following equation:
where y i 1:t means a sampled word sequence with length t, D(y i 1:t ) means the current reward from the Readability Discriminator, C(x i , y i 1:t ) is the similarity reward given by the Similarity Discriminator, P θ (y i t |y i 1:t−1 , x i ) is the probability of generating the word y i t given the input and history output of the generator with the current parameter θ , and finally γ and λ are two hyperparameters. Then we use the gradient to update the parameters θ of the generator:
where lr t is a time-varying learning rate. The policy gradient algorithm for text summarization is shown in Algorithm 1.
Algorithm 1 Policy Gradient Algorithm for Text Summarization
Parameters: θ for the generator, φ for the Readability-Discriminator. 1: while training do 2: while g-step do 3: sample y i from G θ (·|x i ). 4: compute gradient using Eq.(6). 5: update θ using Eq.(7). 6: end while 7:
8:
while d-step do 9: sample q i − from G θ (·|x i ). 10: sample q i + from the dataset. 11: update φ using loss function Eq.(5). 12: end while 13: end while 14: return θ
IV. EXPERIMENTS
We evaluated our model on the CNN/Daily Mail dataset [2] which consists of news articles as well as their corresponding human-written summaries.
A. PROCESSING OF THE DATASET
The CNN/Daily Mail dataset is a benchmark dataset which had been used in much research [2]- [5] . As a long text summarization dataset, the news articles have 781 tokens on average, while the summaries have 56 tokens on average. We used scripts from [6] to get the same version of the data, which contains 287,226 training samples, 13,368 validation samples and 11,490 test samples. Similar to the pre-processing in [2] , we truncated the article to 400 tokens and restricted the output of the generator to 80 tokens.
B. TRAINING OF THE SIMILARITY DISCRIMINATOR
The Similarity Discriminator is a four-classes text classifier. We use the CNN/Daily Mail dataset to train the model. The original dataset contains text pairs that could be labeled as the ''similar class''. We further revise the original text pairs to generate training examples for other classes (i.e., the ''incomplete class''; the ''redundant class'' and the ''irrelevant class''). Specifically, for each paired data from the datasets, we have the source text x i and its corresponding summary z i written by human. All the training examples for the Similarity Discriminator are generated as follows by using the text pair x i − z i :
• Similar class: The original text pairs x i −z i were directly used.
• Incomplete class: Since the short text lacks some of the key points, the first two sentences were deleted from the original human-written summary z i to get z i incomplete . The text pairs x i − z i incomplete was then used for training. • Redundant class: To make the short text carry some redundant information, two sentences randomly chosen from the source text x i were added to the beginning of the human-written summary z i to obtain z i redundant . • Irrelevant class: For simplicity, we randomly picked up another human-written summary from the dataset to form a new text pair x i − z j (i = j ) for training. We established the training dataset using the above method and trained the Similarity Discriminator using Eq. (2) . For the encoder of the Similarity Discriminator, we used convolutional filters with multiple window sizes of 3, 5 and 7. In addition, 128 feature maps for each window size were used. The fully connected layer had 512 hidden neurons. In training the Similarity Discriminator, we used the SGD algorithm for optimization and set the learning rate as 0.1, the weight decay as 0.99 and the size of mini-batch as 64.
The performance of the Similarity Discriminator on a separate testing set are shown in Table 1 . As can be seen, the discriminator can effectively classify most of the input texts into the correct classes. But it seems more difficult for it to distinguish ''incomplete class'' and '' redundant class'' texts from other classes. One of the main reasons may be the way we generated the training examples. To obtain training examples of the ''incomplete class'' or the ''redundant class'', we added or deleted sentences from the original human-written summaries, making it more difficult to discriminate these classes to the real human-written ones (i.e., the ''similar class''). However, as demonstrated by our experimental results below, the Similarity Discriminator is still capable of measuring the semantically similarity between the generated summaries and the original input texts. After being trained, the Similarity Discriminator was not updated anymore during the training of the generator and the Readability Discriminator.
C. PRE-TRAINING OF THE GENERATOR
As for the generator, we used the hybrid pointer-generator network [2] that consists of an encoder and a decoder. The encoder and decoder were both based on an one-layer LSTM [21] with 256 hidden states.
We conducted pre-training for the generator in order to make the generator understand the input texts to a certain extend and generate something meaningful. During pretraining, given an input text document, we used the corresponding human-written summary as the ground truth to train the generator by minimizing the cross-entropy loss. After pre-training, the generator could somehow comprehend and capture some of the essentials of the input text. 
D. PRE-TRAINING OF THE READABILITY DISCRIMINATOR
The Readability Discriminator, indicating the readability of the input text, is also a CNN-based model. Similar as in [22] , we used convolutional kernel windows with size 3, 4 and 5. In addition, 100 feature maps were used for each window size. We aimed to maximize the probability for the positive example and minimize the probability for the negative example. Essentially, the discriminator tries to distinguish between the human-written texts and the texts generated by generator.
Before jointly training the generator and the Readability Discriminator in a GAN, the Readability Discriminator was pre-trained by using the pre-trained generator described above. Specifically, output texts generated by the pre-trained generator were used as negative examples while random samples from the human-written summaries were used as positive examples. After pre-training, the Readability Discriminator could somehow differentiate the human-written texts from the ones generated by the generator. The discriminator was then jointly and adversarially optimized with the generator in the SeqGAN training process.
E. THE SEQGAN TRAINING
The SeqGAN [18] makes it possible to use error signal from the discriminators to optimize the generator when generating sequences of discrete tokens, which is common in natural language processing. We used rewards from the two discriminators to optimize the generator, making it generating more semantically similar and human-readable summaries. During jointly training for the generator, the parameters were updated by Eq.(6) and Eq. (7) . The parameters γ and λ in Eq.(6) measures the importance of the influences from the two discriminators. If γ is too large, the Similarity Discriminator plays a major role and the generated summary may not be human-readable. In contrast, if λ is too large, the Readability Discriminator will dominantly lead the generated summaries, which may be irrelevant to the input texts. Experimentally, we found that setting both γ and λ to 1.0 worked well.
In order to make the discriminators to be able to output rewards given a partly generated text, instead of a fully generated sequence, we run a roll-out generator to sample and used the Monte Carlo Tree Search to evaluate the current rewards [18] . 
F. RESULTS AND DISCUSSIONS
We use the ROUGE score [23] to measure the performance of the proposed model by using the pyrouge toolkit 1 . 1 https://pypi.org/project/pyrouge/0.1.3/ Specifically, ROUGE-1, ROUGE-2 and ROUGE-L (which measure respectively the unigram overlap, bigram overlap and longest common sequence level between the human-written summary and the summary to be evaluated) are reported. The results, together with previous results on this dataset, are shown in Table 2 .
As can be seen from Table 2 , supervised methods usually outperform unsupervised methods. The methods proposed by [4] are based on unsupervised learning, while others, including our model, use supervised learning process for abstractive text summarization. From the ROUGE scores, we can see that the proposed model significantly outperforms other models based on supervised training.
We can also find that teaching the generator to compose abstractive sentences properly remains a challenging problem. This can be seen from the relatively low R-2 and R-L scores, comparing to the R-1 scores. We also observed another fact that the generator tended to generate short sequences rather than long sequences, where each short sentence usually contains one or two key points from the source text. Although we had already restricted the output of the generator to 80 tokens, the generator almost never reached this limitation (i.e., the generated word sequences were usually shorter than 80 tokens). It is much more difficult for the generator to generate long sequences containing most of the important information suitably. This will be one of our future works. Two examples, including the source texts, the reference summaries and the generated summaries, are shown in Table 3 .
V. CONCLUSION AND FUTURE WORK
In this paper we propose a GAN-based model for abstractive text summarization. The model consists of a generator and two discriminators. The Readability Discriminator teaches the generator to generate human-readable texts while the Similarity Discriminator enables the generated summaries to keep the salient information of the source texts. Finally, the generator can generate semantically similar and human-readable summaries given the source texts. The experimental results show that the proposed model significantly outperforms the previous methods.
In the future, it will be interesting to investigate the power of combining the proposed model and the methods proposed in [10] and [11] . In particular, replacing the generator with a pre-trained BERT model and processing the input phrase-by-phrase may help further improve the accuracy.
