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Abstract 
With expanding satellite-based navigation systems, multi-Global Navigation Satellite 
System (GNSS) Precise Point Positioning (PPP) presents an advantage over a single navigation 
system, which improves position accuracy and enhances availability of satellites and signals. The 
York GNSS PPP software was developed using C++ in the Microsoft.Net platform to utilize the 
existing multi-GNSS satellite constellations based on the software processor used by the Natural 
Resources Canada (NRCan) PPP online service. The software was built as a robust, scalable, 
modular tool that meets the highest of scientific standards compared to existing online PPP 
engines. There exists a correlation between receiver stations from heterogeneous networks, such 
as the IGS, in GNSS PPP processing and the increase in magnitude of the pseudorange and carrier-
phase biases in both GPS + GLONASS and GLONASS-only PPP solutions. The correlation is due 
to mixed receiver and antenna hardware as well as firmware versions. Unlike GPS, GLONASS 
observations are affected by the Frequency Division Multiple Access (FDMA) satellite signal 
structure, which introduces inter-frequency channel biases and other system biases.  
The GLONASS pseudorange inter-channel frequency biases show a strong correlation with 
different receiver types, firmware versions and antenna types. This research estimated the 
GLONASS pseudorange inter-frequency channel biases using 350 IGS stations, based on 32 
receiver types and 4 antenna types over a period of one week. An improvement of 19% was 
observed after calibrating for the pseudorange ICBs, in the horizontal components respectively, 
considering a 20 minutes convergence period. 
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Chapter 1  
Introduction to GNSS Precise Point Positioning 
Precise Point Positioning (PPP) is one of a handful of algorithmic techniques to estimate 
position and time using a Global Navigation Satellite System (GNSS) receiver. PPP processing 
requires the collection of observations from a single receiver through the process of trilateration to 
determine the axial coordinate components and time, while applying correction parameters such 
as atmospheric refraction delays, clock errors, earth rotation, code multipath, relativity, code 
biases, and noise. 
In recent years, researchers, educators and engineers have adapted the PPP technique 
through modified and improved algorithms for various applications. PPP in commercial 
applications include precision farming in the agricultural industry, sensor positioning for seafloor 
mapping in marine applications, airborne mapping, land surveying, photogrammetry and remote 
sensing (Bisnath and Gao, 2007). 
1.1 Brief Overview of GNSS and PPP 
PPP is a standalone precise Global Positioning System (GPS) point positioning approach 
that uses un-differenced, dual-frequency pseudorange and carrier-phase observations along with 
precise satellite orbit and clock products to produce decimetre to sub-centimetre positioning in 
real-time and post-processing (Cai, 2009). Positioning techniques such as relative GPS 
positioning, Real-Time Kinematic (RTK) and Network RTK require the use of more than one 
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receiver. In contrast, PPP, as a cost-effective technique, requires a single user GNSS receiver with 
no additional local GNSS infrastructure, to achieve sub-centimetre horizontal and few centimetre 
vertical positioning accuracy. Static and kinematic data processing can be done using the PPP 
technique either in post-processing or real-time mode (Gao and Chen, 2005; Héroux et al., 2004; 
Leandro, 2009).  
Precise positioning and navigation becomes an asset in remote areas where reference 
stations are not available. In recent years, Collins et al. (2008) determined the plausibility of using 
real-time PPP technique in the determination and monitoring of seismic activities by resolving 
PPP non-integer ambiguities. By assessing the performance of PPP, it is possible to further extend 
to other scientific applications such as satellite clock error estimation, satellite pseudorange bias, 
pseudorange multipath estimation and ionospheric delay estimation (Leandro et al., 2010). As 
more visible satellites and observations are made available by the advancement and modernization 
of various satellite constellations, a combined use of various satellite systems in PPP is expected 
to improve the positioning accuracy, reliability and solution convergence period.  
Various satellite navigation constellations are in existence including GPS, GLONASS, 
BeiDou and Galileo. GPS was created and realized by the U.S. Department of Defense (DoD) and 
was originally operated with 24 satellites. It became fully operational in 1994. Each GPS satellite 
continuously transmits a microwave radio signal composed of two carriers, three to four codes, 
and a navigation message. GPS applies the code division multiple access (CDMA) principle, and 
as such, each GPS satellite emits a different Pseudo Random Noise (PRN) code. GPS was 
originally developed as a military system, but was made available to civilians as well. However, 
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to keep a military advantage, the U.S. DoD provides two levels of GPS positioning and timing 
services: the Precise Positioning Service (PPS) for military use and the Standard Positioning 
Service (SPS) for everyone (El-Rabbany, 2002). GPS is currently undergoing a system 
modernization which will result in the improvement of the performance of GPS services. 
GLONASS is a radio-based satellite navigation system operated for the Russian 
government by the Russian Aerospace Defense Force. It complements and provides an alternative 
to GPS and is currently the only other fully-operational alternative navigation system in operation 
with global coverage and similar precision. Each satellite transmits the same PRN code but at 
different frequencies. GLONASS had achieved 100% global coverage with a full orbital 
constellation of 24 satellites. The GLONASS satellites' designs have undergone several upgrades, 
with the latest version being GLONASS-K (Reshetnev Company, 2010). 
GALILEO is currently being built by the European Commission (EC) and European Space 
Agency (ESA). One aim of GALILEO is to provide a high-precision positioning system upon 
which European nations can rely on, independent from GPS and GLONASS that may be disabled 
in times of war or conflict. To achieve this independence, ten navigation signals have been defined 
in four frequency bands. To increase the reliability and capabilities of the signals, three different 
ranging codes will be used, namely the open-access ranging code, commercially encrypted ranging 
codes and government encrypted ranging codes. As with GPS, GALILEO’s modulation scheme 
follows the CDMA principle (Hofmann-Wellenhof and Lichtenegger, 2008). Completion of the 
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30 satellite free service GALILEO system (27 operational + 3 active spares) is expected by 2019 
( European Space Agency, 2011). 
 The Chinese government BeiDou navigation satellite system consists of five Geostationary 
Earth Orbit (GEO) and thirty Medium Earth Orbit (MEO) satellites transmitting on various ranges 
of carrier frequencies. The BeiDou ground segment consists of a master control station, upload 
station, and monitor station. BeiDou is intended to be compatible with GPS, GLONASS, and 
GALILEO receivers in terms of signal modulation and interoperability. Two kinds of services will 
be provided: an open service, designed to provide positioning accuracy within 10 metres, velocity 
accuracy within 0.2 metres per second and timing accuracy within 50 nanoseconds; and an 
“Authorized Service” which will also provide “safer” positioning, velocity, timing communication 
services, and integrity information for authorized users (Dou and O’Keefe, 2013). 
 Table 1.1 summarizes the major differences and similarities between the satellite 
navigation systems. The space segment is the main difference between the four navigation systems. 
GPS consists of 24 nominal active satellites in 6 orbital planes. GLONASS consists of 24 nominal 
satellites in three orbital planes. Galileo will consist of 30 satellites with 27 of them operational, 
and 3 as spare satellites spaced around the plane in three circular Medium Earth Orbit (MEO)  
orbital planes. BeiDou consists of 35 satellites including 5 Geostationary (GEO) satellites and 30 
MEO satellites. GLONASS is different from the other navigation systems as each satellite 
transmits at its own frequency  with the same code whereas GPS, Galileo, and BeiDou transmits 
at the same frequency but have different modulated codes.  
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Characteristics GPS GLONASS GALILEO BEIDOU 
First launch February 1978 October 1982 December 2005 April 2007 
FOC February 1995 January 1996 – 
December 2011 
-- Up to 2020 
Funding public public public and private public 
Nominal SV 
number 
24 24 27 27 
Orbital planes 6 3 3 3 
Orbital 
inclination 
55° 64.8° 56° 55° 
Semi-major 
axis 
26,560 km 25,508 km 29,601 km 21,500 km 
Orbital plane 
separation 
60° 120° 120° -- 
Revolution 
period 




WGS-84 PZ-90 GTRF CGS2000 










CDMA FDMA CDMA CDMA 
Number of 
frequencies 







L1: 1,575.420 G1: 1,602.000 E1: 1,575.420 B1: 1,575.420 
L2: 1,227.600 G2: 1,246.000 E6: 1,278.750 B2: 1,191.795 
L5: 1,176.450 G3: 1,204.704 E5: 1,191.795 B3: 1,268.520 
Number of 
ranging codes 
11 6 10 -- 
 
Table 1.1: GPS, GLONASS, GALILEO and BeiDou comparison (Compiled from Hofmann-
Wellenhof et al., 2007; Daly and Kitching, 1990; Dawoud, 2012)  
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Thus, GLONASS uses Frequency Division Multiple Access tecnique (FDMA) while GPS, Galileo 
and BeiDou use Code Division Multiple Access (CDMA) technique (Hofmann-Wellenhof et al., 
2007; Daly and Kitching, 1990; Dawoud, 2012). 
1.2  Current GNSS PPP research issues 
This section discusses key current GNSS PPP research topics in the fields of ambiguity 
resolution, integration of other GNSS satellite constellations in PPP and real-time positioning. One 
common but relatively undiscussed issue which poses a hindrance in achieving improvements in 
the fields of research highlighted, is the mitigation of GNSS equipment biases. The quest for 
increased PPP performance has heighten the desire to examine possible ways to mitigate these 
GNSS equipment biases. 
1.2.1 Integration of GPS and GLONASS in PPP 
In environments such as urban canyons, mountainous areas and open-pit mines, the 
visibility of signals is hindered and available signals become insufficient. The integration of GPS 
and GLONASS constellations provides more signals, enhances satellite geometry and improves 
the quality of solutions in PPP processing (Shen and Gao, 2006; Li and Zhang, 2013). 
By differencing out measurements between two receivers, satellite specific errors such as 
atmospheric errors, as well as clock and orbital errors, are mitigated. However, in PPP, only a 
single GNSS receiver is used which presents a challenge in mitigating the satellite specific errors. 
To estimate and correct for the atmospheric errors and satellite orbital and clock errors, precise 
satellite and clock corrections and satellite orbits are provided as a product by organizations to 
      7 
enhance the accuracy of PPP solutions. The International GNSS Service (IGS) has been providing 
precise satellite clock and orbit products as well as atmospheric parameters since 1994. These 
products have different accuracy levels and latencies. The products are therefore grouped into the 
“ultra-rapid”, “rapid” and “final” products, based on the needed accuracy, latency and sampling 
rate. Table 1.2 summarizes the GPS precise orbits and clocks produced by IGS. 
Orbits and Clock products Accuracy Latency Updates Sampling 
rate 
Broadcast orbit ~100 cm Real time 
-- daily clock ~5 ns rms   
~2.5 ns SDev 
Ultra-Rapid  
(predicted half) 
orbit ~5 cm Real time Four times 
daily 
15 min clock ~3 ns rms  
~1.5 ns   SDev 
Ultra-Rapid  
(observed half) 
orbit ~3 cm 3 - 9 hours Four times 
daily 
15 min 
clock ~150 ps rms  
~50 ps   SDev 
IGS Rapid orbit ~ 2.5 cm 17 - 41 hours 
daily 
15 min 
clock ~75 ps rms  
~25 ps   SDev 
5 min 
IGS Final orbit ~2.5 cm 12 - 18 days 
weekly 
15 min 
clock ~75 ps rms  
~20 ps   SDev 
5 min 
*SDev (Standard Deviation)  *rms (root mean square error) 
Table 1.2: GPS Precise satellite orbit and clock products (IGS, 2013) 
The introduction of the International GLONASS Experiment (IGEX-98) (Willis et al., 
1997) and GLONASS Service Pilot Project (IGLOS) (Weber and Slater, 2001) have made 
GLONASS precise orbit and clock products available to PPP end users. Four IGS Analysis Centres 
are currently providing GLONASS precise and clock products; CODE (University Berne, 
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Switzerland), IAC (Information-Analytical Centre), ESA/ESOC (European Space Agency / 
European Space Operations Centre, Germany) and BKG (Bundesamt für Kartographie und 
Geodäsie, Germany). Table 1.3 summarizes the accuracy, latency, updates and sampling rates from 
these Analysis Centres. 
Orbit and Clock products Accuracy Latency Updates Sampling rate 
IGS Final orbits ~3 cm 12 – 18 
days 




orbit -- 1 day -- 15 min 
clock -- 5 min 
IAC Final orbit ~ 15 cm 5 days -- 15 min 
clock ~ 1.5 ns 5 min 
ESA/ESOC 
Final 
orbit -- -- -- 15 min 
clock -- 5 min 
Table 1.3: GLONASS precise orbit and clock products (IGS, 2013)  
It must be noted that there is a direct relation between the quality of the precise orbit and 
clock products and the positional accuracy of solutions in PPP. A level of agreement of 1.5 ns 
exists between IAC and ESA post-mission GLONASS clock values (Oleynik, et al., 2006). 
In Figure 1.1, it can be observed that from GPS weeks 1720 to 1786, the solutions of the 
AC Final orbits were consistent at the 5 - 20 mm level (European Space Agency, 2011). As shown 
in the figure, the ESA final solution is comparable to the combined IGS Final solution in the order 
of a few millimetres in the weighted rms. 
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Figure 1.1: Weighted orbit RMS of the ESA products and AC Final orbits solutions between 
December 2012 and April 2014, with comparison to the IGS Final orbit products (European 
Space Agency, 2011) 
Cai and Gao (2013) assessed the performance of GPS and GLONASS PPP by 
implementing a combined GPS and GLONASS PPP model. The results showed an improvement 
in the position accuracy from GPS-only solutions of 39%, 30% and 60% in the easting, northing 
and up components. The kinematic results also improved by more than 50%. Choy et al. (2013) 
compared the performance of GPS-only and combined GPS and GLONASS PPP for static and 
kinematic positioning modes. Using very few stations, the horizontal and vertical accuracy was 
within 1 cm and 2 cm, respectively, for GPS-only PPP in static processing. The addition of 
GLONASS did not improve the accuracy significantly. The performance of the combined GPS 
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and GLONASS PPP in kinematic mode, showed improvement of 43% and 25% in the horizontal 
and vertical components,  respectively. 
Wang et al. (2012) further investigated the trend and periodic residual characteristic of 
combined GPS and GLONASS observations. Their results showed that the positional accuracy of 
GPS was better than that of GLONASS by an improvement of 38%, 17% and 1.2% in the northing, 
easting and up components, respectively. Regular variations in the residuals including trend and 
periodic items were also investigated. To mitigate these trends and periodic characteristics, an 
error compensation model was proposed.  
Tu et al. (2013) analyzed PPP convergence period using a combined GPS and GLONASS 
approach. The receiver’s differential code biases (DCB), which is the pseudorange bias between 
the C/A-code and precise code observables, were estimated by treating them as unknowns. It was 
concluded that though there was not a significant improvement in the positional accuracy, there 
was a positive impact on the satellite availability and geometry. By estimating the receiver DCBs, 
there was a 20% reduction in convergence period, as well as an improvement in the Position 
Dilution of Precision (PDOP), which is a measure of the geometric strength of the solution. The 
horizontal error was better than 10 cm considering 10 minutes convergence period.  
Li and Zhang (2013) further analyzed the integration of GPS and GLONASS observations 
with the aim of accelerating the convergence period in a combined GPS and GLONASS PPP static 
and kinematic processing. Using 178 IGS stations, the contribution of GLONASS measurements 
to ambiguity resolution in PPP, was investigated. GPS integer ambiguities were fixed while 
GLONASS ambiguities were left as “float” real values. The results indicated that the average 
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convergence time was reduced by 46% from 23 to 12 minutes in static mode and by 58 % from 41 
to 18 minutes in kinematic mode, respectively, for ambiguity-float PPP. The convergence time 
was also reduced by 27% from 22 to 16 minutes in static mode and by 42% from 34 to 20 minutes 
in kinematic mode, respectively, for ambiguity-fixed PPP.  
The coordinate and time reference frames for GPS and GLONASS are different. The 
difference in time is due to the different realizations of Coordinated Universal Time (UTC) used. 
Concerning coordinate reference differences, GPS adopts World Geodetic System (WGS) 84 
while GLONASS adopts Parametry Zemli (PZ) 90. Differences are observed in the accuracy of 
the time and coordinate reference framework of GPS and GLONASS which constitutes inter-
system biases (ISBs). These inter-system biases (ISB) were estimated by Chen et al. (2013) by 
analyzing the combined GPS and GLONASS system bias product of the Shanghai Astronomical 
Observatory (SHAO) GNSS Analysis Centre. The conclusions included the fact that receivers of 
the same type have similar ISBs, but the ISBs are different for different receiver types. The same 
pattern was observed with varying ISBs for all stations, which was indicative of the fact that the 
system time offset plays a role in the variations of the ISBs over a long time. The relationship 
between the ISBs and antenna types was investigated and it was concluded that the ISBs are 
influenced by different antenna types. The ambiguities however were found to absorb the ISBs 
and, as such, made no impact on the final positional accuracy of the solutions. 
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1.2.2 Ambiguity resolution in multi-GNSS PPP 
It is well known that one of the problems PPP faces is a long initial solution convergence 
period. Though PPP takes full advantage of both the pseudorange and carrier-phase measurements, 
the ambiguity components in the carrier-phase measurements affect the final solution accuracy. 
The unresolved ambiguities are not integers due to the presence of so-called un-calibrated phase 
delays (UPDs) which are a function of the unknown cycles of the carrier waves (Collins et al., 
2010; Ge et al., 2008; Geng et al., 2010; Leandro et al., 2006; Shi and Gao, 2010). It becomes 
imperative that the unknown cycle ambiguities are resolved as this is a key component to obtaining 
sub-centimetre to millimetre-level GNSS positioning.  
In a generalized sense, GNSS ambiguity resolution can be looked at through a three step 
approach. First, a “float” solution is obtained through a least-squares adjustment while the integer 
component of the ambiguities is discarded. Second, the integer constraints are estimated by 
adjusting the real-valued float solution of the ambiguities. And third, the float solution of the 
position, satellite and receiver clock parameters, as well as any remaining parameters, are corrected 
for due to their correlation with the phase ambiguities, resulting in a centimetre to millimetre 
“fixed” solution  (Teunnissen and Odijik, 1999). 
One of the profound problems of GNSS carrier-phase positioning is that it requires real-
time integer ambiguity resolution. The last twenty years have seen a plethora of research on GPS 
ambiguity resolution with different developed approaches. Some of these approaches include the  
Least-squares Ambiguity Decorrelation Adjustment (LAMBDA) (Teunissen and Verhagen, 
2009a; Teunissen and Verhagen, 2009b; Teunissen, 2003), Fast Ambiguity Search Filter (FASF)  
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(Chen, 1994), Ambiguity Function Method (AFM) (Erickson, 1992), Three/Multiple Carrier 
Ambiguity Resolution (TCAR/MCAR) (Werner and Winkel, 2003), Fast Ambiguity Resolution 
Approach (FARA)  (Hofmann-Wellenhoff et al., 2001), and Cascading Integer Resolution (CIR)  
(Jung et al., 2000). However, a challenge still remains with quickly fixing these ambiguities 
correctly (Liu et al., 2014). 
Due to the Frequency Division Multiple Access (FDMA) signal structure of GLONASS 
satellites, ambiguity resolution for GLONASS is much more complicated compared to GPS. The 
GLONASS double-differenced carrier-phase observations can be significantly influenced by inter-
frequency channel biases. It is a difficult task in estimating the inter-frequency channel biases for 
mixed receivers, as well as separating these biases from the ambiguity terms. It therefore becomes 
a daunting task for GNSS software applications to resolve and fix GLONASS ambiguities, 
especially if heterogeneous receiver types are used. Rather, the float estimates of the GLONASS 
ambiguities absorb the inter-frequency channel biases. Even though the ambiguity resolution 
integrity of GPS is improved by using this approach, it is expected that by fixing GLONASS 
ambiguities to integers, the full potential of GLONASS will be realized enhancing the solution 
accuracy in GNSS PPP  (Takac, 2009). 
1.2.3 Real-time PPP positioning 
Over recent years, there has been a shift of focus from PPP post-processing to real-time 
positioning solutions. The IGS continues to develop real-time orbit and clock streaming since the 
introduction of the IGS Real-Time Project in 2007 (Ge et al., 2008). Since the launch of the Real 
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Time Service (RTS) in 2013, the IGS has freely distributed real-time GPS orbit and clock 
correction in the RTCM format. This service has made real-time PPP solutions possible despite a 
few seconds of delay (Grinter and Roberts, 2013).  
With the expanding GNSS constellations, more signals are being introduced warranting 
new or improved receiver hardware and a growing real-time network. The advent of the IGS Multi-
GNSS Experiment (M-GEX) offers innovative ways to improve the collection of measurements 
from tracking networks. However, a challenge is presented to both the IGS and GNSS 
communities regarding the streaming of real-time corrections from different satellite 
constellations:  How to guarantee availability, accuracy and consistency from varying satellite 
constellations. Thus, the need for application-based and receiver hardware innovations becomes 
necessary (Caissy et al., 2012). 
1.3 Problem statement and objectives 
Given that GLONASS measurements are based on the FDMA satellite signal structure, 
inter-frequency channel biases (ICBs) and other system biases are introduced. The effects of these 
biases are visible in the pseudorange and carrier-phase residuals, which affect GLONASS PPP 
convergence period and un-differenced ambiguity resolution. Current research has shown the 
correlation between receiver stations from heterogeneous networks, such as the IGS, in PPP 
processing and the increase in magnitude of the pseudorange and carrier-phase ICBs in both GPS 
+ GLONASS and GLONASS-only PPP solutions. Discounting other system biases which may be 
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present, the correlation is due to mixed receiver and antenna hardware types, differences in 
firmware versions, and irregularities in the updates of the receiver equipment at the stations. 
With new and expanding satellite constellations, it is expected that PPP convergence period 
will decrease due to improved geometry, more observations and stronger signals. However, the 
inclusion of GLONASS has introduced additional biases that need to be accounted for in the data 
processing or else this relationship will not hold. So does the current performance of GLONASS 
PPP reflect the limits of the processing technique, or by accurate modelling of GLONASS biases 
can there be improvements in the solution accuracy and reliability? And can the behaviour of the 
ICBs help mitigate the effect of these biases that compromise the solution integrity of GPS + 
GLONASS and GLONASS-only PPP? 
With an increasing number of receiver and antenna hardware types available, the error 
modelling for the pseudorange and carrier-phase biases becomes more complex. In the GNSS 
community, there is also a limited understanding of these equipment biases, which introduce 
varying magnitudes of observable error due to each receiver-antenna combination. 
A strong correlation between the pseudorange ICBs and receiver firmware and antennas 
exists, which relates to the differences that exist in the estimated inter-channel biases and similar 
firmware of the same receiver types. Currently, there is no standard correction format for PPP 
users in relation to these biases given a specific receiver firmware or antenna type. This research 
proposes a possible GLONASS ICB correction using 350 IGS stations, based on 32 receiver types 
and 8 antenna types, by observing the unique trends observed in the bias estimates in relation to 
the GLONASS satellites. 
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The Multi-GNSS Experiment (MGEX) was established by the IGS for the tracking and 
analysis of available GNSS signals. Signals are from any space-based augmentation system 
(SBAS), as well as from GNSS systems such as GPS, GLONASS, BeiDou, Galileo and Quasi-
Zenith Satellite System (QZSS). One of the roles of the Analysis Centres within the MGEX 
network involves the estimation of inter-system calibration biases (IGS, 2014). These biases 
include the derivation of DCBs for all available GNSS signals by differencing ionosphere-free 
pseudoranges (Montenbruck et al., 2014). The derived MGEX DCB corrections were applied in 
this reseach in the estimation of the pseudorange ICBs.  
While these pseudorange and carrier-phase equipment biases do not cause significant errors 
in GLONASS PPP positioning results, and have almost no effect on GPS PPP results, they impact 
float ambiguities and associated float covariance estimates in this processing.  By improving these 
estimates, more accurate fixed PPP solutions can be produced and more quickly. Further analysis 
will be done to evaluate the realism of the associated float covariances with bias modelling, and 
the impact on PPP fixed solutions. 
In summary, the research objectives mainly focus on developed algorithms and models for 
the combined PPP satellite navigation constellations using dual-frequency, un-differenced 
pseudorange and carrier-phase observations and assessing the performance of PPP by estimating, 
calibrating and proposing corrections for GLONASS pseudorange ICBs. As a result, the following 
objectives are intended to be achieved: 
1. Implementation of GNSS PPP models and algorithms in software development. The GNSS 
PPP software is intended to be modular, scalable and capable of handling all constellations. 
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2. Assessment of the performance of PPP from combining data from multiple constellations 
in data processing with regards to the positional accuracy for static applications. 
3. Estimation and analysis of GLONASS pseudorange ICBs and the residual characteristics 
of GPS-only and GPS + GLONASS PPP processing with respect to heterogeneous receiver 
and antenna type combinations. 
4. A novel approach to correcting the pseudorange ICBs in GLONASS-only and 
GPS+GLONASS PPP by observing unique trends in the bias estimates in relation to the 
GLONASS satellites. 
It is expected that by fulfilling the above objectives, some improvements to the positioning 
performance of PPP will be made, including: 
1. The reduction of convergence period. 
2. Increased positional accuracy with regards to static positioning and navigation modes. 
3. The development of a PPP software suite implementing the various PPP algorithms and 
models for combined satellite constellations. This software is intended to be written with 
unmanaged ANSI C++ in the Microsoft.NET framework. 
1.4 Thesis outline 
Chapter 2 details on the development of the multi-GNSS PPP processor. A detailed 
description of the various namespaces, classes, functions and models are given. The chapter 
concludes with significant PPP performance results based on the processing from the York GNSS 
PPP software. Chapter 3 reviews GPS and GLONASS PPP residual characteristics. Focus is given 
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to the relationship between the GLONASS satellites’ inter-frequency channel pseudorange biases 
and various receiver and antenna types. A correction format is proposed with respect to the 
GLONASS satellite PRN, frequency channel number, receiver and antenna types. Validation of 
the estimated biases is demonstrated with the improvement in GLONASS-only and GPS + 
GLONASS PPP solutions. Chapter 4 summarizes all the findings of this work and provides 
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Chapter 2  
Multi-GNSS PPP Software Design and 
Development 
The York GNSS PPP software is a well-developed and sophisticated GNSS measurement 
processing tool that meets high-quality standards for geodetic and research applications. It was 
developed by the author based on the software processor used by the CSRS-PPP online service 
(NRCan, 2010) and is an extension of the GPS PPP processor developed by Seepersad et al. 
(2012). The following sections provide detailed aspects of GNSS data processing, and principles 
of the York GNSS PPP processor. The theoretical components of standard PPP processing are 
reviewed, followed by the architecture and functionalities of the software processor. The chapter 
concludes with results from the York GNSS PPP processor to verify that it meets the highest 
scientific standards of performance. 
2.1 Brief introduction to GNSS data formats 
A well-defined set of standards are followed in defining GNSS data sets. There are many 
advantages provided by standard GNSS data formats which include the ease of exchanging data. 
Two main formats exist: American Standard Code for Information Interchange (ASCII) and binary 
formats. ASCII is generally preferred over the binary formats because binary formats are computer 
operating system dependent (GAGE, 2010).  
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Building a software program to read a standard format description is a challenge. However, 
to process GNSS datasets, it is required for any GNSS data processing software to effectively read 
data in order to process. This section provides brief introduction to existing data formats used in 
GNSS data processing. 
2.1.1 RINEX data format 
Receiver Independent Exchange Format (RINEX) is data interchange format for raw 
satellite navigation system data. RINEX is an ASCII data format developed by the Astronomical 
Institute of the University of Berne for the easy exchange of GNSS data. RINEX is used as a post 
processing file format (static and kinematic) and is not suitable for real-time applications. RINEX 
format includes: GNSS observation data, navigation messages, meteorological data, geostationary 
satellite data, satellite and receiver clock files. Each RINEX file has a specific name convention 
which is essential for downloading and processing purposes (Gurtner, 1993; Astronomical Institute 
of University of Bern, 2007). 
2.1.2 RTCM data format 
The Radio Technical Commission for Maritime Services (RTCM) Special Committee 
developed a specific data format to satisfy industry standards for Real time differential data. This 
format is known as RTCM followed by a specific version number such as RTCM 2.3, RTCM 3.0, 
etc. RTCM standards were originally developed and are constantly being updated by Special 
Committee 104 which is concerned with Differential Global Navigation Satellite System 
(DGNSS). RTCM data are transmitted as a continuous binary data stream. Typically, a complete 
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RTCM data record is transmitted within one second. RTCM compresses the various contents of a 
data record in several message types. Every message within a data record comprises a message 
header and a message body. The message type, time information, the reference station ID, the 
length of the message and further information such as the monitoring status, are all coded in the 
header. The body comprises the relevant operational data for every data type. The length of a 
message depends on the data type (RTCM Special Committee No. 104, 2001). 
2.1.3 SP3 data format 
Precise orbital data (Satellite Position and Velocity), the associated satellite clock 
corrections, orbit accuracy exponents, correlation information between satellite coordinates and 
satellite clock are available in this format. This information can be observed or predicted 
simultaneously with those precise orbits. The structure of this format is different from the RINEX 
format explained earlier. To facilitate exchanging such precise orbital data, the U.S. National 
Geodetic Survey (NGS) developed the SP3 format, which later became the international standard. 
The SP3 file is an ASCII file that contains information about the precise orbital data (in the ITRF 
reference frame) and the associated satellite clock corrections (Spofford and Remondi, 1994). 
2.1.4 ANTEX data format 
The basic results from the absolute GNSS antenna calibration are GNSS carrier-phase 
center offsets and variations (PCV). ANTEX is the international exchange format for antennas’ 
PCV. ANTEX describes all relevant antenna information. Different GNSS, offsets, pure elevation 
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dependent PCV and azimuth and elevation dependent PCV are available.  GLONASS PCV are 
also provided in the ANTEX format (Schmid, 2011). 
2.1.5 IONEX data format 
The defined IONosphere map EXchange format (IONEX) is a data format to exchange, 
compare, or combine Total Electron Content (TEC) maps. TEC is a quantitative description for 
the total number of electrons in the ionosphere of the Earth. IONEX supports the exchange of 2- 
and 3-dimensional TEC maps given in a geographic grid. The IGS network is used to extract 
information about the TEC of the ionosphere on a global scale (Schaer et al., 1998). 
2.2 Standard GNSS PPP processing 
PPP can generally be defined as a positioning technique where a single receiver’s 
coordinates (and time) are determined using precise satellite orbit and clock products. Unlike 
network-based techniques where common errors cancel out, PPP requires that all errors introduced 
by the space segment, signal propagation and user segment, are accounted for.  These errors can 
be mitigated either by elimination, estimation or modelling. The proper handling of these 
systematic and random error sources largely impact the solution integrity of PPP. It becomes 
imperative, in PPP, to mitigate these errors (Hofmann-Wellenhof et al., 2001; Leick, 2004; Boehm 
and Werl et al., 2007; Bisnath and Langley, 2001; Kouba et al., 2001; Mader, 1999; Zhu et al., 
2002). Figure 2.1 shows the processing scheme used in PPP with the correction models needed to 
be implemented. Processing of GNSS data is performed in five main stages, which involve: 
reading of GNSS observations; data pre-processing; application of error correction models; 
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filtering; and output of estimated parameters. The GNSS observations include GNSS RINEX and 
RTCM observations, together with precise orbit and clock products. These observations undergo 
data pre-processing which involves the removal of cycle slips from carrier-phase data. Error 
correction models are applied to account for any possible error sources. Incorporating the corrected 
observables into a sequential least-squares filter and applying functional and stochastic PPP 
models, updated and predicted parameters such as coordinates and ambiguities, are estimated. The 
final output includes station coordinates, receiver clock offset, tropospheric delay and GNSS 
system time differences. 
 
Figure 2.1: Flowchart showing the standard GNSS PPP processing scheme 
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Given that all relevant PPP errors have either been modelled or estimated, the conventional 
un-differenced observation equations can be written as (Wells et al., 1986): 
𝑃𝐿𝑖





𝐺𝑁𝑆𝑆)    (2.1) 
 
𝛷𝐿𝑖
𝐺𝑁𝑆𝑆 = 𝜌𝑖 + 𝑐(𝜕𝑡𝑠 − 𝜕𝑡𝑟)+ 𝑑𝑡𝑟𝑜𝑝 − 𝑑𝑖𝑜𝑛,𝐿𝑖 + 𝑏Φ𝑟𝑖
𝐿𝑖 + 𝑏Φ
𝐿𝑖,,𝑠𝑗 + 𝜆𝐿𝑖 , 𝑁𝐿𝑖 + 𝑑𝑚𝑢𝑙𝑡𝑖(Φ𝐿𝑖)
+
                   𝜀(𝛷𝐿𝑖
𝐺𝑁𝑆𝑆)                 (2.2) 
 
The terms in equation 2.1 and 2.2 are:  
𝑃𝐿𝑖
𝐺𝑁𝑆𝑆  - Pseudorange measurement on L1 or L2 (m) 
𝛷𝐿𝑖
𝐺𝑁𝑆𝑆  - Carrier-phase measurement on L1 or L2 (m) 
𝜌𝑖  - Geometric range (m) 
𝑐  - Speed of light (m/s-1) 
𝜕𝑡𝑠  - Satellite clock error (sec) 
𝜕𝑡𝑟  - Receiver clock offset (sec) 
𝑑𝑖𝑜𝑛,𝐿𝑖  - Ionospheric delay (m) 
𝑑𝑡𝑟𝑜𝑝  - Tropospheric delay (m) 
𝑏𝑃𝑟𝑖
𝐿𝑖 , 𝑏Φ𝑟𝑖





 - Satellite equipment bias for pseudorange and carrier-phase measurements, 
respectively (m) 
𝜆𝐿𝑖  - Wavelength of L1 or L2 carrier waves (m) 
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𝑁𝐿𝑖  - Unknown cycle ambiguity term on L1 or L2 carrier-phases (cycles) 
𝑑
𝑚𝑢𝑙𝑡𝑖(Φ𝐿𝑖)
 - Carrier-phase multipath on L1 or L2 (m) 
𝑑
𝑚𝑢𝑙𝑡𝑖(𝑃𝐿𝑖)
 - Pseudorange multipath (m) 
𝜀(𝑃𝐿𝑖
𝐺𝑁𝑆𝑆) - Pseudorange measurement noise (m) 
𝜀(𝛷𝐿𝑖
𝐺𝑁𝑆𝑆) - Carrier-phase measurement noise (m) 
By linearizing equations 2.1 and 2.2 through the relation of the unknown quantities and the 
observations, equation 2.13 is obtained:  
     𝐴𝛿 + 𝑊 − 𝑉 = 0                                                                             (2.3) 
Where  
𝐴 - Design matrix  
𝛿 - Estimated corrections to unknown quantities 
𝑊 - Pre-fit misclosure vector 
𝑉 - Residual vector 
The design matrix (𝐴) is the partial derivatives of the observation equations with respect to the 
unknown parameters (𝑥) which primarily are the receiver station 3D position (X, Y, Z), receiver 
clock offset (𝜕𝑡𝑟), tropospheric zenith path delay (zpd), carrier-phase ambiguities and hardware 
biases. The design matrix is given as follows: 
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 The misclosure vector represents the differences between the pseudorange or carrier-phase 
observations and the computed pseudoranges and carrier-phases determined through the functional 
model. The misclosure vector elements are determined by the following equations: 
 𝑊𝑃𝐿𝑖𝑓  
= 𝑃𝐿𝑖𝑓  − 𝜌𝑖 − 𝑐𝑑𝑇
𝑗 + 𝑐𝑑𝑡𝑖  − 𝑇𝑧𝑝𝑑  (2.5) 
                                           𝑊Φ𝐿𝑖𝑓
= Φ𝐿𝑖𝑓 − 𝜌𝑖 − 𝑐𝑑𝑇
𝑗 +  𝑐𝑑𝑡𝑖  − 𝑇𝑧𝑝𝑑 − 𝜆𝐿𝑖𝑓𝑁𝐿𝑖𝑓


























                                                                          (2.7)  
The weight matrix for stationary receivers is given as: 















                                                         (2.8) 
The weight coefficient matrix with respect to the estimated parameters is given as: 
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                                                                     𝑃𝑥 = 𝐶𝑥
−1                                                              (2.9) 
where  𝐶𝑥 is the a priori variance-covariance matrix. 
                                                     𝑋𝑇 = [𝑥 𝑦 𝑧 𝑑𝑡 𝑧𝑝𝑑 𝑁𝑗=1,𝑛𝑠𝑎𝑡
𝑗
]                                        (2.10) 
                                                                 Δ𝑥 = (𝐴𝑇𝑃𝐴 + 𝑃𝑥)
−1𝐴𝑇𝑃𝑊                                            (2.11) 
                                                                            𝑋 ̂ =  𝑥𝑜 +  Δ𝑥                                                           (2.12) 
Given that the carrier-phase observations are about 100 times more precise than the 
pseudorange measurements, the weight matrix of the observations (𝑃𝑙 ) is applied as shown in 
equation 2.8. Using the sequential least-squares approach weighted with a priori weighted 
constraints (𝑃𝑥), the unknown parameter estimates (Δ𝑥), as computed in equations 2.11 and 2.12. 
2.3 York GNSS PPP software 
The York GNSS PPP software is a scalable and modular GNSS PPP processor written in 
C++ using Visual Studio in the Microsoft.NET platform. Its entire design and development is 
within the purview of this thesis. The usage of C++ in developing the GNSS PPP processor makes 
it not only platform-independent but also enhances re-usability. A total of over 27,000 lines of 
C++ codes were written by the author, with 6 namespaces, over 100 classes, over 200 functions 
and over 4000 lines of MATLAB code for the analysis and plotting of results. The proceeding  
sections highlight the various development stages of the GNSS PPP software, detailed object-
oriented structure in the terms of namespaces, classes and some core functions and present the 
software validation and performance. 
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Figure 2. 2 illustrates the software architecture of York GNSS PPP software. It consists of 
four main segments: the data input module; error correction, sequential least-squares module, and 
the parameter output module. The user is required to specify processing parameters and input files. 
All provided data are read and stored in internally defined structures before data-handling checks 
are performed. These data-handling checks constitute the data pre-processing module and involve 
making sure that all necessary satellite data are available, as well as bad data are rejected. The 
correction module depends on user-required data supplied in the form of an observation file, 
precise satellite orbits and clocks, ANTEX file and ocean loading coefficients. The corrected 
observation data goes through the sequential filtering module where position estimates as well as 
other parameters are obtained. The output parameter segment is intended for the purpose of 
evaluation and result analysis. The York GNSS PPP software currently supports post-processing 
using GPS and GLONASS data. However, it has been made modular and scalable   to handle other 
data formats such as RTCM data. Future work would involve real-time processing and the addition 
of other GNSS navigation systems. The following sub-sections provide details in the development 
of the York GNSS PPP processor. Given that it was written in C++ in the Microsoft.NET platform, 
the proceeding sections provide the organizational structure of the entire software by describing 
key components which follow the same framework for all other components. The fundamental 
unit of the software is a function, which contains program code to execute a specific task depending 
on user-defined inputs. A group of functions constitute a class of functions aimed towards a 
particular task. A cluster of classes of functions finally constitute a namespace. Structuring the 
software enhances scalability, modularization and processing speed of the software.   
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Figure 2.2: York GNSS PPP processing engine 
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Four key namespaces were created in the development of the software. Presented in the 
sub-sections are brief descriptions of the details of classes and functions that constitutes the 
namespaces. 
2.3.1 File Readers Namespace 
The File readers’ namespace consists of various classes which are intended for RINEX and 
RTCM operations. These operations involve reading, updating and outputting RINEX and RTCM 
files. The various classes were developed: 
 Class GNSS RINEX reader 
 Class GNSS precise satellite orbits reader 
 Class GNSS precise clock product reader 
 Class GNSS IONEX reader 
 Class GNSS RTCM reader 
 Class GNSS ANTEX reader 
The classes in this namespace contain functions for the purpose of reading various RINEX data 
formats. The main RINEX reader processes RINEX versions 2.11, 2.12 and 3.0. The GNSS 
RINEX reader is a sub-post-processing software package which does not support real-time data 
reading. Appendix A illustrates the RINEX reader design flowchart. The GNSS RINEX reader is 
divided into two sub-readers: one that reads RINEX observation files and another one that reads 
RINEX navigation files. Both of the sub-readers have identical software design. They begin by 
reading the header of a file and extracting header information. If any error occurs during the 
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reading and extraction process due to damage of the input file, the error information will be 
recorded in header error log. Once the end of header is reached, sub-readers start reading body of 
the file and extracting useful body information, outputting any errors into the body error log. The 
GNSS RINEX reader supports single or multiple observation and navigation files, as well as batch 
processing. Appendices B and C illustrate the RINEX observation and navigation file readers 
further. 
Considering that the GNSS RINEX reader is intended to read RINEX data formats from 
GPS, GALILEO, BeiDou and QZSS navigation systems, it has been designed to cater to the 
intricacies of reading from these different GNSS systems. The complexity of handling different 
satellite constellations required conditions and switches for the appropriate GNSS data stream to 
be read and decoded as a number of possible combinations of the different GNSSs can occur. 
Appendix C and D provide the details and functionalities of how the combined GNSS observation 
and navigation data are decoded depending on the RINEX version being considered. 
The GNSS RTCM reader is designed to process RTCM binary data for real-time 
processing. It processes transmitted GNSS corrections from GNSS reference stations to GNSS 
rover receivers. Versatility and robustness demanded that the reader be able to process different 
versions of the RTCM data formats which include: 
 RTCM 2.0 (Code correction, mostly DGPS) 
 RTCM 2.1 (Code + Phase correction, RTK) 
 RTCM 2.2 (Code + Phase correction + GLONASS) 
 RTCM 2.3 (Code + Phase correction + GLONASS + GPS Antenna Definition) 
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 RTCM 3.0 (Code + Phase correction + GLONASS + GPS Antenna Definition + Network 
RTK and GNSS) 
The RTCM reader has been designed to process live streaming RTCM data in the above 
formats. Two ways were designed to achieve this capability; streaming data directly using GNSS 
receivers that support that option and an NTRIP software client, the GNSS Internet Radio which 
connects to one of the global broadcasting stations to stream continuous RTCM data. Both options 
are provided for, and Appendix E describes general design of the RTCM reader.  
The Clock reader class contains various functions intended on reading and processing 
satellite and receiver clock information contained in the RINEX clock file. The satellite clock 
values from each input clock RINEX file are copied without any modifications into a York satellite 
clock format with the same name as the input file but in a different directory. An equidistant 
sampling of the epochs in the output clock file has been added as an option based on the decimation 
of the RINEX clock file. There is an alternative option for the user to specify a subset of clocks to 
be processed. All other clocks are skipped when reading the input clock RINEX files. The only 
exception is that the reference clocks from all input clock RINEX files are processed. Appendix F 
illustrates the general structure of the RINEX clock reader. 
The GNSS IONEX reader has been designed for the exchange of ionosphere map 
information. The IONEX reader has various functions to read and write IONEX files when 
available. Other functionality has been included for date and time conversions, that is, date to Mean 
Julian Day conversion, Mean Julian Day to date conversions and day-fraction into hours-minutes-
seconds conversions. Concerning the IONEX format 1.0, the reader processes the header section 
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which contains global information for the entire file. It reads all the header labels for each line. For 
the data section, it processes the data block of the TEC map for a given latitude and height. Given 
that after 16 values per latitude band, the values continue in the next record, the reader handles this 
complexity and reports any missing data or inconsistency in an error logging module. The reader 
is designed to handle any other optional labels which may not appear in other IONEX formats. 
The read information is parsed to output modules which writes the data in the defined York format. 
Appendix G illustrates the general structure of the IONEX reader.  
The GNSS ANTEX reader is designed for the processing of receiver and satellite antenna 
information. The ANTEX reader processes ANTEX phase center offsets (PCO) and phase centre 
variations (PCV) for each antenna. Other functionalities which are included involve obtaining the 
PCO, PCV and total offsets from the ANTEX file, as well as error logging functionality. The 
reader processes the header and data section. It has been designed to handle any other optional 
labels which may not appear in other ANTEX formats. The read information is parsed to output 
modules which write the data in the defined York format. Appendix H illustrates the general 
structure of the ANTEX reader. 
The GNSS precise reader has been designed for the processing of satellite clock 
corrections, which are computed simultaneously with the satellite orbits. The precise reader 
processes precise orbits, coordinates and velocities of the ground stations. The reader also 
processes the header and data section and is designed to handle any other optional labels which 
may not appear in other SP3 formats. Appendix I illustrates the general structure of the precise 
orbits and clock reader.  
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The GNSS Ocean loading reader has been designed for the processing and computation of 
time series of tidal displacements from an input file containing the ocean loading coefficients for 
a given station. The reader processes the header and data section. Appendix J describes the 
structure of the ocean loading reader together with functions which are utilized. 
2.3.2 Error Correction Namespace 
Since PPP uses undifferenced measurements, all errors caused by the space segment, 
propagation, environment and receiver need to be accounted for directly. Mitigation can be 
accomplished by modelling, estimation or elimination. Most of PPP errors, except for the 
troposphere, ionosphere and receiver clock can be mitigated to a certain extent, by modelling. The 
others are accounted for through parameter estimation and elimination through linear 
combinations. 
This section discusses the various error models and the developed classes built for them. 
Various auxiliary functions were built and incorporated into the namespace. The classes include: 
• Class Atmospheric refraction 
• Class Relativistic effect 
• Class Site displacement 
• Class Satellite orbit and clock 
Class Atmospheric refraction incorporates two correction models namely Tropospheric 
and Ionospheric models. The relativistic class contains that correct the relativistic effect imposed 
on the GNSS satellite. Class Site displacement encompasses five error correction models used in 
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PPP. These include antenna phase offsets, phase wind up, solid Earth tides, ocean loading and 
Earth rotation parameters. See Appendix K for further description of the functionality of the class.   
2.3.3 Data Quality Control Namespace 
One of the essential elements of navigation positioning systems is the ability to tolerate 
and detect any anomaly in observations. This sections deals with the detection of cycle slips from 
carrier-phase observations, inconsistent and missing satellite data, inconsistent pseudorange-
carrier-phase jump detection, epoch decimation, pseudorange smoothing, residual testing and 
satellite rejection.  
Various classes were developed for this namespace. These involved the cycle slip detection 
class which incorporated the geometry-free carrier-phase linear combination and L1-C1 cycle slip 
detection techniques.  
2.3.4 Filters Namespace 
The adjustment models developed in this namespace include the epoch-by-epoch least-
squares and the sequential least-squares filters that adapt to varying user dynamics. The 
implementations of these filters consider the variations in the states of the parameters between 
observation epochs and uses appropriate stochastic processes to update their variances. The models 
involve four types of parameters: station position, receiver clock, troposphere zenith path delay 
and carrier-phase ambiguities. The station position may be constant or change over time depending 
on the user dynamics. These dynamics could vary from tens of metres per second in the case of a 
land vehicle to a few kilometres per second for a Low Earth Orbiter (LEO). The receiver clock 
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will drift according to the quality of its oscillator, e.g., several cm/sec in the case of an internal 
quartz clock with frequency stability of about 10-10. Comparatively, the zenith path delay will vary 
in time by a relatively small amount, in the order of a few cm/hr. Finally, the non-integer carrier-
phase ambiguities will remain constant as long as the carrier-phases are free of cycle-slips, a 
condition that requires close monitoring (Kouba et al., 2000).The sequential least-squares class 
was developed to be the engine of the GNSS PPP processor. Figure 2.3 illustrates the structure of 
the class. The core sequential least-squares function implements the procedural matrix 
manipulations of sequential least-squares estimation as described in the matrix manipulation block 
in Figure 2.3. Input parameters includes C++ structs for the various file readers and class objects 
for the various error correction models. 
 
Figure 2.3: Sequential Least-squares class scheme for data processing in GNSS PPP 
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2.4 Software validation and performance 
The performance and accuracy of the York GNSS PPP processing engine was compared 
to other online PPP services, namely the CSRS-PPP service by Natural Resources Canada 
(NRCan, 2010), GPS Analysis and Positioning Software (GAPS) by the University of New 
Brunswick (UNB) (Leandro et al., 2010), Automatic Precise Positioning Service by Jet Propulsion 
Laboratory (Zumberge et al., 1997) and Magic GNSS by GMV (GMV, 2013). 24-hour datasets 
from 40 globally-distributed IGS stations were processed using the developed PPP software and 
the online PPP services, for a one week period. The sites chosen were a subset of those processed 
regularly by most IGS ACs which represents a good global distribution.   
Table 2.1 shows the similarities and differences between the online PPP engines and York 
GNSS PPP software engine. All the services process dual-frequency data in post-processing mode 
for static and kinematic datasets. APPS and GAPS currently process GPS-only solutions. Though 
GPS and GLONASS datasets were used for the analysis, only GPS PPP statistics are presented for 
uniformity. The York GNSS PPP engine provides similar functionalities as the existing PPP 
engines and the results are comparable to the highest scientific standards held by the other PPP 
services.  
Referring to section 1.2.1, there are varying degrees of accuracy in the existing orbit and 
clock products from different organizations and product manufacturers. Given that each online 
PPP service compared to York GNSS PPP engine, used either internally generated or other satellite 
or clock products, there are differences in the positional errors and solutions.  
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Table 2.1: Similarities and differences in parameters that define the existing online PPP 
engines and York GNSS PPP software 
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The error models implemented in each PPP engine processing also contributes to the 
overall accuracy of the solutions. Table 2.2 shows the horizontal and 3D standard deviations and 
rms of the PPP engines. The proper modelling and estimation of errors significantly affects the 




Std dev (mm) rms (mm) 
PPP engine 2d 3d 2d 3d 
APPS 6 15 12 29 
CSRS-PPP 6 14 10 23 
GAPS 8 16 15 34 
MAGIC 8 17 13 32 
York GNSS PPP 6 14 11 25 
  
Table 2.2: Results of final solutions by existing PPP online services and the York GNSS PPP 
engine for combined GPS and GLONASS PPP processing for 40 IGS stations 
Using a distribution of 350 IGS stations from DOY 195 to 201 in 2013 to further assess 
the performance of the York GNSS PPP processor, GNSS PPP solutions in the horizontal and 
vertical components, for GPS, GLONASS and GPS + GLONASS solutions, were compared. Only 
static solutions were considered though kinematic data can be processed. Figure 2.4 shows the 
global distribution of selected IGS stations used for the processing. A total of 2500 datasets were 
processed. 
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Figure 2.4: Map of selected 350 IGS GNSS stations used for static data post-processing  
 The York GNSS PPP GPS-only results, show that 98% of the data processed had an error 
in the horizontal component of less than or equal to 2 cm and that 69% of the results had a 
horizontal error of less than one centimetre. In the vertical component, 99% of the data processed 
had an error of 6 cm or less. However, 90% of the processed data had a vertical error of 3 cm or 
less. Due to the satellite geometry and limitations in the atmospheric and displacement models, the 
vertical component is expected to be less accurate than the horizontal component. 
The GLONASS-only results, in Figures 2.5 and 2.6, show that 72% of the data processed 
had an error in the horizontal component of less than or equal to 2 cm and that 24% of the results 
had a horizontal error of less than 1 cm. 95% and 69% of the data processed had an error which 
was less or equal to 6 cm and 3 cm respectively, in the vertical component. 
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The GPS+GLONASS results, in Figures 2.7 and 2.8, also show that 99% of the data 
processed had an error in the horizontal component of less than or equal to 5 mm and that 95% of 
the results had a horizontal error of less than 2 mm. In the vertical component, 99% of the data 
processed had an error of 5 mm or less. 
The GPS-only PPP results showed improvement over the GLONASS-only PPP solutions. 
In the horizontal component, an improvement of 26% is observed considering a horizontal error 
of 2 cm. The GPS PPP vertical component also improved over the GLONASS PPP solutions by 5 
and 21% considering a vertical error of 6 cm and 3 cm, respectively.  
 The GPS + GLONASS PPP results also showed improvement over the GPS-only and 
GLONASS-only PPP solutions. Comparing the GPS + GLONASS PPP results with GPS-only PPP 
in the horizontal component, an improvement of 61% is observed considering a horizontal error 
of 5 mm. The GPS + GLONASS PPP vertical component also improved over the GPS PPP 
solutions by 80% considering a vertical error of 5 mm. Comparing GPS + GLONASS PPP results 
with GLONASS-only PPP in the horizontal component, an improvement of 73% is observed 
considering a horizontal error of 5 mm. The GPS + GLONASS PPP vertical component also 
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Figure 2.5: Horizontal error histogram for GPS-only and GLONASS-only 24 hour PPP 
solutions for 350 IGS stations processed in static mode 
 
Figure 2.6: Vertical error histogram for GPS-only and GLONASS-only 24 hour PPP 
solutions for 350 IGS stations processed in static mode 
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Figure 2.7: Horizontal error histogram for GPS + GLONASS 24 hour solutions for 350 IGS 
stations processed in static mode  
 
Figure 2.8: Vertical error histogram for GPS + GLONASS 24 hour solutions for 350 IGS 
stations processed in static mode 
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The results presented indicate that GPS + GLONASS PPP solutions significantly performed 
better over both GPS-only and GLONASS-only PPP. The availability of more observations from 
GLONASS satellites in a combined GPS and GLONASS PPP solution, enhances the solution 
quality, provides good geometry and strengthens the solution accuracy and integrity. The 
improvement of GPS PPP over GLONASS PPP solutions could be attributed to the fact that the 
GLONASS observations are much noisier than GPS. The quality of the satellite orbits and clocks 
is not a factor here because the same product was used for both GPS and GLONASS. 
Table 2.3 shows the statistics of the positional components for GPS-only, GLONASS-only 
and GPS + GLONASS PPP processing for 350 stations over the period of one week for 24 hour 
datasets. The results show that the position errors for GPS-only and the combined GPS and 
GLONASS PPP solutions are quite similar, with the differences in the millimetre range in the East, 
North, Vertical, horizontal and 3D components. 
A substantial conclusion that can be reached involves the fact that the addition of 
GLONASS to GPS in PPP processing does improve the positional accuracy. The solution quality 
gets better as GLONASS contributes more signals and satellites and improves the geometry of the 
satellites, leading to a stronger DOP. However, the position accuracy however, in a combined GPS 
and GLONASS solution, can be said to be driven by the GPS solution because of less weight given 
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GNSS processed Component rms (mm) 
GPS 2D 8 
3D 19 
GLONASS 2D 18 
3D 34 
GPS+ GLONASS 2D 1 
3D 2 
Table 2.3: Results of final solutions by York GNSS PPP for GPS-only, GLONASS-only and 
combined GPS and GLONASS PPP for 350 stations over one week period. 
The horizontal component of the GPS and GLONASS PPP solutions were comparable to 
the results presented by Choy et al., (2013) and Cai and Gao (2013), with horizontal and 3D errors 
of 8 mm and 19 mm for the GPS PPP solutions, respectively. The GLONASS PPP solutions had 
horizontal and 3D errors of 18 mm and 34 mm, respectively. However, the GPS + GLONASS PPP 
results published by Choy et al., (2013) and Cai and Gao (2013) were comparable to their GPS-
only PPP solutions with 2 mm differences in the horizontal errors. The results presented in Table 
2.3 for GPS + GLONASS PPP solutions however contradict the conclusions of Choy et al., (2013) 
and Cai and Gao (2013), given that the GPS + GLONASS PPP results were better than GPS-only 
results with a difference of 7 mm and 17 mm for the horizontal and 3D components, respectively.  
It must be noted that MGEX DCB corrections for GPS and GLONASS systems were applied in 
the PPP processing. According to Jin et al., (2012), several metres of positioning error can occur 
if the effect of the DCBs are ignored, especially in the first few minutes of PPP data processing 
when the pseudorange measurements dominate the solution.  
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Chapter 3  
GNSS Equipment Biases 
The reliability and accuracy of PPP solutions depend on the number of satellites, satellite 
geometry, availability of signals, and quality of measurements. Though the GPS satellite 
constellation has reached full operational capability, poor satellite geometry due to obstructed 
environments still negatively impact the accuracy and reliability of solutions (Bisnath and Gao, 
2008; Ge et al., 2008; Geng et al., 2010; Héroux et al., 2004; Laurichesse et al., 2009). The 
integration of GPS and GLONASS constellations provides more signals, enhances good satellite 
geometry and improves the quality of solutions in PPP processing (Shen and Gao, 2006; Li and 
Zhang, 2013). 
However, one of the challenges of integrating GPS and GLONASS in PPP processing is 
the fact that the GLONASS carrier-phase and pseudorange observations suffer from inter-
frequency channel biases (ICBs). The ICBs originate from signal transmission through multiple 
frequency bands, each designated for a particular satellite. These pseudorange and carrier-phase 
biases are stable over time, but have no distinct pattern in terms of magnitude with respect to the 
GLONASS satellite frequencies. Various receiver and antenna types show varying characteristics 
with regards to these biases. To resolve GLONASS float ambiguities faster, the estimation and 
analysis of the GLONASS pseudorange and carrier-phase biases become a necessary step in GNSS 
PPP. With an increasing number of receiver and antenna hardware types, the error modelling for 
the pseudorange and carrier-phase biases become more complex, but is definitely warranted due 
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to the unique contribution of hardware biases coming from each receiver and antenna type. There 
is, in general, a limited understanding of these equipment biases, which introduce varying 
magnitudes of observable error due to each antenna-receiver-firmware combination. 
The pseudorange and carrier-phase observations are affected by biases that can be 
categorized depending on the source of the bias. In general, the classification of GNSS biases can 
be made at the signal generation and user or receiver levels. Table 3.1 illustrates such a 
classification. A further categorization can be made when the pseudorange and carrier-phase 
measurements are considered, relative to the satellite and receiver GNSS segments. Finally, an 
inter-system classification of the GNSS biases exist when considering multiple constellations of 
satellites. It must be noted that the proper modelling of these biases become complex given that 
they originate both at the transmitter and receiver ends (Hefty and Gerhatova, 2012). 







Code measurement biases 





Satellite related Inter-frequency biases 
Differential code biases 




system offset GPS / GLONASS 
GPS / Galileo 




Table 3.1: Classification of GNSS equipment biases with respect to their sources (Compiled 
from Takac, 2009; Schaer, 2012; Kozlov, 2000; Wanninger, 2011; Wanninger, 2012). 
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Table 3.1 intuitively shows that with the inclusion of BeiDou and Galileo satellites to GPS 
and GLONASS in PPP processing, the magnitude of the equipment biases originating from all the 
satellites can potentially deteriorate the solution. Wanninger (2011) and Banville (2013) show how 
ambiguity resolution is affected given the magnitude of the inter-frequency biases of GLONASS 
satellites in baseline processing. The problem is significantly worse when considering all 
equipment biases emanating from all satellite constellations, especially in terms of sub-centimetre 
accuracy for PPP solutions. 
This chapter focuses on the estimation and calibration of the pseudorange ICBs in 
GLONASS-only PPP. The characteristics of GPS and GLONASS residuals are discussed, with 
emphasis on how the ICBs become inherent in the GLONASS residuals due to its FDMA signal 
structure. Finally, the effect of the calibration of the pseudorange ICBs, depending on the satellite 
PRN, receiver and antenna types, are analyzed with respect to PPP data processing. 
3.1 Combined GPS and GLONASS PPP and residual characteristics 
To fully analyze and assess the performance of GNSS PPP, the processing of GPS-only, 
GLONASS-only and GPS + GLONASS PPP based on a static receiver station, were investigated. 
For example, the IGS station NRC1’s 24 hour dataset for DOY 196 in 2013, illustrates the expected 
processing results of a typical GPS, GLONASS and GPS + GLONASS PPP. NRC1 is located in 
Ottawa, Canada and it is part of the Canadian Active Control System (CACS), as well as the IGS 
tracking network.   
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Figure 3.1 shows the positional errors for GPS-only, GLONASS-only and combined GPS 
+ GLONASS solutions. All solutions showed steady convergence, defined as a 10 cm threshold, 
for the horizontal components in 15 minutes. The GPS + GLONASS solution showed 
improvement with a convergence period of 10 and 15 minutes, for the horizontal and vertical 
components, respectively.  
 
Figure 3.1: 3D difference in position errors for GPS, GLONASS and GPS + GLONASS 
solutions for station NRC1 24 hour dataset for DOY196 in 2013 in static processing mode 
Table 3.2 shows the statistical results for the station NRC1 for GPS-only, GLONASS-only 
and GPS + GLONASS PPP solutions over a 24 hour period for the north, east and up components. 
The rms of the combined GPS + GLONASS PPP solution was 0.7, 0.4 and 1 mm in the east, north 
and up components, respectively, which was comparable to the GPS-only PPP with an rms of 0.6, 
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0.8 and 1 mm in the north, east and up components respectively. The horizontal component for the 
GPS + GLONASS PPP and GPS-only PPP were 0.8 and 1 mm, respectively. As shown in Table 
3.3, the GLONASS-only PPP horizontal component was 1.7 mm, indicating that the GPS + 
GLONASS as well as GPS-only PPP results were better than that of GLONASS-only PPP though 
the difference was only in millimetres. The GPS + GLONASS PPP solution, from the statistics 
presented, shows an improved accuracy which is better than GPS-only and GLONASS-only PPP.  
Statistic (mm) GNSS processed E (mm) 
(cm) 
N (mm) U (mm) 
Std dev 
GPS 0.7 0.5 1 
GLONASS 1.4 0.4 1 
GPS+GLONASS 0.7 0.3 0.8 
rms 
GPS 0.8 0.6 1 
GLONASS 1.6 0.5 2 
GPS+GLONASS 0.7 0.4 1 
Table 3.2: 2D and 3D component statistics for GPS-only, GLONASS-only and GPS + 
GLONASS PPP by York GNSS PPP for station NRC1 24 hour dataset for DOY 196, 
processed in static mode. All units are in millimetres. 









Table 3.3: 2D and 3D component statistics for GPS-only, GLONASS-only and GPS + 
GLONASS PPP by York GNSS PPP for station NRC1 24 hour dataset for DOY 196, 
processed in static mode. All units are in millimetres. 
Figure 3.2 and 3.3 illustrate the time series of the residuals for the ionosphere-free pseudorange 
and carrier-phase observations for GPS and GLONASS in GNSS PPP. Different satellites are 
represented by different colours. 
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Figure 3.2: GPS-only time series for station NRC1 24 hour dataset for DOY196 during GPS 




Figure 3.3: GLONASS-only time series for station NRC1 24 hour dataset for DOY196 during 
GPS week 1749 showing pseudorange (PR) and carrier-phase (CP) residuals in static 
processing mode 
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Comparing the GPS pseudorange residuals to that of GLONASS, the GLONASS 
pseudorange residuals are much noisier and vary between individual satellite residuals. The 
GLONASS ionosphere-free code observations have larger residual errors than the GPS 
ionosphere-free code observations. Potential reasons for this phenomenon involves the fact that 
the GLONASS observations are de-weighted because they are generally much noisier than GPS 
observations. Secondly, the inter-channel biases significantly affect the GLONASS ionosphere-
free code observations due to each GLONASS satellite transmitting at a different frequency (Cai 
and Gao, 2013). The biases become apparent in the residuals if not estimated and calibrated out. 
With respect to the relation between satellite elevation and the residuals, Figures 3.4 and 
3.5 show how the pseudorange and carrier-phase ionospheric-free observations are dependent on 
the satellite elevation. It can be seen that both the pseudorange and carrier-phase residuals decrease 
as a function of increasing satellite elevation angle. The dependence of the residuals with 
increasing satellite elevation angle is similar for both GPS and GLONASS residuals. The presence 
of any bias is inherent in the residuals.   
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Figure 3.4: GPS residuals as a function of satellite elevation for station NRC124 hour dataset 
for DOY196 during GPS week 1749 in static processing mode. 
 
  
Figure 3.5: GLONASS residuals as a function of satellite elevation for station NRC124 hour 
dataset for DOY196 during GPS week 1749 in static processing mode. 
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3.2 Estimation and calibration of ICBs 
With GLONASS at full operational capability in 2011, the concept of GLONASS PPP and 
GPS + GLONASS PPP has become a subject of interest as the addition of GLONASS presents 
more signals, better geometry of satellites and an improvement in the solution quality (Cai, 2009; 
Wang et al., 2012; Cai and Gao, 2013; Choy et al., 2013). The ICBs originate from the complex 
signal structure of GLONASS that is based on FDMA (Takac, 2009; Schaer, 2012; Kozlov, 2000; 
Povalyaev, 1997). Comparing GLONASS receiver types from different manufacturers, significant 
differences in the ICBs are noticeable and needs to be accounted for (Wanninger, 2011). 
Wanninger (2012) analyzed the GLONASS inter-frequency carrier-phase biases and 
postulated that, for a given brand of receiver, the biases can be categorized with reference to the 
linear relation of the bias with respect to the GLONASS frequency number. Using short baseline 
data, Al-Shaery et al. (2012) estimated the pseudorange ICBs and indicated that these ICBs can 
reach up to several metres, and as such, cannot be ignored. Chuang et al. (2013) also estimated the 
pseudorange ICBs using solutions in standard point positioning in GPS + GLONASS processing, 
concluding that the ICBs are stable over time to the centimetre level and that there is a strong 
correlation between receiver firmware version and the ICBs. Banville (2013) estimated the 
pseudorange and carrier-phase ICBs with the purpose of resolving GLONASS ambiguities with 
mixed receiver types and firmware versions. By observing adjacent frequency numbers of two 
selected reference GLONASS satellites, it was concluded that the ambiguities can naturally 
converge to integer values, improving the resolution of the ambiguities. 
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GNSS pseudorange and carrier-phase observations, with the inclusion of GNSS biases, can 
be described in equations 3.1 and 3.2: 
𝑃𝐿𝑖





𝐺𝑁𝑆𝑆)         (3.1) 
𝛷𝐿𝑖
𝐺𝑁𝑆𝑆 = 𝜌𝑖 + 𝑐(𝜕𝑡𝑠 − 𝜕𝑡𝑟)+ 𝑑𝑡𝑟𝑜𝑝 − 𝑑𝑖𝑜𝑛,𝐿𝑖 + 𝑏Φ𝑟𝑖
𝐿𝑖 + 𝑏Φ
𝐿𝑖,,𝑠𝑗 + 𝜆𝐿𝑖 , 𝑁𝐿𝑖 + 𝑑𝑚𝑢𝑙𝑡𝑖(Φ𝐿𝑖)
+
𝜀(𝛷𝐿𝑖
𝐺𝑁𝑆𝑆)                                                                                                                                         (3.2) 
The ionosphere-free combination observations, for GPS and GLONASS, can also be written as 
equations 3.3 to 3.6: 
𝑃𝑖𝑜𝑛,𝑖
𝐺𝑃𝑆,𝑗 = 𝑐(𝜕𝑡𝑠 − 𝜕𝑡𝑟) + 𝑚𝑖
𝑗𝑇𝑖
𝑤 + 𝜀(𝑃𝑖𝑜𝑛,𝑖
𝐺𝑃𝑆,𝑗)                                                                        (3.3)          
𝛷𝑖𝑜𝑛,𝑖
𝐺𝑃𝑆,𝑗 = 𝑐(𝜕𝑡𝑠 − 𝜕𝑡𝑟) + 𝑚𝑖
𝑗𝑇𝑖
𝑤 + 𝜆𝐿𝑖𝑁𝐿𝑖 + 𝜀(𝛷𝑖𝑜𝑛,𝑖
𝐺𝑃𝑆,𝑗)                                                         (3.4)         
𝑃𝑖𝑜𝑛,𝑖





𝐺𝐿𝑂,𝑗)                                         (3.5)  
𝛷𝑖𝑜𝑛,𝑖




𝐺𝐿𝑂𝐿𝑖,𝑠𝑗 + 𝜆𝐿𝑖𝑁𝐿𝑖 + 𝜀(𝛷𝑖𝑜𝑛,𝑖






 - GNSS, GPS iono-free, GLONASS iono-free pseudorange measurement on 





- GNSS, GPS iono-free, GLONASS iono-free carrier-phase measurement on 
L1 or L2 (m) 
𝜌𝑖  - Geometric range (m) 
𝑐  - Speed of light (m/s-1) 
𝜕𝑡𝑠  - Satellite clock error (sec) 
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𝜕𝑡𝑟  - Receiver clock offset (sec) 
𝑑𝑖𝑜𝑛,𝐿𝑖  - Ionospheric delay (m) 
𝑑𝑡𝑟𝑜𝑝  - Tropospheric delay (m) 
𝑚𝑖
𝑗
  - Tropospheric mapping function 
𝑇𝑖
𝑤  - Zenith tropospheric delay (m) 
𝑏𝑟𝑖
𝐿𝑖, 𝑏𝑟𝑖
𝐺𝐿𝑂𝐿𝑖  - Receiver GNSS equipment bias, GLONASS receiver pseudorange bias, 
respectively (m) 
𝑏𝐿𝑖,,𝑠𝑗, 𝑏
𝐺𝐿𝑂𝐿𝑖,𝑠𝑗  - Satellite GNSS equipment bias, GLONASS satellite pseudorange bias, 
respectively (m) 
𝜆𝐿𝑖  - Wavelength of L1 or L2 carrier waves (m) 
𝑁𝐿𝑖  - Unknown cycle ambiguity term on L1 or L2 carrier-phases (cycles) 
𝑑𝑚𝑢𝑙𝑡𝑖(Φ𝐿𝑖)
 - Carrier-phase multipath on L1 or L2 (m) 
𝑑𝑚𝑢𝑙𝑡𝑖(𝑃𝐿𝑖)







𝐺𝐿𝑂,𝑗)   - Measurement noise (m) 
 The ICBs for GPS, in GPS + GLONASS PPP processing, are non-existent, due to the 
CDMA signal structure, each GPS satellite transmits at the same frequency with different code 
modulations. The GLONASS satellites however transmit the same code with different frequencies. 
However, in a float solution, where the ambiguities are not fixed, the GLONASS carrier-phase 
ICBs are ignored as they are absorbed by the float ambiguities which affects PPP convergence as 
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well as performance. GLONASS PPP fixed ambiguity resolution becomes more challenging in the 
presence of these ICBs. A strong correlation between the GLONASS receiver clock offset and the 
pseudorange ICBs exist due to the ICBs being absorbed by the clock biases in the IGS Analysis 
Centres clock products (Chuang et al., 2013). A constraint, shown in equation 3.7, is placed to 
separate the effect of the pseudorange ICBs from the receiver clock offset. The constraint is placed 
with the assumption that one of the GLONASS satellite is free from the effect of the ICBs. With 
that assumption, the algebraic sum of the ICBs per PRN averaged over all the GLONASS satellites, 







= 0                                                       
𝑏𝑟
𝑠𝑎𝑡𝐺𝐿𝑂,𝑗
  - estimated ICB           (3.7) 
 
Given that the ICBs are also affected by the satellite and the specific clock biases of the ACs, it 
becomes necessary to separate the clock biases, originating from the satellites and the ACs, from 
the ICBs. Since the effects of the clock biases are the same on all stations, the effect of the clock 
biases common to all the satellites and inherent in the ICBs, can be subtracted. Shown in equation 










   
where            (3.8) 
?̅?𝑟
𝑠𝑎𝑡𝐺𝐿𝑂  - refined ICB 
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?̂?𝑟
𝑠𝑎𝑡𝐺𝐿𝑂  - ICB affected by the satellite and AC satellite clock biases 
3.3 Receiver type, antenna type and ICBs 
350 IGS stations were used in the estimation of the GLONASS pseudorange ICBs. One week 
data from DOY 195 to 201 in 2013, were selected. Figure 3.6 shows the time series of the 
pseudorange ICB estimations for sample stations from DOY 195 to 201. The magnitude of the 
pseudorange ICBs are in the metre level, respectively. Though Figure 3.6 illustrates the changes 
seen in the pseudorange ICBs, the ICBs remain constant over the 7 day period with an absolute 
mean ICB of 0.89 m. The pseudorange ICBs had an average standard deviation of 21cm, 
considering 4 stations for PRN 35, 36 and 37. The uncertainties are approximately 5% to 30% of 
the ICB estimates for the pseudoranges. It therefore implies that the effect of pseudorange ICBs 
on the measurements may not be easily calibrated even though there might not be any receiver 
firmware update or change in the receiver antenna type. Chuang et al., (2013) estimated the 
pseudorange ICBs of 133 stations with an average standard deviation of 0.4 m which confirms the 
difficulty in the calibration of the pseudorange ICBs, given the uncertainties of the estimates. 
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(c) 
Figure 3.6: Pseudorange ICBs over a week period for sample stations a) PRN 33 (b) PRN 34 
and (c) PRN 35 
Table 3.4 shows the various receiver manufacturers, receiver type and number of stations 
falling under the receiver type category, which were used. This section investigates whether there 
is a correlation between the firmware versions of the receiver types and the pseudorange ICBs, 
with respect to the GLONASS frequency channel numbers. 
To analyze the correlation between the receiver types, antenna types and the ICBs, IGS 
stations with 32 different receiver types from 8 manufacturers were used. 5 different scenarios 
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Receiver manufacturer Receiver type Number of stations 
JAVAD 
JAVAD TRE_G3T DELTA 7 
JAVAD EGGDT 1 
JAVAD TRE_G3TH DELTA 24 
JAVAD TRE_G3TH SIGMA 
 
31 
AOA AOA BENCHMARK ACT 
 
1 
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Table 3.4: Receiver manufacturers, receiver types and number of stations used for the 
estimation of the pseudorange ICBs 
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At least one of the varying components of the possible combinations had to be held fixed 




Variability in receiver 
types 





















Same receiver type Same firmware version 
 
Table 3.5: Various possible scenarios investigated in relation to the trend characteristics of 
the ICBs when considering different receiver-antenna-firmware version combinations 
To investigate the characteristics of the ICBs with different receiver types and firmware 
versions, a common antenna type is held as a fixed parameter to all the stations being considered. 
Illustrated in Figure 3.7 are the ICB trend characteristics of stations ALGO, CAS1, CEDU, DUBO, 
GODZ, GOLD, HARV and HOB2. The antenna type common to all the stations, is AOAD/M_T. 
Table 3.6 however shows the different receiver types and firmware versions associated with the 
stations. There are linear and quadratic pseudorange ICB trends observed between the same 
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antenna type but different firmware versions and different receiver types, with respect to the 
GLONASS frequency numbers.  
 
Figure 3.7: Pseudorange ICB trend characteristics of 8 stations with the same antenna type 















TPS NET-G3A 3.5 
cas1 LEICA GRX1200GGPRO 8.20 / 3.019 
cedu TRIMBLE NETR8 4.48 
dubo TPS NETG3 3.5 
godz JPS EGGDT 2.70 
gold JPS EGGDT 2.70 
harv JAVAD TRE_G3TH DELTA 3.3.5 
hob2 LEICA GRX1200GGPRO 8.01 / 3.019 
 
Table 3.6: Receiver type and firmware versions of 8 stations used in the analysis of scenario 
1. The antenna type was common for all the stations. 
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The second scenario investigates the characteristics of the ICBs with different firmware 
versions while holding the same receiver and antenna type fixed for all the stations. Figure 3.8 
show the ICB trend characteristics of stations ATLI, BJFS, BRAZ, CUIB, DRAO, KARR, NAUS 
and POAL. The receiver and antenna type which are common to all the stations, are TRIMBLE 
NETR8 and TRM59800.00, respectively. Shown in Table 3.7 are the different firmware versions 
associated with the stations mounted with the same receiver and antenna type. Linear trends were 
observed for the pseudorange ICBs. However, there were variations in the linear trends for the 
pseudorange ICBs which ranged from a few centimetres to the metre level.  
 
Figure 3.8: Pseudorange ICB trend characteristics of 8 stations with the same antenna and 
receiver type (TRM59800.00 and TRIMBLE NETR8, respectively) but different firmware 
versions.  
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Site Antenna type Receiver type Firmware version 
atli 












Table 3.7: Firmware versions of 8 stations used in the analysis of scenario 2. The antenna 
and receiver types were common for all the stations. 
Scenario 3 investigates the characteristics of the ICBs with different antenna types while 
holding the same receiver type and firmware version fixed for all the stations. Illustrated in Figure 
3.9 are the ICB trend characteristics of stations ALON, JSLM, KABR, KATZ, MRAV, NZRT and 
YOSH. The receiver type and firmware version which are common to all the stations, are LEICA 
GRX1200PRO and 8.51, respectively. Table 3.8 shows the different antenna types which are 
associated with the stations. Linear trends were observed for the pseudorange ICBs. All the stations 
showed varying linear trends for the pseudorange ICBs with the exception of station NZRT which 
showed a quadratic trend.  
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Figure 3.9: Pseudorange ICB trend characteristics of 7 stations with the same receiver type 
and firmware version (LEICA GRX1200PRO and 8.51, respectively) but different antenna 
types.  
Receiver type Firmware version Site Antenna type 
LEICA GRX1200PRO 8.51 
alon LEIAT504_LEIS 
jslm ASH701945B_M S 
kabr ASH701945C_M S 
katz TPSCR4_CONE 
mrav LEIAT504GG_LEI 
nzrt ASH700936B_M S 
yosh LEIAT504_LEIS 
 
Table 3.8: Antenna types of 7 stations used in the analysis of scenario 3. The receiver type 
and firmware version were common for all the stations 
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The fourth scenario investigates the characteristics of the ICBs with different firmware 
versions, different antenna types while holding the same receiver type fixed for all the stations. 
Figure 3.10 show the ICB trend characteristics of stations BZRG, CHAC, CONZ, GRAZ, KAT1, 
LAMA, LCK2 and LCKI. The receiver type which is common to all the stations, is LEICA 
GRX1200+GNSS. Shown in Table 3.9 are the different firmware versions and antenna types 
associated with the stations though they are mounted with the same receiver type. Linear trends 
were observed for the pseudorange ICBs for all the stations except for stations LCKI and LCK2, 
where both exhibited quadratic trends. This is potentially due to the fact that they were the only 
stations with same firmware versions.  
 
Figure 3.10: Pseudorange ICB trend characteristics of 8 stations with the same receiver type 
(LEICA GRX1200+GNSS) but different antenna types and firmware versions.  
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chac LEIAS10 8.70/6.112 
conz LEIAR25.R3 8.71/6.112 
graz LEIAR25.R3 8.10 / 4.007 
kat1 LEIAR25.R3 8.51/6.110 
lama LEIAT504GG 8.10/4.007 
lck2 LEIAR25.R3 8.20/4.004 
lck1 LEIAR25.R3 8.20/4.004 
Table 3.9: Antenna types and firmware versions of 8 stations used in the analysis of scenario 
2. The receiver type was common for all the stations 
Scenarios 1 to 4 show that variations in the antenna-receiver-firmware combinations affect 
the ICB trend characteristics depending on the GLONASS frequency channel number. Scenario 5 
involved the investigation of the characteristics of the ICBs with the same receiver type, antenna 
type and firmware versions. The expectation was to see similar trends for all stations. Figure 3.11 
shows the ICB trend characteristics of stations BOAV, BOMJ, CATA, CEFE, IMPZ, POVE, 
SAVO and UFPR. Table 3.10 shows the antenna types which are associated with the stations. The 
receiver type, antenna type and firmware version which were common to all the stations, are 
TRIMBLE NETR5, TRM55971.00 and 3.84, respectively. All the stations show quadratic trends 
except for site CATA. However, site POVE has the same antenna type but an older model of it. It 
therefore may explain the variation in how convex the quadratic trend is, as compared to the others. 
Site CATA, though with the same antenna type as the others, shows a linear trend which was not 
expected.  
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Figure 3.11: Pseudorange ICB trend characteristics of 8 stations with the same firmware 
versions, receiver and antenna types (TRIMBLE NETR5, TRM55971.00 and 3.84, 
respectively) but different antenna types and firmware versions.  













Table 3.10: Antenna types, firmware version and receiver type of 8 stations used in the 
analysis of scenario 5. The receiver, antenna types and firmware version were common for 
all the stations. 
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Similarly, considering the JAVAD TRE_G3T DELTA stations with firmware version 3.4.7, 
all the stations are equipped with the same antenna type, JAV_RINGANT_G3. Table 3.11 shows 
the stations which are mounted with the same antenna and receiver types with the same firmware 
versions. However, as Figure 3.12 illustrate, all the sites have similar ICB linear trends except 
RIO2 which shows a quadratic trend and a much more negative trend for the pseudorange ICBs.  
The sites are widely distributed through the continents, from Asia, Europe, Africa, Oceania 
and South America. Though the years of the antennas of the sites vary, the variations in the trends 
are not profound with the exception of site RIO2. The site RIO2 is located in Tierra del Fuego, a 
region which has a sub-polar oceanic climate due to its proximity to the Antarctica. Though no 
current research has shown any correlation between the ICBs and climate or environmental factors, 
it could be a potential contributor to the variations in trends that has been observed. However, the 
more likely explanation could be because of gross errors in the metadata entry at the stations. The 
key note to all these scenarios is that the pseudorange ICBs are difficult to model or effectively 
mitigate when the hardware homogeneity, in terms of receiver-antenna-firmware version 
combination, of a station is compromised. 
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Figure 3.12: Pseudorange ICB trend characteristics of 8 stations with the same firmware 
versions, receiver and antenna types (JAVADTRE_G3T DELTA, JAV_RINGANT_G3 and 
3.4.7, respectively) but different antenna types and firmware versions.  
     Site Receiver type Antenna type Firmware version 







     kit3 
     lpgs 
     nurk 
     obe4 
     ous2 
     pots 
     rio2 
Table 3.11: Pseudorange ICB trend characteristics of 8 stations with the same firmware 
versions, receiver and antenna types (JAVADTRE_G3T DELTA, JAV_RINGANT_G3 and 
3.4.7, respectively) but different antenna types and firmware versions.  
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3.4 Pseudorange ICBs and impact on PPP convergence 
3.4.1 GLONASS-only PPP after 20 minutes 
The impact of the pseudorange ICBs on PPP convergence can be analyzed in the first few 
minutes of PPP processing when the pseudorange measurements dominate the solution before the 
carrier-phases take over. In determining the impact that the pseudorange ICB calibration has on 
PPP, initial convergence periods of 5, 10, 15 and 20 minutes were considered in GLONASS-only 
PPP and GPS + GLONASS PPP, using 350 IGS stations of 2500 datasets. 
Figure 3.13 shows the effect of the pseudorange ICBs on the initial convergence of 
GLONASS-only PPP solutions in the first 5 minutes, before and after calibration. During the 5 
minute convergence period, only the pseudorange measurements are used in the first few minutes 
before the carrier-phases dominate the solution. Without calibrating out the ICBs as shown in 
Figure 3.13(a), 1, 4, 16 and 17% of the stations had a horizontal error up to 25, 50, 75 and 100 cm, 
respectively. By calibrating the pseudorange ICBs, 1, 9, 23 and 32% of the stations had a horizontal 
error up to 25, 50, 75 and 100 cm, respectively. The vertical error, before calibration, as shown in 
Figure 3.13(b), had 1, 6, 15 and 13% of the stations with an error which equals or less than 25, 50, 
75 and 100 cm, respectively. After calibration, 1, 5, 17, and 19% of the stations had a vertical error 
of 25, 50, 75 and 100 cm, respectively. In the horizontal component, after calibration, an 
improvement of 5% is observed considering a horizontal error of 50 cm. No improvement was 
observed for the vertical component considering a vertical error of 50 cm. 





Figure 3.13: Horizontal and vertical error histogram of GLONASS PPP in the first 5 minutes 
of a 24 hour solution before and after pseudorange ICB calibration. (a) Horizontal error 
histogram before and after calibration (b) Vertical error histogram before and after 
calibration. 
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Considering a 10 minute convergence period as shown in Figure 3.14, 2, 16, 23 and 17% 
of the stations had a horizontal error which equals or less than 25, 50, 75 and 100 cm, respectively, 
without pseudorange ICB calibration. However, 3, 12, 21 and 15% of the stations had a vertical 
error that was less than or equal to 25, 50, 75 and 100 cm, respectively.  
Upon calibration of the pseudorange ICBs, 1, 18, 35 and 21% of the stations had a 
horizontal error less than or equal to 25, 50, 75 and 100 cm, respectively. In the horizontal 
component, after calibration, an improvement of 2% is observed considering a horizontal error of 
50 cm. The vertical component also improved insignificantly by 1% considering a vertical error 
of 50 cm. 
A 15 minute convergence period was also considered where, 4, 20, 27 and 17% of the 
stations had a horizontal error which equals or less than 25, 50, 75 and 100 cm, respectively, 
without pseudorange ICB calibration. 3, 19, 22, and 18% of the stations also had a vertical error 
that was less than or equal to 25, 50, 75 and 100 cm, respectively. By calibrating out the 
pseudorange ICBs, 1, 30, 38, and 14% of the stations had a horizontal error less than or equal to 
25, 50, 75 and 100 cm, respectively. 3, 20, 27 and 21% of the stations had a vertical error less than 
or equal to 25, 50, 75 and 100 cm, respectively. In the horizontal component, after calibration, an 
improvement of 10% is observed considering a horizontal error of 50 cm. The vertical component 
also improved by 1% considering a vertical error of 50 cm. Figures 3.15(a) and (b) illustrate the 
results before and after calibration of the pseudorange ICBs in the first 15 minutes. 
 
 





Figure 3.14: Horizontal and vertical error histogram of GLONASS PPP in the first 10 
minutes of a 24 hour solution before and after pseudorange ICB calibration. (a) Horizontal 
error histogram before and after calibration (b) Vertical error histogram before and after 
calibration. 





Figure 3.15: Horizontal and vertical error histogram of GLONASS PPP in the first 15 
minutes of a 24 hour solution before and after pseudorange ICB calibration. (a) Horizontal 
error histogram before and after calibration (b) Vertical error histogram before and after 
calibration. 
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Figure 3.16 shows the effect of the pseudorange ICBs on the initial convergence of 
GLONASS PPP solutions in the first 20 minutes, before and after calibration. Without calibrating 
out the ICBs as shown in Figure 3.16(a), 1, 25, 27 and 16% of the stations had a horizontal error 
up to 25, 50, 75 and 100 cm, respectively. By calibrating out the pseudorange ICBs, 7, 44, 31 and 
14% of the stations had a horizontal error of 25, 50, 75 and 100 cm, respectively. The vertical 
error, before calibration, as shown in Figure 3.16(b), had 1, 25, 22 and 17% of the stations with an 
error which is less than or equal to 25, 50, 75 and 100 cm, respectively. After calibration, 3, 26, 
33 and 20% of the stations had a vertical error of 25, 50, 75 and 100 cm, respectively. In the 
horizontal component, after calibration, an improvement of 13% is observed considering a 
horizontal error of 50 cm. The vertical component also improved by 2 % considering a vertical 
error of 50 cm. 
In summary, the results presented indicate that the GLONASS pseudorange ICBs impact 
the performance of GNSS PPP, especially in the first few minutes. GLONASS pseudorange ICBs 
can reach up to several metres, thus they cannot be ignored because they have an impact in the 
accuracy of PPP solutions. In the first 20 minutes, the horizontal and vertical components 
improved by an average of 19% and 1%, respectively, considering a horizontal and vertical error 
of 50 cm. The significance of these improvements become evident when resolving ambiguities 
within the first few minutes when the pseudorange measurements dominate the solution in 
GLONASS-only PPP processing. 
 





Figure 3.16: Horizontal and vertical error histogram of GLONASS PPP in the first 20 
minutes of a 24 hour solution before and after pseudorange ICB calibration. (a) Horizontal 
error histogram before and after calibration (b) Vertical error histogram before and after 
calibration. 
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3.4.2 3D convergence analysis of GPS-only, GLONASS-only and GPS + 
GLONASS PPP after 15 minutes 
A tight convergence constraint was placed in analyzing the effect of ICBs, before and after 
calibration in GPS + GLONASS PPP. A 20 cm convergence threshold in the first 15 minutes was 
chosen with the aim of investigating how the calibration of the ICBs can potentially assist in 
resolving ambiguities in the shortest possible time. Figure 3.17 shows the effect of the pseudorange 
ICBs on the initial convergence of GPS-only, GLONASS-only and GPS+GLONASS PPP 
solutions in the first 5 minutes, before and after calibration. 19 % of the solutions converged within 
5 minutes for GPS PPP solutions with and without the ICB calibration. Without calibrating out the 
ICBs for GLONASS PPP, 7 % of the solutions converged. After calibration, there was a 3% 
improvement in the convergence rate. 22 and 26% of the solutions converged for GPS + 
GLONASS PPP before and after calibration. In general, the improvement seen in the first 5 
minutes was less than 5% which was significantly low. 
Figure 3.18 shows the effect of the pseudorange ICBs on the initial convergence of 
combined GNSS PPP solutions in the first 10 minutes, before and after calibration. 51% of the 
solutions converged within 10 minutes for GPS PPP solutions with and without the ICB 
calibration. Without calibrating out the ICBs for GLONASS PPP, 34% of the solutions converged. 
After calibration, there was a 7% improvement in the convergence rate. 57 and 61% of the 
solutions converged for GPS + GLONASS PPP before and after calibration. In general, the 
improvement seen in the first 10 minutes was about 6%. 
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Figure 3.17: Histogram showing convergence of GPS-only, GLONASS-only and GPS + 
GLONASS PPP in the first 5 minutes of 24 hour solutions for 350 IGS stations before and 
after pseudorange ICB calibration. Datasets were processed in static mode. 
 
Figure 3.18: Histogram showing convergence of GPS-only, GLONASS-only and GPS + 
GLONASS PPP in the first 10 minutes of 24 hour solutions for 350 IGS stations before and 
after pseudorange ICB calibration. Datasets were processed in static mode. 
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Figure 3.19 shows the effect of the pseudorange ICBs in the first 15 minutes, before and after 
calibration. 69 % of the solutions converged within 15 minutes for GPS PPP solutions with and 
without the ICB calibration. Without calibrating out the ICBs for GLONASS PPP 54 % of the 
solutions converged. After calibration, there was a 6% improvement in the convergence rate. 78 
and 82% of the solutions converged for GPS + GLONASS PPP before and after calibration. In 
general, the improvement seen in the first 15 minutes was 4%. 
 
Figure 3.19: Histogram showing convergence of GPS-only, GLONASS-only and GPS + 
GLONASS PPP in the first 15 minutes of 24 hour solutions for 350 IGS stations before and 
after pseudorange ICB calibration. Datasets were processed in static mode. 
In summary, improving the convergence period of GNSS PPP is critical for various 
applications like precision agriculture, hydrographic surveying and remote sensing. Given that 
GLONASS observations are affected by inter-frequency biases, the effect of the pseudorange ICBs 
on convergence period was investigated in GLONASS-only PPP and GPS + GLONASS PPP 
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solutions. Time intervals of 5, 10 and 15 minutes were considered for the analysis because of the 
dominance of the pseudorange measurements within that time period.  After calibration of the 
GLONASS pseudorange ICBs, there was an average improvement of 5% and 4% in the percentage 
of datasets that converged for GLONASS-only PPP and GPS + GLONASS PPP, respectively. 
3.5 Effects of averaged and daily ICBs 
The use of average ICB estimates over days to calibrate out the effect of these biases has 
proved beneficial, but not without some limitations. From the previous section, it has been 
observed that the uncertainties of the biases can be greater than the estimated ICBs given the 
observation data and the length of the days averaged. The quality of the measurements at a station 
is vital to the estimation of the ICBs. However, the alternative is to estimate the ICBs by taking 
into consideration, not only the quality of the observations, but the AC-satellite common mean 
error affecting the stations on a particular day. The error can be easily determined and calibrated 
out as shown in equation 3.8. However, it is interesting to note the characteristics of the AC-
satellite common mean error with regards to pseudorange and carrier-phase measurements of 350 
IGS stations, averaged over 7 days. Figure 3.20 illustrates the characteristics of the AC-satellite 
common mean error in relation to the GLONASS frequency channel number, of the pseudorange 
and carrier-phase measurements respectively. There is a correlation of the errors for the 
pseudorange measurements with the GLONASS frequency channel numbers which reflects the 
fact that the errors are similar on all the GLONASS satellites irrespective of the antipodal nature 
of the GLONASS satellite pairs.  
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Figure 3.20: Correlation between the AC-satellite common mean errors and GLONASS 
satellite frequency number for pseudorange ICB calibration. 
3.6 Summary 
In this chapter, the GLONASS pseudorange ICBs were estimated for 350 IGS stations with 
varied receiver-antenna type combinations. The following conclusions could be drawn from the 
results presented; first, though the GLONASS pseudorange ICBs remain stable over time, the 
magnitude of the uncertainties is about 5% to 30% of the ICB estimate which makes it a challenge 
in accurately calibrating them out. It implies that there may be other biases inherent in the 
estimated ICBs that have not been accounted for. Second, there is a correlation between the 
GLONASS pseudorange ICBs of stations and various receiver types, antenna types and firmware 
versions. The more homogeneous a group of stations are, in terms of receiver type, antenna type 
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and firmware version, the more correlated the pseudorange ICBs are with the GLONASS 
frequency numbers.  Different scenarios were presented to show how the correlations of a 
heterogeneous or homogeneous network of stations affect the calibration of the GLONASS 
pseudorange ICBs. Third, the impact of GLONASS pseudorange ICB calibration on GNSS PPP 
processing was investigated. The improvements seen in the horizontal and vertical components as 
well as convergence period, indicate that the presence of biases can significantly impact the 
performance of GNSS PPP processing. It is essential that the biases be mitigated, especially in the 
resolution of float ambiguities which is critical in the first few minutes of GNSS PPP solutions. 
Fourth, the AC-satellite common mean error was estimated which strongly correlated with the 
GLONASS frequency channel numbers. The correlation indicated an alternative way of estimating 
the daily GLONASS pseudorange ICBs, rather than averaging over days.  
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Chapter 4  
Conclusions and Recommendations 
With the emergence of GLONASS, GALILEO and BeiDou satellite constellations, PPP 
has or will achieve better solution quality and accuracy due to more available signals, better 
geometry of satellites.  In challenging scenarios, for instance urban areas, deep pit mines and 
canyons, the GNSS signals become compromised as the signal reception is affected due to bad line 
of sight and multipath interference. With the expanding multi-satellite constellations, there is the 
possibility of choice, in preferring the best and strong signals over the weak ones, in order to 
maintain better solution quality. The availability of more multi-constellational satellites and 
signals means the ability to achieve better positional accuracy without the worry of satellite-signal 
interruptions. 
 However, the interoperability among the GNSS constellations present challenges that have 
to be dealt with. There are clear and discernible differences between the satellite constellations 
with regards to their signal structures. The question of interchangeability is raised due to these 
differences in the signals. As a product of the complexity of the signal structure, from different 
satellite constellations, there are biases to be considered if multi-GNSS PPP should reach optimal 
accuracy.    
As a means of addressing the above problems, it was the primary objective of this research 
to commence the development of the complete multi-GNSS PPP software architecture, with the 
aim of estimating or modelling all significant GNSS biases. This approach is not only a step closer 
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in achieving signal interchangeability among the GNSS constellations, but also improving the 
solution integrity, quality and accuracy of multi-GNSS PPP processing.  
Also presented in this study is the estimation and calibration of GLONASS pseudorange 
ICBs based on receiver and antenna types, through the developing a GNSS (GPS and GLONASS) 
PPP software which meets scientific standards, compared to existing PPP services. 
The York GNSS PPP software processor was developed in ANSI C++ language on the 
Microsoft.NET platform, with over 100 functions grouped in classes. Using MATLAB for 
statistical analysis, a total of over 27,000 lines of C++ and MATLAB lines codes were written by 
the author. The goal of the object-oriented structure of the processor was to maintain a robust and 
scalable software framework, with the concept of adding more GNSS satellite constellations in the 
near future. 
4.1 Conclusions 
4.1.1 Performance of GNSS PPP 
.  In ascertaining that the York GNSS PPP processor met scientific standards, it was 
compared to four online PPP services. Employing combined GPS and GLONASS PPP processing 
of 40 stations over a week data, the results showed that the York GNSS PPP processor differed in 
millimetres from the online PPP services.  
To further assess the performance of the York GNSS PPP software package, 350 stations 
distributed globally, one week data, were processed in GPS-only, GLONASS-only and combined 
GPS and GLONASS PPP processing modes. The overall rms was 1, 1 and 3 mm in the north, east 
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and up components, respectively, for GPS-only PPP; 2, 2 and 3 mm in the north, east and up 
components, respectively, for GLONASS-only PPP; 1, 1 and 2 mm in the north, east and up 
components, respectively, for combined GPS and GLONASS PPP  
4.1.2 GLONASS pseudorange ICBs in relation to PPP 
With the possibility of a few GPS satellites being tracked, GLONASS observations become 
necessary in combined GPS and GLONASS PPP. However, each GLONASS satellite transmits 
with a different frequency that introduces inter-frequency biases. The concentration on the 
estimation and calibration of pseudorange ICBs and its effects on GNSS PPP is needed with 
regards to combined GPS and GLONASS PPP. The overall rms of GLONASS PPP before and 
after the pseudorange ICB calibration were analyzed considering the convergence periods of 5, 10, 
15, and 20 minutes. Table 4.1 shows the rms of 350 IGS stations used in static GLONASS PPP 
processing for the first 20 minutes. There was a 17% and 19% improvement in the rms of the 
horizontal and vertical components, respectively, after calibration of the ICBs. The 3D component 
also improved by 20%. 
25% of the stations processed had a horizontal and vertical error that was less or equal to 
50 cm before the pseudorange ICB calibration with 20 minutes convergence. However, after 
calibrating out the pseudorange ICBs, the percentage of stations that had horizontal and vertical 
errors less or equal to 50 cm improved by 19% and 1%, respectively. By calibrating out the 
pseudorange ICBs, the horizontal accuracy of GLONASS-only PPP is significantly improved in 
the first few minutes of a 24 hour solution, but not in terms of vertical accuracy. 
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 Component max mean rms 
Before 
Horizontal 61 16 58 
Vertical 58 11 68 
3D 72 20 96 
After 
Horizontal 31 10 48 
Vertical 73 11 55 
3D 79 16 77 
 
Table 4.1: 20 minutes solution produced by York GNSS PPP from 24 hour datasets from 350 
sites for DOY 195-201, processed in static mode for a total sample size of 2500. All units are 
in centimetres. 
4.1.3 Characteristics and effects of GLONASS pseudorange ICBs 
 350 receiver stations, from 32 receiver manufacturers capable of processing GPS and 
GLONASS, were used in the estimation and calibrations of the GLONASS pseudorange ICBs. 
The conclusions involve the fact that the GLONASS ICBs are stable over time. The stability of 
the pseudorange ICBs provide an advantage in calibrating them out as it can be certain that there 
is not much variation from day-to-day. There is also a strong correlation between the ICBs, the 
same receiver type and firmware versions. However, there is little correlation between different 
receiver firmware versions and the pseudorange ICBs. There is, however, a correlation between 
the different antenna types and the GLONASS inter-frequency channel numbers. There were trend 
patterns, both linear and quadratic, that exist between the pseudorange ICBs and the GLONASS 
channel numbers, in relation to the receiver types, receiver firmware versions and the antenna 
types. Small variations in the order of a few millimetres, were observed in the ICBs with 
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heterogeneous combination of receiver-antenna combinations as well as firmware versions. Given 
that each GLONASS satellite transmits at a different frequency, the magnitude of the ICBs vary 
from satellite to satellite.  
Organizations, such as IGS, are recommended to provide the ICB products for calibration 
based on each GLONASS PRN and frequency, as well as the receiver type, antenna type and 
firmware version. As a novel alternative approach, the AC-satellite common errors can be made 
into a product and subtracted from the daily ICB estimations in the least-squares adjustment 
process. As presented in this work, there is a correlation between AC-satellite common mean errors 
and the GLONASS satellite frequency numbers. The correlation implies that the same common 
satellite error can be subtracted from the daily ICB estimates for two antipodal GLONASS 
satellites to obtained refined ICB estimates. 
4.2 Recommendations for future research 
This study is a commencement to a grand idea of involving all available GNSS satellite 
constellations, conducting experiments with the aim of improving or solving current and pertinent 
research problems affecting the GNSS community. Some recommendations are therefore made in 
this section for potential future contributions.  
4.2.1 Multi-GNSS PPP processing 
GPS, GLONASS, GALILEO and BeiDou offers many advantages to the PPP end user. 
These advantages range from increased number of visible satellites, stronger signals and redundant 
observations, to improved solution position accuracy, reliability, integrity and availability. This 
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research has already broken ground in the implementation of a “complete” GNSS PPP software 
architecture. The near future would see the expansion of the York GNSS PPP processor into a full 
functioning software package capable of processing all available satellite constellations. However, 
there are existing problems to consider when it comes to GNSS interoperability. These limiting 
issues include solving for the system time offsets between the GNSS constellations which presents 
itself as a bias to be dealt with. Other biases exist, both from the GNSS satellite constellations and 
the user receiver ends, which has to be solved. The issue of dealing with equipment biases, is one 
of the primary near future goals to be solved to further improve inter-compatibility between the 
GNSS satellite constellations.  
4.2.2 Real-time GNSS PPP processing 
Network RTK undoubtedly provides the best accuracy in positioning and is currently 
available and used in a broad range of applications. However, it is a disadvantage in building and 
maintaining the reference station network. The requirement and need to maintain communication 
between the stationary reference station and the roving receiver, can also become a problem. As 
convenient as network RTK is, there are scenarios where a reference station or mobile network 
may not be visible. Due to such cases, the use of real-time GNSS PPP is fast developing and serves 
as a potential alternative to network RTK with low cost   maintenance. Two main problems are 
presented with the use of GNSS PPP in real-time. The first issue has to do with the fact that GNSS 
PPP, in general, depends on the use of satellite clock and orbit information to achieve accurate 
solutions. The predicted satellite orbit and clock products for real-time positioning reduces the 
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accuracy of the solution as compared to post-processing. It is a problem which is going to be 
compounded in the near future when all GNSS satellite constellations are considered, given inter-
satellite constellation biases that exists between them. The second issue relates to latency and 
convergence period, which depends on the broadcast and quality of the satellite information, 
respectively. 
Work has already began in the expansion of the York GNSS PPP processor to handle real-
time data processing options. Through the NTRIP casters, the real-time precise satellite orbits and 
clock corrections would be transmitted together with atmospheric corrections.  
4.2.3 GNSS Ambiguity Resolution 
Over the past few years, much research has gone into integer ambiguity resolution of 
carrier-phase observations. Ambiguity resolution in GNSS PPP processing has become a focal 
point in research due to the many challenges presented because of the expanding satellite 
constellations and the complexity of the signal structures. Non-integer biases are usually mitigated 
significantly in double-differencing processing but are a major challenge in GNSS PPP, 
considering that un-differenced carrier-phase observations are used. The problem exists because 
of the fractional cycle biases in the GNSS observations that are absorbed into the un-differenced 
float ambiguity estimates, preventing the estimates to naturally converge to integers. One of the 
primary goals in the near future is the estimation of the GNSS biases affecting the carrier-phase 
measurements coming from different satellite constellations. The aim will be to isolate these biases 
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in processing through modelling and calibration, leading to shorter convergence periods, near-
integer realistic float ambiguities.  
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Appendix D: Functions included in the GNSS RINEX reader class 
Function FileType:  This function identifies the input file type. It runs various checks to ascertain 
the validity of the input file, as well as the observation types in it. In the case of invalidity, it runs 
diagnostics to determine the causes and reports to error logs. The following figure illustrates the 














Function readRINEXObsHeader: This function reads a RINEX observation header. It has a 
detailed structure to both save and read the data based on the RINEX versions (2.11, 2.12 and 
3.01). Error logging functionalities are included. 
      104 
Function readRINEXObsEpoch: This function reads a RINEX observation epoch. It has a 
detailed data structure based on the observable types and the ability to change processing directions 
(either forward or backward). Error logging functionalities are included. 
 
 
Function readRinexNavFile: This function reads a RINEX navigation file based a given 
filename(s). There are developed structures for the saving of the read data which are parsed to the 
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Appendix J: General structure of the GNSS RINEX ocean loading reader 
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Appendix K: Class Atmospheric Refraction 
Function ionoKlobucharModel: This function computes the ionospheric correction using the 
Klobuchar model. The flowchart below illustrates the structure of the function. 
Start
Compute the Earth-centered angle (in semi circles) 






Compute the sub-ionospheric longitude (in semi 
circles)
Yes
Find the geomagnetic latitude (in semi circles)




Add 86400s to 
time
Compute the slant time delay
No
Yes
Compute the ionospheric delay (in meters of delay)
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Function tropoCorrectionModel: This function computes nominal zenith path delay values and 
mapping function values used to obtain the tropospheric correction depending on the input options. 
Essential parameters which serve as input to this function are the 3D position vector of the station, 
elevation of the station-satellite pair, wet mapping function (relates to the vertical delay with slant 
delay), zenith tropospheric delay and the tropospheric slant correction. The flowchart illustrates 





Compute the nominal tropospheric values 
Compute the tropospheric mapping
Option = Niell 
mapping?
Compute tropospheric 
wet and dry mapping
No
Invoke the tropospheric Niell sub-function
Yes
Compute the zenith tropospheric delay
Return the tropospheric slant correction End
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Appendix N: GLONASS pseudorange ICBs from DOY 195 to 201 in 2013 for PRN 
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