We study an asymmetric simple exclusion process in a strip in the presence of a solid impenetrable barrier. We focus on the effect of the barrier on the residence time of the particles, namely, the typical time needed by the particles to cross the whole strip. We explore the conditions for reduced jamming when varying the environment (different drifts, reservoir densities, horizontal diffusion walks, etc.). Particularly, we discover an interesting non-monotonic behavior of the residence time as a function of the barrier length. Besides recovering by means of both the lattice dynamics and mean-field model well-known aspects like faster-is-slower effect and the intermittence of the flow, we propose also a birth-and-death process and a reduced one-dimensional model with variable barrier permeability to capture qualitatively the behavior of the residence time with respect to the parameters. We report our first steps towards the understanding to which extent the presence of obstacles can fluidize pedestrian and biological transport in crowded heterogeneous environments.
Lattice models of particle flow may show surprisingly rich behavior even when only exclusion of a particle on the same site is considered [1] . Complex percolation behavior arises in particular at increased particle concentration (see [2] for a modern account on percolation theory, [3] for a case study related to the motion of colloids in narrow channels, and [4] for percolation effects in transportation in more general complex systems). In this paper, we introduce a two dimensional asymmetric simple exclusion random walk model with diffusion and drift. The model aims at capturing the effect of the barrier positioned in the strip on the corresponding residence times, i.e., the time needed by a particle to cross the strip.
More precisely, we consider a (say) vertical strip and measure the time that a particle entering the strip at the top side takes to exit the strip through the bottom side, under the assumption that the three other boundaries act as reflecting boundaries. This typical time will be called residence time.
We find an interesting non-linear dependence on the length of this barrier when simulating the evolution of a high particle density in the strip. Instead of the expected increase in the residence time, at particular conditions we surprisingly notice a decrease in residence times with increasing barrier length. This reminds us of the Braess paradox, discovered when traffic flow unexpectedly decreases, whereas an inhibitive traffic access barrier is removed (cf. [5] ). This confirms once more the fact that as population densities and the number of interactions between particles (agents, people, financial stocks, etc.) increase, so does the probability of emergent phenomena.
Our modeling approach and simulation results are potentially useful when trying to forecast the motion of pedestrian flows in open (heterogeneous) spaces. It has for instance been found that flocking of sheep [6, 7] is helped by introducing a barrier before an exit point. Also high density particle flow through an orifice that leads to jamming has been found to have less jamming when a barrier is put in front of the orifice (see, for instance, [8] and [9] for crowd dynamics scenarios when the flow is improved by the presence of an obstacle in front of the exit).
We have explored extensively in a previous paper (see [1] ) the two dimensional diffusion-drift strip lattice model used in this context, but without barriers. On the two dimensional lattice a discrete stochastic process is simulated controlled by top and bottom reservoir densities. The displacement probabilities of the particles are in four directions: h, u, d, with h + u + d = 1. Displacements only can occur to a square lattice site that is unoccupied. The horizontal displacement probability perpendicular to the flow direction of the strip is h/2, whereas u and d are the upward and downward displacement probabilities. The model describes diffusion as well nonlinear convection when d − u is different from zero.
When the drift (pointing out in the top-down direction) is non-zero, our stochastic simulations show a phase transition in the dependence of simulated average particle residence time as a function of the barrier length W . This phase transition is only found when the density ρ d , i.e., the bottom reservoir density, exceeds a particular value, while the range of barrier lengths of decreases in residence time depends on the choice of the drift value. In the absence of the drift, alike phase transitions do not happen (as predicted for instance in [10] and references cited therein).
Denote our vertical strip by Ω and refer to the internal obstacle as O, see Figure 2 .2 for a sketch of the geometry. The physical basis of this phenomenon can be understood based on the particle density profiles. The calculated density profiles around the phase transition are shown for a particular situation in Figure 1 .1 (the meaning of the parameters listed in the caption will be explained in Section II). One notes the transformation of a convex-to-concave density profile behind the barrier when the barrier width is moved through the phase transition regime. This density profile can be well approximated as solution to the mean-field equation
in Ω \ O, endowed with the initial condition ρ(0, y, x) = 0 in Ω \ O (1.2) and the boundary conditions ρ(t, y, 0) = ρ u , ρ(t, y, L 2 ) = ρ d , ( Here n ∂O denotes the outer normal along the boundary of the obstacle O. It occurs to us that there may not be too much dependence in the density profile on the y variable and we can approximate the two dimensional density profile with its one dimensional counterpartρ(x) that we obtain by integrating out the y variable. This one dimensional density profile can be then used to calculate the residence time estimate that is given from the mean field expression
(1.5)
This expression [1, equation (5.35) ] shows that the average particle residence time is determined by the derivative of the density at the entrance of the strip and the integrated density. The convex to concave density profile change behind the barrier in Figure 1 .1 indicates a large change in the particle density, that, as we will see, is responsible to a significant extend to the phase transition behavior. We have discussed previously in [1] that the mean field equation (1.1) is only valid in a limited regime of the parameter space, there a birth-and-death random walk model providing an alternative approach to calculate the residence time is proposed. Non-linear behaviors in the residence time are not limited to the dependence on the barrier width (that occurs when the drift is not zero). Parametric dependencies can turn to be non-monotonic as well. It is worth noting that in absence of drift, the dependence on the barrier width always turns into a monotonic decrease of the residence time with increasing width. However, mind that this decrease does not uniformly scale with the lateral strip dimension. When the residence times are considered at similar ratios of barrier width and strip lateral dimension, the corresponding residence times are found to increase with increasing the strip lateral dimension. The effect depends on the horizontal hopping probability and diminishes when the hopping frequency becomes larger.
In addition to the numerical solution of the residence time on the one dimensional density profiles determined by averaging the density of the two dimensional simulations, approximate analytical solutions are sought for the corresponding viscous one-dimensional Burgers equation, which has then to be solved together with the proper boundary conditions. The paper is organized as follows. In Section II, we introduce the lattice model and the different methods to approach the barrier problem. This is to be followed by the presentation of our results in Section III and IV. Essentially, we compare the two dimensional model simulations with the output of the 1D model and give evidence of the occurrence of a phase transition in one dimension. The paper is concluded with a short discussion of the results in Section V.
II. MODELS AND METHODS
In this section, we introduce the models we plan to study to address the problem discussed in the introduction and we shall also give a brief account of our main methods.
A. Lattice dynamics
The lattice model we discuss in this paper is the same as the one introduced in [1] , excepting for the presence of the obstacle. Nevertheless, for the sake of clarity we define the model in detail.
Take
We say that the coordinate directions 1 and 2 of the strip are respectively the horizontal and the vertical direction. We accordingly use the words top, bottom, left, and right. On Λ we define a discrete time stochastic process controlled by the
The meaning of the parameters is clarified in what follows. The configuration of the system at time t ∈ Z + is given by the positive integer n(t) denoting the number of particles in the system at time t and by the two collections of integers x 1 (1, t), . . . , x 1 (n(t), t) ∈ {1, . . . , L 1 } and x 2 (1, t), . . . , x 2 (n(t), t) ∈ {1, . . . , L 2 } denoting, respectively, the horizontal and the vertical coordinates of the n(t) particles in the strip Λ at time t. The i-th particle, with i = 1, . . . , n(t), is then associated with the site (x 1 (i, t), x 2 (i, t)) ∈ Λ which is called position of the particle at time t. A site associated with a particle a time t will be said to be occupied at time t, otherwise we shall say that it is free or empty at time t. Fix n(0) = 0.
At each time t ≥ 1 we first set n(t) = n(t − 1) and then repeat the following algorithm n(t−1) times. Essentially, at each step of the dynamics, a number of particles equal to the number of particles in the system at the end of the preceding time n(t − 1) is tentatively moved. One of the three actions insert a particle through the top boundary, insert a particle through the bottom boundary, and move a particle in the bulk is performed with the corresponding
Insert a particle through the top boundary. Chose at random with uniform probability the integer i ∈ {1, . . . , L 1 } and, if the site (1, i) is empty, with probability d set n(t) = n(t) + 1 and add a particle to site - (1, i).
Insert a particle through the bottom boundary. Chose at random with uniform probability the integer i ∈ {1, . . . , L 1 } and, if the site (L 2 , i) is empty, with probability u set n(t) = n(t) + 1 and add a particle to site (L 2 , i).
Move a particle in the bulk. Chose at random with uniform probability one of the n(t) particles in the bulk. The chosen particle is moved according to the following rule: one of the four neighboring sites of the one occupied by the particle is chosen at random with probability h/2 (left), u (up), h/2 (right), and d (down). If the chosen site is in the strip (not on the boundary) and it is free, the particle is moved there leaving empty the site occupied at time t. If the chosen site is on the boundary of the strip the dynamics is defined as follows: the left boundary {(0, z 2 ), z 2 = 1, . . . , L 2 } and the right boundary {(L 1 + 1, z 2 ), z 2 = 1, . . . , L 2 } are reflecting (homogeneous Neumann boundary conditions) in the sense that a particle trying to jump there is not moved. The bottom and the top boundary conditions are stochastic in the sense that when a particle tries to jump to a site (z 1 , 0), with z 1 = 1, . . . , L 1 , such a site has to be considered occupied with probability u and free with probability 1 − u , whereas when a particle tries to jump to a site (z 1 , L 2 + 1), with z 1 = 1, . . . , L 1 , such a site has to be considered occupied with probability d and free with probability 1 − d . If the arrival site is considered free the particle trying to jump there is removed by the strip Λ (it is said to exit the system) and the number of particles is reduced by one, namely, n(t) = n(t) − 1. If the arrival site is occupied the particle is not moved.
Particle meets barrier. The impenetrable barrier is modeled by a rectangular region of width W and height O 2 which is constantly occupied by particles at rest. Hence, particles moving on the lattice must do back step and/or lateral jump this region.
It is worth noting that the model is a Markov chain ω 0 , ω 1 , . . . , ω t , . . . on the state or configuration space Ω := {0, 1}
Λ with transition probability that can be deduced by the algorithmic definition. This model will be studied via Monte Carlo simulations. We will let evolve the process for a time (termalization time) sufficiently long until the system reach the state. After that, we shall measure the two-dimensional density profile by averaging the occupation number at each site of the lattice (see, for instance, Figure 1.1) .
Moreover, we shall also measure the residence time by averaging, at stationarity, the time needed by a particle entered through the top boundary to exit through the bottom one. In this computation the top boundary condition will be chosen to be ρ u = 1 so that particles will not be allowed to leave the system through the top boundary.
In the study of the residence time we shall find two very different pictures in the case in which the dynamics will be either biased or not along the vertical direction. A special role, hence, will be played by the parameter
which will be called drift.
For more details we refer the reader to [1] where a complete account on these techniques has been provided.
B. Mean field dynamics
The mean field equation (1.1) corresponds to the lattice dynamics presented in Subsection II A. It is derived in full details in [1] , using arguments very much inspired from [11] . We refer the reader to these papers for the details of the derivation of the mean field model and particularly to [1] for a detailed investigation of its validity range depending on the relative sizes of the most influential model parameters. The novelty here is the presence of the obstacle. The derivations follow similarly under the assumption that the obstacle is impenetrable. This mean field model is studied via a finite element approach. The problem (1.1)-(1.4) is integrated numerically and the density profile ρ(y, x) is found. Then the residence time is computed by means of the equation (1.5).
We used the Finite Element Numerics toolbox DUNE [18] to implement a solver for the model. We used quadratic Lagrange elements and the Newton method to deal with the nonlinear drift term.
C. One-dimensional reduction
We propose a twofold reduction of the Mean Field model. This way, we reduce the dimensionality of the model from 2D to 1D and compensate, based on an effective transport coefficient, for the presence of the obstacle. For this we use a porous media modeling approach where parameters like obstacle porosity and tortuosity will be used in the 1D context. Similar arguments are indicated, for instance, in [12] .
It occurs to us that there may be not too much dependence in the density profile on the y variable and we can approximate the two dimensional density profile with its one dimensional counterpart that we obtain by integrating out the y variable. After integration, the x coordinates that correspond to the place where the obstacle was in two dimensions, are designated to have a smaller diffusion coefficient to account for that obstacle.
In our initial approximation, we consider the diffusion coefficient and the drift to be porosity and tortuosity based via the coefficient
For convenience we also let α :
is the currently unknown function of the horizontal displacement probability h. This plays the role of the tortuosity. It is expected that F (h) ∈ (0, 1). In this very basic approximation porosity and tortuosity effects are independent (multiplicative), so that the no obstacle case is recovered for W = 0 and
, which is also the expected behavior from the lattice model.
with the boundary conditions
On the basis of the density profile obtained by solving (2.8), it is possible to compute the residence time via a standard argument, see, e.g., [1, Section 5.6]. We find
which is the analogous of equation (1.5).
We will see in the next Section that the reduced model (2.8) and (2.9) is a convenient approximation of the 2D mean-field model with obstacle in the zero drift case. In this context the model will solved explicitly and the density profile will be computed. Then we will compute the residence time using again (1.5).
III. ZERO DRIFT CASE
We consider the lattice model introduced in Section II A on the lattice strip of size L 1 × L 2 in absence of drift, namely, for δ = 0. Our simulations will be run mainly for L 1 = 100, L 2 = 400, h = 0.5, ρ u = 1, and In this case, since particles do not experience any external drift, we expect that the stationary density profile will poorly depend on the horizontal lattice coordinate. For this reasons it appears reasonable to compare our Monte Carlo results for the lattice model with estimates based on the one dimensional model introduced in Section II C. 
, and we can express it in the form (3.11) where the coefficients a and b are the unknowns. The functions T i are the linear pyramid functions. Their
and 0 otherwise,
otherwise
otherwise.
and 0 otherwise. After substituting (3.11) into (2.8), multiply both sides by T 1 (x) and T 2 (x) and then integrate. This yields the following equations
From here it follows that
After integration, we obtain the next linear system
We remark that the deviations in the density profile from the straight line are symmetric. See e.g. Figure 3 .4 for an example simulation. Indeed, by summing the coefficients in (3.12) we obtain a + b = ρ u + ρ d and, hence.
Having obtained the analytical expression for ρ(x), we can compute the 1D Mean Field residence time approximation by using (2.10). Indeed, some simple algebra yields
where, we recall,
In the case α = 1, i.e., no obstacle, the expression of the residence time simplifies to 15) which is an agreement with [1, equation (5.39)]. We note the following: according to (3.14), the residence time increases with increasing value of ρ d . Additionally, the effect of W on the residence time disappears when L 2 goes to infinity. Moreover, from (3.14), the residence time uniformly increases as W increases. Note also that the W dependence can be also seen purely as W/L 1 . This is a limitation of our simple approximation to the diffusion coefficient, since in our simulations we see an effect of different values of W on the residence time, even with the same W/L 1 ratio (see Section III C).
B. Density profile
Now, we discuss how the density profile obtained from (3.11) compares to the one obtained by averaging the 2D Monte Carlo simulation. The results are shown in Figure 3 .3 in the case W = 70. The parameters we used in the computation are listed in the caption.
The match between the Monte Carlo and the analytical result is perfect. For the 1D model we had to optimize on the tortuosity coefficient by choosing F = 0.45 for this comparison, but we stress that the same value has been used for all the choices of the bottom boundary density plotted in the picture. Although this value resulted in a good match, the question of the explicit dependence
The size of the jump in the averaged density profile, which can be observed in the figure, obviously depends on the width of the obstacle. This dependence is analyzed in Figure 3 .4, where we plot the averaged Monte Carlo density profile for the 2D lattice model for different values of W . The two plots show our results for ρ d = 0 (top panel) and ρ d = 0.9 (bottom panel). It is worth remarking that, as we expected, in both cases the size of the jump increases with the obstacle width. But we stress that the qualitative behavior of the graph does not change with ρ d . This fact is particularly relevant and it is key in our explanation for the different behaviors that we shall find in the biased (not zero drift) case.
C. Residence time
The above discussion shows that the 2D stationary density profile can be found by averaging the Monte Carlo data for the 2D lattice model or by solving the Mean Field model (1.1). Moreover, by averaging along the horizontal axis this 2D profile, we find a 1D profile which can be perfectly fitted with the 1D model proposed in Section II C by choosing the correct tortuosity coefficient. Such a 1D density profile can be used as an input to estimate the residence time.
This estimate can be achieved via the Mean Field approximation provided in (1.5). In [1] a different approach, base on a Birth-and-Death model has been also proposed and thoroughly discussed in absence of obstacles. The main idea is that of predicting the residence time via a one-dimensional model in which a particle perform a simple random walk in the vertical direction with jumping In that paper, due to the absence of obstacle, the reduction to 1D is rather obvious, since the density profile does not depend on the horizontal coordinate. As already remarked above, in the present case we shall use this theory starting from the horizontally averaged densityρ as in equation 1.5.
In Figure 3 .5 and Figure 3 .6, we compare the Monte Carlo measurement of the residence time to the Birthand-Death and Mean Field estimates based on the horizontally averaged 1D density profile of a 2D simulation of a flow through a strip with an obstacle in the middle. On the horizontal axis we have the obstacle width and on the vertical axis the mean residence time. The formulas for the both residence time estimates can be found in [1] , more precisely, see [1, 
As we can see, the quality of the approximation is influenced heavily by the value of ρ d . For ρ d = 0, the MF approximation works very well, while the BD approximation gets worse when the width of the obstacle is increased. For ρ d = 0.9, the MF approximation overestimates by a lot, while the BD approximation is a bit better, but still not very precise. This result is consistent with what it has been found in [1] in absence of obstacle: in absence of drift, provided h is large enough (here we are using h = 0.5), the BD prediction is better than the MF one in those situations in which clogging is present. There, in absence of obstacles, clogging was introduced by increasing the value of the bottom boundary density.
From this it follows that we can't expect to get great residence time estimates based on the analytical solution of our 1D model for the case of zero drift. But we can still hope to reproduce the density profiles well.
As a final remark, on which we shall come back in the discussion Section V in connection with the results we will find in the not zero drift situation, we note that the behavior of the residence time with the obstacle width is absolutely trivial. Indeed, it stays more or less constant till half the horizontal width is reached, then it increases sharply.
IV. NON-ZERO DRIFT CASE
We consider the lattice model introduced in Section II A on the lattice strip of size L 1 × L 2 in presence of drift, namely, for δ > 0. Our simulations will be run mainly for the same parameters as those used in Section III. Details will be given in the figure captions.
In this case, since particles do experience an external drift, we expect that the stationary density profile will depend on the horizontal lattice coordinate. For this reasons our discussion will rely exclusively on the Monte Carlo simulation of the 2D lattice model introduced in Section II A.
A. Density profile
The density profile is measured for the 2D lattice model, see also the comments Section II A, by averaging the occupation number at stationarity. Our results are plotted in Figure 1 .1, where we used the parameters L 1 = 100, L 2 = 400, h = 0.5, δ = 0.05, ρ u = 1, ρ d = 0, 0.9, O 2 = 3, and W = 85, 90, 95; recall the obstacle is placed in the middle of the strip. The main features are: the presence of a jump across the obstacle and the dependence of the profile on the horizontal coordinate.
A deeper insight in the structure of the density profile can be reached by looking at the horizontally averaged densities. Here we see the drastic change in the density profile behavior when the drift value decreases from 0.1 to 0.01. When δ > 0.1 and W = 0, the density profile is nearly independent of x and is equal to 0.5. It will not vary with ρ d , as long as ρ d < 0.5. When ρ d > 0.5, the average value of the density increases with ρ d and is equal to it. The case δ = 0.01 is reminiscent of the zero drift behavior, whereas the case δ = 0.1 is qualitatively different.
We focus, now, in this latter case δ = 0.1. Each panel in Figures 4.7 and 4 .8 refers to a fixed value of the bottom boundary density ρ d and the different curves refer to different values of the obstacle width W . In each a panel a quite obvious behavior is observed: the jump in stationary density measured at the obstacle increases with its width.
Much more interesting is the dependence of the density profile on the bottom boundary density at fixed obstacle width. Consider, for example, the case W = 50 which corresponds to the black lines in Figures 4.7 and 4 .8. The curve depicted in the top left panel in Figure 4 .7 refers to the case ρ d = 0: in the upper part of the strip (above the obstacle) the density profile is essentially constant and drops to 0.73 at the obstacle. Immediately below the obstacle the density falls to 0.25, stays approximately constant for the whole bottom part of the strip, and finally drops to zero to match the boundary condition.
This behavior does not change that much when ρ d is value of the obstacle width W . Obviously the value of the critical density measured on the upper face of the obstacle in correspondence of the skeleton profile obtained for ρ d = 0 changes with W , but it is interesting to remark that it tends to 0.5 (the value measure in absence of the obstacle) as the width of the obstacle is decreased.
Summarizing, there exist two different regimes (controlled by ρ d ) for δ > 0 of the obstacle, no onset of percolation. When ρ d > 0.5, depending on the obstacle width, the system can be in the low flux regime with onset of percolation.
This behavior is very similar to the phase transition which is observed in the 1D simple exclusion model [10] with critical bottom boundary density 0.5 (see, also, [1] for the the obstacle free strip geometry [1] ). Here, the critical bottom density is not 0.5 but it is given by the density on the obstacle measured in the reference skeleton profile corresponding to ρ d = 0. From the physical point of view the two phases differ for the particle content in the bottom part of the strip: such a region is almost empty in one case and pretty full in the other. This behavior of the density profile has obviously an important effect on the residence time.
As we have already remarked above, this qualitative change in the density profile is not observed in the zero drift case. Such a peculiar behavior that, as we shall see in the following, has also a relevant consequence on residence times, is due to the combined effects of the obstacle and the external drift.
B. Residence time
In all the cases discussed Section IV A we have computed the residence time and reported it in the inset in Tables I and II together with the Mean Field estimate (1.5) computed by using the horizontally averaged density profileρ(x). We remark that in this case this procedure will not give an accurate prediction for the residence time due to the lacking of horizontal translational invariance in the density profile, nevertheless, as the data will show, the prediction will be at least qualitatively sound. Moreover, on the basis of the Mean Field approximation it will possible to interpret the Monte Carlo results.
In view of our results on the structure of the density profile we know that, for δ > 0, there exists two different regimes controlled by ρ d . The difference in the residence time behavior is illustrated by Figure 4 .9 that shows the residence time as a function of ρ d . Indeed, for ρ d < 0.5 there is only a weak dependence on ρ d , whatever is the obstacle with W . For ρ d > 0.5, depending on W , there is a large increase of residence time with ρ d itself. A simple interpretation of this fact is the following: when the bottom boundary density is large the system is in the low flux regime and bottom part of the strip is so highly populated that the residence time becomes large. But, as we shall see in the following, a deeper understanding of this phenomenon can be achieved by means of the Mean Field approximation.
Recall the Mean Field approximation (1.5) of the residence time and note that R is written as a product of two terms: the area under the density profile and a factor depending on the slope of the density profile at the top boundary. Hence, it is convenient to introduce the quantities
and m Tables I  and II . A deeper insight in the problem is possible by looking at the dependence of the residence time on W . We distinguish the two regimes discussed above.
Regime ρ d < 0.5. We note that the residence time increases uniformly with increasing W as see in Figure 4 .9. Note also that the behavior of the residence time does not depend on the value ρ d ; we can then focus on the case ρ d = 0. In terms of the Mean Field approximation this is due to the variation of the derivative of the profile at the top boundary. Indeed, see the values listed in the left part of Table I, the parameter m 2 stays constant, whereas m 1 steadily increases with the obstacle width. This is due to an increased density before the barrier that changes the slope ρ (0). On the other hand, the increase in density before the barrier and the developing wake behind the barrier cancel and this explains why m 2 stays constant.
Regime ρ d > 0.5. As long as the drift is small (check the right value in the Tables I-II), the dependence of residence time on W is similar to the case when the drift is zero. The dependence on W is dominated by the diffusion and the residence time increases with increasing W , similar to the no drift case. When δ is large, that is to say it exceeds a particular value compared to the diffusion constant, a new dependence of the residence time on W appears, see the data in the left in Table II This phenomenon is observed for any value of ρ d larger than 0.5, but the larger is ρ d the more evident the phenomenon is. We focus on the case ρ d = 0.9 and δ = 0.1. From the plots in the corresponding panel on the left in Figure 4 .8 we see that, when W is increased from 0 to 70, the density profile in the upper part of the strip remains essentially unchanged, whereas a wake below the barrier appears. The appearance of such a wake decreases the value of m 2 and hence the residence time. Physically, it means the the number of particles in the bottom part of the strip decreases and, thus, the typical time to cross such a region gets lower. This is confirmed by the data on the left in Table II : the decrease of m 2 from 362.5 to 349.5 causes the reduction of the residence time from 80054 to 75592.
If W is further increased, the coefficient m 2 goes on decreasing, but the residence time increases due to jamming. This is quantified from derivative and density integrals. The system is in the fast flux regime, so that the density increase in front of the barrier determines the increase. This is illustrated in Table II , indeed, the coefficient m 1 , which is essentially constant for W = 0, 10, ..., 70, starts to increase when W exceeds 80.
We observe that initially there is no change in the density before the barrier (specifically in ρ (0)), but a wake develops. The initial decrease in the residence time is therefore due to the decreased density of the wake. This dependence on W is very different from the one observed in the previous cases, where there is always a substantial increase in density before the barrier. The difference must relate to the onset of percolation, so that a decrease in the wake density has a large effect. The distance dependence of the density profile in the wake changes from convex to concave beyond W c . The minimum in W c occurs when the wake density reaches its minimum. Then there is no further reduction in the density possible and the density before the barrier now increases steeply with increasing W . The increase in residence time with ρ d as well as the distribution before the barrier is now very similar to the other regime, that also suggests the importance of increased percolation, that results in jamming type behavior.
V. DISCUSSION AND CONCLUSIONS
According to the lattice model simulations reported in this paper, the effect of the barrier on the residence time is surprising: at low flux the system may show decreased residence time of particles when passage barrier is increased, instead of the expected decrease in residence time.
We find three different flow regimes of interest. The regime of zero drift, where the residence time increases with barrier length. The barrier generates an increase in density before the barrier and a wake behind. The density changes are comparable. The increase in residence time is due to the lowered derivative of density at the entrance of the stripe, that is due to the increased density before the barrier. The concentration of particles before the barrier is such that these particles can be considered to be in the percolation regime. The system becomes increasingly jammed.
The regime of non-zero drift, but with an exit density ρ d < 0.5. This is the regime of high flux (see [1, 10, 17] ) without percolation inhibition. The residence time in this regime is independent of the bottom boundary density. When the barrier increases the residence time increases for a similar reason as in the zero-drift case. When W/L 1 becomes larger that 0.5 the residence time increases steeply and the density before the barrier increases such that it is in the percolation regime. It is dominated again by the derivative of density at the entrance of strip.
The regime of non-zero drift, but with exit density ρ d > 0.5. This is the regime of low flux. When the Damköhler number, i.e., the ratio between the external drift and the diffusion coefficient, is sufficiently large, the non-linear dependence of residence time on the barrier width appears. The residence time decreases with increasing value of barrier W until a limiting value of W c is reached. This critical width is such that its ratio with the horizontal length of the strip is equal or less than ρ d . Beyond this value of W the residence time increases steeply with increasing W , as expected for the onset of increased jamming.
The difference between the high flux and low flux regime is due to the very different dependence of ρ(x) [ The changes in residence time in presence of barrier can be understood as maximization of current.
In Figure 4 .11 the changes in density for ρ d < 0.5 and ρ d > 0.5 are schematically sketched. There is an important qualitative difference between the two cases.
The case ρ d < 0.5 ( Figure 4 .11 first and second panel from the left): the barrier reduces transmission from x < L 2 /2 to x > L 2 /2, since the density gradient at x = L 2 /2 has the same sign before and after barrier. Also directly behind the barrier ρ (x) < 0, since this gives a positive contribution to the flow rate, the density dependence on x then is concave. Reduced transmission through the barrier increases the density before the barrier into the ρ d > 0.5 regime, that is the percolation regime. Behind the barrier a wake develops of lower density. The flow rates before as well after the barrier decrease.
The case ρ d > 0.5 ( Figure 4 .11 third and fourth panel from the left): when ρ d > 0.5 the x derivative of ρ(x)[1 − ρ(x)] is negative as long as ρ (x) > 0. An initial convex shape of density profile of the wake behind the barrier implies ρ (x) > 0 (x > L 2 /2). The flow rate now increases, because in the wake the density is reduced and ρ(x)[1 − ρ(x)] then increases. Density reduction when barrier width is small is initially in the percolation regime. Since the derivative ρ (x) before the barrier is negative and positive after the barrier, the second derivative of ρ(x) is discontinuous. Barrier transmission is not hindered as long as W < W c , where the derivative ρ (x) changes sign. When W remains less than W c there is no increase in density before the barrier. At this condition the fast flow in the wake of barrier drains density from the front of the barrier, so that it is maintained at the density it also has in absence of the barrier. The current increases with increasing barrier width, until no density reduction in the wake is any more possible and the initial sign of ρ (x) becomes negative. Then reduced transmission through the barrier increases density before the barrier and current decreases. This analysis has been done for the projection of the two dimensional changes in density onto a one dimensional density. In the two dimensional case, a relative value of the horizontal displacement h = 0.5 has been used. In that case there is rapid diffusion of density before the barrier to the opening positions between barrier and wall, and after the barrier into the wake region. In the low flux region, the low density that develops in the wake also reduces density between barrier and wall so that density transport from before the barrier to the open space region is enhanced. The one dimensional analysis indicates that asymmetrical density development is indeed caused by the convex residence time function of ρ in the high flux region, that ultimately is due to percolation.
In the recent paper [19] the totally asymmetric simple exclusion process has been applied to a molecular motor transport model on a network. Whereas the network is different from our strip model and drift equals one, the paper [19] finds also non-linear dependence on motor particle density when its global density exceeds a critical value and network exit rate is asymmetric. Also in this case the critical behavior depends on the derivative of ρ(x)[1 − ρ(x)] as we propose in this paper.
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