Abstract. The confidence intervals estimated using simple interval arithmetic can be 40% larger than the correct value. Here we provide a general upper bound on this discrepancy which we use to estimate the correct value from the estimate obtained from interval arithmetic. This approximation can be within 4% of the correct value for the kinetic models we examine.
Introduction
We have previously shown that the confidence bands of some functions (y) estimated using an intuitive interval arithmetic approach overestimate the actual magnitude in a predictable manner [BROWN et al,. 2012a] .
The estimate obtained by interval arithmetic ( y ) and the standard value ( y ) can be related by the general expression 
where  i is the error estimated for the corresponding coefficient (a i ), and
where y L and y U are the lower and upper values of y obtained by interval arithmetic as we have described previously [BROWN et al., 2012a] . We defined the discrepancy () between  y and  y as
and speculated that the relative difference
is a general result [BROWN et al., 2012a ] . Here we demonstrate an improvement of this conjecture and improve on some other aspects of our treatment of this issue.
Theory
It follows from (1) and (4) that
and substituting (2) and (3) into (4) a general expression for the discrepancy is obtained
Assuming that  y can be estimated from the sum of the contributions of each of the  i
where the absolute value of the derivative is taken to maximise the value consistent with (3) and the general approach of interval arithmetic [MOORE, 1979] . So 
which has the same form as (6) bearing in mind that each of the derivative terms may be a function of x. Of course, (10) gives the same result as (4) for the three functions we examined previously [BROWN et al., 2012a] . A general upper bound for  can be obtained from (10)
as is shown in the Appendix.
An upper bound on the relative difference can also be estimated.
From (4), the relative difference is
and substituting (11) into (12) yields an upper bound
consistent with (5) if n = 2 and  ≤ 1 [BROWN et al., 2012a] . Unlike (5), (13) provides no insight into the shape of the function as x varies. However, (13) and (5) are consistent for n ≥ 2 because
which means that the relative difference is
as the examples below demonstrate. An estimate of  y can be obtained from (14)
where the inequality arises from the application of (11).
Applications
We have previously demonstrated the usefulness of (14) in the cases of a line and a rectangular hyperbola for each of which n = 2 [BROW N et al., 2012a] . So we restrict our examples to biologically relevant expressions for which n > 2. For n = 3 we examine the case of a standard substrate inhibition expression [BROWN et al., 2012b] and for n = 4 we consider the general kinetic expressions of [BARDSLEY et al., 1980] , which can be written
where [BARDSLEY et al., 1980] show. For brevity, we do not provide all of the underlying mathematical details, but refer the interested reader to the sources cited [BARDSLEY et al., 1980; BROWN & SIMCOCK, 2013] . In most enzymatic reactions the reaction rate (v) increases with increasing substrate concentration (s) and tends towards a maximum rate (V max ) as the enzymes become saturated with substrate [MICHAELIS & MENTEN, 1913; BRIGGS & HALDANE, 1925] .
In other cases, as s increases beyond a particular value, v declines and so this is known as substrate inhibition where K m and K i are constants characterising the affinity of the enzyme and the dissociation constant of the substrate-enzyme-substrate complex, respectively. Equation (17) is equivalent to (16) with p = 1 and q = 2 after dividing the RHS of (17) by K m (in the same way, the Available on-line at http://www.bjbabe.ro
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standard Michaelis-Menten expression [MICHAELIS & MENTEN, 1913; BRIGGS & HALDANE, 1925] is equivalent to (16) for p = q = 1).
From (3) and (17), the expression for
where  V ,  K and  I are the error estimates corresponding to V max , K m and K i , respectively. The expression for  v can be determined using (2) [BROWN et al., 2012b] . Figure 1A ) by about 0.4 v (Figure 1B ), but using (15) this is reduced to less than 0.04 v ( Figure  1B) .
For the general kinetic expression of [BARDSLEY et al., 1980] In (A) the solid curve is given by (17), using V max = 100 ± 10, K m = 0.50 ± 0.05 and K i = 1.0 ± 0.1, the dashed curves are v s ±  v (18) and the grey region is v s ± v (19).
In (B) the dotted curve is the relative difference, calculated from the corresponding values in (A), and the solid line is the relative error of the value of  v estimated using (15).
In general, p = q for uninhibited reactions [BARDSLEY et al., 1980] , such as that shown in Figure 2A , in which case (21) could be written more simply if necessary.
For the Michaelis-Menten model [MICHAELIS & MENTEN, 1913; BRIGGS & HALDANE, 1925] , for example, p = q = 1, but for the substrate inhibition model (17) p ≠ q ( Figure 1A) .
In this case  v >  v (Figure 2A ) by about 0.4 v over much of the range of s (Figure 2B ), but using (15) this is reduced to less than 0.02 v in this range ( Figure  2B) .
As s approaches zero  v also tends towards zero and so the relative difference increases and exceeds 0.4 v ( Figure 2B ).
In passing, we note that we previously considered the function
where each of the coefficients a i has an error  i and x ≥ 0, and showed that In (B) the dotted curve is the relative difference, calculated from the values in (A), and the solid line is the relative error of the value of  v estimated using (15).
Clearly, (22) has the same form as (1) and the bound derived in the Appendix (24) also applies.
Consequently, the theory we have outlined here also applies to f(x), consistent with our previous conjecture [BROWN et al., 2012a] .
Discussion
The estimation of the confidence band of a function using interval arithmetic is computationally simple and mathematically intuitive (3).
Unfortunately, the band obtained in this way is too large, but it can be improved [BROWN et al., 2012a] . Here we have generalised our previous approach to more complex functions and have shown that our previous conjecture is consistent with the bounds on  (14).
While this leads to an improvement in the estimate of  y (15), we have not yet defined the practical limits of applicability of this generalisation.
As we have argued previously [BROWN et al., 2012a] , where several parameters are estimated, comparisons involving one arbitrarily selected parameter can be misleading.
Moreover, such an approach yields an under-estimate of the actual variability.
It is very clear that (16), for example, might have many parameters, each of which contributes differently to the overall error depending on s (21).
Except in particular circumstances it is invidious to consider any one of them in isolation.
We intend that the simple algebra needed to estimate the confidence interval using interval techniques will facilitate a more considered approach to assessing the variability of nonlinear functions.
These techniques could usefully be applied to growth functions [Brown, 2007] and the analysis of ligand binding assays among many others.
