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Abstract
In this paper, differential equations of arbitrary order with separated boundary conditions are converted into an optimal control
problem. Then a convergent approximate solution is constructed such that the exact boundary conditions are satisfied. In fact it
will be shown that for every ε > 0, there exists an approximate solution vε of B-spline functions such that the corresponding least
square error is less than ε > 0, and also vε satisfies the exact boundary conditions. Some examples are given and the optimal errors
are obtained for the sake of comparison.
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1. Introduction
When an infinite horizontal layer of fluid is heated from below and is subject to the action of rotation, instability
sets in. When this instability sets in as ordinary convection, the ordinary differential equation is sixth order [1]. When
this instability sets in as overstability, it is modelled by an eighth-order ordinary differential equation [1].
Suppose, now, that a uniform magnetic field is also applied across the fluid [1] in the same direction as gravity.
When instability now sets in as ordinary convection, it is modelled by a tenth-order boundary-value problem. When
instability sets in as overstability, it is modelled by a twelfth-order boundary-value problem. For more details about
the occurrences of high-order boundary-value problem, see [2–4]. An eighth-order differential equation occurring in
torsional vibration of uniform beams was investigated by [5]. A class of characteristic-value problems of high order
(as high as 24) are known to arise in hydrodynamic and hydromagnetic stability [2–4].
The literature of numerical analysis contains little on the solution of the high-order boundary-value problem [3,4].
Research in this direction may be considered in its early stages. Theorems which list the conditions for the existence
and uniqueness of solutions of such problems are contained in a comprehensive survey in a book by Agarwal [6],
though no numerical methods are contained therein for solving boundary-value problems of higher order.
Recently, the boundary-value problems of higher order have been investigated because of both their mathematical
importance and their potential for applications in hydrodynamic and hydromagnetic stability. Baldwin [7] applied
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global phase-integral methods for solving boundary-value problems of sixth order. However, numerical methods of
solution were introduced implicitly by Chawla and Katti [8] although the authors focused their attention on fourth-
order boundary-value problems. Computational results have also been obtained by [4] for special nonlinear boundary-
value problems of order 2m by using finite-difference methods. In the series of papers by Twizell et al. [1,9–13]
the spline function values at the midknots of the interpolation interval and the corresponding values of the even-
order derivatives are related through consistency relations. Wazwaz [14], used the decomposition and the modified
decomposition method to solve the higher-order problems with two-point boundary conditions.
Generally speaking, a considerable amount of interest [1–19] was directed towards the use of finite-difference
methods, the spline function values at the midknots and the decomposition method to handle boundary-value problems
of higher order.
The present work is to solve the more general form of arbitrary-order problems with separated [6] boundary
conditions. These problems have the general form
g(t, y(t), y′(t), . . . , y(m)(t)) = 0, −∞ < a ≤ t ≤ b <∞ (1)
with the separated boundary conditions
m−1∑
j=0
ci j y
( j)(ai ) = Ai , 1 ≤ i ≤ m (2)
where a ≤ a1 ≤ a2 ≤ · · · ≤ am−1 ≤ am ≤ b.
In (2) the coincidence of several ai means that at a single point several functions are defined, which are assumed
to be linearly independent. These boundary conditions include in particular the following:
(i) Initial conditions
a1 = a2 = · · · = an .
(ii) Nicoletti conditions
a1 < a2 < · · · < an,
y(ai ) = Ai , i = 1, 2, . . . , n.
(iii) Hermite (r point) conditions
a1 < a2 < · · · < ar (r ≥ 2), 0 ≤ ki ,
r∑
i=1
ki + r = n,
y(ai ) = A1,i , y′(ai ) = A2,i , . . . , y(ki )(ai ) = Aki+1,i ; i = 1, 2, . . . , r.
(iv) Abel–Gontscharoff conditions
a1 ≤ a2 ≤ · · · ≤ an (an > a1)
y(i)(ai+1) = Ai ; i = 0, 1, . . . , n − 1
and in particular the right focal point boundary conditions
a1 < a2, 1 ≤ k ≤ n − 1 is fixed
y(i)(a1) = Ai ; i = 0, 1, . . . , k − 1,
y(i)(a2) = Ai ; i = k, k + 1, . . . , n − 1.
(v) (n − 1, p) conditions
a1 < a2, 0 ≤ p ≤ n − 1 is fixed
y(i)(a1) = Ai ; i = 0, 1, . . . , n − 2,
y(p)(a2) = B.
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(vi) (p, n − 1) conditions
a1 < a2, 0 ≤ p ≤ n − 1 is fixed
y(p)(a1) = B,
y(i)(a2) = Ai ; i = 0, 1, . . . , n − 2.
(vii) Lidstone conditions
a1 < a2, n = 2m
y(2i)(a1) = A2i , y(2i)(a2) = A2i ; i = 0, 1, . . . ,m − 1.
Our presentation is a numerical method which finds a sequence of functions {vk} of B-spline functions such that the
exact boundary conditions are satisfied. Also, up to an error εk , the function vk satisfies the differential equation,
where εk → 0 as k →∞.
2. The method
Consider the differential equation (1) and the separated boundary conditions (2). Let g : Rm+2 → R be a
continuous function. We convert the problem to an optimal control problem
min
y
∫ b
a
(g(t, y(t), y′(t), . . . , y(m)(t)))2dt,
and separated boundary conditions
m−1∑
j=0
ci, j y
( j)(ai ) = Ai , 1 ≤ i ≤ m.
The actual solution of (1) and (2) is a function v such that
‖g(t, v(t), v′(t), . . . , v(m)(t))‖2L2([a,b]) = 0
m−1∑
j=0
ci, jv
( j)(ai ) = Ai , 1 ≤ i ≤ m.
For all ε > 0, the method finds an approximate solution vε satisfying
‖g(t, vε(t), v′ε(t), . . . , v(m)ε (t))‖2L2([a,b]) < ε
m−1∑
j=0
ci, jv
( j)
ε (ai ) = Ai , 1 ≤ i ≤ m.
The sketch of the method is delineated as follows:
Consider B-spline function of order m, which due to iteration form
Bi,1(t) =
{
1, ti < t ≤ ti+1,
0 otherwise
and if l > 1
Bi,l(t) =
(
t − ti
ti+l−1 − ti
)
Bi,l−1(t)+
(
ti+l − t
ti+l − ti+1
)
Bi+1,l−1(t)
where t0, t1, . . . , tn+l is a non-decreasing sequence of knots, and l is the order of the curve. These functions are
difficult to calculate directly for a general knot sequence. However, if the knot sequence is uniform (0, 1, 2, . . . , n), it
is quite straightforward to calculate these functions and they have some surprising properties.
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For a fixed k ∈ N, consider an equal partition a < a + h < a + 2h < · · · < a + (m + 1) · 2k−1h = b on [a, b]
where h = b−a
(m+1)·2k−1 . Define
Bki (t) = B
(
(m + 1) · 2k−1
b − a (t − a)− i
)
, (i = −m, . . . , 0, . . . , (m + 1) · 2k−1 − 1),
where B is a scaling function and Bki , (k ∈ N, i = −m, . . . , 0, . . . , (m + 1) · 2k−1− 1) are translations and dilations
of B as prescribed in [20–23].
Let
vk(t) =
(m+1)·2k−1−1∑
i=−m
ci Bki (t), (3)
where the coefficients {ci } are determined from the conditions
m−1∑
j=0
αi, jv
( j)
k (ai ) = Ai , 1 ≤ i ≤ m (4)
and the following least square problem:
min
ci
‖g(t, vk(t), v′k(t), . . . , v(m)k (t))‖2L2([a,b]).
The minimization problem is equivalent to the following system:
∂
∂ci
‖g(t, vk(t), v′k(t), . . . , v(m)k (t))‖2L2([a,b]) = 0, (i = −m, . . . , 0, . . . , (m + 1) · 2k−1 − 1)
m−1∑
j=0
αi, jv
( j)
k (ai ) = Ai , 1 ≤ i ≤ m.
3. Analysis of the method
Consider the special case
min
y
∫ 1
0
f (t, y(t), y′(t))dt, (5)
and y satisfies the boundary condition
α1,0 y(a1) = A1, (6)
where 0 ≤ a1 ≤ 1. Also consider the linear B-spline function
B(t) =
t, 0 ≤ t < 1,2− t, 1 ≤ t < 2,0 otherwise.
Let y(t) =∑2k−1i=0 ci Bki (t), where Bki (t) := B(2.2k−1t − i), i = −1, 0, 1, 2, . . . , 2k − 1. (Bki ’s are translations and
dilations of linear spline (hat function) B.) Then
∫ 1
0
f (t, y(t), y′(t))dt =
∫ 1
0
f
t, 2k−1∑
i=0
ci Bki (t),
2k−1∑
i=0
ci B
′
ki (t)
 dt = F(c−1, c0, c1, . . . , c2k−1). (7)
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Therefore, in view of (7), the optimal problem (5), (6) reduces to the problem
min
c−1,c0,c1,...,c2k−1
F(c−1, c0, c1, . . . , c2k−1), (8)
subject to
g(c−1, c0, c1, . . . , c2k−1) = 0, (9)
where g is due to Eq. (6). For finding c0, c1, . . . , c2k−1, we have to solve the system ∂F∂c j = 0, ( j = 0, . . . , 2
k − 1).
Let c∗−1, c∗0, c∗1, . . . , c∗2k−1 be the solution of (8) and (9) and set
y∗k (t) =
2k−1∑
i=−1
c∗i Bki (t). (10)
Let
L(y) :=
∫ 1
0
f (t, y(t), y′(t))dt.
Suppose there exists a solution y∗ ∈ C([0, 1]) of (5) satisfying (6). (We assume that L(y∗) 6= −∞.) The following
theorem shows that under reasonable conditions, L(y∗k ) converges to L(y∗) as k →+∞.
Theorem 1. Let f have the property that for all ε > 0 there exists δ > 0 such that | f (t, x, y) − f (t, x1, y1)| < ε,
whenever |x − x1| < δ and |y − y1| < δ. Let y∗ ∈ C([0, 1]) be a solution of the problem: (5) and (6). Assume that
(y∗)′ is continuous on [0, 1]. The following assertions are true.
(a) For all ε > 0 there exists k ∈ N and yk such that 0 ≤ L(yk)− L(y∗) < ε, and yk satisfies (6).
(b) Let y∗k be as in (10). Then L(y∗) ≤ L(y∗k ) ≤ L(yk) and L(y∗k )→ L(y∗) as k →+∞.
Proof. Fix ε > 0. Define
yk(t) :=
2k−1∑
i=−1
y∗(ti )Bk,i (t),
when ti = i+12k , i = −1, 0, . . . , 2k−1. Then yk(ti ) = y∗(ti ), (i = −1, 0, . . . , 2k−1) and the restriction of yk(t) to each
subinterval [ti , ti+1] is a line segment. Since y∗ is uniformly continuous, the sequence {yk} converges uniformly to y∗.
Also, it follows by the mean-value theorem applied to the restriction of y∗ to each [ti , ti+1] that y′k converges uniformly
on [0, 1] to the derivative (y∗)′. (Note that each y′k is assumed to be piecewise continuous, and left continuous on[0, 1].)
Let δ be the positive number corresponding to εb−a as in the statement of the theorem. There exists a natural number
N such that, for all k > N , ‖yk − y∗‖∞ < δ and ‖y′k − (y∗)′‖∞ < δ. Thus
| f (t, yk(t), y′k(t))− f (t, y∗(t), (y∗)′(t))| <
ε
b − a .
It follows that |L(yk)− L(y∗)| < ε for k > N . This proves (a).
For (b), we know that L(y∗) ≤ L(y) for all y ∈ C([0, 1]) satisfying (6). Hence L(y∗) ≤ L(y∗k ). The inequality
L(y∗k ) ≤ L(yk) is clear. 
The above theorem shows that for all ε > 0 there exists an approximate solution y∗k for the optimal control problem
(5) and (6) such that the difference between the value of L(y∗k ) and the value L(y∗) is at most ε.
Corollary 1. If the problem involves the higher derivative y′′, we will use the quadratic spline function B as
B(t) =

t2, 0 ≤ t ≤ 1,
−2t2 + 6t − 3, 1 < t ≤ 2,
(3− t)2, 2 < t ≤ 3,
0 otherwise.
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Table 1
Least square error (LSE) for Test problem 1
y( j)k LSE (k = 2) LSE (k = 3) MAE (n = 22)
j = 0 0.1358e−14 0.8608e−16 0.5582e−2
j = 1 0.1358e−13 0.8496e−15 0.1149e−1
j = 2 0.1340e−12 0.8385e−14 0.5509e−1
j = 3 0.1323e−11 0.8276e−13 0.1134
j = 4 0.1305e−10 0.8168e−12 0.5436
j = 5 0.1288e−9 0.8061e−11 0.1120e1
j = 6 0.1272e−8 0.7956e−10 0.5351e1
j = 7 0.1255e−7 0.7853e−9 0.1102e2
j = 8 0.1239e−6 0.7753e−8 0.5222e2
j = 9 0.1224e−5 0.7660e−7 0.1039e3
j = 10 0.1216e−4 0.7603e−6 0.5524e3
j = 11 0.3726e−3 0.2330e−4 0.6214e3
j = 12 10.09 2.522 –
Table 2a
Least square error (LSE) for Test problem 2
y( j)k LSE (k = 2) LSE (k = 3)
j = 0 0.1104e−21 0.6897e−23
j = 1 0.2403e−20 0.1502e−21
j = 2 0.1477e−18 0.9232e−20
j = 3 0.1491e−16 0.9319e−18
j = 4 0.2793e−14 0.1745e−15
j = 5 0.1463e−11 0.9144e−13
j = 6 0.3647e−9 0.2279e−10
j = 7 0.3493e−7 0.2165e−8
j = 8 0.3855e−5 0.2412e−6
j = 9 0.6209e−1 0.1553e−1
Here, B ′′ is a left continuous step function. In this method, B is used when the regularity of B is minimal. That is, if
the problem involves y′ only, then B ′ must be chosen to be a step function; if it involves y′ and y′′, then B ′′ must be
chosen to be a step function, etc.
By the steps of the proof of the above theorem we obtain the following corollary.
Corollary 2. All derivatives of the approximate solution converges to the related derivatives of the exact solution.
4. Numerical results
In this section, eight problems will be tested by using the method discussed above. The spline solution of Eqs.
(1) and (2) was obtained using a linear combination (3), and result of minimization problem was solved by MAPLE-
10. The least square errors (LSE i.e.
∫ b
a (y(x) − v(x))2dx) in the analytical solutions for test problem (1)–(8) were
calculated and are depicted in Tables 1–8.
Test problem 1 ([12, Example 1]). Consider the linear two point boundary-value problem
y(12)(t)+ t y(t) = −(120+ 23t + t3)et , 0 ≤ t ≤ 1, (11)
y(0) = y(1) = 0,
y′′(0) = 0, y′′(1) = −4e,
y(4)(0) = −8, y(4)(1) = −16e,
y(6)(0) = −24, y(6)(1) = −36e
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Table 2b
Error = analytical solution− numerical solution
t Errors
0.0 0.000000
0.1 −2.0e−10
0.2 −2.0e−10
0.3 −2.0e−10
0.4 −2.0e−10
0.5 −2.0e−10
0.6 −6.0e−10
0.7 −1.0e−9
0.8 −2.0e−9
0.9 −3.4e−9
1 0.000000
Table 3
Least square error (LSE) for Test problem 3
y( j)k LSE (k = 2) LSE (k = 3)
j = 0 0.1232e−19 0.1231e−19
j = 1 0.5848e−18 0.5848e−18
j = 2 0.4180e−16 0.4180e−16
j = 3 0.3599e−14 0.3599e−14
j = 4 0.5722e−12 0.5722e−12
j = 5 0.2058e−9 0.2058e−9
j = 6 0.2765e−7 0.2765e−7
j = 7 0.1160e−5 0.1160e−5
j = 8 0.1670e−4 0.1670e−4
j = 9 0.6209e−1 0.6209e−1
Table 4
Least square error (LSE) for Test problem 4
y( j)k LSE (k = 2) LSE (k = 3) MAE (n = 64)
j = 0 0.8670e−5 0.5430e−6 0.1313e−3
j = 1 0.2139e−4 0.1340e−5 0.2024e−3
j = 2 0.5278e−4 0.3306e−5 0.3238e−3
j = 3 0.1302e−3 0.8157e−5 0.5008e−3
j = 4 0.3214e−3 0.2013e−4 0.7937e−3
j = 5 0.7929e−3 0.4966e−4 0.1258e−2
j = 6 0.1957e−2 0.1226e−3 0.1853e−2
j = 7 0.5710e−2 0.3575e−3 0.2150e−2
j = 8 4.222 1.057 –
Table 5a
Least square error (LSE) for Test problem 5
y( j)k LSE (k = 2) LSE (k = 3)
j = 0 0.4148e−10 0.1633-12
j = 1 0.6215-9 0.2443-11
j = 2 0.3572e−7 0.1400e−9
j = 3 0.4357e−5 0.1663e−7
j = 4 03891e−3 0.1527e−5
j = 5 1.877 0.1174
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Table 5b
Error = analytical solution− numerical solution
t Errors
0.0 0.000000
0.1 −3e−11
0.2 −2e−10
0.3 −4e−10
0.4 −8e−10
0.5 −1.2e−9
0.6 −2e−9
0.7 −2.2e−9
0.8 −1.9e−9
0.9 −1.4e−9
1 0.000000
Table 6
Least square error (LSE) for Test problem 6
y( j)k LSE (k = 2) LSE (k = 4)
j = 0 0.2750e−8 0.1072e−10
j = 1 0.3304e−7 0.1289e−9
j = 2 0.1402e−5 0.5470e−8
j = 3 0.8840e−4 0.3436e−6
j = 4 0.1445e−2 0.5649e−5
j = 5 1.877 0.1174
Table 7
Least square error (LSE) for Test problem 7
y( j)k LSE (k = 1)
j = 0 0.4176e−9
j = 1 0.1465e−7
j = 2 0.1379e−5
j = 3 0.1990e−3
j = 4 0.1979
Table 8
Least square error (LSE) for Test problem 8
y( j)k LSE (k = 2) LSE (k = 3)
j = 0 0.6655e−2 0.6689e−3
j = 1 0.2621e−1 0.2617e−2
j = 2 1.638 0.3047
y(8)(0) = −48, y(8)(1) = −64e,
y(10)(0) = −80, y(10)(1) = −100e. (12)
with exact solution
y(t) = t (1− t)et . (13)
Our numerical results are listed in Table 1.
The values of the last column in Table 1 are the maximum absolute errors (MAE), obtained by Siddiqi et al. [12].
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Test problem 2 ([15, Example 1]). Consider the linear two point boundary-value problem
y(9)(t) = −9et + y(t), 0 ≤ t ≤ 1, (14)
y( j)(0) = (1− j), j = 0, 1, 2, 3, 4,
y( j)(1) = − je, j = 0, 1, 2, 3.
with exact solution
y(t) = (1− t)et . (15)
Our numerical results are listed in Table 2a.
The values of Table 2b are errors obtained by Wazwaz [15], using the modified Adomian decomposition method.
Test problem 3. Consider the linear separated boundary-value problem
y(9)(t) = −9et + y(t), 0 ≤ t ≤ 1, (16)
y(0) = 1, y(1) = 0,
y
(
1
2
)
+ y(7)
(
1
2
)
= −6√e, y′(1) = −e,
y′′(0) = −1, y′′(1) = −2e,
y′′′(0) = −2, y′′′(1) = −3e,
y
(
1
3
)
= 2
3
e(
1
3 ).
with exact solution
y(t) = (1− t)et . (17)
Our numerical results are listed in Table 3.
Test problem 4 ([1, Example 4]). Consider the linear two point boundary-value problem
y(8)(t)− y(t) = 8[2t sin(t)− 7 cos(t)], −1 ≤ t ≤ 1, (18)
y(−1) = y(1) = 0,
y′′(−1) = 4 sin(−1)+ 2 cos(−1),
y(4)(−1) = −8 sin(−1)− 12 cos(−1),
y(4)(1) = 8 sin(1)− 12 cos(1),
y(6)(−1) = 12 sin(−1)+ 30 cos(−1),
y(6)(1) = −12 sin(1)+ 30 cos(1). (19)
with exact solution
y(t) = (t2 − 1) cos(t). (20)
Our numerical results are listed in Table 4.
The values of the last column in Table 4 are the maximum absolute errors (MAE), obtained by Siddiqi et al. [1].
Test problem 5 ([14, Example 1]). Consider the linear two point boundary-value problem
y(5)(t) = y(t)− 15et − 10tet , 0 ≤ t ≤ 1, (21)
y(0) = y(1) = 0,
y′(0) = 1, y′(1) = −e,
y′′(0) = 0.
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With exact solution
y(t) = t (1− t)et . (22)
Our numerical results are listed in Table 5.
The values of Table 5b are errors obtained by Wazwaz [14], using the modified Adomian decomposition method.
Test problem 6. Consider the linear separated boundary-value problem
y(5)(t) = y(t)− 15et − 10tet , 0 ≤ t ≤ 1, (23)
y(0) = y(1) = 0,
y′(0) = 1, y′(1) = −e,
y
(
1
2
)
+ y′
(
1
2
)
+ y′′
(
1
2
)
+ y′′′
(
1
2
)
+ y(4)
(
1
2
)
=
(
−75
4
)
e
1
2 . (24)
with exact solution
y(t) = t (1− t)et . (25)
Our numerical results are listed in Table 6.
Test problem 7. Consider the nonlinear separated boundary-value problem
y(4)(t)+ y′(t)y′′′(t)− 4(y′(t))2 y′′(t) = 0, 0 ≤ t ≤ 1, (26)
y(0) = 0, y(1) = ln(2),
y′(1/3) = 3/4, y′(0) = 1.
with exact solution
y(t) = ln(1+ t). (27)
Our numerical results are listed in Table 7.
Test problem 8 ([19, Example 1]). Consider the nonlinear initial-value problem
y′′(t)+ t y′(t)+ t2 y3(t) = (2+ 6t2)et2 + t2e3t2 , 0 ≤ t ≤ 1, (28)
y(0) = 1, y′(0) = 0. (29)
With exact solution
y(t) = et2 . (30)
Our numerical results are listed in Table 8.
5. Concluding remarks
Theorem 1 shows that for any boundary-value problem and for every ε > 0, there exists an approximate solution
vε of B-spline functions such that the least square error of vε is less than ε > 0, and also that vε satisfies the exact
boundary conditions. There is no difficulty arising in computations for linear boundary-value problems using MAPLE-
10 on ordinary computers. However, for high order nonlinear boundary-value problems it is recommended to use
parallel computation due to complications which my arise. Comparison of the obtained results with other works [1–
19] shows that this method is clearly much better than existing methods concerning accuracy and utilization. Moreover
the method yields good results even for small k.
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