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Controllability of impulse controlled systems of heat
equations coupled by constant matrices
Shulin Qin∗ Gengsheng Wang†
Abstract
This paper studies the approximate and null controllability for impulse controlled
systems of heat equations coupled by a pair (A,B) of constant matrices. We present
a necessary and sufficient condition for the approximate controllability, which is
exactly Kalman’s controllability rank condition of (A,B). We prove that when
such a system is approximately controllable, the approximate controllability over
an interval [0, T ] can be realized by adding controls at arbitrary n different control
instants 0 < τ1 < τ2 < · · · < τn < T , provided that τn − τ1 < dA, where dA ,
min{pi/|Imλ| : λ ∈ σ(A)}. We also show that in general, such systems are not null
controllable.
Keywords Impulse control, approximate controllability, null controllability, systems of
heat equations
Mathematics Subject Classification (2010) 93B05 35K40
1 Introduction
In this paper, we will study the null controllability and the approximate controllability for
some impulse controlled systems of heat equations coupled by constant matrices. Impulse
control belongs to a class of important controls and has wide applications. In many
cases impulse control is an interesting alternative to deal with systems that cannot be
acted on by means of continuous control inputs, for instance, relevant control for acting
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on a population of bacteria should be impulsive, so that the density of the bactericide
may change instantaneously; indeed continuous control would be enhance drug resistance
of bacteria (see [29] and [32]). Another application of impulse control in reality can be
explained as follows: In materials science, quenching is the rapid cooling of a workpiece to
obtain certain material properties. A type of heat treating, quenching prevents undesired
low-temperature processes, such as phase transformations, from occurring. In ancient,
a sequence of intermittent quenching is widely used in swordsmanship. We can regard
such a quenching as an impulse control. Besides, there are many applications of impulse
control theory to nanoelectronics (see Chapter 11 in [32]).
To introduce our controlled system, some notations are given in order. Let Ω ⊂ RN
(with N ∈ N+ , {1, 2, . . . }) be a bounded domain with a C2 boundary ∂Ω. Let ω ⊂ Ω be
an open and nonempty subset with its characteristic function χω. Write R
+ , (0,+∞).
Let A and B be respectively n× n and n×m (with n,m ∈ N+) real matrices, which are
treated as linear operators from Rn and Rm to Rn respectively. Write∆ , diag{∆, . . . ,∆}
(where there are n Lapalacians). Define
A ,∆− A with D(A) , H2(Ω;Rn) ∩H10 (Ω;R
n). (1.1)
(Namely, for each z = (z1, . . . , zn)
⊤ ∈ D(A), with zi ∈ H
2(Ω;R)∩H10 (Ω;R), i = 1, . . . , n,
we define Az ,∆(z1, . . . , zn)⊤ −A(z1, . . . , zn)⊤.) One can easily check that A generates
a C0-semigroup {e
At}t≥0 over L
2(Ω;Rn). We treat χω as a linear and bounded operator
on L2(Ω;Rn) in the following manner: For each z = (z1, . . . , zn)
⊤ ∈ L2(Ω;Rn) (where
zk ∈ L
2(Ω;R), k = 1, . . . , n), we define that χωz , (χωz1, . . . , χωzn)⊤.
Consider the following impulse controlled system of heat equations:

∂ty(t)−Ay(t) = 0, t ∈ R
+ \ {τk}
p
k=1,
y(τk)− y(τk−) = χωBuk, k = 1, 2, . . . , p,
y(0) = y0 ∈ L
2(Ω;Rn).
(1.2)
Here, p ∈ N+; 0 < τ1 < · · · < τp < ∞, which are called control instants; uk =
(uk1, . . . , ukm), k = 1, . . . , p, are taken from L
2(Ω;Rm) and called impulse controls; y(τk−)
denotes the left limit at t = τk for the function y. One can easily check that the equation
(1.2) is well-posed. Write y(·;y0, {τk}
p
k=1, {uk}
p
k=1) for the unique solution of (1.2). It is
clear that
y(t;y0, {τk}
p
k=1, {uk}
p
k=1) = e
Aty0 +
∑
1≤k≤p, τk≤t
eA(t−τk)χωBuk, t ≥ 0. (1.3)
Throughout this paper, ‖ · ‖ and 〈·, ·〉 denote the usual norm and inner product of
L2(Ω;Rn), respectively; For each C ∈ Rn×n, we define
dC , min
{
pi/|Imλ| : λ ∈ σ(C)
}
, (1.4)
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where σ(C) denotes the spectrum of C and in the above definition we agree that 1
0
= +∞.
(We mention that dC takes value +∞ in the case that C has only real eigenvalues); A
∗,
B∗ and A∗ stand for the adjoint operators of A, B and A, respectively.
Definition 1.1. (i) Let T > 0. The system (1.2) is said to be null controllable over [0, T ],
if there is p ∈ N+, {τk}
p
k=1 ⊂ (0, T ) (with τ1 < · · · < τp) so that for each y0 ∈ L
2(Ω;Rn),
there is {uk}
p
k=1 ⊂ L
2(Ω;Rm) satisfying that
y(T ;y0, {τk}
p
k=1, {uk}
p
k=1) = 0 in L
2(Ω;Rn). (1.5)
(ii) The system (1.2) is said to be null controllable, if for each T > 0, it is null controllable
over [0, T ].
Definition 1.2. (i) Let T > 0. The system (1.2) is said to be approximately controllable
over [0, T ], if there is p ∈ N+, {τk}
p
k=1 ⊂ (0, T ) (with τ1 < · · · < τp) so that for any ε > 0
and any y0,y1 ∈ L
2(Ω;Rn), there is {uk}
p
k=1 ⊂ L
2(Ω;Rm) satisfying that
‖y(T ;y0, {τk}
p
k=1, {uk}
p
k=1)− y1‖ ≤ ε. (1.6)
(ii) The system (1.2) is said to be approximately controllable, if for each T > 0, it is
approximately controllable over [0, T ].
(iii) We say that the approximate controllability of (1.2) over [0, T ] (with T > 0) can be
realized at {τk}
p
k=1 (with p ∈ N
+ and 0 < τ1 < · · · < τp < T ), if for any ε > 0 and any
y0,y1 ∈ L
2(Ω;Rn), there is {uk}
p
k=1 ⊂ L
2(Ω;Rm) satisfying that
‖y(T ;y0, {τk}
p
k=1, {uk}
p
k=1)− y1‖ ≤ ε. (1.7)
Recall that Kalman’s controllability rank condition for a pair (A,B) (in Rn×n×Rn×m)
is as follows:
rank (B,AB,A2B, . . . , An−1B) = n. (1.8)
The main results of this paper are presented by the following two theorems. The first
one concerns with the null controllability for the system (1.2), while the second one is
about the approximate controllability for the system (1.2).
Theorem 1.3. The following conclusions are true:
(i) When Ω \ ω 6= ∅ (where ω is the closure of ω in RN), the system (1.2) is not null
controllable over [0, T ] for any T > 0.
(ii) When ω = Ω, the system (1.2) is null controllable if and only if (A,B) satisfies
Kalman’s controllability rank condition (1.8).
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Theorem 1.4. The following conclusions are true:
(i) The system (1.2) is approximately controllable if and only if the pair (A,B) satisfies
Kalman’s controllability rank condition (1.8).
(ii) Suppose that the pair (A,B) satisfies Kalman’s controllability rank condition (1.8).
Then for each T > 0, the approximate controllability of the system (1.2) over [0, T ] can
be realized at any sequence {τk}
n
k=1 with 0 < τ1 < · · · < τn < T and with τn − τ1 < dA
(given by (1.4), where C = A).
Several notes are given in order.
(a) From Theorem 1.3, we see that the system (1.2) does not hold the null controllability
except for the special case when the control region ω is the whole physical domain
Ω. Thus, for the system (1.2), the approximate controllability is the most likely
outcome for us. Fortunately, Theorem 1.4 provides a criterion on the approximate
controllability for (1.2). It is exactly Kalman’s controllability rank condition (1.8).
For single impulse controlled heat equation, i.e., n = 1, the approximate control-
lability can be easily obtained by the qualitative unique continuation at one time
point for heat equations (see, for instance, [19] for such unique continuation). More-
over, in this case, the approximate controllability can be realized at only one control
instant. In [25] and [28] (see also [4], [8] and [26]), a quantitative version for such
unique continuation was built up. Such a quantitative version leads to not only the
approximate controllability but also the approximate null controllability with a cost
(see [27]).
For the impulse controlled system (1.2), we have not found any result on the con-
trollability in past publications.
(b) The exact controllability was studied in [21] (see also [32]) for the following impulse
controlled linear time-invariant ODE:{
d
dt
z = Az, t ∈ R+ \ {τk}
p
k=1,
z(τk) = z(τk−) +Buk, k = 1, 2, . . . , p,
(1.9)
where A ∈ Rn×n, B ∈ Rn×m, p ∈ N+, {uk}
p
k=1 ⊂ R
m and {τk}
p
k=1 ⊂ R
+ is an
increasing sequence. Let us first recall the following definition of the exact con-
trollability for this system (see [32, Definition 2.3.1]): For each T > 0 and each
z0, z1 ∈ R
n, there exists p ∈ N+, {τk}
p
k=1 and {uk}
p
k=1 so that the corresponding so-
lution of (1.9) drives z0 at t = 0 to z1 at t = T . We say that the exact controllability
for (1.9) over [0, T ] can be realized at {τk}
p
k=1 ⊂ (0, T ), if for any z0, z1 ∈ R
n, there
exists {uk}
p
k=1 so that the corresponding solution of (1.9) drives z0 at t = 0 to z1
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at t = T . It was obtained in [21, Theorem 1] (see also [32, Theorem 2.3.2]) that
the pair (A,B) satisfies Kalman’s controllability rank condition (1.8) if and only if
the exact controllability holds. Furthermore, the author in [21] claimed that when
(A,B) satisfies (1.8), the number of control instants can be taken as the smallest
integer which is bigger than or equals to n/m. Unfortunately, we do not understand
the proof of this part. (More precisely, we do not understand the argument from
Lines 8-9 on Page 83 in [21].)
From perspective of control instants, the main difference of [21, Theorem 1] from our
result in (ii) of Theorem 1.4 is as follows: The author in [21, Theorem 1] only got the
existence of control instants {τk}
p
k=1 ⊂ (0, T ) at which the exact controllability of
(1.9) over [0, T ] can be realized, but did not know positions of these control instants.
In our Theorem 1.4, the approximate controllability of the system (1.2) over [0, T ]
can be realized at any increasing control instants {τk}
n
k=1 ⊂ (0, T ), provided that
τn − τ1 < dA (which is given by (1.4) with C = A). Moreover, we showed, via
Example 5.2, that for some (A,B) ∈ R2×2×R2×1 with (1.8), if an increasing sequence
{τk}
2
k=1 ⊂ (0, T ) satisfies that τ2 − τ1 = dA, then the approximate controllability
of the system (1.2) over [0, T ] cannot be realized at {τk}
2
k=1. Hence, this condition
has certain rationality. Unfortunately, we don’t know what happen if τn − τ1 > dA.
Though our result on control instants improves greatly that in [21, Theorem 1],
some idea in our proof of this result is borrowed from the proof of [21, Theorem 1].
(c) Two interesting questions are as follows: First, given (A,B) with (1.8), what is the
least number p of control instants in (0, T ) so that the approximate controllability
for the system (1.2) over [0, T ] can be realized at p control instants? Second, what
can we say about the approximate controllability for the system (1.2) where elements
of A and B are functions of space variable x ∈ Ω? So far, we are not able to answer
these questions.
For the first question, Example 5.2 shows that for some (A,B) ∈ R2×2×R2×1, with
(1.8), the approximate controllability for (1.2) over [0, T ], with T > 0, cannot be
realized at a single control instant τ ∈ (0, T ).
(d) There have been many studies on the the approximate controllability, null con-
trollability and the unique continuation for parabolic equations with controls (or
observations) on intervals. Here we would like to mention the following publications
and the references therein: [1, 2, 3, 4, 6, 7, 9, 10, 11, 12, 13, 17, 19, 20, 22, 23, 26, 30,
36, 38, 39]. About works on impulsive controlled systems, we would like to mention
the references [5, 14, 15, 16, 18, 21, 24, 31, 32, 33, 34, 35, 37] and the references
therein.
The rest of the paper is organized as follows: Section 2 proves an important property.
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Section 3 provides some preliminaries. Section 4 proves Theorem 1.3. Section 5 shows
Theorem 1.4.
2 Controllability for impulse controlled ODEs
In this section, we will study some properties on the exact controllability of the system
(1.9). Recall the note (b) in Section 1 for the definition of the exact controllability of (1.9)
given in [32, Definition 2.3.1]. Two main theorems will be introduced.
The first main result of this section is the next Theorem 2.1, which is one of the bases
to prove Theorem 1.4.
Theorem 2.1. Let (A,B) ∈ Rn×n × Rn×m satisfy (1.8). Let dA be given by (1.4) with
C = A. Then for each increasing sequence {τk}
n
k=1 ⊂ R with τn − τ1 < dA, it stands that
rank (eAτ1B, . . . , eAτnB) = n. (2.1)
The second main result in this section is the following Theorem 2.2, which will not be
used in the proofs of our main results of the current paper. However, it is independently
interesting. We would like to mention that the result in Theorem 2.2 was claimed, without
proof, in [21, Theorem 1] (also in [32, Theorem 2.3.2]). (See the proof of [21, Theorem 1]
or [32, Theorem 2.3.2].)
Theorem 2.2. Let (A,B) ∈ Rn×n × Rn×m and T > 0. Let {τk}
p
k=1 ⊂ (0, T ), with
p ∈ N+, be an increasing sequence. Then the exact controllability for (1.9) over [0, T ] can
be realized at {τk}
p
k=1 if and only if
rank (eA(T−τ1)B, . . . , eA(T−τp)B) = n. (2.2)
The proofs of the above two theorems will be given later. The following result is a
direct consequence of the above two theorems:
Corollary 2.3. Let (A,B) ∈ Rn×n × Rn×m satisfy (1.8). Let T > 0. Then for each
increasing sequence {τk}
n
k=1 ⊂ (0, T ), with τn− τ1 < dA, the exact controllability for (1.9)
over [0, T ] can be realized at {τk}
n
k=1.
The next Example 2.4 explains the rationality of the condition that τn − τ1 < dA in
Theorem 2.1.
Example 2.4. We will present a pair (A,B) ∈ R2×2 × R2×1 with (1.8) so that (2.1) is
not true for any τ1 and τ2, with τ2 − τ1 = dA. For this purpose, we let
A =
(
a −b
b a
)
and B =
(
c
d
)
(2.3)
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with
a, b, c, d ∈ R and b(c2 + d2) 6= 0. (2.4)
One can directly check that
dA =
pi
|b|
and rank (B,AB) = 2 (since |(B,AB)| = b(c2 + d2) 6= 0).
Hence, (A,B) satisfies (1.8). Meanwhile, we can easily verify that
eAt =
(
eat cos bt −eat sin bt
eat sin bt eat cos bt
)
, t ∈ R.
Thus, we have that for any τ1, τ2 ∈ R,
|(eAτ1B, eAτ2B)| = ea(τ1+τ2)(c2 + d2) sin b(τ2 − τ1). (2.5)
By (2.4) and (2.5), we see that
rank (eAτ1B, eAτ2B) = 2⇐⇒ b(τ2 − τ1) /∈ {kpi : k ∈ N}.
Therefore, when τ1, τ2 ∈ R with τ2 − τ1 =
pi
|b|
, we have that
rank (eAτ1B, eAτ2B) < 2.
Besides, this example shows that for each T > 0, the exact controllability for the
system (1.9) (with (A,B) given by (2.3)) over [0, T ] cannot be realized at any single control
instant. Indeed, this follows at once from Theorem 2.2 and the fact that rank (eAτB) < 2
for all τ ∈ R.
Remark 2.5. (i) It was obtained in [21, Theorem 1] (see also [32, Theorem 2.3.2])
that if (A,B) satisfies (1.8), then for each T > 0, there is p ∈ N+ and an increasing
sequence {τk}
p
k=1 ⊂ (0, T ) so that the exact controllability for (1.9) over [0, T ] can be
realized at {τk}
p
k=1. However, [21, Theorem 1] does not provide the positions of {τk}
p
k=1.
Our Corollary 2.3 shows that if (A,B) satisfies (1.8), then for each T > 0, the exact
controllability for (1.9) over [0, T ] can be realized at any increasing sequence {τk}
n
k=1 ⊂
(0, T ), with τn−τ1 < dA. And our Example 2.4 shows the rationality of the condition that
τn − τ1 < dA. Though our Corollary 2.3 improves a lot [21, Theorem 1] from perspective
of control instants, some important idea in [21, Theorem 1] helps us greatly.
The author in [21] further claimed that (see [21, Theorem 1], or [32, Theorem 2.3.2])
when (A,B) satisfies (1.8), the number of control instants can be taken as the smallest
integer which is bigger than or equals to n/m. Unfortunately, we do not understand the
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proof of this part. More precisely, we do not understand the argument from Lines 8-9 on
Page 83 in [21].
(ii) It deserves to mention several facts on the exact controllability for (1.9) where
(A,B) satisfies (1.8). Fact one: In general, for an arbitrarily fixed T > 0, we cannot
arbitrarily take an increasing sequence {τk}
n
k=1 ⊂ (0, T ) so that the exact controllability
for (1.9) over [0, T ] can be realized at any increasing sequence {τk}
n
k=1 ⊂ (0, T ) (see
Example 2.4). Fact two: If all eigenvalues of A are real, then for each T > 0, the exact
controllability for (1.9) over [0, T ] can be realized at any {τk}
n
k=1 ⊂ (0, T ). Indeed, in this
case, we have that dA =∞ (see (1.4)). Fact three: When T ≤ dA, the exact controllability
for (1.9) over [0, T ] can be realized at any increasing sequence {τk}
n
k=1 ⊂ (0, T ).
To prove Theorem 2.1, we need two lemmas. The first lemma presents a kind of
decomposition for some high order ordinary differential operators.
Lemma 2.6. Let C ∈ Rn×n. Let g(λ) = λn +
∑n−1
i=0 aiλ
i, λ ∈ C be the characteristic
polynomial of the matrix C. Let dC be given by (1.4). Then given t0 ∈ R, there is
{φi}
n
i=1 ⊂ C
∞
(
(t0 −
dC
2
, t0 +
dC
2
);R
)
so that for each h ∈ C∞
(
(t0 −
dC
2
, t0 +
dC
2
);R
)
,
g(
d
dt
)h =
(
e−φ1 ◦
d
dt
◦ eφ1
)
◦ · · · ◦
(
e−φn ◦
d
dt
◦ eφn
)
h. (2.6)
Here, each function eφi (with i = 1, . . . , n) is regarded as the operator h 7→ eφih and the
notation “ ◦ ” denotes the composition of operators.
Proof. Arbitrarily fix t0 ∈ R. We first claim the following two facts:
• (O1) For each a ∈ R,
d
dt
− a = eat ◦
d
dt
◦ e−at. (2.7)
• (O2) For any b, c ∈ R with c 6= 0, there are ϕ1 and ϕ2 in C
∞
(
(t0 −
pi
2|c|
, t0 +
pi
2|c|
);R
)
so that for each h ∈ C∞
(
(t0 −
pi
2|c|
, t0 +
pi
2|c|
);R
)
,
[ d2
dt2
− 2b
d
dt
+ (b2 + c2)
]
h =
(
e−ϕ1 ◦
d
dt
◦ eϕ1
)
◦
(
e−ϕ2 ◦
d
dt
◦ eϕ2
)
h. (2.8)
The fact (O1) can be directly checked. To prove (O2), we define two functions by
ϕ1(t) ,
∫ t
t0
[
− b− c tan c(τ − t0)
]
dt, t ∈
(
t0 −
pi
2|c|
, t0 +
pi
2|c|
)
,
ϕ2(t) ,
∫ t
t0
[
− b+ c tan c(τ − t0)
]
dt, t ∈
(
t0 −
pi
2|c|
, t0 +
pi
2|c|
)
.
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It is clear that ϕ1 and ϕ2 are in C
∞
(
(t0 −
pi
2|c|
, t0 +
pi
2|c|
);R
)
. By direct computations, we
see that for each t ∈
(
t0 −
pi
2|c|
, t0 +
pi
2|c|
)
,
ϕ′1(t) + ϕ
′
2(t) = −2b and ϕ
′
1(t)ϕ
′
2(t) + ϕ
′′
2(t) = b
2 + c2. (2.9)
Meanwhile, one can easily check that for each h ∈ C∞
(
(t0 −
pi
2|c|
, t0 +
pi
2|c|
);R
)
and each
t ∈
(
t0 −
pi
2|c|
, t0 +
pi
2|c|
)
,
(
e−ϕ1 ◦
d
dt
◦ eϕ1
)
◦
(
e−ϕ2 ◦
d
dt
◦ eϕ2
)
h(t)
=
d2
dt2
h(t) +
(
ϕ′1(t) + ϕ
′
2(t)
) d
dt
h(t) +
(
ϕ′1(t)ϕ
′
2(t) + ϕ
′′
2(t)
)
h(t). (2.10)
Now, (2.8) follows from (2.9) and (2.10), i.e., the fact (O2) is true.
Next, since g(·) is a polynomial with real coefficients (which implies that g(λ¯0) = 0 if
and only if g(λ0) = 0), we can write all of its roots (i.e., the solutions of g(λ) = 0) in the
following manner:
α1, . . . , αn1 (real), β1, β¯1, . . . , βn2 , β¯n2 (non-real), with n1 + 2n2 = n.
(Here, it is allowed that the multiplicity of αi (or βj) is bigger than 1. i.e., it may happen
that α1 = α2 (or β1 = β2).) There are only three possibilities on n1: (i) n1 = 0; (ii)
n1 = n; (iii) 1 ≤ n1 < n.
Case (i): We have that n1 = 0 and n = 2n2. Then
g(
d
dt
) =
n2∏
i=1
(
d
dt
− βi
)( d
dt
− βi) =
n2∏
i=1
( d2
dt2
− 2Re βi
d
dt
+ |βi|
2
)
. (2.11)
For each i ∈ {1, . . . , n2}, we can apply the fact (O2), where b = Re βi and c = Im βi,
to find φi1 and φi2 in C
∞
(
(t0 −
pi
2|Im βi|
, t0 +
pi
2|Im βi|
);R
)
so that for each h ∈ C∞
(
(t0 −
pi
2|Im βi|
, t0 +
pi
2|Im βi|
);R
)
,
[ d2
dt2
− 2Re βi
d
dt
+ |βi|
2
]
h =
[
(e−φi1 ◦
d
dt
◦ eφi1 ) ◦ (e−φi2 ◦
d
dt
◦ eφi2 )
]
h. (2.12)
Meanwhile, from the definition of dC (see (1.4)), it follows that dC ≤
pi
|Im βi|
for each
i ∈ {1, · · · , n2}. This, along with (2.11) and (2.12), leads to (2.6) in Case (i).
Case (ii): We have that n1 = n and n2 = 0. Then
g(
d
dt
) =
n∏
i=1
( d
dt
− αi
)
. (2.13)
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For each i ∈ {1, . . . , n}, we can apply the fact (O1), where a = αi, to find φi ∈ C
∞(R;R)
so that
d
dt
− αi = e
−φi ◦
d
dt
◦ eφi .
This, along with (2.13), leads to (2.6) in Case (ii).
Case (iii): We have that n1 ≥ 1 and n2 ≥ 1. Then
g(
d
dt
) =
[ n1∏
i=1
( d
dt
− αi
)][ n2∏
j=1
( d
dt
− βj
)( d
dt
− βj
)]
=
[ n1∏
i=1
( d
dt
− αi
)][ n2∏
j=1
( d2
dt2
− 2Re βj
d
dt
+ |βj|
2
]
. (2.14)
For each i ∈ {1, . . . , n1} and each j ∈ {1, . . . , n2}, we can apply respectively the facts (O1)
where a = αi and (O2) where b = Re βj and c = Im βj, to find that φi ∈ C
∞(R;R) and
φj1, φj2 ∈ C
∞
((
t0−
pi
2|Im βj |
, t0+
pi
2|Im βj |
)
;R
)
, so that for each h ∈ C∞
(
(t0−
pi
2|Im βj |
, t0+
pi
2|Im βj |
);R
)
,
(
d
dt
− αi
)
h =
(
e−φi ◦ d
dt
◦ eφi
)
h,[
d2
dt2
− 2Re βj
d
dt
+ |βj|
2
]
h =
[
(e−φj1 ◦ d
dt
◦ eφj1 ) ◦ (e−φj2 ◦ d
dt
◦ eφj2 )
]
h.
(2.15)
Meanwhile, from the definition of dC (see (1.4)), it follows that dC ≤
pi
|Im βj |
for each
j ∈ {1, · · · , n2}. This, along with (2.14) and (2.15), leads to (2.6) in Case (iii).
In summary, we end the proof of Lemma 2.6.
The following lemma presents a kind of unique continuation for some high order ordi-
nary differential equations.
Lemma 2.7. Let C ∈ Rn×n. Let g(λ) = λn +
∑n−1
i=0 aiλ
i, λ ∈ C be the characteristic
polynomial of the matrix C. Let dC be given by (1.4). Suppose that f ∈ C
∞(R;R) satisfies
that
g(
d
dt
)f = 0 over R and f(τk) = 0, ∀ k ∈ {1, . . . , n}, (2.16)
for some increasing sequence {τk}
n
k=1 ⊂ R, with τn − τ1 < dC. Then
f ≡ 0 over R. (2.17)
Proof. Let f (in C∞(R;R)) and an increasing sequence {τi}
n
i=1 (in R), with τn− τ1 < dC,
satisfy (2.16). We aim to show that f satisfy (2.17). For this purpose, we arbitrarily fix
tˆ0 ∈ R so that
{τi}
n
i=1 ⊂
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.18)
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(Such tˆ0 exists because τn − τ1 < dC .) According to Lemma 2.6, there is a sequence
{φi}
n
i=1 in C
∞
(
(tˆ0 −
dC
2
, tˆ0 +
dC
2
);R
)
so that for each h ∈ C∞
(
(tˆ0 −
dC
2
, tˆ0 +
dC
2
);R
)
,
g(
d
dt
)h =
(
e−φn ◦
d
dt
◦ eφn
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
h. (2.19)
When n = 1, we have that g( d
dt
) = d
dt
+ a0, which, along with (2.16), yields that
f ′(t) + a0f(t) = 0 for all t ∈ R; and that f(τ1) = 0. Hence, f ≡ 0, i.e., (2.17) is true in
the case that n = 1.
We now show (2.17) for the case when n ≥ 2. The proof is organized as two steps.
Step 1. We show that for each k ∈ {1, . . . , n − 1}, there is an increasing sequence
{ξk,j}
n−k
j=1 ⊂ (tˆ0 −
dC
2
, tˆ0 +
dC
2
) so that
[(
e−φk ◦
d
dt
◦ eφk
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
f
]
(ξk,j) = 0, ∀ j ∈ {1, . . . , n− k}. (2.20)
First, we show (2.20) with k = 1. By the second equality in (2.16), we find that
(eφ1f)(τi) = 0, ∀ i ∈ {1, . . . , n}.
From this and the mean value theorem, we deduce that there exists an increasing sequence
{ξ1,j}
n−1
j=1 ⊂ (τ1, τn) so that
[ d
dt
(eφ1f)
]
(ξ1,j) = 0, ∀ j ∈ {1, . . . , n− 1},
from which, it follows that
[
e−φ1
d
dt
(eφ1f)
]
(ξ1,j) = 0, ∀ j ∈ {1, . . . , n− 1}.
Since (τ1, τn) ⊂ (tˆ0 −
dC
2
, tˆ0 +
dC
2
) (see (2.18)), the above yields (2.20) for k = 1.
Next, we will show (2.20) for each k ∈ {1, . . . , n − 1}. Since we are in the case that
n ≥ 2, there are only two possibilities on n: either n = 2 or n ≥ 3. In the first case that
n = 2, we have that n− 1 = 1. Then (2.20) has been proved since k can only take 1 now.
In the second case n ≥ 3, we will show (2.20) by using mathematical induction. We
already have (2.20) with k = 1. Suppose that (2.20) holds for k = m, with m < n − 1.
That is, there exists an increasing sequence {ξm,j}
n−m
j=1 ⊂ (tˆ0 −
dC
2
, tˆ0 +
dC
2
) so that
[(
e−φm ◦
d
dt
◦ eφm
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
f
]
(ξm,j) = 0, ∀ j ∈ {1, . . . , n−m}. (2.21)
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We aim to prove (2.20) with k = m+ 1. For this purpose, we set
qm(t) ,
(
e−φm ◦
d
dt
◦ eφm
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
f(t), t ∈
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.22)
From (2.22) and (2.21), it follows that
eφm+1qm(ξm,j) = 0, ∀ j ∈ {1, . . . , n−m}.
By this and the mean value theorem, we find that there exists an increasing sequence
{ξm+1,j}
n−m−1
j=1 ⊂ (tˆ0 −
dC
2
, tˆ0 +
dC
2
) so that
d
dt
(
eφm+1qm
)
(ξm+1,j) = 0, ∀ j ∈ {1, . . . , n−m− 1},
from which, it follows that
e−φm+1
d
dt
(
eφm+1qm
)
(ξm+1,j) = 0, ∀ j ∈ {1, . . . , n−m− 1}.
This, along with (2.22), leads to (2.20) with k = m + 1. In summary, we conclude that
(2.20) is true. This ends the proof of Step 1.
Step 2. We show (2.17).
We first claim that for each k ∈ {1, . . . , n},
(
e−φk ◦
d
dt
◦ eφk
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
f ≡ 0 over
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.23)
(We will only use (2.23) with k = 1 later.) By contradiction, we suppose that (2.23) was
not true for some kˆ ∈ {1, . . . , n}. Then we would have that
S 6= ∅, where S ,
{
k¯ ∈ {1, . . . , n} : (2.23), with k = k¯, fails
}
. (2.24)
By (2.16) and (2.19), we see that (2.23), with k = n, is true. Hence, n /∈ S. This, along
with (2.24), yields that
kˆ1 , max
k¯∈S
k¯ < n. (2.25)
By (2.25) and the definition of S (see (2.24)), we find that (2.23), with k = kˆ1 + 1(≤ n),
is true. That is,
(e
−φ
kˆ1+1 ◦
d
dt
◦ e
φ
kˆ1+1
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
f ≡ 0 over
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.26)
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Define a function fˆ in the following manner:
fˆ(t) ,
(
e
−φ
kˆ1 ◦
d
dt
◦ e
φ
kˆ1
)
◦ · · · ◦
(
e−φ1 ◦
d
dt
◦ eφ1
)
f(t), t ∈
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.27)
By (2.27) and (2.26), we find that
(
e
−φ
kˆ1+1 ◦
d
dt
◦ e
φ
kˆ1+1
)
fˆ(t) ≡ 0 for all t ∈
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
,
from which, it follows that
d
dt
(
e
φ
kˆ1+1
(t)
fˆ(t)
)
≡ 0 for all t ∈
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
.
This implies that
e
φ
kˆ1+1
(t)
fˆ(t) ≡ const for all t ∈
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.28)
Meanwhile, by (2.27), (2.25) and Step 1 (where k = kˆ1), we get that fˆ(τˆ) = 0 for some
τˆ ∈ (tˆ0 −
dC
2
, tˆ0 +
dC
2
). This, along with (2.28), indicates that
fˆ ≡ 0 over
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
.
This, along with (2.27), leads to (2.23) with k = kˆ1. By (2.23), with k = kˆ1, and by the
definition of S (see (2.24)), we find that kˆ1 /∈ S, which contradicts the definition of kˆ1
(see (2.25)). Therefore, (2.23) holds for all k ∈ {1, . . . , n}.
Finally, by (2.23), with k = 1, we have that
(
eφ1 ◦
d
dt
◦ eφ1
)
f ≡ 0 over
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
,
from which, it follows that
eφ1f ≡ const over
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
.
This, along with the second equality in (2.16), indicates that
f ≡ 0 over
(
tˆ0 −
dC
2
, tˆ0 +
dC
2
)
. (2.29)
At same time, since f is a solution to the equation: g( d
dt
)f = 0, we see that f is analytic
over R. This, along with (2.29), leads to (2.17).
In summary, we end the proof of Lemma 2.7.
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Now we are on the position to prove Theorem 2.1.
Proof of Theorem 2.1. When n = 1, one can easily check, from (1.8), that rank B = 1.
Then we find that for each t > 0, rank eAtB = rank B = 1, which leads to (2.1) for the
case that n = 1.
We now show (2.1) for the case that n > 1. Let g(λ) = λn+
∑n−1
i=0 aiλ
i, λ ∈ C, be the
characteristic polynomial of the matrix A. Write
Aˆ =


0 0 · · · 0 −a0
1 0 · · · 0 −a1
0 1 · · · 0 −a2
...
...
. . .
...
...
0 0 · · · 1 −an−1


. (2.30)
Consider the equation:
d
dt


f0(t)
...
fn−1(t)

 = Aˆ


f0(t)
...
fn−1(t)

 , t ∈ R, (2.31)
with the initial value condition:
(f0(0), f1(0), . . . , fn(0))
⊤ = (1, 0, . . . , 0)⊤ , e1. (2.32)
Let (fˆ0, fˆ1, . . . , fˆn−1)
⊤ ∈ C∞(R1;Rn) be the solution of (2.31)-(2.32).
The rest proof of this theorem is divided into the following three steps:
Step 1. We show that
eAt =
n−1∑
i=0
fˆi(t)A
i for all t ∈ R. (2.33)
Define a matrix-valued function in the following manner:
Φ(t) ,
n−1∑
i=0
fˆi(t)A
i for all t ∈ R. (2.34)
By (2.34), (2.31) and (2.30), we find that for all t ∈ R,
d
dt
Φ(t) =
n−1∑
i=0
d
dt
fˆi(t)A
i = −a0fˆn−1(t) +
n−1∑
i=1
(
fˆi−1(t)− aifˆn−1(t)
)
Ai
=
n−1∑
i=1
fˆi−1(t)A
i −
( n−1∑
i=0
aiA
i
)
fˆn−1(t). (2.35)
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Since g(λ) = λn +
∑n−1
i=0 aiλ
i, λ ∈ C, is the characteristic polynomial of the matrix A, it
follows by the Cayley-Hamilton Theorem, (2.35) and (2.34) that for each t ∈ R,
d
dt
Φ(t) =
n−1∑
i=1
fˆi−1(t)A
i − (g(A)− An)fˆn−1(t) =
n∑
i=1
fˆi−1(t)A
i
= A
n∑
i=1
fˆi−1(t)A
i−1 = A
n−1∑
i=0
fˆi(t)A
i = AΦ(t). (2.36)
Meanwhile, by (2.34) and (2.32), we find that
Φ(0) = I. (2.37)
Now, (2.33) follows from (2.36), (2.37) and (2.34). This ends the proof of Step 1.
Step 2. We prove that for each increasing sequence {τk}
n
k=1 ⊂ R, with τn − τ1 < dA,
rank


fˆ0(τ1) · · · fˆ0(τn)
...
. . .
...
fˆn−1(τ1) · · · fˆn−1(τn)

 = n. (2.38)
Arbitrarily take an increasing sequence {τk}
n
k=1 ⊂ R so that
τn − τ1 < dA. (2.39)
To show (2.38), it suffices to prove that the following equation has a unique solution x = 0
in Rn:
x⊤


fˆ0(τ1) · · · fˆ0(τn)
...
. . .
...
fˆn−1(τ1) · · · fˆn−1(τn)

 = 0. (2.40)
For this purpose, we let x ∈ Rn be a solution to (2.40). Since (fˆ0, fˆ1, . . . , fˆn−1)
⊤ solves
(2.31)-(2.32), we find from (2.40) that
x⊤eAˆτke1 = x
⊤


fˆ0(τk)
...
fˆn−1(τk)

 = 0, ∀ k ∈ {1, . . . , n}. (2.41)
Let hˆ , (hˆ0, · · · , hˆn−1)⊤ ∈ C∞(R;Rn) satisfy that

d
dt
hˆ(t) = Aˆ⊤hˆ(t), t ∈ R,
hˆ(0) = x.
(2.42)
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Since g(λ) = λn +
∑n−1
i=0 aiλ
i, λ ∈ C, it follows by (2.42) and (2.30) that
hˆ = (hˆ0,
d
dt
hˆ0, · · · ,
dn−1
dtn−1
hˆ0)
⊤ and g(
d
dt
)hˆ0 = 0. (2.43)
Meanwhile, by (2.42) and (2.41), we get that for each k ∈ {1, . . . , n},
hˆ0(τk) =
〈
hˆ(τk), e1
〉
Rn
=
〈
eAˆ
⊤τkx, e1
〉
Rn
= x⊤eAˆτke1 = 0. (2.44)
Since g(·) is the characteristic polynomial of the matrix A, by the second equality in
(2.43), (2.44) and (2.39), we can apply Lemma 2.7, to obtain that hˆ0 ≡ 0 over R. This,
together with the first equality in (2.43), yields that hˆ ≡ 0 over R, from which, as well
as (2.42), it follows that x = 0, i.e., (2.40) has a unique solution x = 0. Hence, (2.38) is
true.
Step 3. We prove (2.1).
Arbitrarily take an increasing sequence {τk}
n
k=1 ⊂ R so that
τn − τ1 < dA. (2.45)
To prove (2.1), it suffices to show that the following equation has a unique solution α = 0:
α⊤(eAτ1B, eAτ2B, . . . , eAτnB) = 0. (2.46)
For this purpose, we let α ∈ Rn satisfy (2.46). Then, by Step 1, we see that for each
k ∈ {1, . . . , n},
(
B∗α,B∗A∗α, . . . , B∗(A∗)n−1α
)


fˆ0(τk)
...
fˆn−1(τk)


=
n−1∑
i=0
fˆi(τk)B
∗(A∗)iα = B∗
( n−1∑
i=0
fˆi(τk)A
i
)∗
α = B∗eA
∗τkα = (α⊤eAτkB)⊤ = 0.
From this, we get that
(
B∗α,B∗A∗α, . . . , B∗(A∗)n−1α
)


fˆ0(τ1) · · · fˆ0(τn)
...
. . .
...
fˆn−1(τ1) · · · fˆn−1(τn)

 = 0.
This, along with Step 2 and (2.45), yields that
B∗(A∗)k−1α = 0 for each k ∈ {1, . . . , n},
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from which, it follows that
α⊤(B,AB,A2B, . . . , An−1B) = (α⊤B, α⊤AB, α⊤A2B, . . . , α⊤An−1B)
=


B∗α
B∗A∗α
...
B∗(A∗)n−1α


⊤
= 0.
Since (A,B) satisfies (1.8), the above yields that α = 0. Thus, (2.46) only has the trivial
solution in Rn. Therefore, (2.1) is true.
In summary, we end the proof of Theorem 2.1.
We are now on the position to prove Theorem 2.2.
Proof of Theorem 2.2. Let T > 0. Let {τk}
p
k=1 ⊂ (0, T ), with p ∈ N
+, be an increasing
sequence. First of all, for each z0 ∈ R
n and {uk}
p
k=1 ⊂ R
m, the solution of (1.9) satisfies
that
z(T ; z0, {τk}
p
k=1, {uk}
p
k=1) = e
AT z0 +
∑
1≤k≤p
eA(T−τk)Buk, (2.47)
where z(·; z0, {τk}
p
k=1, {uk}
p
k=1) denotes the solution of (1.9).
We next prove the sufficiency. Assume that (2.2) is true. Arbitrarily fix zˆ0, zˆ1 ∈ R
n.
By (2.2), we find that there exists {uˆk}
p
k=1 ⊂ R
m so that
p∑
k=1
eA(T−τk)Buˆk = zˆ1 − e
AT zˆ0.
From this and (2.47), we see that
z(T ; zˆ0, {τk}
p
k=1, {uˆk}
p
k=1) = zˆ1.
Since zˆ0, zˆ1 were arbitrarily taken in R
n, the above, along with the definition in the note
(b) in Section 1, implies that the exact controllability for (1.9) over [0, T ] can be realized
at {τk}
p
k=1. This proves the sufficiency.
Finally, we show the necessity. Assume that the exact controllability for (1.9) over
[0, T ] can be realized at {τk}
p
k=1. Then, by the definition in the note (b) in Section 1 and
(2.47), we get that for each z1 ∈ R
n, there exists {uk}
p
k=1 ⊂ R
m so that
z1 = z(T ; 0, {τk}
p
k=1, {uk}
p
k=1) =
∑
1≤k≤p
eA(T−τk)Buk (2.48)
∈ Range (eA(T−τ1)B, . . . , eA(T−τn)B).
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This indicates that
R
n ⊂ Range (eA(T−τ1)B, . . . , eA(T−τn)B).
Thus, (2.2) is true, which leads to the necessity.
In summary, we end the proof of this theorem.
3 Unique continuation for system of heat equations
Some connections among {eAt}t≥0, {e
−At}t≥0 and {e
∆t}t≥0 (which denotes the C0-semigroup
generated by ∆ over L2(Ω;Rn)) are given in the next Proposition 3.1.
Proposition 3.1. The following two equalities hold for all t ≥ 0:
eA
∗t = e−A
∗te∆t and eAt = e∆te−At. (3.1)
Proof. Arbitrarily fix z ∈ L2(Ω;Rn). One can easily check that the function t 7→ e∆tz,
t > 0, belongs to the following space:
C1
(
(0,∞);L2(Ω;Rn)
)
∩ C
(
(0,∞);H2(Ω;Rn) ∩H10 (Ω;R
n)
)
. (3.2)
Define
hz(t) , e
−A∗te∆tz, t ≥ 0. (3.3)
By (3.3) and (3.2), we get that
hz ∈ C
1
(
(0,∞);L2(Ω;Rn)
)
∩ C
(
(0,∞);H2(Ω;Rn) ∩H10 (Ω;R
n)
)
. (3.4)
Since A∗ =∆−A∗ and because ∆ is commutative with the operator A∗, it follows from
(3.3) that for each t > 0,
d
dt
hz −A
∗hz =
d
dt
hz −∆hz + A
∗hz
=
[
−A∗e−A
∗te∆tz+ e−A
∗t d
dt
e∆tz
]
−∆e−A
∗te∆tz+ A∗e−A
∗te∆tz
= e−A
∗t
[ d
dt
e∆tz−∆e∆tz
]
= 0. (3.5)
Meanwhile, we observe from (3.3) that hz(0) = z. This, along with (3.5), yields that
hz(t) = e
A∗tz, t ≥ 0,
which, together with (3.3), leads to the first equality in (3.1).
By taking the adjoint on both sides of the first equality in (3.1), we obtain the second
equality in (3.1). This ends the proof of Proposition 3.1.
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The next Proposition 3.2 presents unique continuation property for the system of heat
equations. The key to proving this proposition is the use of the unique continuation
property at one point in time for the heat equation. This property says that if a solution
y of the heat equation with the homogeneous Dirichelt boundary condition satisfies that
for some τ > 0, y(x, τ) = 0 for a.e. x ∈ ω, then y ≡ 0. (See, for instance, [19], [26] and
[28]).
Proposition 3.2. Let ω1 be an open and nonempty subset of Ω and let V be a subspace
of Rn. Then the following two conclusions are true:
(i) If z ∈ L2(Ω;Rn) and τ > 0, then
z(x) ∈ V for a.e. x ∈ Ω⇐⇒ e∆τz(x) ∈ V for all x ∈ ω1.
(ii) If z ∈ L2(Ω;Rn) and τ > 0, then χω1e
Aτz = 0 if and only if z = 0.
Proof. (i) Arbitrarily fix z ∈ L2(Ω;Rn) and τ > 0. Let Ψ(t) , e∆tz for each t ≥ 0. Then
Ψ satisfies that 

∂tΨ−∆Ψ = 0 in R
+ × Ω,
Ψ = 0 on R+ × ∂Ω,
Ψ(0) = z in Ω.
(3.6)
We organize the rest of the proof by the following two steps:
Step 1. We show that if z(x) ∈ V for a.e. x ∈ Ω, then e∆τz(x) ∈ V for all x ∈ ω1
Suppose that
z(x) ∈ V for a.e. x ∈ Ω. (3.7)
We aim to prove that
e∆τz(x) ∈ V for all x ∈ ω1. (3.8)
Arbitrarily fix α in V ⊥ which is the orthogonal complement space of V in Rn. Then define
a function ψα : Ω× [0,∞)→ R in the following manner:
ψα(x, t) , 〈e
∆tz(x), α〉Rn, (x, t) ∈ Ω× [0,∞). (3.9)
By (3.9) and (3.6), one can directly check that ψα satisfies that{
∂tψα −∆ψα = 0 in Ω× R
+,
ψα = 0 on ∂Ω × R
+.
(3.10)
Meanwhile, since α ∈ V ⊥, it follows from (3.9) and (3.7) that ψα(x, 0) = 0 for a.e. x ∈ Ω.
This, along with (3.10), yields that ψα ≡ 0 over Ω × (0,∞), which, together with (3.9),
indicates that
〈e∆τz(x), α〉Rn = 0 for all x ∈ Ω.
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Since α was arbitrarily taken from V ⊥, the above leads to (3.8).
Step 2. We show that if e∆τz(x) ∈ V for each x ∈ ω1, then z(x) ∈ V for a.e. x ∈ Ω
We only need to consider the case that dimV < n, since when dimV = n, the desired
result is clearly true. Suppose that
e∆τz(x) ∈ V for all x ∈ ω1. (3.11)
Arbitrarily take α ∈ V ⊥. Let ψα be the function defined by (3.9). Then from (3.9) and
(3.11), we see that
ψα(x, τ) = 0 for all x ∈ ω1. (3.12)
Since ψα solves the adjoint heat equation with the zero Dirichlet boundary condition (see
(3.10)), by (3.10) and (3.12), using the unique continuation property for heat equations
(see, for instance, [19], [26] and [28]), we see that ψα(x, 0) = 0 for a.e. x ∈ Ω. This, along
with (3.9), yields that
〈z(x), α〉Rn = 0 for a.e. x ∈ Ω.
Since α was arbitrarily taken from the finitely dimensional subspace V ⊥, the above leads
to that z(x) ∈ V for a.e. x ∈ Ω.
By the results in Step 1 and Step 2, we see that the conclusion (i) of this proposition
is true.
(ii) Arbitrarily fix z ∈ L2(Ω;Rn) and τ > 0. It is clear that χω1e
Aτz = 0, when z = 0.
To show the reverse, we suppose that
χω1e
Aτz = 0. (3.13)
From (3.13) and the second equality in Proposition 3.1, we see that
χω1e
∆τ (e−Aτz) = χω1e
Aτz = 0. (3.14)
By (3.14), we can use the conclusion (i) (in this proposition), with V = {0}, to get that
e−Aτz(x) = 0 a.e. x ∈ Ω. This yields that z(x) = 0 for a.e. x ∈ Ω, since e−Aτ is invertible.
Hence, the conclusion (ii) is true.
In summary, we end the proof of Proposition 3.2.
4 Proof of Theorem 1.3
The following formula will be frequently used in the rest of this paper: For each T > 0,
y0 ∈ L
2(Ω;Rn), p ∈ N+, {τk}
p
k=1 ⊂ (0, T ) (with τ1 < · · · < τp), {uk}
p
k=1 ⊂ L
2(Ω;Rm) and
20
z ∈ L2(Ω;Rn), it stands that
〈
y(T ;y0, {τk}
p
k=1, {uk}
p
k=1), z
〉
= 〈y0, e
A∗Tz〉 (4.1)
+
p∑
k=1
〈
uk, χωB
∗eA
∗(T−τk)z
〉
L2(Ω;Rm)
.
The equality (4.1) follows directly from (1.3). Before proving Theorem 1.3, we present
three lemmas. The first two lemmas will be used in the proof of Theorem 1.3, while the
last one will be used in the proofs of both Theorem 1.3 and Theorem 1.4.
Lemma 4.1. There exists a linear map C from Rn to Rm so that
BCα = α for each α ∈ RangeB. (4.2)
Proof. When B = 0, (4.2) is trivial. Thus, we can assume, without loss of generality,
that B 6= 0. Take a basis {α1, . . . , αq} of RangeB, where q , dimRangeB (q ≥ 1, since
B 6= 0). Then for each k ∈ {1, . . . , q}, there exists βk ∈ R
m so that
Bβk = αk. (4.3)
Define a linear map Cˆ from RangeB to Rm so that
Cˆ(αk) = βk for each k ∈ {1, . . . , q}. (4.4)
We claim that
BCˆ(α) = α for each α ∈ RangeB. (4.5)
To this end, we arbitrarily fix α ∈ RangeB and write
α =
q∑
k=1
akαk with {ak}
q
k=1 ⊂ R. (4.6)
It follows from (4.6), (4.4) and (4.3) that
BCˆ(α) =
q∑
k=1
akBCˆ(αk) =
q∑
k=1
akBβk =
q∑
k=1
akαk = α.
Since α was arbitrarily taken from RangeB, the above leads to (4.5).
Finally, we observe that the map Cˆ is defined over RangeB (see (4.4)). It is easy to
extend Cˆ to be a linear operator over Rn, with the property (4.5). This ends the proof of
Lemma 4.1.
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Lemma 4.2. Let V1, . . . , Vq, with q ∈ N
+, be subspaces of Rn so that
q∑
k=1
Vk = R
n. (4.7)
Then there are linear operators P1, . . . , Pq (from R
n to Rn) so that for each k ∈ {1, . . . , q},
Pk maps R
n into Vk and so that
α =
q∑
k=1
Pkα for each α ∈ R
n. (4.8)
Proof. Take a basis {α1, . . . , αn} of R
n. By (4.7), we find that for each j ∈ {1, . . . , n},
there exits (αj,1, αj,2, . . . , αj,q) ∈ Π
q
k=1Vk so that
αj =
q∑
k=1
αj,k. (4.9)
For each k ∈ {1, . . . , q}, we define a linear map Pk : R
n → Vk in the following manner:
Pk(αj) = αj,k for each j ∈ {1, . . . , n}. (4.10)
We claim that the above {Pk}
q
k=1 satisfies (4.8). For this purpose, we arbitrarily take
α ∈ Rn. Write
α =
n∑
j=1
ajαj with {aj}
n
j=1 ⊂ R. (4.11)
Then it follows from (4.11), (4.9) and (4.10) that
α =
n∑
j=1
aj(
q∑
k=1
αj,k) =
q∑
k=1
(
n∑
j=1
ajαj,k) =
q∑
k=1
(
n∑
j=1
ajPk(αj)) =
q∑
k=1
Pk(
n∑
j=1
ajαj)
=
q∑
k=1
Pk(α).
Since α was arbitrarily taken from Rn, the above leads to (4.8). We end the proof of
Lemma 4.2.
Lemma 4.3. Let (A,B) ∈ Rn×n × Rn×m satisfies that
rank (B,AB,A2B, . . . , An−1B) < n. (4.12)
Then there is zˆ ∈ L2(Ω;Rn) \ {0} so that
χωB
∗eA
∗tzˆ = 0 for each t > 0. (4.13)
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Proof. We first claim that
n−1⋂
k=0
ker (B∗(A∗)k) 6= {0}. (4.14)
Indeed, since (A,B) satisfies (4.12), there is α ∈ Rn\{0} so that for all k ∈ {0, . . . , n−1},
α⊺(B,AB, . . . , An−1B) = 0, i.e., α⊺AkB = 0,
from which, it follows that
B∗(A∗)kα = (α⊺AkB)⊺ = 0 for all k ∈ {0, . . . , n− 1}.
This implies that
α ∈ ker (B∗(A∗)k) for all k ∈ {0, . . . , n− 1}.
Since α 6= 0, the above leads to (4.14).
Next, we let
V ,
∞⋂
k=0
ker (B∗(A∗)k). (4.15)
By the Cayley-Hamilton theorem, we have that V =
⋂n−1
k=0 ker (B
∗(A∗)k). Then by (4.14),
there is α ∈ Rn so that
α ∈ V \ {0}. (4.16)
We define a function zα : Ω→ R
n in the following manner:
zα(x) = α a.e. x ∈ Ω. (4.17)
Then by Proposition 3.1 (see the first equality in (3.1)), we find that for each t > 0,
χωB
∗eA
∗tzα = χωB
∗e−A
∗te∆tzα = B
∗e−A
∗tχωe
∆tzα
= B∗
(∑
k≥0
1
k!
(−t)k(A∗)k
)
χωe
∆tzα
=
∑
k≥0
1
k!
(−t)kB∗(A∗)kχωe
∆tzα. (4.18)
Meanwhile, since zα(x) ∈ V a.e. x ∈ Ω (see (4.16) and (4.17)), it follows by (i) of
Proposition 3.2 (where ω1 = ω, τ = t and z = zα) that for each t > 0,
χω(x)e
∆tzα(x) ∈ V for a.e. x ∈ Ω,
which, together with (4.15), yields that for each t > 0,
B∗(A∗)kχω(x)e
∆tzα(x) = 0 for a.e. x ∈ Ω.
The above, along with (4.18), leads to (4.13) with zˆ = zα. This ends the proof.
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We now on the position to prove Theorem 1.3.
Proof of Theorem 1.3. (i) Assume that
Ω \ ω 6= ∅. (4.19)
By contradiction, we suppose that the system (1.2) were null controllable over [0, Tˆ ] for
some Tˆ > 0. Then, according to (i) of Definition 1.1, for an arbitrarily fixed
yˆ0 ∈ L
2(Ω;Rn) \ {0}, (4.20)
there is pˆ ∈ N+, {τˆk}
pˆ
k=1 ⊂ (0, Tˆ ) (with τˆ1 < · · · < τˆp), and {uˆk}
pˆ
k=1 ⊂ L
2(Ω;Rm) so that
y(Tˆ ; yˆ0, {τˆk}
pˆ
k=1, {uˆk}
pˆ
k=1) = 0.
This, along with (1.3), indicates that
0 = y(Tˆ ; yˆ0, {τˆk}
pˆ
k=1, {uˆk}
pˆ
k=1) = e
A(T−τˆpˆ)
(
eAτˆpˆ yˆ0 +
pˆ∑
k=1
eA(τˆpˆ−τˆk)χωBuˆk
)
.
From this and (ii) of Proposition 3.2, where
ω1 = Ω, τ = T − τˆpˆ and z = e
Aτˆpˆ yˆ0 +
pˆ∑
k=1
eA(τˆpˆ−τˆk)χωBuˆk,
we find that
0 = eAτˆpˆ yˆ0 +
pˆ∑
k=1
eA(τˆpˆ−τˆk)χωBuˆk
= eA(τˆpˆ−τˆpˆ−1)
(
eAτˆpˆ−1yˆ0 +
pˆ−1∑
k=1
eA(τˆpˆ−1−τˆk)χωBuˆk
)
+ χωBuˆp. (4.21)
Meanwhile, from (4.19), there exists Br(x0) ⊂ Ω so that
Br(x0) ⊂ Ω \ ω, (4.22)
where Br(x0) denotes the ball in R
N , centred at x0 and of radius r > 0. From (4.22), it
follows that χωBuˆp = 0 on Br(x0), which, along with (4.21), yields that
eA(τˆpˆ−τˆpˆ−1)
(
eAτˆpˆ−1yˆ0 +
pˆ−1∑
k=1
eA(τˆpˆ−1−τˆk)χωBuˆk
)
= 0 on Br(x0).
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From this and (ii) of Proposition 3.2, where
ω1 = Br(x0), τ = τˆpˆ − τˆpˆ−1 and z = e
Aτˆpˆ−1yˆ0 +
pˆ−1∑
k=1
eA(τˆpˆ−1−τˆk)χωBuˆk,
we see that
eAτˆpˆ−1yˆ0 +
pˆ−1∑
k=1
eA(τˆpˆ−1−τˆk)χωBuˆk = 0. (4.23)
Following the same way as that showing (4.23), one can verify that when 1 ≤ q ≤ pˆ− 1,
eAτˆq yˆ0 +
q∑
k=1
eA(τˆq−τˆk)χωBuˆk = 0.
In particular, by taking q = 1 in the above, we obtain that
eAτˆ1 yˆ0 + χωBuˆ1 = 0.
This, combined with (4.22), yields that eAτˆ1yˆ0 = 0 over Br(x0). From the above and (ii)
of Proposition 3.2, where ω1 = Br(x0), τ = τˆ1 and z = yˆ0, we find that yˆ0 = 0, which
contradicts (4.20). Hence, when ω satisfies (4.19), the system (1.2) is not null controllable
on [0, T ] for any T > 0. This ends the proof of the conclusion (i) of Theorem 1.3.
(ii) Suppose that
ω = Ω. (4.24)
Step 1. We prove the sufficiency.
Assume that (A,B) satisfies Kalman’s controllability rank condition (1.8). We aim to
show the null controllability for the system (1.2). To this end, we arbitrarily fix T > 0
and an increasing sequence {τk}
n
k=1 ⊂ (0, T ), with τn− τ1 < dA (given by (1.4)). Then by
Theorem 2.1 and (1.8), we get that
rank (eAτ1B, . . . , eAτnB) = n. (4.25)
For each k ∈ {1, . . . , n}, we define a subspace Vk of R
n in the following manner:
Vk = {e
AτkBα ∈ Rn : α ∈ Rm}. (4.26)
From (4.25) and (4.26), we see that Rn =
∑n
k=1 Vk. This, together with Lemma 4.2, yields
that for each k ∈ {1, . . . , n}, there is a linear map Pk : R
n → Vk so that
α =
n∑
k=1
Pkα for each α ∈ R
n. (4.27)
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We now claim that for an arbitrarily fixed y0 ∈ L
2(Ω;Rn),
e∆τke−AτkPky0(x) ∈ RangeB a.e. x ∈ Ω, when 1 ≤ k ≤ n. (4.28)
For this purpose, we observe from (4.26) that e−AτkVk ⊂ RangeB for each k ∈ {1, . . . , n}.
This yields that for each k ∈ {1, . . . , n},
e−AτkPky0(x) ∈ RangeB for a.e. x ∈ Ω. (4.29)
By (4.29) and (i) of Proposition 3.2, where
ω1 = Ω, V = RangeB, τ = τk and z = e
−AτkPky0,
we are led to (4.28).
Next, according to Lemma 4.1, there exists a linear map C from Rn to Rm so that
BCα = α for all α ∈ RangeB. (4.30)
From (4.28) and (4.30), we see that for each k ∈ {1, . . . , n},
e∆τke−AτkPky0 +Buˆk = 0, (4.31)
where the control uˆk is defined by
uˆk(x) , −Ce
∆τke−AτkPky0(x), x ∈ Ω.
Since ω = Ω (see (4.24)), it follows from (1.3), (4.27), Proposition 3.1 (see the second
equality in (3.1)) and (4.31) that
y(T ;y0, {τk}
n
k=1, {uˆk}
n
k=1) = e
ATy0 +
n∑
k=1
eA(T−τk)Buˆk
= eAT
( n∑
k=1
Pky0
)
+
n∑
k=1
eA(T−τk)Buˆk
=
n∑
k=1
eA(T−τk)
(
eAτkPky0 +Buˆk
)
=
n∑
k=1
eA(T−τk)
(
e∆τke−AτkPky0 +Buˆk
)
= 0.
Because T > 0 and y0 ∈ L
2(Ω;Rn) were arbitrarily taken, the above, along with (ii) of
Definition 1.1, leads to the null controllability for the system (1.2).
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Step 2. We show the necessity.
Assume that the system (1.2) is null controllable. We aim to prove that the pair (A,B)
satisfies Kalman’s controllability rank condition (1.8). By contradiction, we suppose that
rank (B,AB,A2B, . . . , An−1B) < n. (4.32)
Then by Lemma 4.3, there would be zˆ ∈ L2(Ω;Rn) \ {0} so that
χωB
∗eA
∗tzˆ = 0 for each t > 0. (4.33)
Since the system (1.2) is null controllable, it follows by (ii) of Definition 1.1 that the
system (1.2) is null controllable over [0, T ] for each T > 0. Then by this and (i) of
Definition 1.1, there is p ∈ N+, {τk}
p
k=1 ⊂ (0, 1) and {vk}
p
k=1 ⊂ L
2(Ω;Rm) so that
0 = y(1; eA
∗
zˆ, {τk}
p
k=1, {vk}
p
k=1) = e
A(eA
∗
zˆ) + y(1; 0, {τk}
p
k=1, {vk}
p
k=1). (4.34)
By (4.34), (4.1) and (4.33), we get that
〈eA(eA
∗
zˆ), zˆ〉 = −
〈
y(1; 0, {τk}
p
k=1, {vk}
p
k=1), zˆ
〉
= −
p∑
k=1
〈
vk, χωB
∗eA
∗(1−τk)zˆ
〉
= 0.
This implies that eA
∗
zˆ = 0, which, combined with Proposition 3.1, shows that
e∆zˆ = eA
∗
e−A
∗
e∆zˆ = eA
∗
eA
∗
zˆ = 0.
From the above and (i) of Proposition 3.2, where
ω1 = Ω, V = {0}, τ = 1 and z = zˆ,
we find that zˆ = 0. This leads to a contradiction, since zˆ is not zero. Hence, (A,B)
satisfies Kalman’s controllability rank condition (1.8). This proves the necessity.
In summary, we end the proof of Theorem 1.3.
5 The proof of Theorem 1.4
The key to proving Theorem 1.4 is the following unique continuation property.
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Theorem 5.1. Let T > 0 and p ∈ N+. Let {τk}
p
k=1 ⊂ (0, T ) be an increasing sequence.
Then the following two statements are equivalent:
(i) It holds that
rank (eAτ1B, . . . , eAτpB) = n.
(ii) If z ∈ L2(Ω;Rn), then
χωB
∗eA
∗(T−τk)z = 0 for all k ∈ {1, . . . , p} =⇒ z = 0 over Ω.
Proof. The proof is divided into the following two steps.
Step 1. We show that (i) =⇒ (ii).
Suppose that (i) is true. Let z ∈ L2(Ω;Rn) satisfy that
χωB
∗eA
∗(T−τk)z = 0 for all k ∈ {1, . . . , p}. (5.1)
It suffices to show that z = 0. For this purpose, we first claim that
p⋂
k=1
ker
(
B∗e−A
∗(T−τk)
)
= {0}. (5.2)
Indeed, if α ∈
⋂p
k=1 ker
(
B∗e−A
∗(T−τk)
)
(where α is a column vector in Rn), then
B∗e−A
∗(T−τk)α = 0 for all k ∈ {1, . . . , p},
from which, it follows that
α⊺e−AT (eAτ1B, · · · , eAτpB) = (α⊺e−A(T−τ1)B, · · · , α⊺e−A(T−τp)B)
=


B∗e−A
∗(T−τ1)α
...
B∗e−A
∗(T−τp)α


⊺
= 0.
The above, along with (i), yields that α⊺e−AT = 0, which leads to that α = 0. Hence,
(5.2) is true.
Next, by Proposition 3.1 and (5.1), we get that for each k ∈ {1, . . . , p},
B∗e−A
∗(T−τk)χωe
∆(T−τk)z = χωB
∗e−A
∗(T−τk)e∆(T−τk)z = χωB
∗eA
∗(T−τk)z = 0.
This indicates that for each k ∈ {1, . . . , p},
e∆(T−τk)z(x) ∈ ker
(
B∗e−A
∗(T−τk)
)
for a.e. x ∈ ω. (5.3)
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By (5.3), for each k ∈ {1, . . . , p}, we can apply (i) of Proposition 3.2, where
V = ker
(
B∗e−A
∗(T−τk)
)
, ω1 = ω, τ = T − τk,
to obtain that
z(x) ∈
p⋂
k=1
ker
(
B∗e−A
∗(T−τk)
)
for a.e. x ∈ Ω.
The above, together with (5.2), leads to that z = 0. Hence, (ii) holds.
Step 2. We show that (ii) =⇒ (i).
Suppose, by contradiction, that (ii) were true, but (i) did not hold. Then we would
have that
rank (eAτ1B, . . . , eAτpB) < n.
Thus, we can apply Lemma 4.3 to find zˆ ∈ L2(Ω;Rn) \ {0} so that χωB
∗eA
∗tzˆ = 0 for
each t > 0. This, in particular, implies that
χωB
∗eA
∗(T−τk)zˆ = 0 for all k = 1, . . . , p. (5.4)
From (5.4) and (ii), we see that zˆ = 0, which leads to a contradiction. Hence, (ii) implies
(i).
In summary, we end the proof of Theorem 5.1.
Now, we are on the position to prove Theorem 1.4.
Proof of Theorem 1.4. (i) We divide the proof into the following two steps:
Step 1. We show the sufficiency.
Assume that the pair (A,B) satisfies Kalman’s controllability rank condition (1.8). We
aim to show the approximate controllability for the system (1.2). To this end, we arbi-
trarily fix T > 0 and an increasing sequence {τˆk}
n
k=1 ⊂ (0, T ) with τˆn − τˆ1 < dA (given by
(1.4)). Then by Theorem 2.1, we get that
rank (eAτˆ1B, . . . , eAτˆnB) = n. (5.5)
Define an operator GT : (L
2(Ω;Rm))n → L2(Ω;Rn) in the following manner:
GT ({uk}
n
k=1) = y(T ; 0, {τˆk}
n
k=1, {uk}
n
k=1), ∀ {uk}
n
k=1 ∈ (L
2(Ω;Rm))n. (5.6)
We claim that the range of the map G is dense in L2(Ω;Rn), i.e.,
RangeGT = L
2(Ω;Rn). (5.7)
By contradiction, we suppose that (5.7) were not true. Then there would be
z ∈ RangeGT
⊥
\ {0}. (5.8)
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By (5.8), (5.6) and (4.1), we find that for all {uk}
n
k=1 ⊂ L
2(Ω;Rn),
0 = 〈z,GT ({uk}
n
k=1)〉 = 〈z,y(T ; 0, {τˆk}
n
k=1, {uk}
n
k=1)〉
=
n∑
k=1
〈χωB
∗eA
∗(T−τˆk)z,uk〉L2(Ω;Rm).
From the above, we see that
χωB
∗eA
∗(T−τˆk)z = 0, ∀ k ∈ {1, . . . , n},
This, along with (5.5) and Theorem 5.1, shows that z = 0 over Ω, which contradicts (5.8).
Hence (5.7) is true.
Now, we will use (5.7) to prove the approximate controllability for the system (1.2)
over [0, T ]. For this purpose, we arbitrary take y0,y1 ∈ L
2(Ω;Rn) and ε > 0. Then by
(5.7), we see that
y1 − e
ATy0 ∈ RangeGT .
Thus, there exists {uˆk}
n
k=1 ⊂ L
2(Ω;Rm) so that
‖GT ({uˆk}
n
k=1)− (y1 − e
ATy0)‖ ≤ ε. (5.9)
It follows from (5.6) and (5.9) that
‖y(T ;y0, {τˆk}
n
k=1, {uˆk}
n
k=1)− y1‖ = ‖y(T ; 0, {τˆk}
n
k=1, {uˆk}
n
k=1)− (y1 − e
ATy0)‖
= ‖GT ({uˆk}
n
k=1)− (y1 − e
ATy0)‖ ≤ ε.
This leads to the approximate controllability for the system (1.2) over [0, T ] (see (i) of
Definition 1.2). Since T > 0 was arbitrarily fixed, the approximate controllability for the
system (1.2) over [0, T ] follows at once (see (ii) of Definition 1.2).
Step 2. We prove the necessity.
Assume that the system (1.2) has the approximate controllability. By contradiction, we
suppose that the pair (A,B) did not satisfy Kalman’s controllability rank condition (1.8).
Then we would have that
rank (B,AB,A2B, . . . , An−1B) < n. (5.10)
By (5.10), we can use Lemma 4.3 to find zˆ ∈ L2(Ω;Rn) \ {0} so that
χωB
∗eA
∗tzˆ = 0 for all t > 0. (5.11)
Meanwhile, according to the approximate controllability of the system (1.2) (see (ii)
of the Definition 1.2), there exists p ∈ N+ and an increasing sequence {τk}
p
k=1 ⊂ (0, 1) so
that for each ε > 0, there is {vk,ε}
p
k=1 ⊂ L
2(Ω;Rm) so that
‖y(1; 0, {τk}
p
k=1, {vk,ε}
p
k=1)− zˆ‖ ≤ ε. (5.12)
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By (4.1), (5.11), the Cauchy-Schwarz inequality and (5.12), we get that for each ε > 0,
〈zˆ, zˆ〉 =
〈
y(1; 0, {τk}
p
k=1, {vk,ε}
p
k=1), zˆ
〉
+
〈
zˆ− y(1; 0, {τk}
p
k=1, {vk,ε}
p
k=1), zˆ
〉
=
p∑
k=1
〈
vk,ε, χωB
∗eA
∗(T−τk)zˆ
〉
+
〈
zˆ− y(1;y0, {τk}
p
k=1, {vk,ε}
p
k=1), zˆ
〉
=
〈
zˆ− y(1; 0, {τk}
p
k=1, {vk,ε}
p
k=1), zˆ
〉
≤ ‖zˆ− y(1;y0, {τk}
p
k=1, {vk,ε}
p
k=1)‖‖zˆ‖ ≤ ε‖zˆ‖.
This implies that zˆ = 0, which leads to a contradiction, since zˆ 6= 0. Hence, (A,B)
satisfies Kalman’s controllability rank condition (1.8). This proves the necessity.
(ii) The conclusion (ii) has been proved in Step 1 of the proof of the conclusion (i).
In summary, we end the proof of Theorem 1.4
The next Example 5.2 explains the rationality of the condition that τn − τ1 < dA in
(ii) in Theorem 1.4. Here, dA is given by (1.4) where C = A.
Example 5.2. Let (A,B) ∈ R2×2×R2×1 be the pair given by (2.3)-(2.4). From Example
2.4, we see that (A,B) satisfies Kalman’s controllability rank condition (1.8) and that
dA = pi/|b|. We will show that for any T > 0, any τ1, τ2 ∈ (0, T ), with τ2 − τ1 = dA, the
approximate controllability for the system (1.2) (governed by this pair (A,B)) over [0, T ]
cannot be realized at {τk}
2
k=1.
To this end, we arbitrarily fix T > 0, and then fix τ1, τ2 ∈ (0, T ), with τ2 − τ1 = dA.
From Example 2.4, we have that
rank (eAτ1B, eAτ2B) < 2. (5.13)
Define a subspace of V ⊂ R2 by
V , {eAτ1Bα1 + e
Aτ2Bα2 : α1, α2 ∈ R
1}. (5.14)
By (5.13) and (5.14), there is αˆ ∈ R2 \ {0} so that
αˆ⊺β = 0, ∀ β ∈ V. (5.15)
Define two functions y0 and zˆT over Ω in the following manner:
y0(x) ≡ e
AT zˆT (x) for all x ∈ Ω and zˆT (x) ≡ e
A∗T αˆ for all x ∈ Ω. (5.16)
We claim that there exists δ(T ) > 0 so that for any {uk}
2
k=1 ⊂ L
2(Ω;R1),
‖y(T ;y0, {τk}
2
k=1, {uk}
2
k=1)‖ ≥ δ(T ). (5.17)
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To this end, we arbitrarily fix {uk}
2
k=1 ⊂ L
2(Ω;R1). By (5.16) and the second equality in
Proposition 3.1, we get that
〈
zˆT ,
2∑
k=1
eA(T−τk)Bχωuk
〉
=
2∑
k=1
∫
Ω
〈
eA
∗T αˆ, e∆(T−τk)e−A(T−τk)Bχωuk(x)
〉
R1
dx
=
2∑
k=1
∫
Ω
〈
αˆ, eATe∆(T−τk)e−AT eAτkBχωuk(x)
〉
R1
dx.(5.18)
Meanwhile, by (5.14), we see that when k ∈ {1, 2},
e−AT eAτkBχωuk(x) ∈ e
−AT (V ) for a.e. x ∈ Ω.
From the above, we can apply (i) of Proposition 3.2 (where ω1 = Ω, τ = T − τk and
z = e−AT eAτkBχωuk) to obtain that
e∆(T−τk)e−AT eAτkBχω(x)uk(x) ∈ e
−AT (V ) for a.e. x ∈ Ω. (5.19)
Now, by (5.19), (5.18) and (5.15), it follows that
〈
zˆT ,
2∑
k=1
eA(T−τk)Bχωuk
〉
= 0. (5.20)
Then, from (1.3), (5.20), (5.16) and the second equality in Proposition 3.1, we see that
〈
zˆT ,y(T ;y0, {τk}
2
k=1, {uk}
2
k=1)
〉
=
〈
zˆT , e
ATy0
〉
+
〈
zˆT ,
2∑
k=1
eA(T−τk)Bχωuk
〉
=
∫
Ω
〈
zˆT (x), e
∆T e−ATy0(x)
〉
R1
dx =
∫
Ω
〈
zˆT (x), e
∆T zˆT (x)
〉
R1
dx
= ‖e∆
T
2 zˆT‖
2. (5.21)
On the other hand, it follows by the Cauchy-Schwarz inequality that
〈
zˆT ,y(T ;y0, {τk}
2
k=1, {uk}
2
k=1)
〉
≤ ‖zˆT‖‖y(T ;y0, {τk}
2
k=1, {uk}
2
k=1)‖.
This, along with (5.21), yields that
‖y(T ;y0, {τk}
2
k=1, {uk}
2
k=1)‖ ≥
‖e∆
T
2 zˆT‖
2
‖zˆT‖
,
which leads to (5.17), since zˆT 6= 0 only depends on T (see (5.16)).
32
Finally, from (5.17), we see that the approximate controllability for the system (1.2)
(governed by this pair (A,B)) over [0, T ] cannot be realized at any {τk}
2
k=1 ⊂ (0, T ) with
τ2 − τ1 = dA.
Besides, this example also shows that for each T > 0, the approximate controllability
for the system (1.2) (governed by this pair (A,B)) over [0, T ] cannot be realized at a single
control instant τ ∈ (0, T ). Let us explain the reason . Let T > 0. Since rank (eAτB) < 2
for all τ ∈ (0, T ) (see Example 2.4), it follows from Theorem 5.1 that there is zˆ ∈
L2(Ω;R2) \ {0} so that
χωB
∗eA
∗τ zˆ = 0 for all τ ∈ (0, T ). (5.22)
On the other hand, one can easily check that the approximate controllability for the system
(1.2) over [0, T ] can be realized at a single control instant τ ∈ (0, T ) if and only if
z ∈ L2(Ω;Rn) and χωB
∗eA
∗(T−τ)z = 0 =⇒ z = 0.
This, along with (5.22), yields that the approximate controllability for the system (1.2)
(governed by this pair (A,B)) over [0, T ] cannot be realized at a single control instant
τ ∈ (0, T ).
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