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a b s t r a c t
A bias-corrected technique for constructing the empirical likelihood ratio is used to study
a semiparametric regression model with missing response data. We are interested in
inference for the regression coefficients, the baseline function and the response mean. A
class of empirical likelihood ratio functions for the parameters of interest is defined so that
undersmoothing for estimating the baseline function is avoided. The existing data-driven
algorithm is also valid for selecting an optimal bandwidth. Our approach is to directly
calibrate the empirical log-likelihood ratio so that the resulting ratio is asymptotically
chi-squared. Also, a class of estimators for the parameters of interest is constructed, their
asymptotic distributions are obtained, and consistent estimators of asymptotic bias and
variance are provided. Our results can be used to construct confidence intervals and bands
for the parameters of interest. A simulation study is undertaken to compare the empirical
likelihood with the normal approximation-based method in terms of coverage accuracies
and average lengths of confidence intervals. An example for an AIDS clinical trial data set
is used for illustrating our methods.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In clinical trials and observational studies, complete response data are often not available for every object.
Missing response data may arise due to many circumstances, including treatment drop-out, study drop-out, mistimed
measurements, study subjects failing to report to a clinic for monthly evaluations, respondents refusing to answer certain
items on a questionnaire, loss of information caused by uncontrollable factors, and so forth. In such circumstances, the usual
inference procedures for complete data sets cannot be applied directly. The most common technique used by data analysis
is to naively exclude subjects with missing data, then perform a regression analysis with the remaining data. This is called a
complete-case analysis. Because subjects with any missing variables are excluded, it is well known that the complete-case
analysis can give highly inefficient estimates [9]. To increase efficiency, one imputes a plausible value for eachmissing datum
and then analyzes the results as if they were complete data. Commonly used imputation methods for missing response
values include linear regression imputation [4,17,18], nonparametric regression imputation [2,19,1], ratio imputation [14],
semiparametric partially linear regression imputation [16,6], among others.
Let (X, T , Y ) be a random vector such that X is a d × 1 vector on Rd, T ranges over a nondegenerate compact one-
dimensional interval I , and Y is a response variable influenced by the factors (X, T ). Without loss of generality, it can be
assumed that I is the unit interval [0, 1]. In practice, some Y values in a sample of size n may be missing, but X and T are
observed completely. That is, the data consists of the incomplete observations {(Xi, Ti, Yi, δi), 1 ≤ i ≤ n} from (X, T , Y , δ),
where all the Xi’s and Ti’s are observed, and δi = 0 if Yi is missing, δi = 1 otherwise. Throughout this paper, we assume that
∗ Corresponding author.
E-mail address: lgxue@bjut.edu.cn (L. Xue).
0047-259X/$ – see front matter© 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2010.11.001
724 L. Xue, D. Xue / Journal of Multivariate Analysis 102 (2011) 723–740
Y is missing at random (MAR), that is, P(δ = 1|X, T , Y ) = P(δ = 1|X, T ). Let {(Xi, Ti, Yi, δi), 1 ≤ i ≤ n} be independent and
identically distributed (i.i.d.) observations. We assume that the data set can be modeled as
Yi = XTi β + g(Ti)+ εi, i = 1, . . . , n, (1.1)
where β is a d × 1 vector of unknown regression coefficients, g(·) is an unspecified baseline function, the errors εi are
assumed to be i.i.d. with E(εi|Xi, Ti) = 0 almost surely, and εi and δi are independent for 1 ≤ i ≤ n. The model is also known
as a semiparametric regression model since it combines both parametric and nonparametric components.
Model (1.1) for missing response data has been studied in existing literature. See, for example, [16,20,6,13]. They
proposed a class of semiparametric estimators for the parameter β , as well as for the response mean θ . The resulting
estimatorswere shown to be consistent and asymptotically normal under general assumptions. They also used the empirical
likelihood approach proposed by Owen [11,12] to construct the confidence region and interval for β and θ , respectively.
Liang et al. [6] proposed an empirical likelihood-based statistic for β , which is shown to have a chi-squared distribution
asymptotically. Wang et al. [16] constructed an empirical likelihood ratio for θ . Their idea is to firstly impute the missing
Y -values by the semiparametric regression imputation and then construct a complete data empirical likelihood ratio from
an imputed data set as if they were i.i.d. observations. However, the imputed data are not i.i.d. because a plug-in estimator
is used. As a consequence, the empirical log-likelihood ratio for θ under imputation is asymptotically distributed as a scaled
chi-square variable. Therefore, the empirical log-likelihood ratio cannot be directly applied to make statistical inference on
the mean θ . This motivates them to adjust the ratio such that the adjusted empirical log-likelihood ratio is asymptotically
chi-squared. The adjustment is performed by multiplying an adjustable factor to get an adjusted ratio. There are two issues
with this: one is that the unknown adjustment factor is difficult to estimate efficiently; the other is that the undersmoothing
involved in the estimation creates a difficulty in selecting bandwidth. To solve above two issues, we use the bias-correction
method to calibrate the empirical likelihood ratios, and the obtained empirical likelihood ratios obey Wilks’ theorem. Our
approaches differ from those of Wang et al. [16] and Liang et al. [6].
Generally, for semiparametric regression model, the empirical log-likelihood ratio for parameter of interest is
asymptotically noncentral chi-squared. The reason is that there exists a bias in the empirical likelihood ratio function,
because the plug-in estimator for nonparametric component is used. Thus, the empirical likelihood ratio needs to be
modified by using the bias-correction technique. The basic idea is to expunge the bias from the empirical likelihood ratio
function by modifying an auxiliary random vectors, and the modified empirical likelihood ratio has the asymptotic central
chi-squared distribution. The details can be found in Sections 2.2 and 3.2 and Remark 3. The bias-correction method has
been used in existing literature, see, for example, [22–27].
In this paper, we use the bias-correction technique to construct the empirical likelihood ratios forβ, g(t) and θ , and show
that any of these empirical likelihood ratios is asymptotic chi-squared. We also construct a class of estimators for β , g(t)
and θ , and obtain their asymptotic distributions. These results can be directly used to construct the confidence intervals or
regions for β, g(t) and θ . We also give the confidence intervals for every component of β and the confidence bands of g(t).
The following two desired features are worth mentioning. The first is that, by using the bias-correction technique and the
semiparametric regression imputation scheme in constructing empirical likelihood ratios and estimators, undersmoothing
for estimating the baseline function is avoided, and the existing data-driven algorithm can be used to select an optimal
bandwidth. This overcomes the difficulty in selecting bandwidth. The second is that our approach is to directly calibrate the
empirical likelihood ratio so that the resulting empirical log-likelihood ratio is asymptotically chi-squared. The ratio does
not need to be multiplied by an adjustment factor. This avoids estimating the unknown adjustment factor.
The rest of this paper is organized as follows. In Section 2, a class of empirical likelihood ratios for β is constructed, and
their asymptotic properties are shown. In Section3,wepropose two calibratedmethods for constructing empirical likelihood
ratios for g(t), and give their asymptotic results. We also give the confidence bands of g(t). In Section 4, we construct a bias-
correction empirical likelihood ratio for θ , and study the maximum empirical likelihood estimator of θ . Section 5 illustrates
the finite-sample performances by conducting some simulation studies. Section 6 give a real data example. Section 7 is
concluding remarks. Proofs of the main theorems are given in Appendix A.
2. Empirical likelihood for the regression coefficients
In this section, we propose some methods for constructing the empirical likelihood ratios and the estimators of β , and
study their asymptotic behaviors.
2.1. Empirical likelihood with complete-case data
Pre-multiplying (1.1) by the observation indicator, we have
δiYi = δiXTi β + δig(Ti)+ δiεi, i = 1, . . . , n,
and taking conditional expectations given Ti, we get
E(δiYi|Ti = t) = E(δiXTi |Ti = t)β + E(δi|Ti = t)g(t),
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from which it follows that
g(t) = g2(t)− g1(t)Tβ, (2.1)
where
g1(t) = E(δX |T = t)E(δ|T = t) and g2(t) =
E(δY |T = t)
E(δ|T = t) .
From (1.1) and (2.1), it follows that
{Yi − g2(Ti)} = {Xi − g1(Ti)}Tβ + εi, i = 1, . . . , n.
Therefore, we can introduce the auxiliary random vectors
ηi,C(β) = δi[{Yi − g2(Ti)} − {Xi − g1(Ti)}Tβ]{Xi − g1(Ti)}.
Then, under MAR, E(ηi,C(β)) = 0 if β is the true parameter. Using such information, we can define an empirical log-
likelihood ratio function for β , say RC(β). If β is the true parameter, it follows from [12] that RC(β) has an asymptotic chi-
squared distributionwith d degrees of freedom. Unfortunately, g1(·) and g2(·) are usually unknown, and hence RC(β) cannot
be used directly to make statistical inference on β . A natural idea for solving this problem is to replace these unknowns by
their estimators respectively. We use the kernel estimators defined in [16]. Let K(·) be a Borel-measurable kernel function,
and let h = hn be a positive bandwidth sequence tending to 0. Then, the estimators of g1(t) and g2(t) can be defined as
gˆ1(t) =
n−
i=1
Wni(t)Xi and gˆ2(t) =
n−
i=1
Wni(t)Yi, (2.2)
where
Wni(t) = δiKh(Ti − t)n∑
j=1
δjKh(Tj − t)
(2.3)
with Kh(·) = K(·/h). An estimator of ηi,C(β), say ηˆi,C(β), can be obtained by replacing g1(Ti) and g2(Ti) of ηi,C(β)with gˆ1(Ti)
and gˆ2(Ti), namely,
ηˆi,C(β) = δiX˜i(Y˜i − X˜Ti β),
where X˜i = Xi− gˆ1(Ti) and Y˜i = Yi− gˆ2(Ti). Therefore, a profile empirical log-likelihood ratio function for β with complete-
case data is defined as
RˆC(β) = −2max

n−
i=1
log(npi)|pi ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piηˆi,C(β) = 0

.
In the following, we give the asymptotic distribution for the empirical likelihood ratio RˆC(β).
Theorem 1. Suppose that conditions (C2)–(C6) and (C9) in Appendix A hold. If β is the true parameter, then RˆC(β)
D−→ χ2d ,
where χ2d means the chi-square variable with d degrees of freedom, and
D−→ represents the convergence in distribution.
Let χ2d (1 − α) be the 1 − α quantile of the χ2d for 0 < α < 1. Using Theorem 1, we can obtain an approximate 1 − α
confidence interval for β , that is
{β˜|RˆC(β˜) ≤ χ2d (1− α)}.
Theorem 1 can also be used to test hypothesis H0 : β = β0. One could reject H0 at level α if RˆC(β0) > χ2d (1− α).
We canminimize RˆC(β) to obtain amaximum empirical likelihood estimator of β , say βˆC, with complete-case data. Since
RˆC(β) ≥ 0, it is easily seen that RˆC(β) is minimized at βˆC with pi = 1/n for 1 ≤ i ≤ n. This implies that βˆC is the solution to
the estimating equation
∑n
i=1 ηˆi,C(β) = 0, that is
βˆC =

n−
i=1
δiX˜iX˜Ti
−1 n−
i=1
δiX˜iY˜i. (2.4)
The following Theorem 2 gives the asymptotic normality of βˆC.
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Theorem 2. Suppose that conditions (C2)–(C6) and (C9) in Appendix A hold. Then
√
n(βˆC − β) D−→ N(0,Σ),
where Σ = A−1BA−1, A = E{p(X, T )u(X, T )u(X, T )T} with u(x, t) = x − g1(t), and B = E{p(X, T )u(X, T )u(X, T )Tε2} with
ε = Y − XTβ − g(T ).
To apply Theorem 2 to construct the confidence region of β , we use Σˆ = Aˆ−1BˆAˆ−1 to consistently estimateΣ , where Aˆ
and Bˆ are defined by
Aˆ = 1
n
n−
i=1
δiX˜iX˜Ti and Bˆ =
1
n
n−
i=1
δiX˜iX˜Ti (Y˜i − X˜Ti βˆC)2.
Therefore, we obtain
Σˆ−1/2
√
n(βˆC − β) D−→ N(1, Id) (2.5)
and
(βˆC − β)TnΣˆ−1(βˆC − β) D−→ χ2d . (2.6)
We can construct the confidence interval/region of β using (2.5) and (2.6).
2.2. Empirical likelihood with imputed values
The profile empirical likelihood with complete-case data do not fully explore the information contained in the data.
When there are many missing values, a substantial reduction in coverage accuracy of the confidence region emerges due to
incomplete cases being discarded. We here introduce an imputation method to handle the problem of missing data. We can
use linear regression imputation to impute Y˜i by X˜Ti βˆC if Yi is missing, and obtain the imputed values of Y˜i, that is
Yˇi = δiY˜ipˆ(Xi, Ti) +

1− δi
pˆ(Xi, Ti)

X˜Ti βˆC.
We introduce the auxiliary random vectors
ηˆi,I(β) = X˜i{Yˇi − X˜Ti β}, (2.7)
where
pˆ(x, t) =
n∑
i=1
δiK˜((Xi − x)/a, (Ti − t)/a)
max

1,
n∑
i=1
K˜((Xi − x)/a, (Ti − t)/a)
 , (2.8)
a = an is a positive constant sequence tending to 0 as n → ∞, and K˜(·) is a kernel function defined in Rd+1. Then, an
empirical log-likelihood ratio based on imputed values is defined as
RˆI(β) = −2max

n−
i=1
log(npi)|pi ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piηˆi,I(β) = 0

.
The ratio is more appropriate than the empirical likelihood ratio with complete-case data, because it sufficiently uses the
information contained in the data. Our simulation results confirm the fact: the empirical likelihood ratio based on imputed
values has shorter interval lengths than the empirical likelihood ratio with complete-case data.
Theorem 3. Suppose that conditions (C1)–(C10) in Appendix A hold. If β is the true parameter, then RˆI(β)
D−→ χ2d .
Using Theorem 3, we can obtain an approximate 1− α confidence interval for β , that is
{β˜|RˆI(β˜) ≤ χ2d (1− α)}. (2.9)
When the dimension of X is high, we may consider a parametric or semiparametric model for p(x, t). Suppose that our
model is pγ (x, t), where γ can contain finite-dimension or infinite-dimension parameters, and let pˆγˆ (x, t) is an estimate of
pγ (x, t). Then we can replace pˆ(x, t) of (2.8) by pˆγˆ (x, t). Parametric models would be a leading case, because pˆγˆ (x, t) is easy
to compute and likely to have a distribution well approximated by its limit. Semiparametric models, such as the partially
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linear model and the single-index model, are also a nice selection. In either of these cases, the method need not require
high-dimensional smoothing operations.
We can also minimize RˆI(β) to obtain an estimator of β , say βˆI, called as the maximum empirical likelihood estimator
based on the imputed values. It can be shown that
βˆI =

n−
i=1
X˜iX˜Ti
−1 n−
i=1
X˜iYˇi. (2.10)
The following Theorem 4 gives the asymptotic normality of βˆI.
Theorem 4. Suppose that conditions (C1)–(C10) in Appendix A hold. Then
√
n(βˆI − β) D−→ N(0,Σ),
where Γ = C−1DC−1, C = E{u(X, T )u(X, T )T} with u(x, t) = x− g1(t), and D = E{p(X, T )−1u(X, T )u(X, T )Tε2}.
To apply Theorem 4 to construct the confidence region of β , we use Γˆ = Cˆ−1DˆCˆ−1 to consistently estimate Γ , where Cˆ
and Dˆ are defined by
Cˆ = 1
n
n−
i=1
X˜iX˜Ti and Dˆ =
1
n
n−
i=1
pˆ(Xi, Ti)−1X˜iX˜Ti (Yˇi − X˜Ti βˆI)2.
We obtain
Γˆ −1/2
√
n(βˆI − β) D−→ N(0, Id) (2.11)
and
(βˆI − β)TnΓˆ −1(βˆI − β) D−→ χ2d . (2.12)
Therefore, the confidence interval/region of β can be constructed by using (2.11) and (2.12).
2.3. Partial profile empirical likelihood
It would be interesting for the confidence intervals of one component of β . Therefore, we need to construct a partial
profile empirical likelihood ratio. Let er denote the unit vector of length d with 1 at position r for r = 1, . . . , d. By (2.10),
the estimator of the rth component βr is βˆr = eTr βˆI for r = 1, . . . , d. Let
ηˆir,I(βr) = eTr Cˆ−1ηˆi,I(βˆ1, . . . , βˆr−1, βr , βˆr+1, . . . , βˆd),
where ηˆi,I(·) is defined in (2.7). Then, the partial profile empirical log-likelihood ratio for βr , based on imputed values, is
defined as
Rˆr,I(βr) = −2max

n−
i=1
log(npi)|pi ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piηˆir,I(βr) = 0

.
Under the assumptions of Theorem 3, we can prove that the asymptotic distribution of Rˆr,I(βr) is chi-squared with 1
degree of freedom. That is, we have the following result.
Theorem 5. Suppose that conditions (C1)–(C10) in Appendix A hold. If β is the true parameter, then Rˆr,I(βr)
D−→ χ21 .
Applying Theorem 5, the approximate 1− α confidence intervals for βr is defined as
{β˜r |Rˆr,I(β˜r) ≤ χ21 (1− α)}.
Similarly, we can also construct the confidence interval for any component βr by improving the empirical log-likelihood
ratio with complete-case data that is defined in Section 2.1.
3. Empirical likelihood for the baseline function
We assume throughout the rest of the article that t0 is an interior point of [0, 1], f (t) is the density function of T , σ 2ε (t) =
var(ε|T = t) and q(t) = E(δ|T = t).
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3.1. Estimated empirical likelihood
Using the estimator βˆC, we can construct an estimated empirical log-likelihood ratio function for g(t), that is
RˆE(g(t)) = −2max

n−
i=1
log(npi)|pi ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piζˆi,E(g(t)) = 0

,
where
ζˆi,E(g(t)) = δi{Yi − XTi βˆC − g(t)}Kh(Ti − t), (3.1)
and Kh(·) and h are defined in (2.3).
The following theorem states the asymptotic behavior of RˆE(g(t0)).
Theorem 6. Suppose that conditions (C2)–(C6) and (C11) in Appendix A hold, also nh2/ log n → ∞ and nh5 → 0. If g(t0) is
the true value of the baseline function, then RˆE(g(t0))
D−→ χ21 .
By Theorem 6, an approximate 1− α confidence interval for g(t0) is given by
{g(t0)|RˆE(g(t0)) ≤ χ21 (1− α)}.
We can also minimize RˆE(g(t)) to obtain a maximum empirical likelihood estimator of g(t), say gˆ(t). It is easily proved
that gˆ(t) can be represented as
gˆ(t) = gˆ2(t)− gˆT1 (t)βˆC, (3.2)
where gˆ1(t) and gˆ2(t) are defined in (2.2).
Theorem 7. Suppose that conditions (C2)–(C6), (C9) and (C11) in Appendix A hold. Then
√
nh{gˆ(t0)− g(t0)} − b(t0){q(t0)f (t0)}−1 D−→ N(0, γ 2(t0)),
where γ 2(t0) = υ2(t0){q(t0)f (t0)}−2, b(t0) and υ2(t0) are defined by
b(t0) = h5/20 {g ′(t0)q′(t0)f (t0)+ g ′(t0)q(t0)f ′(t0)+ (1/2)g ′′(t0)q(t0)f (t0)}
∫ 1
−1
u2K(u)du, (3.3)
υ2(t0) = σ 2ε (t0)q(t0)f (t0)
∫ 1
−1
K 2(u)du, (3.4)
and h0 is a constant defined by condition (C9) in Appendix A.
Remark 1. From the proof of Theorem7,we can derive that, if we replace condition (C9) of Theorem2with nh2/ log n →∞
and nh5 → 0, then the bias term b(t0) vanishes asymptotically and
√
nh{gˆ(t0)− g(t0)} D−→ N(0, γ 2(t0)).
We now consider the construction of the pointwise confidence interval for g(t0). From Theorem 7, we first construct the
estimators of b(t0) and γ 2(t0). Note that
(n/h)1/2E[δ{g(T )− g(t0)}Kh(T − t0)] = b(t0)+ o(1).
Hence, a consistent estimator of b(t0) is defined by
bˆ(t0) = 1√
nh
n−
i=1
δi{gˆ(Ti)− gˆ(t0)}Kh(Ti − t0). (3.5)
We nowdefine an estimator of γ 2(t0). Since γ 2(t0) is dependent on f (t0), q(t0) and υ2(t0), we need to estimate these values.
By using the kernel function K(·) and the bandwidth h, the estimators of f (t0), q(t0) and υ(t0) can be respectively defined
as
fˆ (t0) = 1nh
n−
i=1
Kh(Ti − t0),
qˆ(t0) = 1nh
n−
i=1
Kh(Ti − t0)δi/fˆ (t0)
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and
υˆ2(t0) = 1nh
n−
i=1
ζˆ 2i,E(gˆ(t0)), (3.6)
where ζˆi,E(gˆ(t0)) is defined by (3.1). Therefore, we can obtain an estimator of γ 2(t0), say γˆ 2(t0), by replacing f (t0), q(t0)
and υ2(t0) of γ 2(t0) with fˆ (t0), qˆ(t0) and υˆ2(t0). From the related results of nonparametric estimates and Lemma 4 in
Appendix A, we known that fˆ (t0), qˆ(t0) and υˆ2(t0) are consistent estimators of f (t0), q(t0) and υ2(t0) respectively. Thus,
γˆ 2(t0) is a consistent estimator of γ 2(t0). Also, from Lemma 5 in Appendix A we know that bˆ(t0) is a consistent estimator of
b(t0). Consequently, by Theorem 7, we have
γˆ−1(t0)[
√
nh{gˆ(t0)− g(t0)} − bˆ(t0){qˆ(t0)fˆ (t0)}−1] D−→ N(0, 1). (3.7)
Using (3.7), we can obtain an approximate 1− α confidence interval for g(t0), that is
gˆ(t0)− (nh)−1/2bˆ(t0){qˆ(t0)fˆ (t0)}−1 ± z1−α/2(nh)−1/2γˆ (t0),
where z1−α/2 is the 1− α/2 quantile of the standard normal distribution.
Similarly, if we assume that conditions (C2)–(C6) and (C11) in Appendix A hold, but the bandwidth satisfies h = o(n−1/5),
then by Remark 1, the bias of gˆ(t0) is negligible, and an approximate 1− α confidence interval for g(t0) can be given by
gˆ(t0)± z1−α/2(nh)−1/2γˆ (t0).
3.2. Residual-adjusted empirical likelihood
Wecan adjust theweighted residuals ηˆi,E(g(t)) tomake an adjusted empirical likelihood ratio.We introduce the auxiliary
random variables
ζˆi,R(g(t)) = δi[Yi − XTi βˆC − g(t)− {gˆ(Ti)− gˆ(t)}]Kh(Ti − t).
A residual-adjusted empirical log-likelihood ratio for g(t) can be defined as
RˆR(g(t)) = −2max

n−
i=1
log(npi)|pi ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piζˆi,R(g(t)) = 0

.
By the residual adjustment in ζˆi,R(g(t)), we not only reduce the bias, but also avoid undersmoothing the baseline function
g(t). In Appendix A we prove that RˆR(g(t0)) is asymptotically chi-squared without undersmoothing. The result is stated in
the following theorem.
Theorem 8. Suppose that conditions (C2)–(C6), (C9) and (C11) hold, and assume that the kernel K(·) is twice continuously
differentiable on [0, 1]. If g(t0) is the true value of the baseline function, then RˆR(g(t0)) D−→ χ21 .
By Theorem 8, an approximate 1− α pointwise confidence interval for g(t0) can be constructed by
{g(t0)|RˆR(g(t0)) ≤ χ21 (1− α)}. (3.8)
3.3. Simultaneous confidence band
We present here a simple approach method that extends the above pointwise confidence intervals to simultaneous
confidence bands for g(t) over a given subinterval [a, b] of [0, 1]. We first consider the confidence bands based on residual-
adjusted empirical likelihood. Let the pointwise confidence interval, defined by (3.8), be denoted as [Lˆα(t0), Uˆα(t0)]. Let M
be the smallest integer such thatM > (b− a)/h. Partitioning [a, b] intoM + 1 equally spaced grid points a = ξ1 < · · · <
ξM+1 = b. We obtain a set of approximate 1− α simultaneous confidence intervals [lˆα(ξk), uˆα(ξk)] for g(t), such that
lim
n→∞ P{lˆα(ξk) ≤ g(ξk) ≤ uˆα(ξk),∀k = 1, . . . ,M + 1} ≥ 1− α.
In particular, if we use Bonferroni adjustment, [lˆα(ξk), uˆα(ξk)]may be given by [Lˆα/(M+1)(ξk), Uˆα/(M+1)(ξk)]. Let g(I)(t) be the
linear interpolations of g(ξk) and g(ξk+1), for t ∈ [ξk, ξk+1], such that
g(I)(t) = M

ξk+1 − t
b− a

g(ξk)+M

t − ξk
b− a

g(ξk+1).
730 L. Xue, D. Xue / Journal of Multivariate Analysis 102 (2011) 723–740
Similarly, let lˆ(I)α (t) and uˆ
(I)
α (t) be the linear interpolations of lˆα(ξk) and uˆα(ξk+1). Then, [lˆ(I)α (t), uˆ(I)α (t)] is an approximate
1− α confidence band for g(I)(t) in the sense that
lim
n→∞ P{lˆ
(I)
α (t) ≤ g(I)(t) ≤ uˆ(I)α (t),∀t ∈ [a, b]} ≥ 1− α.
From condition (C3) we know that g(t) is a bounded function on [a, b], and hence we denote c = supt∈[a,b] |g ′′(t)|. Direct
calculation using Taylor’s expansion shows that, for all t ∈ [ξk, ξk+1],
|g(t)− g(I)(t)| ≤ c(ξk+1 − t)(t − ξk)/2.
If we adjust the band for g(I)(t), our approximate 1− α confidence band for g(t) is
[lˆ(I)α (t)− c(ξk+1 − t)(t − ξk)/2, uˆ(I)α (t)+ c(ξk+1 − t)(t − ξk)/2]. (3.9)
Similarly, we can also construct simultaneous confidence bands for the estimated empirical likelihood and the normal
approximation. We omit the details here.
Remark 2. The choice of M , the number of grids, is an important issue for the bands of (3.9). Hall and Titterington [3]
suggested to takeM to be the smallest integer such thatM > (b − a)/h. For a single nonparametric regression curve with
fixed design points, Hall and Titterington [3] established the best rate for the widths of confidence bands converging to 0,
and showed that their best rate is attained if the number of grids is chosen correctly.
4. Empirical likelihood for the response mean
In this section, we provide methods for conducting global inference on θ by using empirical likelihood. Our method
differs from that ofWang et al. [16], because we use the bias-correction technique and weighted semiparametric regression
imputation to directly construct an empirical likelihood ratio for θ so that the ratio is asymptotically chi-squared. The
method used by Wang et al. [16] multiplies an adjustable divisor to obtain the ratio. This creates problems when the
adjustment divisor is difficult to estimate efficiently.
4.1. Weight-corrected empirical likelihood
We now develop a weight-corrected empirical likelihood method to carry out global inference for θ . Let
Y ∗i =
δiYi
p(Xi, Ti)
+

1− δi
p(Xi, Ti)

XTi β + g(Ti)

.
Under MAR, E(Y ∗i ) = θ if θ is the true parameter. Thus, we may define an empirical log-likelihood ratio function l∗(θ).
However, becauseβ, g(·) and p(·, ·) are usually unknown,weneed to replace the unknowns by their estimators respectively.
By the estimations defined in (2.4), (3.2) and (2.8), an estimator ofY ∗i , say Yˆi, can be obtainedby replacingβ, g(Ti) and p(Xi, Ti)
of Y ∗i with βˆC, gˆ(Ti) and pˆ(Xi, Ti). That is,
Yˆi = δiYipˆ(Xi, Ti) +

1− δi
pˆ(Xi, Ti)

XTi βˆC + gˆ(Ti)

. (4.1)
Therefore, a weight-corrected empirical log-likelihood ratio function for θ can be constructed by
lˆ(θ) = −2max

n−
i=1
log(npi)|pi ≥ 0,
n−
i=1
pi = 1,
n−
i=1
piYˆi = θ

.
The following Theorem 9 shows that lˆ(θ) is asymptotically distributed as a chi-square with one degree of freedom.
Theorem 9. Suppose that conditions (C1)–(C10) in Appendix A hold. If θ is the true parameter, then lˆ(θ) D−→ χ21 .
Remark 3. If we in (4.1) remove pˆ(Xi, Ti), the corresponding empirical log-likelihood ratio should be asymptotically scaled
chi-squared. Since we use the weight-correction, lˆ(θ) has the asymptotic central chi-squared distribution.
Let χ21 (1 − α) be the 1 − α quantile of the χ21 for 0 < α < 1. By using Theorem 9, an approximate 1 − α confidence
interval for θ can be defined by
{θ˜ | lˆ(θ˜) ≤ χ21 (1− α)}.
Theorem 9 can also be used to test hypothesis H0 : θ = θ0. One could reject H0 at level α if lˆ(θ0) > χ21 (1− α).
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4.2. Normal approximation
Wang et al. [16] introduce a class of estimators for θ . Following Wang et al.’s idea, we propose a weighted imputation
estimator for θ , that is,
θˆ = 1
n
n−
i=1
Yˆi, (4.2)
where Yˆi’s are defined by (4.1).
Remark 4. The estimator θˆ differs from the estimator θˆP in [16], because our estimator pˆ(x, t) in θˆ differs from that ofWang
et al. [16]. In addition, the estimator θˆ also differs from the estimator θˆn,wei in [6], because they consider the estimator of the
selection probability p(t) in θˆn,wei rather that the estimator of p(x, t).
We may also minimize lˆ(θ) to obtain a maximum empirical likelihood estimator θˆME of β with complete-case data. It is
can be shown that θˆME = θˆ . The asymptotic normality of θˆ is given in the following theorem.
Theorem 10. Suppose that conditions (C1)–(C10) in Appendix A hold. Then
√
n(θˆ − θ) D−→ N(0, V ),
where
V = E

σ 2(X, T )
p(X, T )

+ var(XTβ + g(T ))
with σ 2(x, t) = var(ε|X = x, T = t).
Following Wang et al. [16], we define the estimator of V as follows:
Vˆ = 1
n
n−
i=1
(Yˆi − θˆ )2.
From Lemma 6 in Appendix A, it follows that Vˆ is a consistent estimator of V . By Theorem 10, the normal approximation-
based confidence interval for θ with confidence level 1− α is θˆ ± z1−α/2

Vˆ/n.
5. Simulations
In this section, we conducted some simulation studies to examine the finite-sample performances of the proposed
methods. In the simulation we confirmed the advantages of the proposed methods in terms of coverage accuracies and
average lengths of confidence intervals.
5.1. One-dimensional case
The simulated data were generated from the semiparametric regression model (1.1) with β = 1.5 and g(t) =
4(t − 0.5)2 + 0.5 if t ∈ [0, 1], g(t) = 0 otherwise. In addition, the variables X and T were simulated from the normal
distribution with mean 1 and variance 1 and the uniform distribution U[0, 1], respectively, and ε was generated from the
standard normal distribution. The kernel function K(t) was taken to be K(t) = (15/16)(1 − t2)2 if |t| ≤ 1, 0 otherwise,
and K˜(x, t) = K(x)K(t). We used the cross-validation (CV) method to select the optimal bandwidths hopt and aopt, and take
Mn = ln n+ 1. It can be shown that hopt, aopt andMn selected by the above algorithm satisfy conditions (C8), (C9) and (C10),
respectively.
Based on the above model, we considered the following four selection probability functions p(x, t) under the MAR
assumption.
Case 1. p1(x, t) = 0.8+ 0.2{(x− 1)2 + (t − 0.5)2} if (x− 1)2 + (t − 0.5)2 < 1, and 0.96 elsewhere.
Case 2. p2(x, t) = 0.7+ 0.2{(x− 1)2 + (t − 0.5)2} if (x− 1)2 + (t − 0.5)2 < 1, and 0.72 elsewhere.
Case 3. p3(x, t) = 0.6+ 0.2{(x− 1)2 + (t − 0.5)2} if (x− 1)2 + (t − 0.5)2 < 1, and 0.62 elsewhere.
Case 4. p4(x, t) = 1 for all x and t .
For the above four cases, the mean response rates are E{p1(X, T )} ≈ 0.90, E{p2(X, T )} ≈ 0.75, E{p3(X, T )} ≈ 0.65 and
E{p4(X, T )} = 1. Case 4 is nomissing data, it can be served as a gold standard. Simulationswere considered for the following
fours situations.
(a) From the 5000 simulated values of βˆC, βˆI, βˆWI and βˆ
W
IP , we calculated the biases and standard deviations (SD) of these
estimators, where βˆWI and βˆ
W
IP denote the estimators which are defined by Wang and Sun [20], called as the imputation
estimator and the inverse marginal probability weighted estimator, respectively. The simulated results are reported in
Table 1.
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Table 1
Biases and standard deviations (in parentheses) of βˆC, βˆI, βˆWI , βˆ
W
R and βˆ
W
IP with different selection probability functions p(x, t) and sample sizes n when
d = 1.
p(x, t) n βˆC βˆI βˆWI βˆ
W
IP
p1(x, t) 60 −0.00114(0.1410) −0.00108(0.1414) −0.00105(0.1412) −0.00111(0.1412)
100 −0.00061(0.1047) −0.00060(0.1047) −0.00059(0.1048) −0.00059(0.1049)
150 −0.00016(0.0867) −0.00014(0.0868) −0.00014(0.0867) −0.00013(0.0867)
p2(x, t) 60 −0.00161(0.1620) −0.00156(0.1624) −0.00172(0.1624) −0.00167(0.1625)
100 −0.00153(0.1211) −0.00147(0.1214) −0.00152(0.1212) −0.00152(0.1213)
150 0.00034(0.0974) 0.00021(0.0974) 0.00031(0.0975) 0.00032(0.0975)
p3(x, t) 60 −0.00185(0.1745) −0.00175(0.1754) −0.00176(0.1753) −0.00180(0.1759)
100 −0.00174(0.1297) −0.00167(0.1303) −0.00169(0.1299) −0.00169(0.1300)
150 −0.00057(0.1067) −0.00054(0.1070) −0.00053(0.1068) −0.00051(0.1067)
p4(x, t) 60 −0.00104(0.1374) −0.00103(0.1374) −0.00104(0.1374) −0.00104(0.1374)
100 −0.00055(0.1026) −0.00053(0.1026) −0.00055(0.1026) −0.00055(0.1026)
150 −0.00011(0.0838) −0.00011(0.0838) −0.00011(0.0838) −0.00011(0.0838)
Table 2
Average lengths and empirical coverage probabilities of the confidence intervals for β under different selection probability functions p(x, t) and sample
sizes nwhen nominal level is 0.95 and d = 1.
p(x, t) n Average lengths Coverage probabilities
IEL CEL NA(βˆI) NA(βˆC) IEL CEL NA(βˆI) NA(βˆC)
p1(x, t) 100 0.4148 0.4042 0.4076 0.3982 0.9344 0.9320 0.9318 0.9292
150 0.3373 0.3296 0.3326 0.3256 0.9468 0.9418 0.9438 0.9376
250 0.2597 0.2554 0.2572 0.2531 0.9474 0.9446 0.9462 0.9426
p2(x, t) 100 0.4468 0.4593 0.4317 0.4521 0.9234 0.9312 0.9126 0.9288
150 0.3659 0.3746 0.3563 0.3695 0.9298 0.9384 0.9212 0.9356
250 0.2838 0.2904 0.2784 0.2874 0.9322 0.9402 0.9282 0.9384
p3(x, t) 100 0.4755 0.4936 0.4548 0.4853 0.9124 0.9278 0.9010 0.9248
150 0.3907 0.4035 0.3775 0.3976 0.9258 0.9382 0.9164 0.9340
250 0.3038 0.3125 0.2964 0.3090 0.9330 0.9400 0.9272 0.9376
p4(x, t) 100 0.3947 0.3947 0.3892 0.3890 0.9322 0.9332 0.9294 0.9292
150 0.3221 0.3218 0.3183 0.3180 0.9422 0.9416 0.9394 0.9392
250 0.2494 0.2492 0.2472 0.2471 0.9428 0.9428 0.9404 0.9408
From Table 1 we can see that the proposed estimators of β and the existing estimators have similar bias and SD, and
hence perform similarly. Generally, the bias and SD of βˆI for Cases 1–3 are only slightly greater than Case 4, and hence the
proposed estimators of β perform well. In addition, All the biases and SDs decrease as n increases, and they increase as the
missing rate increases.
(b)We used three methods to construct the confidence intervals for β , namely, the empirical likelihood with complete-case
data (CEL), the empirical likelihood based on imputed values (IEL) and the normal approximation (NA). In what follows
NA(βˆC) and NA(βˆI) denote the corresponding normal approximation confidence intervals for βˆC and βˆI. The empirical
coverage probabilities and average lengths of confidence intervals, with a nominal level 1 − α = 0.95, were computed
with 5000 simulation runs when n = 100, 150 and 250. The results are reported in Table 2.
From Table 2, we have the following observations. (i) For Case 1, IEL has larger coverage probabilities, but longer interval
lengths, than the other two methods. The interval lengths for corresponding three methods are only slightly greater than
Case 4, the gold standard, and hence the proposedmethods performwell. For Cases 2 and 3, IEL has shorter interval lengths,
but smaller coverage probabilities, than CEL. For all four cases, IEL and CEL have larger coverage probabilities, but longer
interval lengths, than NA(βˆC) and NA(βˆI), respectively. (ii) All the empirical coverage probabilities increase and the average
lengths decrease as n increases. (iii) The coverage probabilities and average lengths depend on the selection probability
function. In Case 1, all themethods generally perform better than in the other two cases. That is that themissing rate of Case
1 is lower than those of Cases 2 and 3. For example, the coverage accuracies decrease and average lengths increase as the
missing rate increases.
(c) Three methods were used to construct the confidence bands for the baseline function g(t): the estimated empirical
likelihood (EEL), the residual-adjusted empirical likelihood (RAEL) and NA. For NA, the estimator used for g(t) is gˆ(t) as
defined by (3.2). The confidence bands, with a nominal level 1− α = 0.95, were computed with 400 simulation runs when
n = 100, which are based on the above four selection probability functions. The results are reported in Fig. 1.
From Fig. 1 we see that RAEL clearly performs better than EEL and NA because the confidence band for RAEL is narrow.
(d) We consider three methods for constructing the confidence intervals of θ : the weight-corrected empirical likelihood
(WCEL) based on lˆ(θ), the adjusted empirical likelihood (AEL) proposed in [16] and NA. For NA, the estimator used for θ is θˆ
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Fig. 1. 95% confidence bands for g(t), based on RAEL (dashed curves), EEL (dotted curves) and NA (dot-dashed curves) when n = 100 and d = 1. The solid
curve represents the real curve of g(t), and long-dashed curve represents the estimated curve of g(t). (a)–(d) are for Cases 1–4 respectively.
Table 3
Average lengths and empirical coverage probabilities of the confidence intervals for θ under different selection probability functions p(x, t) and sample
sizes nwhen nominal level is 0.95 and d = 1.
p(x, t) n Average lengths Coverage probabilities
WCEL AEL NA WCEL AEL NA
p1(x, t) 60 0.9409 0.9121 0.9282 0.9448 0.9354 0.9418
100 0.7288 0.7153 0.7224 0.9456 0.9404 0.9436
150 0.5947 0.5873 0.5912 0.9534 0.9492 0.9526
p2(x, t) 60 0.9616 0.9291 0.9478 0.9398 0.9348 0.9366
100 0.7457 0.7302 0.7386 0.9406 0.9362 0.9372
150 0.6098 0.6012 0.6058 0.9530 0.9490 0.9514
p3(x, t) 60 0.9780 0.9428 0.9631 0.9362 0.9286 0.9348
100 0.7631 0.7461 0.7552 0.9380 0.9338 0.9362
150 0.6254 0.6159 0.6208 0.9508 0.9476 0.9492
p4(x, t) 60 0.9255 0.8974 0.9133 0.9442 0.9372 0.9402
100 0.7163 0.7030 0.7101 0.9460 0.9412 0.9432
150 0.5846 0.5773 0.5811 0.9544 0.9522 0.9552
as defined by (4.2). The empirical coverage probabilities and average lengths of the confidence intervals, with a nominal level
1− α = 0.95, were computed with 5000 simulation runs when n = 60, 100 and 150. The results are reported in Table 3.
From Table 3we have the following two results. First,WCEL has higher coverage probabilities, but slightly longer interval
lengths, than AEL and NA. Secondly, all the coverage probabilities increase and the average lengths decrease as n increases.
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Fig. 2. 95% confidence regions for (β1, β2), based on IEL (solid curve), CEL (dashed curve), NA(βˆI) (dotted curves) and NA(βˆC) (dot-dashed curves) when
n = 100 and d = 2.
Table 4
Average lengths and empirical coverage probabilities of the confidence intervals for β1 and β2 under different sample sizes n when nominal level is 0.95
and d = 2.
β n Average lengths Coverage probabilities
IEL CEL NA(βˆI) NA(βˆC) IEL CEL NA(βˆI) NA(βˆC)
β1 100 0.3747 0.3849 0.3552 0.3718 0.9076 0.9256 0.8968 0.9144
150 0.3073 0.3125 0.2954 0.3045 0.9266 0.9380 0.9168 0.9314
250 0.2376 0.2403 0.2314 0.2362 0.9328 0.9384 0.9278 0.9332
β2 100 0.3758 0.3854 0.3563 0.3720 0.9146 0.9264 0.9024 0.9198
150 0.3070 0.3120 0.2951 0.3040 0.9278 0.9340 0.9174 0.9288
250 0.2376 0.2404 0.2314 0.2362 0.9334 0.9376 0.9284 0.9344
Thirdly, the coverage probabilities and average lengths depend on the selection probability function. These findings basically
agree with those that were discovered by Wang et al. [16].
5.2. Two-dimensional case
We considered the partially linear model (1.1) with d = 2, where β = (β1, β2)T = (0.5, 1)T, where X = (X1, X2)T
was generated from a bivariate standard normal distribution with correlation ρ = 0.6, ε was generated from the normal
distribution with mean zero and variance 0.642, and g(t) = sin(2π t). The selection probability is taken as
P(δ = 1|X, T ) = exp(0.85+ 0.07X1 − 0.15X2 + 0.02T )
1+ exp(0.85+ 0.07X1 − 0.15X2 + 0.02T ) ,
where γ = (0.85, 0.07,−0.15, 0.02)T is the parameter.We used the generalized linearmodel procedure to estimate γ . The
kernel function K(t)was taken to be K(x) = (15/16)(1− x2)2 if |x| ≤ 1, 0 otherwise, and K˜(x, t) = K(x)K(t). The optimal
bandwidth hopt was selected by using the cross-validationmethod,Mn was taken to be ln n+1. The confidence regions for β
were computed from 400 simulation runs, and the confidence intervals for β1 and β2, and their coverage probabilities were
also computed from 5000 simulation runs, which were based on IEL, CEL and NA when the sample size was 100, 150 and
250. The simulation results are presented in Fig. 1 and Table 4.
Fig. 2 shows that IEL gives smaller confidence regions than CEL andNA. Table 4 shows that IEL has shorter interval lengths,
but smaller coverage probabilities, than CEL. Also, IEL and CEL have larger coverage probabilities, but longer interval lengths,
than NA(βˆC) and NA(βˆI), respectively. In addition, All the empirical coverage probabilities increase and the average lengths
decrease as n increases.
We computed the confidence bands for g(t) with 400 simulation runs, based on RAEL, EEL and NA when the nominal
level 1 − α = 0.95 and n = 100. The calculation results are given in Fig. 3. From Fig. 3 we see that RAEL gives narrower
confidence band than CEL and NA.
We also computed the confidence intervals and their corresponding coverage probabilities for the responsemean θ with
5000 simulation runs. The results are reported in Table 5.
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Fig. 3. 95% confidence bands for g(t), based on RAEL (dashed curves), EEL (dotted curves) and NA (dot-dashed curves) when n = 100 and d = 2. The solid
curve represents the real curve of g(t), and long-dashed curve represents the estimated curve of g(t).
Table 5
Average lengths and empirical coverage probabilities of the confidence intervals for θ under different sample sizes nwhen nominal level is 0.95 and d = 2.
n Average lengths Coverage probabilities
WCEL AEL NA WCEL AEL NA
60 0.8665 0.8377 0.8545 0.9432 0.9350 0.9396
100 0.6708 0.6572 0.6648 0.9482 0.9416 0.9462
150 0.5479 0.5404 0.5445 0.9506 0.9478 0.9494
Table 5 shows that WCEL has larger coverage probabilities, but longer interval lengths, than AEL and NA. Also, AEL has
smaller coverage probabilities, but shorter interval lengths, thanWCEL and NA. In addition, all the average lengths decrease
and the coverage probabilities increase as n increases.
6. Application
In this section, we present an analysis results for the pediatric AIDS clinical trial group ACTG 315 study. In AIDS
clinical research, both plasma HIV RNA copies (viral load) and CD4+ cell counts are important surrogate markers for
evaluating antiviral therapies [15,10]. It is one of the clinical investigator’s interests to study their relationship during
antiviral treatment. In this study, both viral load and CD4+ cell counts were scheduled to be measured on days t =
0, 2, 7, 10, 14, 28, 56, 84 after initiation of an antiviral therapy.We obtained 328 complete pairs of viral load and CD4+ cell
count observations from 46 evaluable patients. The number of data points on individual patients ranges from 3 to 8. The data
set was analyzed by Liang et al. [7] and Wu and Liang [21]. To illustrate how the missing data methods perform differently
when different methods are used, we deliberately deleted 25% of the completely observed viral load by random and created
a new data set, which 33 viral load RNA values were missing.
One of the purposes of this study is to investigate the effectiveness of antiretroviral medicines, and to see how increasing
CD4 cell counts decrease the amount of HIV in the blood, the HIV viral load. We are interested in understanding the
pathogenesis of HIV infection and in evaluation of antiretroviral therapies by characterizing the relationship between viral
load and CD4 cell counts. The preliminary investigations in Liang et al. [5] suggested that viral load depends linearly on CD4
cell count but nonlinearly on treatment time. Therefore, we model the relationship between viral load and CD4 cell counts
by model (1.1). Let Yij be the viral load and let Xij be the CD4 cell count for subject i at treatment time Tij. The model we used
is
Yij = XTijβ + g(Tij)+ εij.
If there is no correlation, this longitudinal model reduces to model (1.1). Here we ignored the correlation structure
when computing the estimates, using the so-called working independence assumption. As pointed out in Eq. (2) of [8],
working independence has some model-robustness advantages over estimation methods that account for correlation, with
a corresponding loss of efficiency. To stabilize the variance and computational algorithms, we used log10 scale in viral
load (this is commonly used in AIDS clinical trials). From a histogram we can see that the covariate CD4+ cell counts
has a asymptotical normal distribution, hence we do not took the log-transformation for the covariate X in our model
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Fig. 4. Real data example. 95% confidence bands for g(t), based on RAEL (dashed curves), EEL (dotted curves) and NA (dot-dashed curves). The solid curve
represents the estimated curve of g(t).
fitting. We used the same kernel function as in the simulation study in Section 5, and obtained two optimal bandwidths
of h = 24.35 and a = 230.33 in the same manner as described there. For β and θ , we give estimated values, along
with the normal approximation and empirical likelihood confidence intervals. The estimates of β are βˆC = −0.00174 and
βˆI = −0.00165. The confidence intervals of β are (−0.00263,−0.0007), (−0.00278,−0.00073), (−0.00264,−0.00067)
and (−0.00274,−0.00074), based on IEL, CEL, NA(βˆI) and NA(βˆC), respectively. The lengths of confidence intervals are
0.00193, 0.00205, 0.00196 and 0.00201, respectively. Clearly, the IEL gives slightly shorter confidence interval. The estimate
of θ is 3.6676. The confidence intervals of θ are (3.5398, 3.7956), (3.5444, 3.7892) and (3.5399, 3.7953), based on WCEL,
EEL and NA, respectively. Their lengths are 0.2558, 0.2538 and 0.2554, respectively.We also computed the confidence bands
of g(t) using the normal approximation and empirical likelihood methods. The results are given in Fig. 4.
In Fig. 4, the solid curve is the estimated curve of g(t), the dashed curves, dotted curves and dot-dashed curves are the
confidence bands, based on RAEL, EEL and NA, respectively. Fig. 4 indicates that the viral load RNA levels rapidly decrease
after initial antiviral treatment, then become flat and even rebound a little bit and finally decrease rapidly. In addition, the
RAEL gives a narrower band than EEL and NA.
7. Concluding remarks
In this paperwe studied the construction of the empirical likelihood ratios for parameters of interest in the partially linear
model with missing response data. We studied the following three points. First, we constructed the empirical likelihood
ratios and the estimators for β; we also constructed the partial profile empirical likelihood ratio for one component of β .
Secondly, we constructed the estimated and residual-adjusted empirical likelihood ratios for g(t); we also considered the
construction of simultaneous confidence band for g(t). Thirdly, we constructed the weight-corrected empirical likelihood
ratio and the weighted imputation estimator for θ . We proved that the proposed ratios obey Wilk’s theorem. Theoretically,
our inferencemethod differs from that ofWang et al. [16] and Liang et al. [6], because our idea is tomake the bias-correction
inside the ratio rather that to multiply an adjustment factor outside the ratio. Simulation results also show the advantages
of our method over that of Wang et al. [16]. Our method has two features: One is that the bias-correction method is used to
construct the empirical likelihood ratios; the other is that undersmoothing for estimating the baseline function is avoided.
Our method can also be used to study other semiparametric models with missing response data, such as the single-index
model and the varying-coefficient model.
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Appendix A
Denote by s(·) and µ(·) the density and distribution functions of Z = (X, T ), and q(t) = E(δ|T = t). Assume that the
variable T has the density function f (t), and ‖a‖ = ∑di=1 |ai| for any d × 1 vector a. Let c denote the positive constant not
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dependent on n, which may take a different value for each appearance. The following conditions are needed for the results
in Sections 2–5.
(C1) Both p(x, t) and s(x, t) have bounded partial derivatives up to order r with r > (d+ 1)/2, and infx,t p(x, t) > 0.
(C2) Both q(t) and f (t) have continuous and bounded derivatives on (0, 1), and they are bounded away from zero and
infinity on [0, 1].
(C3) The functions g(t), g1s(t) and g2(t) have continuous and bounded second derivatives on (0, 1), where g1s(t) is the sth
component of g1(t).
(C4) supx,t E(ε2|X = x, T = t) <∞ and supt E(‖X‖2|T = t) <∞.
(C5) A is a positive definite matrix, where A is defined in Theorem 2.
(C6) The kernel K(·) is a symmetric and bounded probability density function with support [−1, 1].
(C7) K˜(·) is a kernel function of order r , and there exist positive constants C1, C2 and ρ such that,
C1I[‖u‖ ≤ ρ] ≤ K˜(u) ≤ C2I[‖u‖ ≤ ρ],
where r is defined as C1.
(C8) P(‖Z‖ > Mn) = o(n−1/2), where 0 < Mn →∞ as n →∞.
(C9) The bandwidth h satisfies h = h0n−1/5 for some constant h0 > 0.
(C10) na2(d+1)n M−2(d+1)n →∞ and na4rn → 0, where r is defined as C1.
(C11) The variance function σ 2ε (t) is continuous at t0.
Remark 5. Smooth conditions (C1)–(C3) are standard conditions for nonparametric problems. Conditions (C4) and (C5) are
necessary for asymptotic normality. Conditions (C6) and (C7) are common assumptions for a kernel function. Condition (C8)
is commonly used for avoiding the boundary problem. (C8) is simultaneously satisfied for the cases: X follows the standard
normal distribution or exponential distribution, T follows a uniform [0, 1] distribution andMn = 4 ln n. Condition (C9) gives
the rate of the optimal bandwidth for estimating g(t), the optimal bandwidth can be chosen by using the cross-validation
method. Conditions (C9) and (C10) relax conditions (C.hn) and (C.bn) in [16]. Condition (C11) is necessary for the asymptotic
normality of gˆ(t).
The following lemmas are useful for proving the theorems given in Sections 2–4. Their proofs can be included in the
supplementary material (see Appendix B).
Lemma 1. Suppose that conditions (C2)–(C4), (C6) and (C9) hold. We then have, uniformly over 1 ≤ i ≤ n,
E‖gˆ1(Ti)− g1(Ti)‖2 = O((nh)−1)+ O(h4)
and
E{gˆ2(Ti)− g2(Ti)}2 = O((nh)−1)+ O(h4).
Lemma 2. Suppose that conditions (C1), (C7) and (C8), Then, we have, uniformly over 1 ≤ i ≤ n,
E{pˆ(Zi)− p(Zi)}2 = O((nad+1)−1Md+1n )+ O(a2r)+ o(n−1/2),
where Zi = (Xi, Ti), 1 ≤ i ≤ n.
Lemma 3. Suppose that conditions (C1)–(C10) hold. If β is the true parameter, then
1√
n
n−
i=1
ηˆi(β)
D−→ N(0,Λ),
1
n
n−
i=1
ηˆi(β)ηˆ
T
i (β)
P−→ Λ
and
max
1≤i≤n
‖ηˆi(β)‖ = oP(n1/2),
where ηˆi(β) is taken to be ηˆi,C(β) or ηˆi,I(β), and
Λ = E{π(X, T )[X − g1(T )][X − g1(T )]Tε2}
with π(x, t) = p(x, t) when ηˆi(β) is taken to be ηˆi,C(β), and π(x, t) = 1/p(x, t) when ηˆi(β) is taken to be ηˆi,I(β).
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Lemma 4. Suppose that conditions (C2)–(C6), (C9) and (C11) hold. If g(t0) is the true value of the baseline function, then
1√
nh
n−
i=1
ζˆi,E(g(t0))− b(t0) D−→ N(0, υ2(t0)),
1
nh
n−
i=1
ζˆ 2i,E(g(t0))
P−→ υ2(t0)
and
max
1≤i≤n
|ζˆi,E(g(t0))| = oP((nh)1/2).
Also, if condition (C9) is replaced by nh2/ log n →∞ and nh5 → 0, then, the bias term b(t0) is zero, and the above results also
hold.
Lemma 5. Suppose that conditions (C2)–(C6), (C9) and (C11) hold, and assume that the kernel K(·) is twice continuously
differentiable on [0, 1]. Then bˆ(t0) P−→ b(t0).
Lemma 6. Suppose that conditions (C1)–(C10) hold. If θ is the true parameter, then
1√
n
n−
i=1
(Yˆi − θ) D−→ N(0, V ),
1
n
n−
i=1
(Yˆi − θ)2 P−→ V
and
max
1≤i≤n
|Yˆi| = oP(n1/2),
where V is defined in Theorem 10.
Proof of Theorem 1. By the Lagrange multiplier method, RˆC(β) can be represented as
RˆC(β) = 2
n−
i=1
log(1+ λTηˆi,C(β)), (A.1)
where λ = λ(β) is a d× 1 vector given as the solution to
n−
i=1
ηˆi,C(β)
1+ λTηˆi,C(β) = 0. (A.2)
By Lemma 3, and using the same arguments that are used in the proof of (2.14) in [12], we can show that
‖λ‖ = OP(n−1/2). (A.3)
Applying the Taylor expansion to (A.1), and invoking Lemma 3 and (A.3), we get that
RˆC(β) = 2
n−
i=1
{λTηˆi,C(β)− [λTηˆi,C(β)]2/2} + oP(1). (A.4)
By (A.2), it follows that
0 =
n−
i=1
ηˆi,C(β)
1+ λTηˆi,C(β)
=
n−
i=1
ηˆi,C(β)−
n−
i=1
ηˆi,C(β)ηˆ
T
i,C(β)λ+
n−
i=1
ηˆi,C(β){λTηˆi,C(β)}2
1+ λTηˆi,C(β) .
This together with Lemma 3 and (A.3) proves that
n−
i=1
{λTηˆi,C(β)}2 =
n−
i=1
λTηˆi,C(β)+ oP(1)
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and
λ =

n−
i=1
ηˆi,C(β)ηˆ
T
i,C(β)
−1 n−
i=1
ηˆi,C(β)+ oP(n−1/2).
Therefore, from (A.4) we have
RˆC(β) =

1√
n
n−
i=1
ηˆi,C(β)
T
B−1

1√
n
n−
i=1
ηˆi,C(β)

+ oP(1).
This together with Lemma 3 proves Theorem 1. 
Proof of Theorem 2. From (2.4). It can be shown that
βˆC − β = A−1 · 1n
n−
i=1
ηˆi,C(β).
Theorem 2 immediately follows from the above equation and Lemma 3. 
The proofs of Theorems 3–5 are similar to the proof of Theorems 1 and 2, therefore, we omit their proofs.
Proof of Theorem 6. By Lemma 4, and similar to the proof of Theorem 1, we can derive
RˆE(g(t0)) =

n−
i=1
ζˆi,E(g(t0))
2 n−
i=1
ζˆ 2i,E(g(t0))+ oP(1). (A.5)
Therefore, Theorem 6 follows from Lemma 4 and (A.5). 
Proof of Theorem 7. By direct calculation, we can obtain
√
nh(gˆ(t0)− g(t0)) = 1√
nh
n−
i=1
ζˆi,E(g(t0))

m(t0)+ oP(1).
This together with Lemma 4 proves Theorem 7. 
Proof of Theorem 8. Note that
1√
nh
n−
i=1
ζˆi,R(g(t0)) =

1√
nh
n−
i=1
ζˆi,E(g(t0))− b(t0)

− {bˆ(t0)− b(t0)} (A.6)
and
n−
i=1
ζˆ 2i,R(g(t0)) =
n−
i=1
ζˆ 2i,E(g(t0))− 2
n−
i=1
ζˆi,E(g(t0))ϕˆi(t0)+
n−
i=1
ϕˆ2i (t0), (A.7)
where ϕˆi(t0) is defined in the proof of Lemma 5. Also, it is easy to show that (nh)−1
∑n
i=1 ϕˆ
2
i (t0)
P−→ 0 and
(nh)−1
∑n
i=1 ζˆi,E(g(t0))ϕˆi(t0)
P−→ 0. This together with (A.6), (A.7) and Lemma 4 proves Theorem 8. 
Proof of Theorem 9. By Lemma 6, and similar to the proof of Theorem 1, we can prove Theorem 9, we hence omit its
proof. 
Proof of Theorem 10. From (4.2) we can get that
√
n(θˆ − θ) = 1√
n
n−
i=1
(Yˆi − θ).
This together with Lemma 6 proves Theorem 10. 
Appendix B. Supplementary data
Supplementary material related to this article can be found online at doi:10.1016/j.jmva.2010.11.001.
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