Abstract. Let d(n) be the divisor function. In 1916, S. Ramanujan stated but without proof that n≤x
5 log log x).
In 2003, K. Ramachandra and A. Sankaranarayanan proved the above result without any assumption. In this paper, we shall prove
Introduction
Let d(n) be the divisor function. In 1916, S. Ramanujan [9] stated but without proof that
= An(log n) 3 + Bn(log n) 2 + Cn log n + Dn + O(n
where γ is Euler's constant, C, D are more complicated constants, ε is a sufficiently small positive constant. S. Ramanujan [9] also stated that, assuming the Riemann Hypothesis(RH), the error term in (1.1) can be improved to O(n 1 2 +ε ).
Write
where
Then the statement of Ramanujan is that The direct application of the RH (or even the quasi-RH) would produce
(log x) 5 log log x). For the average situation, in 2005, H. Maier and A. Sankaranarayanan [7] proved, where c is a positive constant.
In this paper, we shall prove the following theorem.
Theorem. If E(x) is defined in (1.2), then unconditionally we have
Throughout this paper, we assume that ε is a sufficiently small positive constant and that T is sufficiently large.
Some lemmas
Lemma 1(Borel-Carathéodory). Suppose that f (z) is holomorphic in the disk |z − z 0 | ≤ R and that in the circle
Then in the disk |z − z 0 | ≤ r(< R), we have
See Section 5.5 of [11] .
Lemma 2(Hadamard). Suppose that f (z) is holomorphic in the disk
Then we have log M 2 ≤ log(
log(
See Section 5.3 of [11] .
Lemma 3. For α > 0 and x > 0, we have
See (2.15.2) in page 33 of [12] .
Lemma 4. For −1 ≤ σ ≤ 2 and |t| ≥ 1, we have
|t| .
See (4.12.2) in page 78 of [12] .
where a(n) = O(ψ(n)), ψ(n) is non-decreasing, and as σ → 1 + ,
Then if c > 1, x is not an integer, and N is the integer nearest to x,
See Lemma 3.12 in page 60 of [12] .
See (1.2.10) in page 5 of [12] .
Lemma 7. For Re(s) ≥ 1 2 and |s − 1| > 1, we have
See (2.12.2) in page 29 of [12] .
Lemma 8. For σ ≥ 1 and t ≥ 1, we have
See (3.11.8) in page 60 of [12] .
Lemma 9. For t ≥ 1, we have
See Theorem 5.5 in page 99 of [12] .
Remark. The bounds stated in Lemmas 8 and 9 suffice for our purpose though better upper bounds are known.
Lemma 10. For 1 2 ≤ σ ≤ 1 + ε and t ≥ 1, we have
(1−σ)+ε ).
It follows from Lemma 9 and the explanation in Chapter 5 of [12] .
Lemma 11. We have
See (7.6.1) in page 147 of [12] .
Lemma 12 (Huxley) . For σ ≥ 1 2 , let N (σ, T, 2T ) denote the number of zeros ρ = β + iγ of ζ(s) which satisfy β ≥ σ and T ≤ γ ≤ 2T . Then
(1−σ)+ε .
See [3] .
Lemma 13. For Re(z) > 0, we have
where f (z) is holomorphic in |z| < 4ε. This is Lemma 1 in [4] .
Lemma 14 (Estermann) . Suppose that (h, k) = 1. The function
D(s;
h k ) is meromorphic in the whole plane with only one pole of order 2 at s = 1. In the neighborhood of s = 1,
where γ is Euler's constant. At s = 0, we have
See (21), (34), (32), (29) and (19) in [1] .
Proof. We have
we have
Thus, the conclusion of Lemma 15 follows.
Lemma 16. If a is a positive integer, then
Lemma 17. Suppose that 0 < A < B < 2q and that b is a positive integer. Then
Here a is the integer such that aa ≡ 1(mod q).
Proof. By Lemma 3 of [4] , for 0 < A < B < 2q, we have
Hence,
Thus, Lemma 17 is proved.
An asymptotic expression of ζ(1 + it)
Let
We write domain D as
After removing all domains of the form {s
domain in which ζ(s) = 0 so that we can define a holomorphic function
After removing all domains of the form {s = σ+it : 1−4ε ≤ σ, t ∈ U 2 } in D, we denote the remained domain as D 2 . Now Lemma 1 can be applied. 
where C is a positive constant. Thus, for s in the smaller circle, Lemma 1 yields
For Re(s) ≥ 2, it is easy to see log ζ(s) = O(1).
After removing all domains of the form {s = σ+it :
By Lemma 4, if |v| ≥ 1, then on the vertical line u = ǫ, we have
|v| .
Therefore it follows that
We move the line of integration to Re(w) = −ε. At w = 0, Γ(w) has a pole of order 1 with residue 1. Hence, the residue of
In two horizontal lines , by (3.6),
The integration on Re(w) = −ε is
|Γ(w)||dw|
|dw| |w|
Combining all of the above, we get (with s = 1 + it)
Therefore we obtain an asymptotic expression of ζ(1 + it) as follows.
Then we have 1
A mean value estimate on ζ(s)
In this section, we shall prove the following mean value estimate on ζ(s).
Proposition 2. If k is any given positive number, then we have
Firstly we shall prove the following Proposition 3. We use the method of Iwaniec [4] essentially but with some modification and refinement. −ε and that for N < n ≤ 2 ε N ,
Proof. By the discussion in Section 2 of [4] , we shall estimate
In the following we shall estimate
and note that
By Lemma 13,
The contribution of the term O(1) to (4.1) is
By the discussion in Section 3 of [4] , we know
In the following we write
We move the line of integration from Re(s) = 1 + ε to Re(s) = −ε, and get
where By the discussion in Section 3 of [4] and Lemma 14, we know that
Now we see the contribution of R 1 (T ; h, k), R(T ; h, k) and R 0 (T ; h, k) to (4.1).
The contribution of R 1 (T ; h, k)
We note that
By Lemmas 15 and 16,
Hence, the contribution of
The contribution of R(T ; h, k)
By the functional equation in Lemma 14, we get
The contribution of R(T ; h, k) is
e(l h * k * ).
For s = −ε + it, by the discussion in Section 5 of [4] ,
In the following we shall estimate Q(l, s) for s = −ε + it.
We shall estimate
By Lemma 16 again, we get
Using Lemma 14, (4.12) and the estimates in 2., we get that the con-
Combining all of the above, we get
So far the proof of Proposition 3 is finished.
Proof of Proposition 2. We observe that the measure of the set of all t such that T 2 ≤ t ≤ T and 2t ∈ U 4 is ≪ T 11ε (log T ) 10 . We suppose firstly that k = 2m with positive integer m. By Proposition 1, Lemmas 8, 9 and 11,
U 4 is defined as in (3.2), X is defined as in (3.8) . We can see |ζ(
For the general k > 0, we have an even integer 2m such that k < 2m.
By Hölder's inequality,
So far the proof of Proposition 2 is finished.
The proof of Theorem
We shall apply Lemma 5. For Re(s) > 1, let
By Lemma 6,
It is easy to see that ψ(n) = n ε which is non-decreasing. As
We move the line of integration to Re(s) = 1 2 . The residue of
By Lemmas 8 and 10, 1 2πi
+4ε .
In the same way,
It follows from Proposition 2 that,
Thus, the proof of the Theorem is complete.
Some remarks
By the method of this paper, we can prove that if k is any given positive number, a is a given positive integer, then We note that if Re(s) > 1, [2] . Using the method similar to that in this paper, we can prove the following proposition. Combining the method of this paper with that of [2] , we can prove the following proposition. Let r(n) be the number of representations of n as the sum of two squares.
In 2004, M. Kühleitner and W. G. Nowak [6] proved that n≤x r 2 (n) = 4x log x + B 1 x + O(x 1 2 (log x) 3 log log x), (6.2) where B 1 is a positive constant, and that One can see (4.1) and (4.4) in [6] .
If the result of Iwaniec [4] could be generalized to ζ K (s), then the error terms in (6.2) and (6.3) could be improved to O(x 1 2 (log x) 3 ). Furthermore, the sums studied in [2] could also be improved correspondingly.
