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Abstract: This paper proposes a particle filter (PF) state estimator, using a platoon based model for urban traffic
networks. The urban traffic network model consists of signalized intersections (representing queues of vehicles
competing for service) connected to each other through links with predefined receiving capacities and stochastic
delays. Sensors detect the passage of vehicles at the sensor locations. The algorithm is flexible and robust and can
be used in real-time applications such as on-line control of switching times of traffic lights.
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1 Introduction
The estimation and prediction of the traffic state in an
urban traffic network is a very important part of the
feedback loop that will in the future implement on-
line road traffic management, ensuring efficient and
safe operations. Many different models for both free-
way traffic and for urban traffic have been developed,
each with a different representation of the traffic state.
Urban traffic, the topic of this paper, can be described
by macroscopic models [5], [6] representing the av-
erage traffic behavior in terms of the aggregated vari-
ables density and speed, as measured at different lo-
cations, by microscopic models that represent the be-
havior of each vehicle separately or by hybrid models,
such as the platoon based model that we are using in
this paper.
Platoon based models group vehicles in platoons
that travel at approximately the same speed, closely
following each other. The state of the traffic network
at time t is represented in such a platoon based model
by the location at time t of the head of each platoon
and by its size. Queues behind traffic lights can be in-
terpreted also as stationary platoons. The choice for
a platoon based model is dictated by the fact that the
traffic data we have available, covering measurements
over more than 40 days in a network with 5 signal-
ized intersections, several roundabouts, and a number
of additional unsignalized intersections, indicate that
vehicles travel most of the time in platoons. Moreover
the purpose of the estimation algorithms developed in
this paper is to enable a feedback controller that co-
ordinates the switching times of the traffic lights so
as to minimize the delay. It is intuitively clear (and it
will be shown in detail in a forthcoming paper [17])
that future switching times should depend on the ex-
pected arrival times of these platoons. For this reason
we try to develop recursive estimators for the location
and size of the platoons in the network, and for the
size of the queues of waiting vehicles.
The computational complexity of Bayesian re-
cursive state estimators is prohibitive for large sys-
tems, like models of traffic networks, because it re-
quires calculation of conditional densities of the cur-
rent state. Recently particle filtering (PF) has been
proposed as a method for approximating this condi-
tional density by an empirical histogram obtained via
Monte Carlo simulation. There is already a rich litera-
ture about PF for traffic estimation for motorway traf-
fic [2], [3], [16] and [4], but little about state estima-
tion for urban traffic. Other approximate methods for
recursive traffic state estimation apply the Extended
Kalman Filter (EKF) to macroscopic models [7] [13]
like the freeway traffic flow model METANET [8].
This approach has the disadvantage of the EKF tech-
nique to rely on a linearization of the state and mea-
surements models, which can cause stability prob-
lems. Moreover the linearization is not applicable to
discrete event models like platoon based models.
The PF runs N simulations of the platoon based
model of the urban traffic over the time interval [0, t] .
That is why the PF requires only a computationally
efficient model used for the evolution of the traffic
state. The platoon based model used in this paper
can indeed be implemented very efficiently as a dis-
crete event system (DES) simulator, because it needs
to keep track only in its event list of the arrival times
at a few locations (e.g. upstream of an intersection)
of the successive platoons, and of their sizes. Since
the number of events to be executed by the simula-
tor is proportional to the number of platoons, much
smaller than the number of vehicles especially under
congested traffic conditions, this significantly reduces
the simulation time. Moreover the number of the pla-
toons remains approximately independent of traffic in-
tensity since the expected size of the platoons grows
with the traffic intensity but the arrival rate of the pla-
toons remains approximately constant, as shown by
the data set (which actually provides us with the times
at which an axle of a vehicles crosses the location of
a sensor, where we have about 100 sensor locations
in the network under consideration) to be presented in
the forthcoming paper [18].
The platoon based model is presented in section 2.
Section 3 contains a technical description of the PF for
a platoon based model. The stochastic simulation set-
up of the particles is tackled in section 4. The last two
sections are dedicated to some examples showing the
feasibility and the robustness of the approach followed
by conclusions.
2 Model
The topology of the urban traffic network consists of
links, intersections, and sensor locations. The state xt
of the model at time t represents the location and the
size of all the platoons in the system at time t, includ-
ing the queues stopped at the intersections. The state
variables expressing the location and size of a platoon
will be defined below. The state xt also includes the
mode (red, green or yellow for each traffic light) of
all traffic lights at time t. Before defining variables
describing a platoon location we define the different
types of components that are considered in an urban
traffic network:
• An intersection has as many access points as
there are preselection lanes for traffic arriving at
the physical intersection, and moreover has (at
most) 4 exit points. Provided the priority and
safety rules (mode of traffic lights, or other prior-
ity rules, including special rules for preselection
lanes for left or right turning traffic) are satisfied
a platoon waiting in a preselection lane moves
from an entrance point of the intersection to the
exit point corresponding to the preselection lane.
This exit point is the entrance point of a down-
stream link. A platoon that is allowed to leave a
preselection lane immediately crosses the sensor
at the entrance point of the intersection, and af-
ter a random delay ∆intersection with predefined
mean value, crosses the sensor location at the en-
trance of the downstream link it is moving to.
• The head of a platoon traveling through a link
moves from the entrance point of the link to the
exit point of the link with a random delay (cor-
responding to the average speed along the road
represented by that link, and by the standard de-
viation of that speed; accidents can be modeled
by large random increases in this delay). The size
of the platoon determines the difference between
the time when the head of the platoon reaches the
exit point and the time when the tail reaches this
exit point. A link has a predefined storage capac-
ity (modeling spill-backs). Platoons merge when
the head of one platoon catches up the tail of an-
other platoon, but in our current implementation
this is checked only when the platoons they reach
the end of the queues formed in front of the traf-
fic light of the downstream intersection.
• The model requires at least a sensor locations at
each entrance and exit point of a component, but
more sensor locations in the middle of a link can
be included in the model. The sensors at the en-
trance, resp. the exit point of component c are
denoted further on as kinc , resp. k
out
c . At sen-
sor location `j the model generates as output a
list of all times when an axle of a vehicle passed
the sensor location. Currently this list is trans-
lated into a noisy sequence of numbers of vehi-
cles Yj (tk) = h (x(tk))+vk,j that are detected in
the time interval [k ·∆t , (k + 1) ·∆t] seconds.
As shown in figure 2, knowing the state x(tk)
at time tk, and thus knowing the location of head
and tail, and the size, of each platoon crossing the
sensor location `j , allows the calculation of the
number h (x(tk)) of vehicles that cross sensor lo-
cation `j in the interval [k ·∆t , (k + 1) ·∆t] .
The noisy output Yj(tk) adds to h (x(tk)) the
noise term vj (k) with a known discrete random
distribution.
The platoon based model of urban traffic, as used
in this paper, is a Discrete Event Systems (DES)
model that describes the progress of platoons of vehi-
cles traveling through the components of the network.
Physically, a platoon represents a formation of vehi-
cles closely following each other with approximately
the same speed. Vehicles that are waiting at an in-
tersection (behind a red light, or because the intersec-
tion is blocked for other reasons) are considered as a
stationary platoon. The set of platoons Pi, i ∈ I(t)
of platoons that is present in the network at time t is
defined by the index set I(t) ⊂ N0. Thus the state
{ni (t) , `i (t) , τ`i(t),i,head (t) , tau`i(t),i,tail (t) , i ∈
I(t), mode of each traffic light } = x(t) is the state
of the system at time t. The location and the size of
platoon Pi, i ∈ I(t) at time t are characterized by:
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Figure 1: The road topology and the sensors
ni (t) number of vehicles in platoon i, `i (t) - last
sensor location passed by the head of the platoon i,
and τ`i(t),i,head (t), τ`i(t),i,tail (t) times at which head
and tail of the platoon i pass (or will pass, in case
the platoon is still covering the sensor location) the
sensor location `i (t) . The network is covered by a
sufficient number of sensors ` = 1, . . . , L, so that
detecting these passage times of platoons at the sen-
sor locations provides sufficiently detailed informa-
tion on the state of system in order to describe the fu-
ture evolution, and in order to implement a state feed-
back control law. The location of the platoons is de-
scribed by the times τ`i(t),i,head (t) , at which the head
or τ`i(t),i,tail (t) when the tail of a platoon passes a
sensor location. Events in this DES system occur each
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Figure 2: Sensor Sj detecting a platoon during ∆t
time when the head or the tail of a platoon crosses a
sensor location, and each time a traffic lights changes
its mode. Knowing the current state x(Tn) at the time
Tn when the n-th event occurs it is possible to calcu-
late the time of the next events to be added to the event
list. If the event is the arrival time τ`i(t),i,head (t) of the
head of a platoon Pi at sensor location `i (t) , where
`i (t) = k
in
linkn
corresponds to the entrance of a linkn,
then the random travel time ∆n,i for a platoon to travel
through link n will be generated, and the event corre-
sponding to the the head of platoon Pi crossing the
sensor location koutlinkn at the exit of the same link is
given by τlinkoutn ,i,head = τlinkoutn ,i,head + ∆linkn,i.
Similarly the crossing of the head of a platoon at time
τkinintersectionn ,i,head
of the entrance sensor location of
an intersection generates a random time τlinkoutn ,i,head,
which is ∆intersection time units later, the transition
that the tail of platoon Pi crosses the entrance sensor
location of the downstream link of this intersection.
Similar rules apply for calculating the time at which
the events occur when the tail of a platoon crosses a
sensor location.
Further events are defined by the arrival of the
head, or of the tail, of a new platoon that enters the
network at a sensor location at the boundary of the
network. The events corresponding to the switching
of traffic lights have known timings and can therefore
also be included easily in the DES model.
After the occurrence of an event at time Tn the
state x(Tn−) must be updated to x(Tn+) in order to
take into account the type of event that took place.
If this event is an arrival of a new platoon, or the
departure of a platoon that entered or left the sys-
tem through a boundary location then one must up-
date I(t) appropriately, and add or delete the val-
ues {ni (t) , `i (t) , τ`i(t),i,head (t) , τ`i(t),i,tail (t)} of
the added, resp. deleted platoon. If the event is the
crossing of the head of platoon i of sensor location `i
then the last sensor location for platoon i ∈ I(t) must
be updated to the new value, together with the corre-
sponding τ`i(t),i,head (t) , τ`i(t),i,tail (t) .
In order to limit the size of this paper we do not
describe in detail how the state is updated when a pla-
toon splits up in several smaller platoons, either due
to random effects, or when the platoon arrives at the
end of a link and has the choice between more than
one preselection lanes. We assume that the vehicles
of each platoon are randomly routed at intersection
(with probabilities determined by origin-destination
flow rates). This can be implemented fairly straight-
forwardly in the simulations tool.
The current implementation is a single class
model where all vehicles are identical, having 2 axles
(remember that our sensors measure axles passing
sensor locations).
The particles to be used by the particle filter (PF)
below, as described in the next section, will be gen-
erated by using a simulation tool that implements the
model described in this section.
3 Technical description of Particle
Filter
The recursive Bayesian estimation algorithm evalu-
ates of the posterior probability distribution of the
state vector. Since this is computationally infeasible
one often replaces this by a particle filter, where an
empirical histogram obtained via Monte Carlo sim-
ulation of N particles approximates this conditional
probability distribution [14] [15]. In this case study
we generate the particles according to the model de-
scribed in section 2 and use the outcome of the parti-
cle filter to estimate the size and location of the pla-
toons in the network, and more particularly in order
to estimate the size of the queues formed on the link
upstream of intersection C2. The challenges are rep-
resented by the fact that the model of the queues is
a pure integrator summing all noise terms without a
smart correction algorithm. The estimation error de-
creases via the information on empty queues (the out-
flow at Sout ≤ µmin where µ expresses the arrival
rate) and full queues (fill up space between Smid and
Sin). An advantage of our model is that we can use the
raw measured data, the successive time instants when
a sensor detects the passage of an axle, in order to es-
timate location and size of platoons, and even queue
sizes, without requiring any preprocessing of the data.
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Figure 3: Practical representation of the PF in the real
system
Recursive Bayesian estimation applies Bayes’
rule in order to update the posterior probability den-
sity function (PDF) p
(
xk|Zk
)
(where xk = x(tk),
tk = k · ∆t) of the state vector xk at time instant tk,
given all the sensor measurements Zk = {z1, ..., zk}
available at time tk. By applying Bayes’ rule we can
write the conditional density function p
(
xk|Zk
)
of
the state xk given the PDF p
(
xk|Zk−1
)
and given the
new observation in [tk−1, tk) as follows:
p
(
xk|Zk
)
=
p (zk|xk) p˙
(
xk|Zk−1
)
p (zk|Zk−1) (1)
where p(xk|Zk−1) is obtained from p(xk−1|Zk−1) by
implementing the state update model:
p
(
zk, Z
k−1
)
=
∫
Rnx
p (xk|xk−1) p
(
xk−1|Zk−1
)
dxk−1
(2)
Equation (1)is called the measurement update
step, while equation (2) is called the state update pre-
diction step. The conditional distribution p
(
xk|Zk
)
expresses how likely it is that xk is an explanation of
the observed measurements Zk = {z1, ..., zk}.
The evaluation of the denominator in the mea-
surement update step is computationally expensive es-
pecially when the state space is too large (e.g. like in
case of the state space xk of a traffic network), be-
cause it requires integration over a large and compli-
cated state space. The PF avoids this integration by
replacing it by the average over a fixed number N of
samples, called particles further on. This makes the
problem scalable. These particles can be generated
using N independent Monte Carlo simulations run-
ning in parallel on a computer, each simulations run
i = 1, . . . , N generating a state trajectory xi`, ` =
1, . . . , k, implementing the dynamical model of the
plant. In our case study this is achieved by implement-
ing the model described in section 2. A weight wik is
associated to each particle, expressing at time tk how
well this particle i corresponds to the observationsZk,
available at moment tk. In the practical implementa-
tion, the sum of the weights must be normalized to 1
for numerical reasons. The PF method approximates
p
(
xk|Zk
)
by the empirical histogram corresponding
to these N particles and their weights.
In prac tice the PF is implemented recursively as
described in Algorithm 1. Initially N random se-
lections of sizes and locations of platoons are gen-
erated as shown in figure 3, are and assigned the
weights 1/N each. From then on one implements
for k = 0, 1, . . . , the following recursion. Gener-
ate for each particle the state evolution in the interval
[k.∆t, (k+1).∆t) according to the model of the plant
(see line 7 in algorithm 1; in our case study this is the
platoon based model described in section 2). After the
arrival of a new update of the observation vector, for
example Zk+1 at moment (k + 1) ·∆t, the PF will up-
date the weight w(i)k of the i-th particle by multiplying
it with p
(
zk|xik
)
(see line 10 in algorithm 1). In our
case study this likelihood p
(
zk|xik
)
of the observed
counts of axles will be obtained from the model of
the sensors. For sufficiently large N the particles will
generate an empirical histogram that approximates the
true PDF of the state sufficiently accurately. The al-
gorithm 1 describes the implementation of the particle
filter.
Algorithm 1 Particle filter algorithm
Ensure: → Initialization of the particles k = 0
1: for i = 1 to N do
2: generate the ith sample
{
xi0
}
3: initialize ith weight with wi0 = 1/N
4: end for
5: for all k such that k ≥ 1 do
Ensure: → Prediction step
6: for i = 1 to N do
7: update the ith sample
{
xik
}
according
to p
(
xk|xik−1
)
8: end for
Ensure: →Measurement step
9: for i = 1 to N do
10: update the weight of the ith sample
wik = w
i
k−1 · p
(
zk|xik
)
11: end for
Ensure: → Normalization
12: for i = 1 to N do
13: normalize the weight of the ith sample
wˆik =
wik/
∑N
i=1 w
i
k
14: end for
Ensure: → Output
15: order particles by the size of the weight.
16: xˆs ⇐ particle with the highest weight.
Ensure: → Resampling
17: for i = 1 to N/2 do
18: for pair
(
P ik, P
N−i+1
k
)
19: replace the state of the particlePN−i+1k
with the state of the particle P ik
20: winewk = (
wik+w
N−i+1
k )/2
21: wik = w
inew
k and w
N−i+1
k = w
inew
k
22: end for
Ensure: → Time step update
23: k ⇐ k + ∆
24: end for
There is a practical problem that can appear af-
ter a few time steps. The set of particles with signif-
icant weight may no longer be sufficiently diverse to
properly approximate an empirical histogram. Only
a few particles have significant weights, others have
become so unlikely that their weight. It means that
some weights may become so small that it seems use-
less to maintain these particles in the set of samples.
There are many resampling techniques described in
literature as [9], [10] that try to find a good compro-
mise between keeping all the useful information (an
unlikely particle may become likely after the next ob-
servation) and avoiding time consuming calculations
with very unlikely particles. The resampling method
used in this paper is described on lines 17-22 of algo-
rithm 1: it duplicates the N/2 most likely particles,
and throws away the N/2 least likely particles.
4 Stochastic simulation of particles
The model of section 2 is translated into a discrete
event simulations tool, that generates the evolution
of the particles in the intervals [k.δt, (k + 1).δt), as
shown in line 7 of algorithm 1. The agenda of this
DES simulator is stored as a list sorted according to
increasing event occurrence times. It keeps track of
all the future events for which the occurrence time has
already been calculated. The system starts executing
with an initially selected value for the state at time
t = 0, and an agenda of future events that is com-
patible with this initial state (lines 3 and 4 of algo-
rithm 1. The system state and the agenda are then up-
dated recursively by selecting the first event time Tn in
the agenda, calculating the corresponding state update
x(Tn+), deleting the event that has just been executed
at Tn from the agenda, and adding all the new events
(with event time > Tn) to the agenda whose occur-
rence can be calculated as a result of the occurrence
of the event at time Tn.
The execution of an event like the crossing of
a sensor location by the head of a platoon gener-
ates new events with a random delay, sampled by us-
ing a random number generator implementing the se-
lected probability distributions of ∆intersection and of
∆link. In the implementation used below the time de-
lay along a link k is calculated by dividing the length
Lk of the link k by a a random speed r.Vmax,k where
r = 1, 0.9, resp. 0.8 with probabilities 0.8, 0.15,
resp. 0.05.
In order to use the simulator for carrying out
experiments with the particle filter described in
section 3 we also need to simulate the sensor output
Y`(tk), k = 0, 1, . . . . This is generated as follows.
First we assume that each of the ni(t) axles of platoon
Pi, i ∈ I(t) that is crossing sensor location `(tk)
at time tk generates a pulse counted by the sensor
with probability Pdetect. The total number Z`,i of
axles that will be detected by sensor ` in the interval
[τ`i(t),i,head (t) , τ`i(t),i,tail (t)] is obtained as a bino-
mially distributed random variable with parameters
(ni(t), p). The Z`,i pulses are then allocated to the
measurement at time tk proportional to the length of
the overlap between the intervals [k.∆t, (k + 1).∆t)
and [τ`i(t),i,head (t) , τ`i(t),i,tail (t)], i.e. Yˆ`(tk) =
Σi∈I(t)
|[k.∆t,(k+1).∆t)⋂[τ`i(t),i,head(t),τ`i(t),i,tail(t)]|.Z`,i
|[τ`i(t),i,head(t),τ`i(t),i,tail(t)]|
.
The actual output Y`(tk) is obtained by adding to
Yˆ`(tk) a random number vfalse,`,n of false detections,
with a selected distribution for vfalse,`,n (in the
experiments we use P(vfalse,`,n = j) = pj with
p0 = 0.95, p1 = 0.04, p2 = 0.01. The model
incorporates further randomness in the evolution of
the particles as follows:
• randomly selected speed to determine the event
time for the arrival of the platoon at the next sen-
sor location
• for each platoon that is entering on a link a num-
ber of cars is added or subtracted from that pla-
toon in order to model the cars that are leaving
the link (e.g. entering a parking lot) or joining
the platoon by entering on the link (e.g. leaving
a parking lot). The current model does not keep
track of the number of parked cars.
• splitting of platoons at intersections according to
a multinomial distributions.
• generating new platoons with uniformly dis-
tributed number of cars and exponentially dis-
tributed interarrival times (gaps) between succes-
sive platoons.
The practical implementation was done in Mat-
lab. Because the parallel simulation of the N particles
cannot be performed in a real parallel manner we had
to run each particle for ∆t time units in a single thread
of execution. The only condition to be able to run the
PF in real time is the running time(N particles) < ∆t
the update time of the measurements.
5 Examples of platoon based filter
Our data sets of real traffic, used in developing the pla-
toon based model, do not provide accurate informa-
tion on queue sizes. Therefore we validated the par-
ticle filter by comparing the estimates obtained from
the PF with synthetic data, called the ”ground truth
model”. The ground truth model generates a state tra-
jectory, with ∆t = 3sec, according to a platoon based
model. The observations used as input for the PF are
obtained by letting the platoons of the ground truth
model interact with the sensors, according the model
described in section 2.
We give here some examples obtained with the
described implementation of the PF working with the
platoon based model. The number of particles used
in the examples is 202. The estimated state shown in
figures 4, 6, and 8 has fast variations around the real
values of the queues due to the fact that we the queue
size that is shown as output is the most likely queue
size, generated by the the particle that has the high-
est weight at k.∆t. Showing histograms would be too
difficult to interpret easily, while time averages over
all particles smooth out some interesting details. Af-
ter each measurement update the weights are updated
and a different particle will become the most likely
particle, explaining the fast variations in queue size
estimates shown in figs. 4, 6, and 8. The goal of this
work is to use the K(< N) most likely particles in
a feedback controller for the switching times of traf-
fic lights. For a reasonable number K of particles the
variations shown in figs. 4, 6, and 8 will not have too
much influence on this feedback controller.
1. The first example presents the case where there is
no difference between the model used as ground
truth and the model used for the particles. The
differences between ground state and particle
evolution is due only to the noise in the model.
Sufficient diversity is assured by using N = 202
particles. Figure 5 shows the evolution of the
weights of the particles in a 4.15 minutes inter-
val while figure 4 shows in red full lines the evo-
lution of the real queue size, and in blue dashed
lines the evolution of the estimated queue size
(the same color codes are used in figs. 6 and
8). Computation time was 31.08[s], i.e. 8 times
faster than real time.
2. In the second example the model used for gen-
erating the synthetic data for the ground truth
uses 15
′
as average interplatoon time, while the
PF uses 10
′
for this interplatoon time. In other
words the PF thinks the traffic is 50% busier than
it in reality is. The PF is recovering quickly
and it follows approximately the trajectory of
the real system, showing robustness of the PF
against errors in the model parameters. The real
time was 5.15[min] and the computation time
was 39.97[s]. The figure 7 shows the evolution of
the weights of the particles while figure 6 shows
in red the evolution of the real state and in blue
dashed line the evolution of the estimated state.
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Figure 4: Real queues (red line) vs. estimated queues
(blue dashed line)
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Figure 5: Weights evolution of the particles
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Figure 6: Real queues (red line) vs. estimated queues
(blue dashed line) with difference between models
3. The third example illustrates the robustness of
the PF with the platoon based model with respect
to modelling errors like delays of vehicles. The
model used for generating the synthetic data for
the ground truth has the maximum speed Vmax,1
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Figure 7: Weights evolution with difference between
models
for the platoons that enters a link set to 30 km/h
while for the model used for the particles this
speed is Vmax = 60km/h. The most likely
queue size shown in fig. 8 is quickly following
the trajectory of the real system with a small er-
ror. The real time was 5.05[min] and the compu-
tation time was 41.32[s].
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Figure 8: Real queues (red line) vs. estimated queues
(blue dashed line) with difference between models
6 Conclusions and future work
We introduced a discrete event system model for ur-
ban traffic based on platoons of vehicles. Validation
and parameter tuning of this platoon based model uses
a large set of data collected along the N47 between
Lokeren and Dendermonde, in Belgium. This analysis
will be reported in a forthcoming paper. The platoon
based model is then applied in a PF used for state es-
timation. We presented the algorithm used for the im-
plementation of the PF and we also gave insights into
the real implementation. The PF is able to cope with
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Figure 9: Weights evolution with difference between
models
different uncertainties (in the data, as well as model
uncertainty) and allows for information fusing from
different measurement sources.
We have shown that the PF used with the platoon
based model is fast enough for small networks, but
for large networks the number of events will grow
linearly. Therefore for large networks a distributed
implementation of the PF, like for the free flow traffic
as presented in [11] and [12], can be used. The
number of particles can also be further increased. We
have to extend the robustness analysis against model
changes e.g. accidents. Incident detection can be
performed as a further analysis of the output of the
PF. The future work is also related to the extension of
the current model. We are investigating the possibility
of model predictive feedback control type paradigms,
where the switching times of the traffic lights will be
selected so as to guarantee acceptable performance
for all the particles with a weight above a chosen
threshold.
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