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For any given n-by-n matrix A, a speciﬁc circulant preconditioner
tF (A) introduced by Tyrtyshnikov [E. Tyrtyshnikov, Optimal and
super-optimal circulant preconditioners, SIAM J. Matrix Anal. Appl.
13 (1992) 459–473] is deﬁned to be the solution of
min
C
‖I − C−1A‖F
over alln-by-nnonsingular circulantmatricesC. Thepreconditioner
tF (A), called the superoptimal circulant preconditioner, has been
proved to be a good preconditioner for a large class of structured
systems. In this paper, we study this preconditioner in the general
case by using theMoore–Penrose inverse.We give a formula for the
superoptimal preconditioner and discuss the stability properties of
this preconditioner. A spectral relation between the optimal and
superoptimal preconditioned matrices in the general case is also
given.
Crown Copyright © 2009 Published by Elsevier Inc. All rights
reserved.
1. Introduction
In 1988, Chan [7] proposed a speciﬁc circulant preconditioner for solving linear systems with
Toeplitz structure. For any given n-by-n matrix A, Chan’s circulant preconditioner cF(A) is deﬁned
to be the minimizer of
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min
C
‖A − C‖F ,
where ‖ · ‖F is the Frobenius norm and C runs over all circulant matrices. The matrix cF(A) is called
the optimal circulant preconditioner in [7]. A generalization of the optimal circulant preconditioner is
deﬁned in [13]. More precisely, given a unitary matrix U ∈ Cn×n, let
MU ≡ {U∗ΛnU | Λn is any nbyn diagonal matrix}. (1)
The optimal preconditioner cU(A) is deﬁned to be the minimizer of
min
W∈MU
‖A − W‖F .
Weremark that in (1),whenU is the normalized Fouriermatrix F ,MF is the set of all circulantmatrices
[11], and then cU(A) turns back to cF(A). We refer to [15] for a survey of the optimal preconditioner
cU(A).
Next, we introduce the superoptimal circulant preconditioner proposed by Tyrtyshnikov [17] in
1992. For any given n-by-n matrix A, the superoptimal circulant preconditioner tF(A) is deﬁned to be
the minimizer of
min
C
‖I − C−1A‖F ,
where I is the identity matrix and C runs over all nonsingular circulant matrices. A generalization of
the superoptimal preconditioner tU(A) is deﬁned to be the minimizer of
min
W
‖I − W−1A‖F ,
where W runs over all nonsingular matrices inMU deﬁned by (1). Again, tU(A) turns back to tF(A)
when U = F .
Both optimal and superoptimal preconditioners are good preconditioners for solving a large class
of structured systems by iterative methods [4,6,14]. It is proved in [5] that the superoptimal precon-
ditioner tU(A) is uniquely determined if A and cU(A) are nonsingular. Some spectral property and
regularizing property of tU(A) are studied in [1,2,9,10].
Naturally, one may ask whether one can construct the superoptimal preconditioner tU(A) if A or
cU(A) is singular. In this paper,wewill discuss this problembyusing theMoore–Penrose inverse [3] and
study some semi-stability properties of this generalized superoptimal preconditioner. A spectral rela-
tion between the optimal and superoptimal preconditioned matrices in the general case is also given.
2. Generalized superoptimal preconditioner tU(A)
We ﬁrst introduce the following lemma which will be used later. Let δ(E) denote the diagonal
matrix whose diagonal is equal to the diagonal of an n-by-nmatrix E.
Lemma 1 ([5]). Let A ∈ Cn×n. Then cU(A) = U∗δ(UAU∗)U.
By using Lemma 1, we are going to prove the following theorem.
Theorem 1. Let A ∈ Cn×n and X0 ∈MU deﬁned by (1). Then the following statements are equivalent:
(i) ‖I − X0A‖F = minX∈MU ‖I − XA‖F .
(ii) cU(AA
∗)X0 = cU(A∗).
Proof. Let X = U∗ΛnU ∈MU where Λn = diag(λ1, λ2, . . . , λn). We have
‖I − XA‖2F = ‖I − U∗ΛnUA‖2F = ‖I − ΛnUAU∗‖2F
= tr[(I − ΛnUAU∗)(I − ΛnUAU∗)∗]
= tr(I − ΛnUAU∗ − UA∗U∗Λ∗n + ΛnUAA∗U∗Λ∗n)
= tr[I − Λnδ(UAU∗) − δ(UA∗U∗)Λ∗n + Λnδ(UAA∗U∗)Λ∗n].
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Let
δ(UAU∗) ≡ diag(v1, v2, . . . , vn), δ(UAA∗U∗) ≡ diag(w1,w2, . . . ,wn). (2)
Then
min
X∈MU
‖I − XA‖2F = min
(λ1,...,λn)∈Cn
n∑
k=1
(1 − λkvk − λ¯kv¯k + λkλ¯kwk).
Note that for any matrix B ∈ Cn×n,
(BB∗)kk =
n∑
j=1
(B)kj(B
∗)jk =
n∑
j=1
(B)kj(B¯)kj  (B)kk(B¯)kk = (B)kk(B∗)kk.
From UAA∗U∗ = (UAU∗)(UAU∗)∗, we have
wk  vkv¯k  0. (3)
Let λk = xk + iyk and vk = ak + ibk for k = 1, 2, . . . , n. Deﬁne
f (xk , yk) ≡1 − λkvk − λ¯kv¯k + λkλ¯kwk  1 − λkvk − λ¯kv¯k + λkvkλkvk
= (1 − λkvk)(1 − λkvk) 0.
Then
min
X∈MU
‖I − XA‖2F = min
(λ1,...,λn)∈Cn
n∑
k=1
f (xk , yk) =
n∑
k=1
min
(xk ,yk)∈R2
f (xk , yk).
Differentiating f (xk , yk) with respect to xk and yk , and then setting the results to zero, we obtain{
f ′xk(xk , yk) = −2ak + 2wkxk = 0,
f ′yk(xk , yk) = 2bk + 2wkyk = 0.
It follows that ak = wkxk and bk = −wkyk . We then have
v¯k = ak − ibk = wkxk + iwkyk = wk(xk + iyk) = wkλk. (4)
Ifwk /= 0, then λk = w−1k v¯k by using (4). Ifwk = 0, we have by (3) that vk = 0. In this case, we have
v¯k = wkλk for arbitrary λk and then
f (xk , yk) = 1 − λkvk − λkvk + λkλ¯kwk ≡ 1.
Let X0 = U∗Λ(0)n U be theminimizer, whereΛ(0)n = diag(λ(0)1 , λ(0)2 , . . . , λ(0)n )with λ(0)k = x(0)k + iy(0)k
for k = 1, 2, . . . , n. This implies that
min
(xk ,yk)∈R2
f (xk , yk) = f (x(0)k , y(0)k ) ⇐⇒ v¯k = wkλ(0)k ,
for k = 1, 2, . . . , n. Note that
diag(v¯1, v¯2, . . . , v¯n) = diag(w1,w2, . . . ,wn) · diag(λ(0)1 , λ(0)2 , . . . , λ(0)n ),
i.e.,
δ(UA∗U∗) = δ(UAA∗U∗)Λ(0)n .
Moreover,
U∗δ(UA∗U∗)U = U∗δ(UAA∗U∗)U · U∗Λ(0)n U.
Then by Lemma 1,
cU(A
∗) = cU(AA∗)X0.
From above discussion, we conclude that (i) and (ii) are equivalent. 
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Remark 1. From the proof of Theorem1, v¯k = wkλk is solvable forλk if and only if cU(AA∗)X = cU(A∗)
is solvable for X ∈MU . If A is nonsingular, then X0 = cU(AA∗)−1cU(A∗). Furthermore, if cU(A) is also
nonsingular, we obtain a result which was proved in [5], i.e.,
tU(A) = X−10 = cU(A∗)−1cU(AA∗).
We now introduce the following deﬁnition of the generalized superoptimal preconditioner.
Deﬁnition 1. Let A ∈ Cn×n. The generalized superoptimal preconditioner tU(A) is deﬁned to be the
minimizer of
min
C∈MU
‖I − C†A‖F
where C† denotes the Moore–Penrose inverse of C.
The following theorem gives a relation between the superoptimal preconditioner and the optimal
preconditioner in the general case. We remark that inMU the matrix product is commutative. This
property is used in the following proof.
Theorem 2. Let A ∈ Cn×n and U be any unitary matrix with uk being the kth row of U. Then
tU(A) = cU(AA∗)cU(A∗)† +
∑
k∈K
cku
∗
kuk ,
where ck ∈ C(k ∈ K) are arbitrary numbers and K ≡ {k|ukA = 0}.
Proof. LetM†U ≡ {M†|M ∈MU}. SinceM = U∗ΛnU ∈MU , we haveM† = U∗Λ†nU where
Λ†n = diag(a†1, a†2, . . . , a†n) with a†k =
{
a
−1
k , if ak /= 0,
0, if ak = 0,
when Λn = diag(a1, a2, . . . , an). Then obviously,M†U =MU . Hence
min
X∈MU
‖I − X†A‖F = min
Y∈MU
‖I − YA‖F .
We know that by Theorem 1,
‖I − tU(A)†A‖ = min
Y∈MU
‖I − YA‖
if and only if cU(AA
∗)tU(A)† = cU(A∗).
Now, we consider the problem of solving inMU the equation
cU(AA
∗)†X = cU(A∗)†.
Since by Lemma 1 cU(AA
∗) = U∗δ(UAA∗U∗)U and cU(A∗) = U∗δ(UA∗U∗)U, we have
cU(AA
∗)† = U∗δ(UAA∗U∗)†U, cU(A∗)† = U∗δ(UA∗U∗)†U.
Put X = U∗diag(x1, x2, . . . , xn)U. Then
cU(AA
∗)†X = cU(A∗)† ⇐⇒ δ(UAA∗U∗)† · diag(x1, x2, . . . , xn) = δ(UA∗U∗)†
⇐⇒ δ(UAA∗U∗) · diag(x1, x2, . . . , xn)† = δ(UA∗U∗)
⇐⇒ cU(AA∗)X† = cU(A∗).
Thus, the equation cU(AA
∗)†X = cU(A∗)† is solvable inMU .
Next, we consider the problem of solving inMU the equation
cU(AA
∗)†X = 0.
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Let X = U∗ΛnU where Λn = diag(λ1, λ2, . . . , λn). Consider
cU(AA
∗)†X = U∗δ(UAA∗U∗)†UU∗ΛnU = 0 ⇐⇒ δ(UAA∗U∗)†Λn = 0. (5)
Let δ(UAA∗U∗) = diag(w1,w2, . . . ,wn). We have
UAA∗U∗ =
⎛
⎜⎜⎜⎝
u1
u2
...
un
⎞
⎟⎟⎟⎠ AA∗(u∗1 , u∗2 , . . . , u∗n) = (uiAA∗u∗j ),
and then wi = uiAA∗u∗i = ‖uiA‖22. Note that
wi = 0 ⇐⇒ uiA = 0.
Eq. (5) becomes
w
†
i λi = 0,
for i = 1, 2, . . . , n. By assuming K = {k|ukA = 0}, we have K = {k|wk = 0}. Note that{
if k /∈ K , then wk /= 0, and hence λk = 0;
if k ∈ K , then wk = 0, and hence from w†kλk = 0, λk = ck (arbitrary).
Thus
X = U∗diag(λ1, λ2, . . . , λn)U,
where
λk =
{
0, k /∈ K;
ck , k ∈ K.
The solution of (5) can be written by
X = (u∗1 , u∗2 , . . . , u∗n) · diag(λ1, λ2, . . . , λn)
⎛
⎜⎜⎜⎝
u1
u2
...
un
⎞
⎟⎟⎟⎠ =
n∑
i=1
λiu
∗
i ui =
∑
k∈K
cku
∗
kuk , (6)
where each ck is arbitrary.
From the proof of Theorem 1, it is easy to check that
cU(AA
∗)†cU(AA∗)cU(A∗)† = cU(A∗)†,
and
cU(AA
∗)†tU(A) = cU(A∗)†.
Then
cU(AA
∗)†[tU(A) − cU(AA∗)cU(A∗)†] = 0.
Thus, tU(A) − cU(AA∗)cU(A∗)† is the solution of (5) and therefore it can be written by using (6),
tU(A) − cU(AA∗)cU(A∗)† =
∑
k∈K
cku
∗
kuk ,
i.e.,
tU(A) = cU(AA∗)cU(A∗)† +
∑
k∈K
cku
∗
kuk ,
where the constants ck (k ∈ K) are arbitrary. 
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Corollary 1. Let A ∈ Cn×n and U be any unitary matrix with uk being the kth row of U. Then ukA /= 0
for any k if and only if tU(A) is uniquely determined by A. In this case,
tU(A) = cU(AA∗)cU(A∗)†,
Moreover
tU(A)
† = cU(AA∗)−1cU(A∗).
Proof. By Theorem 2, tU(A) is uniquely determined by A ⇐⇒ K = {k|ukA = 0} = ∅. Then
tU(A) = cU(AA∗)cU(A∗)†.
Note that
UAA∗U∗ =
⎛
⎜⎜⎜⎝
u1
u2
...
un
⎞
⎟⎟⎟⎠ AA∗(u∗1 , u∗2 , . . . , u∗n) = (uiAA∗u∗j )ni,j=1.
Then
wk = ukAA∗u∗k = (ukA)(ukA)∗ /= 0,
which implies that δ(UAA∗U∗) is nonsingular and then cU(AA∗) is nonsingular. Since
tU(A) = cU(AA∗)cU(A∗)† = U∗δ(UAA∗U∗)δ(UA∗U∗)†U,
we have
tU(A)
† = U∗[δ(UAA∗U∗)δ(UA∗U∗)†]†U
= U∗[δ(UAA∗U∗)−1δ(UA∗U∗)]U
= cU(AA∗)−1cU(A∗). 
Now as in (2), let
δ(UAU∗) = diag(v1, v2, . . . , vn), δ(UAA∗U∗) = diag(w1,w2, . . . ,wn).
Then
vj = ujAu∗j , wj = ‖ujA‖22,
for j = 1, 2, . . . , n. We have, by using Theorem 2,
tU(A) = cU(AA∗)cU(A∗)† +
∑
k∈K
cku
∗
kuk
= U∗diag(w1,w2, . . . ,wn)U · U∗diag(v¯†1, v¯†2, . . . , v¯†n)U + U∗diag(λ1, λ2, . . . , λn)U
= U∗diag(w1v¯†1 + λ1,w2v¯†2 + λ2, . . . ,wnv¯†n + λn)U,
where
λk =
{
0, k /∈ K;
ck , k ∈ K.
Hence
tU(A) = U∗diag(d1, d2, . . . , dn)U, (7)
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where
dk =
{
‖ukA‖22(ukA∗u∗k )†, ukA /= 0;
ck (ckis arbitrary), ukA = 0.
Example 1. Let
A =
(
1 −1
−1 1
)
and F =
⎛
⎝− 1√2 1√2
1√
2
1√
2
⎞
⎠ (normalized Fourier matrix).
We try to construct tF(A). Since u1A /= 0, u2A = 0, ‖u1A‖22 = 4, u1A∗u∗1 = 2, and then
‖u1A‖22(u1A∗u∗1)† = 2.
We have
tF(A) = U∗
(
2 0
0 λ2
)
U = F∗
(
2 0
0 λ2
)
F = 1
2
(
2 + λ2 −2 + λ2−2 + λ2 2 + λ2
)
,
where λ2 is arbitrary. We can also compute tF(A) from the deﬁnition:
‖I − tF(A)†A‖F = min
X∈MU
‖I − X†A‖F .
Let X = F∗diag(λ1, λ2)F . Then X† = F∗diag(λ†1, λ†2)F and
X†A =
(
a −a
−a a
)
,
where a = λ†1. Moreover,
I − X†A =
(
1 − a a
a 1 − a
)
,
and therefore,
min
X∈MU
‖I − X†A‖2F = mina
{
4
[(
a − 1
2
)2
+ 1
4
]}
.
Obviously, the minimum can be reached by taking a = 1/2 = λ†1 and then λ1 = 2. We ﬁnally have
tF(A) = F∗
(
2 0
0 λ2
)
F = 1
2
(
2 + λ2 −2 + λ2−2 + λ2 2 + λ2
)
,
where λ2 is arbitrary.
Note that det[tF(A)] = 2λ2. If λ2 /= 0, then tF(A) is nonsingular even though A is singular. Thus
we can solve the singular linear system Ax = b by preconditioning because Ax = b if and only if
tF(A)
−1Ax = tF(A)−1b.
Corollary 2. Let A ∈ Cn×n and U be any unitary matrix with uk being the kth row of U. Then there exists
tU(A) which is nonsingular if and only if A satisﬁes uiA = 0 or uiA∗u∗i /= 0 for i = 1, 2, . . . , n.
Proof. We have by (7),
tU(A) = U∗diag(d1, d2, . . . , dn)U,
where
dk =
{
‖ukA‖22(ukA∗u∗k )†, ukA /= 0;
ck (ck is arbitrary), ukA = 0.
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Let us assume that for any k ∈ {1, 2, . . . , n}, ukA = 0 or ukA∗u∗k /= 0. If ukA = 0, then let dk =
ck = 1. If ukA∗u∗k /= 0, i.e., ukA∗u∗k = uk(ukA)∗ /= 0. Hence ukA /= 0, and therefore
dk = ‖ukA‖22(ukA∗u∗k )† = ‖ukA‖22(ukA∗u∗k )−1 /= 0.
Since dk /= 0 for all k, there exists tU(A) which is nonsingular.
On the contrary, if there exists tU(A)which is nonsingular, then dk /= 0 for all k. Hence, there is no
k such that ukA /= 0 and ukA∗u∗k = 0, i.e., for each k ∈ {1, 2, . . . , n}, ukA = 0 or ukA∗u∗k /= 0. 
3. Semi-stability properties of tU(A)
Stability properties of cU(A) and tU(A) were proposed and studied in [8,9,16]. We ﬁrst introduce
the following deﬁnition.
Deﬁnition 2. Let A ∈ Cn×n. Then A is said to be semi-stable if the real parts of all the eigenvalues of
A are not larger than zero.
It is clear that for anyA ∈ Cn×n, it canbe expressedbyA = H + iK ,whereH = A+A∗
2
andK = A−A∗
2i
are Hermitian.
Theorem 3. Let A ∈ Cn×n be nonsingular and A = H + iK. Then the superoptimal preconditioner tU(A)
is semi-stable for any unitary matrix U if and only if H is negative semi-deﬁnite.
Proof. Since A is nonsingular, tU(A) is determined by A for any unitary matrix U. More precisely, let uk
be the kth row of U for k = 1, 2, . . . , n. We have by (7),
tU(A) = U∗diag(d1, d2, . . . , dn)U,
where dk = ‖ukA‖22(ukA∗u∗k )† for k = 1, 2, . . . , n. Since A = H + iK , we have A∗ = H − iK and then
ukA
∗u∗k = ukHu∗k − iukKu∗k .
Since H and K are Hermitian, we know that both ukHu
∗
k and ukKu
∗
k are real numbers. Thus the
eigenvalues of tU(A) are given by
dk = ‖ukA‖22(ukHu∗k − iukKu∗k )†, (8)
for k = 1, 2, . . . , n. Since A is nonsingular, we have ukA /= 0 and then ‖ukA‖2 > 0. Let
ak = ukHu∗k , bk = ukKu∗k .
Then
dk = ‖ukA‖22(ak − ibk)†.
Let us assume that H is negative semi-deﬁnite. Then ak = ukHu∗k  0 for any k. We ﬁrst suppose
that ak − ibk = 0, then (ak − ibk)† = 0. It follows that dk = 0 and therefore Re(dk) 0. Next, suppose
that ak − ibk /= 0, then (ak − ibk)† = (ak − ibk)−1. It follows that
Re(dk) = ‖ukA‖
2
2ak
a2k + b2k
 0.
Hence the real parts of all the eigenvalues dk (k = 1, 2, . . . , n) of tU(A) are not larger than zero, i.e.,
tU(A) is semi-stable.
On the contrary, ifH is not negative semi-deﬁnite, then there exists an eigenvalue of H, say λk0 > 0
(k0 ∈ {1, 2, . . . , n}). Since H is Hermitian, there exists a unitary matrix V such that VHV∗ =
diag(λ1, λ2, . . . , λn). Let vk0 be the k0th row of V . Then vk0Hv
∗
k0
= λk0 and an eigenvalue of tV (A)
is given by
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dk0 = ‖vk0A‖22(vk0Hv∗k0 − ivk0Kv∗k0)† = ‖vk0A‖22(λk0 − ivk0Kv∗k0)−1.
Thus,
Re(dk0) =
‖vk0A‖22λk0
λ2k0 + (vk0Kv∗k0)2
> 0,
a contradiction. Hence H is negative semi-deﬁnite. 
Remark 2. From the proof of Theorem 3, we know that tU(A) is semi-stable if and only if ukHu
∗
k
 0
where uk is the kth row of U for k = 1, 2, . . . , n.
Corollary 3. Let A be nonsingular and normal. If A is semi-stable, then tU(A) is semi-stable for any unitary
matrix U.
Proof. Since A is normal matrix, then there exists a unitary matrix Q such that A = Q∗ΛnQ , where
Λn = diag(λ1, λ2, . . . , λn). Hence
H = 1
2
(A + A∗) = Q∗
(
Λn + Λ∗n
2
)
Q = Q∗diag[Re(λ1), Re(λ2), . . . , Re(λn)]Q .
Thus the eigenvalues of H are Re(λj) for j = 1, 2, . . . , n. If A semi-stable, then Re(λj) 0 for any j.
Hence all the eigenvalues of H are not larger than zero, i.e., H is negative semi-deﬁnite. By Theorem 3,
tU(A) is semi-stable for any unitary matrix U. 
We remark that if A is nonsingular and semi-stable, this does not imply that tU(A) is semi-stable.
See the following example.
Example 2. Let
A =
(−1 4
0 −1
)
and F =
⎛
⎝− 1√2 1√2
1√
2
1√
2
⎞
⎠ (normalized Fourier matrix).
Obviously, A is nonsingular and semi-stable. It is easy to see that
cF(A) =
(−1 2
2 −1
)
, cF(AA
∗) =
(
9 −4
−4 9
)
.
Hence
tF(A) = cF(AA∗)cF(A∗)−1 = cF(AA∗)[cF(A)∗]−1 = 1
3
(
1 14
14 1
)
.
Two eigenvalues of tF(A) are 5 and − 133 , and therefore tF(A) is not semi-stable.
Theorem 4. Let A ∈ Cn×n be nonsingular. Then
(i) there exists a unitary matrix U ∈ Cn×n such that tU(A) is semi-stable if and only if Re[tr(A)] 0;
(ii) there exists a unitary matrix U ∈ Cn×n such that the real parts of all eigenvalues of tU(A) are zero
if and only if Re[tr(A)] = 0.
Proof. (i) Let A = H + iK . We ﬁrst assume that tU(A) is semi-stable. We have by Remark 2,
ukHu
∗
k  0,
where uk is the kth row of U for k = 1, 2, . . . , n. Then by using H = A+A∗2 ,
Re[tr(A)] = tr(H) = tr(UHU∗) =
n∑
k=1
ukHu
∗
k  0.
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To prove the converse we apply a property which can be found in [12]. Let
D = diag(s1, s2, . . . , sn),
U a unitary matrix, and δ(UDU∗) = diag(t1, t2, . . . , tn). We then have,⎛
⎜⎜⎜⎝
t1
t2
...
tn
⎞
⎟⎟⎟⎠ = (U ◦ U)
⎛
⎜⎜⎜⎝
s1
s2
...
sn
⎞
⎟⎟⎟⎠ ,
where U ◦ U is Hadamard product.
Since H is Hermitian, there exists a unitary matrixW such that
WHW∗ = diag(c1, c2, . . . , cn),
where ck ∈ R for k = 1, 2, . . . , n. Let U = FW , where F is the normalized Fourier matrix, and
UHU∗ = (FW)H(FW)∗ = F(WHW∗)F∗ = Fdiag(c1, c2, . . . , cn)F∗.
Let
δ(UHU∗) = diag(v1, v2, . . . , vn).
Then we have⎛
⎜⎜⎜⎝
v1
v2
...
vn
⎞
⎟⎟⎟⎠ = (F ◦ F)
⎛
⎜⎜⎜⎝
c1
c2
...
cn
⎞
⎟⎟⎟⎠ = 1n
⎛
⎜⎜⎝
1 · · · 1
...
...
1 · · · 1
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎝
c1
c2
...
cn
⎞
⎟⎟⎟⎠ ,
i.e.,
vk = 1
n
(c1 + c2 + · · · + cn) = 1
n
tr(UHU∗) = 1
n
tr(H),
for k = 1, 2, . . . , n. If Re[tr(A)] = tr(H) 0, then vk = ukHu∗k  0, and tU(A) is semi-stable by Remark
2.
(ii) If the real parts of all eigenvalues of tU(A) are zero, i.e., ukHu
∗
k = 0 for any k, (see (8)), thenwe have
Re[tr(A)] = tr(H) = tr(UHU∗) =
n∑
k=1
ukHu
∗
k = 0.
Conversely, from the proof of (i), we have
vk = 1
n
tr(H) = 1
n
Re[tr(A)] = 0,
i.e., ukHu
∗
k = vk = 0 for k = 1, 2, . . . , n. Then the eigenvalues of tU(A) are given by
dk = ‖ukA‖22(ukHu∗k − iukKu∗k )† = i‖ukA‖22(ukKu∗k )†,
i.e., Re(dk) = 0 for k = 1, 2, . . . , n. 
Theorem 5. Let A ∈ Cn×n be nonsingular. Then the real parts of eigenvalues of tU(A) are zero for any
unitary matrix U if and only if A∗ = −A.
Proof. Let A = H + iK . Since H is Hermitian, there exists a unitary matrix U such that
UHU∗ = diag(λ1, λ2, . . . , λn).
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Let uk be the kth row of U for k = 1, 2, . . . , n. Then λk = ukHu∗k . Note that by (8), the eigenvalues of
tU(A) are given by
dk = ‖ukA‖22(ukHu∗k − iukKu∗k )†,
for k = 1, 2, . . . , n. By the assumption, Re(dk) = 0, hence λk = ukHu∗k = 0 for k = 1, 2, . . . , n. Thus,
UHU∗ = 0, i.e., H = 0 and then A∗ = −A.
Conversely, if A∗ = −A, i.e., H = 0, then ukHu∗k = 0, where uk is the kth row of any unitary matrix
U. From (8), the eigenvalues of tU(A) are given by
dk = ‖ukA‖22(−iukKu∗k )† = i‖ukA‖22(ukKu∗k )†,
for k = 1, 2, . . . , n. Hence, Re(dk) = 0 for any k. 
Theorem 6. If tU(A) is semi-stable for any unitary matrix U, then A is semi-stable.
Proof. Let A = H + iK . Since tU(A) is semi-stable for any unitarymatrix U, we have by (6) that ukA /=
0, where uk is the kth row of any unitary matrix U. Hence, A is nonsingular. By Theorem 3, H = A+A∗2
is negative semi-deﬁnite. Let λ be any eigenvalue of A and ξ its associated eigenvector, i.e., Aξ = λξ .
Then
0 ξ∗
(
A + A∗
2
)
ξ = 1
2
ξ∗λξ + 1
2
λ∗ξ∗ξ = 1
2
(λ + λ¯)ξ∗ξ.
Hence 1
2
(λ + λ¯) 0, i.e., Re(λ) 0. It follows that A is semi-stable. 
We remark that if tU(A) is semi-stable for some unitary matrix U, this does not imply that A is
semi-stable. See the following example.
Example 3. Let
A =
(
1 0
0 −2
)
.
Then Re[tr(A)] = tr(A) = −1 < 0. By Theorem 4, there exists a unitary matrix U such that tU(A) is
semi-stable, but A is not semi-stable.
4. Spectral relation between tU(A)
†A and cU(A)
†A
Cheng et al. proved the following result in 2007.
Theorem 7 ([10]). Let A ∈ Cn×n be Hermitian positive deﬁnite and suppose that the eigenvalues are
arranged in an increasing order. Then
λk(tU(A)
−1A) λk(cU(A)−1A),
for k = 1, 2, . . . , n.
In this section, we extend this result to the general case. In the following, we always assume that
the eigenvalues are arranged in an increasing order.
Lemma 2. Let M ∈ Cn×n be Hermitian and D = diag(d1, d2, . . . , dn)with 0 < dk  1 for any k. Thenwe
have for k = 1, 2, . . . , n,
λk(DMD) d2λk(M),
where d = max{d1, d2, . . . , dn}.
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Proof. Let dimS = k and S = span{w1,w2, . . . ,wk}. Note that {w1,w2, . . . ,wk} runs through all pos-
sible choices of k linearly independent vectors in Cn if and only if {D−1w1, D−1w2, . . . ,D−1wk} runs
through all possible choices of k linear independent vectors in Cn. Since DMD is Hermitian, we have
by Courant–Fischer’s minimax theorem [4,14],
λk(DMD)= min
dimS=k max0 /= x∈S
x∗(DMD)x
x∗x
= min
S=span{w1,w2,...,wk}
max
0 /= x∈S
(Dx)∗MDx
x∗x
= min
S=span{w1,w2,...,wk}
max
0 /= x∈S
x∗Mx
x∗D−2x
.
Note that
x∗D−2x = d−21 |x1|2 + d−22 |x2|2 + · · · + d−2n |xn|2,
where x = (x1, x2, . . . , xn)T . Let d = max{d1, d2, . . . , dn} and then di  d 1which implies d−2i  d−2.
We therefore have
x∗D−2x  d−2(|x1|2 + |x2|2 + · · · + |xn|2) = d−2x∗x.
Thus,
x∗Mx
x∗D−2x

x∗Mx
d−2x∗x
= d2 x
∗Mx
x∗x
,
and then
max
0 /= x∈S
x∗Mx
x∗D−2x
 d2 max
0 /= x∈S
x∗Mx
x∗x
.
Hence
λk(DMD) min
S=span{w1,w2,...wk}
d2 max
0 /= x∈S
x∗Mx
x∗x
= d2λk(M),
for k = 1, 2, . . . , n. 
Theorem 8. Let A ∈ Cn×n be a Hermitian matrix and uk be the kth row of a unitary matrix U such that
ukA /= 0 for k = 1, 2, . . . , n. Assume that ukAu∗k  0 for all k or ukAu∗k  0 for all k. Then
λk(tU(A)
†A) d2λk(cU(A)†A),
for some 0 < d 1 and k = 1, 2, . . . , n.
Proof. Since ukA /= 0 for all k, we know that tU(A) is uniquely determined by A from Corollary 1 and
in this case,
tU(A)
† = cU(AA∗)−1cU(A∗) = cU(A2)−1cU(A).
Let B = UAU∗. Then B is Hermitian and B2 = UA2U∗. Moreover, we have by Lemma 1,
cU(A)
†A = U∗δ(UAU∗)†UA ∼ δ(UAU∗)†UAU∗ = δ(B)†B, (“∼" similar to) (9)
and
tU(A)
†A=cU(A2)−1cU(A)A = U∗δ(UA2U∗)−1δ(UAU∗)UA
∼δ(UA2U∗)−1δ(UAU∗)UAU∗ = δ(B2)−1δ(B)B. (10)
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Firstly, we suppose that ukAu
∗
k
 0 for all k. Let
δ(B) = δ(UAU∗) = diag(b1, b2, . . . , bn), B =
⎛
⎜⎜⎜⎝
β1
β2
...
βn
⎞
⎟⎟⎟⎠ = (bij)ni,j=1.
Then
bi ≡ bii = uiAu∗i , B2 = BB∗ =
⎛
⎜⎜⎜⎝
β1
β2
...
βn
⎞
⎟⎟⎟⎠ (β∗1 ,β∗2 , . . . ,β∗n ) = (βiβ∗j )ni,j=1.
Let
δ(B2) = diag(a1, a2, . . . , an),
where ai ≡ βiβ∗i = uiAA∗u∗i = ‖uiA‖22 > 0. Hence
δ(B)†B = diag(b†1, b†2, . . . , b†n)B, (11)
and
δ(B2)−1δ(B)B = diag(a−11 b1, a−12 b2, . . . , a−1n bn)B. (12)
Note that
b
†
i = 0 ⇐⇒ bi = 0 ⇐⇒ a−1i bi = 0.
Let {k|ukAu∗k > 0} = {i1, i2, . . . , ir}. Then bip > 0 for 1 p r, otherwise bj = 0 for j /= ip. Let P
be a permutation matrix (P−1 = P∗) such that
P−1diag(b†1, b
†
2, . . . , b
†
n)P = diag(b†i1 , b†i2 , . . . , b†ir , 0, . . . , 0)
= diag(b−1i1 , b−1i2 , . . . , b−1ir , 0, . . . , 0),
and
P−1diag(a−11 b1, a−12 b2, . . . , a−1n bn)P = diag(a−1i1 bi1 , a−1i2 bi2 , . . . , a−1ir bir , 0, . . . , 0).
From (9) and (11), we have
cU(A)
†A∼diag(b†1, b†2, . . . , b†n)B ∼ P−1diag(b†1, b†2, . . . , b†n)PP−1BP
=diag(b−1i1 , b−1i2 , . . . , b−1ir , 0, . . . , 0)P∗BP. (13)
From (10) and (12), we have
tU(A)
†A∼diag
(
a
−1
1 b1, a
−1
2 b2, . . . , a
−1
n bn
)
B
∼P−1diag(a−11 b1, a−12 b2, . . . , a−1n bn)PP−1BP (14)
=diag(a−1i1 bi1 , a−1i2 bi2 , . . . , a−1ir bir , 0, . . . , 0)P∗BP.
Let
P∗BP =
(
C C(1)
C∗(1) G
)
where C is an r-by-r Hermitian matrix. Put
D(1) = diag
(
b
−1
i1
, b
−1
i2
, . . . , b−1ir
)
, D(2) = diag
(
a
−1
i1
bi1 , a
−1
i2
bi2 , . . . , a
−1
ir
bir
)
.
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Then
diag(b−1i1 , b
−1
i2
, . . . , b−1ir , 0, . . . , 0)P
∗BP =
(
D(1)C D(1)C(1)
0 0
)
, (15)
and
diag(a−1i1 bi1 , a
−1
i2
bi2 , . . . , a
−1
ir
bir , 0, . . . , 0)P
∗BP =
(
D(2)C D(2)C(1)
0 0
)
. (16)
Thus, we have by (13) and (15), and followed by using (15) and (16),
λk(cU(A)
†A) = λk
[(
D(1)C D(1)C(1)
0 0
)]
, λk(tU(A)
†A) = λk
[(
D(2)C D(2)C(1)
0 0
)]
,
for any k. Hence, we only need to prove that
λk(D(2)C) d2λk(D(1)C),
for some 0 < d 1 and any k. Now, let
Λ(1) = diag(bi1 , bi2 , . . . , bir ), Λ(2) = diag(ai1 , ai2 , . . . , air ).
Note that biq > 0 and aiq > 0 for 1 q r. Then
D(1)C = Λ−1(1)C ∼ Λ1/2(1)
(
Λ
−1
(1)C
)
Λ
−1/2
(1) = Λ−1/2(1) CΛ−1/2(1) ≡ M,
and
D(2)C = Λ−1(2)Λ(1)C ∼ Λ−1/2(1) Λ1/2(2)
(
Λ
−1
(2)Λ(1)C
)
Λ
1/2
(1) Λ
−1/2
(2) = Λ1/2(1) Λ−1/2(2) CΛ1/2(1) Λ−1/2(2) ≡ N.
Let
D ≡ Λ−1/2(2) Λ(1) = diag(d1, d2, . . . , dr) = diag
(
bi1√
ai1
,
bi2√
ai2
, . . . ,
bir√
air
)
. (17)
We have
DMD = Λ−1/2(2) Λ(1)
(
Λ
−1/2
(1) CΛ
−1/2
(1)
)
Λ
−1/2
(2) Λ(1) = N.
Note that for any j
aj = βjβ∗j = bj1b¯j1 + bj2b¯j2 + · · · + bjnb¯jn  bjjb¯jj = b2jj = b2j .
Therefore
√
aj  bj , and then the diagonal entries in (17) satisfy 0 < dq = biq√aiq  1 for 1 q r. We
have by using Lemma 2 for any k,
λk(N) = λk(DMD) d2λk(M),
where d = max{d1, d2, . . . , dr}, i.e.,
λk(D(2)C) d2λk(D(1)C).
Thus
λp(tU(A)
†A) d2λp(cU(A)†A),
for p = 1, 2, . . . , n.
Secondly, suppose that ukAu
∗
k
 0 for all k. Let B = −A and then ukBu∗k  0 for all k. Note that
cU(B)
†B = cU(−A)†(−A) = cU(A)†A,
and
tU(B)
†B = cU(B2)−1cU(B)B = cU(A2)−1(−cU(A))(−A) = tU(A)†A.
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It follows by the proof of the case of ukAu
∗
k
 0,
λk(tU(B)
†B) d2λk(cU(B)†B),
for any k. Hence,
λk(tU(A)
†A) d2λk(cU(A)†A),
for k = 1, 2, . . . , n. 
5. Concluding remarks
In 1992, Tyrtyshnikov proposed a speciﬁc circulant matrix tU(A) as a preconditioner to solve linear
(Toeplitz) systems Ax = b. Since then, many essential facts about this preconditioner have been dis-
covered in several papers [1,2,5,9,10]. In this paper, we propose a generalization of the preconditioner
tU(A). More precisely, we show that the preconditioner tU(A) can be constructed even if A or cU(A) are
singular. Thus, tU(A) could be used to solve singular linear systems in the future. Finally, we remark
that for ill-conditioned systems from practice problems, tU(A) can also work well after modiﬁcations
[1,2].
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