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Clemens Pechstein and Robert Scheichl 
Analysis of FETI methods for multiscale PDEs – 
Part II: Interface variation 
Abstract In this article, we give a new rigorous condition number estimate of the ﬁnite element 
tearing and interconnecting (FETI) method and a variant thereof, all-ﬂoating FETI. We consider a 
scalar elliptic equation in a two- or three-dimensional domain with a highly heterogeneous (multi­
scale) diﬀusion coeﬃcient. This coeﬃcient is allowed to have large jumps not only across but also 
along subdomain interfaces and in the interior of the subdomains. In other words, the subdomain 
partitioning does not need to resolve any jumps in the coeﬃcient. Under suitable assumptions, we 
derive bounds for the condition numbers of one-level and all-ﬂoating FETI that are robust with re­
spect to strong variations in the contrast in the coeﬃcient, and that are explicit in some geometric 
parameters associated with the coeﬃcient variation. In particular, robustness holds for face, edge, 
and vertex islands in high-contrast media. As a central tool we prove and use new weighted Poincare´ 
and discrete Sobolev type inequalities that are explicit in the weight. Our theoretical ﬁndings are 
conﬁrmed in a series of numerical experiments. 
Keywords FETI domain decomposition ﬁnite element method multiscale problems · · · · 
preconditioning varying coeﬃcients high contrast coeﬃcients weighted Poincare´ inequalities · · · 
Mathematics Subject Classiﬁcation (2000) 65F10, 65N22, 65N30, 65N55 
1 Introduction 
In recent years, the detailed and fast simulation of biological, physical or engineering processes has 
become an almost standard requirement. Often such problems are posed on complex geometries and 
involve highly heterogeneous (often non-linear) material parameters. As a consequence, the devel­
opment of eﬃcient and robust parallel solvers for heterogeneous media has been a very active area 
of research, speciﬁcally in the setting of multiscale solvers, and in the domain decomposition and 
multigrid communities [2,3,7,8,15–19,30,31,35–38,40,45–47]. 
In this paper, we are concerned with the convergence of two variants of the ﬁnite element tearing and 
interconnecting (FETI) domain decomposition method in the context of heterogeneous (multiscale) 
problems, for the general case that we have large jumps in the coeﬃcient not only across, but also 
along the subdomain interfaces. As such this paper is a continuation of the work in [28,30,32], where 
we have shown the robustness of one-level FETI methods with respect to coeﬃcient variation in 
the subdomain interiors, and of [31], where we have extended these results to some dual-primal 
FETI methods. In a wider context, the work follows some earlier work on the robustness of two-level 
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Schwarz-type domain decomposition methods for heterogeneous media by Graham et al. [16], Graham 
and Scheichl [17,18], as well as Scheichl and Vainikko [40]. 
FETI methods are robust domain decomposition methods for solving ﬁnite element discretisations 
of partial diﬀerential equations (PDEs) with excellent parallel scalability properties. They belong to 
the class of dual iterative substructuring methods and were introduced by Farhat and Roux [13]. For 
an extensive literature review on the analysis of FETI methods see our ﬁrst paper [30]. 
Assuming that the coeﬃcients of the PDE are constant in each subdomain, Klawonn and Widlund 
[21] proved (based on pioneering work by Mandel and Tezaur [25]) that the spectral condition number 
of the preconditioned FETI system is bounded by 
C (1 + log(H/h))2 , (1.1) 
where the constant C in (1.1) is independent of possible jumps in the coeﬃcients across subdomain 
interfaces when a special scaling of the preconditioner is applied. Here, as usual, H and h denote the 
subdomain diameter and the mesh width, respectively, and C is independent of H and h, as well. 
This bound (1.1) was also shown to hold true for FETI-DP methods and for the related balancing 
Neumann-Neumann and BDDC methods [21,22,24]. An excellent account of all these results can be 
found in the monograph [44] by Toselli and Widlund. We also refer to [5] where it is shown that this 
bound is sharp. Finally, we mention also that until recently, certain regularity assumptions on the 
subdomains had to be made. Recently, Klawonn, Rheinbach, and Widlund [20] were able to weaken 
these assumptions signiﬁcantly and to treat also quite irregular subdomains in two dimensions, as 
they appear when decomposing unstructured meshes with graph partitioners, see also [9]. 
However, all the above mentioned analyses assume that the coeﬃcients of the PDE are piecewise 
constant with respect to the subdomain partitioning. The main focus of [30] and of the present work 
is the analysis of FETI methods for highly heterogeneous multiscale problems, i. e., in the case of 
coeﬃcient jumps that are not aligned with the subdomain interfaces and/or vary strongly within 
a subdomain, particularly for the case that jumps occur along the interface. It has already been 
observed numerically by several authors (see e. g. [19,23,35,36]) that a simple generalisation of the 
scaling employed by Klawonn and Widlund in [21] leads to robustness of the FETI method even in 
this case. In the following, we restrict ourselves to the model elliptic problem 
−� · (α �u) = f, (1.2) 
in a bounded polygonal or polyhedral domain Ω ⊂ Rd , d = 2 or 3, subject to suitable boundary 
conditions on the boundary ∂Ω. The coeﬃcient α(x) is assumed to be strictly positive, but it may 
vary over many orders of magnitude in an unstructured way on Ω. It is not surprising that (1.1) also 
holds in this case but in general with C = C(α), i. e., with some possible loss of α-robustness. In 
our recent article [30], we have shown that the dependence on α is restricted to the variation of α(x) 
in the vicinity of subdomain interfaces (within each subdomain). More precisely, if Ωi,η denotes the 
boundary layer of width η of any of the subdomains Ωi, and if α(x) � α(y) for all x, y ∈ Ωi,η, then 
C(α) � (H/η)2, independently of the variation of α(x) in the remainder Ωi\Ωi,η of each subdomain 
and independently of any jumps of α(x) across subdomain interfaces. The hidden constant in [30] 
depends on the local variation of α(x) in Ωi,η and blows up when a large coeﬃcient jump appears 
along a subdomain interface, but numerical experiments in [23,30,36] indicate that in practice the 
condition number of the preconditioned FETI system does not blow up, at least when α jumps only 
a few times along each subdomain interface. 
In the present work, we extend the results in [30] and give a rigorous analysis showing that one-
level FETI and a variant of one-level FETI, the all-ﬂoating (or total) FETI method [10,26–28], are 
α-robust in the following sense: 
(i) Assume that the boundary layer Ωi,η of each subdomain can be subdivided into two connected 
(1) (2) (k)subregions Ωi,η , Ωi,η such that α(x) � α(y) for all x, y ∈ Ωi,η , and for each k = 1, 2. Then the 
constant in (1.1) is bounded by 
C(α) � (H/η)β , 
with β ∈ {1, 2, 3} depending on the measure of the interface between Ω(1) and Ω(2) and on the i,η i,η 
particular choice of the components of the FETI preconditioner (more details later). The hidden 
constant is again completely independent of the values of α(x) in the subdomain interiors, but 
(1) (2)now also of the contrast of the value of α(x) in Ωi,η and in Ωi,η . 
� � 
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(ii) Assume that the boundary layer Ωi,η of each subdomain can be subdivided into M connected 
subregions Ω(1), . . . , Ω(M) such that for each k and for all x, y ∈ Ω(k), we have α(x) � α(y). In i,η i,η i,η 
(k)addition, we assume that each of the subregions Ωi,η can be extended to the interior of Ωi such that 
all extended subregions Ω(k) have a common interface Γi 
∗ , and min (k) α(x) � min α(x),i (k)x∈Ωi,η x∈Ωi 
i. e., α(x) is not substantially smaller in the interior than in the boundary layer. Then 
C(α) � (H/η)β σ(H/h). 
with β ∈ {1, 2} and σ(H/h) = 1, (1 + log(H/h)), or H/h, respectively, depending on whether the 
interface Γi 
∗ contains at least a coarse face, edge, or vertex (more details below). 
Our central theoretical tools to prove this robustness are new weighted Poincare´ and discrete Sobolev 
type inequalities that are explicit in the weight α and in the geometrical parameters H and η. To the 
best of our knowledge these inequalities have not appeared in the literature before. The diﬀerence 
to many existing inequalities in weighted norms is that our constants are explicit in the weight, and 
often even independent thereof. Note however that other weighted Poincare´ type inequalities have 
been proved by Xu and Zhu [47] (based on [4]) and in a recent article by Galvis and Efendiev [14]. 
The remainder of this article is structured as follows. Section 2 starts with some preliminaries. 
Section 3 is devoted to weighted Poincare´ and discrete Sobolev type inequalities. In Section 4, we 
describe our generalisation of the one-level and the all-ﬂoating FETI method to multiscale PDEs and 
give the statements of our key results. The proofs of these results are then given in Section 5 where 
we introduce some additional technical tools needed in our analysis. Section 6 contains a series of 
extensions of the key results to more general situations. We conclude with some numerical experiments 
that conﬁrm our theoretical results in Section 7. 
2 Preliminaries 
Let Ω ⊂ Rd (with d = 2 or 3) be a connected, open, and bounded domain with Lipschitz boundary 
∂Ω. We consider the following model problem: Find u ∈ H1(Ω), u|∂Ω = gD such that 
α(x) �u(x) · �v(x) dx = f(x) v(x) dx ∀v ∈ H01(Ω), (2.1) 
Ω Ω 
for given functions f ∈ L2(Ω) and gD ∈ H1/2(Ω), and α(x) > 0 uniformly on Ω. For simplicity, we 
choose Dirichlet boundary conditions on the whole of ∂Ω. However, all of our work can easily be 
generalised to allow Neumann boundary conditions on a part of ∂Ω. The domain Ω is decomposed 
into non-overlapping subdomains {Ωi}i=1,...,N such that 
N
 
Ω = Ωi . (2.2) 
i=1 
The subdomain boundaries ∂Ωi are assumed to be Lipschitz. We deﬁne the skeleton ΓS , the interface 
Γ , and the subdomain interfaces Γij by 
 
ΓS := ∂Ωi , Γ := ΓS \ ∂Ω, Γij := (∂Ωi ∩ ∂Ωj ) \ ∂Ω. (2.3)
i 
The subdomain diameters are denoted by Hi := diam Ωi. As in our previous work [30], we need some 
regularity assumptions on the subdomain partition. 
Deﬁnition 2.1 (regular domain). For d = 2 (or 3), let D ⊂ Rd be a bounded contractible domain 
with a simply-connected Lipschitz boundary. D is called a regular domain, if it can be decomposed 
into a conforming coarse mesh of shape-regular triangles (tetrahedra). Whenever considering a family 
of regular domains, such as partitions into subdomains, we implicitly assume that the number of 
simplices forming an individual subdomain is uniformly bounded. 
Deﬁnition 2.2 (shape parameter). For a simplex T , we deﬁne the shape parameter ρ(T ) to be 
the radius of the largest inscribed ball. The shape parameter of a regular domain D is deﬁned as 
ρ(D) := min ρ(Ti), where {Ti}1≤i≤s are the simplices according to Deﬁnition 2.1. 
1≤i≤s 
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Ωiηi
Ω ηi, i
remainder
(boundary layer)
Fig. 1 Boundary layer Ωi,ηi of the subdomain Ωi, cf. Deﬁnition 2.5 
Deﬁnition 2.3 (shape-regular partition). Let D be an open domain in R2 or R3. A partitioning of 
D into regular subdomains {Di}i=1,...,N , such that D = 
N 
Di, is called shape-regular, if i=1 
ρ(Di) � diam Di , and Di ∩ Dj � = ⇒ diam Di � diam Dj ∀i, j = 1, . . . , N. = ∅ 
Assumption A1. The subdomains {Ωi} form a non-overlapping shape-regular partition of Ω, and 
the underlying coarse mesh (cf. Deﬁnition 2.1) is conforming. 
We introduce the following topological sets similar to [44, Deﬁnition 4.1]. 
Deﬁnition 2.4. The skeleton ΓS is the disjoint union of 
–	 subdomain faces, that are open and connected subsets of the interface, shared by two subdomains 
or by one subdomain and the outer boundary ∂Ω, 
–	 subdomain edges, that are open and connected subsets of the interface, shared by at least two 
subdomains, such that the closure of all edges forms the boundaries of the faces, 
–	 subdomain vertices, single points where at least two subdomain edges meet. 
We denote by 
–	 Fi the set of subdomain faces, 
–	 Ei the set of subdomain edges, 
–	 Vi the set of subdomain vertices 
on ∂Ωi. We denote by FΓ and FD the subset of subdomain faces on the interface ∂Ωi ∩ Γ and the i i 
outer (Dirichlet) boundary ∂Ωi ∩ Ω, respectively. Correspondingly, EiΓ and EiD (ViΓ and ViD) denote 
the subset of subdomain edges (vertices) on the interface and the Dirichlet boundary, respectively. 
We consider simplicial triangulations Ti on Ωi which are quasi-uniform and shape-regular. The 
local mesh parameter is denoted by hi. We require that the triangulations match on the subdomain 
interfaces. Note that these assumptions (together with Assumption A1) imply that Hi � Hj and 
hi � hj if Γi,j =� ∅. The set of nodes of the mesh on the local boundary ∂Ωi is denoted by ∂Ωih , 
and similarly, we deﬁne Γ h and Γij
h to be the sets of nodes on the interface Γ and on the subdomain 
interface Γij , respectively. A typical node will be denoted by xh. For the discretisation of (2.1) we use 
continuous piecewise linear ﬁnite elements. We denote by V h(Ω), V h(Ωi) and V h(∂Ωi) the spaces of 
continuous piecewise linear functions (with respect to the mesh) on the domain Ω, on a subdomain Ωi 
and on the local boundary ∂Ωi, respectively. Note that these spaces do not incorporate the essential 
boundary conditions on ∂Ω. Without loss of generality, we assume that the given Dirichlet trace gD 
is in V h(∂Ω). Also without loss of generality, we assume that the coeﬃcient α is piecewise constant 
on the elements of the triangulation. 
Our analysis will require some notion of a boundary layer near subdomain interfaces. Therefore, we 
need the following deﬁnition which is closely related to the one in [16]. 
Deﬁnition 2.5 (discrete boundary layer). Let i ∈ {1, . . . , N} and ηi > 0. We deﬁne the discrete 
boundary layer of Ωi to be the open set Ωi,ηi such that 
Ωi,ηi := τ : τ ∈ Ti , dist(τ, ∂Ωi) ≤ ηi , 
i. e., the set of all points within a distance ηi from the boundary ∂Ωi extended to a union of elements. 
An illustration of this deﬁnition is given in Fig. 1. 
� � 
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Deﬁnition 2.6 (ηi-regular). The discrete boundary layer Ωi,ηi is called ηi-regular if there exists a 
shape-regular partition � �

Ξi,ηi := ωi,1, . . . , ωi,si

of Ωi,ηi into non-overlapping, regular patches ωi,j (in the sense of Deﬁnition 2.1) with diam ωi,j � ηi, 
such that (i) the intersection of ∂ωi,j with ∂Ωi is non-empty and equal to the union of faces of the 
simplices forming the patch ωi,j (in Deﬁnition 2.1), and (ii) the intersection of ∂ωi,j with an edge 
E ∈ Ei is the union of edges of the simplices forming the patch ωi,j . 
Assumption A2. For each i ∈ {1, . . . , N} the parameter ηi > 0 is chosen such that 
(i) Ωi,ηi is ηi–regular, 
(ii) ηi � ηj , if Γij =� ∅, and 
(iii) the meshes induced by the patches match on the subdomain interfaces. 
For the sake of simplicity, we make no diﬀerence between functions on discrete spaces and their 
vector representations with respect to the standard nodal basis, as well as between operators and 
their matrix representations with respect to the same basis. Similarly, we identify any discrete space 
X with its dual space X∗. 
On the subdomain Ωi, we can assemble the local ﬁnite element stiﬀness matrix Ki and group it with 
respect to the unknowns on the subdomain boundary (subscript B) and the interior (subscript I), 
Ki =	
Ki,BB Ki,BI . (2.4)
Ki,IB Ki,II 
Since none of the spaces V h(Ωi) incorporates essential boundary conditions, each of the local operators 
Ki is only positive semi-deﬁnite with ker Ki = span{1Ωi }, where 1Ωi denotes the constant function 
1 on Ωi. We deﬁne the Schur complement Si of Ki,II in Ki by 
Si := Ki,BB − Ki,BI [Ki,II ]−1Ki,IB .	 (2.5) 
Note, that the application of Si means actually solving a Dirichlet boundary value problem on the 
subdomain Ωi. Since Si is symmetric positive semideﬁnite, it deﬁnes a seminorm, 
|v| := �Si v, v�1/2 for v ∈ V h(∂Ωi),	 (2.6)Si 
that obeys the minimising property 
|v|S2 i = min 
Ωi 
α(x) |�v�(x)|2 dx : v� ∈ V h(Ωi) , v�|∂Ωi = v . (2.7) 
We denote by Hi,αv the function v� ∈ V h(Ωi) for which the minimum is attained, and we call this 
function the discrete α-harmonic extension of v from V h(∂Ωi) to V h(Ωi). 
The Galerkin projection of (2.1) onto the space V h(Ω) (which does not include the essential bound­
ary conditions) leads to the following constrained linear system. Find u� ∈ V h(Ω), u ∂Ω = gD such 
that (2.1) (substituting u� for u and v� for v) holds for all test functions v� ∈ V h(Ω), v�|∂Ω | = 0, in short 
K� u� = f. �	 (2.8) 
The global stiﬀness matrix K� and the load vector f� can be assembled from (parts of) the local 
contributions Ki and fi, respectively. Non-homogeneous Dirichlet boundary conditions can be treated 
with standard homogenisation techniques. 
FETI methods are special domain decomposition methods to solve system (2.8) in parallel. The 
common idea of these methods is to decouple the system subdomain-wise and to enforce the continuity 
of u� across the subdomain interfaces by Lagrange multipliers λ. There are various strategies to 
eliminate the primal variables and to design parallel preconditioners for the dual system in λ; these 
are the one-level, dual-primal, and all-ﬂoating or total FETI methods, see [10,44], as well as [26,27, 
29] for further results developed in the closely related area of boundary elements (BETI). 
To simplify the presentation and the proofs, we will follow mainly the all-ﬂoating approach where 
the Dirichlet boundary conditions are incorporated via Lagrange multipliers. However, the results 
carry over also to the more classical one-level FETI approach, albeit with one additional assumption. 
We will come back to this below. See [28,31] for details on how some of the proof techniques can also 
be extended to analyse dual-primal methods. 
� � 
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3 Weighted Poincare´ and discrete Sobolev inequalities 
The crucial new theoretical tools needed for our analysis below are weighted Poincare´ and weighted 
discrete Sobolev inequalities. As we have seen in [30], the robustness of FETI methods is not aﬀected 
by variations of the coeﬃcient in the interior of each subdomain Ωi. This is the reason why in [30] 
we generalised the Poincare´ and discrete Sobolev inequalities to the discrete boundary layer Ωi,ηi . 
Here, we go one step further and prove certain weighted versions of Poincare´ and discrete Sobolev 
inequalities on the discrete boundary layer Ωi,ηi in order to allow also for some coeﬃcient variation 
along the interfaces between subdomains. 
3.1 Weighted Poincare´ inequality – two coeﬃcient regions 
Let us consider a single subdomain Ωi and let us ﬁx ηi > 0 according to Assumption A2. To state 
our weighted Poincare´ inequality, we further decompose the discrete boundary layer Ωi,ηi into two 
non-overlapping connected subregions Ω(1) and Ω(2) such that i,ηi i,ηi 
(1) (2)
Ωi,ηi = Ωi,ηi ∪ Ωi,ηi , (3.1) 
see also Fig. 2. Let Γ (12) be the larger of the connected components of the interface ∂Ω(1) ∩ ∂Ω(2) .i,ηi i,ηi i,ηi 
Before we state and prove our weighted Poincare´ type inequality, we need some elementary results 
(see also [30, Appendix]). 
Deﬁnition 3.1. Let Ωi,ηi be ηi–regular. We say that the partitioning (3.1) is compatible, if each of 
(k)the subregions Ωi,ηi can be partitioned into a union of the patches ωi,j in Deﬁnition 2.6, such that 
(12)the interface Γi,ηi is the union of faces of the patches. 
In the following, we assume that Ωi,ηi is ηi-regular and the partitioning (3.1) is compatible. For 
k ∈ {1, 2} we deﬁne 
(k) (k)
Ξi,ηi := {ωi,j ∈ Ξi,ηi : ωi,j ⊂ Ωi,ηi }, 
(k) (k) (k)which is a partition of the subregion Ωi,ηi into patches. Patches from Ξi,ηi will be denoted by ωi,j . 
(k) (k) (k) (k)Deﬁnition 3.2. Let ωi,j , ωi,� ∈ Ξi,ηi . We call Pj� a path of length Mj� connecting the patches ωi,j 
(k) (k) (k)and ωi,� , iﬀ it is a connected union of Mj� patches from Ξi,ηi . Moreover, we denote by γi,j all the 
faces (resp. edges for d = 2) of the patches from Ξ(k) that are contained in ∂Ωi ∪ Γ (12) .i,ηi i,ηi 
Lemma 3.3. Let γ(k) and γ(k) be faces (resp. edges for d = 2) of the patches ω(k) (k) (k) i,� i,j i,j , ωi,� ∈ Ξi,ηi 
according to Deﬁnition 3.2 and let Pj� be a path of length Mj� connecting the two patches. Then 
η
1 
d (k) (k) 
|u(x) − u(y)|2 dsx dsy � Mj� |u|2 H1(Pij ) ∀u ∈ H1(Pij ). 
i γi,j γi,� 
Proof. The proof follows immediately from [30, Lemma A.2(i)]. 
Lemma 3.4. For all u ∈ H1(Ω(k) ) with (12) u ds = 0, we have i,ηi Γi,ηi 
η
1 
i 
�u�2 
L2(∂Ωi ∩∂Ωi) 
� 
� H
ηi
i 
�β 
|u|2 H1(Ωi,ηi (3.2)(k) ) , 
(12)with β = d in general, and β = 2 if d = 3 and |Γi,ηi | � Hi ηi (as e. g. in Fig. 2, left). 
� 
� � 
� � � � 
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i,Ω
(2)
ηi
Hi
η i
Ω(1)i,
η i
i,Ω
(1)
i,Ω
(2)
Hi
η i
η i
Fig. 2 Diﬀerent settings of the subregions Ω
(k) 
in three dimensions. Left |Γ (12) � Hi ηi, right Γ (12) � η2 i,ηi i,ηi | | i,ηi | i 
Proof. Let Λ(k) := ∂Ω(k) ∩ ∂Ωi. As in [30, Lemma 4.3], we integrate the identity i i 
u(x)2 + u(y)2 − 2 u(x) u(y) = � u(x) − u(y) �2 
(k) (12)with respect to x over Λi and with respect to y over Γi,ηi . From our assumption that Γ u ds = 0 (12) i,ηi 
and by dropping a positive term we obtain 
Γ 
(12) 2 u(x) − u(y) 2 dsy dsx . (3.3)
(k) 
i i,ηi 
| i,ηi | �u�L2(Λi (k)) ≤ Λ Γ (12) 
| |
Combining (3.3) and Lemma 3.3 yields 
Γ 
(12) 2 2 dsx dsy| i,ηi | �u�L2(Λ(k) ) ≤ 
γ γ
(k) 
|u(x) − u(y)|
(k)i 
(k) (k) (k) (12) i,j i,�j:ωi,j ⊂Λi �:ωi,j ⊂Γi,ηi 
� ηid Mj� u 2| |H1(Pij ) . 
(k) (k) (k) (12)
j:ωi,j ⊂Λi �:ωi,j ⊂Γi,ηi 
Using the regularity of Ωi and the ηi-regularity of Ωi,ηi , it is easily shown that (i) the ﬁrst sum contains 
(k) (12)O(|Λi |/ηid−1) terms, (ii) the second sum contains O(|Γi,ηi |/ηid−1) terms, and (iii) Mj� � Hi/ηi. 
Therefore, we can conclude that 
Λ
(k) Γ 
(12) 
Γ 
(12) 2 � | i | | i,ηi | ηd Hi 2 (k) (k)| i,ηi | �u�L2 (Λi ) ηid−1 ηid−1 i ηi 
|u|
H1(Ωi,ηi 
) 
and so 
1 2 
(k) � 
|Λi (k)|Hi u 2 (k) . (3.4)
ηi 
�u�
L2(Λi ) ηd 
| |
H1(Ωi,ηi 
)
i 
Since |Λ(k)| � Hd−1, we obtain inequality (3.2) with β = d.i i 
(12)Suppose now that d = 3 and |Γi,ηi | � Hi ηi. Using an analogous overlapping argument as in [30, 
Lemma A.3], one can show that the paths Pj� connecting the boundary patches with the interface 
patches can be grouped in such a way that we save one power of Hi/ηi in (3.4), i. e., 
1 2 Λi 
(k)
2 
ηi 
(k) 
i 
(k)�u�
L2(Λi ) 
� |
η2 
| |u|
H1(Ωi,ηi 
) 
, 
from which one easily deduces (3.2). 
To state our weighted Poincare´ type inequality, we set on each of the subregions Ω(k) i,ηi 
(k) (k)
αi,ηi := min α(x), αi,ηi := max α(x), (3.5)(k) (k)
x∈Ωi,ηi x∈Ωi,ηi 
such that α(k) ≤ α(x) ≤ α(k) for all x ∈ Ω(k) .i,ηi i,ηi i,ηi 
� � 
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Lemma 3.5 (weighted Poincare´ inequality). Let ηi > 0�and let Ωi,ηi be ηi–regular. Suppose that the 
partitioning (3.1) is compatible and u ∈ H1(Ωi,ηi ) with (12) u ds = 0. Then, Γi,ηi 
1 
η2 
α(x) |u(x)|2 dx � C∗ α(x) |�u(x)|2 dx (3.6)i,ηi 
i Ωi,ηi Ωi,ηi 
with � Hi �d α(k) 
C∗ := max i,ηi .i,ηi ηi k=1,2 (k)αi,ηi � �2 α(k) If d = 3 and Γ (12) � Hi ηi (e. g. in Fig. 2, left), then (3.6) holds with C∗ = Hi maxk=1,2 i,ηi .i,ηi i,ηi ηi α(k)| | i,ηi 
Proof. Let k Since Ωi,ηi is ηi–regular and the partitioning (3.1) is compatible, we can ∈ {1, 2}. 
(k)partition Ω(k) into a union of patches from the set Ξi,ηi (cf. Deﬁnition 2.6) denoted by {ωi,j }, and i,ηi 
1 2 � 1 2�u�
L2(Ω
(k) = �u�
L2 (ω
(k) . 
ηi 
2 
i,ηi 
) 
j 
ηi 
2 
i,j ) 
As above let Λ(k) := ∂Ω(k) ∩ ∂Ωi. Then, by Deﬁnition 2.6, Λ(k) is the union of faces γ(k) of the i i i i,j 
(k) (k)patches {ωi,j }. Hence, by a standard Friedrichs type inequality on each patch ω , we have i,j 
(k) (k) (k) (k) (k)
η
1 
2 �u�2 L2(Ωi,ηi ) 
� 
�� 
|u|2 
H1(ωi,j ) 
+ 
η
1 
i 
�u�2 
L2(γi,j ) 
� 
= |u|2 
H1(Ωi,ηi 
) 
+ 
η
1 
i 
�u�2 
L2(Λi ) 
. (3.7) 
i j 
Now, on each of the parts Λi 
(k) we can apply inequality (3.2) from Lemma 3.4 to bound the L2–term 
on the right hand side of (3.7), such that 
1 
� � 
(k) 
� Hi �β 2α(x) u(x) 2 dx � αi,ηi u (k)ηi 2 Ωi,ηi | | k=1,2 ηi | |H1(Ωi,ηi ) � �β (k) � Hi αi,ηi� max 
(k)
2 dx, 
k=1,2 
α(x) |�u(x)|
ηi αi,ηi Ωi,ηi 
(k) (k)where αi,ηi and αi,ηi are deﬁned in (3.5). 
We ﬁnish this subsection with a few remarks on Lemma 3.5. First of all note that the Poincare´ 
(k)constant in Lemma 3.5 only depends on the local variation of α on each subregion Ωi,ηi of Ωi,ηi , and 
is completely independent of the values and the variation of α in the interior of Ωi and of the contrast 
(1) (2) (k)between the two regions Ωi,ηi and Ωi,ηi . In particular, if α(x) is constant on each of the regions Ωi,ηi 
then C∗ = (Hi/ηi)β (with β depending on the measure of the interface Γ 
(12)).i,ηi i,ηi 
Note also that there is no restriction on the size of ηi in Lemma 3.5. In particular, if ηi > Hi/2, 
then Ωi,ηi = Ωi and (3.6) reduces to an inequality on all of Ωi, i.e. � (k) �
1 
α(x) 2 dx � max 
αi,ηi 2 dx. 
H2 
|u(x)|
k=1,2 (k) 
α(x) |�u(x)|
i Ωi αi,ηi Ωi 
(2) (12)Finally, if one of the subregions, say Ωi,ηi , is empty, we can set Γi,ηi := ∂Ωi, and (3.6) reduces to 
1 
� � Hi �2 α(1) � 
α(x) u(x) 2 dx � i,ηi 2 dx. 
η2 
| |
ηi (1) 
α(x) |�u(x)|
i Ωi,ηi αi,ηi Ωi,ηi 
Obviously, Lemma 3.5 can be generalised in a straightforward way to Mi > 2 subregions Ω
(k) by � i,ηi 
introducing Mi − 1 functionals u ds acting on appropriately chosen interfaces Γ k� . However, Γ (k�) i,ηii,ηi 
since there is only one degree of freedom per subdomain in our coarse space (see Lemma 5.2 below), 
� 
� � 
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Ω(1)i Ω(2)i
Ω(3)i
Ω(4)i
Ω(5)i
Hi
ηi
i*Γ
iΩ
(1)
iΩ
(2)
(k)
Fig. 3 Left multiple coeﬃcient regions, admissible for Lemma 3.6, in grey: Ωi,ηi , right beam type example 
this will be of no use here. Instead, we prove a weighted discrete Sobolev type inequality in the 
next subsection. Weighted Poincare´ inequalities with more than one functional (based on [4]) were 
used by Xu and Zhu [47] recently to prove coeﬃcient–robustness of geometric multigrid in the case 
of piecewise constant coeﬃcients that are resolved by the coarse meshes. A very similar weighted 
Poincare inequality to the one we gave here (with one functional) was also recently proved by Galvis 
and Efendiev [14] and used in the analysis of two-level overlapping Schwarz. 
3.2 Weighted discrete Sobolev inequality – multiple coeﬃcient regions 
Let us again consider a single subdomain Ωi, but now let {Ω(k) i }k=1,...,Mi 
partition of Ωi into Mi connected subregions Ω
(k) 
i , i.e. 
be a non-overlapping 
Ωi = Ω
(1) 
i ∪ . . . ∪ Ω
(Mi) 
i , (3.8) 
with a non-empty intersection 
M�i
Γi 
∗ := Ω
(k) 
. (3.9)i 
k=1 
For technical reasons, we have to assume that each of the subregions Ωi 
(k) is a regular domain in the 
sense of Deﬁnition 2.1, with diam (Ω(k)) � Hi. Note that this implies Mi = O(1), see also Fig. 3, left. i 
(k) (k) (k)Now, let ηi > 0 and let Ωi,ηi := Ωi ∩ Ωi,ηi , i. e. the part of Ωi in the boundary layer. Assume 
that Ωi,ηi is ηi-regular. Analogously to Deﬁnition 3.1, we say that the partition (3.8) is compatible if 
(k)each of the subregions Ωi,ηi is a union of patches from Deﬁnition 2.6 and the intersection Γi 
∗ a union 
(k) (k) (k)of faces, edges, and vertices of these patches. For each Ωi,ηi , let αi,ηi and αi,ηi be as deﬁned in (3.5). 
Lemma 3.6 (weighted discrete Sobolev inequality). Let ηi > 0 and let Ωi,ηi be ηi–regular. Suppose 
that the partitioning (3.8) is compatible and that 
α(x) � α(k) (k) ∀k = 1, . . . ,Mi . (3.10)i,ηi ∀x ∈ Ωi 
Let THi (Ωi) denote the coarse triangulation in Deﬁnition 2.1, chosen such that it resolves each of the 
subregions Ω(k), and assume that Xi 
∗ ⊂ Γi ∗ is a face, an edge, or a vertex of THi (Ωi). Then, for all 
u ds = 0 (or with u(Xi 
∗) = 0, if Xi 
∗ is a vertex), we have 
i 
u ∈ V h(Ωi) with X∗ i 
1 
α(x) |u(x)|2 dx � C∗ 
Ωi 
α(x) |�u(x)|2 dx (3.11)i,ηiη2 i Ωi,ηi 
with (k)
Hi Mi αi,ηiC∗ := σ(Hi/hi) maxi,ηi k=1 (k)ηi αi,ηi 
and ⎧ ⎪⎨ ⎪⎩ 
1 if Xi 
∗ is a face (resp. edge) of THi (Ωi) and d = 3 (resp. d = 2), 
σ(Hi/hi) := (1 + log(Hi/hi)) if Xi 
∗ is an edge (resp. vertex) of THi (Ωi) and d = 3 (resp. d = 2), 
Hi/hi if Xi 
∗ is a vertex and d = 3. 
10 Clemens Pechstein and Robert Scheichl 
iΩ
(1)
iΩ
(1)
Hi
i
iδ δ 0
0
1
1iδ
u
Fig. 4 Left Plate type examples in two and three dimensions, right counterexample, see Sect. 3.3 
Proof. The proof is quite similar to that of Lemma 3.5. However, instead of applying Lemma 3.4 to 
(3.7) we use the following discrete Sobolev inequality on each of the subregions Ωi 
(k): 
2 2�u�
L2 (∂Ωi 
(k)∩∂Ωi) � Hi σ(Hi/hi) |u|H1(Ωi (k)) . (3.12) 
This inequality follows from [44, Lemma 4.15, Lemma 4.21, and Sect. 4.6.1]. 
Note that provided the coeﬃcient α(x) fulﬁls condition (3.10), the constant C∗ in Lemma 3.6 i,ηi 
(k)depends only on the local variation of α within the boundary layer Ωi,ηi of each subregion, but not 
on the contrast in the value of α(x) between subregions. In particular, if α is constant in each Ω(k) i,ηi 
then C∗ is completely independent of variations of α. Note also that we do not require any upper i,ηi 
bound on α(x) in the subdomain interior. The size of the constant C∗ is completely independent i,ηi 
of the size of α(x) in the interior and so α(x) can be arbitrarily large in the interior.

Remark 3.7. The beam type setting in Figure 3, right, cannot be treated with the weighted Poincare´

inequality in Lemma 3.5 because the beam is not connected in the boundary layer. However, it can

be treated with Lemma 3.6 since the intersection of the two subregions contains a face of THi (Ωi).

The statements of both lemmas also hold under weaker assumptions, and we will present a series 
of such extensions in Section 6. A more general framework for weighted Poincare´ inequalities based 
on a generalisation of the notion of quasi-monotonicity in [12,39] has recently been developed in [34, 
33]. 
3.3 Counterexample 
A simple example where neither Lemma 3.5 nor Lemma 3.6 can be applied is the situation depicted 
in Fig. 4, i. e. a “plate”–type subregion Ωi 
(1) (in grey) separating the remainder of Ωi into two 
disconnected regions. If α is chosen, such that α(x) = ε � 1, for all x ∈ Ω(1), and α(x) = 1 in the i 
remainder of Ωi, then neither the assumptions of Lemma 3.5 nor those of Lemma 3.6 are satisﬁed 
(for any choice of ηi). Moreover, choosing u as depicted in Fig. 4, right, in the direction perpendicular 
to the plate (vertical) and constant in the other direction(s), we get 
1 
� � 
Hd−1 
2 
Hd ≤ 
Ωi 
α(x) |u(x)|2 dx ≤ Hd and 
Ωi 
α(x) |�u(x)|2 dx = 4 ε
δ
i
i 
,i i 
for any 0 < δi < H/2, showing that the constant C∗ in Lemma 3.5 must depend on the size of the i,Hi 
jump in α(x) in this example and C∗ ≥ ε−1 δi .i,Hi 4 Hi 
Note that for ε � 1 the assumptions of Lemmas 3.5 and 3.6 are not fulﬁlled either, but in contrast, 
here a robust inequality can be proved (see Section 6). 
4 FETI methods for multiscale elliptic PDEs 
In this section, we ﬁrst describe brieﬂy the classical one-level and the all-ﬂoating FETI method, 
paying particular attention to the proposed modiﬁcations in the multiscale context. The section ends 
with the main result of the paper, Theorem 4.1. 
� � � � 
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4.1 Description of one-level and all-ﬂoating FETI 
Following [44, Sect. 6.3], we introduce separate unknowns ui ∈ V h(Ωi) on the subdomains and denote 
by u = [u1, . . . , uN ]� the discontinuous approximation of u� in �Ni=1 V h(Ωi). The continuity of the 
solution is enforced by constraints of the form 
ui(x h) − uj (x h) = 0 for x h ∈ Γ h (4.1)ij . 
Note that at nodes where more than two subdomains meet this introduces redundancies. In this work, 
we consider only fully redundant constraints, i. e., the full set of possible constraints is used. In the 
all-ﬂoating formulation (cf. [10,27]), we incorporate the Dirichlet boundary conditions by additional 
constraints of the form 
ui(x h) − gD(x h) = 0 for x h ∈ ∂Ωh ∩ ∂Ω. (4.2)i 
Note that unlike the continuity constraints (4.1), the Dirichlet constraints (4.2) are completely local to 
each subdomain. Let NC denote the total number of constraints in (4.1) and (4.2) and set U := RNC . 
Then we can write (4.1) and (4.2) compactly as 
N
Bi ui = b ∈ U, or equivalently, B u = b. (4.3) 
The operators Bi : V h(Ωi) U can be represented by signed Boolean matrices. The full jump �N → operator B : V h(Ωi) → U is deﬁned as B := [B1, . . . , BN ]. The entries of the vector b ∈ U thati=1 
correspond to the constraints in (4.2) contain the values gD(xh). All other entries of b are zero. By 
a simple energy minimisation argument, it follows from the above that solving (2.8) is equivalent to 
ﬁnding u = [u1, . . . , uN ]� and λ ∈ U satisfying the saddle point system 
� 
i=1 
⎞⎛ 
K1 0 B1
� ⎛⎞⎛ ⎞f1u1 ⎜⎜⎜⎝ ⎜⎜⎝ ⎟⎟⎟⎠ ⎟⎟⎠ = ⎜⎜⎝ ⎟⎟⎠. . . . . . . . . . . (4.4). . 0 KN B�N fNuN 
B1 BN 0 λ b· · · 
System (4.4) is uniquely solvable modulo an element in {[0, . . . , 0]�} × ker B� if and only if the 
block K := diag (Ki) is SPD on ker B, or equivalently, ker K ∩ ker B = {0}. This condition is true 
whenever the Dirichlet boundary is non-empty. We refer to U as the space of Lagrange multipliers. 
The more classical one-level FETI formulation leads to a very similar saddle point system. See [30, 
44] for details. 
Recall that each of the operators Ki is only positive semi-deﬁnite and ker Ki = span{1Ωi }. We 
introduce operators Ri : R → V h(Ωi) : ξi �→ ξi 1Ωi such that range Ri = ker Ki. Let K† denote some i 
pseudoinverse of Ki. Then, under the compatibility condition 
fi − Bi�λ ∈ range Ki , 
we can eliminate the unknowns ui from (4.4), i. e. 
ui = Ki
†[fi − B�λ] + Ri ξi , (4.5)i 
for some ξ = [ξi]Ni=1. Finally, using that range Ki = ker R
�
i and with the abbreviations 
K := diag (Ki), f := [f1, . . . , fN ]�, R := diag (Ri), K† := diag (Ki
†), 
F := BK† B�, G := BR, d := BK†f − b, e := R�f, 
we arrive at the dual formulation (see [44] for details): Find (λ, ξ) ∈ U × RN such that �� 
G
F 
� 
−
0 
G λ
ξ 
= d
e 
. (4.6) 
� 
� � 
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In practice, this saddle point system is solved using a projection 
P : U → ker G� ⊂ U such that P := I − QG (G�QG)−1 G�, (4.7) 
where a careful choice of the SPD scaling operator Q : U U will be crucial to render the method →
robust to coeﬃcient variation (see (4.14)–(4.15) below). Introducing the subspace 
V := {λ ∈ U : �B z , λ� = 0 ∀z ∈ ker K} = ker G� = range P (4.8) 
and using the projection operator the saddle point system (4.6) can be reduced to solving 
P �F λ� = P �(d − F λ0), (4.9) 
for λ� ∈ V , where λ0 = QG(G�QG)−1e. The original variables λ and ξ can then be recovered from 
the relations λ = λ0 + λ� and ξ = (G�QG)−1G�Q (F λ − d). 
Several things are worth mentioning. First note that G�QG is the Galerkin projection of B�QB 
onto ker K. Since ker K ∩ ker B = {0}, the operator G�QG is invertible as long as Q is SPD on 
range G. Furthermore, since equation (4.9) is SPD on the subspace V modulo ker B�, it can be 
solved using a projected preconditioned conjugate gradient method. The actual solution u can ﬁnally 
be recovered using (4.5). Note that even if λ is only unique modulo an element in ker B�, the solution 
u is always unique (see e. g. [28] for a more detailed discussion). The crucial ingredients that will make 
the method robust with respect to varying coeﬃcients are the choice of Q and of the preconditioner 
M−1. In the sequel, we present suitable choices for Q and M−1, generalising the method analysed by 
Klawonn and Widlund and building on the results in [30, §5.2 & 5.3]. 
4.2 Choice of Q and M−1 for varying coeﬃcients 
We follow [30, §5.2]. In order to deﬁne M−1 we need to introduce scaling operators Di for the Boolean 
matrices Bi on the space U of Lagrange multipliers. For each subdomain Ωi and for each xh ∈ ∂Ωi, 
we deﬁne the pointwise weight 
α�i(x h) := max α|τ , (4.10) 
τ ⊂ωi(xh) 
where ωi(xh) ⊂ Ωi is the (local) patch of all elements in Ti that contain node xh (see [30, Fig. 5]). 
Furthermore, we deﬁne the weighted counting functions ⎧ � �⎨ α�i(xh) � α�k(xh) −1 for xh ∈ ∂Ωh , 
δi
†(x h) := ⎩ k∈N (xh) i (4.11) 
0 for xh ∈ ΓSh \ ∂Ωih , 
where N (xh) := {k : xh ∈ ∂Ωk}, the index set of the subdomains sharing node xh ∈ Γ h . Each 
function δi
†( ) can be interpreted as a ﬁnite element function on the skeleton ΓS , and the set of all ·
these functions provides a partition of unity on the skeleton, cf. [44, Section 6.2.1]. Now, to deﬁne Di, 
let λij (xh) denote the component of λ ∈ U which corresponds to the constraint (of type (4.1)) at an 
interface node xh ∈ Γijh and let λiD(xh) denote the component of λ corresponding to the constraint 
(of type (4.2)) at a Dirichlet node xh ∈ ∂Ωh ∩ ∂Ω. Let Di : U → U be the diagonal matrix such that i 
(Diλ)ij (xh) := δj
†(xh)λij (xh) for xh ∈ Γ h (4.12)ij , 
(Diλ)iD(xh) := λiD(xh) for xh ∈ ∂Ωih ∩ ∂Ω. 
Then our FETI preconditioner is chosen to be 
N
M−1 := 
� 
Di Bi 
Si 0 B�Di . (4.13)0 0 i 
i=1 
where the Si are the Schur complements of the stiﬀness matrices Ki deﬁned in (2.5). 
� 
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The linear operator Q which appears in the projection P in (4.7) is (usually) also set to be a 
diagonal matrix with 
(Qλ)ij (xh) := min(α�i(xh), α�j (xh)) qi(xh) λij (xh) for xh ∈ Γijh , (4.14)
(Qλ)iD(xh) := α�i(xh) qi(xh) λiD(xh) for xh ∈ ∂Ωh ∩ ∂Ω, i 
where, in three dimensions, ⎧
⎨ h2

qi(x h) := 
(1 + log(Hi/hi)) i if xh lies on a subdomain face, (4.15)Hi⎩ 
hi if xh lies on a subdomain edge or vertex. 
In two dimensions, qi(xh) = (1 + log(Hi/hi)) hi/Hi for subdomain edges and qi(xh) = 1 for vertices. 
Note that qi(xh) � qj (xh) for neighbouring subdomains since Hi � Hj and hi � hj . If the coeﬃcient 
α is piecewise constant with respect to the subdomains, our choices of M−1 and Q coincide with the 
ones given in [26,27] (which builds on [21]). 
In each step of the projected preconditioned conjugate gradient method, we have to apply P �F 
and P M−1 . Therefore, the main ingredients of FETI methods are local Dirichlet and regularised 
Neumann solves on the subdomains Ωi as well as a coarse solve with the operator G�QG, which is 
sparse, see [30,44]. We assume that these types of problems can be handled by direct solvers. 
We remark that if we do not impose the Dirichlet boundary conditions by Lagrange multipliers 
but incorporate them in the local spaces V (Ωi), we obtain the standard one-level FETI method, cf. 
[30,44]. There, some of the operators Ki are regular, thus some of the kernel spanning operators Ri 
are not needed, and the dimension of the coarse space gets smaller, but otherwise the setup and the 
choice of Q and M−1 is the same. 
4.3 Main result 
We are now ready to state the main result of this paper and present new condition number bounds for 
the standard one-level and for the all-ﬂoating FETI method. The proofs are postponed to Section 5. 
Before we give these results, we need one ﬁnal technical assumption on the local variation of α(x). 
Assumption A3. Let i ∈ {1, . . . , N} and let ωi,j ∈ Ξi,ηi be one of the patches covering Ωi,ηi in 
Deﬁnition 2.6. We assume that α�i(xh) is constant on each face f and on each edge e of ∂ωi,j ∩ ∂Ωi, 
i. e. we assume that the coeﬃcients do not vary locally on any of the patch (boundary) faces or edges 
in any of the subdomain boundary layers. 
Recall that faces and edges are always considered to be open, i. e. they do not contain their boundary 
nodes. Thus, large jumps of α(x) across the subregions Ωi 
(k) are of course still allowed. In Section 6, 
we will sketch how we can weaken Assumption A3. 
Theorem 4.1 (all-ﬂoating FETI). Let {ηi} and α(x) be such that Assumptions A1, A2 and A3 hold. 
On each subdomain let C∗ be the minimum of the values of C∗ in Lemma 3.5 and in Lemma 3.6 i,ηi i,ηi 
with compatible partitionings (3.1) and (3.8), respectively, such that (3.10) holds. Then the condition 
number κ of the preconditioned all-ﬂoating FETI system described above satisﬁes 
N Hj N 
� � 
κ � max max C∗ (1 + log(Hi/hi))2 . (4.16)
j=1 ηj i=1 
i,ηi 
The hidden constant is independent of Hi, ηi, hi and N , as well as of the contrast in the coeﬃcient α. 
It does depend on the local variations of α on each patch ωi,j . The constants C∗ depend on (i) i,ηi 
(k) (k)maxk αi,ηi /αi,ηi , (ii) a power of Hi/ηi, and possibly (iii) a logarithmic or linear term in Hi/hi (see 
Section 3 for details). 
Proof. Postponed to Section 5. 
�� 
� �� �� � 
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Corollary 4.2 (one-level FETI). Let the assumptions of Theorem 4.1 hold. In addition, for any 
(k)non-ﬂoating subdomain Ωi (i. e. for any subdomain that touches the Dirichlet boundary), let Ωi,ηi in 
(3.1) and Ωi 
(k) in (3.8) be such that each of them touches the Dirichlet boundary at least in an edge 
(resp. vertex) of the triangulation THi (Ωi) in Deﬁnition 2.1 (introduced in Lemma 3.6) in three (resp. 
two) dimensions. Then the condition number κ of the one-level FETI system also satisﬁes (4.16). 
We ﬁnish this section with a few remarks. First, we would like to illustrate the result of Theorem 4.1 
for a special case: If ηi � Hi, α(x) is constant (or mildly varying) in each of the subregions Ω(k) , and i,ηi 
the interface Γi 
∗ from Lemma 3.6 can be chosen to contain at least a coarse edge in three dimensions, 
then 
κ � (1 + log(Hi/hi))3 
at worst. Moreover, if the number of subregions Mi ≤ 2 for all subdomains Ωi, then Lemma 3.5 
applies and the cubic dependence is reduced to a quadratic one. Secondly, we would like to emphasize 
that if we can apply Lemma 3.5 in each subdomain Ωi the estimates are completely independent of 
the values of α(x) in the subdomain interiors Ωi \ Ωi,ηi , see also [30, Remark 3.5]. 
Statements similar to that of Theorem 4.1 can also be shown under weaker assumptions. We 
present such extensions in Section 6. There and in Section 7 we will also see that the extra factor of 
maxNj=1 Hj /ηj in (4.16) is an artefact of our proof which we do not observe numerically. However, we 
are only able to eliminate it in the case that Lemma 3.6 applies in each subdomain (see Theorem 6.3 
below), or by making a diﬀerent choice of Q in the FETI preconditioner (see Theorem 6.4 below). 
5 Proof of Theorem 4.1 and Corollary 4.2 
As in our previous work [30], we give proofs for the three-dimensional case; the two-dimensional case 
is analogous. Section 5.1 introduces an abstract framework on the operator level, similar to that of the 
usual proof, cf. [44, Sect. 6.3]. Section 5.2 introduces some technical tools which we need speciﬁcally 
for the case of varying coeﬃcients. Finally, in Section 5.3, we prove the crucial estimate for the 
projection operator deﬁned in (5.2) below. In contrast to the proof idea outlined in [30, Sect. 4] our 
proof below reduces the crucial bounds to standard results on patches ωi,j (cf. Deﬁnition 2.6) rather 
than on subdomains. We concentrate on the all-ﬂoating formulation and the proof of Theorem 4.1. 
In Section 5.4 we sketch how to extend the proof to one-level FETI and thus prove Corollary 4.2. 
5.1 Abstract framework 
First, we deﬁne the spaces 
N� 
Wi := V h(∂Ωi), W := Wi , 
i=1 
in which we will carry out the analysis, we write Si : Wi Wi, and we deﬁne S : W W by → →
S := diag (S). We recall that each Si induces the seminorm wi Si := �Si wi, wi�1/2, cf. (2.6), and 
that = for any constant c ∈ R. On the product space W we deﬁne |wi + c|Si |wi|Si 
| |
�1/2N
|w|S := |wi|2 for w ∈ W. Si 
i=1 
Furthermore, we deﬁne the space 
V � := {µ ∈ U : �B z, Qµ� = 0 ∀z ∈ ker K} = range P �, (5.1) 
which can be shown to be isomorphic to the space V deﬁned in (4.8). In the following, we assume 
that U = range B, i. e., ker B� = {0}. The general case, where we have to work in the factor spaces 
modulo ker B�, follows then from this special case; for details see e. g. [28,44]. Finally, we deﬁne the 
operator 
PD := B1
�D1 B1 . . . B�N DN BN , (5.2) 
� � � � 
� 
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which can be shown to be a projection fulﬁlling B PD = B. In other words, I − PD is a projection 
to the functions that are continuous across the subdomain interfaces and that fulﬁl the homogeneous 
Dirichlet conditions on ∂Ω. Analogously to [21] we can show that 
(PD w)i(x h) = j∈N (x
h ) δj
†(xh) wi(xh) − wj (xh) for xh ∈ ∂Ωih ∩ Γ, (5.3) 
wi(xh) for xh ∈ ∂Ωh ∩ ∂Ω.i 
In the following, we will regard PD as an operator mapping W to W , because B acts only on degrees 
of freedom on the subdomain boundaries. Similarly, we will occasionally regard B as a mapping from 
W to U , and B� : U W . Note also that ker Si = span{1∂Ωi }. As a second important identity we 
have 
→ 
B�M−1B = D S PD .P 
� (5.4) 
Using the fact that PD is a projection, it can be shown that the preconditioner P M−1 is SPD as 
a mapping from V � to V as long as Q is SPD on range G = B (ker K); for details see e. g. [21,28]. 
Therefore, P M−1 has a well-deﬁned SPD inverse M : V V �. To show our bound on κ we show the 
spectral bounds 
→ 
�M λ, λ� ≤ �F λ, λ� � C∗ �M λ, λ� ∀λ ∈ V, (5.5) 
with � � � � 
N N 
C∗ := max 
Hj max C∗ (1 + log(Hi/hi))2 . 
j=1 ηj i=1 
i,ηi 
The lower bound in (5.5) can be shown by algebraic arguments following [44, Theorem 6.15], 
independently of our particular choices of Q and Di. Using similar algebraic arguments the upper 
bound can be reduced to an estimate in the space W , which we will give after the following lemma. 
Lemma 5.1. For any w ∈ W , there exists a unique zw ∈ ker S such that B(w + zw) ∈ V �. Moreover, 
�B zw�Q ≤ �Bw�Q , 
where �µ�Q := �µ, Qµ�1/2. The unique element zw is explicitly given by 
zw = argmin �B(w + z)�Q = −R (G�QG)−1G�QB w, 
z∈ker K 
which shows that the mapping w �→ zw is linear. Furthermore, w �→ −zw is a projection onto ker S, 
i. e., the piecewise constant functions, and this projection is orthogonal with respect to the inner 
product induced by B�QB. 
Proof. The proof follows directly from [44, Lemma 6.12]. 
As shown in [44, Sect. 6.3], the crucial estimate 
|PD(w + zw)|S 2 � C∗ |w|S 2 ∀w ∈ W. (5.6) 
implies the upper bound in (5.5). In order to apply our weighted Poincare´ and Sobolev type inequal­
ities from Lemmas 3.5 and 3.6, we deﬁne for each i = 1, . . . , N the linear functional gi : Wi R 
by 
→ 
⎧ 1 �
⎪⎪ (12) Γ
(12) Hi,αwi ds, if Lemma 3.5 is applied, i,ηi⎨ |Γi,ηi �| 
gi(wi) := ⎪⎪ |X1 i ∗| Xi ∗ Hi,αwi ds, if Lemma 3.6 is applied and Xi ∗ is a face or edge of THi (Ωi), ⎩ 
(Hi,α wi)(Xi ∗), if Lemma 3.6 is applied and Xi ∗ is a vertex, 
depending on which lemma we wish to use, and the subspaces 
� � N
Wi
⊥ := wi ∈ Wi : gi(wi) = 0 , W ⊥ := Wi⊥. (5.7) 
i=1 
Above, Hi,αwi denotes the discrete α-harmonic extension of wi, see equation (2.7). 
� 
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Lemma 5.2. Inequality (5.6) holds for all w ∈ W if 
|PD(w + zw)|S 2 � C∗ |w|S 2 ∀w ∈ W ⊥. (5.8) 
Proof. First, by Lemma 5.1, zy = −y for all y ∈ ker S, and using the linearity, we obtain the invariance 
w + zw = (w + y) + zw+y ∀w ∈ W , y ∈ ker S. 
Secondly, we have the invariance |w + y|S = |w|S for all w ∈ W and y ∈ ker S. Thus both sides 
of inequality (5.6) are invariant if we add a y from ker S to w. Finally, for all w ∈ W we can ﬁnd a 
unique yw ∈ ker S such that w − yw ∈ W ⊥ by choosing (yw)i := gi(Hi,αwi). 
5.2 Technical tools 
To conclude our proof, we only need to show inequality (5.8). If α(x) is constant on each subdomain 
Ωi, this inequality is shown using an additive splitting into terms corresponding to subdomain faces, 
edges, and vertices, which is motivated from formula (5.3). In our case, however, the functions δj
† are 
in general no longer constant on such subdomain faces or edges, indeed they can have arbitrary large 
jumps. Therefore, we need a ﬁner splitting into terms corresponding to faces, edges, and vertices of 
the patches forming Ωi,ηi , cf. Deﬁnition 2.6. We denote by 
–	 Fi = {F } the set of subdomain faces, 
– = {E} the set of subdomain edges, 
–	
E
V
i
i = {V } the set of subdomain vertices 
of Ωi, and by 
–	 Fi = {f} the set of patch faces, 
–	 Ei = {e} the set of patch edges, 
–	 Vi = {v } the set patch of vertices 
with respect to patches from Ξi,ηi which are part of the subdomain boundary ∂Ωi. Recall that FiΓ , EiΓ , 
ViΓ , and FiD , EiD , ViD denote the subsets of faces, edges, and vertices lying on Γ and ∂Ω, respectively. 
Correspondingly, we deﬁne the subsets FΓi , EΓi , ViΓ and FiD , EiD, and ViD. For convenience we also 
deﬁne Xi := Fi ∪ Ei ∪ Vi, and Xi := Fi ∪ Ei ∪ Vi. For each x ∈ Xi we deﬁne the union of touching 
patches ωi(x) by 
 
ωi(x) := ωi,j . (5.9) 
x ⊂∂ωi,j 
Note, that by Deﬁnition 2.1, ωi(x) is a regular domain. Without loss of generality, we assume that 
the patches are aligned with the triangulation Ti. If they are not, we can use the Scott-Zhang quasi-
interpolation operator [42] as we did in [30]. 
Similar to [44, Section 4.6], we deﬁne the ﬁnite element cut-oﬀ functions 
–	 ϑv ∈ V h(Ωi) as being 1 at the vertex v , and zero on all other nodes. 
–	 ϑe ∈ V h(Ωi) as being 1 at the nodes on the (open) edge e , and zero on all other nodes, 
–	 ϑf ∈ V h(Ωi) as being 1 at the nodes on the (open) face f , zero on all nodes in Ωi \ (ωi(f ) ∪ f), 
and discrete harmonic inside of ωi(f). 
–	 θv , θe , and θf ∈ V h(∂Ωi) as the traces of ϑv , ϑe , and ϑf , respectively. 
To be more exact, we would have to write ϑi,v , θi,v , etc., but the domain index i will always be clear 
from the context and is therefore left out. 
Throughout the whole section, we make use of the nodal interpolator Ih onto V h(Ωi) (resp. 
V h(∂Ωi)) which is continuous in the H1-seminorm (resp. H1/2-seminorm) and in the L2-norm for 
quadratic functions. See [44, Lemma 3.9]. 
By deﬁnition the functions θx provide a partition of unity on ∂Ωi in the sense that 
Ih(θx u) = u ∀u ∈ Wi .	 (5.10) 
x ∈Xi 
� � 
� 
� 
� 
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The following lemma states that cutting a function u by one of the functions ϑx does not increase 
the energy considerably. 
Lemma 5.3. For x ∈ Xi let ωi,j ∈ Ξi,ηi be an arbitrary patch such that x ⊂ ∂ωi,j . Then, � 1 � |Ih(ϑx u)|2 H1(ωi(x )) � (1 + log(ηi/hi))2 |u|2 H1(ωi,j ) + ηi 2 �u�2 L2(ωi,j ) . 
Proof. For a face f there is only one such patch, i. e., ωi(f) = ωi,j . Due to [44, Lemma 4.24], � 1 � |Ih(ϑf u)|H2 1(ωi(f )) � (1 + log(ηi/hi))2 |u|H2 1(ωi,j ) + η2 �u�L2 2 (ωi,j ) . i 
For an edge e , [44, Lemma 4.16 and Lemma 4.19] yield � 1 � |Ih(ϑe u)|2 2 � (1 + log(ηi/hi)) |u|2 + 
i 
2 .H1(ωi(e )) � �u�L2(e ) H1(ωi,j ) η2 �u�L2(ωi,j ) 
For a vertex v recall that ϑv is the nodal basis function associated with v . We easily obtain 
|Ih(ϑv u)|2 � |u(v )|2 2 H1(ωi(v )) hi � �u�L2(e) , 
for some edge e ∈ Ei with v ∈ e and e ⊂ ωi,j . From here, we can continue as above. 
The next lemma states that the cut-oﬀ functions ϑx can be used to estimate the energy norm by a 
decomposition into patches. 
Lemma 5.4. For a function u ∈ Wi, we have 
|u|2 Si � 
x ∈Xi ωi(x ) 
α(x) |�(Ih(ϑx u�))(x)|2 dx, 
where u� is an arbitrary extension of u from ∂Ωi to V h(Ωi,ηi ). The hidden constant is independent of 
the number of patches in Ωi,ηi . 
Proof. First, we convince ourselves that the function 
v := Ih(ϑx u�) 
x ∈Xi 
is an extension of u from ∂Ωi to Ωi with its support in Ωi,ηi , and that v ∈ V h(Ωi). This is true 
because each node in ∂Ωh belongs to a unique x ∈ Xi and ϑx vanishes on ∂Ωh \ x , and the supports i i 
of the ϑx lie entirely in Ωi,ηi . Using the minimum property (2.7) of the Schur complement, we have 
|u|S2 i ≤ 
Ωi,ηi 
α(x) |�v(x)|2 dx. 
Since (i) each ϑx is only supported in ωi(x) which consists only of a ﬁnite number of patches, (ii) each 
patch is contained in ﬁnitely many supports ωi(x) and (iii) the supports ωi(x ) have ﬁnite overlap, 
we can conclude that � 
|u|S2 i � α(x)|�v(x)|2 dx, 
x ∈Xi ωi(x ) 
which proves the desired statement. 
The last tool is inspired by [20]. For an illustration see Fig. 5. 
Lemma 5.5. Let x ∈ Xi ∩ Xj and let ωj,� be a patch with x ∈ ωj,�. Then there exists an operator 
Πx 
j→i : V h(ωj,�) → V h(ωi(x)) such that for all u ∈ V h(ωj,�), 
(Πx 
j→i u)|x = u|x , 
1 1 |Πx j→i u|H2 1(ωi (x )) + η2 �Πx 
j→i u�L2 2(ωi(x )) � |u|H2 1(ωj,�) + η2 �u�L
2 
2(ωj,�) 
, (5.11) 
i i 
the operator is even continuous in the L2-norm and the H1-seminorm, separately. 
� 
� � 
� � 
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Ωi
ηi
ω(i)
x
x
ω
ηj
Ωj
j,l
Fig. 5 Illustration of the operator Πx 
j→i from Lemma 5.5. 
Proof. Let U be the open connected union of ωi(x) and ωj,� such that diam U � ηi. In a ﬁrst step, 
we construct a continuous extension operator E : H1(ωj,�) → H1(U) making use of the fact that ωj,� 
is Lipschitz, and for the time being assuming that diam ωj,� = 1. Following Stein [43] (see also [1, 
pp. 146]), there exists an extension operator E� : H1(ωj,�) → H1(Rd) with ( E�u)|ωj,� = u and 
�E�u�L2(Rd ) � �u�L2(ωj,�) , �E�u�H1(Rd ) � �u�H1(ωj,�) . 
Using the mean value u := |ωj,�|−1 u dx we deﬁne ωj,� 
E : H1(ωj,�) → H1(U) : u �→ E�(u − u) |U + u. 
Obviously, (Eu)|ωj,� = u. This operator is stable in L2, as we have 
�Eu�L2(U) ≤ � E�(u − u)�L2(Rd) + �u�L2(U) � �u − u�L2(ωj,�) + �u�L2(U) � �u�L2(ωj,�) , 
where in the last step we used Cauchy’s inequality and the fact that |U| � |ωj,�|. By using Poincare´’s 
inequality on ωi,� we can also conclude the stability in the H1-seminorm, 
|Eu|H1(U) ≤ � E�(u − u)�H1(Rd) + |u|H1(U) � �u − u�H1(ωj,� ) � |u − u|H1 (ωj,�) . 
Using a simple dilation argument the two above equations remain also valid when the diameter of 
ωi,� diﬀers from one, and the constants involved depend only on the shapes of ωj,� and U . 
In a second step we use the quasi-interpolation operator Πh : H1(U) → V h(U) introduced by Scott 
and Zhang [42] (see also [6] and [20]). This operator is similar to the one by Cle´ment but averages 
on manifolds instead of patches, which makes it possible to preserve boundary values. In our current 
setting, we can choose the averaging manifolds such that 
(Πh u)|x = u|x ∀u ∈ H1(U), u|ωj,� ∈ V h(ωj,�) , 
|Πh u|H2 1(U) � |u|H2 1(U) , �Πh u�L2 2(U) � �u�L2 2(U) ∀u ∈ H1(U). 
Deﬁning Πx 
j→iu := (Πh Eu)|ωj,� we meet the requirements of the lemma. 
5.3 The PD estimates 
In this subsection, we show inequality (5.8) by estimating |PD w|2 and |PD zw|2 separately. For S S 
compact notation, we deﬁne for a generic domain D, the α-weighted (semi)norms �� �1/2 �� �1/2 
�u�L2 (D),α := α(x) |u(x)|2 dx , |u|H1(D),α := α(x) |�u(x)|2 dx . (5.12) 
D D 
Lemma 5.6. Let the assumptions of Theorem 4.1 hold. Then, 
2 N 2PD w � max C∗ (1 + log(ηi/hi))2 w| |S
j=i 
i,ηi | |S ∀w ∈ W ⊥. 
� 
� 
� � � 
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Proof. Due to Assumption A3, the functions α�i deﬁned on ∂Ωih are piecewise constant with respect 
to (patch) faces f ∈ FiΓ and edges e ∈ EiΓ , and are thus equal to a constant α�i |x on each x ∈ XiΓ . As 
a consequence, the functions δi
† share the same property, and we deﬁne δi
†
|x analogously. Let i now 
be ﬁxed. Using identity (5.3) and the partition of unity property (5.10) we obtain that 
|(PD w)i|2 = ��� � � δj† |x Ih� θx (wi − wj ) � + � Ih(θx wi)��� 
S
2 
i 
(5.13)Si 
x ∈XΓi j∈Nx x ∈XDi 
Let Ωj be one of the neighbours of Ωi. For a ﬁxed x ∈ Xj , large jumps in α(x) can occur in ωi(x ). 
We can, however, always ﬁnd one patch ωi,k ∈ Ξi,ηi such that ωi,k ⊂ ωi(x) and � α(x) � �α�L∞(ωi(x )) ≤ �α�L∞(ωi,k) sup α�i |x . (5.14)≤ 
x,y∈ωi,k α(y) 
In other words, ωi,k is the patch in the union ωi(x) of patches touching x where the maximum is 
attained (locally). Obviously, the estimate above depends only on the local variation in α(x) but not 
(k) ion the contrast of α(x) between the subregions Ωi,ηi . Let the operator Πx 
j→ : V h(ωj,�) → V h(ωi(x)) 
be deﬁned according to Lemma 5.5. With the deﬁnitions 
w�j := Hj,αwj for j = 1, . . . , N, 
w�j x := Πx j→i w�j for x ∈ Xi ∩ Xj , (5.15) 
xwe have by construction that ( w�j )|∂Ωj = wj and ( w�j )|x = (wj )|x for all j. From the deﬁnition (5.13), 
we see that the function � � � � � 
x vi := δj
†
|x I
h ϑx (w�i − w�j ) + Ih(ϑx w�i) (5.16) 
i ix ∈XΓ j∈Nx x ∈XD 
is an extension of (PD w)i from Wi to V h(Ωi). By Lemma 5.4 we can conclude that 
(PD w)i 2 � 
� � � 
δ†
�2 
α �� � Ih� ϑx ( � w x ) ����2 dx +| |Si 
x ∈XΓi j∈Nx � j,x ωi(x ) � �� wi − �j � � =:ψij,x (5.17) 
+ α |�(Ih(ϑx w�i))|2 dx . 
x ∈XD �ωi(x ) �� �i 
=:ψi,x 
Using (5.14), we have 
ψi,x 
� 
sup 
α(x) � 
α�i |x Ih(ϑx w�i) 2 H1 (ωi(x )) ∀x ∈ XiD . (5.18)≤ 
x,y∈ωi,k α(y) 
| |
With the same arguments and the elementary inequality 
α�i(x h) � δj†(x h) �2 ≤ min � α�i(x h), α�j (x h) � ∀x h ∈ Γijh , (5.19) 
cf. [44, Sect. 6.2.3], we obtain that for all x ∈ XΓi and j ∈ Nx , 
ψij,x � 
� 
sup 
α(x) � � 
δ†
�2 
α�i x |Ih(ϑx(w�i − w�x )) 2 
x,y∈ωi,k α(y) j |x 
j |H1(ωi(x )) � �� � (5.20) 
� sup α
α
(
(
x
y)
) 
α�i |x |Ih(ϑxw�i)|2 H1(ωi(x )) + α�j |x |Ih(ϑx w�j x )|2 H1(ωi(x )) . 
x,y∈ωi,k 
From here on, for a simpler presentation, we will not make the dependency on the local variations 
supx,y∈ωi,k α(x)/α(y) explicit anymore, but hide them using the � symbolism. The combination of 
(5.17), (5.18), and (5.20) then yields 
|(PD w)i|S2 i � α�i |x |Ih(ϑxw�i)|H2 1(ωi(x )) + α�j |x |Ih(ϑx w�j x )|H2 1(ωi(x )) . (5.21) 
x ∈Xi x ∈XΓi j∈Nx \{i} 
� 
� � � � 
� � � 
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For later purposes we introduce the following construction. For a ﬁxed x ∈ Xi ∩Xj , we choose patches 
ωi,m ∈ Ξi,ηi and ωj,� ∈ Ξj,ηj such that � α(x) � 
α�i |x sup α(x) ∀x ∈ ωi,m ,≤ 
x,y∈ωi,m α(y) 
(5.22)� α(x) � 
α�j |x sup α(x) ∀x ∈ ωj,� ,≤ 
x,y∈ωj,� α(y) 
i. e., we choose the patches where α�i |x and α�j |x are attained. Note that m and � depend on x . 
We continue now to further estimate (5.21). The terms in the ﬁrst sum of this expression are 
estimated using Lemma 5.3, which yields � 1 � 
α�i |x Ih(ϑx w�i)|H2 1(ωi(x )) � α�i |x (1 + log(ηi/hi))2 |w�i H2 1(ωi,m) + �w�i�L2 2(ωi,m)| � | ηi 2 � (5.23)1� (1 + log(ηi/hi))2 | � |2 + 
ηi 
2
2 ,wi H1(ωi,m),α �w�i�L2(ωi,m),α 
where in the last line we used (5.22). The second sum in (5.21) is estimated using Lemma 5.3 and 
Lemma 5.5. For a ﬁxed x ∈ XiΓ and j ∈ Nx \ {i} we obtain (using that w�j x = Πx j→iw�j ) 
α�j |x |Ih(ϑx w�j x )|H2 1(ωi(x )) � 1 � � � (1 + log(ηi/hi))2 i � 2 + 
η2 
i � 2αj |x |Πx j→ wj |H1 (ωi(x )) 
i 
�Πx j→ wj �L2(ωi(x )) 
� � (1 + log(ηi/hi))2 � wj 2 + 1 2 � (5.24)αj |x | � |H1(ωj,�) ηj 2 �w�j �L2(ωj,�) � 1 � � (1 + log(ηi/hi))2 w�j 2 + 2 ,| |H1(ωj,�),α ηj 2 �w�j �L2(ωj,� ),α 
where in the last line we used again (5.22). Combining estimates (5.21), (5.23), and (5.24), we obtain 
with a ﬁnite summation argument that � � 1 � |(PD w)i|2 Si � (1 + log(ηi/hi))2 |w�j |2 H1(Ωj,ηj ),α + ηi 2 �w�j �2 L2(Ωj,ηj ),α , j∈Ni 
where Ni = {j : Ωi ∩ Ωj =� ∅} is the index set of the neighbours of Ωi (including i). Since wj ∈ Wj⊥, 
the function w�j = Hj,αwj satisﬁes gj (w�j ) = 0. Hence, Lemma 3.5 and Lemma 3.6 yield 
|(PD w)i|2 � C∗ (1 + log(ηi/hi))2 |w�j |2 (5.25)Si j,ηj H1(Ωj ),α . 
j∈Ni 
Finally, using that hj � hi, ηj � ηi, |w�j |H1(Ωj ),α = |wj |Sj , and that each subdomain has only ﬁnitely 
many neighbours, we obtain the statement of Lemma 5.6. 
Lemma 5.7. Let the assumptions of Theorem 4.1 hold. In particular, let Q be chosen according to 
(4.14)–(4.15). Then, 
N Hk N� max max C∗ (1 + log(Hk/hk))2 w S|PD zw|S 2 
k=1 ηk j=1 
j,ηj | |2 ∀w ∈ W ⊥. 
Proof. Recall that zw ∈ ker S, i. e., zw is constant on each subdomain. We denote these constant 
components by zi. Let i be ﬁxed. With the same arguments as in Lemma 5.6, the function 
vi := δj
†
|x I
h(ϑx(zi − zj )) + Ih(ϑxzi) 
x ∈XΓi j∈Nx x ∈XDi 
� �	 � 
� �	 � 
� � � ���� | |� � � ���� |
�	 � 
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is an extension of (PD zw)i from Wi to V h(Ωi). An application of Lemma 5.4 yields 
|(PDzw)i|S2 i � (δj†|x )
2 |Ih(ϑx (zi − zj ))|H2 1(ωi(x )),α + |Ih(ϑx zi)|H2 1(ωi(x )),α 
x ∈XΓi j∈Nx	 x ∈XDi 
= (δ† )2 ϑx 2	 2 + ϑx 2 zi 2 .j |x | |H1(ωi(x )),α |zi − zj | | |H1(ωi(x )),α | |
i 
x ∈Xi j∈Nx	 x ∈XD 
As in the proof of Lemma 5.6, we do not make explicit the dependency on the local variations 
supx,y∈ωi,k α(x)/α(y). Using (5.14), i. e., �α�L∞ (ωi(x )) � α�i |x , and due to [44, Lemma 4.16, Lemma 4.25] 
we have 
|ϑf |H2 1(ωi(x )),α � ϕi,f := α�i |f (1 + log(ηi/hi)) ηi ∀f ∈ Fi , 
|ϑe |H2 1(ωi(x )),α � ϕi,e := α�i |e ηi	 ∀e ∈ Ei , 
|ϑv |H2 1(ωi(x )),α � ϕi,v := α�i |v hi	 ∀v ∈ Vi . 
Obviously, for each edge e (and for each vertex v ) we can ﬁnd a face f with e ⊂ f (resp. an edge e 
with v ∈ e) such that 
ϕi,e ≤ ϕi,f and ϕi,v ≤ ϕi,e , 
by choosing the one touching the patch with the eﬀectively largest coeﬃcient. Since each patch face 
contains only a ﬁnite number of patch edges and vertices, and due to the elementary inequality (5.19) 
we obtain � � 
|(PDzw)i|S2 i � 
Γ Γ x ∈Xi, x ⊂X 
min(ϕi,x , ϕj,x ) |zi − zj |2 + 
i jX∈X ∩X� �	 (5.26) 
+ ϕi,x |zi|2 , 
iX∈X D x ∈Xi, x ⊂X 
where the x in the inner sums are of the same kind (face/edge/vertex) as the X in the outer sums. 
We treat subdomain face, edge, and vertex contributions separately. 
–	 Since each face f ∈ Fi contains O((ηi/hi)2) nodes, we can bound the subdomain face contributions 
in (5.26) from above by � � � h2 
min(α�i |f , α�j |f ) (1 + log(ηi/hi)) 
η
i
i 
|zi − zj |2 
F ∈FΓ ∩FΓ f ∈Fi, f ⊂F xh∈f h � �� �i j 
≤ qi(xh) Hi/ηi 
(5.27)� � �	 h2 
+	 α�i |f (1 + log(ηi/hi)) 
η
i
i 
|zi|2 , 
F ∈FD f ∈Fi f ⊂F xh ∈f h � �� �i 
≤ qi(xh) Hi/ηi 
where fh is the set of interior nodes on f . 
–	 Since each edge e ∈ Ei contains O(ηi/hi) nodes, we can bound the subdomain edge contributions 
in (5.26) from above by 
min(α�i |e , α�j |e ) hi zi − zj 2 
Γ ΓE∈Ei ∩Ej e ∈Ei, e ⊂E xh∈e h = qi(xh) 
+	 α�i |e hi |zi 2 , 
E∈EiD e ∈Ei, e ⊂E xh ∈e h =qi(xh) 
where eh is the set of interior nodes on e . 
–	 Similarly, the subdomain vertex contributions from (5.26) can be bounded by 
min(α�i(V ), α�j (V )) hi zi − zj 2 + α�i(V ) hi zi 2 .���� | |	 ���� | |
V ∈ViΓ ∩VjΓ	 =qi(V ) V ∈ViD =qi(V ) 
� � � � 
� � � 
� 
22 Clemens Pechstein and Robert Scheichl 
According to [21], we observe that the expressions |zi −zj | and |zi| are components of B zw. Collecting 
all terms appropriately and using the deﬁnition (4.14) of Q, we can conclude by Lemma 5.1 that 
N Hk N Hk� max �B zw� � max �Bw� (5.28)|PD zw|S 2 
k=1 ηk
Q 
2 
k=1 ηk
Q 
2 . 
In the following, we split �Bw�2 into face, edge, and vertex terms, Q 
N � � 
�Bw�2 = r x + r x ,Q ij i 
i=1 x ∈XΓ ∩XΓ x ∈XD i j i � � �2 � x xwith rij := min(α�i |x , α�j |x ) qi |x wi(x h) − wj (x h) and ri := α�i |x qi |x wi(x h)2, and 
xh∈x h xh∈x h 
treat patch face, edge, and vertex terms again separately. 
– Recall that qi |f = (1 + log(Hi/hi)) h2/Hi. Due to the quasi-uniformity assumption on the mesh i

on Ωi we obtain for the patch face terms that

1f 2 rij � min(α�i |f , α�j |f ) (1 + log(Hi/hi)) �wi − wj �L2(f ) ,Hi � �� � 
1 
��wi�L2 2(f )+�wj �L
2 
2(f ) 
r f � α�i |f (1 + log(Hi/hi)) 2 i Hi �wi�L2(f ) . 
In the following, we use construction (5.22) for x = f , i. e., α�i |f � α|ωi,m and α�j |f � α|ωj,� . A 
standard Sobolev norm equivalence (cf. [44, Sect. A.4]) yields 
1 2 2 1 2 
ηi 
�wi�L2(f ) � |Hi,αwi|H1(ωi,m) + ηi 2 
�Hi,αwi�L2(ωi,m) , 
and analogously, the L2-norm of wj on f is bounded in terms of the scaled H1-norm on ωj,�. 
Combining these with the estimate before we obtain after summation that � � � � �� � � � 
r f + r f � 
H
ηi
i 
1 + log Hi |Hj,αwj |2 + 1 
j 
�Hj,αwj �2 .ij i hi H1(Ωj,ηj ),α η2 L2(Ωj,ηj ),α 
f ∈FΓi ∩FΓj f ∈FDi j∈Ni 
(5.29) 
– For the patch edge terms we obtain by similar arguments that 
e 2 2 e 2 rij � α�i |e �wi�L2(e ) + α�j |e �wj �L2(e ) , ri � α�i |e �wi�L2 (e ) . 
Due to [44, Lemma 4.16] and construction (5.22) for x = e , we have
� 1 �
2 2 2�wj �L2(e ) � (1 + log(ηj /hj )) |Hj,αwj |H1(ωj,�) + ηj 2 �Hj,αwj �L2(ωj,�) , 
and the analogous estimate for �wi�2 . Collecting and summing all terms, we obtain L2(e )� � � � 1 � 
r e + r e � (1 + log(ηi/hi)) |Hj,αwj 2 + �Hj,αwj 2 .ij i |H1 (Ωj,ηj ),α η2 |L2(Ωj,ηj ),α 
e ∈EΓi ∩EΓj e ∈EDi j∈Ni j 
– The patch vertex terms can be estimated trivially by patch edge terms. 
Combining all the estimates, noticing that 
|Hi,αwi|H2 1(Ωi,ηi ),α ≤ |wi|S
2 
i 
, ηi/Hi ≤ 1, 
and using Lemma 3.5 or Lemma 3.6 we obtain 
N Hk 
� � 
(PD zw � max C∗ (1 + log(Hj /hj )) wj ∀w ∈ W ⊥, i = 1, . . . , N, | )i|S2 i k=1 ηk j,ηj | |S
2 
j 
j∈Ni 
which directly implies the statement of Lemma 5.7. 
Combining Lemma 5.6 and Lemma 5.7, we ﬁnally obtain inequality (5.8). This ﬁnishes the proof 
of Theorem 4.1. 
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5.4 Proof of Corollary 4.2 
The proof of Corollary 4.2 requires no new ideas. For non-ﬂoating subdomains, since the function wi 
vanishes at least on an edge of THi (Ωi) in each subregion Ω(k), it is possible to use standard Friedrichs i 
or discrete Poincare´-Friedrichs inequalities. If Mi = 2 for all subdomains Ωi, the quadratic bound 
(1 + log(Hi/hi))2 is obtained using the usual trick of introducing an average (over a face of THi (Ωi)), 
as it is described e. g. in [21,30]. 
6 Extensions 
In this section, we give a series of extensions of our theory to more general situations, and discuss 
how some of our technical assumptions may be relaxed. 
6.1 Generalisations of Lemma 3.6 – Overlapping subregions 
The following two generalisations work with subregions that overlap in order to allow for more general 
coeﬃcient distributions. Note that they greatly extend the applicability of Lemma 3.6. 
Lemma 6.1 (overlapping subregions I). Let Ωi,ηi be subdivided into Mi non-overlapping subregions 
(k) (k)
Ωi,ηi (as in (3.1) for the case Mi = 2). For each k = 1, . . . ,Mi, let Ωi be a regular extension of 
(k) (k)
Ωi,ηi to the interior of Ωi . Note, however, that in contrast to Lemma 3.6 the regions Ωi may now 
overlap in Ωi\Ωi,ηi . Assume again that each subregion Ω(k) is resolved by the coarse triangulation i THi (Ωi) and that Xi ∗ ⊂ Γi ∗ is a face, edge, or vertex of THi (Ωi). Furthermore, suppose that 
(k)
α(x) � max 
(k) 
αi,ηi , for all x ∈ Ωi , (6.1) 
k: x∈Ωi 
with α(k) as deﬁned in (3.5). Then the weighted Sobolev inequality (3.11) holds with C∗ as given i,ηi i,ηi 
in Lemma 3.6 and an extra factor of Mi in the hidden constant. 
Proof. Following the proof of Lemma 3.6 and applying (3.12) in each of the subregions Ωi 
(k), we get 
� Mi (k)1 � αi,ηi Hi (k) 2 
ηi 
2 α(x) |u(x)|2 dx � 
α
(k) 
σ(Hi/hi) 
ηi 
αi,ηi |u|H1 (Ω(k))
Ωi,ηi k=1 i,ηi
i 
The result follows directly by using the assumption (6.1). 
Lemma 6.2 (overlapping subregions II). As in Lemma 3.6, let Ωi be partitioned into Mi regular 
subregions Ωi 
(k) according to (3.8), but in contrast to Lemma 3.6 and Lemma 6.1, the regions Ωi 
(k) 
may overlap (even in the boundary layer). Assume again that each subregion Ωi 
(k) is resolved by the 
coarse triangulation THi (Ωi) and that Xi ∗ ⊂ Γi ∗ is a face, edge, or vertex of THi (Ωi). Suppose that 
there are constants α(k) and α(k) such that i,art i,art 
(k) (k) (k)(i) αi,art ≤ α(x) ∀x ∈ Ωi \ Ωi,ηi , 
(k) (k)(ii) max 
(k) 
αi,art ≤ α(x) ≤ max (k) αi,art ∀x ∈ Ωi,ηi . 
k: x∈Ωi,ηi k: x∈Ωi,ηi � (k) � 
Mi αi,art 
i,ηi (k)
Then, the weighted Sobolev inequality (3.11) holds with C∗ = Mi σ(Hi/hi) 
Hi max .ηi k=1 αi,art 
� � 
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Fig. 6 Diﬀerent coeﬃcient distributions. Left: small inclusions Ωi 
(R) 
, middle Example 1 (edge island), right 
Example 2 (crosspoint island) 
(k) (k) (j)Proof. We deﬁne the sets Ω� := {x ∈ Ω : k = argmax αi,art} that form a non-overlapping i,ηi i,ηi (j)j: x∈Ωi,ηi 
partition of the boundary layer. Using assumption (ii), as well as (3.12), we obtain as in Lemma 6.1 
� Mi (k) �1 � αi,art Hi (k) 
ηi 
2 
Ωi,ηi 
α(x) |u(x)|2 dx ≤ 
α
(k) 
σ(Hi/hi) 
ηi Ω(k) 
αi,art |�u(x)|2 dx. 
k=1 i,art i 
(k) (k)Since assumptions (i) and (ii) imply that αi,art ≤ α(x) for x ∈ Ω , this leads to the desired result. i 
An important application of Lemma 6.2 is the example introduced in Section 3.3 (Fig. 4, left) for 
ε � 1, i.e. for a larger coeﬃcient in the plate Ω(1) than in the remainder of Ωi. As in Section 3.3, let i 
α(x) = ε for all x ∈ Ω(1) and set α(x) = 1 elsewhere in Ωi with ε � 1. Now we can apply Lemma 6.2 i 
(2) (1) (1) (2) (2) (1) (2)with Ωi := Ωi, αi,art = αi,art = ε and αi,art = αi,art = 1. Since the intersection of Ωi and Ωi 
is all of Ωi 
(1) we can choose Xi 
∗ to be a coarse face (resp. edge) in three (resp. two) dimensions, and 
so the weighted Sobolev inequality (3.11) holds with C∗ = O(1). This trick does not work when i,Hi 
ε � 1. 
We can further generalise Lemmas 3.6, 6.1 and 6.2 to coeﬃcient distributionss with “soft” (small 
coeﬃcient) inclusions that are separated from the boundary. In other words, the union of the subre­
gions Ωi 
(k) need not be the whole of Ωi as long as (i) the entire boundary layer Ωi,ηi remains covered 
by the subregions, and (ii) for each of the subregions, inequality (3.12) holds. Such an example is 
illustrated in Figure 6, left: the union of the subregions Ωi 
(k) does not comprise all of Ωi and excludes 
the two inclusions Ωi 
(R) located in the interior of Ωi. We can now freely choose the coeﬃcient in 
Ωi 
(R), in particular to be arbitrarily small (which has not been possible up to now). In contrast to 
the counterexample in Section 3.3 (the plate example with a smaller coeﬃcient in the plate), the 
inclusions here do not separate regions of larger coeﬃcients from each other. 
6.2 Generalisations of Theorem 4.1 and Corollary 4.2 
We believe that the extra factor maxN Hj in Theorem 4.1 and Corollary 4.2 is an artefact of our j=1 ηj 
proof and can be eliminated. Our numerical experiments in Section 7.5 suggest this is possible. We are 
not able to show an improved bound for the general situation, but are able to do so, (i) if Lemma 3.6 
applies on each subdomain and (ii) for two alternative choices of the scaling operator Q in (4.7). 
Theorem 6.3. Under the assumptions of Theorem 4.1, and assuming in addition that Hi Hj , for ηi � ηj 
all 1 ≤ i, j ≤ N , and that Lemma 3.6 applies on each subdomain, we can get the improved bound 
N 
κ � max C∗ (1 + log(Hi/hi))2 (6.2)i,ηii=1 
for the condition number of the all-ﬂoating FETI system with C∗ as given in Lemma 3.6. i,ηi 
� � 
� 
� � 
� � 
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Proof. First note that the bound for |(PD w)|2 in Lemma 5.6 does not involve the extra factor. On S 
the other hand, we have from (5.28) that � N Hk � (PD zw) 2 � max �Bw�2 Q. (6.3)S| |
k=1 ηk 
The contributions to the right hand side of (6.3) from faces can be bounded via (5.29), which involves 
a factor of ηi/Hi that cancels the factor maxk Hk in (6.3) (due the additional assumptions on ηi).ηk 
In order to improve the bound on the edge (and vertex) contributions, deﬁne for each subdomain 
edge E ∈ Ei the set E(k) := E ∩ ∂Ω(k), which is either empty, or an edge of the regular subregion i 
Ω
(k) and so diam E(k) � Hi. We can now collect the edge contributions from wi from each non-empty i 
E(k) and apply [44, Lemma 4.16] and inequality (3.12) to obtain 
2 (k) 2α�i |e �wi�L2(e ) ≤ αi,ηi �wi�L2(E(k)) 
e ⊂E(k)	 � 1 � (k)	 2 2� αi,ηi (1 + log(Hi/hi)) |Hi,αwi|H1(Ω(k) ) + Hi �Hi,αwi�L2(∂Ω(k))i	 i 
α
(k) 
i,ηi (k) 2�	
α
(k) 
σ(Hi/hi) (1 + log(Hi/hi)) αi,ηi |Hi,αwi|H1 (Ωi (k)) . 
i,ηi � �� � � �� �	 2 
= ηi C∗	 wi Si i,ηi	
≤ | |
Hi 
HkThe factor ηi/Hi can again be used to cancel maxk ηk in (6.3). The edge contributions from wj 
are bounded analogously. As shown in Section 5, the bound for vertex contributions can be reduced 
to the above edge estimate. The face, edge and vertex estimates are then combined as in Section 5 
2	 Hkto obtain a bound for |(PD zw)|S that does not involve the extra factor maxk ηk . 
Theorem 6.4. The improved bound (6.2) also holds under the assumptions of Theorem 4.1 (without 
the additional assumptions in Theorem 6.3), if we make one of the following two alterative choices of 
the scaling operator Q in (4.7): 
(i) Q = M−1 , 
(ii) diagonal Q as deﬁned in (4.14), but with ⎧ ⎨ (1 + log(Hi/hi)) hi 2 if xh lies on a subdomain face, 
qi(x h) := ηi	 (6.4)⎩ 
hi	 if xh lies on a subdomain edge or vertex, 
in three dimensions (and suitable modiﬁcations in two dimensions). 
Note that the second choice requires an a priori knowledge of the parameter ηi for each subdomain Ωi 
which may not be available in practice. 
Proof. The case Q = M−1 can be proved as above, using [44, Lemma 6.14] instead of Lemma 5.7. 
If Q is chosen according to (6.4), then the factors Hi/ηi and ηi/Hi in (5.27) and (5.29), respectively, 
disappear and we can avoid the introduction of an extra factor maxNk=1 Hk/ηk as well. 
Corollaries to both of these theorems for the one-level FETI method analogous to Corollary 4.2 can 
of course be obtained again very easily as in the case of Theorem 4.1. 
Remark 6.5. Assumption A3 ensures that the functions δj
† in (4.11) are constant on boundary edges 
and faces of the boundary layer patches ωi,j in Deﬁnition 2.6. We can drop Assumption A3, if we 
choose 
α�i(x h) := max �α�L∞ (ωi,j )
j: xh∈∂ωi,j 
instead of (4.10). However, this choice for α�i(xh) requires even more a priori knowledge on the 
coeﬃcient than (6.4) and is not very suitable for implementations. 
� 
26 Clemens Pechstein and Robert Scheichl 
However, we believe that the statements of Theorem 4.1 and Corollary 4.2 can also be proved for 
the original choice of α�i(xh) in (4.10) under a suitable smoothness assumption on α�i(xh), such as 
|α�i(xh) − α�i(yh)| � 1 α�i(x h), |xh − yh| ηi 
where xh and yh are two neighbouring nodes on a boundary face (resp. edge) of one of the boundary 
patches ωi,j . This assumption basically excludes rapid oscillations of α(x) along the boundary of any 
of the patches, but still allows for large jumps between patches. 
Remark 6.6. Our proof of Theorem 4.1 in Section 5 uses only arguments on patches ωi,j instead 
of subdomains. Indeed, the fact that the subdomains are regular (cf. Assumption A1) is only used 
to fulﬁll the requirements of Lemma 3.5 and Lemma 3.6. Let us drop Assumption A1 and instead 
assume a general partitioning of Ω into ηi-regular subdomains Ωi, where Hi � Hj and ηi � ηj for 
neighboring subdomains. Suppose furthermore that each subdomain splits into Mi subregions Ωi 
(k) 
with common interface Γi 
∗ such that there exists a decomposition into regular patches of diameter 
O(ηi) that resolve the interfaces between the subregions and the subdomains. Then the statement 
(k)
Mi αi,ηiof Lemma 3.6 remains true with constant C∗ := σ∗(Hi, ηi, hi) Hi max , if the following bound i,ηi i (k)ηi k=1 αi,ηi 
holds on each of the subregions: 
�u�
L
2 
2(∂Ωi 
(k) ∩∂Ωi) ≤ Hi σi 
∗(Hi, ηi, hi) |u|H
2 
1(Ωi 
(k)
) 
∀u ∈ V h(Ωi (k)) with 
X∗ 
u ds = 0, (6.5) 
i 
where Xi 
∗ ⊂ Γi ∗ is some manifold (not necessarily a straight edge or a ﬂat face) that is resolved by 
the patch decomposition. Equivalently, the term on the left hand side of (6.5) may be replaced by 
η
1 
i 
�u�2 
L2(Ωi,ηi 
)
. In order to get such inequalities with an explicit form of σ∗(Hi, ηi, hi), one can use (k) i 
the framework of Section 3.1 or in the appendix of [30]. We refer also to the recently developed, more 
general framework in [34,33]. 
In order to get the statement of Theorem 4.1 under the above conditions, we need further that each 
(not necessarily straight) subdomain edge touches O(Hi/ηi) of the patches, and in three dimensions 
each (not necessarily ﬂat) subdomain face touches O((Hi/ηi)2) patches. 
More details on these generalisations and some further extensions are given in the recent papers [34, 
33]. 
7 Numerical results 
In this section, we would like to conﬁrm our new theoretical results. We point out that results for 
interior “island” coeﬃcients as well as for interface variation are already contained in [30, Section 5] 
and in [31]. Note also, that our new theory explains the robustness of one-level FETI in case of the 
nonlinear magnetostatics with large interface variation in [30, Section 5.4], see also [32]. 
In all our computations, we used PARDISO [41] as sparse direct solver for the subdomain problems. 
Also, in all the following computations the diagonal choice of Q according to (4.15) has been used, 
unless indicated otherwise. 
7.1 Edge and crosspoint islands 
In Example 1 we choose Ω to consist of 16 squares with an island coeﬃcient cutting through a 
subdomain edge (cf. Fig. 6, middle). In order to rule out symmetries we have shifted the centre of 
the island to the right of the subdomain interface. In Figure 6 and in what follows, H denotes the 
subdomain width and η denotes the characteristic geometric scale of the coeﬃcient island. We set the 
coeﬃcient to 1 outside the island (shaded region) and to a constant αI inside. We impose Dirichlet 
boundary conditions on the entire boundary ∂Ω and choose a piecewise constant right-hand side. 
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Fig. 7 Example 1: estimated condition numbers; H/h = 512, varying ratio H/η and varying magnitude of 
the jump αI . Left αI > 1, right αI < 1 
H 
η 
H 
h
= 64 128 256 512 
4 
8 
16 
32 
64 
128 
256 
512 
17 (19) 
22 (19) 
22 (23) 
23 (25) 
26 (27) 
– 
– 
– 
17 
23 
24 
25 
27 
33 
– 
– 
(19) 
(24) 
(25) 
(27) 
(30) 
(31) 
20 
25 
26 
27 
30 
36 
43 
– 
(22) 
(25) 
(28) 
(29) 
(32) 
(36) 
(39) 
22 
26 
28 
29 
31 
37 
46 
52 
(23) 
(26) 
(30) 
(31) 
(33) 
(37) 
(42) 
(49) 
Table 1 Example 1: number of CG iterations; island coeﬃcient with αI = 10
+5, in brackets: αI = 10
−5 . 
H 
η 
H 
h
= 64 128 256 512 
4 
8 
16 
32 
64 
128 
256 
512 
6.9 (7.0) 
6.9 (11.0) 
7.7 (20.8) 
10.8 (39.0) 
18.4 (72.0) 
– 
– 
– 
6.9 (6.9) 
8.4 (13.3) 
9.0 (25.0) 
11.7 (47.3) 
19.1 (88.2) 
35.0 (163.2) 
– 
– 
10.1 
10.1 
10.5 
12.8 
19.9 
35.7 
67.9 
– 
(10.1) 
(15.7) 
(29.4) 
(55.7) 
(104.9) 
(195.8) 
(363.6) 
11.9 
11.9 
12.2 
14.1 
20.8 
36.5 
68.8 
133.2 
(12.0) 
(18.3) 
(22.5) 
(64.3) 
(121.7) 
(229.1) 
(429.0) 
(800.5) 
Table 2 Example 1: estimated condition numbers; island coeﬃcient with αI = 10
+5, in brackets: αI = 10
−5 . 
Figure 7 shows the condition numbers (estimated by Lanczos’ method) for a ﬁxed ratio of H/h = 512 
and for diﬀerent values of αI . We see that, as predicted by our theoretical bounds, the method is 
perfectly robust with respect to the values of αI . The growth of the condition number with respect to 
H/η appears to be linear, which suggests that our theoretical bounds may be slightly pessimistic in 
their predicted dependence of κ on H/η. This is also conﬁrmed in Tables 1 and 2, where we display 
the number of PCG iterations (to achieve a relative residual reduction of 10−8) and the estimated 
condition numbers for the cases αI = 10+5 and αI = 10−5. Note, however, that it is possible to come 
up with examples where the dependence on H/η is quadratic (see Section 7.5). 
In Example 2, we choose the coeﬃcient distribution sketched in Figure 6, right. Again, we set α to 
a constant αI in the island (the shaded square), and 1 elsewhere. Note that here, the width/height 
of the island remains of ﬁxed size H. In Figure 8 and in Table 3, we see that the condition number 
behaves essentially like in Example 1. 
7.2 Standard one-level versus all-ﬂoating FETI 
In Example 3, we consider a coeﬃcient island cutting through a domain that touches the Dirichlet 
boundary, cf. Fig. 9, left. As before, we impose Dirichlet boundary conditions on the whole of ∂Ω 
and choose α = αI = const inside the shaded square, and α = 1 elsewhere. As one can see in Table 4, 
the standard one-level FETI method is not robust when αI > 1, whereas the all-ﬂoating method 
remains robust. The reason why the number of PCG iterations stays small in all cases (even when 
28 Clemens Pechstein and Robert Scheichl 
 10
 100
 1000
 1  10  100  1000  10000
co
n
di
tio
n 
nu
m
be
r
H/eta
FETI for crosspoint island coeffs
1e+1
1e+2
1e+3
1e+4
1e+5
 10
 100
 1000
 1  10  100  1000  10000
co
n
di
tio
n 
nu
m
be
r
H/eta
FETI for crosspoint island coeffs
1e-1
1e-2
1e-3
1e-4
1e-5
Fig. 8 Example 2: estimated condition numbers; H/h = 512, varying ratio H/η and varying magnitude of 
the jump αI . Left αI > 1, right αI < 1 
H 
η 
H 
h 
= 64 128 256 512 
4 
8 
16 
32 
64 
128 
256 
512 
7.36 (8.06) 
8.74 (11.99) 
10.83 (19.83) 
15.30 (34.19) 
26.19 (59.91) 
– 
– 
– 
8.92 
10.45 
12.62 
16.85 
27.45 
50.98 
– 
– 
(9.77) 
(14.44) 
(23.95) 
(41.71) 
(74.11) 
(132.61) 
10.64 
12.31 
14.60 
18.63 
28.81 
52.32 
101.48 
– 
(11.63) 
(17.03) 
(28.19) 
(49.38) 
(88.67) 
(160.58) 
(291.42) 
12.51 
14.34 
16.75 
20.66 
30.30 
53.60 
103.36 
221.25 
(13.64) 
(19.78) 
(32.58) 
(57.18) 
(103.38) 
(189.14) 
(346.84) 
(635.45) 
Table 3 Example 2: estimated condition numbers; island coeﬃcient with αI = 10
+5, in brackets: αI = 10
−5 . 
α
1
I
Iα1
Fig. 9 Three diﬀerent coeﬃcient distributions and subdomain partitionings. Left Example 3, middle Ex­
ample 4, right Example 5 
αI 
std. one-level 
it cond 
all-ﬂoating 
it cond αI 
std. one-level 
it cond 
all-ﬂoating 
it cond 
1 
10−1 
10−2 
10−3 
10−4 
10−5 
10−6 
10−7 
17 8.32 
21 8.40 
21 8.42 
21 8.43 
21 8.43 
21 8.43 
21 8.43 
21 8.43 
19 7.11 
22 7.32 
22 7.49 
22 7.51 
22 7.51 
22 7.51 
22 7.51 
22 7.51 
1 
10+1 
10+2 
10+3 
10+4 
10+5 
10+6 
10+7 
17 8.32 
24 2.59 · 101 
27 2.05 · 102 
31 2.00 · 103 
31 1.99 · 104 
36 1.99 · 105 
38 1.99 · 106 
42 1.99 · 107 
19 7.11 
22 7.25 
21 7.31 
21 7.32 
21 7.32 
21 7.32 
22 7.32 
21 7.32 
Table 4 Example 3: iteration numbers and condition number estimates, standard one-level vs. all-ﬂoating 
FETI, H/h = 128 
the condition number blows up) is due to the fact that we have only considered one coeﬃcient island. 
This is related to spectral clustering eﬀects, which are explained e.g. in [15]. 
The fact that one-level FETI is fully robust for αI < 1 is not contradicting our theory and is perfectly 
explained by Lemma 6.2, using the overlapping regions Ω(1) = Ωi \ Ω(I) and Ω(2) = Ωi, the artiﬁcial i i i 
coeﬃcients α(1) = α(1) = 1 and α(2) = α(2) = αI , as well as the manifold Xi 
∗ := ∂Ωi ∩ ∂Ω i,art i,art i,art i,art 
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H/h 32 64 128 256 512 
std. one-level 25 (28.27) 27 (36.30) 29 (43.94) 30 (50.69) 32 (56.49) 
all-ﬂoating 26 (20.38) 30 (28.90) 33 (37.07) 34 (44.18) 37 (50.13) 
Table 5 Example 4: number of PCG iterations, estimated condition numbers in brackets 
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Fig. 10 Example 5: estimated condition numbers; H/h = 64, varying magnitude of the jump αI . Left: 
αI < 1, right: αI > 1. 
(which is part of the Dirichlet boundary) in all subdomains that contain the region Ωi 
(I) and touch 
the Dirichlet boundary. Then Lemma 6.2 applies with σ(Hi/hi) = 1, and due to Corollary 4.2 we 
have robustness. 
7.3 “Multi-valued” coeﬃcients 
In Example 4, we choose 16 subdomains and the coeﬃcient distribution shown in Figure 9, middle. 
Again, we choose Dirichlet boundary conditions on the whole of ∂Ω. The coeﬃcient takes four diﬀerent 
values in each subdomain varying in a non-quasi-monotone way, namely in anticlockwise order 1, 105 , 
103, and 107. To rule out any unforeseen eﬀects caused by a periodic variation, we further multiply the 
coeﬃcient α at every point x ∈ [0, 1]2 by (1+ �8x1�)(1 + �8x2�). Table 5 shows the iteration numbers 
and estimated condition numbers for standard one-level and all-ﬂoating FETI. As we expect, the 
all-ﬂoating method is robust in α. We also observe robustness of one-level FETI. Indeed, that can be 
shown theoretically (as in the previous subsection) by simply choosing overlapping subregions like in 
Lemma 6.2 that all connect to a part of the Dirichlet boundary. 
7.4 Non-robust behaviour 
In Example 5, we would like to demonstrate that the condition number can deteriorate considerably if 
our assumptions on the coeﬃcient distribution fail. Figure 9, right, shows the setup, i. e. a plate that 
cuts through one of the subdomains as in Figure 4 in Section 3.3. We choose a ﬁxed discretisation of 
H/h = 64 and let αI vary in the range [10−5 , 10+5]. The two graphs in Figure 10 show the estimated 
condition number for all-ﬂoating FETI. It clearly depends in a linear way on αI
−1 for αI < 0 as 
outlined in Section 3.3, since the weighted Poincare´ / Sobolev inequality fails to hold. Again, due 
to spectral clustering eﬀects, the method itself is not aﬀected: the number of PCG iterations lies 
between 14 and 21. For the case αI > 0, the condition number is independent of αI , which is in 
perfect accordance to Lemma 6.2. 
7.5 Sharpness of the bounds 
Finally, in Example 6, which is due to M. Sarkis, we would like to address the sharpness of our 
condition number bounds with respect to the geometric parameters. The setup is shown in Figure 11, 
left, with inclusions in two neighbouring subdomains with coeﬃcient values both larger and smaller 
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Fig. 11 Example 6: Left setup, right estimated condition number for ﬁxed discretisation H/h = 256, varying 
parameter η, and two choices of Q (diagonal according to (4.15) as well as Q = M−1) 
than in the boundary layers. We prescribe homogeneous Dirichlet boundary conditions on ΓD and 
homogeneous Neumann boundary conditions on ΓN . For the choice Q = M−1, Theorem 6.4 predicts 
a condition number bound of O((H/η)2 (1 + log(H/h))2) in this case, and this quadratic dependence 
on H/η can be observed numerically: Figure 11, right, shows the estimated condition number of the 
all-ﬂoating FETI method for a ﬁxed discretisation of H/h = 256 varying the ratio H/η. There are 
two graphs in that ﬁgure; one corresponding to our default diagonal choice of Q, and another one 
corresponding to Q = M−1, but as one can see the condition numbers are essentially the same. This 
suggests that it might be possible to eliminate the extra factor H/η also in Theorem 4.1. For the 
standard one-level FETI methods, the condition numbers are virtually the same. 
Sharper results for the case that all coeﬃcients in the subdomain interiors are smaller (“inclusion 
soft type”) are sketched in a recent proceedings paper by Dryja and Sarkis, cf. [11]. 
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