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AbstractA new blind equalization algorithm for 
application to wireless communication employing 
MPSK signals is proposed in this paper. Since the new 
cost function exploits the amplitude and phase 
information simultaneously, the proposed algorithm can 
provide a superior performance than the conventional 
constant modulus algorithm(CMA) which only use the 
amplitude knowledge in its cost function. Theoretical
analysis and numerical simulations both demonstrate 
that the steady-state mean square error (MSE) for the 
proposed algorithm is less than that of the CMA. 
Index term blind equalization, MPSK, CMA
1 Introduction
There are many major problems in wireless 
communications need to be solved, one of them is the 
multipath and fading environment may cause severe signal 
distortion. Conventionally, an adaptive equalizer with the 
aid of a training sequence known to both the transmitting 
and receiving ends is employed to overcome he effects of 
multipath fading [1]. However, it has been well known that 
using such a training sequence is not an effective method in 
many applications. As a result, blind equalization 
techniques have been attracting many attentions recently. 
One of the most studied blind equalization algorithm is the 
so-called constant modulus algorithm (CMA), which is 
proposed by [2] and developed independently by [3]. While 
the CMA is one key candidate that could achieve desired 
convergence requirements, its cost function is only 
amplitude-dependent and blind to the information about the 
signal constellations. As a result, the CMA and its different 
extensions are shown to keep large errors for QAM and 
MPSK signals [4]. Incorporating partial or full knowledge 
of signal constellations in the cost functions of the CMA 
should lead to improved performance. Motivated by this 
fact, many efforts have been devoted to develop new 
adaptive blind equalization methods by exploiting the 
information about signal constellation. One class of these 
blind equalization algorithms [5-6] uses dual-mode 
schemes, in which the conventional CMA is applied for 
initialization. Equalization is then continued by minimizing 
a function that includes partial or full knowledge of signal 
constellations.
In this paper, we proposed a new blind equalization
algorithm for application to wireless communication
employing MPSK signals. A MPSK signal is modeled by 
constant amplitude r and uniformly distributed phase 
M
m )12( +
= on a circle where PM 2= is an even number 
and m is a random number taking values 1,1,0 −ML
with same probability. This interesting property enable us 
to develop a new cost function which exploit the amplitude 
and phase information simultaneously. The cost function of 
our algorithm is weighted sum of two separate terms; one is 
identical to the CMA case, and the other aims to cancel the 
constellation matched error (CME). Hence, the proposed 
algorithm is totally different with the dual-mode scheme
since it simultaneously utilizes the CMA and signal 
constellation for adaptive equalization. Another important 
problem addressed in this paper is the analysis of the 
steady-state performance of the proposed algorithm. Using 
the approach proposed in [7], we show that the steady-state 
of mean square error (MSE) of our algorithm is 
proportional to the step size and input signal variance. This 
property is similar to LMS and the CMA [7]. Besides this, 
we also prove the MSE of our algorithm is less than that of 
the CMA, which is also demonstrated by numerical 
simulations. 
The paper is organized as follows. Section 2 
formulates the problem. A new algorithm for MPSK signals 
is proposed in Section 3. Section 4 presents the 
performance analysis of our algorithm. The numerical 
simulation is provided in section 5. 
2 Problem Formulation
Let us consider that a wireless communication system
with MPSK modulation. The modulated signal passes 
through a linear time-invariant channel to provide a 
received signal
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where )(k is the additive white Gaussian noise (AWGN). 
To recover )(ks , the received signal is passed through a 
L-tap FIR filter whose output is
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where Tkkk L )]1(,),0([ −= Lw is the vector of the 
equalizer coefficients, TLkxkxk )]1(),([)( +−= Lx is the 
vector of received signals. The subscript T and 
H denote transpose and transpose conjugate respectively. 
Using matrix notation, )(kx can be expressed 
as )()( kk sHx = + )(k , where 
)([)( ksk =s L, TLks )]1( +− is the symbol vector, 
TLkkk )]1(),([)( +−= L is the vector of additive white 
noise, and 
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is the channel impulse response matrix. The output of 
equalizer can also be written as 
)()()()()( kkkkky Hk
H
k
H
k
H
k wsgwHsw +=+=        (4)
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where k
H
k wHg = is the overall impulse response of the 
channel system, The CMA equalizer updates the 
parameters kw with a stochastic gradient algorithm that 
minimize the dispersion of the equalizer output 
]))([()( 2
2 RkyEJ kCMA −=w                       (5)
where ][•E is the expectation operator, and 
])([/])([
24 ksEksER = . The CMA algorithm is usually
implemented by stochastic gradient descent method
)())(( *
2
1 kyRky kkk xww −−=+                     (6)
where ∗ denotes conjugate. From (5), one can easily find 
that the CMA is totally blind to information of signal 
constellation. Since the phase characteristic of MPSK 
signals is not captured in the CMA cost function, we will 
develop a new criterion which jointly consider the 
properties of constant modulus and uniformly distributed
phase values.
3 New cost function for MPSK signals
Before proposing the new cost function, the 
knowledge about the MPSK signals should be investigated 
in detail. For MPSK signals, the real parts and imaginary 
parts of each symbol point can be described as  
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where Mm, is defined in Section 1. It can be easily 
observed that ))/arcsin(2/cos( rsM y⋅ will always be 
equal to zero due to mrsM y )
2
1
()/arcsin(2/ +±=⋅ . 
Similarly, we can also get ))/arccos(2/cos( rsM x⋅ will 
always be zero when m takes the value from 0 to 1−M . 
By exploiting such knowledge of MPSK signals, we 
propose the following function is an idea candidate to 
cancel the constellation matched error.  
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where )(kyr and )(kyi are the real and imaginary parts of 
)(ky respectively. The function in (8) is appropriate for 
CME term representations. The idea function should take 
zero values at each constellation points and maximum 
values at the center between two neighbor symbol points. 
From Fig 1, it is easy to find that the maximum value, 
which is normalized to one, is reached at the center points 
in between two consecutive alphabets. The minimum
values are zero and only occur at the constellation points. 
Accordingly, the cost function places the highest penalty at 
the maximum deviation and no penalty for zero errors. 
Fig. 1 ))((1 kyf r and ))((2 kyf i  for MPSK signals ( 4=M )
The new cost function for the modified constant 
modulus algorithm (MCMA) is given by
))](())([()( 2
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where is a real number which trades off the amplitude 
and the phase-matched errors, )(xf is a function to 
recovery the phase distortion. Hence, one can easily find 
that
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the weight update equation of the proposed equalizer is
)()(*1 kkkk xww −=+                          (11)
where )()())(()(
2 kkyRkyk +−= . 
4 Steady-State Error Analysis
In this section, we will use the approach in [7] to 
analyze the steady performance of our algorithm. Denote 
optw as the ideal equalizer vector such that 
optopt k gxw =)( . The equalizer weight error is given by 
optkk www −=Δ . Define the a priori estimation error 
)()( kke Hka xwΔ= . Hence, we can get the output of the 
adaptive equalizer can be written as follows
)()()( kdkeky a +=                              (12)
where )()( kskd = + )(kHkw . It is shown in [7] that, for a 
class of adaptive algorithm of the form (11), the following 
equation holds
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This implies that the terms 1T and 2T in (13) should be 
identical. From this equality, the approximate expression 
for the mean steady error (MSE) ])([
2keE a can be 
obtained. In order to characterize the terms 1T and 
2T in (13), we need to get an approximate expression of
)(kψ . Using Taylor expansion around the symbol point 
)(ksr , which is defined in (7), we can obtain
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where ))()(( ksky rr − is the sum of high order terms. 
Since ))(( ksf r′ will be zero, which is shown in Fig.2 , 
we can get an approximate expression of ))((1 kyf r  by 
ignoring the sum of high order terms
2/))()(()())(( 21 kskykkyf rrr −×≈                (15)
where ))(()( 1 ksfk r′′= . With the same process, we can 
obtain 
2/))()(()())(( 22 kskykkyf iii −×≈    (16) 
where ))(()( 2 ksfk i′′= . Based on (11), (15) and (16), it is 
not difficult to get
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Recalling )(ky = )()( kdkea + , (17) can be expressed as
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where )()()( kjekeke ayaxa += . Dropping index k for 
simplicity, the above function can be expressed as
)())((
2
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Now we are in the position to present the following 
theorem to characterize the steady state MSE of our 
algorithm The following analysis for the performance of 
our algorithm is based on the same assumption used in [7] 
i.e., 0][ * =aesE . Based on above assumption, we may have
0][ * =dsE                         (20)
since wHk is only a linear combination of white noise. In the 
argument below, we also assume that the step size is 
small enough and the value of 
2
ae is reasonably small 
at steady state.
Fig. 2 ))((1 ksf r
′ and ))((2 ksf i
′  for MPSK signals 
( 4=M )
Theorem 1 For the MPSK signals, the new cost function
will achieve the steady-state MSE as
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where 0][][ >== φη EEc .
Proof: Starting with the term 1T  in (13), we first
compute the term ][ *ψaeE  as follows.
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Based on the assumption in (20), one can easily find that 
the terms DCB ,, in (22) are all zero. The assumption in 
(20) also implies that 
][])[][(])([ ayaxayax eeEEEeeE −=−  (23) 
since and  are only related to the transmitted symbols 
s and insensitive, in steady-state, to the estimation error of 
the equalizer ae . Naturally, and  are unrelated to 
axe and aye respectively.  Hence, the term G  in (22) will 
also be zero since ][][ φη EE = . For the similar reason, the 
term E  in the equation (22) will be ][ 2aecEα . As a 
result, the term ][ *ψaeE  can be determined as follows.
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Using the same method to proceed ][ *ψeE , we can get the 
term 1T  as follows.
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Neglecting 
4
[2 aeEμ for small values of and 
2
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leads to the approximation.
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Considering the second term 2T  in the view of the 
assumption that d , and  are both unrelated to ae , and 
that and ae are sufficiently small, we can obtain
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 From Theorem 1,one can easily observe the 
steady-state MSE of proposed algorithm may have 
following properties. Firstly, the steady-state MSE of the 
MCMA is proportional to the step size and the input
signal variance ][
2
xE . This property is similar to LMS 
and CMA in [7]. Moreover, the steady-state MSE of the 
MCMA will be less than that of CMA in [7] since the 
steady-state MSE of CMA is equal to 
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]2[2
]2[ 2
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, which will be shown in 
the numerical simulations in the next section. 
4 Numerical Simulations
Computer simulations were carried out to support our 
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analytical results of the previous section. In this 
experiments, we considered a transmission system where 
the QPSK ( 4=M ) input symbols are passed through an 
artibary unknown channel. The step size is 005.0 . We use 
a 12-tap equalizer with the initial values as 
[ 0,0,0,0,0,0,1,0,0,0,0,0
T] . The algorithm performance is 
evaluated in terms of the normalized inter symbol 
interference (ISI) . In the experiments, we compare the 
proposed method with the standard CMA. All the 
experiment results are obtained from 50 independent 
realizations. It can be easily found that the proposed 
method converges faster than the standard CMA while 
achieving a lower ISI lever when it is convergent.
Fig.3 Performance comparison:
 proposed algorithm and CMA
Appendix
Lemma 1: Assume a MPSK sequence, the value of the 
second derivative of 1f and 2f in function (13) at each 
symbol will always be positive, that is, ))((1 ksf r′′ and 
))((2 ksf i′′ will always be a real positive number. Moreover, 
))](([ 1 ksfE r′′ is equal to ))](([ 2 ksfE i′′ . 
Proof: Dropping index k for simplicity, consider 
)(2 isf ′′  at first. It is easy to find that )(2 isf ′′  takes the 
following from
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value in the range in ]
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Ml L , )(Ξ stands for the operation 
which  rounds the elements of to the nearest integers 
less than or equal to .  As result, the second term of 
)(2 isf ′′  will be zero since 0))arcsin(sin( =isM . Hence, we 
can get 
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will be a positive real number since 
1))arcsin(cos( =− isM and 0)1( 2
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is . Moreover, we can 
get the expectation of )(2 isf ′′  as
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Now let us consider )(1 rsf ′′ .  Starting with the following 
equation
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we can easily get the second derivative of )(1 rsf ′′  as
2
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since 1))arcsin(cos( =− rsM and 0))arcsin(sin( =rsM . The 
equation (A-6) also implies that )(1 rsf ′′  will always be 
larger than zero. Hence, ))((1 ksf r′′ and ))((2 ksf i′′ will 
always be a real positive number. Moreover, we can get the 
expectation of )(2 isf ′′  as
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As a result, ))](([ 1 ksfE r′′ = ))](([ 2 ksfE i′′ . This completes the 
proof.
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