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THE DIMENSION-FREE STRUCTURE OF
NONHOMOGENEOUS RANDOM MATRICES
RAFA L LATA LA, RAMON VAN HANDEL, AND PIERRE YOUSSEF
Abstract. Let X be a symmetric random matrix with independent but non-
identically distributed centered Gaussian entries. We show that
E‖X‖Sp ≍ E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
for any 2 ≤ p ≤ ∞, where Sp denotes the p-Schatten class and the constants
are universal. The right-hand side admits an explicit expression in terms of the
variances of the matrix entries. This settles, in the case p =∞, a conjecture of
the first author, and provides a complete characterization of the class of infinite
matrices with independent Gaussian entries that define bounded operators on
ℓ2. Along the way, we obtain optimal dimension-free bounds on the moments
(E‖X‖pSp )
1/p that are of independent interest. We develop further extensions
to non-symmetric matrices and to nonasymptotic moment and norm estimates
for matrices with non-Gaussian entries that arise, for example, in the study of
random graphs and in applied mathematics.
1. Introduction and main results
The study of random matrices has long driven mathematical developments across
a range of pure and applied mathematical disciplines. Initially motivated by ques-
tions arising in mathematical physics, classical random matrix theory (see, e.g.,
[15] for an introduction to this topic) is primarily concerned with random matrix
models that possess a large degree of symmetry. For example, perhaps the most ba-
sic objects in this theory are matrices with independent and identically distributed
entries, called Wigner matrices. Major advances on this subject were achieved in
the past decade, resulting in an extremely detailed understanding of the fine-scale
properties of the spectra of large Wigner and Wigner-like matrices.
There are however many situations in which classical random matrix models are
of limited significance. For example, from a functional analytic perspective, one
might naturally wish to view a random matrix as a random linear operator. One
of the most basic questions one could ask in this context is under what conditions
an (infinite) random matrix defines a bounded operator on ℓ2. Even this simple
question appears, at present, to be almost entirely open. It is readily verified that
such matrices could never have identically distributed entries; to obtain meaningful
answers to such infinite-dimensional questions, it is therefore essential to consider
nonhomogeneous random matrix models. In another context, many problems of
applied mathematics, such as the analysis of random networks or numerical linear
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algebra, naturally give rise to structured random matrix models that are inher-
ently nonhomogeneous. Such problems motivate the development of mathematical
methods that can accurately capture the underlying structure.
The main approach to the study of general nonhomogeneous random matrices
has been provided by variations on a classical result in noncommutative probability,
the noncommutative Khintchine inequality of Lust-Piquard and Pisier [13, section
6]. We describe this inequality for concreteness in the setting of Gaussian symmetric
matrices, though variants of it may be developed in much greater generality. Let
X be any symmetric random matrix with centered jointly Gaussian entries. It is
readily verified that such a matrix can always be represented as X =
∑
i≥1 giAi,
where gi are i.i.d. standard Gaussian variables and Ai are given symmetric matrices.
The noncommutative Khintchine inequality states that the moments of X admit
essentially the same estimates that would hold if Ai were scalar quantities, that is,
we have the following matrix analogue of the classical Khintchine inequalities:∥∥∥∥∥
(∑
i≥1
A2i
) 1
2
∥∥∥∥∥
Sp
. E‖X‖Sp ≤ (E‖X‖pSp)1/p .
√
p
∥∥∥∥∥
(∑
i≥1
A2i
) 1
2
∥∥∥∥∥
Sp
for all 1 ≤ p < ∞, where we denote by ‖X‖Sp := Tr[|X |p]1/p the Schatten p-
norm (that is, the ℓp-norm of the singular values of X). This powerful estimate
makes no assumption whatsoever on the covariance structure of the matrix en-
tries; consequently, this result and its generalizations have had a major impact in
noncommutative probability [13] as well as in applied mathematics [16].
Despite the significant power of the noncommutative Khintchine inequality, its
conclusion remains in many ways unsatisfactory: both the upper and lower bounds
become increasingly inaccurate for large p. For example, while this result character-
izes, for fixed p <∞, when an infinite random matrix is in the Schatten class Sp, it
sheds little light on the question of which infinite random matrices define bounded
operators on ℓ2 (the case p = ∞). In finite dimension n, one can still deduce
useful quantitative bounds on the operator norm using that ‖X‖Sp ≍ ‖X‖S∞ for
p ∼ logn. The resulting dimension-dependent bounds are notoriously inaccurate,
however: they do not even capture correctly the norm of the most basic object in
random matrix theory, the Gaussian Wigner matrix. These observations indicate
that a detailed understanding of the spectral norms of nonhomogeneous random
matrices will require far more precise information than is provided by the noncom-
mutative Khintchine inequality. In the most general setting considered thus far,
this aim remains out of reach. However, in this paper, we will settle these ques-
tions in what is perhaps the most natural case: that of nonhomogeneous random
matrices with independent Gaussian (and some non-Gaussian) entries.
Let us now consider, therefore, any symmetric random matrix X with indepen-
dent centered Gaussian entries. Such a matrix may be represented as Xij = bijgij ,
where gij are i.i.d. standard Gaussian variables and bij ≥ 0 are given scalars for
i ≥ j. In this case, the noncommutative Khintchine inequality reduces to(∑
i
(∑
j
b2ij
) p
2
) 1
p
. E‖X‖Sp ≤ (E‖X‖pSp)1/p .
√
p
(∑
i
(∑
j
b2ij
) p
2
) 1
p
.
One of the main results of this paper is the following sharp form of this estimate.
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Theorem 1.1. Let X be an n × n symmetric matrix with Xij = bijgij, where
bij ≥ 0 and gij are i.i.d. standard Gaussian variables for i ≥ j. Then
(E‖X‖pSp)1/p ≍
(∑
i
(∑
j
b2ij
) p
2
) 1
p
+
√
p
(∑
i
max
j
bpij
) 1
p
and
E‖X‖Sp ≍
(∑
i
(∑
j
b2ij
) p
2
) 1
p
+max
i≤ep
max
j
b∗ij
√
log i+
√
p
(∑
i≥ep
max
j
b∗ij
p
) 1
p
for all 2 ≤ p <∞, and
E‖X‖S∞ ≍ max
i
√∑
j
b2ij +maxij
b∗ij
√
log i
for p =∞. Here the matrix (b∗ij) is obtained by permuting the rows and columns of
the matrix (bij) such that maxj b
∗
1j ≥ maxj b∗2j ≥ · · · ≥ maxj b∗nj, and the constants
in the estimates are universal (independent of n, p, {bij}).
As a consequence we obtain, for example, a characterization of all infinite ma-
trices with independent Gaussian entries that define bounded operators on ℓ2.
Corollary 1.2. Let (Xij)i,j∈N be a symmetric infinite matrix with independent
Gaussian entries Xij ∼ N(aij , b2ij) for i ≥ j. We have the following dichotomy:
• If
max
i
∑
j
b2ij <∞, max
ij
b∗ij
√
log i <∞, ‖(aij)‖S∞ <∞,
then X defines a bounded operator on ℓ2(N) a.s.
• Otherwise, X is unbounded as an operator on ℓ2(N) a.s.
We will also develop a number of extensions of Theorem 1.1 to non-symmetric
matrices and to matrices with non-Gaussian entries.
Remark 1.3. While Theorem 1.1 is formulated for centered (zero mean) Gaussian
matrices, the result is easily extended to noncentered matrices by noting that
E[‖A+X‖qSp]1/q ≍ ‖A‖Sp +E[‖X‖
q
Sp
]1/q
for any deterministic matrix A and p, q (see Remark 3.4 below). There is therefore
no loss of generality in restricting attention to centered random matrices, as we will
do for simplicity throughout the remainder of the paper.
At first sight, the statement of Theorem 1.1 may appear difficult to interpret.
In fact, as we will presently explain, this result has a very simple probabilistic
formulation that sheds significant light on the behavior of these matrices. Moreover,
its proof will provide considerable insight into the structure of such matrices.
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1.1. Probabilistic formulation. The questions investigated in this paper have
their origin in a result of Seginer [14], which provides matching probabilistic upper
and lower bounds on the operator norm of random matrices with independent and
identically distributed entries with an arbitrary centered distribution: the expected
operator norm of any such matrix is of the same order as the expectation of the
maximal Euclidean norm of its rows and columns. The latter is a much simpler
probabilistic quantity, which can be readily estimated in practice. The distribution
of the entries is entirely irrelevant here: Seginer only uses that the distribution of
the matrix is invariant under permutation of the entries, so that one may reduce
the problem to a question about random matrices defined by random permutations.
The latter can be investigated by combinatorial methods.
In view of such a remarkably general probabilistic principle, it is natural to
ask whether the same conclusion also extends to nonhomogeneous matrix models
that do not possess permutation symmetry. Unfortunately, this is not the case: as
was already noted by Seginer, his result for i.i.d. matrices already fails to extend
to the simplest examples of nonhomogeneous matrices with subgaussian entries.
Surprisingly, however, no counterexamples could be found to the analogous question
for Gaussian matrices. This led the first author to conjecture, about 15 years ago,
that Seginer’s conclusion might remain valid in general for nonhomogeneous random
matrices with independent centered Gaussian entries (cf. [8]). Theorem 1.1 settles
this conjecture in the affirmative: indeed, one may compute [17, Theorem 1.2]
E
[
max
i
√∑
j
X2ij
]
≍ max
i
√∑
j
b2ij +maxij
b∗ij
√
log i,
so that this quantity is always of the same order as E‖X‖S∞ by Theorem 1.1. Beside
settling the conjecture, this observation furnishes the case p = ∞ of Theorem 1.1
with a natural probabilistic interpretation that is far from evident from the explicit
expression. Let us note that, on the face of it, this conclusion is quite striking: it is
trivial that the operator norm of a matrix must be large if the matrix possesses a
row with large Euclidean norm; what we have shown is that for symmetric Gaussian
matrices with independent centered entries, this is the only reason why the operator
norm can be large, regardless of the variance pattern of the matrix entries. For some
further discussion and a different probabilistic interpretation, see [17].
It turns out that the above probabilistic formulation can be developed in much
greater generality. To this end, define the mixed norm
‖X‖ℓp(ℓ2) :=
(∑
i
(∑
j
X2ij
)p/2)1/p
(the definition is extended in the obvious manner to the case p =∞). As a conse-
quence of Theorem 1.1, we will show that the distributions of the random variables
‖X‖Sp and ‖X‖ℓp(ℓ2) are comparable in a strong sense.
Corollary 1.4. Under the assumptions of Theorem 1.1, we have
P[‖X‖ℓp(ℓ2) ≥ t] ≤ P[‖X‖Sp ≥ t] ≤ C P[‖X‖ℓp(ℓ2) ≥ t/C]
for all t ≥ 0 and 2 ≤ p ≤ ∞, where C is a universal constant. In particular,
EΨ(‖X‖ℓp(ℓ2)) ≤ EΨ(‖X‖Sp) ≤ EΨ(C‖X‖ℓp(ℓ2))
for every increasing convex function Ψ and 2 ≤ p ≤ ∞.
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By taking Ψ(x) = xp or Ψ(x) = x, respectively, this result provides a tantalizing
probabilistic interpretation of both explicit bounds that appear in Theorem 1.1:
what we have shown is that for any symmetric Gaussian matrix with independent
centered entries, the Schatten p-norm (that is, the ℓp-norm of its eigenvalues) is of
the same order as the ℓp-norm of the Euclidean norms of its rows.
1.2. Main ideas of the proof. The proof of Theorem 1.1 builds on initial progress
that was made in this direction in two earlier papers [2, 17].
In [2, Theorem 1.1], Bandeira and the second author proved the following bound
on the operator norm of a Gaussian random matrix, which corresponds to the
special case p ∼ logn of the first inequality of Theorem 1.1 (cf. Theorem 3.7 below):
(E‖X‖lognS∞ )1/ logn ≍ maxi
√∑
j
b2ij +maxij
bij
√
logn.
The proof relies on a comparison principle between the moments E[Tr[X2p]] of the
n-dimensional matrix X and the moments E[Tr[Y 2p]] of an r-dimensional Wigner
matrix Y , where r depends only on the coefficients bij and p. This elementary
dimension-compression argument has proved to yield a very efficient mechanism to
reduce questions about nonhomogeneous random matrices to analogous questions
on homogeneous random matrices, which are already well understood.
By Jensen’s inequality, the above result provides a dimension-dependent upper
bound on the expected operator norm E‖X‖S∞ that turns out to be nearly sharp in
many cases of interest. Nonetheless, the dimension-dependence makes this bound
useless in infinite-dimensional situations, while our main aim is to obtain optimal
dimension-free bounds. Unfortunately, this bound already yields the optimal result
that could be obtained for the operator norm by the moment method. In order
to surmount this obstacle, the second author developed in [17] an entirely different
method to bound the operator norm of nonhomogeneous Gaussian matrices through
the geometry of random processes. This approach made it possible to prove the
following dimension-free bound, cf. [17, Theorem 1.4] and subsequent discussion:
E‖X‖S∞ . max
i
√∑
j
b2ij +maxij
b∗ij log i.
This result is strongly reminiscent of the sharp bound provided by Theorem 1.1
in the case p = ∞, but nonetheless falls short of this goal: to obtain the optimal
estimate, the factor log i in the second term should be reduced to
√
log i. While this
may seem a small step away from the correct result, the suboptimal term appears
to arise from a fundamental obstruction in this method of proof, cf. [17, section
4.3]. It is therefore unclear how this argument could be significantly improved.
In view of the two suboptimal bounds discussed above, it is natural to expect that
the optimal result should arise by eliminating an inefficiency in the proof of one of
these bounds. One of the main insights of this paper is that the missing ingredient
for the proof of Theorem 1.1 (in the case p =∞) lies in an entirely different place: to
prove this result, we will exploit some strong structural information on the variance
pattern of the underlying matrix. To this end, a key idea that we will develop is
that, modulo a relabeling of the rows and columns, the random matrix X can have
bounded operator norm only if has a very specific form: it consists of a (nearly)
block-diagonal “core”, which is made up of blocks of controlled dimension in which
6 RAFA L LATA LA, RAMON VAN HANDEL, AND PIERRE YOUSSEF
the variances of the entries decay at a slow rate; and an off-diagonal remainder, in
which the entry variances decay at a much faster rate (this structure will be made
precise in Lemma 3.10 and is illustrated in Figure 3.1 below). Remarkably, it turns
out that with this structure in hand, the suboptimal bounds described above already
suffice to conclude the proof for p =∞: the dimension-dependent bound optimally
controls the diagonal blocks, which are low-dimensional by construction; while the
dimension-free bound is sufficiently accurate to optimally control the remainder
of the matrix. Beside enabling us to prove the result, this structural information
provides considerable insight into what random matrices with bounded operator
norm look like: they must be nearly block-diagonal, in precise sense.
For the general case where 2 ≤ p <∞, we will introduce a further decomposition
of the matrix (illustrated in Figure 3.2): in one part of the matrix, the Sp-norm is
of the same order as the S∞-norm, which was already addressed above; while in the
remaining part, the expected Sp-norm is optimally captured by the corresponding
moment bound. The main difficulty in this part of the proof is to obtain optimal
bounds on the moments (E‖X‖pSp)1/p for p≪ logn, which do not follow from the
simple argument of [2]. While the proof is based on the same dimension-compression
idea as in [2], the optimal implementation of this method is significantly more
challenging and requires us to develop certain combinatorial “Brascamp-Lieb-type”
inequalities that may be of independent interest (see section 2.2 below).
Let us note that the proofs of the case p =∞ of Theorem 1.1 and of Corollaries
1.2 and 1.4 can be read independently of the more technical combinatorial argu-
ments needed to extend our results to general Schatten norms. The reader who is
interested primarily in the operator norm may skip ahead directly to section 3.2.
1.3. Non-symmetric matrices and non-Gaussian entries. So far we have
stated our results in the setting of symmetric matrices with independent centered
Gaussian entries. However, neither symmetry nor Gaussianity is essential, and we
will develop various extensions of our main results to more general situations.
The easiest to eliminate is the symmetry assumption, which plays little role in
the proofs and is largely made for notational convenience. All our results extend
readily to non-symmetric matrices, as will be shown in section 4.1.
The question of non-Gaussian entries is more subtle. As was explained above,
an example of Seginer [14, Theorem 3.2] shows that the conclusion of Corollary 1.4
cannot hold even for subgaussian variables. Despite superficial similarities, Corol-
lary 1.4 arises for an entirely different reason than Seginer’s result for i.i.d. matrices:
we cannot prove a general comparison principle between ‖X‖Sp and ‖X‖ℓp(ℓ2); in-
stead, we prove explicit upper and lower bounds on each of these quantities in the
Gaussian case, and show that these coincide. Gaussian analysis plays a crucial
role in the proofs of these bounds, which suggests that the Gaussian distribution is
rather special. Nonetheless, we will show in section 4.2 that Corollary 1.4 extends
to a large class of non-Gaussian random matrices. Roughly speaking, we expect
that the equivalence between ‖X‖Sp and ‖X‖ℓp(ℓ2) should hold rather generally for
entry distributions whose tails are at least as heavy as that of the Gaussian distri-
bution, but not when the tails are strictly lighter than the Gaussian distribution.
We will not develop this statement in full generality, but rather demonstrate this
phenomenon in a broad class of heavy-tailed distributions.
While our results cannot yield optimal two-sided bounds for matrices with light-
tailed entries, the explicit bounds of Theorem 1.1 still yield very useful upper bounds
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in this case. Of particular interest in this setting is the fact that, while Theorem 1.1
is sharp only up to universal constants, the sharpest moment bounds obtained in
this paper possess nearly optimal constants. We will exploit this fact in section 4.3
to obtain some very sharp bounds on the norms of non-homogeneous matrices with
bounded entries. For example, we will prove the following result:
Theorem 1.5. Let X be an n × n symmetric matrix with independent, centered,
and uniformly bounded entries for i ≥ j. Then we have for every p ∈ N
(E‖X‖2pS2p)1/2p ≤ 2
(∑
i
(∑
j
E[X2ij ]
)p) 12p
+ C
√
p
(∑
i,j
‖Xij‖2p∞
) 1
2p
,
where C is a universal constant.
This improves a result proved in [2] for the special case p ∼ logn under an
additional symmetry assumption. We will spell out several variations on this result
in section 4.3 in view of their considerable utility in applications. For example, we
will show that Theorem 1.5 effortlessly yields the correct behavior of the spectral
edge of the centered adjacency matrix of Erdo˝s-Re´nyi random graphs, recovering a
recent result of [3] by a simpler and more general method.
1.4. Overview and notation. The rest of this paper is organized as follows. In
section 2, we obtain optimal bounds on the moments (E‖X‖pSp)1/p in the Gaussian
symmetric case, proving the first part of Theorem 1.1. The second part of Theorem
1.1, concerning the expected norms E‖X‖Sp, is proved in section 3. Here we also
prove Corollary 1.4, as well as the characterization of infinite Gaussian matrices
that define bounded operators on ℓ2. Finally, in section 4, we develop various
extensions of our main results to non-symmetric and non-Gaussian matrices.
The following notation and terminology will be used throughout the paper. The
Schatten norm ‖X‖Sp and mixed norm ‖X‖ℓp(ℓ2) were already defined above. We
will sometimes denote the operator norm as ‖X‖ := ‖X‖S∞ for notational simplic-
ity. All random matrices will be real unless otherwise noted (however, the extension
of our main results to complex matrices is essentially trivial, cf. section 2.3 below).
We write a . b or b & a to denote that a ≤ Cb for a universal constant C (which
does not depend on any parameter of the problem unless explicitly noted other-
wise). We will write a ≍ b if a . b and b . a. Finally, we recall that a random
variable Z is said to be σ-subgaussian if E[etZ ] ≤ et2σ2/2 for all t ∈ R.
2. Moment estimates
The main result of this section is the following theorem.
Theorem 2.1. Let X be an n × n symmetric matrix with Xij = bijgij, where
bij ≥ 0 and gij are i.i.d. standard Gaussian variables for i ≥ j. Then for p ∈ N
(E[Tr[X2p]])1/2p ≤ 2
(∑
i
(∑
j
b2ij
)p)1/2p
+ 5
√
2p
(∑
i
max
j
b2pij
)1/2p
.
This result essentially contains the first part of Theorem 1.1; it remains to extend
the conclusion to arbitrary (non-integer) p and to prove a matching lower bound.
To this end, we will establish the following corollary:
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Corollary 2.2. Under the assumptions of Theorem 2.1, we have for all 2 ≤ p <∞
(E‖X‖pSp)1/p ≍
(∑
i
(∑
j
b2ij
)p/2)1/p
+
√
p
(∑
i,j
bpij
)1/p
.
Together with Remark 2.3 below, this concludes the first part of Theorem 1.1.
The remainder of this section is devoted to the proofs of these results.
The generality of Corollary 2.2 comes at the expense of replacing the sharp
constants of Theorem 2.1 by larger universal constants. Theorem 2.1 is therefore
of independent interest, and will be put to good use in section 4.2 below.
Remark 2.3. It may appear somewhat strange that the second term in the upper
bound of Theorem 2.1 is smaller than the second term in the lower bound of Corol-
lary 2.2. It is instructive to give a direct proof that the two bounds are nonetheless
of the same order. To this end, we can estimate using Young’s inequality
∑
i,j
b2pij ≤
∑
i
(∑
j
b2ij
)
max
j
b2p−2ij ≤
ap
p
∑
i
(∑
j
b2ij
)p
+
p− 1
pap/(p−1)
∑
i
max
j
b2pij
for any a > 0. Therefore, setting a = e−2(p−1) we readily obtain(∑
i,j
b2pij
)1/2p
. e−p
(∑
i
(∑
j
b2ij
)p)1/2p
+
(∑
i
max
j
b2pij
)1/2p
.
The equivalence of the bounds in Theorem 2.1 and Corollary 2.2 (up to the value
of the universal constant) follows immediately from this estimate.
2.1. Proof of Theorem 2.1. Before we begin developing the proof of Theorem 2.1
in earnest, we make a simple observation: it suffices to prove the result under the
assumption that the diagonal entries of the matrix vanish.
Lemma 2.4. Let X be defined as in Theorem 2.1, let Dij := Xij1i=j be its diagonal
part, and denote by X˜ := X −D its off-diagonal part. Then
(E[Tr[X2p]])1/2p ≤ (E[Tr[X˜2p]])1/2p +
√
2p
(∑
i
b2pii
)1/2p
.
Proof. This follows immediately using the triangle inequality and the simple esti-
mate (E[Tr[D2p]])1/2p = (
∑
iE[X
2p
ii ])
1/2p ≤ √2p(∑i b2pii )1/2p. 
In view of Lemma 2.4, it suffices to prove the result of Theorem 2.1 under the
assumption that bii = 0 for all i (with constant 4 rather than 5 in the second term).
While this observation is trivial, the elimination of the diagonal entries will be very
helpful for the implementation of the combinatorial arguments that are used in the
proof. We therefore assume in the rest of this section that bii = 0 for all i.
We now turn to the main part of the proof. Our starting point is the identity
E[Tr[X2p]] =
∑
u1,...,u2p∈[n]
bu1u2bu2u3 · · · bu2pu1 E[gu1u2gu2u3 · · · gu2pu1 ].
We view u1 → u2 → · · · → u2p → u1 as a cycle in the complete undirected graph on
n points. By symmetry of the Gaussian distribution, each distinct edge {uk, uk+1}
that appears in the cycle must be traversed an even number of times for a term in
the sum to be nonzero. We will call cycles with this property even.
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Following [2], the shape s(u) of a cycle u ∈ [n]2p is defined by relabeling the
vertices in order of appearance. For example, the cycle 2 → 7 → 9 → 7 → 8 →
7→ 2 has shape 1→ 2→ 3→ 2→ 4→ 2→ 1. We define
S2p := {s(u) : u is an even cycle of length 2p}.
We denote by ni(s) the number of distinct edges that are traversed exactly i times
by a cycle of shape s, and by m(s) the number of distinct vertices visited by s. In
terms of these quantities, we can rewrite the moments E[Tr[X2p]] as
E[Tr[X2p]] =
∑
s∈S2p
∏
i≥1
E[g2i]n2i(s)
∑
u:s(u)=s
bu1u2bu2u3 · · · bu2pu1 ,
where g ∼ N(0, 1). The key difficulty of the proof is to obtain the following estimate.
Proposition 2.5. For any s ∈ S2p
∑
u:s(u)=s
bu1u2bu2u3 · · · bu2pu1 ≤
(∑
i
(∑
j
b2ij
)p)m(s)−1p (∑
i
max
j
b2pij
)1−m(s)−1p
.
Proposition 2.5 will be proved in section 2.2 below. With this result in hand, we
can readily complete the proof of Theorem 2.1 as in [2].
Proof of Theorem 2.1. Define for simplicity
σp :=
(∑
i
(∑
j
b2ij
)p)1/2p
, σ∗p :=
(∑
i
max
j
b2pij
)1/2p
.
By rescaling the matrix X , we may assume without loss of generality that σ∗p = 1.
Then Proposition 2.5 implies the estimate
E[Tr[X2p]] ≤
∑
s∈S2p
σ2(m(s)−1)p
∏
i≥1
E[g2i]n2i(s).
On the other hand, let Y be an r × r symmetric matrix whose entries Yij are i.i.d.
standard Gaussian variables for i ≥ j. Then we have
E[Tr[Y 2p]] =
∑
s∈S2p
card{u ∈ [r]2p : s(u) = s}
∏
i≥1
E[g2i]n2i(s)
=
∑
s∈S2p
r!
(r −m(s))!
∏
i≥1
E[g2i]n2i(s)
provided p < r (which ensures that r ≥ m(s), as m(s) ≤ p+ 1 for any even cycle).
As (r − 1)!/(r −m)! ≥ (r −m+ 1)m−1 and using m(s) ≤ p+ 1, we obtain
E[Tr[X2p]] ≤ 1
r
E[Tr[Y 2p]] ≤ E[‖Y ‖2p] for r = ⌊σ2p⌋+ p+ 1.
We now invoke a standard bound on the norm of Wigner matrices [2, Lemma 2.2]
(E[Tr[X2p]])1/2p ≤ E[‖Y ‖2p]1/2p ≤ 2√r + 2
√
2p ≤ 2σp + 4
√
2p
to conclude the proof. 
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Remark 2.6. Instead of Proposition 2.5, the following much simpler estimate
∑
u:s(u)=s
bu1u2bu2u3 · · · bu2pu1 ≤ n
(
max
i
∑
j
b2ij
)m(s)−1(
max
ij
b2ij
)p−m(s)+1
was obtained in [2, Lemma 2.5]. Indeed, this estimate is an almost immediate
consequence of the fact that every edge of an even cycle is traversed at least twice.
However, when combined with the rest of the argument, this estimate gives rise to
a dimension-dependent bound on the Schatten norms
(E[Tr[X2p]])1/2p . n1/2p
(
max
i
√∑
j
b2ij +maxij
bij
√
p
)
.
The latter coincides with the optimal bound of Theorem 2.1 only when p & log n.
As we will presently see, the case p ≪ logn is much more delicate, and the key
feature of Proposition 2.5 is that it gives the right dimension-free estimate.
2.2. Proof of Proposition 2.5. To complete the proof of Theorem 2.1, it remains
to prove the key estimate of Proposition 2.5. Its innocent-looking statement sug-
gests that it should arise as an application of Ho¨lder’s inequality, and this is in
essence the case. Nonetheless, we do not know a short proof of this fact. The dif-
ficulty in proving this result is that the manner in which Ho¨lder’s inequality must
be applied depends nontrivially on the topology of the shape s, and it is unclear at
the outset how to identify the relevant structure. To facilitate the analysis, it will
be convenient to place ourselves in a somewhat more general framework.
Let Gm be the set of all undirected, connected graphs G = ([m], E(G)). For
any edge e = {i, j} of a graph G ∈ Gm and v = (vi)i∈[m] ∈ [n]m, we will write
v(e) := {vi, vj}. The key quantity that we will investigate is the following.
Definition 2.7. For any graphG ∈ Gm, and any family k := (ke)e∈E(G) of labelings
of its edges by positive values ke > 0, we define
Wk(G) :=
∑
v∈[n]m
∏
e∈E(G)
bkev(e).
Definition 2.7 is more general than the quantities that appear in Proposition 2.5.
Indeed, given any shape s of length 2p with m(s) = m distinct vertices, define a
graph G ∈ Gm whose edges are given by E(G) = {{s1, s2}, {s2, s3}, . . . , {s2p, s1}},
and let ke be the number of times the edge e ∈ E(G) is traversed by s. Then clearly∑
u:s(u)=s
bu1u2bu2u3 · · · bu2pu1 =
∑
v1 6=v2 6=···6=vm
∏
e∈E(G)
bkev(e) ≤Wk(G).
The conclusion of Proposition 2.5 will therefore follow immediately from the fol-
lowing more general statement about the quantity Wk(G).
Theorem 2.8. For any G ∈ Gm and k so that ke ≥ 2 for every e ∈ E(G), we have
Wk(G) ≤
(∑
i
(∑
j
b2ij
) |k|
2
) 2(m−1)
|k|
(∑
i
max
j
b
|k|
ij
)1− 2(m−1)
|k|
,
where we denote |k| :=∑e∈E(G) ke.
The remainder of this section is devoted to the proof of this result.
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2.2.1. Reduction to trees. As a first step towards the proof of Theorem 2.8, we will
show that it suffices to prove the result in the case where G is a tree; the special
structure of trees will be heavily exploited in the rest of the proof.
In the sequel, we denote by Gtreem the set of trees on m vertices, that is, the set
of graphs G ∈ Gm such that cardE(G) = m − 1. We will also denote by GI the
subgraph induced by a graph G ∈ Gm on a subset I ⊆ [m] of its vertices.
When G ∈ Gtreem , the quantity Wk(G) takes a particularly simple form. Indeed,
suppose without loss of generality that the vertices [m] are ordered so that m is a
leaf of G and every ℓ < m is a leaf of the induced subtree G[ℓ]. Then the tree is
rooted at vertex 1, and every vertex ℓ ≥ 2 has a unique parent vertex iℓ ≤ ℓ − 1.
In particular, then E(G) = {{1, 2}, {i3, 3}, . . . , {im,m}}, so we can write
Wk(G) =
∑
v1,...,vm∈[n]
bk2v1v2b
k3
vi3v3
· · · bkmvimvm ,
where we denoted k{iℓ,ℓ} =: kℓ for simplicity. Conversely, for any k2, . . . , km > 0 and
iℓ ≤ ℓ−1, the expression on the right-hand side arises asWk(G) for some G ∈ Gtreem
(indeed, one may generate any tree by starting at the root and repeatedly attaching
a new vertex ℓ to a previously generated vertex iℓ).
We now show that among all graphs G ∈ Gm, the value of Wk(G) is maximized
by trees. This will allow us to restrict attention to trees in the rest of the proof.
Lemma 2.9. For any G ∈ Gm and k = (ke)e∈E(G) with ke > 0, there exist
k′2, . . . , k
′
m > 0 with mini k
′
i ≥ mine ke and
∑m
i=2 k
′
i = |k| such that
Wk(G) ≤ max
i3,...,im∈[m]:iℓ≤ℓ−1
∑
v1,...,vm∈[n]
b
k′2
v1v2b
k′3
vi3v3
· · · bk′mvimvm ≤ max
G′∈Gtreem
Wk
′
(G′).
Proof. Let T be a spanning tree of G, and assume that the vertices [m] of G are
ordered so that m is a leaf of T and every ℓ < m is a leaf of T[ℓ] (this entails no
loss of generality, as this can always be accomplished by relabeling the vertices of
G). The only point of this assumption is that it ensures that the subgraph G[ℓ] is
connected for every ℓ. We now define the numbers k′2, . . . , k
′
m as
k′ℓ :=
∑
e={i,ℓ}∈E(G[ℓ])
ke.
That is, k′ℓ is the total weight of edges incident to ℓ in G[ℓ]. It is clear from this
definition that minℓ k
′
ℓ ≥ mine ke and
∑
ℓ k
′
ℓ = |k|.
The main part of the proof proceeds by induction. For the initial step, we begin
by isolating the contribution of the vertex m in the definition of Wk(G):
Wk(G) =
∑
v∈[n]m
( ∏
e∈E(G[m−1])
bkev(e)
)( ∏
{i,m}∈E(G)
bk(i)vivm
)
=
∑
v∈[n]m
∏
{i,m}∈E(G)
(
b
k′m
vivm
∏
e∈E(G[m−1])
bkev(e)
)k(i)/k′m
,
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where we denote k{i,m} =: k(i) and we observe that
∑
i k(i) = k
′
m. Therefore
Wk(G) ≤
∏
{i,m}∈E(G)
( ∑
v∈[n]m
b
k′m
vivm
∏
e∈E(G[m−1])
bkev(e)
)k(i)/k′m
≤ max
im≤m−1
∑
v∈[n]m
b
k′m
vimvm
∏
e∈E(G[m−1])
bkev(e)
by Ho¨lder’s inequality.
The argument for the inductive step proceeds along very similar lines. Suppose
we have shown, for some 4 ≤ r ≤ m, the induction hypothesis
Wk(G) ≤ max
ir ,...,im:iℓ≤ℓ−1
∑
v∈[n]m
b
k′r
virvr · · · b
k′m
vimvm
∏
e∈E(G[r−1])
bkev(e).
By our assumption on the ordering of the vertices, G[r−1] is connected. In particu-
lar, this means that there exists at least one edge between vertex r− 1 and [r− 2].
Isolating these edges in the same manner as above yields∑
v∈[n]m
b
k′r
vir vr · · · bk
′
m
vimvm
∏
e∈E(G[r−1])
bkev(e) =
∑
v∈[n]m
∏
{i,r−1}∈E(G[r−1])
(
b
k′r−1
vivr−1b
k′r
virvr · · · b
k′m
vimvm
∏
e∈E(G[r−2])
bkev(e)
)k(i)/k′r−1
,
where we now redefined k{i,r−1} =: k(i). Applying Ho¨lder’s inequality once more
establishes the validity of the induction hypothesis for r← r − 1.
The above induction guarantees the validity of the induction hypothesis for r = 3.
This completes the proof, however, as G[2] contains the single edge {1, 2}. 
2.2.2. Iterative pruning. By virtue of Lemma 2.9, we have now reduced the proof
of Theorem 2.8 to the special case where the graph G is a tree. To complete the
proof, we will iteratively apply Ho¨lder’s inequality to the leaves of the tree. Unlike
in the proof of Lemma 2.9, however, it is important in the present case to keep
track of the powers of the different terms generated by Ho¨lder’s inequality, which
introduces additional complications. To facilitate the requisite bookkeeping, it will
be convenient to consider a further generalization of the quantity Wk(G).
In the following, let us suppose that each edge e ∈ E(G) may be endowed with
an independent (symmetric) weight matrix b
(e)
ij , and define
W (G) :=
∑
v∈[n]m
∏
e∈E(G)
b
(e)
v(e).
We will recover W (G) =Wk(G) by setting b
(e)
ij = b
ke
ij .
Lemma 2.10. For any G ∈ Gtreem and pe ≥ 1 such that
∑
e∈E(G) 1/pe = 1, we have
W (G) ≤
∏
e∈E(G)
(∑
i
(∑
j
b
(e)
ij
)pe)1/pe
.
This Ho¨lder-type inequality is reminiscent of a special Brascamp-Lieb inequality
(see, for example, [4] and the references therein), but involving mixed ℓp(ℓ1) norms.
We do not know whether it follows from a more general principle.
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Proof. Throughout the proof we will assume without loss of generality that m > 2,
as the conclusion is trivial in the case m = 2.
The proof again proceeds by induction. For the initial step, we begin by noting
that any finite tree G must have at least two leaves (that is, vertices that have
exactly one neighbor). Suppose that vertices ℓ, ℓ′ are leaves of G. Then
W (G) =
∑
v∈[n]I
(∑
j
b
(eℓ)
viℓj
)(∑
j
b
(eℓ′)
vi
ℓ′
j
) ∏
e∈E(GI)
b
(e)
v(e),
where I = [m]\{ℓ, ℓ′} and eℓ = {iℓ, ℓ}, eℓ′ = {iℓ′ , ℓ′} are the unique edges connecting
the leaves ℓ, ℓ′ to I (here we used that asm > 2, the set I is nonempty and eℓ 6= eℓ′).
We can therefore estimate by Ho¨lder’s inequality
W (G) ≤
[ ∑
v∈[n]I
(∑
j
b
(eℓ)
viℓj
)1+ peℓpe
ℓ′ ∏
e∈E(GI)
b
(e)
v(e)
] peℓ′
peℓ
+pe
ℓ′
×
[ ∑
v∈[n]I
(∑
j
b
(eℓ′)
vi
ℓ′
j
)1+ peℓ′peℓ ∏
e∈E(GI)
b
(e)
v(e)
] peℓ
peℓ
+pe
ℓ′
.
Now observe the following properties of the right-hand side:
• The graph GI is again a tree, as we remove only leaves from G.
• Both sides of the inequality are 1-homogeneous in all the variables b(e).
The latter two properties will form the basis for the induction.
Let us now describe the induction step, which is again very similar. Suppose we
have shown, for some r > 1, the induction hypothesis
W (G) ≤
S∏
s=1
[ ∑
v∈[n]Is
(∑
j
b
(es)
visj
)qs ∏
e∈E(GIs )
b
(e)
v(e)
] 1
αs
,
where S <∞, Is ⊆ [m], is ∈ Is, es ∈ E(G)\E(GIs ), and αs, qs ≥ 1 satisfy:
• card Is = r and GIs is a tree for every s.
• qs =
∑
e∈E(G)\E(GIs)
pes/pe.
• The right-hand side is 1-homogeneous in all the variables b(e), e ∈ E(G).
We aim to show that the induction hypothesis remains valid for r← r − 1.
Consider a single term s on the right-hand side. As GIs is a tree, it must have
at least two leaves; in particular, there is a vertex ℓ 6= is that is a leaf of GIs . Thus
∑
v∈[n]Is
(∑
j
b
(es)
visj
)qs ∏
e∈E(GIs )
b
(e)
v(e) =
∑
v∈[n]I
′
s
(∑
j
b
(es)
visj
)qs(∑
j
b
(e′)
vi′ j
) ∏
e∈E(GI′s
)
b
(e)
v(e),
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where I ′s = Is\{ℓ} and i′ ∈ I ′s is the unique vertex such that e′ = {i′, ℓ} ∈ E(GIs).
Applying Ho¨lder’s inequality readily yields
∑
v∈[n]Is
(∑
j
b
(es)
vis j
)qs ∏
e∈E(GIs )
b
(e)
v(e) ≤
[ ∑
v∈[n]I
′
s
(∑
j
b
(es)
visj
)q′s ∏
e∈E(GI′s
)
b
(e)
v(e)
] qs
q′s
×
[ ∑
v∈[n]I
′
s
(∑
j
b
(e′)
vi′j
)q′ ∏
e∈E(GI′s
)
b
(e)
v(e)
] 1
q′
,
where q′s =
∑
e∈E(G)\E(GI′s
) pes/pe and q
′ =
∑
e∈E(G)\E(GI′s
) pe′/pe (here we used
qs/q
′
s + 1/q
′ = 1). Observe in particular that by construction, both sides in this
inequality have the same degree of homogeneity in each variable b(e).
We have now shown how to bound a single term s in the induction hypothe-
sis. To conclude the induction argument, we replace every term in the induction
hypothesis by the upper bound obtained by this procedure. We claim that the
resulting bound again satisfies the induction hypothesis with r ← r− 1, concluding
the induction step. Indeed, by construction, each set I ′s that appears in the new
bound satisfies card I ′s = r − 1 and GI′s is a tree (it was obtained from GIs by
removing a leaf). Moreover, by construction each term has the correct power q′s.
Finally, as each term in the induction hypothesis has been replaced by a term with
the same homogeneity in each variable b(e), it follows immediately that the new
bound is still 1-homogeneous. This concludes the proof of the induction step.
The above induction guarantees the validity of the induction hypothesis for r = 1,
that is, we have proved the following bound:
W (G) ≤
S∏
s=1
[∑
i
(∑
j
b
(es)
ij
)pes] 1αs
=
∏
e∈E(G)
[∑
i
(∑
j
b
(e)
ij
)pe] 1αe
,
where we defined 1/αe =
∑
s:es=e
1/αes . Moreover, the induction argument guar-
antees that the right-hand side is 1-homogeneous in all variables b(e), e ∈ E(G). It
must therefore necessarily be the case that αe = pe, concluding the proof. 
Combining Lemmas 2.9 and 2.10 with the assumption of Theorem 2.8 yields:
Corollary 2.11. For any G ∈ Gm and k = (ke)e∈E(G) such that ke ≥ 2 for every
e ∈ E(G), there exist k′2, . . . , k′m ≥ 2 such that
∑m
ℓ=2 k
′
ℓ = |k| and
Wk(G) ≤
m∏
ℓ=2
(∑
i
(∑
j
b
k′ℓ
ij
) |k|
k′
ℓ
) k′ℓ
|k|
.
We can now conclude the proof of Theorem 2.8.
Proof of Theorem 2.8. For any 2 ≤ k ≤ K, note that
∑
i
(∑
j
bkij
)K/k
≤
∑
i
(∑
j
b2ij
)K/k
max
j
b
K(k−2)/k
ij
≤
(∑
i
(∑
j
b2ij
)K/2)2/k(∑
i
max
j
bKij
)(k−2)/k
,
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where the second inequality used Ho¨lder. The conclusion of Theorem 2.8 follows by
applying this estimate to every term of Corollary 2.11 (with k = k′ℓ, K = |k|). 
2.3. Proof of Corollary 2.2. There are two separate issues that must be ad-
dressed in the proof of Corollary 2.2. The first is to prove a lower bound on E‖X‖pSp,
which is elementary. The second is to extend the upper bound of Theorem 2.1 to
non-integer values of p, which will be accomplished by complex interpolation.
We begin with the lower bound. We will need the following deterministic fact.
Lemma 2.12. For any (not necessarily symmetric) matrix M and 2 ≤ p ≤ ∞
‖M‖Sp ≥ ‖M‖ℓp(ℓ2) :=
(∑
i
(∑
j
M2ij
)p/2)1/p
.
Proof. Note that as p ≥ 2, we can write
‖M‖2Sp = ‖MM∗‖Sp/2 = sup
‖Z‖Sp/(p−2)≤1
Tr[ZMM∗]
≥ sup
‖v‖p/(p−2)≤1
Tr[diag(v)MM∗] =
(∑
i
(MM∗)
p/2
ii
)2/p
.
The result follows readily. 
Proof of Corollary 2.2: lower bound. We compute two distinct lower bounds. First,
note that by Lemma 2.12 and Jensen’s inequality,
(E‖X‖pSp)1/p ≥
(∑
i
(∑
j
EX2ij
)p/2)1/p
=
(∑
i
(∑
j
b2ij
)p/2)1/p
.
On the other hand, using again Lemma 2.12, we can estimate
(E‖X‖pSp)1/p ≥
(∑
i,j
E|Xij |p
)1/p
&
√
p
(∑
i,j
bpij
)1/p
,
where we used (
∑
j X
2
ij)
p/2 ≥ ∑j |Xij |p and E[|g|p]1/p ≍ √p when g is standard
Gaussian. Averaging these two bounds concludes the proof of the lower bound. 
In the rest of this section, we will use standard facts and definitions from the
theory of complex interpolation that can be found, for example, in [12, Chapter 8].
In order to apply complex interpolation, it will be most convenient to work with
non-symmetric matrices rather than symmetric ones. Our basic object of study will
be defined as follows. Let (g˜ij)i,j∈[n] be i.i.d. (real) standard Gaussian variables,
and define the linear mapping T : Cn×n → ⋂p Lp(Ω;Cn×n) as
T ((aij)i,j∈[n]) = (aij g˜ij)i,j∈[n].
That is, T maps the complex coefficients (aij) to the non-symmetric complex ran-
dom matrix with entries (aij g˜ij). From Theorem 2.1, we deduce the following (here
we define the random matrix norm ‖X‖Lp(Sp) := (E‖X‖pSp)1/p).
Lemma 2.13. We have for all p ∈ N
‖T ((aij))‖L2p(S2p) . ‖(aij)‖ℓ2p(ℓ2) + ‖(aji)‖ℓ2p(ℓ2) +
√
p ‖(aij)‖ℓ2p .
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Proof. By writing T ((aij)) = (Re aij g˜ij) + i(Im aij g˜ij) and applying the triangle
inequality, it evidently suffices to prove the claim for the case where all aij are real.
To this end, form the 2n× 2n symmetric matrix
X =
(
0 (aij g˜ij)
(ajig˜ji) 0
)
,
and note that ‖X‖2pS2p = ‖X2‖
p
Sp
= 2‖(aij g˜ij)‖2pS2p . The conclusion now follows
readily by applying Theorem 2.1 to the real symmetric random matrix X . 
Observe that all three norms that appear on the right-hand side of Lemma
2.13 are Banach lattice norms, as they are monotone in |aij | for every i, j. This
enables us to apply a very convenient observation of [10, Theorem 2]: intersec-
tions of Banach lattices are well-behaved under complex interpolation, in the sense
that if Bi = (C
m, ‖ · ‖Bi), i = 0, 1, 2 are finite-dimensional Banach lattices, then
‖x‖(B0,B1∩B2)θ ≤ 2‖x‖(B0,B1)θ∩(B0,B2)θ , where ‖x‖B∩C := max(‖x‖B, ‖x‖C). It
remains to combine this observation with standard interpolation arguments.
Proof of Corollary 2.2: upper bound. Let 1 ≤ p <∞ be arbitrary. Define q := ⌈p⌉,
and θ ∈ (0, 1) by (1 − θ)/2 + θ/2q = 1/2p. By Lemma 2.13, we have
‖T ((aij))‖L2(S2) . ‖(aij)‖ℓ2 ,
‖T ((aij))‖L2q(S2q) . ‖(aij)‖ℓ2q(ℓ2) + ‖(aji)‖ℓ2q(ℓ2) +
√
p ‖(aij)‖ℓ2q .
We now recall that
(ℓ2, ℓ2q(ℓ2))θ = ℓ2p(ℓ2), (ℓ2, ℓ2q)θ = ℓ2p, (L
2(S2), L
2q(S2q))θ = L
2p(S2p)
isometrically, see [12, Theorem 8.21 and (14.3)]. Thus the above-mentioned lattice
property [10] and the fundamental theorem of interpolation [12, Theorem 8.8] yield
‖T ((aij))‖L2p(S2p) . ‖(aij)‖ℓ2p(ℓ2) + ‖(aji)‖ℓ2p(ℓ2) +
√
p ‖(aij)‖ℓ2p .
That is, we have shown that Lemma 2.13 extends to all (non-integer) 1 ≤ p <∞.
Finally, let the symmetric matrix X be as in Theorem 2.1. To deduce the
conclusion of Corollary 2.2, note that we can estimate by the triangle inequality
‖X‖Lp(Sp) ≤ ‖T ((bij1i≥j))‖Lp(Sp) + ‖T ((bij1i<j))‖Lp(Sp),
where we used that the entries above (or below) the diagonal of X are independent.
The conclusion now follows readily from the above estimate on T . 
3. Norm estimates
The main result of this section is the following theorem. When combined with
Corollary 2.2 and Remark 2.3, this concludes the proof of Theorem 1.1.
Theorem 3.1. Let X be an n×n symmetric matrix with Xij = bijgij, where bij ≥ 0
and gij are i.i.d. standard Gaussian variables for i ≥ j. Then for 2 ≤ p ≤ ∞
E‖X‖Sp ≍ E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
≍
(∑
i
(∑
j
b2ij
)p/2)1/p
+max
i≤ep
max
j
b∗ij
√
log i+
√
p
(∑
i≥ep
max
j
b∗ij
p
)1/p
,
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where the matrix (b∗ij) is obtained by permuting the rows and columns of the matrix
(bij) such that maxj b
∗
1j ≥ maxj b∗2j ≥ · · · ≥ maxj b∗nj.
Remark 3.2. Theorem 3.1 is concerned with the regime 2 ≤ p ≤ ∞. That its con-
clusion remains valid in the regime 1 ≤ p < 2 follows already from the much more
general noncommutative Khintchine inequality [13, section 6], when specialized to
symmetric matrices with independent Gaussian entries (the formulation for non-
symmetric matrices is a bit more subtle). In fact, the noncommutative Khintchine
inequality is valid in the range 1 ≤ p < ∞, but becomes increasingly suboptimal
for large p. The key novelty of Theorem 3.1 is that it captures the precise behavior
for p → ∞ in the setting where the matrix has independent entries. Our result is
already qualitatively new for p =∞; it implies, for example, the characterization of
bounded infinite-dimensional random matrices of Corollary 1.2 in the introduction.
The proof of the latter result will be given at the end of this section.
Remark 3.3. Theorem 3.1 proves that E‖X‖Sp ≍ E‖X‖ℓp(ℓ2). It is interesting
to note that Corollary 2.2 admits a similar interpretation: one may show that its
conclusion can be rewritten as (E‖X‖pSp)1/p ≍ (E‖X‖
p
ℓp(ℓ2)
)1/p. These observations
suggest that perhaps other moments of the random variables ‖X‖Sp and ‖X‖ℓp(ℓ2)
may also be comparable. In fact, we will show that the distributions of these random
variables are comparable in a much stronger sense, as was stated in Corollary 1.4
in the introduction. This result will also be proved at the end of this section.
Remark 3.4. Throughout the paper, we focus attention on centered Gaussian
matrices X . There is however no loss of generality in doing so: a matrix with
arbitrary mean can always be reduced to the centered case using that
E[‖A+X‖qSp]1/q ≍ ‖A‖Sp +E[‖X‖
q
Sp
]1/q
for any deterministic matrix A, centered random matrix X , and q ≥ 1. Indeed,
the upper bound is obvious by the triangle inequality. To show the lower bound,
note that E[‖A + X‖qSp]1/q ≥ ‖A‖Sp by Jensen’s inequality (as EX = 0), while
E[‖A+X‖qSp]1/q ≥ E[‖X‖
q
Sp
]1/q−‖A‖Sp by the reverse triangle inequality. Adding
twice the first inequality to the second inequality gives a the desired lower bound.
3.1. The mixed norm. Before we turn to the main part of the proof of Theo-
rem 3.1, we first establish the explicit expression given there in terms of the coef-
ficients bij . This explicit expression will play an important role in the subsequent
analysis of the random matrix. In the special case p = ∞, this result was proved
in [17, Theorem 1.2]; we extend it here to any value of 2 ≤ p ≤ ∞.
We will need the following elementary result.
Lemma 3.5. Let G = (G1, . . . , Gn) be independent with Gi ∼ N(0, σ2i ). Then
E‖G‖ℓp ≍ max
i≤ep
σ∗i
√
log(i+ 1) +
√
p
(∑
i≥ep
σ∗i
p
)1/p
for 2 ≤ p ≤ ∞, where (σ∗i ) is the nonincreasing rearrangement of (σi). The upper
bound remains valid without independence and when Gi is only σi-subgaussian.
Proof. By permutation invariance, we can assume in the following without loss of
generality that σi are positive and nonincreasing (so that σi = σ
∗
i ).
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Let us begin with the upper bound. By the triangle inequality, we haveE‖G‖ℓp ≤
E‖G≤ep‖ℓp + E‖G≥ep‖ℓp , where G≤k := (G1, . . . , G⌊k⌋), G≥k := (G⌈k⌉, . . . , Gn).
Now recall that for a vector x ∈ Rk, we have ‖x‖ℓp ≤ k1/p‖x‖ℓ∞ . Therefore
E‖G≤ep‖ℓp ≤ eE‖G≤ep‖ℓ∞ . max
i≤ep
σi
√
log(i + 1),
where the last inequality can be found in [17, Lemma 2.3]. On the other hand,
E‖G≥ep‖ℓp ≤ (E‖G≥ep‖pℓp)1/p .
√
p
(∑
i≥ep
σpi
)1/p
,
where we used that E[|Gi|p]1/p . σi√p when Gi is σi-subgaussian. This concludes
the proof of the upper bound. Note that the only assumption that was used so far
is that each Gi is σi-subgaussian; no independence was assumed.
We now turn to the lower bound. In the sequel, we will make use of the stronger
assumptions that Gi ∼ N(0, σ2i ) and that (Gi) are independent. First, note that
max
i≤ep
σi
√
log(i+ 1) ≍ E‖G≤ep‖ℓ∞ ≤ E‖G‖ℓp ,
where the first inequality is given in [17, Lemma 2.4] and the second inequality is
trivial. On the other hand, let us note that
√
p
(∑
i≥ep
σpi
)1/p
≍ (E‖G≥ep‖pℓp)1/p . E‖G≥ep‖ℓp +maxi≥ep σi
√
p,
where the first inequality follows as E[|Gi|p]1/p ≍ σi√p when Gi ∼ N(0, σ2i ), and
the second follows using the triangle inequality and that ‖G≥ep‖ℓp − E‖G≥ep‖ℓp
is maxi≥ep σi-subgaussian by Gaussian concentration [5, Theorem 5.8]. But as we
assumed that σi are nonincreasing, we evidently have
max
i≥ep
σi
√
p ≤ σ⌊ep⌋√p ≤ max
i≤ep
σi
√
log(i+ 1) . E‖G≤ep‖ℓp .
We can therefore easily conclude that
√
p
(∑
i≥ep
σpi
)1/p
. E‖G‖ℓp ,
and the proof is completed by averaging the two lower bounds on E‖G‖ℓp . 
We are now ready to prove the explicit bound given in Theorem 3.1.
Corollary 3.6. Under the assumptions of Theorem 3.1, we have for all 2 ≤ p ≤ ∞
E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
≍
(∑
i
(∑
j
b2ij
)p/2)1/p
+max
i≤ep
max
j
b∗ij
√
log i+
√
p
(∑
i≥ep
max
j
b∗ij
p
)1/p
.
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Proof. Let us begin with the upper bound. Define the vector Z = (Z1, . . . , Zn)
with Zi := (
∑
j X
2
ij)
1/2. Then we can estimate using the triangle inequality
E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
= E‖Z‖ℓp ≤ ‖EZ‖ℓp +E‖Z −EZ‖ℓp .
It follows easily from Jensen’s inequality that
‖EZ‖ℓp ≤
(∑
i
(∑
j
b2ij
)p/2)1/p
.
On the other hand, by Gaussian concentration [5, Theorem 5.8], the random vari-
able Zi −EZi is maxj bij-subgaussian. We therefore obtain
E‖Z −EZ‖ℓp . max
i≤ep
max
j
b∗ij
√
log(i+ 1) +
√
p
(∑
i≥ep
max
j
b∗ij
p
)1/p
by Lemma 3.5, which completes the proof of the upper bound. (In the final bound,
we estimated log(i + 1) ≤ 1 + log i for aesthetic reasons; this does not entail any
loss provided we slightly increase the constant in front of the first two terms.)
To prove the lower bound, denote by ki the entry of the ith row of the matrix
that has the largest variance, that is, biki = maxj bij . Then we have
E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
≥ E
[(∑
i
|Xiki |p
)1/p]
& max
i≤ep
max
j
b∗ij
√
log i+
√
p
(∑
i≥ep
max
j
b∗ij
p
)1/p
using Lemma 3.5. To be precise, note that the random variables Xiki and Xjkj are
either independent or identically equal, the latter happening if ki = j and kj = i.
However, as each independent variable appears at most twice in the vector (Xiki),
it is readily verified that the conclusion of Lemma 3.5 remains valid in this setting
modulo a suitable modification of the universal constants.
On the other hand, we can lower bound by Jensen’s inequality
E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
= E‖Z‖ℓp ≥ ‖EZ‖ℓp.
Now note that by the Gaussian Poincare´ inequality [5, Theorem 3.20], we have∑
j
b2ij = E[Z
2
i ] = E[Zi]
2 +Var(Zi) ≤ E[Zi]2 +max
j
b2ij . E[Zi]
2.
We therefore obtain
E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
& E
[(∑
i
(∑
j
b2ij
)p/2)1/p]
,
and the proof is concluded by averaging the two lower bounds. 
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3.2. The operator norm. The aim of this section is to prove Theorem 3.1 in the
case p = ∞. In fact, this turns out to be the most interesting case: in the next
section, we will see that the proof of Theorem 3.1 for arbitrary 2 ≤ p ≤ ∞ follows
rather quickly by combining the case p = ∞ with Theorem 2.1. In the following,
we will denote the operator norm as ‖X‖ := ‖X‖S∞ for notational simplicity.
Before we describe the main construction behind the proof, we must first recall
two suboptimal bounds on E‖X‖. First, we observe that a useful bound can already
be deduced from Theorem 2.1; for the operator norm, this result was obtained (by
a significantly simpler variant of the proof of Theorem 2.1) in [2].
Theorem 3.7 ([2], Theorem 1.1). Let X be an n×n symmetric matrix with Xij =
bijgij, where bij ≥ 0 and gij are i.i.d. standard Gaussian variables for i ≥ j. Then
E‖X‖ . max
i
√∑
j
b2ij +max
ij
bij
√
logn.
Proof. As E‖X‖ ≤ (E‖X‖2pS2p)1/2p, we can apply Theorem 2.1 for any p. We
conclude by observing that ‖x‖ℓp ≍ ‖x‖ℓ∞ for x ∈ Rn if we choose p ∼ logn. 
The problem with this bound is that it is dimension-dependent, while the sharp
result of Theorem 3.1 is inherently dimension-free. Unfortunately, as is indicated
by Corollary 2.2, any bound on the pth moment with p ∼ logn must necessarily
depend on the dimension n. One therefore cannot hope to obtain a dimension-free
bound by an improvement of the moment method. Instead, an entirely different
approach was introduced in [17] to obtain a dimension-free bound on E‖X‖ through
the theory of Gaussian processes. We recall the following result without proof.
Theorem 3.8 ([17], paragraph after Theorem 1.4). In the setting of Theorem 3.7
E‖X‖ . max
i
√∑
j
b2ij +maxij
b∗ij log i.
The advantage of Theorem 3.8 is that it is dimension-free, in a manner strongly
reminiscent of the sharp result of Theorem 3.1. However, the result is suboptimal
in a different sense, as its second term is too large (log i rather than
√
log i).
We will presently show that the sharp bound of Theorem 3.1 in the case p =∞
can be obtained by efficiently exploiting the two suboptimal bounds of Theo-
rems 3.7 and 3.8. This will be achieved by decomposing the matrix X into different
pieces: dominant pieces of small dimension, which are controlled optimally by the
dimension-dependent bound, and a small remainder of large dimension, which can
be controlled by the dimension-free bound. This decomposition not only allows
us to conclude the proof, but also provides significant insight into the structure of
large random matrices with bounded operator norm.
We now proceed to develop the details of the construction. Fix a matrix X as
in Theorem 3.1, and define for the remainder of this subsection the quantities
a := max
i
√∑
j
b2ij , b := maxij
b∗ij
√
log i.
Our aim is to prove the upper bound of Theorem 3.1 in the case p =∞, that is:
Theorem 3.9. E‖X‖ . a+ b.
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Theorem 3.9 completes the proof of Theorem 3.1 in the case p = ∞, as the
corresponding lower bound follows trivially from Lemma 2.12 and Corollary 3.6.
At the heart of the proof lies the observation that the quantities a and b provide
different types of control on the coefficients bij . On the one hand, by definition,
card
{
i : max
j
bij >
b√
log k
}
< k (B)
for every k. On the other hand, for every given j,
card
{
i : bij >
a√
k
}
< k (A)
for every k. In other words, the maximal entry across columns maxj bij decays,
when rearranged in decreasing order, as b/
√
log i; while inside each given column
j, the entries bij decay, when rearranged in decreasing order, as a/
√
i. Of course,
the ordering of entries in each column is different, so we cannot simultaneously
rearrange all columns in decreasing order. Instead, we construct one rearrangement
that benefits from both properties by alternating between (B) and (A).
We now describe the construction. We choose a permutation (i1, . . . , in) of the
indices {1, . . . , n} by a simple algorithm. After k steps of the algorithm, we will
have selected exactly Nk := 2
2k indices which we denote by Ik := {i1, . . . , iNk}.
Step 1: Choose N1 indices i for which the quantity maxj bij is largest.
Step k. (a): Among the remaining indices, choose Nk−1Nk−2 indices i that con-
tain the Nk−2 largest entries bij of each column j ∈ Ik−1.
Step k. (b): Among the remaining indices, chooseNk−Nk−1−Nk−1Nk−2 indices
i for which the quantity maxj bij is largest.
Note that this iteration is well defined as Nk − Nk−1 − Nk−1Nk−2 > 1 for all
k ≥ 2, and as |Ik| = Nk for each k by construction. The algorithm terminates
when we have selected all n indices. In the remainder of the proof, we will always
work with the rearrangement of the indices constructed by this algorithm. We will
therefore assume from now on, without loss of generality, that the algorithm selects
the identity permutation ik = k (otherwise we may permute the rows and columns
of the matrix such that this is the case, which does not alter any of the quantities
of interest; this is just a relabeling of the indices of the matrix).
The construction we have just given ensures that we can control the magnitudes
of the entries in different parts of the matrix.
Lemma 3.10. After rearranging as above, the following hold for all k ≥ 1:
i. bij . b2
−k/2 when i ≥ Nk.
ii. bij ≤ a2−2k−2 when j ≤ Nk and i ≥ Nk +NkNk−1.
By symmetry, the identical bounds hold for bji.
Proof. After k steps of the algorithm, we have selected at least
N1 +
k∑
s=2
(Ns −Ns−1 −Ns−1Ns−2) ≥ Nk−1
indices i for which the quantity maxj bij is largest. Therefore, by (B), we have
bij ≤ b/
√
logNk−1 whenever i ≥ Nk. This proves part i. On the other hand, after
k + 1 steps of the algorithm, the Nk−1 largest entries bij of each of the first Nk
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E1
E1
E1
E2
E2E3
E3
1
N1
M1
N2
M2
N3
M3
.
.
.
n
1 N1M1 N2M2 N3M3 · · · n
Figure 3.1. Illustration of the matrix decomposition used in the proof
of Theorem 3.9. The figure is drawn for clarity on a log log scale.
columns j are contained in the first Nk +NkNk−1 rows i. Therefore, when j ≤ Nk
and i ≥ Nk +NkNk−1, we have bij ≤ a/
√
Nk−1 by (A). This proves part ii. 
Lemma 3.10 provides a lot of information about the structure of the matrix X .
Near the diagonal, the matrix consists of a sequence of blocks of dimension ∼ Nk
whose entries are of order . b2−k/2. On the other hand, away from the diagonal,
the entries of the matrix decay much more rapidly at a rate . a2−2
k−2
. We can
therefore decompose our matrix into a block-diagonal part and a small remainder.
More precisely, let us partition the indices (i, j) ∈ [1, n]2 of X into three parts:
E1 = [1,M1]
2 ∪
⋃
k≥1
[N2k,M2k+1]
2, E2 =
⋃
k≥1
[N2k−1,M2k]
2\E1,
and
E3 = [1, n]
2\(E1 ∪ E2),
where we defined Mk := Nk +NkNk−1. This partition is illustrated in Figure 3.1.
We are now ready to complete the proof of Theorem 3.9.
Proof of Theorem 3.9. We decompose X = U + V +W where
Uij := Xij1(i,j)∈E1 , Vij := Xij1(i,j)∈E2 , Wij := Xij1(i,j)∈E3 .
It suffices to bound the norms of each of these matrices.
The norms of U and V . The crucial point is that U and V are block-diagonal
matrices, so that their norm is the maximum of the norms of the blocks. Let us
denote by U1, U2, . . . the (disjoint) diagonal blocks of U . Then U1 is a square matrix
of dimensionM1 and Uk+1 is a square matrix of dimensionM2k+1−N2k+1 ≤ N2k+2
for k ≥ 1. Moreover, by Lemma 3.10, the maximal coefficient bij in Uk is . b2−k
for k > 1, while we can trivially bound bij . b for coefficients in U1. Thus Theorem
3.7 and the Gaussian Poincare´ inequality [5, Theorem 3.20] yield
E‖Uk‖ . a+ b2−k
√
logN2k+2 . a+ b, Var(‖Uk‖)1/2 . b2−k.
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We can therefore estimate
E‖U‖ = Emax
k
‖Uk‖ ≤ max
k
E‖Uk‖+Emax
k
| ‖Uk‖ −E‖Uk‖ |
≤ max
k
E‖Uk‖+
∑
k
E| ‖Uk‖ −E‖Uk‖ |
≤ max
k
E‖Uk‖+
∑
k
Var(‖Uk‖)1/2 . a+ b.
The same bound on E‖V ‖ follows from the identical argument.
The norm of W . We now have to show that the remaining part of the matrix is
small. To this end, let us verify that the following holds:
max
j
bij1(i,j)∈E3 . a2
−2k−2 whenever Mk ≤ i < Mk+1
holds for all k ≥ 1. Indeed, it is readily read off from the definition of E3 than when
Mk ≤ i < Nk+1 and (i, j) ∈ E3, then either j ≤ Nk or j ≥ Mk+1. In either case,
Lemma 3.10 shows that bij . a2
−2k−2 . On the other hand, if Nk+1 ≤ i < Mk+1,
then either j ≤ Nk or j ≥ Mk+2. Again, Lemma 3.10 shows that bij . a2−2k−2 .
Combining these cases yields the claim. But we can now estimate by Theorem 3.8
E‖W‖ . a+max
k≥1
max
Mk≤i<Mk+1
log i max
j
bij1(i,j)∈E3
. a+max
k≥1
a2−2
k−2
logMk+1 . a,
where we have trivially bounded maxi<M1 log i maxj bij1(i,j)∈E3 . a. Combining
the estimates for the norms of U, V,W completes the proof. 
3.3. Proof of Theorem 3.1. Now that we have proved Theorem 3.1 in the case
p = ∞, it remains to extend the conclusion to arbitrary 2 ≤ p ≤ ∞. Perhaps
somewhat surprisingly, this does not require significant additional work. The reason
is already visible in the formula of Lemma 3.5: the behavior of the expected ℓp
norm E‖G‖ℓp of a Gaussian vector G interpolates between the sharp bound on the
uniform norm E‖G‖ℓ∞ and the sharp bound for the moments (E‖G‖pℓp)1/p. We will
show that an analogous situation occurs for Schatten norms: we will bound E‖X‖Sp
by decomposing the random matrix X into two parts, one of which is controlled by
the sharp bound on the operator norm obtained in the previous section, and the
other is controlled by the sharp moment bound provided by Corollary 2.2.
Proof of Theorem 3.1. The lower bound on E‖X‖Sp follows trivially from Lemma
2.12, so it remains to prove the upper bound. We may assume without loss of
generality that the rows and columns of X have been permuted so that maxj bij is
nonincreasing, that is, bij = b
∗
ij . We begin by decomposing the matrix as
X = Y + Z, Zij := Xij1min(i,j)≥ep .
This decomposition is illustrated in Figure 3.2.
Consider first the matrix Y . Observe that rank(Y ) ≤ 2ep, so we have ‖Y ‖Sp ≤
21/pe‖Y ‖S∞ . We can therefore apply Theorem 3.9 and Corollary 3.6 to estimate
E‖Y ‖Sp . E
[
max
i
√∑
j
Y 2ij
]
≤ E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
.
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Y
Z
1
ep
n
1 ep n
Figure 3.2. Matrix decomposition used in the proof of Theorem 3.1.
We now consider the matrix Z. Corollary 2.2 and Remark 2.3 yield
E‖Z‖Sp .
(∑
i
(∑
j
b2ij
)p/2)1/p
+
√
p
(∑
i≥ep
max
j
bpij
)1/p
.
Therefore, by Corollary 3.6, we obtain once more
E‖Z‖Sp . E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
.
It remains to apply the triangle inequality E‖X‖Sp ≤ E‖Y ‖Sp +E‖Z‖Sp. 
3.4. Proof of Corollaries 1.2 and 1.4. The proof of Corollary 1.2 follows easily
from Theorem 3.1 and standard arguments.
Proof of Corollary 1.2. It is an elementary fact [1, section II.26] that an infinite
matrix X defines a (necessarily unique) bounded operator on ℓ2(N) if and only if
supn ‖X[n]‖S∞ <∞, where we defined the finite submatrices X[n] := (Xij)i,j≤n.
Now note that by Theorem 3.1, Remark 3.4, and the monotone convergence
theorem, we have E[supn ‖X[n]‖S∞ ] <∞ if and only if
max
i
∑
j
b2ij <∞, max
ij
b∗ij
√
log i <∞, ‖(aij)‖S∞ <∞.
Therefore, if the latter conditions hold X defines a bounded operator a.s. Con-
versely, if any of these conditions fails, then E[supn ‖X[n]‖S∞ ] =∞. By a classical
zero-one law for Gaussian measures [7], it follows that in fact supn ‖X[n]‖S∞ =∞
a.s. Thus in this case X is unbounded as an operator on ℓ2(N) a.s. 
We now turn to the proof of Corollary 1.4.
Proof of Corollary 1.4. We begin by proving the tail bounds. The lower bound is
trivial by Lemma 2.12, so it suffices to consider the upper bound.
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In the following we denote by m the median of ‖X‖Sp . By the Gaussian isoperi-
metric theorem [5, Theorem 10.17], we can estimate for all t ≥ 0
P[‖X‖Sp −m ≥ t] ≤ P
[√
2max
ij
bij g ≥ t
]
,
where g ∼ N(0, 1). Moreover, as the median of a nonnegative random variable is
bounded by twice its mean (this is a simple consequence of Markov’s inequality),
we have m ≤ 2E‖X‖Sp ≤ K E‖X‖ℓp(ℓ2) for a universal constant K by Theorem
3.1.
We consider separately two cases. Suppose first that t ≥ 2m. Then
P[‖X‖Sp ≥ t] ≤ P[‖X‖Sp−m ≥ t/2] ≤ P
[
2
√
2max
ij
bijg ≥ t
]
≤ P[2
√
2‖X‖ℓp(ℓ2) ≥ t],
where we used that ‖X‖ℓp(ℓ2) ≥ Xij ∼ bijg for any i, j.
Now consider the case t ≤ 2m. Using m ≤ K E‖X‖ℓp(ℓ2), we can estimate
P[‖X‖ℓp(ℓ2) ≥ t/4K] ≥ P[‖X‖ℓp(ℓ2) ≥ 12E‖X‖ℓp(ℓ2)] ≥
1
4
(E‖X‖ℓp(ℓ2))2
E‖X‖2ℓp(ℓ2)
by the Paley-Zygmund inequality. On the other hand, we can estimate
Var(‖X‖ℓp(ℓ2)) ≤ maxij b
2
ij =
π
2 maxij
(E|Xij |)2 ≤ π2 (E‖X‖ℓp(ℓ2))2
by the Gaussian Poincare´ inequality [5, Theorem 3.20]. We have therefore shown
that
P[‖X‖ℓp(ℓ2) ≥ t/2K] ≥ 12π+4 ≥ 12π+4P[‖X‖Sp ≥ t]
for t ≤ 2m. Combining the above bounds yields the desired tail bound.
It remains to deduce the resulting bounds for convex functions. The lower bound
is again trivial. To prove the upper bound, note first that
EΦ(‖X‖Sp) = Φ(0) +
∫ ∞
0
Φ′(t)P[‖X‖Sp ≥ t] dt
for any increasing function Φ. We conclude immediately that
EΦ(‖X‖Sp) ≤ C EΦ(C‖X‖ℓp(ℓ2))
for every nonnegative increasing function Φ. As compared to the bound stated in
Corollary 1.4, we have not assumed Φ is convex, but we have an additional constant
C in front of the expectation on the right-hand side. To eliminate it, let Ψ be an
increasing convex function, and choose Φ(t) = Ψ(Ct) − Ψ(0). By convexity, we
have Φ(t) ≥ C Φ(t/C) for all t ≥ 0. Substituting into the above bound yields
C EΦ(‖X‖Sp/C) ≤ EΦ(‖X‖Sp) ≤ C EΦ(C‖X‖ℓp(ℓ2)),
which yields upon rearranging
EΨ(‖X‖Sp) ≤ EΨ(C2‖X‖ℓp(ℓ2)).
Thus the claimed bound follows for a sufficiently large universal constant C. 
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4. Extensions and complements
4.1. Non-symmetric matrices. For simplicity, we have restricted our attention
so far to symmetric matrices X with independent entries above the diagonal. How-
ever, the analogous results for non-symmetric matrices can be readily deduced in
complete generality, modulo universal constants. Let us state, for example, the
following analogue of Corollary 1.4 for non-symmetric matrices.
Corollary 4.1. Let X be an n ×m matrix with Xij = bijgij, where bij ≥ 0 and
gij are i.i.d. standard Gaussian variables for i ≤ n, j ≤ m. Then
P[‖X‖ℓp(ℓ2)+‖X∗‖ℓp(ℓ2) ≥ 2t] ≤ P[‖X‖Sp ≥ t] ≤ C P[‖X‖ℓp(ℓ2)+‖X∗‖ℓp(ℓ2) ≥ t/C]
for all t ≥ 0 and 2 ≤ p ≤ ∞, where C is a universal constant.
Proof. We use a standard device that already appeared in the proof of Lemma 2.13.
Let X˜ be the (n+m)× (n+m) symmetric matrix defined by
X˜ =
(
0 X
X∗ 0
)
,
and note that
‖X˜‖pSp = ‖X˜2‖
p/2
Sp/2
= 2‖X‖pSp, ‖X˜‖
p
ℓp(ℓ2)
= ‖X‖pℓp(ℓ2) + ‖X
∗‖pℓp(ℓ2).
The conclusion now follows readily by applying Corollary 1.4 to X˜. 
The only drawback of the approach of Corollary 4.1 is that it may not capture
sharp constants. As most of the bounds in this paper are sharp only up to univer-
sal constants to begin with, this entails no further loss in our main results. The
exception to this statement, however, is the moment bound of Theorem 2.1 which
turns out to be highly accurate: it has the optimal constant in its leading term,
a fact that can be of significant importance in certain applications (an example of
such an application will be given in section 4.3 below). If we wish to obtain an
analogously sharp result in the non-symmetric case, the proof must be modified to
account for the non-symmetric structure. This results in the following bound.
Theorem 4.2. Let X be an n×m matrix with Xij = bijgij, where bij ≥ 0 and gij
are i.i.d. standard Gaussian variables for i ≤ n, j ≤ m. Then for p ∈ N
(E‖X‖2pS2p)
1
2p ≤
(∑
i
(∑
j
b2ij
)p) 12p
+
(∑
j
(∑
i
b2ij
)p) 12p
+ 4
√
p
(∑
i,j
b2pij
) 1
2p
.
The adaptations of the proof of Theorem 2.1 needed to obtain this bound are
analogous to the ones developed in [2, section 3.1] in the simpler setting considered
there. The present case requires essentially no new ideas, but a complete rewriting
of the combinatorial arguments of section 2 in the non-symmetric case would be
very tedious. Instead, we will briefly sketch the necessary modifications in the rest
of this section, leaving a detailed verification of the proofs to the interested reader.
Sketch of proof of Theorem 4.2. Define
σp,1 :=
(∑
i
(∑
j
b2ij
)p)1/2p
, σp,2 :=
(∑
j
(∑
i
b2ij
)p)1/2p
.
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Throughout the proof, we may assume without loss of generality that
∑
i,j b
2p
ij = 1
(by scaling) and that σp,1 ≥ σp,2 (if not, replace X by X∗). We begin by writing
E‖X‖2pS2p = E[Tr[(XX∗)p]]
=
∑
u∈[n]p
∑
v∈[m]p
E[Xu1v1Xu2v1Xu2v2Xu3v2 · · ·XupvpXu1vp ].
We view u1 → v1 → u2 → v2 → · · · → up → vp → u1 as a cycle of length 2p in
the complete undirected bipartite graph with n left vertices and m right vertices;
we will refer to such a bipartite cycle for simplicity as a bicycle. By symmetry of
the Gaussian distribution, it is clear that each distinct edge {uk, vk} or {uk+1, vk}
that appears in the bicycle must be traversed an even number of times for a term
in the sum to be nonzero; we will call bicycles with this property even.
The shape s(u,v) of a bicycle (u,v) ∈ [n]p × [m]p is defined by relabeling the
left and right vertices in order of appearance. Let Sbi2p be the set of shapes of even
bicycles of length 2p, denote by ni(s) the number of distinct edges that are traversed
exactly i times by s, and denote by m1(s) and m2(s) the number of distinct right
and left vertices, respectively, that are visited by s. Then we can write
E‖X‖2pS2p =
∑
s∈Sbi2p
∏
i≥1
E[g2i]n2i(s)
∑
(u,v):s(u,v)=s
bu1v1bu2v1 · · · bupvpbu1vp ,
where g ∼ N(0, 1). The following is a non-symmetric analogue of Proposition 2.5.
Proposition 4.3. Suppose
∑
i,j b
2p
ij = 1 and σp,1 ≥ σp,2. Then for any s ∈ Sbi2p∑
(u,v):s(u,v)=s
bu1v1bu2v1 · · · bupvpbu1vp ≤ σ2m1(s)p,1 σ2(m2(s)−1)p,2 .
With this result in hand, the rest of the proof of Theorem 4.2 is almost identi-
cal to that of Theorem 2.1. Indeed, repeating the same steps, we can show that
E[Tr[(XX∗)p]] ≤ E[‖Y ‖2p], where Y is the r × r′ matrix whose entries are i.i.d.
standard Gaussian with r = ⌈σ2p,2 + p/2⌉ and r′ = ⌈σ2p,1 + p/2⌉. The conclusion of
Theorem 4.2 now follows from a classical estimate on the norm of Gaussian matrices
E[‖Y ‖2p]1/2p ≤ √r +
√
r′ + 2
√
p.
The omitted steps are spelled out in more detail in the proof of [2, Theorem 3.1]. 
What remains is to prove Proposition 4.3, which proceeds mostly along the lines
of Proposition 2.5 but with additional bookkeeping issues. We will again merely
sketch the necessary modifications to the proof of Proposition 2.5.
Sketch of proof of Proposition 4.3. Let Gm1,m2 be the set of undirected, connected
bipartite graphs with m1 right vertices and m2 left vertices. Exactly as in section
2.2, we associate to every shape s ∈ Sbi2p with m1(s) = m1 and m2(s) = m2 a graph
G ∈ Gm1,m2 and weights k = (ke)e∈E(G), ke ≥ 2 with |k| = 2p such that∑
(u,v):s(u,v)=s
bu1v1bu2v1 · · · bupvpbu1vp ≤Wk(G).
Here we define in the bipartite case
Wk(G) :=
∑
u∈[n]m2
∑
v∈[m]m1
∏
e∈E(G)
bkeu(e)v(e),
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where we denote by e = (u(e), v(e)) the left and right vertices of the edge e. We
must show that for every G ∈ Gm1,m2 and k = (ke)e∈E(G), ke ≥ 2, |k| = 2p we have
Wk(G) ≤ σ2m1p,1 σ2(m2−1)p,2
under the assumptions of Proposition 4.3.
We begin by observing that it suffices to prove the claim only for G ∈ Gtreem1,m2 ,
that is, when G is a bipartite tree with m1 right vertices and m2 left vertices. The
proof is identical to that of Lemma 2.9, so we do not comment on it further.
To obtain the requisite bound for trees, we now proceed exactly as in the proof of
Lemma 2.10 by iteratively pruning the leaves of the tree using Ho¨lder’s inequality.
However, in the present case the coefficient matrix bij is not symmetric, so we
must keep track of which of its indices is being summed over in each step of the
iteration. As the same edge may be pruned from either direction in the course of
the induction, the final conclusion of the induction argument is a bound of the form
Wk(G) ≤
∏
e∈E(G)
[∑
i
(∑
j
bkeij
) |k|
ke
] 1
αe
[∑
j
(∑
i
bkeij
) |k|
ke
] 1
βe
.
However, recall that in each step of the induction argument, the homogeneity in each
variable bkeij is preserved. Moreover, in the non-symmetric case, it is readily seen that
the total number of sums over left and right vertices, respectively, is also preserved
in each step of the induction argument (for example, if we bound
∑
i,j,k b
2
ijb
2
kj ≤
[
∑
j(
∑
i b
2
ij)
2]1/2[
∑
j(
∑
k b
2
kj)
2]1/2, there are two sums over left vertices and one
sum over a right vertex on both sides of the inequality when we count multiplicities
given by the exponents.) Thus the following must be valid for the final bound:
• The right-hand side is 1-homogeneous in each variable bkeij . Therefore, we must
have 1/αe + 1/βe = ke/|k| for every e ∈ E(G).
• There are m1 sums over right vertices and m2 sums over left vertices on the
right-hand side (counting multiplicities given by the exponents). Therefore, we
must have
∑
e∈E(G)(|k|/keαe+1/βe) = m1 and
∑
e∈E(G)(|k|/keβe+1/αe) = m2.
Now apply Ho¨lder’s inequality to each term as we did at the end of the proof of
Theorem 2.8. This yields, using
∑
i,j b
|k|
ij =
∑
i,j b
2p
ij = 1,
Wk(G) ≤
∏
e∈E(G)
[∑
i
(∑
j
b2ij
) |k|
2
] 2
keαe
[∑
j
(∑
i
b2ij
) |k|
2
] 2
keβe
.
But as σp,1 ≥ σp,2, we can estimate
Wk(G) = σ
2
∑
e
|k|
keαe
p,1 σ
2
∑
e
|k|
keβe
p,2 ≤ σ
2
∑
e(
|k|
keαe
+ 1βe )
p,1 σ
2
∑
e(
|k|
keβe
− 1βe )
p,2 = σ
2m1
p,1 σ
2(m2−1)
p,2 ,
which completes the proof. 
4.2. Non-Gaussian matrices: heavy-tailed entries. The main results of this
paper show that for a centered Gaussian random matrix X , the distributions of the
random variables ‖X‖Sp and ‖X‖ℓp(ℓ2) are comparable in a very strong sense. This
conclusion is surprisingly general—the comparison holds regardless of the variance
pattern of the matrix entries—and it is far from clear from its simple statement why
even Gaussianity of the entries should be needed. It is tempting to conjecture that
this phenomenon should not depend on the entry distribution at all, but should
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follow from a general comparison principle for arbitrary random matrices with in-
dependent entries. However, this is not the case: as is shown by a simple example
due to Seginer [14, Theorem 3.2], even the conclusion E‖X‖Sp . E‖X‖ℓp(ℓ2) is
manifestly false when the entries of X are uniformly bounded. From this perspec-
tive, it is not a surprise that the sharp result proves to be a Gaussian phenomenon,
and that Gaussian analysis should play a key role throughout its proof.
Nonetheless, our results are by no means restricted to Gaussian entries: once
the Gaussian result has been proved, we can extend its conclusion to a much larger
class of distributions. To fix some ideas, consider for example the case where X is
a symmetric matrix with Xij = bijhij , where bij ≥ 0 and hij are i.i.d. symmetric
α-stable random variables with α ∈ (1, 2] (for i ≥ j). We claim that the conclusion
of Corollary 1.4 extends verbatim to this situation: that is, we have
P[‖X‖ℓp(ℓ2) ≥ t] ≤ P[‖X‖Sp ≥ t] ≤ C P[‖X‖ℓp(ℓ2) ≥ t/C]
for all t ≥ 0 and 2 ≤ p ≤ ∞, where C is a universal constant. To prove this,
it suffices to recall [6, p. 176] that any symmetric α-stable random variable can
be written as hij = gijzij , where gij is a standard Gaussian variable and zij is
a nonnegative random variable independent of gij . It therefore suffices to apply
Corollary 1.4 conditionally on {zij} to prove the claim.
The above observations suggest the following general principle: while the con-
clusion of Theorem 3.1 (or Corollary 1.4) cannot be expected to hold in general for
light-tailed entries, the result should extend rather generally to entry distributions
whose tails are heavier than that of the Gaussian distribution. We have not proved
a completely general formulation of this idea, and it is unclear what minimal reg-
ularity requirements are needed to make it precise. However, the following partial
result applies to a broad class of heavy-tailed entry distributions, and serves as an
illustration of how our results may be extended far beyond the Gaussian setting.
Theorem 4.4. Let X be an n × n symmetric matrix with Xij = bijhij, where
bij ≥ 0 and hij, i ≥ j are independent centered random variables that satisfy
C1p
β ≤ E[|hij |p]1/p ≤ C2pβ for all p ≥ 2
for some β ≥ 12 . Then for 2 ≤ p ≤ ∞
E‖X‖Sp ≍ E
[(∑
i
(∑
j
X2ij
)p/2)1/p]
≍
(∑
i
(∑
j
b2ij
)p/2)1/p
+max
i≤ep
max
j
b∗ij(log i)
β + pβ
(∑
i≥ep
max
j
b∗ij
p
)1/p
,
where the constants depend on C1, C2, β only.
Remark 4.5. One may readily verify by inspection of the proof that the conclusions
of Corollaries 1.4 and 4.1 extend analogously to the setting of Theorem 4.4.
The rest of this subsection is devoted to the proof of Theorem 4.4. As a first
step, we note that the moment assumption implies a tail bound.
Lemma 4.6. Let h be a random variable such that
C1p
β ≤ E[|h|p]1/p ≤ C2pβ for all p ≥ 2.
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Then there exist constants c1, c2 depending only on C1, C2, β such that
c1e
−t1/β/c1 ≤ P[|h| ≥ t] ≤ c2e−t
1/β/c2 for all t ≥ 0.
Proof. To upper bound the tail, we note that Markov’s inequality implies
P[|h| ≥ C2epβ] ≤ P[|h| ≥ e‖h‖p] ≤ e−p
for all p ≥ 2. Moreover, if we further bound e−p by e2−p, then the inequality is
trivially valid for all p > 0. The upper tail now follows easily.
To lower bound the tail, we note that by the Paley-Zygmund inequality
P[|h| ≥ 12C1pβ ] ≥ P[|h| ≥ 12‖h‖p] ≥ (1− 2−p)2
( ‖h‖p
‖h‖2p
)2p
≥ 12e−cp
for p ≥ 2, where c = 2 log(2βC2/C1) > 0. Moreover, if we lower bound e−cp by
e−c(p+2), the inequality is valid for all p > 0. The lower tail follows easily. 
As a consequence, we obtain the following comparison theorem.
Lemma 4.7. Let hi and h
′
i, i = 1, . . . , k be independent centered random variables
that satisfy the moment assumption of Lemma 4.6 with constants C1, C2, β. Then
there exists a constant C depending only on C1, C2, β such that
E[f(h1, . . . , hk)] ≤ E[f(Ch′1, . . . , Ch′k)]
for every symmetric convex function f : Rk → R.
Proof. We begin by noting that as hi are centered, Jensen’s inequality yields
E[f(h1, . . . , hk)] ≤ E[f(h1 − h˜1, . . . , hk − h˜k)] ≤ E[f(2h1, . . . , 2hk)]
whenever f is symmetric and convex, where h˜i are independent copies of hi. More-
over, the random variables hi− h˜i clearly satisfy the same moment assumptions as
hi modulo a universal constant. We can therefore assume without loss of generality
in the sequel that the random variables hi and h
′
i are symmetrically distributed.
To proceed, note that Lemma 4.6 implies that
P[|hi| ≥ t] ≤ cP[c|h′i| ≥ t]
for all t ≥ 0 and i, where c ≥ 1 is a constant that depends only on C1, C2, β. In
particular, let δi ∼ Bern(1/c) be i.i.d. Bernoulli variables independent of h. Then
P[δi|hi| ≥ t] ≤ P[c|h′i| ≥ t]
for all t ≥ 0. By a standard coupling argument, we can couple (δi, hi) and (h′i) on
the same probability space such that δi|hi| ≤ c|h′i| a.s. for every i [9, p. 127].
Now let εi be i.i.d. Rademacher variables. Then
E[ f(ε1δ1|h1|, . . . , εkδk|hk|) |δ, h, h′] ≤ E[ f(cε1|h′1|, . . . , cεk|h′k|) |δ, h, h′]
follows by convexity (it suffices to note that α 7→ E[f(α1ε1, . . . , αkεk)] is convex,
so its supremum over
∏
i[−c|h′i|, c|h′i|] is attained at one of the extreme points).
Therefore, as hi, h
′
i are symetrically distributed and by Jensen’s inequality,
E[f(h1/c, . . . , hk/c)] ≤ E[f(δ1h1, . . . , δkhk)] ≤ E[f(ch′1, . . . , ch′k)]
for every symmetric convex function f . This concludes the proof. 
We can now complete the proof of Theorem 4.4.
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Proof of Theorem 4.4. Let gij and g˜ij , i ≥ j be i.i.d. standard Gaussian variables,
and define h′ij := gij |g˜ij |2β−1. Then it is readily verified that h′ij satisfies the same
moment condition as hij for each i, j. Therefore, by Lemma 4.7, we have
E‖X‖Sp ≍ E‖(bijh′ij)‖Sp , E‖X‖ℓp(ℓ2) ≍ E‖(bijh′ij)‖ℓp(ℓ2),
where the constants depend only on C1, C2, β. By applying Theorem 3.1 condition-
ally on {g˜ij}, it now follows immediately that E‖X‖Sp ≍ E‖X‖ℓp(ℓ2).
It remains to obtain the explicit formula. To this end, let εij , i ≥ j be i.i.d.
Rademacher variables and let h′′ij := εij |gij |2β . Applying again Lemma 4.7 yields
E‖X‖ℓp(ℓ2) ≍ E‖(bijh′′ij)‖ℓp(ℓ2) = E‖(b1/2βij gij)‖2βℓ2βp(ℓ4β).
A routine application of Gaussian concentration [5, Theorem 5.8] shows that
E
[‖(b1/2βij gij)‖2βℓ2βp(ℓ4β)]1/2β ≍ E‖(b1/2βij gij)‖ℓ2βp(ℓ4β),
where the constant depends only on β. The proof is concluded by a straightforward
adaptation of the proof of Corollary 3.6; we omit the details. 
4.3. Non-Gaussian matrices: bounded entries. As was explained in the pre-
vious section, the two-sided bounds of Theorem 3.1 fail to extend to the situation
where the entries of the matrix are light-tailed; in such cases new phenomena arise
that are poorly understood, and the problem of obtaining two-sided bounds for ma-
trices with bounded entries remains open (see [2, section 4.2] for some discussion
along these lines). Nonetheless, Gaussian results are still of considerable interest
in this setting as they yield very good upper bounds on the matrix norms in many
cases of practical interest. For example, the methods of the previous subsection may
be easily adapted to show that if X is a symmetric random matrix whose entriesXij
are independent, centered, and bij-subgaussian, then its expected Schatten norms
are dominated by those of the Gaussian matrix defined in Theorem 3.1. Thus the
explicit expression given in Theorem 3.1, while not always sharp in the subgaussian
case, always yields an upper bound on the quantities of interest.
Of particular interest in this context are the bounds of Theorems 2.1 and 4.2,
which not only yield very explicit upper bounds on the moments of Gaussian ran-
dom matrices, but even provide sharp constants in the leading terms. The aim of
this section is to show that for random matrices with uniformly bounded entries,
these moment bounds admit an important refinement. While this requires only a
minor modification of the proofs of Theorems 2.1 and 4.2, we will spell out these re-
sults in some detail as they prove to be of considerable utility in many applications
(for example, in the study of random graphs and in applied mathematics).
The main result of this section is the following slight refinement of Theorem 1.5.
Theorem 4.8. Let X be an n × n symmetric matrix with independent centered
entries for i ≥ j, and define the quantities
σp :=
(∑
i
(∑
j
E[X2ij ]
)p)1/2p
, σ∗p :=
(∑
i,j
‖Xij‖2p∞
)1/2p
.
Then we have for every p ∈ N
(E‖X‖2pS2p)1/2p ≤ 2σp + C
√
p σ∗p ,
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where C is a universal constant. Moreover, we have
P[‖X‖S2p ≥ 2σp + C
√
p σ∗p + t] ≤ e−t
2/Cmaxij ‖Xij‖
2
∞
for all p ∈ N and t ≥ 0.
A non-symmetric analogue will follow in precisely the same manner.
Theorem 4.9. Let X be an n×m matrix with independent centered entries. Define
σp,1 :=
(∑
i
(∑
j
E[X2ij ]
)p)1/2p
, σp,2 :=
(∑
j
(∑
i
E[X2ij ]
)p)1/2p
,
and let σ∗p be defined as in Theorem 4.8. Then we have for every p ∈ N
(E‖X‖2pS2p)1/2p ≤ σp,1 + σp,2 + C
√
p σ∗p,
where C is a universal constant. Moreover, we have
P[‖X‖S2p ≥ σp,1 + σp,2 + C
√
p σ∗p + t] ≤ e−t
2/C maxij ‖Xij‖
2
∞
for all p ∈ N and t ≥ 0.
The key point in these results is that the leading term only depends on the
variances of the matrix entries, while the second term depends on their uniform
bound. The variance-sensitive nature of the bound is crucial in many applications.
For example, we briefly describe an application to random graphs.
Example 4.10. Let A be the adjacency matrix of a nonhomogeneous Erdo˝s-Re´nyi
random graph on n vertices, where each edge {i, j} is included independently with
probability pij . Applying Theorem 4.8 with p = ⌈α logn⌉ yields
E‖A−EA‖ ≤ (E‖A−EA‖2pS2p)1/2p ≤ 2e1/2α
√
d+ Ce1/α
√
α logn
for any α ≥ 1, where we defined d := maxi
∑
j pij . It follows immediately that
E‖A−EA‖√
d
≤ 2(1 + o(1)) when n→∞, logn = o(d).
We therefore easily recover a recent result of [3] that was obtained there by a more
complicated method. For the purpose of this application, it is important to note
that both the constant 2 and the condition d & logn are in fact optimal, at least
in the homogeneous case; see [3] and the references therein. Our general bounds
therefore yield surprisingly accurate results in this example.
Remark 4.11. If the entries Xij are symmetrically distributed, one can deduce
the results of Theorems 4.8 and 4.9 directly from Theorems 2.1 and 4.2 by a sim-
ple symmetrization argument, cf. [2, Corollary 3.6]. However, if we only assume
that Xij are centered, the symmetrization method loses an additional factor
√
2,
while the sharp constant for non-symmetrically distributed entries was essential in
the application of Example 4.10. The main observation of this section, which is
implicitly contained but not stated in [2], is that a minor modification of the proof
of the moment bounds makes it possible to obtain the optimal constant even when
the entries are only assumed to be centered. For the purpose of Example 4.10, it
would suffice to apply this idea in the simpler setting developed in [2].
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Remark 4.12. As was already used implicitly in Example 4.10, Theorems 4.8
and 4.9 provide rather practical bounds on the operator norm of X by choosing
p ∼ logn. For example, applying Theorem 4.8 with p = ⌈α logn⌉ and using e1/α ≤
1 + 2/α for α ≥ 1, we can deduce as in the proof of [2, Corollary 3.12] that
P
[
‖X‖ ≥ 2(1 + ε)max
i
√∑
j
E[X2ij ] + t
]
≤ ne−εt2/Cmaxij ‖Xij‖2∞
for every t ≥ 0 and 0 ≤ ε ≤ 1 (C is a universal constant). This result improves
on [2, Corollary 3.12] in that it attains the optimal constant 2 in the probability
bound assuming only that the entries Xij are centered, rather than symmetrically
distributed. For non-symmetric matrices, we obtain analogously that
P
[
‖X‖ ≥ (1 + ε)
(
max
i
√∑
j
E[X2ij ] + maxj
√∑
i
E[X2ij ]
)
+ t
]
≤ max(n,m)e−εt2/Cmaxij ‖Xij‖2∞
in the setting of Theorem 4.9. Such “matrix concentration inequalities” have found
numerous applications in applied mathematics (see [16] and the references therein).
The rest of this section is devoted to the proof of Theorem 4.8. We omit the
proof of Theorem 4.9, which follows in an identical manner.
To explain the idea behind the proof, let us make a basic observation: while
Gaussian analysis played a crucial role for the norm bound of Theorem 3.1, the
entry distribution was completely irrelevant in the moment bound of Theorem 2.1.
Indeed, all the proof does is to compare the moments of the nonhomogeneous
random matrix X with the moments of another random matrix Y that has i.i.d.
entries. If X is Gaussian, then we may choose Y to be Gaussian as well, and we
conclude by invoking standard bounds on the norm of Gaussian Wigner matrices.
If the entries of X are bounded and centered, exactly the same argument will apply
provided we select an appropriate entry distribution for the matrix Y . Modulo this
minor observation, the rest of the proof transfers readily to the present setting.
Proof of Theorem 4.8. As in the proof of Theorem 2.1, we will assume without loss
of generality that the diagonal entries of the matrix vanish Xii = 0.
Our starting point is again the moment formula
E[Tr[X2p]] =
∑
u∈[n]2p
E[Xu1u2Xu2u3 · · ·Xu2pu1 ].
Each distinct edge {uk, uk1} that appears in the cycle u must be traversed at least
twice for that term in the sum to be nonzero, as we assumed the random variables
Xij are centered. We call a cycle with this property admissible. Note that unlike in
the Gaussian setting of section 2, an admissible cycle is not necessarily even. This
distinction will turn out to require only minimal modifications to the proof.
Let us denote by S˜2p the set of shapes of admissible cycles of length 2p. Then
E[Tr[X2p]] =
∑
s∈S˜2p
∑
u:s(u)=s
E[Xu1u2Xu2u3 · · ·Xu2pu1 ]
≤
∑
s∈S˜2p
∑
v∈[n]m(s)
∏
e∈E(G(s))
E
[|Xv(e)|ke(s)],
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wherem(s) is the number of distinct vertices visited by s, G(s) ∈ Gm(s) is the graph
whose edges are given by E(G(s)) = {{s1, s2}, {s2, s3}, . . . , {s2p, s1}}, and ke(s) is
the number of times edge e ∈ E(G(s)) is traversed by s.
We can now easily adapt the proof of Theorem 2.8 to show that for every s ∈ S˜2p,
there exist k′1, . . . , k
′
m ≥ 2 with
∑m
ℓ=2 k
′
ℓ = 2p such that
∑
v∈[n]m(s)
∏
e∈E(G(s))
E
[|Xv(e)|ke(s)] ≤
m(s)∏
ℓ=2
(∑
i
(∑
j
E[|Xij |k
′
ℓ ]
) 2p
k′
ℓ
) k′ℓ
2p
.
Indeed, if we simply replace bkij by E[|Xij |k] throughout, Lemma 2.9 extends di-
rectly to the present setting (modulo a trivial application of Jensen’s inequality
E[|Xij |k(i)] ≤ E[|Xij |k′m ]k(i)/k′m in the second and in the last equation display of
the proof), while Lemma 2.10 can be applied verbatim. We further estimate
∑
i
(∑
j
E[|Xij |k
′
ℓ ]
) 2p
k′
ℓ
≤
∑
i
(∑
j
E[|Xij |2]
) 2p
k′
ℓ
max
j
‖Xij‖
2p(k′ℓ−2)
k′
ℓ
∞ ≤ σ
4p
k′
ℓ
p (σ
∗
p)
2p− 4p
k′
ℓ
using Ho¨lder’s inequality, where σp, σ
∗
p are as defined in Theorem 4.8.
By rescaling the matrixX , we may assume without loss of generality that σ∗p = 1.
Putting together the above estimates, we have shown in this case that
E[Tr[X2p]] ≤
∑
s∈S˜2p
σ2(m(s)−1)p .
Now let Y be an r×r symmetric matrix with entries Yij = (δij−E[δij ])/Var(δij)1/2,
where δij ∼ Bern(14 ) are i.i.d. Bernoulli random variables for i ≥ j. The key point
of this choice of distribution is that E[Y kij ] ≥ 1 for every integer k ≥ 2, as may be
verified by a simple explicit computation. We therefore obtain
E[Tr[Y 2p]] =
∑
s∈S˜2p
∑
u:s(u)=s
E[Yu1u2Yu2u3 · · ·Yu2pu1 ] ≥
∑
s∈S˜2p
r!
(r −m(s))! .
It now follows exactly as in the proof of Theorem 2.1 that
E[Tr[X2p]] ≤ E[‖Y ‖2p] for r = ⌊σ2p⌋+ p+ 1.
To control ‖Y ‖, it remains to invoke a norm bound for Wigner matrices with non-
symmetrically distributed entries. Such a bound can be found, for example, in [11],
where it is shown that E‖Y ‖ ≤ 2√r + C′ for a universal constant C′. Applying
Talagrand’s concentration inequality [5, Theorem 6.10], we can conclude that
E[‖Y ‖2p]1/2p ≤ 2√r + C′′√p
for a universal constant C′′. Therefore
E[Tr[X2p]]1/2p ≤ 2σp + C√p,
concluding the proof of the moment bound. The tail bound follows immediately by
another application of Talagrand’s concentration inequality. 
Remark 4.13. By a further adaptation of the method of proof of Theorem 4.8,
one can prove general bounds that apply even to unbounded entries: for example,
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if X is a symmetric matrix with independent centered entries for i ≥ j, we have
(E‖X‖2pS2p)1/2p ≤ 2
(
E
[∑
i
(∑
j
X2ij
)p])1/2p
+ C
√
p
(
E
[∑
i
max
j
X2pij
])1/2p
for all p ∈ N. This could be viewed as a random matrix analogue of Rosenthal’s
inequality [5, Theorem 15.10]. Unfortunately, this inequality typically does not give
the correct scaling in p when the entries are unbounded (consider, for example, the
case when the random variables are Gaussian). Nonetheless, such inequalities can
be useful as they apply to very general situations without any additional work.
To prove this inequality, one simply estimates using Ho¨lder’s inequality
∑
i
(∑
j
E[|Xij |k
′
ℓ ]
) 2p
k′
ℓ
≤
(
E
[∑
i
(∑
j
X2ij
)p]) 2
k′
ℓ
(
E
[∑
i
max
j
X2pij
])1− 2
k′
ℓ
instead of the corresponding estimate in the proof of Theorem 4.8.
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