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Àííîòàöèÿ
Íà ïðèìåðå ìîäåëüíîé çàäà÷è î ðàçâèòèè íåóñòîé÷èâîñòè Êåëüâèíà åëüìãîëüöà
ðàññìîòðåíû ïðåèìóùåñòâà òåõíîëîãèè NVIDIA CUDA ïðè ðåøåíèè çàäà÷ ãèäðîäè-
íàìèêè ÷èñëåííûìè ìåòîäàìè. àññìîòðåíû êàê ñåòî÷íûå ìåòîäû, òàê è áåññåòî÷íûé.
Ïðèâîäèòñÿ êðàòêîå îïèñàíèå òåõíîëîãèè CUDA.
Êëþ÷åâûå ñëîâà: âû÷èñëèòåëüíàÿ ãèäðîäèíàìèêà, ïàðàëëåëüíûå âû÷èñëåíèÿ, òåõ-
íîëîãèÿ CUDA.
Ââåäåíèå
Â íàñòîÿùåå âðåìÿ ãðàè÷åñêèå ïðîöåññîðû (GPU) ÿâëÿþòñÿ îïòèìàëüíîé ïî
ñîîòíîøåíèþ öåíà  ïðîèçâîäèòåëüíîñòü ïàðàëëåëüíîé àðõèòåêòóðîé ñ îáùåé ïà-
ìÿòüþ. Äåéñòâèòåëüíî, âèäåîêàðòà NVIDIA GTX 285, äîñòóïíàÿ íà ðûíêå ïî öåíå
îêîëî 15 000 ðóá., èìååò ïèêîâóþ ïðîèçâîäèòåëüíîñòü 950 GFLOPS, òîãäà êàê
îäèí èç ïîñëåäíèõ ÷åòûðåõÿäåðíûõ öåíòðàëüíûõ ïðîöåññîðîâ (CPU) Intel Core2
Extreme QX9775  âñåãî 102 GFLOPS è ïðîäàåòñÿ ïî öåíå îêîëî 48 000 ðóá. Ïðè-
÷èíà òàêîé ïðîèçâîäèòåëüíîñòè âèäåîêàðò çàêëþ÷àåòñÿ â òîì, ÷òî îíè èçíà÷àëüíî
áûëè ñêîíñòðóèðîâàíû äëÿ îäíîâðåìåííîãî ïðèìåíåíèÿ îäíîé è òîé æå øåéäåðíîé
óíêöèè ê áîëüøîìó ÷èñëó ïèêñåëåé, èëè, äðóãèìè ñëîâàìè, äëÿ âûñîêîïðîèçâî-
äèòåëüíûõ ïàðàëëåëüíûõ âû÷èñëåíèé.
Äî íåäàâíåãî âðåìåíè èñïîëüçîâàòü âû÷èñëèòåëüíûå ìîùíîñòè âèäåîêàðò áûëî
êðàéíå íåóäîáíî, òàê êàê ïðîãðàììèñòó ïðèõîäèëîñü âûðàæàòü ñâîþ çàäà÷ó â ãðà-
è÷åñêèõ òåðìèíàõ. Ñèòóàöèÿ èçìåíèëàñü â 2007 ã., êîãäà êîìïàíèÿ NVIDIA âûïó-
ñòèëà òåõíîëîãèþ CUDA  ïðîãðàììíî-àïïàðàòíóþ àðõèòåêòóðó äëÿ âû÷èñëåíèé
íà ãðàè÷åñêèõ ïðîöåññîðàõ. Íåñìîòðÿ íà ñâîþ ìîëîäîñòü, CUDA óæå ïðèîáðåëà
øèðîêóþ ïîïóëÿðíîñòü â íàó÷íûõ êðóãàõ. Âû÷èñëèòåëüíûå çàäà÷è, ðåàëèçîâàí-
íûå íà CUDA, ïîëó÷àþò óñêîðåíèå â äåñÿòêè è ñîòíè ðàç â òàêèõ îáëàñòÿõ, êàê
ìîëåêóëÿðíàÿ äèíàìèêà [1, 2℄, àñòðîèçèêà [3, 4℄, ìåäèöèíñêàÿ äèàãíîñòèêà [5, 6℄
è äð.
Â íàñòîÿùåé ðàáîòå ðàññìàòðèâàåòñÿ âîçìîæíîñòü ïðèìåíåíèÿ òåõíîëîãèè
CUDA ê çàäà÷àì âû÷èñëèòåëüíîé ãèäðîäèíàìèêè. Â êà÷åñòâå òåñòîâîé âûáðàíà
êëàññè÷åñêàÿ äâóìåðíàÿ çàäà÷à î ðàçâèòèè íåóñòîé÷èâîñòè â ñâîáîäíîì ñäâèãîâîì
ñëîå ìåæäó ïðîòèâîïîëîæíî íàïðàâëåííûìè ïîòîêàìè âÿçêîé æèäêîñòè. Èçíà-
÷àëüíî áåñêîíå÷íî òîíêèé âèõðåâîé ñëîé íà ãðàíèöå ïîòîêîâ âñëåäñòâèå íåóñòîé÷è-
âîñòè Êåëüâèíà åëüìãîëüöà ðàñïàäàåòñÿ íà ñèñòåìó âèõðåâûõ ñãóñòêîâ (ðèñ. 1).
Ñ òå÷åíèåì âðåìåíè øèðèíà âèõðåâîãî ñëîÿ ðàñòåò çà ñ÷åò ñïàðèâàíèÿ âèõðåâûõ
ñãóñòêîâ [7, 8℄. Êà÷åñòâåííûé ñòàòèñòè÷åñêèé àíàëèç äàííîãî ïðîöåññà òðåáóåò âû-
ïîëíåíèÿ áîëüøîãî îáúåìà âû÷èñëèòåëüíûõ ýêñïåðèìåíòîâ, ÷òî îêàçûâàåòñÿ âîç-
ìîæíûì ñ èñïîëüçîâàíèåì òåõíîëîãèè CUDA.
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èñ. 1. àçâèòèå íåóñòîé÷èâîñòè Êåëüâèíà-åëüìãîëüöà â ñâîáîäíîì ñäâèãîâîì ñëîå
Äëÿ ðåøåíèÿ ñîîòâåòñòâóþùåé çàäà÷è âû÷èñëèòåëüíîé ãèäðîäèíàìèêè øèðîêî
èñïîëüçóþòñÿ êàê ñåòî÷íûå, òàê è áåññåòî÷íûå ìåòîäû. Íàèáîëåå ïîïóëÿðíûå èç
íèõ ðàññìîòðåíû â íàñòîÿùåé ðàáîòå. Ýòî, ñ îäíîé ñòîðîíû, ãåîìåòðè÷åñêèé è
àëãåáðàè÷åñêèé ìíîãîñåòî÷íûå ìåòîäû, à òàêæå ìåòîä ðåäóêöèè ñ èñïîëüçîâàíèåì
áûñòðîãî ïðåîáðàçîâàíèÿÔóðüå ïðè ðåøåíèè çàäà÷è íà ñåòêå. Áåññåòî÷íûå ìåòîäû
ïðåäñòàâëåíû ïðîñòåéøèì âàðèàíòîì ìåòîäà òî÷å÷íûõ âèõðåé. Âî âñåõ ñëó÷àÿõ
ïðè ðåøåíèè çàäà÷è íà GPU ïîëó÷åíî çíà÷èòåëüíîå óñêîðåíèå (äåñÿòêè è ñîòíè
ðàç) ïî ñðàâíåíèþ ñ CPU.
1. Ïðîãðàììíàÿ ìîäåëü CUDA
CUDA  ýòî ñðåäà ðàçðàáîòêè ïðèëîæåíèé, êîòîðàÿ ïðåäîñòàâëÿåò â ðàñïîðÿ-
æåíèå ïðîãðàììèñòà âû÷èñëèòåëüíûå ìîùíîñòè ñîâðåìåííûõ ãðàè÷åñêèõ êàðò
NVIDIA. Â îñíîâå ïðîãðàììíîé ìîäåëè CUDA ëåæàò òðè êëþ÷åâûå àáñòðàêöèè:
èåðàðõèÿ ãðóïï ïîòîêîâ, ðàçäåëÿåìàÿ ïàìÿòü è áàðüåðíàÿ ñèíõðîíèçàöèÿ,  ðåà-
ëèçóåìûå â âèäå ìèíèìàëüíîãî íàáîðà ðàñøèðåíèé ÿçûêà C/C++.
Ïðèëîæåíèÿ CUDA èñïîëüçóþò êàê öåíòðàëüíûé, òàê è ãðàè÷åñêèé ïðîöåñ-
ñîðû. Ôàêòè÷åñêè âèäåîêàðòà ÿâëÿåòñÿ âûñîêîïðîèçâîäèòåëüíûì ñîïðîöåññîðîì.
Ïàðàëëåëüíûå ó÷àñòêè êîäà âûïîëíÿþòñÿ íà âèäåîêàðòå â âèäå âû÷èñëèòåëüíûõ
ÿäåð. ßäðî  ýòî óíêöèÿ, êîòîðàÿ âûçûâàåòñÿ èç îñíîâíîé ïðîãðàììû íà CPU
144 Ä.Å. ÄÅÌÈÄÎÂ È Ä.
èñ. 2. ßäðî âûïîëíÿåòñÿ ìàññèâîì ïîòîêîâ, êàæäûé èç êîòîðûõ èìååò óíèêàëüíûé èäåí-
òèèêàòîð
è âûïîëíÿåòñÿ íà âèäåîêàðòå. Äëÿ âûïîëíåíèÿ êàæäîãî ÿäðà çàïóñêàåòñÿ áîëüøîå
÷èñëî îäíîâðåìåííûõ ïîòîêîâ. Óêàæåì äâà êëþ÷åâûõ, íà íàø âçãëÿä, ðàçëè÷èÿ
ìåæäó ïðîãðàììíûìè ïîòîêàìè íà öåíòðàëüíîì ïðîöåññîðå è íà âèäåîêàðòå. Âî-
ïåðâûõ, äåñÿòêè òûñÿ÷ ïîòîêîâ CUDA ìîãóò áûòü ñîçäàíû âñåãî çà íåñêîëüêî ïðî-
öåññîðíûõ öèêëîâ. Áëàãîäàðÿ ýòîìó ðàñõîäû íà óïðàâëåíèå ïîòîêàìè çíà÷èòåëü-
íî íèæå, ÷åì íà CPU, è äàæå ëåãêîâåñíûå ÿäðà, ñîñòîÿùèå âñåãî èç íåñêîëüêèõ
ñòðî÷åê êîäà, ìîãóò áûòü ÷ðåçâû÷àéíî ýåêòèâíûìè. Âî-âòîðûõ, ïåðåêëþ÷åíèå
ìåæäó êîíòåêñòàìè ïîòîêîâ ïðîèñõîäèò ìãíîâåííî è èñïîëüçóåòñÿ äëÿ ìàñêèðîâêè
çàäåðæåê ïðè îáðàùåíèè ê ïàìÿòè. Ïðè ýòîì åñëè îäèí èç ïîòîêîâ ïðîñòàèâàåò
â îæèäàíèè îïåðàöèè ÷òåíèÿ/çàïèñè èëè ñèíõðîíèçàöèè, îí çàìåíÿåòñÿ äðóãèì
ïîòîêîì, âûïîëíÿþùèì àðèìåòè÷åñêèå îïåðàöèè. Ýòî îçíà÷àåò, ÷òî äëÿ ýåê-
òèâíîé çàãðóçêè âèäåîêàðòû ÷èñëî ïîòîêîâ äîëæíî ìíîãîêðàòíî ïðåâûøàòü ÷èñëî
ïðîöåññîðîâ.
Èòàê, êàæäîå ÿäðî CUDA âûïîëíÿåòñÿ ìàññèâîì ïàðàëëåëüíûõ ïîòîêîâ. Âñå
ïîòîêè âûïîëíÿþò îäèí è òîò æå ïðîãðàììíûé êîä, è äëÿ òîãî ÷òîáû îíè ìîã-
ëè îáðàáàòûâàòü ñâîé ó÷àñòîê äàííûõ, êàæäîìó èç íèõ íàçíà÷àåòñÿ óíèêàëüíûé
èäåíòèèêàòîð. Ýòîò èäåíòèèêàòîð èñïîëüçóåòñÿ äëÿ âû÷èñëåíèÿ àäðåñîâ ïàìÿ-
òè è îðãàíèçàöèè âåòâëåíèé. Íàïðèìåð, íà ðèñ. 2 ïðåäñòàâëåíî ÿäðî, âûïîëíÿåìîå
âîñåìüþ ïîòîêàìè. Ñíà÷àëà êàæäûé èç íèõ èñïîëüçóåò ñâîé èäåíòèèêàòîð äëÿ
ñ÷èòûâàíèÿ ýëåìåíòà èç âõîäíîãî ìàññèâà. Çàòåì êàæäûé ïîòîê ïåðåäàåò ñ÷èòàí-
íîå çíà÷åíèå â óíêöèþ è çàïèñûâàåò ðåçóëüòàò â âûõîäíîé ìàññèâ.
Ýòî ïðèìåð òàê íàçûâàåìîé íåîãðàíè÷åííî ïàðàëëåëüíîé (embarassingly
parallel) çàäà÷è, êîãäà êàæäûé ïîòîê ìîæåò âûïîëíÿòü ñâîþ ïîäçàäà÷ó íåçàâèñè-
ìî îò ñîñåäåé. Â ðåàëüíûõ çàäà÷àõ òðåáóåòñÿ îðãàíèçàöèÿ ìåæïîòî÷íîãî âçàèìî-
äåéñòâèÿ: ïîòîêè äîëæíû, âî-ïåðâûõ, ñîâìåñòíî èñïîëüçîâàòü ðåçóëüòàòû, ÷òîáû
èçáåæàòü ëèøíèõ âû÷èñëåíèé; âî-âòîðûõ, ðàçäåëÿòü îïåðàöèè äîñòóïà ê ïàìÿòè,
÷òîáû ñíèçèòü òðåáîâàíèÿ ïðîãðàììû ê ïðîïóñêíîé ñïîñîáíîñòè êàíàëà äàííûõ.
Â ïðîãðàììíîé ìîäåëè CUDA âçàèìîäåéñòâèå äîïóñêàåòñÿ òîëüêî ìåæäó ïîòîêà-
ìè âíóòðè íåáîëüøèõ ãðóïï, èëè áëîêîâ. Êàæäûé áëîê  ýòî îäíî-, äâóõ- èëè
òðåõìåðíûé ìàññèâ ïîòîêîâ èêñèðîâàííîãî ðàçìåðà. Ïðè çàïóñêå ÿäðà ïîòî-
êè îðãàíèçóþòñÿ â îäíî- èëè äâóõìåðíóþ ðåøåòêó (grid) áëîêîâ. Ïîòîêè âíóò-
ðè áëîêà ìîãóò âçàèìîäåéñòâîâàòü ïîñðåäñòâîì ðàçäåëÿåìîé ïàìÿòè è âûïîëíÿòü
áàðüåðíóþ ñèíõðîíèçàöèþ. Îðãàíèçàöèÿ ïîòîêîâ â áëîêè ïîçâîëÿåò ïðîãðàììàì
ïðîçðà÷íî ìàñøòàáèðîâàòüñÿ ïðè ïåðåõîäå íà âèäåîêàðòó ñ áîëüøèì ÷èñëîì ïîòî-
êîâûõ ïðîöåññîðîâ.
Ïîÿñíèì ïîñëåäíåå óòâåðæäåíèå. Áëàãîäàðÿ òîìó, ÷òî áëîêè ïîòîêîâ íåçàâè-
ñèìû, îíè ìîãóò âûïîëíÿòüñÿ â ëþáîì ïîðÿäêå íà ëþáîì èç äîñòóïíûõ ïðîöåñ-
ñîðîâ. Äîïóñòèì, ÿäðî ñîñòîèò èç 8 áëîêîâ ïîòîêîâ. Íà âèäåîêàðòå ñ äâóìÿ ìóëü-
òèïðîöåññîðàìè êàæäûé ìóëüòèïðîöåññîð äîëæåí áóäåò âûïîëíèòü ïî 4 áëîêà.
À íà âèäåîêàðòå ñ 4 ìóëüòèïðîöåññîðàìè êàæäûé èç íèõ äîëæåí áóäåò âûïîëíèòü
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èñ. 3. Àðõèòåêòóðà GPU 10-é ñåðèè
Òàáë. 1
àçëè÷íûå òèïû ïàìÿòè, äîñòóïíûå ïðîãðàììàì íà CUDA
Âèä Îáëàñòü Ñêîðîñòü Îáúåì Èñïîëüçîâàíèå
âèäèìîñòè äîñòóïà
åãèñòðîâàÿ Ïîòîê Âûñîêàÿ 16384 ðåãèñòðà
íà ÌÏ
Ëîêàëüíûå ïåðåìåí-
íûå ïîòîêà
Ëîêàëüíàÿ Ïîòîê Íèçêàÿ Îãðàíè÷åí îáúå-
ìîì ãëîáàëüíîé
ïàìÿòè
Ëîêàëüíûå ïåðåìåí-
íûå, íå óìåòèâøèåñÿ
â ðåãèñòðàõ
àçäåëÿåìàÿ Áëîê Âûñîêàÿ 16 ÊÁ Îðãàíèçàöèÿ
ìåæïîòî÷íîãî
âçàèìîäåéñòâèÿ
ëîáàëüíàÿ Ïðîãðàììà Íèçêàÿ Äî 4 Á Õðàíåíèå äàííûõ,
îáìåí ñ CPU
ïî 2 áëîêà, òî åñòü çàäà÷à áóäåò âûïîëíåíà â äâà ðàçà áûñòðåå. Òàêîå ìàñøòàáèðî-
âàíèå ïðîèñõîäèò àâòîìàòè÷åñêè áåç êàêèõ-ëèáî èçìåíåíèé â ïðîãðàììå. Ïîýòîìó
îäíàæäû íàïèñàííàÿ ïðîãðàììà íà CUDA ìîæåò âûïîëíÿòüñÿ íà ñàìûõ ðàçëè÷-
íûõ ïî ïðîèçâîäèòåëüíîñòè óñòðîéñòâàõ  îò íîóòáóêîâ äî âûñîêîïðîèçâîäèòåëü-
íûõ ñåðâåðîâ.
Íà ðèñ. 3 ïðåäñòàâëåíà àðõèòåêòóðà âèäåîêàðò NVIDIA 10-é ñåðèè (íàïðèìåð,
GTX 280). Âèäåîêàðòà ñîäåðæèò 240 ïîòîêîâûõ ïðîöåññîðîâ, êàæäûé èç êîòîðûõ
ìîæåò îäíîâðåìåííî âûïîëíÿòü äî 96 ïîòîêîâ. Ïîòîêîâûå ïðîöåññîðû ñãðóïïèðî-
âàíû â 30 ìóëüòèïðîöåññîðîâ (ÌÏ), êàæäûé èç êîòîðûõ ñîäåðæèò 8 ïîòîêîâûõ
ïðîöåññîðîâ, áëîê äâîéíîé òî÷íîñòè, òåêñòóðíûé ïðîöåññîð è áëîê ðåãèñòðîâîé è
ðàçäåëÿåìîé ïàìÿòè.
Ïîòîêè CUDA èìåþò äîñòóï ê íåñêîëüêèì îáëàñòÿì ïàìÿòè, êîòîðûå ðàçëè-
÷àþòñÿ îáëàñòüþ âèäèìîñòè, ñêîðîñòüþ äîñòóïà è îáúåìîì (òàáë. 1). åãèñòðîâàÿ
ïàìÿòü èñïîëüçóåòñÿ äëÿ õðàíåíèÿ ëîêàëüíûõ ïåðåìåííûõ ïîòîêà. Ïåðåìåííûå,
êîòîðûå íå óìåñòèëèñü â ðåãèñòðàõ, õðàíÿòñÿ â òàê íàçûâàåìîé ëîêàëüíîé ïàìÿ-
òè, êîòîðàÿ, íåñìîòðÿ íà íàçâàíèå, íàõîäèòñÿ âíå ÷èïà è ïîòîìó èìååò íèçêóþ
ñêîðîñòü äîñòóïà. àçäåëÿåìàÿ ïàìÿòü èñïîëüçóåòñÿ äëÿ îðãàíèçàöèè âçàèìîäåé-
ñòâèÿ ìåæäó ïîòîêàìè â áëîêå. Âñå ïîòîêè ÿäðà èìåþò äîñòóï ÷òåíèÿ/çàïèñè ê ãëî-
áàëüíîé ïàìÿòè, êîòîðàÿ ðàñïîëàãàåòñÿ â ïàìÿòè âèäåîêàðòû. Îáëàñòü âèäèìîñòè
ãëîáàëüíîé ïàìÿòè  âñå ïðèëîæåíèå; åå ñîäåðæèìîå íå èçìåíÿåòñÿ ìåæäó çàïóñ-
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êàìè ðàçëè÷íûõ ÿäåð. Êðîìå òîãî, öåíòðàëüíûé ïðîöåññîð òàêæå èìååò äîñòóï ê
ãëîáàëüíîé ïàìÿòè, ïîýòîìó ãëîáàëüíàÿ ïàìÿòü èñïîëüçóåòñÿ äëÿ îáìåíà äàííûìè
ìåæäó CPU è GPU.
àññìîòðèì ìîäåëü èñïîëíåíèÿ êîäà â CUDA. Êàæäûé ïîòîê âûïîëíÿåòñÿ ïî-
òîêîâûì ïðîöåññîðîì; áëîê ïîòîêîâ âûïîëíÿåòñÿ îäíèì ìóëüòèïðîöåññîðîì; êàæ-
äûé ìóëüòèïðîöåññîð ìîæåò âûïîëíÿòü íåñêîëüêî áëîêîâ. ×èñëî áëîêîâ, êîòîðîå
ìîæåò âûïîëíÿòüñÿ íà îäíîì ìóëüòèïðîöåññîðå, îãðàíè÷åíî ðàçäåëÿåìûìè ðåñóð-
ñàìè, òî åñòü îáúåìîì ðåãèñòðîâîé è ðàçäåëÿåìîé ïàìÿòè.
2. Ñåòî÷íûå ìåòîäû
Ïåðåéäåì ê ðåøåíèþ òåñòîâîé çàäà÷è î ðàçâèòèè íåóñòîé÷èâîñòè Êåëüâèíà 
åëüìãîëüöà. Ïðè èñïîëüçîâàíèè ïîäõîäà Ýéëåðà òå÷åíèå âÿçêîé æèäêîñòè â
ñâîáîäíîì ñäâèãîâîì ñëîå îïèñûâàåòñÿ óðàâíåíèÿìè Íàâüå Ñòîêñà. Â òåðìèíàõ
óíêöèè òîêà (ψ )  çàâèõðåííîñòè (ω ) îíè èìåþò âèä:
∆ψ = ω, (1a)
∂ω
∂t
+ u · ∇ω − ε∆ω = 0, u =
(
∂ψ
∂y
,−∂ψ
∂x
)
. (1b)
Îáëàñòüþ òå÷åíèÿ ÿâëÿåòñÿ ïîëîñà −H < y < H . Íà ãðàíèöàõ y = ±H , ìîäåëè-
ðóþùèõ áåñêîíå÷íîñòü, ñòàâÿòñÿ óñëîâèÿ ψ = ω = 0 . Â ïðîäîëüíîì íàïðàâëåíèè
ψ è ω ñ÷èòàþòñÿ ïåðèîäè÷åñêèìè óíêöèÿìè ñ ïåðèîäîì L . Íà÷àëüíîå óñëîâèå
ñîîòâåòñòâóåò áåñêîíå÷íî òîíêîìó ñäâèãîâîìó ñëîþ:
t = 0 : ω = 2(1 + ζ(x))δ(y).
Çäåñü δ  óíêöèÿ Äèðàêà, ζ  ìàëîå ñëó÷àéíîå âîçìóùåíèå.
Äèñêðåòèçàöèÿ óðàâíåíèÿ (1) ïðîâîäèòñÿ íà ðàâíîìåðíîé ïðÿìîóãîëüíîé ñåòêå
ìåòîäîì êîíå÷íûõ ðàçíîñòåé ñî âòîðûì ïîðÿäêîì òî÷íîñòè ïî ïðîñòðàíñòâåííîé
ïåðåìåííîé. Äëÿ ðåøåíèÿ äèñêðåòíîé çàäà÷è èñïîëüçóåòñÿ ïîëóíåÿâíàÿ ñõåìà ñ ïî-
ýòàïíûì ðåøåíèåì óðàâíåíèé äëÿ çàâèõðåííîñòè è óíêöèè òîêà, ïðåäëîæåííàÿ
â [9℄. Ïðè ýòîì óðàâíåíèå ïåðåíîñà çàâèõðåííîñòè (1b) ðåøàåòñÿ ÿâíî ìåòîäîì óí-
ãå Êóòòû ÷åòâåðòîãî ïîðÿäêà, òàê ÷òî äëÿ âû÷èñëåíèÿ çíà÷åíèÿ çàâèõðåííîñòè
íà íîâîì âðåìåííîì ñëîå òðåáóåòñÿ 4 øàãà. Ïîñëå êàæäîãî øàãà íåîáõîäèìî îá-
ðàùàòü îïåðàòîð Ëàïëàñà äëÿ îïðåäåëåíèÿ óíêöèè òîêà. Ñõåìó ðåøåíèÿ ìîæíî
ïðåäñòàâèòü ñëåäóþùèì îáðàçîì:
ω1 − ωn
τ/2
+ (un · ∇h)ωn = ε∆hωn, ψ1 = ∆−1h,0ω1, (2a)
ω2 − ωn
τ/2
+ (u1 · ∇h)ω1 = ε∆hω1, ψ2 = ∆−1h,0ω2, (2b)
ω3 − ωn
τ
+ (u2 · ∇h)ω2 = ε∆hω2, ψ3 = ∆−1h,0ω3, (2)
k4 = −τ [(u3 · ∇h)ω3 − ε∆hω3] , (2d)
ωn+1 =
1
3
(−ωn + ω1 + 2ω2 + ω3) + 1
6
k4, ψ
n+1 = ∆−1h,0ω
n+1. (2e)
Âåðõíèìè èíäåêñàìè çäåñü îáîçíà÷åíû çíà÷åíèÿ ïåðåìåííûõ íà ñîîòâåòñòâóþùèõ
âðåìåííûõ èòåðàöèÿõ; íèæíèìè èíäåêñàìè îáîçíà÷åíû ïðîìåæóòî÷íûå çíà÷åíèÿ.
Íèæíèé èíäåêñ h îáîçíà÷àåò îïåðàòîð, äèñêðåòèçèðîâàííûé íà ñåòêå ñ øàãîì h .
Çàïèñü ∆−1h,0(·) îáîçíà÷àåò ðåøåíèå çàäà÷è Ïóàññîíà ñ íóëåâûì ãðàíè÷íûì óñëî-
âèåì Äèðèõëå äëÿ çàäàííîé ïðàâîé ÷àñòè.
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Òàáë. 2
Âèäåîêàðòû, èñïîëüçîâàâøèåñÿ â âû÷èñëèòåëüíûõ ýêñïåðèìåíòàõ
Ìîäåëü Ñòîèìîñòü ×èñëî ÌÏ Ïèêîâàÿ Ïðîïóñêíàÿ
(ðóá.) ïðîèçâîäèòåëüíîñòü ñïîñîáíîñòü
(GFLOPS) ïàìÿòè (Á/ñ)
8500 GT 1500 2 43 13
8600 GTS 3000 4 139 32
GTX 260 7000 27 804 112
Èñïîëüçîâàíèå ìåòîäà ÷åòâåðòîãî ïîðÿäêà ïîçâîëÿåò îáåñïå÷èòü óñòîé÷èâîñòü
äàííîé ñõåìû ïðè ðàçóìíîì âûáîðå øàãà ïî âðåìåíè τ ∼ h . Íàèáîëåå äîðîãîñòî-
ÿùåé îïåðàöèåé, î÷åâèäíî, ÿâëÿåòñÿ ðåøåíèå óðàâíåíèÿ Ïóàññîíà äëÿ óíêöèè
òîêà. Çäåñü íåîáõîäèìû àëãîðèòìû, îáëàäàþùèå âûñîêîé ñòåïåíüþ ïàðàëëåëüíî-
ñòè, íàïðèìåð, ðåäóêöèÿ ñ èñïîëüçîâàíèåì áûñòðîãî ïðåîáðàçîâàíèÿ Ôóðüå [10℄
èëè áîëåå îáùèé ìíîãîñåòî÷íûé ìåòîä [11℄ â åãî ãåîìåòðè÷åñêîì ëèáî àëãåáðàè÷å-
ñêîì âàðèàíòå. Ïðîèçâîäèòåëüíîñòü ýòèõ ìåòîäîâ îöåíèâàëàñü ñ èñïîëüçîâàíèåì
òðåõ âèäåîêàðò NVIDIA  8500 GT, 8600 GTS è GTX 260 (òàáë. 2).
2.1. åîìåòðè÷åñêèé ìíîãîñåòî÷íûé ìåòîä. Ìíîãîñåòî÷íûå ìåòîäû
(ÌÌ) ñ÷èòàþòñÿ îïòèìàëüíûìè äëÿ ðåøåíèÿ ýëëèïòè÷åñêèõ äèåðåíöèàëüíûõ
óðàâíåíèé [11℄ è îñíîâûâàþòñÿ íà èñïîëüçîâàíèè ñåòî÷íîé èåðàðõèè è îïåðàòîðîâ
ïåðåõîäà îò îäíîé ñåòêè ê äðóãîé. Îñíîâíàÿ èäåÿ çàêëþ÷àåòñÿ â óñêîðåíèè ñõîäè-
ìîñòè èòåðàöèîííîãî ìåòîäà, ëåæàùåãî â îñíîâå ÌÌ, çà ñ÷åò êîððåêöèè ðåøåíèÿ,
ïîëó÷åííîãî íà òî÷íîé ñåòêå, ñ ïîìîùüþ ðåøåíèÿ óðàâíåíèÿ íà ãðóáîé ñåòêå.
åîìåòðè÷åñêèé ìíîãîñåòî÷íûé ìåòîä (ÌÌ) îñíîâûâàåòñÿ íà ïðåäîïðåäåëåí-
íîé ñåòî÷íîé èåðàðõèè. Ïðè ðåøåíèè ñåòî÷íîãî óðàâíåíèÿ Au = f íà êàæäîì
óðîâíå èåðàðõèè çàäàåòñÿ ñåòêà Ωl , îïåðàòîð çàäà÷è Al , îïåðàòîð ïðîäîëæåíèÿ
Pl : ul+1 → ul è îïåðàòîð ñóæåíèÿ Rl : ul → ul+1 .
Íà êàæäîì óðîâíå l èåðàðõèè îäèí øàã ÌÌ âûïîëíÿåò ñëåäóþùèå äåéñòâèÿ:
• òåêóùåå ðåøåíèå ñãëàæèâàåòñÿ íåñêîëüêèìè øàãàìè ðåëàêñàöèè;
• âû÷èñëÿåòñÿ íåâÿçêà rl = fl − Alul , êîòîðàÿ çàòåì ñóæàåòñÿ â ïðàâóþ ÷àñòü
áîëåå ãðóáîãî óðîâíÿ: fl+1 = Rlrl ;
• åñëè óðîâåíü l+1  ïîñëåäíèé â èåðàðõèè, óðàâíåíèå Al+1ul+1 = fl+1 ðåøà-
åòñÿ ïðÿìûì ìåòîäîì; èíà÷å íà óðîâíå l + 1 ðåêóðñèâíî âûïîëíÿåòñÿ îäèí
øàã ìíîãîñåòî÷íîãî ìåòîäà ñ íóëåâûì íà÷àëüíûì ïðèáëèæåíèåì ul+1 = 0 ;
• ðåøåíèå íà óðîâíå l êîððåêòèðóåòñÿ: ul → ul + Plul+1 ;
• âûïîëíÿþòñÿ íåñêîëüêî øàãîâ ðåëàêñàöèè.
Íàèáîëåå äîðîãîñòîÿùåé îïåðàöèåé çäåñü ÿâëÿåòñÿ ðåëàêñàöèÿ. Îíà çàíèìàåò äî
60% îò îáùåãî âðåìåíè ñ÷åòà, ïîýòîìó ðåàëèçàöèÿ ýòîé ïðîöåäóðû îñîáåííî âàæíà.
Â íàñòîÿùåé ðàáîòå èñïîëüçóåòñÿ êðàñíî-÷åðíàÿ ðåëàêñàöèÿ àóññà  Çåéäåëÿ, òàê
êàê îíà åñòåñòâåííûì îáðàçîì ðàñïàðàëëåëèâàåòñÿ.
2.2. Àëãåáðàè÷åñêèé ìíîãîñåòî÷íûé ìåòîä. Àëãåáðàè÷åñêèé ìíîãîñå-
òî÷íûé ìåòîä (ÀÌÌ) [11℄ ÿâëÿåòñÿ îäíèì èç íàèáîëåå ýåêòèâíûõ ìåòîäîâ
ðåøåíèÿ ðàçðåæåííûõ íåñòðóêòóðèðîâàííûõ ñèñòåì ëèíåéíûõ óðàâíåíèé áîëü-
øîé ðàçìåðíîñòè. Â îòëè÷èå îò ãåîìåòðè÷åñêîãî ìíîãîñåòî÷íîãî ìåòîäà (ÌÌ),
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1 /* Óìíîæåíèå ðàçðåæåííîé ìàòðèöû A íà âåêòîð x. */
2 global void spmv(int m , int k, oat *Adat, int *Aidx, oat *x,  oat *y) {
3 /* Êàæäûé ïîòîê îïðåäåëÿåò íîìåð ñâîåé ñòðîêè ìàòðèöû */
4 int row = blokIdx.x * blokDim.x + threadIdx.x;
5 if (row < m) {
6 int j, ol;
7 oat val;
8 oat buf = 0.0;
9 /* Öèêë ïî íåíóëåâûì ýëåìåíòàì ñòðîêè */
10 for(j = 0; j < k; j++) {
11 ol = Aidx[row + j * m℄;
12 val = Adat[row + j * m℄;
13 /* Ïðîâåðêà, ÷òî íåíóëåâûå ýëåìåíòû â ñòðîêå íå êîí÷èëèñü * /
14 if (ol < 0) break;
15 buf += val * x[ol℄;
16 }
17 y[row℄ = buf;
18 }
19 }
èñ. 4. Óìíîæåíèå ðàçðåæåííîé ìàòðèöû â îðìàòå ELL íà âåêòîð
ÀÌÌ íå òðåáóåò ïîñòàíîâêè çàäà÷è íà ñåòêå, à ðàáîòàåò íåïîñðåäñòâåííî ñ ðàçðå-
æåííîé ñèñòåìîé ëèíåéíûõ àëãåáðàè÷åñêèõ óðàâíåíèé Au = f .
Àëãîðèòì ÀÌÌ ñîñòîèò èç äâóõ îñíîâíûõ ýòàïîâ, ïðèìåðíî ðàâíûõ ïî ÷èñëó
îïåðàöèé: ýòàï íàñòðîéêè ìåòîäà è ýòàï ðåøåíèÿ. Ýòàï íàñòðîéêè çàêëþ÷àåòñÿ
â êîíñòðóèðîâàíèè ïðîáëåìíî-çàâèñèìîé èåðàðõèè è âêëþ÷àåò â ñåáÿ âûáîð âëî-
æåííûõ ïîäìíîæåñòâ Ωl+1 ⊂ Ωl èñõîäíûõ ïåðåìåííûõ Ω0 , ïîñòðîåíèå îïåðàòîðîâ
ïðîäîëæåíèÿ Pl : Ωl+1 → Ωl è îïåðàòîðîâ íà ãðóáûõ ñåòêàõ Al+1 = PTl AlPl .
Ýòà ÷àñòü àëãîðèòìà ÀÌÌ îñíîâàíà òîëüêî íà àëãåáðàè÷åñêîé èíîðìàöèè îòíî-
ñèòåëüíî ìàòðèöû A . Âòîðîé ýòàï àëãîðèòìà çàêëþ÷àåòñÿ â ðåøåíèè óðàâíåíèÿ
Au = f äëÿ çàäàííîé ïðàâîé ÷àñòè. Åñëè ýòî óðàâíåíèå íóæíî ðåøèòü äëÿ íåñêîëü-
êèõ ïðàâûõ ÷àñòåé, òî ýòàï íàñòðîéêè äîñòàòî÷íî âûïîëíèòü îäèí ðàç. Àëãîðèòì
ýòàïà ðåøåíèÿ ÀÌÌ ïðàêòè÷åñêè ñîâïàäàåò ñ àëãîðèòìîì ÌÌ.
Íàìè ÀÌÌ ïðèìåíÿåòñÿ äëÿ ðåøåíèÿ çàäà÷è Ïóàññîíà â (2). Ýòàï íàñòðîéêè
â êëàññè÷åñêîì âàðèàíòå ÀÌÌ ïðàêòè÷åñêè íåâîçìîæíî ðàñïàðàëëåëèòü, ïîýòî-
ìó îí ïîëíîñòüþ âûïîëíÿåòñÿ íà CPU. Îäíàêî ýòî íå ñêàçûâàåòñÿ íà ñêîðîñòè
ðåøåíèÿ çàäà÷è (1), òàê êàê ýòàï íàñòðîéêè äîñòàòî÷íî âûïîëíèòü îäèí ðàç.
Ýòàï ðåøåíèÿ áûë ïîëíîñòüþ ðåàëèçîâàí íà GPU. Îñíîâíûì àëãîðèòìè÷åñêèì
ýëåìåíòîì çäåñü ÿâëÿåòñÿ óìíîæåíèå ðàçðåæåííîé ìàòðèöû íà âåêòîð. Ê ýòîé îïå-
ðàöèè ñâîäÿòñÿ ïðàêòè÷åñêè âñå êîìïîíåíòû ìåòîäà. Îïåðàöèè óìíîæåíèÿ ðàçðå-
æåííîé ìàòðèöû íà âåêòîð ñ èñïîëüçîâàíèåì CUDA ïîñâÿùåíî íåñêîëüêî ñòàòåé,
íàïðèìåð [12, 13℄. Áîëåå âñåãî íà ïðîèçâîäèòåëüíîñòü âëèÿåò âûáðàííûé îðìàò
õðàíåíèÿ ðàçðåæåííîé ìàòðèöû. Îäíèì èç íàèáîëåå ýåêòèâíûõ îðìàòîâ ÿâëÿ-
åòñÿ ELL [12℄, îáåñïå÷èâàþùèé êîãåðåíòíûé äîñòóï ê ïàìÿòè (oalesed memory
aess) ñîñåäíèìè ïîòîêàìè [14℄. Â ýòîì îðìàòå ðàçðåæåííàÿ ìàòðèöà ðàçìåðíî-
ñòè M × N ñ ìàêñèìàëüíûì ÷èñëîì K íåíóëåâûõ ýëåìåíòîâ â ñòðîêå õðàíèòñÿ
â ïëîòíîì ìàññèâå Adat ðàçìåðà M × K , ãäå ñòðîêè ñ ÷èñëîì íåíóëåâûõ ýëå-
ìåíòîâ, ìåíüøèì K , äîïîëíÿþòñÿ íóëÿìè. Íîìåðà ñòîëáöîâ íåíóëåâûõ ýëåìåíòîâ
õðàíÿòñÿ â ìàññèâå Aidx ðàçìåðíîñòè M × K . Îáà ìàññèâà ðàçìåùàþòñÿ â ïà-
ìÿòè ïî ñòîëáöàì. Íà ðèñ. 4 ïðèâåäåí ïðèìåð ÿäðà, âûïîëíÿþùåãî óìíîæåíèå
ðàçðåæåííîé ìàòðèöû íà âåêòîð. Êàæäûé ïîòîê â ÿäðå âûïîëíÿåò óìíîæåíèå îä-
íîé ñòðîêè ìàòðèöû íà âåêòîð è çàïîëíÿåò ñîîòâåòñòâóþùèé ýëåìåíò âûõîäíîãî
ìàññèâà.
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åøåíèå çàäà÷è ñ ïðèìåíåíèåì ñåòî÷íûõ ìåòîäîâ
Óñòðîéñòâî Âðåìÿ ðåøåíèÿ Óñêîðåíèå
åîìåòðè÷åñêèé ìíîãîñåòî÷íûé ìåòîä
CPU AMD Athlon64 3200+ 9 120 ñ 
GPU 8500 GT 1 824 ñ 5×
GPU 8600 GTS 608 ñ 15×
GPU GTX 260 190 ñ 48×
Àëãåáðàè÷åñêèé ìíîãîñåòî÷íûé ìåòîä
CPU AMD Athlon64 3200+ 14 009 ñ 
GPU 8500 GT 2 838 ñ 5×
GPU 8600 GTS 1 044 ñ 14×
GPU GTX 260 311 ñ 45×
Ìåòîä ðåäóêöèè
CPU AMD Athlon64 3200+ 4 560 ñ 
GPU 8500 GT 798 ñ 6×
GPU 8600 GTS 264 ñ 17×
GPU GTX 260 87 ñ 52×
Äðóãèìè ÷àñòî âûïîëíÿåìûìè îïåðàöèÿìè ÿâëÿþòñÿ âû÷èñëåíèå ñêàëÿðíîãî
ïðîèçâåäåíèÿ âåêòîðîâ, îïðåäåëåíèå ìàêñèìàëüíîãî ýëåìåíòà â ìàññèâå, ñóììèðî-
âàíèå ýëåìåíòîâ ìàññèâà. Áèáëèîòåêà ñ îòêðûòûì èñõîäíûì êîäîì CUDPP [15℄
ïîçâîëÿåò ýåêòèâíî âûïîëíèòü ýòè îïåðàöèè íà âèäåîêàðòå.
2.3. Ìåòîä ðåäóêöèè. Ìåòîä ðåäóêöèè ñ ïðèìåíåíèåì áûñòðîãî ïðåîáðà-
çîâàíèÿ Ôóðüå [10℄ õîðîøî èçâåñòåí è ïðèìåíÿåòñÿ äëÿ íàõîæäåíèÿ ðåøåíèÿ ïðî-
ñòåéøèõ ñåòî÷íûõ ýëëèïòè÷åñêèõ óðàâíåíèé â ïðÿìîóãîëüíèêå. Îñíîâíûìè àë-
ãîðèòìè÷åñêèìè êîìïîíåíòàìè ìåòîäà ÿâëÿþòñÿ áûñòðîå ïðåîáðàçîâàíèå Ôóðüå
è îáðàùåíèå òðåõäèàãîíàëüíûõ ìàòðèö. Íàìè èñïîëüçîâàëîñü áûñòðîå ïðåîáðà-
çîâàíèå Ôóðüå èç áèáëèîòåêè CUFFT [16℄, âõîäÿùåé â ñðåäó ðàçðàáîòêè CUDA.
Áèáëèîòåêà ïîçâîëÿåò âûïîëíèòü ïðÿìîå è îáðàòíîå ïîñòðî÷íîå ïðåîáðàçîâàíèå
Ôóðüå âåùåñòâåííîé ìàòðèöû. Ïðè îáðàùåíèè ñèñòåìû òðåõäèàãîíàëüíûõ ìàò-
ðèö êàæäûé ïîòîê ðåøàë îäíó ñèñòåìó ëèíåéíûõ óðàâíåíèé âèäà
u1 = un = 0, ui−1 − (2 + 4 sin2 ki)ui + ui+1 = h2fi.
2.4. Îöåíêà ýåêòèâíîñòè. Â òàáë. 3 ïðèâåäåíû ðåçóëüòàòû ðåøåíèÿ çà-
äà÷è (1) ñ ïðèìåíåíèåì ñõåìû (2) îïèñàííûìè âûøå ìåòîäàìè. Çàäà÷à ðåøàëàñü
íà ñåòêå 1024×1025 â îáëàñòè (−pi, pi)×(−pi, pi) , áûëî âûïîëíåíî 4000 øàãîâ ïî âðå-
ìåíè. Êàê âèäíî, äîñòèãàåìûå óñêîðåíèÿ äëÿ êàæäîãî èç ãðàè÷åñêèõ ïðîöåññîðîâ
ïðàêòè÷åñêè íå çàâèñÿò îò âûáðàííîãî ìåòîäà. Ïðè÷åì äàæå íàèìåíåå ïðîèçâîäè-
òåëüíàÿ âèäåîêàðòà 8500 GT ïîçâîëÿåò äîñòè÷ü ïî êðàéíåé ìåðå ïÿòèêðàòíîãî
óñêîðåíèÿ. Äëÿ äàííîé çàäà÷è îïòèìàëüíûì îêàçàëñÿ ìåòîä ðåäóêöèè. Îäíàêî îí
ÿâëÿåòñÿ óçêîñïåöèàëèçèðîâàííûì ìåòîäîì, â òî âðåìÿ êàê ìíîãîñåòî÷íûå ìåòîäû
ïðèìåíèìû ê ãîðàçäî áîëåå øèðîêîìó êëàññó çàäà÷.
Êàê âèäíî èç òàáë. 3, óñêîðåíèå, ïîëó÷àåìîå ñåòî÷íûìè ìåòîäàìè, ïðÿìî ïðî-
ïîðöèîíàëüíî ïðîïóñêíîé ñïîñîáíîñòè âèäåîêàðò. Ýòî æå ïîäòâåðæäàåò è ðèñ. 5.
3. Ìåòîä ÷àñòèö
àññìàòðèâàåìàÿ çàäà÷à ìîæåò áûòü ñîðìóëèðîâàíà è íà îñíîâå ïîäõîäà Ëà-
ãðàíæà [17℄. Ïðè ýòîì ïîëå çàâèõðåííîñòè ïðåäñòàâëÿåòñÿ â âèäå êîíå÷íîãî íàáîðà
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èñ. 5. Çàâèñèìîñòü óñêîðåíèÿ ñåòî÷íûõ ìåòîäîâ (a) è ìåòîäà ÷àñòèö (b) îò ïðîïóñêíîé
ñïîñîáíîñòè è ïðîèçâîäèòåëüíîñòè âèäåîêàðò ñîîòâåòñòâåííî
òî÷å÷íûõ âèõðåé (÷àñòèö). àçâèòèå ïîëÿ çàâèõðåííîñòè âî âðåìåíè îïðåäåëÿåò-
ñÿ äâèæåíèåì ýòèõ ÷àñòèö. Â ïðåíåáðåæåíèè äèóçèåé çàêîí äâèæåíèÿ âèõðåé
îïðåäåëÿåòñÿ ñèñòåìîé îáûêíîâåííûõ äèåðåíöèàëüíûõ óðàâíåíèé
d
dt
xi(t) =
∑
j 6=i
K (xi(t);xj(t)) , 0 ≤ i < N, (3a)
xi(0) =
2pii
N
e1, (3b)
ãäå xi(t)  ïîçèöèÿ i-é ÷àñòèöû â ìîìåíò âðåìåíè t , à óíêöèÿ K çàäàåò ïîïàðíîå
ãèäðîäèíàìè÷åñêîå âçàèìîäåéñòâèå ìåæäó äâóìÿ ÷àñòèöàìè. Ñ ó÷åòîì ïåðèîäè÷-
íîñòè ýòà óíêöèÿ èìååò ñëåäóþùèé âèä:
K(x;y) =
1
coshd2 − cos d1
(
sinhd2
− sin d1
)
, d = x− y.
Äëÿ ó÷åòà äèóçèè â òàêîì îïèñàíèè çàäà÷è ìîæåò èñïîëüçîâàòüñÿ ìåòîä ñëó÷àé-
íîãî áëóæäàíèÿ (random walk) [18℄. Ïðè ýòîì íà êàæäîì âðåìåííîì øàãå ïîçèöèè
÷àñòèö èçìåíÿþòñÿ íà ñëó÷àéíóþ âåëè÷èíó, ðàñïðåäåëåííóþ ïî íîðìàëüíîìó çàêî-
íó ñ äèñïåðñèåé σ2 = 2ετ , ãäå ε  êîýèöèåíò äèóçèè, à τ  âåëè÷èíà øàãà ïî
âðåìåíè. Äëÿ ãåíåðàöèè ïîñëåäîâàòåëüíîñòè ïñåâäîñëó÷àéíûõ ÷èñåë áûë èñïîëü-
çîâàí àëãîðèòì Ìåðñåííà Òâèñòåðà (Mersenne Twister) [19℄. Òàê êàê ýòîò àëãîðèòì
íîñèò ÷èñòî ïîñëåäîâàòåëüíûé õàðàêòåð, êàæäûé ïîòîê èñïîëüçîâàë ñîáñòâåííóþ
êîïèþ ãåíåðàòîðà.
Çàìåòèì, ÷òî çàäà÷à (3)  ýòî òèïè÷íàÿ çàäà÷à î âçàèìîäåéñòâèè N òåë. Òà-
êèå çàäà÷è âñòðå÷àþòñÿ â àñòðîíîìèè, ìîëåêóëÿðíîé äèíàìèêå, ãèäðîäèíàìèêå è
èäåàëüíî ïîäõîäÿò äëÿ ðåàëèçàöèè íà GPU [20℄.
Â òàáë. 4 ïðèâåäåíû ðåçóëüòàòû ðåøåíèÿ çàäà÷è (3) ìåòîäîì ÷àñòèö äëÿ ÷èñëà
âèõðåé N = 1024 , N = 4096 è N = 8192 . Êàê âèäíî, êàðòû 8500 GT è 8600 GTS
ñðàçó æå âûõîäÿò íà ìàêñèìàëüíóþ ïðîèçâîäèòåëüíîñòü. Êàðòà GTX 260 â ïåð-
âûõ äâóõ ýêñïåðèìåíòàõ èñïîëüçóåòñÿ íå ïîëíîñòüþ, ñ ÷åì è ñâÿçàíî îòíîñèòåëüíî
íèçêîå óñêîðåíèå. Òàê, â ïåðâîì ýêñïåðèìåíòå ïðè ðàçìåðå áëîêà â 256 ïîòîêîâ
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Âðåìÿ ðåøåíèÿ çàäà÷è (3). Â êàæäîì èç ýêñïåðèìåíòîâ èñ-
ïîëüçîâàëñÿ øàã ïî âðåìåíè τ = 10−3
Óñòðîéñòâî Âðåìÿ ðåøåíèÿ Óñêîðåíèå
N = 1024, Tmax = 20
CPU AMD Athlon64 3200+ 5 353 ñ 
GPU 8500 GT 118 ñ 45×
GPU 8600 GTS 36 ñ 149×
GPU GTX 260 30 ñ 179×
N = 4096, Tmax = 5
CPU AMD Athlon64 3200+ 21 156 ñ 
GPU 8500 GT 408 ñ 51×
GPU 8600 GTS 129 ñ 164×
GPU GTX 260 37 ñ 565×
N = 8192, Tmax = 1
CPU AMD Athlon64 3200+ 16 025 ñ 
GPU 8500 GT 313 ñ 51×
GPU 8600 GTS 105 ñ 152×
GPU GTX 260 20 ñ 783×
çàäåéñòâîâàíû âñåãî 4 ìóëüòèïðîöåññîðà èç 27 äîñòóïíûõ. Ïîýòîìó íåóäèâèòåëü-
íî, ÷òî â ýòîì ýêñïåðèìåíòå óñêîðåíèÿ äëÿ êàðò 8600 GTS (4 ìóëüòèïðîöåññîðà) è
GTX 260 ïðàêòè÷åñêè ñîâïàäàþò.
Íà ïîðÿäîê áîëüøèå óñêîðåíèÿ, äîñòèãàåìûå ìåòîäîì ÷àñòèö ïî ñðàâíåíèþ
ñ ñåòî÷íûìè ìåòîäàìè, îáúÿñíÿþòñÿ òåì, ÷òî ñêîðîñòü âû÷èñëåíèé çäåñü ëèìèòè-
ðóåòñÿ ïðîèçâîäèòåëüíîñòüþ êàðòû, à íå åå ïðîïóñêíîé ñïîñîáíîñòüþ (ðèñ. 5).
4. Ñòàòèñòè÷åñêàÿ îáðàáîòêà ðåçóëüòàòîâ
Ïîëíûé àíàëèç ïîëó÷åííûõ ðåçóëüòàòîâ âûõîäèò çà ðàìêè íàñòîÿùåé ðàáîòû.
Ïðèâåäåì ëèøü ãðàèê çàâèñèìîñòè øèðèíû ñäâèãîâîãî ñëîÿ l îò âðåìåíè (ðèñ. 6).
Â êàæäîì âû÷èñëèòåëüíîì ýêñïåðèìåíòå âåëè÷èíà l îïðåäåëÿëàñü êàê
l(t) =
√
1
2
∫
ω(x, y, t)y2dxdy.
Êàê âèäíî íà ðèñ. 6, îòäåëüíûå âû÷èñëèòåëüíûå ýêñïåðèìåíòû äåìîíñòðèðóþò
íåðåãóëÿðíîå ïîâåäåíèå, îñîáåííî ïðè òóðáóëèçàöèè ñäâèãîâîãî ñëîÿ ïðè t & 1 .
Ôèçè÷åñêèé èíòåðåñ ïðåäñòàâëÿåò ñðåäíåå ïî ðåàëèçàöèÿì çíà÷åíèå âåëè÷èíû l .
Äëÿ åå íàõîæäåíèÿ áûëî ïðîâåäåíî íåñêîëüêî ñîòåí âû÷èñëèòåëüíûõ ýêñïåðèìåí-
òîâ. åçóëüòàò îñðåäíåíèÿ l ïî 750 ýêñïåðèìåíòàì ïðåäñòàâëåí íà ðèñ. 6 ñïëîøíîé
ëèíèåé. Â íà÷àëüíûé ïåðèîä âðåìåíè ñîîòâåòñòâóþùàÿ çàâèñèìîñòü õîðîøî îïè-
ñûâàåòñÿ èçâåñòíîé îðìóëîé ëàìèíàðíîãî ðåæèìà l =
√
piεt (ïóíêòèðíàÿ ëèíèÿ).
Ïðè ïåðåõîäå ê òóðáóëåíòíîìó ðåæèìó ýòà çàâèñèìîñòü ñòàíîâèòñÿ ëèíåéíîé. Çà-
ìåòèì, ÷òî äëÿ ïðîâåäåíèÿ òàêîãî êîëè÷åñòâà âû÷èñëèòåëüíûõ ýêñïåðèìåíòîâ áåç
ïðèìåíåíèÿ òåõíîëîãèè CUDA âìåñòî äâóõ äíåé ïîòðåáîâàëîñü áû íåñêîëüêî ìå-
ñÿöåâ.
5. Îáñóæäåíèå
Êàê âèäíî, ëþáîé èç ðàññìîòðåííûõ íàìè ìåòîäîâ ïîëó÷àåò çíà÷èòåëüíûé ïðè-
ðîñò â ïðîèçâîäèòåëüíîñòè ïðè ðåàëèçàöèè íà GPU. Óñêîðåíèå ñåòî÷íûõ ìåòîäîâ
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èñ. 6. Çàâèñèìîñòü øèðèíû l ñäâèãîâîãî ñëîÿ îò âðåìåíè t , îñðåäíåííàÿ ïî 750 ðåàëè-
çàöèÿì (æèðíàÿ ñïëîøíàÿ ëèíèÿ). Òîíêèìè ëèíèÿìè ïðåäñòàâëåíû çàâèñèìîñòè l(t) äëÿ
äâóõ îòäåëüíûõ ýêñïåðèìåíòîâ. Îáëàñòè I, II è III ñîîòâåòñòâóþò ëàìèíàðíîìó, ïåðåõîä-
íîìó è òóðáóëåíòíîìó ðåæèìàì
ïðÿìî ïðîïîðöèîíàëüíî ïðîïóñêíîé ñïîñîáíîñòè ïàìÿòè âèäåîêàðòû. Ýòî îáúÿñ-
íÿåòñÿ òåì, ÷òî îòíîøåíèå ÷èñëà àðèìåòè÷åñêèõ îïåðàöèé ê ÷èñëó îáðàùåíèé
ê ãëîáàëüíîé ïàìÿòè â ýòèõ ìåòîäàõ íåâåëèêî:
P =
Nop
Nio
≈ 1.
Òàêèì îáðàçîì, ñåòî÷íûå ìåòîäû íå èñïîëüçóþò ïîëíóþ âû÷èñëèòåëüíóþ ìîù-
íîñòü âèäåîêàðòû, òàê êàê ïðîöåññîðû â îñíîâíîì ïðîñòàèâàþò â îæèäàíèè î÷å-
ðåäíîé ïîðöèè äàííûõ. Â ìåòîäå ÷àñòèö îòíîøåíèå P ≫ 1 , áëàãîäàðÿ ÷åìó óñêîðå-
íèå ïðè ðåàëèçàöèè íà GPU ïðÿìî ïðîïîðöèîíàëüíî ïèêîâîé ïðîèçâîäèòåëüíîñòè
âèäåîêàðòû.
Ïîæàëóé, ñàìûì ñåðüåçíûì íåäîñòàòêîì ðàñ÷åòîâ íà GPU ÿâëÿåòñÿ òî, ÷òî
âû÷èñëåíèÿ ñ îäèíàðíîé è äâîéíîé òî÷íîñòüþ ñóùåñòâåííî ðàçëè÷àþòñÿ ïî ïðî-
èçâîäèòåëüíîñòè. Ýòî îáúÿñíÿåòñÿ òåì, ÷òî â ñîâðåìåííûõ âèäåîêàðòàõ íà êàæäûå
âîñåìü ïîòîêîâûõ ïðîöåññîðîâ ïðèõîäèòñÿ îäèí ìîäóëü äâîéíîé òî÷íîñòè. Îäíàêî
ýòîò íåäîñòàòîê îêàçûâàåòñÿ íåñóùåñòâåííûì äëÿ ñåòî÷íûõ ìåòîäîâ, îãðàíè÷åí-
íûõ ïðîïóñêíîé ñïîñîáíîñòüþ ïàìÿòè. Îïûò ïîêàçûâàåò, ÷òî ïðè èñïîëüçîâàíèè
äâîéíîé òî÷íîñòè ïðîèçâîäèòåëüíîñòü ñåòî÷íûõ ìåòîäîâ ñíèæàåòñÿ âñåãî â 1.3
1.5 ðàç.
àáîòà âûïîëíåíà ïðè èíàíñîâîé ïîääåðæêå ÔÔÈ (ïðîåêò  08-01-00548à).
Summary
D.E. Demidov, A.G. Egorov, A.N. Nuriev. Appliation of NVIDIA CUDA Te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Numerial Solution of Hydrodinami Problems.
Advantages of NVIDIACUDA tehnology are presented on the example of lassial problem
of evolution of Calvin Helmholz instability. Finite-dierene as well as meshless methods are
onsidered. Short observation of CUDA tehnology is given.
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