This paper investigates the H ∞ consensus of linear multi-agent systems with semi-Markov switching network topologies and measurement noises. The information that each agent measures its neighbors's has multiplicative noises. The switching of the network topologies are modeled by a semi-Markov process. Taking the external disturbance into account, H ∞ consensus of multi-agent systems with multiplicative noises is achieved under semi-Markov switching network topologies by using semi-Markov jump theory, stochastic theory and algebraic graph theory. Finally, simulation example is provided to illustrate the effectiveness of the theoretical results.
I. INTRODUCTION
More and more attention has been paid to the distributed coordination of multi-agent systems in recent years. As an important and fundamental problem of the distributed coordination of multi-agent systems, the consensus problem has made considerable progress owing to its wide applications in robotics [1] , flocking and swarms [2] , [3] , and sensor networks [4] . The consensus of multi-agent systems means to design a distributed control protocol using local neighboring information to achieve a global goal for all multi-agent states.
Recently, there has been an increasing interest in the research for semi-Markov jump systems [16] - [22] , which can be considered as a generalisation of Markov jump systems. In multi-agent systems, the communication topologies among the agents may not be fixed, even randomly changing due to uncertain factors such as random failures and the change of environments. This class of timevarying random topologies can be considered to be switching and the switching signals are described by a Markov process. There are rich literatures on Markov switching topologies [10] , [23] - [26] . However, the Markov switching topologies have many limitations in applications, since the The associate editor coordinating the review of this manuscript and approving it for publication was Rathinasamy Sakthivel . sojourn time (the interval between two consecutive switching) obeys unique exponential distribution and the transition rates are constant due to the memoryless property of the exponential distribution. Unlike Markov switching topologies, the sojourn time of semi-Markov switching topologies is permitted to obey more general distribution, which causes the transition rates of semi-Markov switching topologies to be time-varying and depend on the sojourn time. Therefore, semi-Markov switching topologies are more general and have broader application prospect than Markov switching topologies. However, relatively few efforts are devoted to semi-Markov switching topologies. In [27] , a leaderfollowing consensus of nonlinear multi-agent systems with semi-Markovian switching topologies and communication time-delay was considered, where each agent has general linear dynamics. Dai et al [28] investigated the eventtriggered leader-following consensus for multi-agent systems with semi-Markov switching topologies. The distributed consensus problem of multi-agent systems with semi-Markov switching topologies was solved by proposing a consensus protocol with sampled-data information in [29] . Containment control of stochastic multiagent systems with semi-Markovian switching topologies was considered in [34] .
Meanwhile, due to the use of of sensors, quantization and wireless fading channels in the network, the information that VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ each agent receives from its neighbours are often corrupted by various uncertain factors, such as random link failures, transmission noises and quantization errors. There are a lot of results about the stochastic consensus problem with additive measurement noises [5] - [12] , where a time-descending gain is designed to reduced the effect of noises. There are also some research on the consensus problem with multiplicative noises, whose intensity depends on the states of agents.
Ni et al. [13] studied the mean square consensus and strong consensus of continuous-time systems with multiplicative noises under fixed and switching network topologies by selecting properly consensus gains. In [14] , distributed consensus of high-dimensional first order agents with relative-state-dependent measurement noises under an undirected graph was investigated and several small consensus gain theorems were given to ensure mean square and almost square consensus. By giving the stability criteria of stochastic differential delay equations, the necessary and sufficient conditions for consentability of linear multi agent systems with time delays and noises were revealed in [15] . To the best of our knowledge, consensus problem of multi-agent systems with measurement noises under semi-markov switching topologies still remains open and challenging, which is the first motivation of our study.
On the other hand, in practical applications, multi-agent systems are often affected by various disturbances such as measurement or calculation errors and channel fading, which may cause undesirable performance of the closedloop multi-agent systems. To restrain the effects of disturbances, there have been many useful results on H ∞ control problems [30] - [33] . Based on the aforementioned works and the need to fill the gaps, in this paper, we discuss the H ∞ consensus of linear multi-agent systems with semi-markov switching network topologies and measurement noises by using semi-markov jump theory, stochastic theory and algebraic graph theory. The main contributions of this paper are summarized as follows: (1) compared with the existing works with Markov switching topologies, communication topologies in our paper are semi-Markov switching topologies, which is more general and challenging due to that the transition rates of semi-Markov switching are time-varying.
(2) in practical application, networked systems are often in uncertain environments and are inevitably affected by measurement noises , therefore our paper considers the effects of measurement noises, which is different from the existing literatures with semi-Markov switching topologies and make the analysis more difficult since the traditional definitions and methods are not applicable to our problems due to the existence of randomness. (3) taking the effects of external disturbances into consideration, H ∞ consensus is investigated in our paper.
The paper is organized as follows. In section II, some useful preliminary results are introduced and the problem formulation is presented. In section III, the main results are investigated. In section IV, simulation result is presented to verify the theoretical analysis. In section V, the conclusion is given.
Notations. The following notations will be used in this paper. R n denotes the n-dimensional Euclidean space; A T stands for the transpose of the real matrix A; 1 N denotes the N -dimensional column vector with all ones; I N represents an N × N identity matrix; * denotes the term of matrices generated by symmetry; for real symmetric matrix P, P > 0(P ≥ 0) means that matrix P is positive (semi-) definite; λ max (P) and λ min (P) denote its largest and smallest eigenvalues, respectively. A ⊗ B denotes the Kronecker product of matrices A and B. · indicates the Euclidean norm. For a given random variable or vector x, E(x) represents its mathematical expectation.
II. PRELIMINARIES AND PROBLEM FORMULATION
. . , N } is the set of nodes and node i represents the ith agent. E ⊆ V × V is the set of edges. An edge (i, j) ∈ E means that there is an edge from node i to node j, i.e., agent i and j can receive information from each other. A path is a sequence of connected edges in a graph. If there is a path between any two nodes of a graph G , then G is said to be connected, otherwise disconnected.
The Laplacian of graph G is defined as L = − A , which is symmetric.
B. SEMI-MARKOV SWITCHING TOPOLOGY
Let ( , F , P) be a complete probability space and γ (t) be a semi-Markov process. Denote the nth jump point of the process γ (t) by t n and γ (t) = γ n , t ∈ [t n , t n+1 ). The sojourntime of mode γ n is denoted by τ n = t n+1 − t n and τ (t) := t − sup{t n : t n ≤ t}. we give the following definition. Definition 1: ( [17]) A stochastic process γ (t) is called a semi-Markov process on the probability space if the following conditions are satisfied for every i, j ∈ {1, . . . , m}.
In this paper, G (V , E (γ (t)), A (γ (t))) is used to describe the semi-markov switching topologies, and γ (t) denotes the semi-Markov switching signal with the following probability transitions:
where τ ≥ 0 is the sojourn time that indicates the time duration between two successive mode transitions,
is the transition rate from mode k at time t to mode q( = k) at time t + h, and λ kk (τ ) = − m q=1,q =k λ kq (τ ). In practice, λ kq (τ ) is not easily obtained, but the parameter λ kq (τ ) belongs to a bounded interval, that is, λ kq (τ ) ∈ [λ kq , λ kq ]. In this paper, we assume every graph is connected.
Remark 1: Since the sojourn time τ follows a more general distribution, the transition rates λ kq (τ ) for the semi-Markov process are time-varying and depend on τ . When λ kq (τ ) = λ kq , the semi-Markov process becomes a Markov process. Therefore, Markov process is a special case of semi-Markov process.
C. PROBLEM FORMULATION
Consider a multi-agent system consisting of N agents. The dynamics of the N agents are described by the following systems:
The agent i can receive the information from its neighbors:
where y ji (t) denotes the measurement of x j (t) by agent i, and η ji (t) ∈ R denotes the measurement noise, µ ji ≥ 0. Denote µ = max N i,j=1 µ ji . The noises satisfy the following assumption.
Assumption 1: The noise processes η ji (t), i, j = 1, . . . , N satisfy t 0 η ji (s)ds = ji (t),t ≥ 0, where { ji (t), i, j = 1, . . . , N } are independent Brownian motions.
Assumption 2: Brownian motions ji (t), i, j = 1, . . . , N and the semi-Markov process γ (t) are independent.
We use the distributed protocol in the following form:
where K (γ (t)) ∈ R s×n are the mode-dependent feedback gain matrices to be designed. let
Substituting the protocol (4) into the system (2), and using Assumption 1, we get the following matrix form:
a ij (γ (t))µ ji (H i,j (γ (t)) ⊗ BK (γ (t)))e(t)d ji (t) and as defined in [15] , H i,j = [h kl ] N ×N is an N × N matrix with h ii = −a ij , h ij = a ij and all other elements being zero, i, j = 1, . . . , N .
According to the definition of e(t), for each fixed γ (t) = k, we have
The controlled output function is defined as z(t) = e(t).
Definition 2: Given δ > 0, the H ∞ consensus of the linear multi-agent systems (2) is said to be achieved if there is a protocol (4) such that the states of the agents satisfy the following two requirements:
(i) When ω(t) = 0, the linear multi-agent systems (2) with semi-Markov switching network topologies can reach mean square consensus, that is
(ii) When ω(t) = 0, the performance random variable z(t) satisfies
The control purpose of this paper is to find appropriate feedback control gains K (k), k = 1, . . . , m such that the H ∞ consensus of the multi-agent systems (2) and (4) can be achieved.
III. MAIN RESULTS
Theorem 1: Suppose that Assumption 1 and 2 holds. For a given index δ > 0, the H ∞ consensus of linear multiagent systems (2) and (4) with semi-Markov switching network topologies can be solved if there exist matrices P(k) to guarantee the following matrix inequalities:
where 11 (k)
Proof: Consider the following Lyapunov functional candidate:
V (e(t), γ (t)) = e T (t)(I N ⊗ P(γ (t))e(t) (11) VOLUME 7, 2019 According the definition of derivative of EV (e(t), γ (t)), we have
where p kq = P{γ n+1 = q|γ n = k} is the probability of the process from mode k to mode q and D k (t) = P(τ n+1 ≤ t|γ n = k) is the cumulative distribution function of the sojourn time when the topology stays in mode k. With a small h, the firstorder approximation of EV (e(t + h), q) is
where f (e, q) = (I N ⊗ A)e(t) − (L(q) ⊗ BK (q))e(t)
g(e, q) = (g 11 , . . . , g 1N , . . . , g NN ),
Then we have dEV (e(t), γ (t)) dt
∂V (e(t), q) ∂e f (e, q)
According to lim
t) I N ⊗ (A T P(k)+P(k)A)−(L(k)⊗K T (k)B T P(k))
− (L(k) ⊗ P(k)BK (k)) + m q=1 λ kq (τ )(I N ⊗ P(q))e(t)
When ω(t) = 0, denote
We get
EV (e(t), γ (t)). (20) According to comparison theorem, we have
By Schur complement, the inequality (9) implies X (k) < 0. Thus, we obtain lim t→∞ E e(t) 2 = 0
When ω(t) = 0, using (18) , we obtain
where η(t) = (e T (t), ω T (t)) T . Consequently, based on (9), we get
Hence, the H ∞ consensus is obtained. The proof is completed.
The sufficient condition for mean square consensus of multi-agent systems with semi-markov switching network topologies and measurement noises is given in theorem 1. Based on theorem 1, we give the design of controller gain below.
Theorem 2: Suppose that Assumption 1 and 2 holds. For a given index δ > 0, the H ∞ consensus of linear multi-agent systems (2) and (4) with semi-Markov switching network topologies can be solved if there exist matricesP(k),K (k) to guarantee the following linear matrix inequalities: 12 (k) 13 (k) 14 (k) 15 
Obviously, (26) is always right. DenoteP(k) = P −1 (k), K (k) = K (k)P(k). Pre-multiplying and post-multiplying the inequality (27) by I N ⊗ P −1 (k), we get
Based on Schur complement, the inequality (25) leads to (28) . This completes the proof. In theorem 1, the term λ kj (τ ) is time-varying, so it is difficult to solve infinite number of linear matrix inequalities due to the fact that different τ produces different inquality. As in the works [16] and [27] , the following theorem is given to get solvable conditions by using the the upper and lower bounds of the transition rate.
Theorem 3: Suppose that Assumption 1 and 2 holds. For a given index δ > 0, the H ∞ consensus of linear multi-agent systems (2) and (4) with semi-Markovian switching network topologies can be solved if there exist matricesP(k),K (k) to guarantee the following linear matrix inequalities: 12 (k) 13 (k) 14 (k) 15 12 (k) 13 (k) 14 (k) 15 Moreover, the controller gain matrices can be designed by K (k) =K (k)P −1 (k), k = 1, . . . , m. Proof: The proof is similar to Theorem 2 in [16] and is omitted.
Remark 2: The conditions in theorem 3 are relatively conservative. In order to decrease the conservativeness, a method that partitions the sojourn-time into S sections was proposed in [16] .
Denote λ kj,s and λ kj,s as the lower and upper bounds of the transition rates during the sth section (s = 1, 2 . . . , S), then we get the following less conservative corollary.
Corollary 1: Suppose that Assumption 1 and 2 holds. For a given index δ > 0, the H ∞ consensus of linear multiagent systems (2) and (4) 
where ij (i, j = 1, . . . , 5) are defined similarly as in theorem 3, except thatP(k),K (k) are replaced byP(k, s),K (k, s). Moreover, the controller gain matrices can be designed by K (k, s) =K (k, s)P −1 (k, s), k = 1, . . . , m, s = 1, 2 . . . , S.
IV. SIMULATION RESULT
In this section, we use an example to illustrate our theoretical results. Example: Consider a linear multi-agent system with four agents where
The communication topologies are semi-Makov switching with two modes and the Laplacian matrices are gained
The transition rates are assumed to be λ 11 The semi-Markov switching signal is shown in Fig.1 . The external disturbance is given by ω(t) = e −2t and the initial states of the agents are chosen as x 1 (0) = (5, −2.5) T , x 2 (0) = (−3, 2) T , x 3 (0) = (2, −6) T , x 4 (0) = (−5, 6) T . Based on the above parameters, we get the simulation results in Fig.2 . From Fig.2 , it can be seen that the state trajectories of errors with ω(t) can be convergent to zero, which implies that the agents can achieve H ∞ consensus. The simulation results demonstrate the control output possesses robustness against the external disturbance and the uncertainty induced by the semi-Markov switching graphs and the measurement noises. 
V. CONCLUSION
In this paper, we have investigated the H ∞ consensus of linear multi-agent systems with semi-Markov switching network topologies and measurement noises. Each agent can measure or receive the information of its neighbours with multiplicative noises. By using semi-Markov jump theory, algebraic graph theory and stochastic theory, some sufficient conditions are given to ensure mean square consensus to be achieved when the external disturbance is absent. Meanwhile, H ∞ consensus of multi-agent systems is achieved when the external disturbance exists. For further research, we have not minimized the performance index δ when solving the proposed LMIs. Moreover, it is interesting to consider the case with time-delay and nonlinear dynamics, and containment control.
