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Abstract
Tractable cases of the binary CSP are mainly divided in
two classes: constraint language restrictions and con-
straint graph restrictions. To better understand and iden-
tify the hardest binary CSPs, in this work we propose
methods to increase their hardness by increasing the
balance of both the constraint language and the con-
straint graph. The balance of a constraint is increased
by maximizing the number of domain elements with the
same number of occurrences. The balance of the graph
is deﬁned using the classical deﬁnition from graph the-
ory. In this sense we present two graph models; a ﬁrst
graph model that increases the balance of a graph max-
imizing the number of vertices with the same degree,
and a second one that additionally increases the girth of
the graph, because a high girth implies a high treewidth,
an important parameter for binary CSPs hardness. Our
results show that our more balanced graph models and
constraints result in harder instances when compared to
typical random binary CSP instances, by several orders
of magnitude. Also we detect, at least for sparse con-
straint graphs, a higher treewidth for our graph models.
Introduction
Most of the polynomial time restrictions of CSPs can be
divided into two classes, constraint language restrictions
(restrictions on the types of constraints that occur) and
structural restrictions (constraint hypergraph restrictions).
See (Grohe 2006) for a recent survey. Here we focus
only on binary CSPs, so we work with constraint (undi-
rected) graphs. To better understand the nature of the hard-
est CSPs, we propose some methods to increase the hard-
ness of typical instances of random binary CSPs, by modi-
fying the methods for creating the constraints and the con-
straint graph, by equalizing some of the values that char-
acterize a CSP problem. We consider as our reference
model the random binary CSP model B 〈V, d, C, t〉, exten-
sively studied (see for example (Achlioptas et al. 1997;
Gent et al. 2001)). That is, instances with V variables, do-
main size d, number of constraints C and t valid tuples (or
d2 − t nogoods) per constraint. Previous work has identi-
ﬁed some reasons for the hardness of the typical instances
on the phase transition (Hogg, Huberman, & Williams
1996; Smith & Dyer 1996; Selman & Kirkpatrick 1996;
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Prosser 1996) or for the occurrence of ehps (exceptionally
hard problems) on the underconstrained region (Hogg &
Williams 1994; Gent & Walsh 1994; Smith & Grant 1995;
1997; Gomes et al. 2004). In this work we focus only on the
hardness of the typical instances on the phase transition, so
we do not study ehps on our CSP models.
In the case of the constraint language, we consider the re-
striction of balancing the constraints, that is, to balance the
number of occurrences of every domain value in the tuples in
each side of the constraint. We also consider the additional
restriction of symmetry, that can be imposed at the same
time of the balance condition. An example of balanced sym-
metric constraint is the k−alldiff binary constraint associ-
ated with a graph k−coloring problem, that is NP-complete
only for k > 2. So, not any balanced or symmetric balanced
constraint language will be hard, but our empirical results
show that they seem to be harder than general random con-
straint languages.
For getting harder constraint graphs, we consider two
models. The ﬁrst one, in which vertices have at most two
different degrees, tries to minimize the probability that any
vertex to be more relevant than others when ﬁnding a solu-
tion. This makes harder for heuristics to choose graph ver-
tices as there are no much differences between them. The
second model, where vertices have at most three different
degrees, generates graphs with a high girth value, a struc-
tural property linked with the graph treewidth. The treewidth
has been found to be the most general structural parameter
that deﬁnes the boundary between polynomial-time and NP-
hard restrictions for binary CSPs with arbitrary constraint
languages (Grohe 2003). In this paper, we focus on CSPs
with sparse, but connected, constraint graphs. With sparse
graphs it is more difﬁcult to obtain high treewidth graphs.
We deﬁne a balanced CSP as a CSP with a balanced con-
straint graph and a balanced constraint language. Previous
work has used similar ideas to get hard instances for other
combinatorial problems (Kautz et al. 2001; Anso´tegui et al.
2006). We present results that indicate that our two graph
models generate harder CSP instances than pure random
graphs, and that balanced constraints increase even more the
hardness of the instances. In addition of explaining the in-
crease of hardness of the constraint graphs due to the bal-
ance of the models, we also give results that seem to indicate
that our graph models have a higher expected treewidth than
pure random graphs, at least in the case of sparse constraint
graphs.
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Balancing the constraint language
Balanced constraints
The ﬁrst way to increase the hardness is to balance the num-
ber of occurrences of every domain value on each side of
the constraint. A constraint Ri,j with the same number of
occurrences of every domain value on each side of the con-
straint can be seen as a regular bipartite graph (Vi ∪ Vj , E),
where part Vi of the graph is associated with side i of the
constraint, having an edge {a, b} in E, with a ∈ Vi and
b ∈ Vj , iff (a, b) ∈ Ri,j . That is, the set of allowed tuples
(a, b) of the constraint is determined by the set of edges of
the regular bipartite graph.
In order to sample from the set of regular bipartite graphs
we use a Markov chain algorithm that walks between regular
bipartite graphs (Kannan, Tetali, & Vempala 1997). Observe
that a perfectly balanced constraint with t tuples must satisfy
that t/d is an integer, otherwise we can have an almost bal-
anced constraint. That is, a constraint where d − (t mod d)
domain values appear t/d times in each side of the con-
straint and (t mod d) domain values appear t/d+ 1 times
in each side of the constraint. This more general constraint
is associated with a bi-regular bipartite graph (vertices can
have either degree t/d or t/d+1), that can be generated
with the Markov chain algorithm as well.
Symmetric balanced constraints
Here we consider an additional restriction over the con-
straints. In addition to being balanced, we also impose the
constraints to be symmetric ((a, b) ∈ Ri,j ⇔ (b, a) ∈ Ri,j)
and not to include any tuple of the form (a, a), for any value
a of the domain. In this case, a constraint can be asso-
ciated with a regular (undirected) graph (V,E), where the
vertices are the domain values, and {a, b} ∈ E ⇔ (a, b) ∈
Ri,j ∧ (b, a) ∈ Ri,j . It is interesting to consider this addi-
tional restriction because it was shown in (Hell & Nesˇetrˇil
1990) that a constraint language having only one symmet-
ric constraint (but not necessarily balanced) is NP-hard only
when the associated graph is non-bipartite and does not con-
tain loops1. Because asymptotically a random graph will not
be bi-partite, it is interesting to check empirically whether
the additional restriction of symmetric language creates typ-
ical instances of equivalent hardness to the previous model,
or the frequency of hard instances decreases.
Analogously to the previous model, we need to consider
bi-regular graphs, because depending on the number of tu-
ples t not all values can appear the same number of times 2.
To generate the bi-regular graph associated with a symmetric
balanced constraint, we use a generalization of the algorithm
presented in (Steger & Wormald 1999). In principle, that al-
gorithm is presented only for regular graphs, but it can be
easily generalized for the case of graphs with vertices with
two different degrees k and k + 1. Since the two degrees
are contiguous the performance of the generalization of the
algorithm seems to be almost identical to the regular case,
although in this case we cannot guarantee a perfect uniform
distribution of graphs.
1Observe that using a bi-partite graph for building a symmetric
constraint is not equivalent to what we do in the previous model,
because there the bipartite graph is used in a different way.
2Also, if t is odd there will be a tuple (a, b) ∈ Ri,j s.t. (b, a) ∈
Ri,j (Ri,j will be almost symmetric).
An interesting question related to balanced, symmetric or
not symmetric, constraints is which additional conditions
ensure the CSP is NP-complete. For example, the symmet-
ric balanced k−alldiff constraint associated with the binary
CSP encoding of a graph k−coloring problem, is an NP-
hard case, but only if k > 2.
Balancing the constraint graph
Pure random graphs
As far as we know, in typical random distributions of CSPs,
the constraint graph has been built following either the
G(V, p) or the G(V,M) random graph model. We consider
here the model G(V,M), because we are interested in com-
paring the hardness of this model with others in which also
the number of edges is an exact input parameter, and not an
expected value as in the G(V, p) model3.
Random regular graphs
As the ﬁrst model for a harder constraint graph we propose
regular graphs, i.e. graphs where all the vertices have the
same degree. The most obvious reason why these graphs
can be harder is that since all the degrees are equal, degree-
based search heuristics will be less effective. A less trivial
reason can be the following. A graph G = (V,E) is per-
fectly balanced iff for any subgraph (V ′, E′) of G:
|E|
|V | ≥
|E′|
|V ′|
That is, the average degree (or edge density), of any sub-
graph is never greater than in the whole graph G. We con-
sider a graph more balanced than other if the number of its
subgraphs that satisfy that relation is higher. For graphs
where some vertices have a higher degree than others, as
in G(V, p) or G(V,M), one may ﬁnd subgraphs with big-
ger edge density than the whole graph. However, any con-
nected regular graph is perfectly balanced. Balanced graphs
will tend to be harder for heuristics, because it will be less
easy to isolate potentially overconstrained subproblems dur-
ing the search, as the edge density of any subproblem will
be never higher. Of course, the fact of ﬁnding potentially
overconstrained subproblems will also depend on the par-
ticular constraints between the variables of the subproblem.
This is why in this work we have also considered balancing
the constraints. Because we want to consider graphs with
any desired number of edges, we use the same more gen-
eral model of bi-regular graphs (and regular graphs when
E ∗ 2/V is an integer) that we use for building a symmet-
ric balanced constraint. Not every bi-regular graph will be
perfectly balanced, but in general they will be much more
balanced than sparse pure random graphs.
As we have said in the introduction, the treewidth of
a graph is the most relevant structural parameter concern-
ing the complexity of binary CSPs with arbitrary constraint
languages (Grohe 2003). A tree-decomposition of a graph
G = (V,E) (Roberston & Seymour 1986) is a pair (T, β),
where T is a tree (V T , ET ) and β : V T → 2V such that:
1. For every v ∈ V the set {t ∈ V T |v ∈ β(t)} is non-empty
and connected in T .
3For G(V, p) the expected number of edges is pV (V − 1)/2
but in G(V,M) the number of edges is always M .
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2. For every e ∈ E there is a t ∈ V T s.t. e ⊆ β(t).
The width of the tree-decomposition is max{|β(t)| |t ∈
V T } − 1 and the treewidth of G (tw(G)) is the mini-
mum width among all tree-decompositions. Concerning the
treewidth of random regular graphs, we can use the fol-
lowing lower bound, that is also valid for general graphs,
based on the spectrum of the (combinatorial) Laplacian of
the graph (Chandran & Subramanian 2003):
tw(G) ≥
⌊
3V
4
(
μ
Δ + 2μ
)⌋
− 1
Where Δ is the maximum degree of G, the Laplacian of G is
the matrix D − A, where D is the diagonal matrix in which
Di,i is the degree of vi, A is the adjacency matrix of G and
μ is the second smallest eigenvalue of the Laplacian.
For the case of a k−regular graph, where μ = k−λ2(G),
this lower bound can be rewritten as:
tw(G) ≥
⌊
3V
4
(
k − λ2(G)
3k − 2λ2(G)
)⌋
− 1
Where λ2(G) is the second largest eigenvalue of the ad-
jacency matrix of G (k is the largest eigenvalue for a
k−regular graph). So, the higher the value of μ = k −
λ2(G), also called the spectral gap, the closer the lower
bound gets to V/4. This shows a connection between ex-
pander graphs and graphs with a high value for this treewidth
lower bound, because this spectral gap also gives a lower
bound on the edge expansion of a graph. Roughly speaking,
an expander graph is a graph that, for any, not too big, subset
of vertices S, its set of neighbors outside S is big, compared
with |S|. See for example (Sarnak 2004) for formal deﬁni-
tions.
For random k−regular graphs, with k ﬁxed, it is
known that asymptotically (as V → ∞) for  > 0
Probability(λ2(G) ≤ 2
√
k − 1+) → 1 (Friedman 2004),
where 2
√
k − 1 is, asymptotically, the lowest possible value
for λ2(G). Regular graphs with λ2(G) ≤ 2
√
k − 1 are
called Ramanujan graphs. For Ramanujan graphs, we have:
tw(G) ≥
⌊
3V
4
(
k − 2√k − 1
3k − 4√k − 1
)⌋
− 1
So, for a ﬁxed and sufﬁciently high k the lower bound will
get very close to V/4. As we are considering regular (or bi-
regular) graphs with the degrees growing with V , we can-
not infer directly that asymptotically our graphs will have
a spectral gap of order k − 2√k − 1. Actually, as the de-
gree grows with V , the expanding properties of the graphs
can be better for higher degrees. For example, some ex-
isting constructions of Ramanujan graphs based on certain
Cayley graphs are obtained with a degree Ω(
√
V ), whereas
similar Cayley graphs with degree O(log V ) are also ex-
pander graphs but not as good as Ramanujan graphs (Alon
& Roichman 1994). As far as we know the best result for
non-constant degree random k−regular graphs is, if k >√
V log V then asymptotically λ2(G) = o(k) (Krivelevich
et al. 2001). So those regular graphs have a high spectral
gap, and a high treewidth spectral lower bound.
For the random graph model G(V, p), recent re-
sults (Fan Chung & Vu 2004; Coja-Oghlan 2007) indicate
that only when pV >> log2 V , the expected spectral gap
tends to be high (although the results do not clarify if as
high as with regular graphs). For pV = O(log V ) (when
we have the sparsest but still connected random graphs) the
results only indicate that the graph will contain a large sub-
graph with large spectral gap. Moreover, most of the ex-
isting constructions of good expander graphs (or even Ra-
manujan graphs) consist of regular graphs of constant de-
gree (See chapter 6 of (Chung 1997) for some examples).
By contrast, the results of (Coja-Oghlan 2007) indicate that
random graphs G(V, p) with expected constant degree have
a spectral gap of o(1), so they are neither expander graphs
nor have a high treewidth spectral lower bound. Therefore,
theoretical results show a clear difference between random
graphs and random regular graphs when considering graphs
with expected constant degree, but such a difference is less
obvious as we increase the expected degree.
High girth graphs
Another way to generate graphs with high treewidth is to
consider graphs with high expected girth. The girth of a
graph is the length of its shortest cycle. In (Chandran &
Subramanian 2005) it is shown that if the girth is at least g
and the average degree at least d, then we have:
tw(G) = Ω
(
1
g + 1
(d− 1)(g−1)/2
)
For random k−regular graphs it is known that the average
girth is only slightly greater than 3 (McKay, Wormald, &
Wysocka 2004).
In (Chandran 2003), the authors present an algorithm that,
for given V and k (with k < V/3), it builds a graph with
girth g that satisﬁes:
g ≥ logk(V ) + O(1)
Where the vertices of the graph have one of these possible
degrees: k − 1, k or k + 1. So, the graph is almost regular
but may be less balanced than bi-regular graphs. With such
a bound on the girth, we have that these graphs satisfy:
tw(G) ≥ Ω
(
(k − 1)(logk(V )/2
logk(V ) + 1
)
= Ω
( √
V
logk(V ) + 1
)
So, we can build graphs, for any value of V and k < V/3,
and even with k growing with V , such that every graph will
satisfy that lower bound. Actually, the graphs obtained with
this algorithm could have an even higher treewidth4, be-
cause there are graphs with low girth that, however, have
a high treewidth, i.e. the complete graph KV has girth 3 and
treewidth V − 1.
The algorithm for the generation of such graphs basically
proceeds in a greedy fashion, starting with an initially empty
graph and adding edges one by one, connecting vertices
which are at large distances in the current graph. Here, we
use their algorithm with a slight modiﬁcation. The original
algorithm works with k integer, giving a number of edges
V k/2. So, we cannot use it directly to get graphs with any
desired number of edges. However, one can generalize the
algorithm to proceed by adding as many edges as desired, in-
stead of stopping when |E| = V k/2. Observe that adding
more edges will not reduce the treewidth although this can
produce a reduction of the girth of the graph.
4Our empirical results seem to conﬁrm a higher treewidth.
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Figure 1: Random constraints versus balanced and symmetric balanced constraints. On top, V stands for number of variables,
D for domain size and C for number of constraints.
Empirical results
All the plots contained in this section are obtained using
Forward-Checking with Conﬂict Back-Jumping (FCCBJ)
and Maintaining Arc-Consistency (MAC) search algorithms
with variable selection heuristic dom/deg (Prosser 1993;
Bessie`re & Re´gin 1996). Note that other algorithms and
heuristics have also been used, for different sizes and con-
strainedness, showing similar qualitative behavior. More
speciﬁcally, the same set of problems have been solved with
previous mentioned algorithms with dom+deg and dom/deg
heuristics, as well as with Forward Checking (Haralick &
Elliott 1980) and a MAC solver using a Satz-like heuristic
as described in (Anso´tegui et al. 2004).
Balanced constraints
Figure 1 shows the hardness of solving CSPs with either
random constraints, balanced constraints or symmetric bal-
anced constraints for sparse constraint graphs (|edges| =
(V/2) log2 V ) using MAC and FCCBJ. Differences between
random and balanced constraints almost achieve an order
of magnitude, meanwhile differences between balanced and
symmetric balanced are irrelevant.
Balanced graphs
Figure 2 shows the hardness of solving CSPs with either
pure random, bi-regular or high girth constraint graphs for
random constraints. Clearly, our graph models give typi-
cal instances of higher complexity than pure random graphs.
Between pure random and bi-regular graphs the difference
is of several orders of magnitude, and less than 1 order be-
tween bi-regular and high girth graphs.
Right plot on Figure 2 shows the hardness for a larger
problem solved with the best performing algorithm (MAC).
As noted, differences between pure random and our graph
models increase with the problem size.
Bounds on the treewidth
Calculating the treewidth of a graph is NP-hard, and even
to approximate it to within a constant absolute additive er-
ror (Bodlaender et al. 1995), so we cannot get exact re-
sults within reasonable time limits. Table 1 shows two dif-
ferent lower bounds and one upper bound on the treewidth
of typical instances from the three graph models consid-
ered in this paper. The values represent the median of 51
graphs obtained from each model. The ﬁrst lower bound
(Heu LB) is the heuristic lower bound minimum maximum
degree (mmd+) with least-c neighbor selection strategy, as
in (Bodlaender, Koster, & Wolle 2004). The second lower
bound (Spec LB) is the spectral lower bound explained be-
fore. The upper bound (UB) shows the best heuristic up-
per bound obtained with either Lexicographic Breadth First
Search, variant Minimal (LEX M) used in (Koster, Bodlaen-
der, & van Hoesel 2001) or with the min-ﬁll heuristic (Bod-
laender 2005)5.
We observe that as the size increases the spectral lower
bound becomes much higher for our more balanced graph
models than for pure random graphs. For pure random
graphs the heuristic lower bound is the best, but never better
than the spectral lower bound for our graph models. So, our
graph models seem to have a high spectral gap, and thus a
high treewidth lower bound. For the upper bound, we clearly
observe that higher values are obtained for our models and
that the difference increases with the size. To conclude, even
if the gap between the lower and upper bounds is too big to
infer exact results about the treewidth, they seem to indicate
higher values of the treewidth for our graph models.
Combined effect
Figure 3 shows the hardness of solving pure random CSPs,
CSPs with bi-regular constraint graphs and balanced con-
5We thank Arie Koster for providing us with the implementa-
tions of the treewidth algorithms and the referees for suggesting to
use the min-ﬁll heuristic.
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Figure 2: Random graphs versus bi-regular and high girth graphs.
G(V,M) bi-regular high girth
V Heu LB Spec LB UB Heu LB Spec LB UB Heu LB Spec LB UB
100 15 3 36 15 13 44 15 14 46
200 22 6 80 22 28 96 23 30 98
300 28 14 127 28 43 153 29 45 154
400 33 12 175 33 61 206 34 63 209
500 38 22 224 38 79 263 39 81 265
600 42 28 274 42 92 323 43 94 324
Table 1: Comparison of lower and upper bounds on the treewidth for the different graphs, with |edges| = (V/2) log2 V
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Figure 3: Random CSPs versus balanced CSPs
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straints and CSPs with high girth constraint graphs and bal-
anced constraints. This time, the differences between the
models are even higher than before: more than 3 orders of
magnitude for the best algorithm (MAC) and 4 orders for
FCCBJ. The right plot shows that the differences for the best
algorithm increase with a larger problem.
So, we observe that the increase in hardness is much more
signiﬁcant when we balance both; the constraint graph and
the constraints, and that although the high girth graphs give
the hardest instances, more dramatic differences arise be-
tween random and bi-regular graphs than between bi-regular
and high girth graphs. Our high girth graphs seem to have
the highest treewidth, although the bounds are very sim-
ilar with bi-regular graphs. Also, probably they are not
as balanced as bi-regular graphs, although it is not clear
that having three contiguous degrees, instead of just two,
makes a signiﬁcant difference on the balance of the graphs.
This may partially explain the lower difference between bi-
regular and high girth graphs than between bi-regular and
random graphs. Probably, high girth graphs as balanced as
bi-regular graphs could give an even higher hardness.
Conclusions
We have deﬁned new random binary CSP models that in-
crease the hardness of the typical instances on the phase
transition by increasing the balance on both; the constraint
graph and the constraints between the variables. Moreover,
our results indicate that another possible explanation for the
increased hardness is that our constraint graphs seem to have
a higher threewidth than pure random graphs, at least for the
sparse constraint graphs we have used.
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