Abstract-In this paper, we present a method of skin imaging called bidirectional imaging that captures significantly more properties of appearance than standard imaging. The observed structure of the skin's surface is greatly dependent on the angle of incident illumination and the angle of observation. Specific protocols to achieve bidirectional imaging are presented and used to create the Rutgers Skin Texture Database (clinical component). This image database is the first of its kind in the dermatology community. Skin images of several disorders under multiple controlled illumination and viewing directions are provided publicly for research and educational use. Using this skin texture database, we employ computational surface modeling to perform automated skin texture classification. The classification experiments demonstrate the usefulness of the modeling and measurement methods.
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I. INTRODUCTION
I N A CLINICAL evaluation of skin texture, the dermatologist converts visual imagery into a quantitative abstraction that can be mentally compared with others in memory. Consider that medical students learn the appearance of a skin disorder by seeing examples from some patients, and then the disorder can be recognized on new patients. While the appearance of the disorder on the new patients is not identical to the learned examples, there are enough similarities to achieve correct classification (diagnosis). Cognitive representations of appearance enable such processing. In the same manner, computational representations of appearance are fundamental to telemedicine and computer-aided medical applications. For telemedicine or telederm, the goal is to realize remote clinical visits without sacrificing the quantity and quality of visual information available to the physician. There are two main questions to address: how does one capture the properties of skin appearance that are useful for quantitatively characterizing appearance for diagnosis or other evaluation? Furthermore, how can one capture this information in a digital form that can be conveniently viewed, stored and transferred? The naive approach to remote clinical consultation is simply to transfer a digital image. In this paper, we show that Manuscript received September 5, 2003 ; revised April 9, 2004 . This work was supported by the National Science Foundation (NSF). This material is based upon work supported by the NSF under Grant 0092491 and Grant 0085864. a typical digital image does not contain sufficient information to mimic a real clinical visit. The salient features in a digital image are very dependent on imaging parameters, namely camera and illumination direction. Therefore, a single image cannot capture all of the properties of skin appearance that may be important for diagnosis. We show that the method of bidirectional imaging can substantially improve the amount of useful information that can be stored in a convenient digital representation of appearance. In this method, a series of images is captured while varying the direction of the camera and light source. The salient features of skin texture are not discernible in a single image; but the bidirectional image set better captures the complete appearance. The power of these imaging techniques is demonstrated using various case studies including nevi, psoriasis, laser-treated skin wrinkles, and acne. We present a publicly available database of bidirectional images from clinical dermatology studies called the Rutgers Skin Texture Database. 1 This database is the first of its kind because for each patient, multiple images are taken with the illumination and camera position controlled. The database is made publicly available for research and education purposes. Existing online databases including Dermatologic Image Database-University of Iowa, 2 Dermatology Image Bank-University of Utah, 3 Loyola University Dermatology Atlas-Loyola University, 4 are extensive but only include a single image per patient. Furthermore, the imaging techniques are nonstandard and no attempt to characterize the viewing and light source direction has been made. Our database uniquely captures more appearance attributes that are only observable with bidirectional imaging.
The unprocessed bidirectional images are sufficient for greatly improving the potential of telederm applications. Bidirectional images provide more of the information that is used in a real clinical visit and, therefore, facilitate remote consultation. For computer-assisted applications there are additional challenges beyond capturing images. Computer-assisted evaluation requires a computational representation based on bidirectional images to extract useful quantitative information. Such information could include a potential diagnosis (e.g., malignant or benign with a confidence of 0.8), an accurate quantitative measure of the state of the skin texture (e.g., the psoriasis is 14.2% healed after 9 days of treatment), or a quantitative measure of change (e.g., surface texture changed 53%). This type of quantitative evaluation is a fundamentally difficult problem, but bidirectional imaging gives a starting point. We develop an initial quantitative model for skin texture using an example- Fig. 1 . Skin texture in the lip region of the face, as the illumination source is repositioned. The appearance of the skin surface varies significantly, yet only the light direction is changed. Fig. 2 . Basal cell carcinoma. (a) As the illumination is repositioned, the appearance captures better features specific to this disorder, i.e., slightly elevated rolled border, with a shiny and translucent appearance. (b) Two detailed basal cell carcinoma images, as the illumination is repositioned. The need for bidirectional imaging is evident from these two images, when one considers that while the left image shows that the skin surface is translucent, the right image captures the shiny aspect of the affected skin, as well as the slightly elevated border of the lesion.
based method applied to the Rutgers Skin Texture Database. The results for classifying skin texture from skin disorders illustrate the potential of this modeling method.
A. Bidirectional Imaging Versus Standard Imaging
Visual appearance gives the impression of geometric structure, so a physician can assess the surface texture and shape of skin conditions based on observations. However, an in-person observation in a clinical visit is more reliable than the observation of a single digital image because a single image cannot capture all structure. For example, consider Fig. 1 , where the wrinkles disappear under certain lighting conditions. Also, in Fig. 2 (basal cell carcinoma), the geometric structure of surface nodules are only apparent under certain imaging conditions. Furthermore, typical digital imaging in a clinical setting is not done with controlled imaging parameters. So any comparisons over a timeline or between cases is not valid. As a simple example, consider a known geometric structure, specifically a Gaussian shaped indentation, that can be considered a simulation of a skin structure such as a scar or wrinkle. The structure is imaged computationally by applying a simple Lambertian shading model to the surface geometry. Specifically, the computed image has intensity that is obtained from the local surface normal and the illumination direction as
This Lambertian shading model is an oversimplification since the reflectance properties of skin are vastly more complex. However, the model is useful to illustrate a point. If the illumination direction is perpendicular to the wrinkle, the contrast is high and the structure is readily apparent. But when the illumination direction is parallel to the wrinkle direction, the contrast is quite low and the structure almost disappears. Clearly, a single image cannot be expected to properly depict all structures. Similar arguments can be made for changes in viewing direction. Therefore, in order to develop a meaningful protocol of digital imaging that would support remote observation and diagnosis, a repeatable and useful set of imaging parameters should be identified.
B. Prior Work in Digital Imaging for Clinical Dermatology
Much of the prior work in skin imaging uses standard digital images and many concentrate on melanoma detection. For example, early work toward implementation of computer systems to aid the clinical diagnosis of melanoma include [5] , where pioneering attempts were made to develop a standardized and reliably repeatable diagnosis method, capable of capturing skin details not perceivable by the human eye. The system employed classic techniques of digital image analysis in order to improve the contrast in the image, estimate the shape of the lesion and the skin surface roughness, evaluate the transition between the lesion and normal skin, and analyze the lesion color. Other early efforts in computer-assisted diagnosis systems for classification of pigmented skin lesions include [19] , where an imaging sys- tem consisting of a frame grabber, a microcomputer, a color video camera and flash lighting with red, green and infrared filters, is constructed. Based on lesion features like size, color, shape, and contour, three specified diagnostic groups, i.e., melanoma, nevi, and "other," and five melanomas were correctly classified. The work in [6] concentrates on the analysis of the lesion shape, by means of two measures: the "bulkiness" measure, describing the global shape, and two fractal dimension measures, characterizing the border irregularity. These measures were used in combination to classify melanomas, resulting in correct classification with 91% sensitivity and 69% specificity. In [32] , a study to compare the performance of using conventional color slides or directly digitized images as input for commercial statistical classification program CART is presented in the context of preoperative diagnosis of melanocytic lesions. The work in [20] presents an image analysis system with potential use in assisting the clinical discrimination of melanoma and benign pigmented lesions of similar clinical appearance. The system consists of a hand-held digital camera augmented with a color frame grabber, and mounted on a microcomputer. Lesion features like size, color, shape, and boundary are extracted, and are correlated with clinical characteristics specific to standard diagnoses of skin tumors. Two diagnostic groups are defined (melanoma versus other pigmented lesions), and discrimination is performed after equal prior probabilities are assigned to the two classes.
Consider the impact of bidirectional imaging on the state of the art in skin imaging. Methods that currently use handheld digital cameras with no calibration of light or camera position clearly suffer from lack of repeatability. The same skin surface would look different in two distinct clinical examination rooms. Bidirectional imaging solves this repeatability issue. In addition, analysis for color, shape, and other appearance attributes should be applied to the entire set. Consider the change in appearance shown in Figs. 2 and 3. Observe that color, shape and boundary measures vary, although there is no skin change.
Other prior work uses specialized imaging equipment based on dermoscopy or epiluminescence microscopy (ELM), a noninvasive method that allows in vivo examination of pigmented skin lesions. Specifically, in ELM, a halogen light is projected through a lens onto the skin surface, allowing the structures present in the skin subsurface to become visible. Pioneering work on ELM-based analysis of pigmented lesions includes [2] , [15] , [17] , [18] , [28] , and [34] - [36] . More recent work using ELM for in vivo visual inspection of skin pigmented anatomic structures includes [3] , [7] , [14] , [16] , [23] , [24] , [29] , [33] , and [37] . In [23] , 70 pigmented lesions were imaged with a digital ELM camera system, and an atlas of the most clinically significant ELM features is presented with estimates of their sensitivity and specificity for detecting melanoma. The work in [7] uses a dermatoscopy Delta 10 Heine optotechnique to evaluate 220 pigmented lesions during a health campaign for the early diagnosis of cutaneous melanoma. In [29] , the ELM criteria for pigmented basal cell carcinoma are examined to determine their statistical significance in the differential diagnosis of malignant melanoma. The usefulness of a digital videomicroscope for the diagnosis of melanocytic pigmented skin lesions is evaluated in [33] , while [3] presents an integrated computerized system which automatically extracts lesion features to be classified by an an artificial neural network. In [14] , various algorithms for the analysis of the pigment network pattern in dermatoscopic images of nevi are presented. These algorithms allow network segmentation, measure the width of network lines and the size of the holes, and detect radial streaming. The algorithms are tested on 69 images presenting common nevi, dysplastic nevi, and melanomas, and 80% of the lesions could be correctly classified based on network parameters. Recently, in [16] , a kNN-based melanoma classifier is presented. The system extracts shape and radiometric features at both local and global scales, characteristic to malignant lesions. Significant features are chosen via statistical feature selection methods, and kNN-based classification is achieved with 87% sensitivity and 92% specificity.
Both bidirectional imaging and dermoscopy are noninvasive techniques, which improve in vivo clinical diagnosis of skin lesions, based on diagnostic criteria that cannot be captured by standard imaging. However, the information supplied by the two methods is complementary. Specifically, bidirectional imaging provides reliable skin surface information, while methods such as ELM or dermascope provide skin subsurface information.
II. SKIN TEXTURE MEASUREMENTS
Our skin texture database has two components. Here we present the first component that is mainly intended for the dermatology community. This clinical component consists of measurements of skin affected by various disorders. We present more than 75 clinical cases, which include conditions like acne, rosacea, psoriasis, sebhorreic keratosis, dermatomyositis, actinic keratosis, congenital melanocytic nevus, keratosis pilaris, and dermatofibroma. Also various regions of the human body have been imaged. Depending on the location of the disorder, there are images from the face, arms, legs, back, and abdomen. Each case has been measured with multiple texture images, and each image is characterized by a certain combination of imaging conditions. More specifically, 28 cases are captured using imaging method 1, as described in Section II-A1, and each case is represented by 10 images. The remaining 47 cases are imaged with method 2, described in Section II-A2, and each case is imaged under approximately 24 imaging conditions. The varying number of images per case is due to the difficult positioning of some lesions, affecting the visibility for some combinations of imaging conditions.
Figs. 4 and 5 illustrate several examples of skin images from the database. Fig. 4 presents two instances of a case of lichen simplex chronicus, corresponding to two locations on the patient's leg. Notice the variation in appearance as the imaging conditions are changed, that is the flakes become more apparent when the light is more oblique, while the color variation is more noticeable when the light falls frontally to the skin surface. Fig. 5(a) shows a case of keratosis pilaris, located on the face. The bumpiness of the skin is quite apparent, though the geometric detail of the skin for this type of disorder is very fine scale. Fig. 5(b) presents the case of a congenital melanocytic nevus, located on the patient's back. In this case the multi-image approach has the merit of clearly showing the color variation, the clusters and the elevation of the nevus.
The second part of the database is described in [11] and is intended for the computer vision and graphics community. This component consists of more than 2400 skin texture images of normal facial skin corresponding to 20 human faces, 4 locations on the face (forehead, cheek, chin and nose) and 32 combinations of imaging angles. This part of the database can be used as a testbed for a variety of applications of interest for computer vision and graphics, i.e., classification and synthesis methods. This component of the database is meant to stimulate further skin texture research and algorithm development.
The complete database is made publicly available and it will constitute an effective teaching tool for medical students, residents and practicing dermatologists, as well as an informative reference for patients. The database shows the utility of standardized bidirectional imaging for clinical and research purposes.
A. Bidirectional Imaging Methods
The typical imaging scenario employed by dermatologists in a clinical setting involves a regular digital camera positioned frontally to the surface of interest, illuminated by the ambient light available in a common clinical environment. No attempt is made to calibrate the viewing direction or the lighting conditions. However, skin appearance is greatly dependent on the imaging conditions, as depicted in Fig. 1 . These images show a skin patch in the lip region of the face. By visually inspecting the images, one might think that the first image in the row has been acquired before the appearance of the wrinkles present in the other images, or after some treatment for wrinkle reduction has been applied to the skin. However, all three images have been acquired within seconds, and the only change was that the illumination source has been repositioned. This example clearly illustrates the need for multiple complementary images when one attempts to capture the appearance of detailed skin surface. For this purpose, we design a bidirectional imaging method in which a series of images is taken as a function of viewing and illumination direction.
To obtain bidirectional measurements, the illumination source and camera should be moved in positions corresponding to points sampling a hemisphere of possible directions. Consequently, there are four imaging parameters: the polar and the azimuthal angles of the viewing direction, and the polar and the azimuthal angles of the illumination direction. Bidirectional measurements can be quite difficult to obtain due to mechanical requirements of the setup. When the sample is nonplanar, nonrigid and not-fixed, as is the case for human skin, measurements are even more cumbersome.
We present two techniques to achieve bidirectional imaging. Method 1 uses a light arc and a camera mounted on a tripod. Method 2 uses a modified light arc and a camera manipulator that was also used for the face texture database. These two methods are essentially the same because in both the camera and illumination are carefully controlled and a series of images is obtained. The only difference is that the equipment for method 2 allows more convenient positioning for facial imaging. Fig. 9 . The setup for imaging method 2. Various camera poses are obtained by using an articulated arm boom stand, as illustrated in the left image. The light source is positioned by using a rotative positioning arm, which can be configured to scan both vertical (center image), and horizontal (right image) surfaces.
Method 1:
The first imaging setup is illustrated in Fig. 6 . The various viewing directions are obtained by mounting a digital camera on a manually articulated arm supported by a tripod. The measurements are obtained using a Sony DFW-V500 IEEE-1394 digital camera equipped with InfiniMini video lens 5 with variable focus from 75 mm to 150 mm, and video magnification 2.9-15X. We employ three viewing directions, described by the corresponding polar angle and the azimuthal angle , as given in Table I (a), and illustrated in Fig. 8(a) .
The illumination is achieved with a rheostat controlled high intensity quartz halogen illuminator. 6 Positioning the light source on sample points of the hemisphere of all possible directions is obtained by mounting the lamp on a rotative arc, schematically shown in Fig. 7 , which ensures constant distance between surface of interest and light source. The lamp is positioned distant enough from the surface of interest such that a quasi-collimation of light is ensured. Note that using a camera flash is problematic as it gives a bright spot. Our approach uses quasi-collimated light that uniformly illuminates the sample. The light directions achieved with this first method are listed in Table I (b), and illustrated in Fig. 8(b) .
The imaging device is completed by a personal computer running Windows 2000 with IEEE-1394 digital camera Windows driver [38] . In order to monitor the light intensity across various imaging sessions, a white diffuse reflectance target providing an extremely flat spectral response in the ultraviolet, visible and infrared wavelength range, is imaged during each imaging session.
Method 2: The imaging device of imaging method 1 presents some limitations, specifically the light setup does not allow scanning of vertical surfaces, while the tripods do not permit mobility. A redesign of the illumination allows scanning of both horizontal and vertical surfaces. The schematic of the illumination setup is presented in Fig. 10 . The light source is a dc-regulated fiber optic illuminator, 7 augmented with a flexible fiber optic light guide. 8 The light guide is mounted on a rotative arm which approximates the light arc. The rotation of the arm allows variation of the azimuthal angle of lighting. Also the 5 NT54-563, Edmund Industrial Optics. 6 NT52-181, Edmund Industrial Optics. 7 NT55-216, Edmund Industrial Optics. 8 NT39-368, Edmund Industrial Optics. light source is allowed to slide onto the arm, allowing variation of the polar angle of lighting. Moreover, the axis around which the arm is rotated, can be folded by 90 such that the light can span both vertical and horizontal surfaces. With this light setup the hemisphere of all positions is sampled in eight points, as listed in Table II(b) , and illustrated in Fig. 12(b) . For more convenient positioning of the viewing direction, the camera is mounted on an articulated arm boom stand 9 allowing six degrees of freedom. The camera poses achieved with this setup are presented in Table II (a), and illustrated in Fig. 12(a) . Both the light setup and the camera manipulator are augmented with mobile carts, allowing convenient relocation of the light and camera. The setup for imaging method 2 is illustrated in Fig. 9 .
For each surface area, we take a sampling of camera and lighting positions at approximate directions and employ fiducial markers so that the camera position and lighting can be recovered more precisely if needed. Specifically, the fiducial marker 9 NT54-119, Edmund Industrial Optics. we use is a circular pattern presenting a height marker, as illustrated in Fig. 11(a) . The height marker has length equal with the disk radius. This pattern is attached to the surface of interest such that it is comprised in the field of view of the camera. Positioning the camera in one of the four desired poses is visually guided by inspecting the projection of the pattern in the image. The projections corresponding to the four camera poses listed in Table II (a) are depicted in Fig. 11(b) . The light position is also guided by the projection in the camera of the fiducial marker, specifically, by the projection in the camera of the shadow left by the height marker as the illumination is changed. Fig. 11(c) presents the camera image of the fiducial marker, corresponding to the eight light direction listed in Table II(b) , when the camera is positioned frontally to the surface of interest. The camera calibration is completed by imaging a known 3-D object during each imaging session, allowing the computation of the intrinsic parameters of the camera.
III. SKIN TEXTURE MODELING
Many standard approaches in texture modeling characterize an image texture with a feature distribution. Models for bidirectional texture also need to account for changes in appearance with viewing and illumination direction. In our method, the distribution or histogram of features is a function of illumination and viewing direction, i.e., the model is a bidirectional feature histogram. We have used this method in earlier work [8] - [10] for object recognition and we employ it here for skin texture classification. In this section, we describe a few details of this approach.
A. Bidirectional Feature Histogram as Texture Descriptor
Based on the classical work of [22] , and also on recent algorithms [25] , we follow the theory that there is a finite set of local structural features that can be found within a large collection of texture images from various samples. This reduced set of local structural representatives is called the image texton library.
A widely used computational approach for encoding the local structural attributes of textures is based on multichannel filtering [4] , [21] , [25] , [31] . This type of analysis is inspired by various evidence of similar processing in human vision system. In our approach, illustrated in Fig. 13(a) , a computational description of the local feature is obtained by employing a multiresolution filter bank , with size denoted by . The filter bank consists of oriented derivatives of Gaussians and center surround derivatives on three scales. Each pixel of a texture image is characterized by a set of three multidimensional feature vectors obtained by grouping the corresponding filter responses over scale. For simplicity, in our discussions we will refer to a single scale; however, the processing is done in parallel for all three scales.
As in many approaches in texture literature [1] , [25] , [26] , [30] , we cluster the feature space to determine the set of prototypes among the population. Specifically, we invoke the k-means algorithm, which is based on the first order statistics of data, and finds a predefined number of centers in the data space, while guaranteeing that the sum of squared distances between the initial data points and the centers is minimized. Empirical results suggest that the resulting collection of representatives in the space spanned by the local structural feature vectors, namely the image texton library, is generic enough to represent a large set of texture samples.
The histogram of image textons is used to encode the global distribution of the local structural attribute over the texture image. This histogram, denoted by , is a discrete function of the labels induced by the image texton library. Note that in our approach neither the image texton nor the texton histogram encode the change in local appearance of texture with the imaging conditions. These quantities are local to a single texture image. We represent the surface using a collection of image texton histograms, acquired as a function of viewing and illumination direction. This surface representation may be described by the term bidirectional feature histogram. In this paper, each texture class is modeled using a collection of texton histograms. The dimensionality of the histogram space is given by the cardinality of the image texton library, which should be inclusive enough to represent a large range of textured surfaces. Therefore, the histogram space is high dimensional, and a compression of this representation to a lower dimensional one is suitable, providing that the statistical properties of the bidirectional feature histograms are still preserved. To accomplish dimensionality reduction we employ principal component analysis (PCA), which finds an optimal new orthogonal basis in the space, while best describing the data. This approach follows [27] , where a similar problem is treated, specifically an object is represented by a set of images taken from various poses, and PCA is used to obtain a compact lower dimensional representation.
B. Recognition Method
The recognition method consists of three main tasks: 1) creation of image texton library; 2) training; and 3) classification. The image texton library is described in Section III-A and illustrated in Fig. 13(a) . Each of the texture images, from each of the texture samples, is filtered by the multichannel filter bank , and the filter responses corresponding to a pixel are grouped to form the feature vector. The feature space is populated with the feature vectors from all images. Feature grouping is performed via k-means algorithm, and the representatives among the population are found, forming the image texton library.
In the training stage, a model for each texture sample is constructed as illustrated in Fig. 13(b) . The subset of texture images used for training are arbitrarily sampled from the entire bidirectional image set. Each of the texture images from each of the texture samples to be classified, are filtered by the same filter bank as the one involved for texton library construction. The resulting multidimensional feature vectors, obtained by grouping the filter responses for a certain pixel in the image, are labeled relative to the set of image textons, and for each texture image a texton histogram is computed. Therefore, each texture sample is characterized by the set of texton histograms, or bidirectional feature histogram. Furthermore, the set of bidirectional feature histograms corresponding to the set of texture samples are employed to compute the universal eigenspace, where each of the texture samples is modeled as a densely sampled manifold, parameterized by both viewing and illumination directions.
In the classification stage, illustrated in Fig. 13(b) , the subset of testing texture images is disjoint from the subset used for training. Again, each image is filtered by , the resulting feature vectors are projected in the image texton space and labeled according to the texton library. The classification is based on a single novel texture image, and it is accomplished by projecting the corresponding texton histogram onto the universal eigenspace created during training, and by determining the closest point in the eigenspace.
C. Experimental Results
We employ the computational model from Section III-A and the recognition method presented in Section III-B in the context of a simple classification experiment, where we attempt to discriminate between five instances of skin disorders: acne, congenital melanocytic nevus (medium sized), keratosis pilaris, psoriasis, and acute allergic contact dermatitis. Fig. 15 shows images corresponding to each disorder considered for classification. Each class is characterized by a set of 24 directional images captured from a certain patient. The set of imaging conditions characterizing this set of 24 directional images includes camera poses I, II, and IV, as described in Table II (a), while for each camera pose the light has directions 1-8, as listed in Table II(b) . To obtain the computational model, i.e., the bidirectional feature histogram, each image is converted to gray scale, and is manually segmented such that only the largest quasi-planar surface is considered during the experiments. We do not consider the use of color for recognition because it can be a strong cue for the skin BTF's we want to classify. We are interested in lesion classification based on gray scale image features so that two skin samples with different surface texture can be distinguished even if their colors are very similar. We employ a filter bank consisting of 45 oriented derivatives of Gaussian and Laplacian of Gaussian filters. These filters are chosen to efficiently identify the local oriented features evident in skin structures such as those illustrated in Fig. 14 .
Each image is processed to compute the corresponding image texton histogram, which encodes the statistical distribution over the image of conspicuous spatial features, like oriented edges or spot-like features. As image texton library, we employ a collection image textons obtained from images from the CUReT database [12] , [13] , which is a rich collection of 61 real world surfaces, each characterized by a BTF sampled in more than 200 points. The reason for using this image texton library and not one derived from skin images, is to verify the assumption that our image texton library is generic enough to represent skin images, though it has been derived from images corresponding to different types of surfaces.
During training, the size of the train set of each class is varied from 12 to 20, and consequently the size of the testing set varies from 12 to 4. The recognition rate as a function of the size of the training set is illustrated in Fig. 16 . Three of the classes (congenital melanocytic nevus-medium sized, keratosis pilaris, psoriasis) are 100% recognized, independent of the size of the training set, while the other two cases (acne and acute allergic contact dermatitis) are somewhat more difficult, attaining a recognition rate of 75%. By visually inspecting the images we observe that indeed the common characteristics of cases 1 and 5 are more subtle, and this is reflected by the reduced recognition rate. As the size of the training set for each lesion is increased from 12 images to 20 images, the recognition rate rises from about 82%-90%. This result shows that multiple images of skin characterize the surface better than fewer images. We observed the same behavior in previous work [10] , where we employed BTF of real world surfaces, and we analyzed the decrease in classification performance as the number of training images is reduced. Globally, we obtain an excellent recognition rate of 90%, and this result shows that our modeling method successfully captures skin features. The result is even stronger when one considers that the texton library is computed based on nonskin images. The motivation for using a nonskin image texton library comes from our previous results in [10] , where we classify samples from the CUReT database also employed to compute the texton library, as well as samples which were not considered for the construction of the texton library. The classification performance in these two cases was almost identical, and this observation motivated us to employ the image texton library from the CUReT database in the current skin recognition experiments. The skin classification result is quite Fig. 15 . Classification experiment. Illustration of the set of five dermatological disorders we classify during the experiments (from left to right): acne, congenital melanocytic nevus (medium sized), keratosis pilaris, psoriasis, and acute allergic contact dermatitis. Note that in our experiments we do not employ color information, because the use of color could be a strong cue for the skin BTF's we want to classify. good, showing that indeed the nonskin image texton library is generic enough to capture even skin characteristics.
IV. DISCUSSION AND CONCLUSION
Ubiquitous networking will undoubtedly change the future of medical consultation. Visual observation can be done remotely and effectively if salient characteristics of appearance are preserved. Skin imaging will be a critical component in the infrastructure for telemedicine, or, more specifically, for telederm.
We have presented the technique of bidirectional imaging for dermatology and applied these principles to create the clinical component of the Rutgers Skin Texture Database. 10 This unique database contains 75 cases of skin disorders with multiple images per case. Unlike existing databases, skin images of several disorders are obtained under multiple controlled illumination and viewing directions. The database serves as a valuable research and education tool. It sets an example of public dissemination of data that would be of great value to the biomedical research community. In addition, the database clearly demonstrates the advantages of bidirectional imaging. Geometric structure such as wrinkles and bumps can literally disappear and reappear as the illumination and/or viewing directions are changed. The series of images obtained with bidirectional imaging is more representative of overall skin appearance. In a real clinical visit, physicians can tilt their head 10 http://www.caip.rutgers.edu/rutgers_texture/.
or reposition their patients to get a complete impression of the skin surface. Bidirectional imaging provides this information using an image series and is superior to a single digital image.
Using this new skin texture database, we use our prior procedure for surface modeling [8] - [10] to perform automated skin texture classification. The series of images for each skin disorder are used to build computational representations of skin appearance. These representations incorporate variations of image appearance with imaging conditions, and accounting for these variations is a critical component for modeling skin appearance. Without this component, the significant observed change that occurs when the light or camera moves can interfere with correctly interpreting or characterizing the surface. In the classification experiment, we use a portion of the image series for training and a portion for testing. Therefore, the image is correctly classified although it is not from exactly the same viewing and illumination direction as the training image. The classification is robust to changes in imaging parameters. We achieve excellent classification of 90% in this experiment.
Applications for bidirectional imaging and the quantitative skin models based on these images are numerous. Clearly, computer-assisted diagnosis is an important tool that can assist experts in their tasks. Also, initial remote consultation may be viable so patients can undergo an at-home screening to determine if further clinical consultation is necessary. The quantification of skin appearance has implications in other areas too. For instance in evaluating treatment efficacy, the skin needs to be evaluated objectively. Currently, this evaluation is typically subjective with no quantification. Consequently there is no way to precisely compare different treatments, estimate the rate of healing, or predict treatment outcome. Quantitative evaluation is clearly interesting in the field of medicine. In addition, this process can aid the development, evaluation, and testing of pharmaceuticals and cosmetics.
