Therefore, it is likely that climatic persistence does exist for mass balance, but that 
Introduction

20
Partitioning Earth's climate history into internal variability and forced change is crucial for our 21 understanding of climate dynamics. Although the definitional lines are somewhat blurred, internal 22 climate variability is that which occurs absent any changes to the external forcing of the climate 23 system. External forcing is generally taken to be changes in atmospheric composition, insolation, or 24 continental geometry, and volcanic eruptions. Internal climate variability sets the irreducible lower 25 bound on the predictability of future climate: the particular climate trajectory that we will ride 26 into the future depends both on the changes in external forcing and also on the internal variability 27 which, analogous to a weather forecast, depends unknowably on the details of the current state of 28 the system (e.g., Hawkins and Sutton, 2009; Deser et al., 2012) .
29
For time scales beyond the instrumental record, we must rely on paleoclimate proxies to recon-30 struct the histories of both internal climate variability and climate change. Arguably the most 31 important paleoclimate research in recent decades was the demonstration that the magnitude of 32 the change in global-mean temperature in the last century exceeds the range of variability in the 33 late Holocene (e.g., Mann et al., 1998) . This was a critical contribution to the formal identification 34 balance in year t. An AR(1) process can be written as
where ∆t = 1 yr, r and a 0 are constants, and µ t is a random number drawn from a normally-80 distributed stochastic process. Thus b t depends in part on its value the previous year (and so has 81 persistence), and in part on a random stochastic impulse occurring in the current year. r is the by Klaus Hasselmann and colleagues (e.g., Hasselmann, 1976; Hasselmann and Frankignoul, 1977) , 86 which demonstrated that persistence in sea-surface temperatures was the result of the ocean-mixed 87 layer acting to integrate rapid and essentially random, uncorrelated fluctuations of air-sea heat 88 fluxes.
89
Note that one can also consider a higher-order autoregressive process, AR(p), which depends on the 90 previous p states (e.g., Box et al., 2008) , and which can be interpreted as the discrete form of a p th -91 order ordinary differential equation. Reichert et al. (2002) fit an AR(3) process to climate-model 92 output for Nigardsbreen glacier in Norway, for instance. The AR(3) coefficients they fit imply a 93 persistence timescale of one-and-a-half years, and also an underlying damped oscillation with a 94 three year period and a one year phase-memory. It is important to make a physical interpretation 95 of the higher-order AR(p) process, and to establish the statistical necessity of the higher-order 96 model via standard methods (e.g., Box et al., 2008) . We only consider AR(1) here.
97
For an AR(1) process, the power spectral density as a function of frequency and lag-1yr autocor-
98
P b (f, r) = P 0 1 + r 2 − 2r cos (2π∆tf )
, on 0 ≤ f ≤ 1 2∆t .
where P 0 is a constant, defined in the Appendix. P b (f, r) increases towards lower frequencies, and 100 by analogy with spectra for visible light, is often termed red noise.
101
The autocorrelation function (ACF) is the formal statistical description of the structure of the 102 persistence in a time series (e.g., Box et al., 2008) , and it characterizes the similarity between the 
106
For an AR(1) process this is:
and thus ρ asymptotes exponentially towards zero with an e-folding timescale τ c .
108
The second model for persistence characterizes the spectrum of a time series as a power law.
109
This form is suggested by several analyses of long instrumental and paleoclimate proxy records for 110 temperature (e.g., Pelletier, 1997 Pelletier, , 1998 Fraedrich et al., 2003a,b; Huybers and Curry, 2006) , and 111 also for precipitation and other hydrological variables (Hurst, 1951; Ault et al., 2013) . Let ν be 112 the slope of the power spectrum when plotted on logarithmic axes. So in this case, the spectrum
, is defined by:
where P 0 is the spectral density at frequency f 0 = 1/(2∆t), the maximum resolvable frequency 115 from an annual-mean time series; and ν is a positive constant. Thus, spectral power continually 116 increases towards low frequencies.
which looks intimidating but the key point is that, at large lags, it decays towards zero as (n∆t) ν−1
119
(e.g., Percival et al., 2001; Box et al., 2008 , 1997 , 1998 Fraedrich and Blender, 2003; Fraedrich et al., 2004; Huybers and 132 Curry, 2006) . Furthermore there are theoretical grounds to think that power-law behavior should 133 be expected across decadal to millennial frequencies: for quasi-diffusive heat uptake in the deep 134 ocean, progressively more of the ocean becomes involved at low frequencies, increasing the effective 135 inertia of the climate system (Hoffert et al., 1980; Pelletier, 1997; Fraedrich et al., 2004) , which is 136 also diagnosed in comprehensive climate models (e.g., Zhu et al., 2010; MacMynowski et al, 2011) 137
Power-law spectra can also be generated by a fractionally differenced process, which is equivalent 138 to an aggregation of AR(1) processes with many different timescales (Beran, 1994; Percival et al., √ n, where n is the length of each record in yearsthese lines indicate the level above which the lag-1 yr autocorrelation should lie to reject the null hypothesis of white noise at better than 95% confidence (Bartlett, 1946; Box et al., 2008) ; (c) Power spectra (unwindowed periodogram) of mass-balance data. Dashed lines show the best-fit slopes (based on a least-squares linear regression). All slopes are positive, but none are significantly different from zero at better than 95% confidence. See text for more details.
We first evaluate the variability and persistence of three of the longest annual-mean mass-balance 142 observations available. Our goal is not to present a comprehensive evaluation of glacier mass-143 balance records, which is done in Medwedeff and Roe (2015) , but the results shown here are typical. variance follows a χ 2 distribution with n − 1 degrees of freedom (e.g., VonStorch and Zwiers, 1999) .
153
All three datasets are consistent with a normal distribution at better than 95% confidence based 154 on a Jarque-Bera test (e.g., Steinskog et al., 2007) .
155
Most mass-balance records are not as long as those we selected, of course, and it is important to white noise). This is confirmed using standard algorithms for selecting and fitting AR(p) models
165
(e.g., Box et al., 2008) , which identify AR(0) as the best description for all three records. Burke
166
and Roe (2014) fit AR(p) models to long instrumental records and glacier mass-balance records in Europe, and also concluded persistence could not be definitively established.
168
An alternative measure of persistence is to evaluate whether the power spectra of the records 169 have non-zero slopes. Figure 1c shows the power spectra for the three records (unwindowed peri- by this measure also, one concludes the observations cannot be distinguished from white noise.
175
Medwedeff and Roe (2015) histories with the responses that would be predicted under the erroneous assumption that the mass 197 balance fluctuations represent white noise.
198
We generate five synthetic 10,000 yr mass-balance time series using the method outlined in Percival are virtually indistinguishable by eye, but the ACFs (Fig. 2b) reveal the differences. The AR(1) 226 processes asymptote exponentially to zero (Eq. 3), whereas the ACFs of the power-law processes 227 decline more slowly (Eq. 5) and thus represent a climate with a small-but-persistent chance that 228 a series of successive years have the same sign anomaly (i.e., a long memory). The spectra are 229 shown in Figure 2b and show that the synthetic time series accurately match the theoretical power 230 spectra.
231
In the next section we drive two different glacier models with these synthetic mass-balance time 232 series. We also derive algebraic formulae that capture the impact of climatic persistence on glacier 
where L is the perturbation in length away from a prescribed mean state; τ g = −H/b term is the 247 glacier response timescale originally proposed by Jóhannesson et al., (1989) , where H is the mean 248 thickness, and b term is the (negative) net mass balance at the glacier terminus, both in the mean 249 state; and is a constant (= 1/ √ 3 0.58). The glacier geometry also determines β = A tot /(wH),
250
where A tot is the total glacier area and w is the characteristic valley width at the terminus. As in Roe and Baker (2014) , for our standard control glacier, we take τ g = 6.74 yrs, and β = 178 (unitless).
253
Equation (6) 
where κ = (1 − ∆t τg ). In the limit τ g ∆t this simplifies to: 
267
Let R be the ratio of the glacier variance with-and-without persistence in mass-balance forcing.
268
In the Appendix we derive expressions from the three-stage model. For persistence based on an 269 AR(1) process, we find:
In the limit of τ g τ c , this simplifies to:
For persistence based on a power-law process, we find:
These expressions can be used to calculate the standard deviation of glacier length:
where σ L | wn is the response to white-noise forcing (Eqs. 7 or 8). Equations (9) and (11) but the spectra show the enhanced power at low frequencies (Fig. 3c) . At frequencies less than 1/100 283 yr −1 , the glacier dynamics no longer damp the response, and the glacier exists in near-equilibrium 284 with the climate forcing (e.g., Roe and Baker, 2014) . model. In contrast with the AR(1) case, the ACFs for the power-law climate (Fig. 3b) clearly show 291 the extra persistence at large lags. These ACFs and the larger increase in variance are consistent 292 with the spectra (Fig. 3c ) that show power continuing to increase towards lower frequencies. Nigardsbreen, Norway, and generated an increase in σ L of 36%. However our results are hard to 295 directly compare directly because of the different AR(p) models, and the different glacier geometries.
296
We've deliberately implemented a degree of persistence small enough to be hard to detect in in-297 strumental records, and our analyses show it cause an increase in σ L of between 17% and 79%, for 298 our chosen glacier parameters. beyond the equilibrium position is given by:
where σL is the standard deviation of the time rate of change of L. The curves in Figure 3 give 308 everything needed to calculate R(L 0 ). Figure 4a shows that the expected return time of an advance 309 past zero (i.e., equilibrium) is 42 yrs for white-noise forcing, increasing slightly with persistence to 310 58 yrs for ν = 0.4. However there is a dramatic reduction in the return time of large advances 311 because Eq. (13) has an exponential sensitivity to σ L . For instance, for our control glacier, a 1 312 km advance is expected to occur on average once every 20,000 yrs for white noise, but once every 313 400 yrs for ν = 0.4 (Fig. 4a) . Excursion probabilities as a function of climatic persistence. It shows the probability of exceeding a given total excursion (i.e., maximum minus minimum extent) in any 1000-yr period of constant climate. Curves are calculated from Eq. (14) for the control glacier parameters. The presence of even a small degree of persistence can dramatically increase the likelihood of seeing a given excursion.
Another relevant metric is the probability of a given total excursion (i.e., maximum minus minimum 315 extent) in a given period of time, say 1000 yrs. It is useful to estimate, for example, the likelihood 316 of a moraine being deposited due simply to internal climate variability, or whether it must have 
322
Using standard results from extreme-value statistics (e.g., Vanmarcke, 1983) , Roe (2011) derived 323 the probability of a glacier exceeding a maximum total excursion, ∆L, in any given interval of time,
324
T , assuming the extreme-excursion return times following a Poisson distribution: Figure 4b shows the probabilities of exceeding a given total excursion in any 1000 yr period,
326
calculated from the return times shown in Fig. 4a . Including persistence has a dramatic impact.
327
For instance, a 2 km excursion has only a 1% chance of happening for white noise, but a 98% 328 chance of happening for ν = 0.4. These results represent a severe complication in evaluating 329 whether a particular moraine on a landscape required a climate change or not, given that the 330 degree of persistence we've used is hard to detect in mass-balance records: that is, the statistical 331 inferences are acutely sensitive to some poorly constrained assumptions.
332
We note that the Poisson distribution governs events that occur independently, and that this is 333 only an approximation when applied to total glacier excursions (i.e., both maxima and minima) and b shows how σ L varies as a function of glacier timescale, τ g and r or ν, using Eqs. (7), (9), and
342
(11), and recognizing that the τ g for our control glacier (∼ 7 yrs) is quite small relative to values 343 estimated for many other glaciers (e.g., Leclerq and Oerlemans, 2012) .
344
Increasing τ g increases σ L (i.e., Eq. 8). A longer glacier response time implies a weaker restoring 345 tendency for a given L (e.g., Eq. 6), and so the glacier will undergo larger and longer excursions 346 in response to stochastic forcing. The impact of persistence grows with τ g , more so for power-law 347 persistence (i.e., Eq. 11) than for AR(1) persistence (i.e., Eq. 10). The reason is that a glacier with 348 a larger τ g can be thought of as a low-pass filter with a lower-frequency cut-off than a glacier with 349 a smaller τ g . The differences between the white-noise and power-law spectra increase as frequency 350 decreases, and those lower frequencies contribute more to the variance of the large-τ g glacier than
351
the small-τ g glacier. So for our control glacier with τ g ∼ 7 yrs, going from ν = 0 to ν = 0.4 has a 352 less than two-fold impact on σ L ; however for τ g ∼ 50 yrs the effect is nearly three-fold (Fig. 5b) .
353
Finally, we note that the strong sensitivity at larger values of ν is because of the dependence of σ L 354 on secant (νπ/2) (i.e., Eq. 11), which reflects the fact that the variance can become unbounded for 355 large enough ν (Eq. A-13).
356
We've also held β and σ b constant. From Eq. (7) we see that σ L is linearly proportional to each of 357 them, so our results can easily be applied to other glaciers by reading off the contours in Figure 5 .
358
It should also be noted that τ g and β are related via the glacier thickness, H (see discussion after
359
Eq. 6). an "exceptionally unlikely" event (< 1%) into a "virtually certain" event (> 99%, using IPCC,
371
2013 definitions and a slight extrapolation from Fig. 4b ).
372
Our results compound with the other challenges of identifying past climate change from the glacier- Methodology is improving, but Huss and Farinotti (2012) report a standard error of about 30%.
385
More comprehensive numerical models are not obviously more skillful, depending as they do, on factor of two or three (at least until observational records grow long enough to constrain σ b better).
399
However other information can also be brought to bear on interpreting glacier history. In particular, 400 the spatial extent, or the temporal duration, of contemporaneous glacier fluctuations can make for 401 an independent test of a climate-change hypothesis. In other words, is the duration or spatial 402 coherence of glacier fluctuations surprising, given a null hypothesis that they are unconnected?
403
The statistical machinery exists (e.g., Bretherton et al., 1999) , to assess the spatial and temporal 404 correlations in climate and glacier variability. Such tools have yet to be applied to interpreting the 405 glacier record, and an important caveat is that the spatial coherence varies with time-scale (e.g.,
406
Deser et al., 2010; Meehl et al., 2013 
The discrete version of the three-stage model (e.g., Roe and Baker, 2014) is more closely analogous 546 to the flowline numerical model (and to nature). However, for analytic tractability we use the 547 continuous equations here, and we also derive the glacier variance by integrating the power spectrum 548 from 0 to ∞, rather than 0 to f 0 . This approximation is justified since the continuous equations 549 differ most from the discrete equations at high frequencies (f 1/τ g ). These frequencies are 550 strongly damped by the glacier dynamics, which thus minimizes the differences from the discrete 551 equations. We also derive expressions for the ratios of the variances with-and-without persistence,
552
and these ratios show close agreement with ratios computed from the numerical flowline model and 553 the discrete three-stage model.
554
Since Eq. (A-1) is a linear equation, we can seek Fourier-transform solutions of the form:
Substituting into Eq. A-1 gives
Next, take the product of Eq. (A-4) and its complex conjugate. Together with the definitions 557
This is a general expression that applies for any P b (f ).
559
First, for a continuous AR(1) process, we set 560
. (A-6) (e.g., Box et al., 2008) . We determine P 0 as follows: for white noise, P 0 = 2∆tσ b 2 , which gives
, where f 0 = 1/2∆t. For the discrete AR(1) power spectrum (Eq. 2), the low 562 frequency response is
Finally for a general discrete AR(1) process the 563 variance is enhanced by a factor of 1/(1 − r 2 ) compared to white noise (e.g., Box et al., 2008) . So
564
to ensure the variance of our synthetic climate time series does not depend on the persistence we 565 divide by this factor, giving:
Equations (A-6) and (A-7) can be substituted into Eq. (A-5), and integrated to calculate the 567 variance σ L 2 . It turns out there is an analytical solution that can be found from standard integral 568 tables. After some manipulation:
Finally, we can define the ratio of the variances with-and-without persistence:
Or in the limit of τ g τ c , this becomes simply:
For power-law spectra, we have: Hence the ratio of variances, R ν , can be written as: 
