The ability of functional magnetic resonance imaging (FMRI) to noninvasively measure fluctuations in brain activity in the absence of an applied stimulus offers the possibility of discerning functional networks in the resting state of the brain. However, the reconstruction of brain networks from these signal fluctuations poses a significant challenge because they are generally nonlinear and nongaussian and can overlap in both their spatial and temporal extent. Moreover, because there is no explicit input stimulus, there is no signal model with which to compare the brain responses. A variety of techniques have been devised to address this problem, but the predominant approaches are based on the presupposition of statistical properties of complex brain signal parameters, which are unprovable but facilitate the analysis. In this article, we address this problem with a new method, entropy field decomposition, for estimating structure within spatiotemporal data. This method is based on a general information field-theoretic formulation of Bayesian probability theory incorporating prior coupling information that allows the enumeration of the most probable parameter configurations without the need for unjustified statistical assumptions. This approach facilitates the construction of brain activation modes directly from the spatial-temporal correlation structure of the data. These modes and their associated spatial-temporal correlation structure can then be used to generate space-time activity probability trajectories, called functional connectivity pathways, which provide a characterization of functional brain networks.
The ability of functional magnetic resonance imaging (FMRI) to noninvasively measure fluctuations in brain activity in the absence of an applied stimulus offers the possibility of discerning functional networks in the resting state of the brain. However, the reconstruction of brain networks from these signal fluctuations poses a significant challenge because they are generally nonlinear and nongaussian and can overlap in both their spatial and temporal extent. Moreover, because there is no explicit input stimulus, there is no signal model with which to compare the brain responses. A variety of techniques have been devised to address this problem, but the predominant approaches are based on the presupposition of statistical properties of complex brain signal parameters, which are unprovable but facilitate the analysis. In this article, we address this problem with a new method, entropy field decomposition, for estimating structure within spatiotemporal data. This method is based on a general information field-theoretic formulation of Bayesian probability theory incorporating prior coupling information that allows the enumeration of the most probable parameter configurations without the need for unjustified statistical assumptions. This approach facilitates the construction of brain activation modes directly from the spatial-temporal correlation structure of the data. These modes and their associated spatial-temporal correlation structure can then be used to generate space-time activity probability trajectories, called functional connectivity pathways, which provide a characterization of functional brain networks.
Introduction
Functional magnetic resonance imaging (FMRI) has revolutionized neuroscience research by providing a method by which to noninvasively observe spatial and temporal variations in brain activity. The initial and still dominant FMRI approach is to measure changes in the blood oxygenation level dependent (BOLD) signal in response to well-controlled input stimuli designed to probe specific brain systems. This is the so-called task-based FMRI. More recently, however, as significant advances in MRI scanner technologies have facilitated the acquisition of high spatial and temporal resolution whole brain FMRI data, an increasing number of studies have returned to the study of brain activity in the absence of external stimulation, the socalled resting state condition (Biswal, Yetkin, Haughton, & Hyde, 1995) . In resting state FMRI (rsFMRI), one seeks to identify synchronous fluctuations in the BOLD signal that characterize modes of brain activity. However, these rsFMRI data present a unique and significant analysis challenge that has yet to be adequately solved, and thus severely limits the utility of the method. The existence of an input stimulus in task-based FMRI implementations provides a reference against which to assess signal changes and facilitates the application of the vast array of analysis methods available for signal detection and parameter estimation. Resting state FMRI data have no such input, and thus there is a fundamental problem of defining the question to be asked of the data. Brain activity as observed by rsFMRI is generally characterized by spatially and temporally coherent signal changes that reflect modes of brain function. These changes can occur on multiple spatial and temporal scales. What exactly is the signal? And how, exactly, is a brain mode defined?
In this article, we approach this problem using a new data analysis method developed to address the general problem of detecting nonlinear and nongaussian spatial-temporal variations in multivariate data. Our method is based on two recent and complementary general approaches to data analysis: information field theory (IFT) (Ensslin, Frommert, & Kitaura, 2009) , which reformulates Bayesian theory in terms of field theory in order to incorporate the important and often overlooked conditions that ensure the continuity of underlying parameter spaces that are to be estimated from discrete data, and entropy spectrum pathways (ESP) (Frank & Galinsky, 2014) , which use the principle of maximum entropy (Jaynes, 1957b (Jaynes, , 1957a to incorporate prior information on the structure of the underlying space in order to estimate measures of connectivity. Incorporation of ESP into IFT is found to produce quantized modes of signal behavior that can then be ranked according to their significance. This method is called entropy field decomposition (EFD) , and it provides a quantitative theory for estimating complicated coherent spatial-temporal signal structures in the absence of a signal model. A key feature of the EFD theory is that it does not assume either that the signal or noise is gaussian or that the parameter relationships are linear. Indeed, the power of the method is its ability to automatically detect nongaussian and nonlinear signal behavior such as that characteristic of rsFMRI signals.
Here we demonstrate that the most modest and conservative declaration of prior information and model assumptions is sufficient to formulate the rsFMRI data question in a precise theoretical form that lends itself to an efficient and accurate computational method for assessing brain activity. This not only enables the construction of a well-posed meaning for brain modes derived from rsFMRI signals but also provides a rapid and accurate computational method for direct estimation of these modes. It is shown that a range of modes exists at different spatial-temporal scales. These modes emerge from the data as a consequence of their space-time coupling structure and the requirement for logical consistency that ensures that they are the most likely space-time paths (i.e., modes) consistent with the data and the prior information, and nothing else, and as such are described by relatively few parameters.
Theory
Entropy field decomposition (EFD) is developed within the very general framework of information field theory (IFT) which is not only a fully Bayesian method but makes explicit the important distinction between the discrete nature of data measurements and the continuity of the underlying field. The utility of IFT has been demonstrated in a wide range of signal estimation problems related to cosmology , 2010 Ensslin & Weig, 2010; Ensslin & Frommert, 2011) . The EFD method incorporates prior local coupling information into IFT through the theory of entropy spectrum pathways (Frank & Galinsky, 2014) , which characterizes and ranks global information pathways based on these local couplings.
Consider the case where the data {d(x j , t i )} consist of n measurements in time t i , i = 1, . . . , n at N spatial locations x j , j = 1, . . . , N (or equivalently {d(ξ l )}, where ξ l , l = 1, . . . nN defines a set of space-time locations). The spatial locations are assumed to be arranged on a Cartesian grid, and the sampling times are assumed to be equally spaced. Neither of these is required in what follows, but merely simplifies and clarifies the analysis. For most applications we are interested in, the data d are assumed to be four-dimensional, composed of temporal variations in the signal from a volumetric (three spatial dimensions) imaging experiment. Each data point is of the form
From the Bayesian viewpoint, the goal is to estimate the unknown signal from the peak in the joint posterior probability given the data d and any available prior information I. The posterior distribution can be written via Bayes theorem as
For the case of a known model, the denominator is a constant, and the posterior distribution is the product of the likelihood and the prior distribution. With a noninformative, or "flat," prior, the posterior distribution is just the likelihood, and thus the peak in the posterior distribution is equivalent to the maximum of the likelihood. Information field theory ) reexpresses the probabilistic (or Bayesian) prescription in the language of field theory. The description in terms of fields is important in that although the data in equation 2.1 consist of discrete samples in both space and time, the underlying signal s is assumed to be continuous in space-time, and thus characterized by a field ψ (
By formulating the problem in terms of space-time coordinates ξ = {x, t} where x are the spatial coordinates and t is the time coordinates, the lattice of points ξ i , and any quantities derived or constructed from it, are (or can be) space-time quantities. This characterization is particularly important in the present context because we seek not only to detect but, in effect, define quantitatively, what is meant by modes of space-time variations. As we will show, this can be accomplished well within the context of field theory because the general notion of spatiotemporal patterns can be codified as spatiotemporal modes of a self-interacting field. The IFT formalism proceeds by identifying the terms in equation 2.2 with the corresponding structures of field theory:
so that the Bayes theorem providing the posterior distribution equation 2.2 becomes
From the general results of IFT applied to a signal of the form equation 2.1, the information Hamiltonian can be written as 6) where H 0 is essentially a normalizing constant that can be ignored, D is a propagator, j is an information source, and H i is an interaction term. If H i = 0, equation 2.6 describes a free theory, whereas if H i = 0, then it describes an interacting theory. The free theory provides only an initial step in the analysis of data that possesses spatiotemporal variations, for it implicitly assumes that the field components do not interact with one another. In most real-life cases, such as in rsFMRI data, one would expect more complex spatiotemporal dynamics in which the modes interact with one another.
Interactions are incorporated into IFT by the inclusion of an interaction Hamiltonian ,
We keep the terms with n = 1 and n = 2 assuming that they can be regarded as perturbative corrections to the source and the propagator terms. This interaction Hamiltonian includes anharmonic terms resulting from interactions between the eigenmodes of the free Hamiltonian and may be used to describe nongaussian signal or noise, a nonlinear response (i.e., mode-mode interaction), or a signal-dependent noise (i.e., due to modenoise interaction).
The classical solution at the minimum of the Hamiltonian (δH/δψ = 0) is
Note that the matrix is written in terms of space-time coordinates ξ and thus characterizes space-time interactions. A powerful feature of IFT is that it is a Bayesian theory, and so prior information can be included in a straightforward logical fashion. One type of information that proves to be very informative is that of the nearestneighbor coupling, which can be used to discern the most probable pathways of information through a disordered lattice. This is the basis for the ESP theory (Frank & Galinsky, 2014) , which ranks the optimal paths within a disordered lattice according to their path entropy. This is accomplished by constructing a matrix that characterizes the interactions between locations i and j on the lattice called the coupling matrix:
The γ i j are Lagrange multipliers that define the interactions and can be seen as local potentials that depend on some function of the space-time locations ξ i and ξ j on the lattice. The eigenvector φ (k) associated with the 10) generates the transition probability from location i to location j of the kth path,
For each transition matrix, equation 2.11, there is a unique stationary distribution associated with each path k,
the first of which, μ (1) , corresponds to the maximum entropy stationary distribution (Jaynes, 1957b (Jaynes, , 1957a . Note that equation 2.13 is written to emphasize that the squaring operation is performed on a pixel-wise basis (i.e., for each i and j). Considering only μ (1) , note that if the Lagrange multipliers take the form
14)
then Q becomes simply an adjacency matrix A. The maximum entropy distribution constructed from this adjacency matrix is the maximum entropy random walk (Burda, Duda, Luck, & Waclaw, 2009 ). In ESP theory, it is the more general coupling matrix Q, rather than the adjacency matrix A, that is the fundamental quantity that encodes the coupling information (Frank & Galinsky, 2014) . Another significant result of the ESP theory is that it ranks multiple paths, and these paths can be constructed from arbitrary coupling schemes through Q ij . Each of the stationary distributions is associated with a path in which the localization of information is related to the eigenstructure of the disordered lattice. This localization phenomenon, first observed in the maximum entropy random walk (Burda et al., 2009 ) and shown to persist with the spectrum of ESP eigenvectors (Frank & Galinsky, 2014) , is an important feature of ESP formalism, since it results in a localization of probabilities, which in real-life systems tend to be compact and thus amenable to a parsimonious representation of the estimated parameters. The ESP prior can be incorporated into the estimation scheme by using the coupling matrix Q ij (see equation 2.9) so that the prior distribution for the signal, given the coupling matrix, is
The exponent in equation 2.15 can be rewritten using equation 2.10 as ψ † i Q i j ψ j , where ψ are the signals expressed in terms of φ, the eigenvectors of Q that comprise the ESP basis (Frank & Galinsky, 2014) , and Q is a diagonal matrix containing eigenvalues of the maximum entropy pathways. (An explicit form of this representation is given in equation 2.18). It is instructive to note that in the simple case of gaussian noise with this ESP prior, the propagator D in the information Hamiltonian, equation 2.6, becomes
Without interactions H i = 0 and using a linearly dependent data responseover-noise weighted information source,
the propagator, equation 2.16, provides a recasting of the noise-corrected propagator in the ESP basis in terms of an interaction-free IFT model. Hence the ESP eigenmodes can also be viewed as free modes of the IFT when the noise-corrected coupling matrix Q is used as a propagator. However, in general, and in the specific applications we will examine, these assumptions are violated and this simple description does not hold. The general EFD formalism and the algorithm described below do not depend on this description, and no assumption of gaussian noise is made. But we stress one small and very important point that can be easily overlooked. By the ESP construction, the coupling matrix Q may depend on the data in rather complex ways, and hence, the IFT model expressed by equation 2.6, even in the absence of interactions, does not possess the property of gaussianity that is viewed as a major limitation of many data analysis models in fields ranging from brain imaging to weather-related data processing to cosmic microwave background data assimilation. Gaussianity is not assumed in the EFD approach by its very construction.
An important practical implication of this ESP-guided form of IFT is that ESP ranking of eigenmodes allows the reduction of problem dimensions by writing a Fourier expansion using {φ (k) } as the basis functions, 18) and keeping the number of modes K significantly smaller than the overall size of the problem nN by examining the importance of the eigenvalues λ k and comparing them to the noise covariance | e |. Note that as a consequence of equation 2.10, these basis functions are unique once the coupling matrix has been defined. Furthermore, the localization phenomena peculiar to the ESP eigenvectors distinguishe the eigenfunctions used in equation 2.18 from other harmonic bases. In many practical applications, temporal variations are well characterized by frequency modes, and thus instead of using the ESP expansion in the whole space-time domain in equation 2.18, it may often be beneficial to use the ESP basis only for spatial coordinates {x i } while keeping the traditional Fourier polynomial expansion in the temporal {t j } domain,
Note that the coupling matrix Q is now different at different frequencies ω l ; hence, spatial ESP basis functions φ (k,l) depend on frequency as well. Except for the appearance of the second index in this form of expansion, the rest of the approach, including the information Hamiltonian, equation 2.20, and the form of the interaction terms, equation 2.25, can easily be recast using this new basis.
The information Hamiltonian, equation 2.6, can then be written in ESP basis (see equation 2.18) as 20) where matrix is the diagonal matrix Diag{λ 1 , . . . , λ K }, composed of the eigenvalues of the noise-corrected coupling matrix, and j k is the amplitude of the kth mode in the expansion of the source j,
The expression for the classical solution, equation 2.8, for the mode amplitudes a k then becomes
The new interaction terms˜ (n) are expressed through integrals over ESP eigenmodes:
The interaction terms (n) should be specified in order to be able to estimate amplitudes a k of the self-interacting modes. The simplest way to take into account the interactions would be an assumption of only local interactions. This can be easily accomplished by factorization (n) in a product of delta functions α (n) 
This results in a simple but not particularly useful expression for˜
which, after substituting it into, for example, equation 2.22, just provides the expression for the classical local-only interacting field ) recast in the reduced dimensions ESP eigenmodes basis. A more general and practical expression for estimating the amplitudes of interacting modes can be constructed by assuming that the nonlinear interactions between different modes will reflect the coupling. A natural way to take coupling into account would be through factorization of (n) in powers of the coupling matrix; that is, we can assume that
which results in
Here, values of the coefficients α (n) should be chosen sufficiently small to ensure the convergence of the classical solution, equation 2.22. From a practical standpoint, values of α (n) 1/ max ( j n k /λ k ) provide a good starting estimate for further adjustments.
This expression is correct up to the third (n = 3) order but discards various chain-like factorizations (e.g.,
These chain-like terms may be included as well by reexpanding required nonlinear combinations of ESP basis functions through the same basis. We emphasize that this task is not impracticable, as in many real-life applications, the ESP eigenmodes are expected to be compactly localized because of the unique localization properties of the ESP eigenvectors (Frank & Galinsky, 2014) . Therefore, nonlinear expressions that involve various powers of ESP eigenmodes can be expected to decay significantly faster than nonlinear terms.
This formalism provides a well-defined quantitative definition of a mode in terms of an eigenexpansion of fields in the ESP basis. Each mode makes a contribution to the total posterior probability, equation 2.5, through the Hamiltonian in equation 2.6. The reconstructed space-time modes are volumetric time series that represent the activation patterns in the brain. These modes can be ranked according to various criteria, such as power, which is the criterion used in this article. This EFD approach is very versatile because of the flexibility in the choice of both the prior information (in the construction of Q) and the coupling scheme. For example, it is possible to use either frequencies or amplitudes (or both) for coupling.
Space-Time Tractography and Connectivity Eigenmodes.
Current methods for detecting brain networks focus on estimating spatiotemporal patterns of activation, just as we have presented in the preceding section. However, the general nature of the EFD facilitates further analysis that has the potential to provide more detailed information on the nature of brain activity. The general EFD framework constructs the modes from spatiotemporal patterns in parameters that are generally tensorial in nature. A useful feature of EFD with tensorial parameters is its ability to construct long-range space-time correlations through the generation of spatially continuous parameter pathways, or tracts, by the incorporation of our recently developed tractography method, which employs a geometrical optics approach guided by ESP (GO-ESP; . Although this approach was developed in the context of mapping neural pathways from diffusion-weighted MRI data, the method actually makes no assumption about the type of data and can be viewed as a general procedure for constructing the optimal estimates of the space-time trajectories traversed by a systems parameters. We call this general procedure space-time tractography and refer to the resulting pathways as space-time tracts. These tracts provide additional information about the detected modes that is not directly apparent from the modes themselves but is embedded in the estimated spatiotemporal patterns, in a similar way that neural connectivity can be seen to be additional information embedded with the tensor field of estimated voxel diffusion profiles. In the case of functional tractography, these tracts reveal how the activation evolves with time by tracking the location of the maximum space-time correlation.
From a logical perspective, this tractography through space-time paths can be viewed simply as an extension of the EFD by noting that Hamilton's principle of least action for a light ray traveling a path r(s) of unit speed (parameterized by the arc length ds that satisfies ds 2 = dr(s) · dr(s), and of unit speed, |ṙ| = 1) between points a and b in three-dimensional space can be expressed in terms of the stationarity condition δS o = 0 of the action,
where L o is the Lagrangian and n(r) is the spatially dependent index of refraction, and we use the subscript o to denote the "optics" analogy. With this Lagrangian, the principle of stationary action implies the eikonal equation of ray optics and thus links the Lagrangian formulation and the geometrical optics approach to tractography . The tract trajectories are generated by the partition function:
One possible way to implement this general principle is to define a Hamiltonian H m (x, k) as the averaged temporal correlation function of the space-time signal,
where s m (x, t) is the mth mode signal and T = t n − t 1 . Then the trajectory is integrated starting from the seed point to follow the maximum correlation with 30) where k is the conjugate variable of the spatial coordinate x (i.e., the momentum). Tracts are then constructed from the space-time trajectory of the maximum correlations in precisely the same manner as through the diffusion sensitivity and spatial coordinate space in our formulation of the tractography problem in diffusion tensor imaging (DTI) . In practice, the computation of H m (x, k) comes essentially "for free" in that the temporal pair correlation function is already computed as part of the EFD processing scheme. From a practical perspective, the most straightforward implementation of tractography is to assume that tracts traverse the high-probability regions of the parameters estimated using the EFD procedure outlined above; using the probability surfaces of the ranked modes as seed points allows us to generate the space-time paths for each mode. Tractography results produce a multitude of pathways that can be difficult to interpret or categorize in a succinct fashion. This is true as well in tractography generated from diffusion-weighted data . Here we introduce a useful quantitative characterization of the paths based on the eigenmodes of the connectivity matrix generated from all of the starting and ending points of each tract. These are called space-time connectivity eigenmodes and represent the trajectory of maximum space-time correlation within a given mode. These eigenmodes can be ranked according to their associated eigenvalues. The principal eigenmode is thus the one associated with the largest eigenvalue and interpreted as the primary, or most probable, pathway in the data.
We previously introduced this procedure for constructing parameter probability pathways in a different context (Frank, Galinsky, & Wurman, 2015) . The use of spatiotemporal correlations to construct functional pathways has also been previously demonstrated by Ding et al. (2013) 
Implementation
The general EFD formalism is very flexible and allows multiple spatial and temporal correlation orders to be incorporated, and can include a wide range of prior information, such as physiological models for the FMRI signal. However, for this initial article, we limit our implementation to nearestneighbor interactions (in both space and time) and a gaussian noise model. Nevertheless, this rather straightforward implementation is sufficient to demonstrate the power and utility of the method. Two slightly different implementations were used; the first was using a complete spatial-temporal ESP basis for signal expansion, equation 2.18, and the second was based on spatial ESP but employed Fourier expansion in the temporal domain, equation 2.19. All the algorithms implemented in this article were written in standard ANSI C/C++. The spatiotemporal EFD procedure used in this article for estimating the signal modes consisted of the following steps:
1. Generate coupling matrix equation 2.9 using simple nearest-neighbor coupling Although the alternative implementation (corresponding to equation 2.19) follows the above estimation steps, it nevertheless has several important differences worth mentioning. First, instead of generating nearestneighbor coupling in both space and time domains, it employs the frequency-dependent spatial coupling matrix Q(x i , x j , ω l ) taking nearestneighbor coupling only in the spatial domain (here, x i and x j are spatial coordinates, and ω l is a frequency). Second, the strength of coupling for each frequency depends on the temporal pair correlation function. There are different ways to introduce this temporal correlation dependence. We used the following form of coupling matrix:
Here R i j is either the mean,
or the maximum, The first three steps determine the values of mean field at every spatial position and then determine the spatiotemporal eigenmodes in spatialfrequency (i.e. Fourier) space assuming noninteracting fields. The last step determines the interactions among these eigenmodes. The final results are space-time localization patterns that are our definition of the modes of the data.
We strongly emphasize that the above implementation is but one manifestation of the method. Because the coupling matrix Q can be constructed in a variety of ways and higher-order terms can be included to incorporate more complex interactions between signal and noise components, the method provides the framework to explore a wide range of implementations presumed suitable in different applications. However, the key point is that while the particular implementations may differ, the logic remains unchanged and is represented by Bayes theorem, equation 2.5 with welldefined parameters in the construction of the information Hamiltonian, equation 2.6, that must always be explicitly enunciated. In the results shown in this article no special processing was performed. There are, for example, no preliminary noise reduction and smoothing filters and no preprocessing steps for dimensionality reduction. There are no hidden ad hoc features. And it is particularly important to note that the spatial and temporal dimensions are handled in a unified manner as simply different dimensions in a general space-time problem.
Results
A few specific demonstrations of the EFD method on increasingly complex problems will serve to illustrate the method's basic approach, objectives, definitions, and capabilities. The problem of ultimate interest in this article-the nonlinear, nongaussian, spatially and temporally overlapping fluctuations in rsFMRI data-constitutes the most complex case. Therefore, two simple demonstrations of the method on simulated task-based FMRI paradigms are helpful in illustrating some of the features of the EFD approach, as well as providing some intuitive insight into this general methodology. This is followed by a more complicated numerical simulation with spatially overlapping regions with different nonlinear, nongaussian characteristics that provides a demonstration on simulated data with characteristics most relevant to rsFMRI data. This is followed by the application of the mode estimation procedure to actual rsFMRI data. And finally we demonstrate the application of space-time tractography to these EFD estimated rsFMRI modes.
Demonstration on Simulated 2D
Task-Based FMRI Data. In the first example, we compare EFD directly with ICA on a numerical phantom that, despite its simplicity, is a good model for an idealized brain activation: two partially overlapping ellipsoidal spatially activated regions with two different low SNR square wave signals in gaussian noise. The signals from the two regions were assumed to be additive. These data are shown in the top row of Figure 1 . The EFD analysis is shown in the middle row. The cutoff for defining "relevant modes" was determined by the ratio of the mode powers and was set to −30 dB signal attenuation. In the EFD processing of these data, very minimal user input was required. Mode amplitudes were used for correlations (a user-controllable option), and the mean field was used for coupling. Only two modes are detected, and these are seen to correspond to the correct spatial regions with the correct temporal profiles. EFD has thus identified the correct space-time regions of the signals.
The ICA results shown in the bottom row of Figure 1 , however, are erroneous. The components are a mixture in both space and time of the two true modes. While the algorithm undoubtedly constructs two independent components, this example clearly illustrates that this is a poor model for even this simple brain activation model, and thus most likely for actual brain activation data. Indeed, the signal modes are not independent in that they share at least some portion of the same space-time region. Requiring them to be maximally independent is thus forcing on them a property they do not intrinsically have. A similar example has previously demonstrated this problem in which spatially and temporally dependent signals are incorrectly detected when using spatial and temporal ICA, respectively (Calhoun, Adali, Pearlson, & Pekar, 2001) .
The EFD procedure simply constructs the most probable pathways in space-time based on the measured correlations in the data. Because of the localization properties of ESP (first observed in the maximum entropy random walk; Burda et al., 2009) , there are in fact very few space-time parameter configurations consistent with the prior coupling information. The modes thus represent the configurations that are consistent with the data and the most probable. The second example with a more complicated signal waveform is shown in Figure 2 . We reiterate that the simplicity of this example was for demonstrative purposes but emphasize that the EFD method does not assume gaussian noise or simple additivity of the signal.
For the second task-based example, we provide a demonstration of the capabilities of EFD in detecting nonlinear signals using the same numerical phantom as in the first example but turning one of the activations slowly on and then slowly off during the course of the numerical experiment. The results of this numerical experiment are shown in Figure 2 . The additional complication of the nonlinearity in the second waveform does not deter EFD from detecting the correct two modes.
The data in this numerical example are shown in the top row of Figure  2 . The activated regions are two partially overlapping ellipsoidal patches (called regions 1 and 2; see Figure 2A ) with distinct time series. That is, all voxels in a given patch have the same time series, but these time series are different in the two patches. The signal in region 1 (see Figure 2B) consists of a four-cycle square wave with on and off periods having equal length (20 time points). The activation is on at the first time point. The time course in region 2 (see Figure 2D ) is more complicated and consists of an eight-cycle square wave with equal on and off periods (10 time points) that has been shifted one-quarter cycle relative to the time course in regions 1 and multiplied by a Fermi filter so that activation smoothly turns on and then off during the duration of the acquisition. Gaussian noise was added and scaled so that the SNR of the data was 10. The signals from the two regions were assumed to be additive. The time course from the region where regions 1 and 2 overlap is shown in Figure 2C .
Demonstration on Simulated 3D Nonperiodic, Overlapping Data.
The capabilities of our method on data more relevant for the analysis of rsFMRI data, mixing different time-varying signals inside several spatial domains, are demonstrated in the simulation shown in Figure 3 , which consists of a central sphere (white) located at the origin ({x, y, z} = {0, 0, 0}), oscillating at a single, periodic frequency, surrounded by six spherical or ellipsoidal regions along the principal axes {x 1 , 0, 0}, {−x 2 , 0, 0}, {0, y 1 , 0}, {0, −y 2 , 0}, {0, 0, z 1 }, {0, 0, −z 2 }. The signals are the same throughout the volume of any particular domain. In addition, gaussian noise has been added. Each of three spheres (red, green, and blue), spatially separated from the central sphere, oscillates at a single, distinct frequency, though at different maximum amplitudes. Three ellipsoids (magenta, yellow, and cyan) overlap the central sphere and have nonperiodic time courses (again with different maximum amplitudes) created by filtering a sinusoidal amplitude with a Fermi filter, which turns the signal on and off smoothly in time. Both the periodic and nonperiodic objects overlap spatially, such that in the center area of the white sphere, signals from four different objects are Figure 3 : Toy example with seven nonperiodic and spatially overlapped regions. Red, green, blue, and white spheres are oscillating at a single distinct frequency, whereas magenta, yellow, and cyan ellipsoids are oscillating with nonperiodic time courses created by filtering the sinusoidal amplitude variations with a Fermi filter that smoothly but rapidly turns the activation on and then off. The width of the Fermi filter is 30% of the length of the time series with a transition width of two time points. The filter begins 30% of the way into the time series. mixed (one periodic signal from the white sphere itself and three different nonperiodic signals from magenta, yellow, and cyan ellipsoids). This example illustrates the important fact that extracted EFD modes need not be orthogonal. This is crucial in many, if not most, applications, such as in the case of rsFMRI data below, where one would not expect the data modes to be orthogonal.
Three panels of Figure 4 show spatial and temporal patterns for extracted nonperiodic ellipsoids overlapped with the central sphere. The temporal profiles for all spheres correspond to SNR from 6.8 to 7 (we used gaussian 
Mode Estimation Results on Real Data.
The EFD method was testing on two previously published data sets from two different studies: the NYU CSC TestRetest (NYU-TRT) resource (Shehzad et al., 2009) and data collected at the UCSD Center for FMRI (CFMRI) on the effects of caffeine on the resting state data (Wong, Olafsson, Tal, & Liu, 2013) .
The EFD analysis employed interacting and frequency normalized modes with mode amplitudes used for correlation. The analysis produced 23 modes above the threshold of .001 of the maximum mode amplitude, ranked according to the mode power. The computational implementation allows for the frequency bandwidth to be limited by a simple gaussian filter exp (−λω 2 ) or a Fermi-Dirac filter 1/(exp ((ω − ω 0 )/T ) + 1) (or their combination). The frequency bandwidth is specified by a parameter β such that the frequency with the number 1/ √ β will be e-fold suppressed. However, in the examples presented in this article, no frequency filters were used. So once the coupling was specified, no additional processing was used. A sensitivity threshold on the mode power of −30 dB is used to determine which modes are significant. This produces around 30 significant modes per subject. We emphasize that no additional processing, noise correction, or filtering other than that described in section 3 was used.
As a first test of the EFD method on real data, we applied it to four subjects from the publicly available resting-state FMRI data in the NYU CSC TestRetest (NYU-TRT) resource (Shehzad et al., 2009) . These data have been used previously in numerous reproducibility and reliability studies (Shehzad et al., 2009; Zuo, Kelly, et al., 2010; Zuo, Di Martino, et al., 2010; Wang et al., 2011; Fiecas et al., 2013) . While a full study quantifying the reproducibility and test-retest reliability of our method relative to existing techniques is beyond the scope of this article, these data provide a useful test bed for comparison with the current standard state-of-the-art ICA method as implemented in the FSL MELODIC package (Jenkinson, Beckmann, Behrens, Woolrich, & Smith, 2012) .
Four subjects were chosen from the NYU-TRT database, for which two trials for each subject are available. The standard preprocessing of the raw rsFMRI time series in FSL used for ICA analysis by local users was applied to each of these data sets. These corrections consist of eliminating the first few (five) time samples, motion correction, and affine registration using the MCFLIRT facility in FSL to a standard anatomical template (MNI152_T1_2mm_brain) (Jenkinson, Bannister, Brady, & Smith, 2002) . Both the ICA and EFD analysis were subsequently performed on these data. While both methods produce multiple modes, our focus for purposes of reproducibility and comparison with ICA is on the default mode network (DMN) because it is the best-recognized and ubiquitous network, in addition to being of significant interest in a wide range of neuroscience investigations. The results, shown in Figures 6 to 9 , demonstrated the ability of EFD to consistently detect the default mode network across subjects and for the same subject at different scan sessions.
As a second test of our methods, we used data previously published from the UCSD Center for FMRI (CFMRI) on the effects of caffeine on restingstate data (Wong et al., 2013) . However, only the data from subjects not administered with caffeine are used here. These data were acquired on a 3T GE Discovery MR750 whole body system using an eight-channel receiver head coil. Whole brain BOLD resting-state data were acquired over 30 axial slices using an echo planar imaging (EPI) sequence (flip angle = 70
• , slice thickness = 4 mm, slice gap = 1 mm, FOV = 24 cm, TE = 30 ms, TR = 1.8 s, matrix size = 64 × 64 × 30). Further details are available in Wong et al. (2013) . All data were preprocessed using the standard preprocessing analysis 1pathway at the CFMRI, as described in Wong et al., 2013) . Nuisance terms were removed from the resting-state BOLD time series through multiple linear regression. These nuisance regressors included linear and quadratic trends; six motion parameters estimated during image coregistration and their first derivatives; RETROICOR (second-order Fourier series; Glover, Li, & Ress, 2000) and RVHRCOR (Chang & Glover, 2009 ) physiological noise terms calculated from the cardiac and respiratory signals; and the mean BOLD signals calculated from white matter and CSF regions and their first respective derivatives, where these regions were defined using partial volume thresholds of 0.99 for each tissue type and morphological erosion of two voxels in each direction to minimize partial voluming with gray matter. These preprocessing steps effectively estimate R, the system response, in equation 2.1. All data volumes were coregistered using an in-house nonlinear warping method.
These results of the application of both EFD and ICA to the identification of four well-known brain networks-Default Mode, Executive, Salience, and Visual (Yeo et al., 2011 )-in three subjects are shown in Figures 10 to 13. The ICA results tended to have a greater spatial distribution of detected activity and appeared significantly noisier. This made discrimination of actual activated regions more problematic. Well-separated activation regions in the EFD results could sometimes been seen in the ICA results at a lower ICA threshold, and for this reason, the ICA results in Figure 10 are thresheld at a slightly lower level than the EFD results for this demonstration. As the EFD method defines and normalizes modes by calculating the equilibrium probabilities, and hence, includes coupling from neighboring areas, this difference in thresholds between the EFD and ICA is not a surprise. The procedure of finding a stationary distribution is expected to provide higher signal-to-noise ratio as a by-product. These results demonstrate an interesting and useful feature of the EFD procedure: its ability to accurately localize fluctuations in space and time sufficiently well that results from a single subject are meaningful and show significant activation regions.
A further test of both the feasibility and reproducibility of the method was to construct from all 10 subjects in the CFMRI study the average networks for each of the seven standard brain networks described in Yeo et al. (2011) . To construct these average networks, each of the networks in the template file containing the seven parcellated brain networks as defined by Yeo et al. (2011) were correlated with all EFD modes generated in each subject. The best match to each of the seven modes in each subject (as determined by the maximum correlation coefficient) was averaged across all subjects. These average networks, shown in Figures 14 and 15 , demonstrate reasonable representations of these well-known modes. While these preliminary results show a clear indication of our methods' reproducibility and reliability, future work will need to be performed to further quantify these at the group level with larger data sample sizes.
Our experience has shown that even for the major modes, subtle but significant variations in activation patterns are common between subjects. In fact, the definitions of the major modes are far from well defined in the literature. For example, the sensorimotor mode in Lee et al. (2012) contains the insula, whereas that in Heine et al. (2012) does not. There is currently no precise consensus on these mode definitions. The analysis of EFD modes from 10 subjects in this article clearly revealed that in addition to the activated regions typically referred to as the major modes, often supplementary regions appeared, often in different combinations with the major modes. We therefore tended to observe what might be termed different flavors of the major modes. Morever, modes with much more complex combinations of activations in cortical regions were not uncommon. For this reason, averaging over similar modes in different subjects can be problematic, as it tends to emphasize the major components but can diminish the more subtle variations in individual subjects. This is evident in comparing some of the results in individual subjects in Figures 10 and 13 with the average networks in Figure 14 and 15.
The complexity of the activition patterns suggests that the identification of specific networks can be somewhat problematic, or at least more complicated than looking just at broadly activated regions, since modes can be composed of multiple combinations of activations within the separate brain regions. Moreover, it is common for activations to be weighted more toward one hemisphere. This weighting would be an additional characterization in a more comprehensive scheme for defining networks. This would suggest a more comprehensive scheme for the classification of brain modes based on these combinations of brain regions activated in each mode. One simple but reasonable method for doing this is shown for a single subject in Figure  16 . The power from each mode was registered to the standard MNI template MNI152_T1_2mm_brain and multiplied by a standard brain region template file-in this case, the MNI 9 network template MNI-maxprobthr25-2mm. The number of voxels above a threshold within each of the separate template regions are counted and a histogram for each network is constructed. This histogram constitutes one definition of a network. The interdependencies of the different brain regions are more easily seen by constructing the correlation of the histogram. The information in this correlation plot is redundant with the histogram but is a more visually intuitive depiction of the interactions between the separate brain regions.
It is also worth also reiterating the fact that not only are the spatial patterns of activations complicated, but so are the time series in the detected modes. Example time series from three arbitrarily chosen modes in the CFMRI data, shown in Figure 17 , demonstrate the complicated nature of the detected waveforms. The fact that both the spatial and temporal patterns can be quite complicated emphasizes the problematic nature of methods that require users to visually identify certain waveforms as "noise" rather than signal .
Space-Time Tractography and Connectivity Eigenmodes on Real
Data. Space-time tractography results for the DMN in subjects 6, 8, and 10 of the UCSD caffeine study are shown in Figure 18 . The associated first eigenmodes are shown in Figure 19 . While a thorough analysis of these results is beyond the scope of this initial study, a few observations are notable. In each case, there are clear bilateral connections between the frontal Figure 18 : Results of the EFD functional tractography analysis for the default mode network for three subjects from rsFMRI collected in a single normal human subject on a standard 3T clinical scanner at the UCSD Center for FMRI. Tracts have been registered to the standard MNI template brain (MNI152_T1_2mm_brain). The tracts are colored according to the standard scheme used in DTI tractography (red = right/left, green = anterior/posterior, blue = inferior/superior).
pole and the parasingulate gyrus (green). These trajectories are reflected in the principal eigentracs as regions that can be interpreted as the major trajectories for the activation development. In addition, a number of pathways (red) appear to exhibit strong interhemispheric connectivity, and these also result in well-defined eigenmode pathways. These tracts and their eigenmodes are rich in information, and future work will focus on a better understanding of their content, as well as the significance of the additional eigenmodes that can be constructed from these tracts.
We note at this juncture that in the example shown here, the tractography procedure is independent of the procedure for estimating the modes. The mode results are simply used as seed points. However, this need not be the case. A more general approach would be to simultaneously estimate both the modes and the tracts, in a similar spirit with which we have addressed the problem in diffusion tensor imaging (DTI) data analysis, where we have estimated both the local diffusion and the global tract structure simultaneously . This is beyond the scope of this article and will be addressed in future work.
Discussion
The analysis problem presented by rsFMRI data is, in some sense, a classic example of a data analysis problem that has become ubiquitous with the advancement of modern scientific instruments and been addressed by a range of methods (Ghil et al., 2002; Christakos, 1991; Plis et al., 2007; Min & Wynter, 2011; Wallace, Smith, & Bretherton, 1992; Lamus, Haemaelaeinen, Temereanca, Brown, & Purdon, 2012; Bijma, de Munck, & Heethaar, 2005; Plaut & Vautard, 1994; Uhl, Friedrich, & Haken, 1993 . These data consist of high spatial and temporal resolution noisy volumes within which nonlinear and nongaussian processes produce complicated signal fluctuations. As the data integrity and size increase with better instrumentation, the burden is placed increasingly on the analysis to detect more subtle and complex features in the data. This in turn requires greater care in developing a rigorous framework that facilitates a clear statement of the problem and its assumptions, as well as the ability to incorporate relevant prior information. From a logical perspective, this means the development of a probabilistic (i.e., Bayesian) framework for which these criteria are guaranteed. This is particularly important in applications with signals and noise that are nonlinear, nongaussian, and overlapping, as there is significant danger in the application of techniques that, while perhaps standard in other applications, have basic assumptions that make their use problematic in applications such as rsFMRI, although this assumption is currently ubiquitous (e.g., Kolchinsky et al., 2014) .
Two broad classes of methods dominate the analyses currently being used to analyze rsFMRI data: correlation analysis and independent components analysis (ICA). Correlation analysis (Biswal et al., 1995; Lowe, Mock, & Sorenson, 1998; Greicius, Krasnow, Reiss, & Menon, 2003) and its variants (Fransson & Marrelec, 2008; Chang & Glover, 2010) This says nothing about the composition of these signals, which might have nonperiodic components embedded within them that correlate with different regions at different times. One approach to this problem is to chop up the signals into shorter time segments (Chang & Glover, 2010) , although this begs the question of what time segment length is correct, which in fact can be a moot point if the signal is not periodic even in the short time segment. Furthermore, this method provides no well-defined strategy for separating spatially overlapping signals. It is often claimed that correlation analysis is conservative in that very little is assumed about the data model, and this is true if the only question is simply to find voxels with similar signals. However, this question is of limited utility in a system such as the brain where a spatial region can be interacting with multiple other regions in a nonperiodic fashion, particularly if there is spatial overlap of any of the regions and the voxels contain a mixture of signals.
Difficulties with traditional approaches such as correlation analysis have led to the popularity of independent components analysis (ICA), which was developed to separate signals that are statistically independent (Bell & Sejnowski, 1995) . (See also Comon, 1994.) ICA was later applied to FMRI data in order to decompose the FMRI signals into statistically independent component maps without prior knowledge of their spatial extents or time courses of activation (McKeown et al., 1998) . The use of ICA with FMRI data is predicated on a number of assumptions, such as that the activated regions are spatially both sparse and independent (McKeown et al., 1998) . A major motivation for the proliferation of ICA methods in signal analysis problems was its success in the blind source separation problem (Bell & Sejnowski, 1995) . In that particular problem, the authors were considering two welldefined (and literally) different sources of sounds (two people speaking) who were presumed to not be talking to one another, and thus "independent." However, the justification for extending the method to rsFMRI data is less well motivated.
Moreover, the classical ICA is implicitly based on the assumption that the signal has no noise. This is not a proper probabilistic formulation for which the significance of the estimates can be obtained, although a variety of ad hoc procedures are often used to generate significance metrics (see Beckmann & Smith, 2004 , for further discussion and examples). To address this deficiency, probabilistic ICA (PICA) was developed (Beckmann & Smith, 2004) and has become the most widely used method for rsFMRI analysis (and the standard for the Human Connectome Project; Smith et al., 2013) .
However, despite the relative success of ICA in rsFMRI analysis, there remain numerous open questions about its assumptions, implementations, and the interpretation of the results. While ICA has been justified as a principled approach consistent with segregation as a principle of functional organization (i.e., that different parts of the brain do different things; Calhoun et al., 2001 ) this can be difficult to reconcile with the observation of Tononi, Sporns, and Edelman (1994) that "in brains of higher vertebrates, the functional segregation of local areas that differ in their anatomy and physiology contrasts sharply with their global integration during perception and behavior." And that integration is composed of a host of interdependencies.
It has also been argued that the primary quality of the data that affects the suitability of ICA is sparsity rather than independence (Daubechies et al., 2009) , conclusions that have in turn been challenged (Calhoun et al., 2013) . The real problem, however, is that this question is a red herring. Some of the problem stems from semantic ambiguities that become codified into ambiguous methodologies. Terms like modes, sources, and components sound like well-defined quantities but in fact are very often not.
There are also computational difficulties that make the practical application of ICA problematic for such large problems as rsFMRI data. One of the major issues in the ICA analysis of rsFMRI data has been the excessive computational complexity of data with such a potentially high spatiotemporal dimensionality. For this reason, for example, ICA invariably employs a dimensionality-reduction step (typically using PCA) because the dimensions are far too large to make ICA computationally feasible (Calhoun et al., 2001) . This is particularly true of the spatial dimension where the number of voxels is typically on the order of 10 6 . This problem spawned the ICA variants of spatial ICA and temporal ICA (see, e.g., Calhoun et al., 2001; Tian et al., 2013) , which are predicated on the assumption of spatial and temporal independence, respectively.
It is worth reiterating the well-known fact that the relationship between the BOLD signal and the details of brain physiology is exceedingly complex (Buxton & Frank, 1997; Buxton, Wong, & Frank, 1998; Buxton, Uludag, Dubowitz, & Liu, 2004; Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001) . In fact, given the complexity of the relationship between the BOLD response and the input task, it might be argued that the EFD method might also be of use in task-based experiments when no physiological model is assumed, since the response will have an "unknown" (i.e., not modeled) relationship to the signal. In this article, we have made no attempt to incorporate any physiological models, and therefore our goal is not to disentangle the complex relationship between BOLD and the input function. But it is worth pointing out that the EFD formulation is well suited to incorporating models or prior information about brain physiology that one might have about this relationship.
Recently other techniques have been introduced for the purpose of detecting transient dynamics of spatially and temporally overlapping networks through spatiotemporal regularization (Karahanoglu, CaballeroGaudes, Lazeyras, & Van De Ville, 2013; Karahanoglu & Van De Ville, 2015) , but these also often rely on a host of assumptions such as gaussian noise, spatial smoothness, and sparsity of the signal and incorporate several ad hoc procedures such as empirical selected spatial regularization parameters and temporal regularization tuned for each voxel (Karahanoglu et al., 2013; Karahanoglu & Van De Ville, 2015) . Moreover, the clustering is performed post hoc rather than being an integral component of the estimation procedure.
In this article, we have formulated a different approach to the estimation of spatial-temporal variations in nonlinear and nongaussian data. The EFD method is, in fact, a rather straightforward Bayesian procedure, and thus it provides a mechanism for the incorporation of prior information but written in the language of field theory ) that provides well-established methods for the construction of arbitrarily complicated but mathematically well-defined signal interactions. At the heart of the EFD procedure is that prior information in the form of local coupling (in both space and time), when incorporated into a Bayesian field theory, provides a method for the construction of the path entropies in parameter space via the ESP procedure (Frank & Galinsky, 2014) . In short, this entropy quantitates the possible parameter space configurations and gives preference to those that can occur in the most number of ways. As such, it is the most conservative description that is consistent with given prior information. And this prior information consists of the local coupling information within the data. The EFD procedure requires that quantities are well defined since they arise from a straightforward logical (i.e., Bayesian) procedure. There is only one source, and that is the information source j in equation 2.6. The modes are the expansion of this source into k (see equation 2.21) components with associated amplitudes a k . By construction, the EFD method is both nonlinear and nongaussian and naturally handles both space and time merely as different dimensions of the same problem. As a consequence, there are no restrictions for overlap of signals in either time or space, and the method is capable of disambiguating nongaussian, nonlinear, nonperiodic, spatially and temporally overlapping signals using the measured space-time correlations present in the data. In turn, this allows the construction of the functional connectivity pathways for each mode directly from space-time correlation structure of each mode.
The ability of EFD to detect subtle, highly localized (in both space and time) activations has implications for how one defines brain networks. While the detected activations shown in section 4 were typically highly localized in well-known brain regions, sometimes they were bilateral, sometimes unilateral, and sometimes somewhere in between, being partially weighted more toward one hemisphere than the other. However, standard brain network classification schemes are generally ambiguous on this issue. For example, some papers talk about an executive control network while others put forth both a right executive control network and left executive control network. Our view of this issue, motivated by the results produced by our method, is that it might be reductionistic to posit modes or regions that are simply just on, off, unilateral, or bilateral but are, in reality, perhaps more complicated mixtures of spatial and temporal patterns. This is the essential importance of defining modes mathematically in our theoretical development. These are unambiguously defined and independent of any subsequent naming scheme attached to them. The meaning of these modes, that is, their classification into named brain networks (e.g., salience network), is the job of experienced neuroscientists and is an issue that will require significantly more attention in the future.
The EFD procedure produces the most probable space-time patterns, or modes, of the brain activity. These modes indicate regions of the brain that, in simple terms, are working together. The usual way this is described (e.g., Buckner & Vincent, 2007; Fox & Raichle, 2007) is that these modes represent networks of the brain. However, we have also demonstrated that additional information can be derived from the EFD procedure that further informs this question of, and in fact the definition of, brain networks. This can be accomplished by tracking the space-time correlations for functional tractography and offers a powerful new method for characterizing brain activity.
In conclusion, the abilities of EFD to detect subtle space-time patterns and connections in the nonlinear and nongaussian fluctuations in resting state FMRI data offers a new paradigm for quantifying complex brain activation networks.
