We consider a sequential stochastic resource allocation problem under the gradient feedback, where the reward of each resource is concave. We construct a generic algorithm that is adaptive to the complexity of the problem, which is measured using the exponent in Łojasiewicz inequality. Our algorithm interpolates between the non-strongly concave and the strongly-concave rates without depending on the strong-concavity parameter and recover the fast rate of classical multiarmed bandit (corresponding roughly to linear reward functions).
Introduction
In the classical resource allocation problem, one has a fixed amount of resource (money, energy, work, etc.) to divide between several consumers. Each of these consumers is assumed to produce a positive return for any amount of resource allocated to them, and zero return if no resource is allocated to them (Samuelson and Nordhaus, 2005) . However, for each resource it is common in economics to make the "diminishing returns assumption". The law of diminishing returns states that " in all productive processes, adding more of one factor of production, while holding all others constant ("ceteris paribus"), will at some point yield lower incremental per-unit returns". This fundamental concept can be traced back to early economists such as Jacques Turgot, Adam Smith (Smith, 1776) , and Thomas Robert Malthus. 1 In this paper we consider the online resource allocation problem with diminishing returns. In this problem a decision maker has to partition a $1 between K resources. Each resource has an initially unknown reward function which is assumed to be concave and increasing. Of course, had the decision maker known the reward functions, she could solve the convex optimization problem (Abbasi-Yadkori et al., 2011) and compute the optimal allocation. The problem is repeated in time, so the decision maker can discover information about the reward functions. We assume that the reward itself is not observed precisely, but rather a noisy version of the gradient is observed. As is common in bandit problems (Bubeck and Cesa-Bianchi, 2012) , our objective is to maximize the cumulative reward, or equivalently, to minimize the difference between the obtained allocation and the optimal allocation had the decision maker have the hindsight to choose the optimal allocation, namely the regret. The model is described precisely in Section 2.
Linear bandits have been studied extensively (see Dani et al. (2008) ; Rusmevichientong and Tsitsiklis (2010) ; Abbasi-Yadkori et al. (2011) ; Lattimore et al. (2015) ; Dagan and Koby (2018) ). In these papers the authors studied similar settings to ours and devised UCB style algorithms with nearlyoptimal regret analysis for the linear case, where the reward of each arm is linear in the allocated resource. We recover their results and slightly improve them below. In Hazan (2016) and references therein, the adversarial (rather than stochastic) model is discussed and a √ T regret result is derived. In certain stochastic settings, such as unimodal bandits Yu and Mannor (2011) and general stochastic bandits (Agarwal et al., 2011; Devanur, 2015, 2014) , regret results of the order of √ T result have been achieved in different settings. While our setting is similar to Agarwal et al. (2011) , we focus on deriving algorithms for the concave case that adapt to the complexity of the problem and obtain improved (better than √ T ) bounds if possible. The algorithm we devise is based on the concept of dichotomy (also known as binary search). Inspired by Even-Dar et al. (2006) ; Perchet and Rigollet (2013) we use a dichotomy-based algorithm where for the case of K = 2 (two resources) we query a point repeatedly, and a sufficient number of times in order to guarantee that the sign of the gradient of the reward function, with arbitrarily high probability, at least 1 − δ. We prove that for the simple case of K = 2 that such a search can be done efficiently and prove that according to the constant in the Łojasiewicz inequality (Bierstone and Milman, 1988; Bolte et al., 2010) , a dichotomy-based algorithm obtains the proper rates adaptively (i.e., without knowing the parameters in the Łojasiewicz inequality, unlike traditional results in optimization (Karimi et al., 2016) ). This result is complemented by a lower bound that indicates the tightness of these results. We then move to the case where K ≥ 3, and prove similar results. For proving the results for K ≥ 3, we define a binary tree of the K consumers and handle each decision using the a similar algorithm to the case K = 2. We corroborate our theoretical findings with some experimental results in the appendix.
Model and Assumptions
The problem we consider is the following. A decision maker has access at each time step t ∈ N to K ∈ N different consumers or resources. She can split her total budget of weight 1 and allocate x (t) k to each resource k ∈ [K]. This specific resource generates the reward f k (x k (t)) so that, at this stage, the total reward of the decision maker is
where the simplex ∆ K = (p 1 , . . . , p K ) ∈ R K + ; k p k = 1 is the set of possible convex weights. If the decision maker knew beforehand the optimal allocation x ⋆ ∈ ∆ K , assuming it exists, that maximizes F over ∆ K , she would have used at each stage this specific allocation x (t) = x ⋆ and would have cumulated F (x ⋆ ) in average. So we measure the performance of her algorithm in term of regret, the difference between her average reward and the optimal one:
The following assumptions on the reward functions f k are natural for the motivating problems. They will ensure that the mapping F is concave and continuous, providing the existence of x ⋆ . Assumption 1. The reward functions f k : [0, 1] → R are concave, non-decreasing and f k (0) = 0. Moreover we assume that they are differentiable, L-Lipschitz continuous and L ′ -smooth.
We mention here that this assumption reflects the fact that the more we invest in a resource, the greater the revenue ("non-decreasing"), obviously investing 0 gives nothing in return ("f k (0) = 0") and finally that the marginal increase of revenue decreases ("concave").
It remains to describe the feedback available to the decision maker after each time step. We assume that she gets to observe a noisy version of ∇F (x (t) ), the gradient of F at x (t) , which is equivalent, in our setting, to observing each ∇f k (x
k ∈ R is some white bounded, say by 1, noise. This assumption is quite natural as the decision maker can evaluate, locally and with some noise, how much an increase/decrease of an allocation x (t) k would have affected her revenue. At the end, the problem we consider is the "Stochastic optimization of some concave & separable function over the simplex". As a consequence, we could use any classical methods from stochastic convex/concave optimization. They would provide a guarantee that the average regret decreases as O K/T in general and as O (K/T ) if the f k are known to be strongly-concave.
Our overarching objective is to leverage the specific structure of our natural problem to provide a generic algorithm that is naturally adaptive to some complexity measure of the problem (that we describe below). It will, for instance, interpolate between the non-strongly concave and the strongly-concave rates without depending on the strong-concavity parameter, and recover the fast rate of classical multi-armed bandit (corresponding more or less to f k linear).
The complexity class
In order to obtain fast (or intermediate) bounds, we will introduce a notion of complexity adapted to the problem at hand. This notion relies on the Łojasiewicz inequality (Bierstone and Milman, 1988; Bolte et al., 2010) , stated below in a simple version (our analysis extends quite naturally to more complex setting, for instance when the Łojasiewicz inequality holds only locally around the maximum). A function f :
Many functions satisfies this assumption, for different values of β.
satisfies the Łojasiewicz inequality with β = 2 if at least one a k is positive. Otherwise, the inequality is satisfied on ∆ K for any β ≥ 1 (with a different constant for each β).
Indeed, let x ∈ ∆ K . If there exists at least one positive a k , then F is quadratic, so if we denote by x ⋆ its maximum and H its Hessian (it is the diagonal matrix with −a k on coordinate k), we have
Hence F satisfies the Łojasiewicz conditions with β = 2 and c = 1/(4 min k a k ). If all f k are linear,
Then g verifies the Łojasiewicz inequality with respect to the parameters β = α/(α − 1) and c = √ K.
We are now armed to introduce an appropriate complexity class model. Given two functions f, g : [0; 1] → R, we say that they satisfy pair-wisely the Łojasiewicz inequality w.r.t. β ∈ [1, +∞) if z → f (z) + g(x − z) satisfies the Łojasiewicz inequality on [0, x] with respect to β for every x ∈ [0, 1].
It remains to define the class of complexity of a set of functions F , defined with respect to some trees, whose nodes and leaves are labelled by functions. Formally, the trees we consider are constructing as follows. Starting from a finite binary tree, label its leaves with different functions in F . The labels of the nodes are chosen inductively as follows. If its children are labelled with f left and f right , then this node is labelled by the function
A set of functions F satisfies inductively the Łojasiewicz inequality with respect to β ≥ 1 if in binary tree labeled as above, any two siblings 2 satisfy pair-wisely the Łojasiewicz inequality with respect to β.
In particular, a set of functions of cardinality 2 satisfies inductively the Łojasiewicz inequality if and only if these functions satisfy it pair-wisely. Another crucial property of our construction is that if f left and f right are concave, non-decreasing and zero at 0, then these three properties also hold for their parent x → max z≤x f left (z) + f right (x − z) (see Proposition 1). As a consequence, if these three properties hold at the leaves, they will hold at all nodes of the tree.
Assumption 2. The set of functions {f 1 , . . . , f k } satisfies inductively the Łojasiewicz inequality with respect to β ∈ [1, +∞). This parameter is unknown to the decision maker.
The tree-structure has some interesting and useful features gathered below.
Proposition 1. Assume that F = {f 1 , . . . , f K } is finite then 1. if f k are all concave, non-decreasing and f k (0) = 0, then all functions created inductively in the tree satisfy the same assumption.
2. If f k are all strongly concave, then so are all the functions created.
3. If f k are concave, then F satisfies inductively the Łojasiewicz inequality w.r.t. β = 1.
4. If f k are linear then F satisfies inductively the Łojasiewicz inequality w.r.t. any β ≥ 1.
5.
More generally, if F is a finite subset of the following class of functions
then F satisfies inductively the Łojasiewicz inequality with respect to β = α α−1 . The proof is delayed to Appendix C; it relies on the envelop theorem (and explicit computations).
In the following section, we construct our generic algorithm that is adaptive to the complexity of our problem (which is at most β = 1 but possibly less complex with β > 1 up to β → ∞). The simplest case K = 2 provides many insights and will be used as a sub-routine for K > 2. As a consequence, we will first focus on the case of K = 2 resources to allocate.
Stochastic Gradient Feedback for K = 2
We first focus on only K = 2 resources. In this case, we rewrite the reward function F as
2 To be extremely precise, we could only require that this property holds for any siblings that are not children of the root. For those we only need that the mapping f left (z) + f right (1 − z) satisfies the Łojasiewicz inequality, i.e., not necessarily for any x.
For the sake of clarity we simply note x = x 1 and we define
Notice that g(x ⋆ ) = 0 and that g is a non-positive concave function. Using these notations, at each time step t the agent chooses x (t) ∈ [0, 1], suffers |g(x (t) )| and observes g ′ (x (t) ) + ε t where ε t ∼ N (0, 1), and all ε t are i.i.d.
Description of the main algorithm
In order to find the maximum of g, we follow some binary search. Each query point x (for example x = 1/2) is sampled repeatedly, and a sufficient number of times in order to guarantee that the sign of g ′ (x) is known with arbitrarily high probability, at least 1−δ, see e.g., Berthet and Perchet (2017) for similar techniques.
. . , X n are needed to figure out the sign of x with probability at least 1 − δ. Indeed, one just need stop sampling as soon as
and negative otherwise.
Algorithm 1 Binary search algorithm
Require: T time horizon, δ-confidence parameter 1: Search interval I 0 ← [0, 1] ; t ← 1 ; j ← 1 2: while t ≤ T do 3:
x j ← center(I j−1 ); S j ← 0; N j ← 0 4: Get X t ; sample at x j 6:
This lemma (proved in Appendix C) is a cornerstone of the Algorithm 1 which is not conceptually difficult (its analysis is on the other hand): it is just a binary search where each query point is sampled enough time to be sure on which "direction" the search should proceed next. Indeed, because of the concavity and monotone assumptions on f 1 and f 2 , if x < x ⋆ then
By getting sufficiently enough noisy samples of a gradient ∇g(x), it is possible to decide, based on its sign, whether x ⋆ lies on the right or the left of that point. If x j is the j-th point queried by the binary search (and letting j max be the total number of different queries), we get that the binary search is successful with high probability, i.e., that with probability at least 1 − δT , and for each j ∈ {1, . . . , j max }, |x j − x ⋆ | ≤ 2 −j . We also call N j the actual number of samples of x j .
The regret of the algorithm then rewrites as
Our analysis of the algorithm performances is based on this specific formulation.
Strongly concave functions
First, we consider the case where the function f 1 and f 2 are strongly concave.
Theorem 1. If the algorithm is run with δ = 2/T 2 and if g is a L ′ -smooth and α-strongly concave function on [0, 1], then there exists a universal positive constant κ such that
This results shows that our algorithm reaches the same rates as the stochastic gradient descent in the smooth and strongly concave case. The proof is delayed to Appendix A for the sake of fluency. We mention here that we assume that the horizon T is known beforehand, but as usual, an anytime version of our algorithm can easily be adapted as in Degenne and Perchet (2016) .
Analysis in the non-strongly concave case
We now consider the case where the function g is only concave, without being necessarily strongly concave. This means that the previous analysis does not hold any more. We begin with a simple lemma that will be useful in the following proofs; its proof is postponed to Appendix C.
We will now derive bounds for the regrets depending on the value of β. We regroup all the results in the same theorem, even though the complexity of the proof is highly different from one case to another (β < 2 is much more intricate than β > 2).
Theorem 2. Assume that g satisfies the Łojasiewicz inequality w.r.t. β ≥ 1 and c > 0 and that δ = 2/T 2 . Then there exists a universal constant κ > 0 such that
The proof of Theorem 2 strongly relies on the control of the term (1), based mainly on the Łojasiewicz inequality. It is postponed to Appendix A due to space constraint.
Lower bounds
We now provide a lower bound for our problem, that indicates that our rates of convergence are optimal up to poly(log(T )) terms. For β ≥ 2, it is trivial to see that no algorithm can have a regret smaller than Ω(1/T ), hence we shall focus on β ∈ [1, 2].
Theorem 3. Given the horizon T fixed, for any algorithm, there exists a pair of functions f 1 and f 2 that are concave, non-decreasing and such that f i (0) = 0, such that
The proof is rather classical and relies on arguments from Shamir (2013); Bach and Perchet (2016) : we exhibit two pairs of functions whose gradients are 1/ √ T -close w.r.t. the uniform norm. As no algorithm can distinguish between them with arbitrarily high probability, the regret will scale more or less as the difference between those functions which is as expected of the order of T −β/2 . More details can be found in Appendix A.
The specific case of linear (or dominating) resources
We focus in this section on the specific case where the resources have linear efficiency, meaning that f i (x) = α i x for some unknown parameter α i ≥ 0. In that case, the optimal allocation of resource consists in putting all the weights to the resource with the highest parameter α i .
More generally, if f ′ 1 (1) ≥ f ′ 2 (0), then one can easily check that the optimal allocation consists in putting again all the weight to the first resource (and, actually, the converse statement is also true).
It happens that in this specific case, the learning is fast as we have the following guarantee of our algorithm (notice that it is similar to the optimal regret bound in traditional multi-armed bandits).
Let us assume that argmax x∈R g(x) > 1, meaning that max x∈[0,1] g(x) = g(1), so that, by concavity of g it holds have that g ′ (x) ≥ g ′ (1) > 0 thus g is increasing on [0, 1].
In particular, this implies that for every β > 2:
showing that g verifies the Łojasiewicz inequality for every β > 2 and with constant c = g(0) g ′ (1) β . As a consequence, Theorem 2 applies and we obtain fast rates of convergence in O (log(T )/T ). However, we propose in the following an alternative analysis of the algorithm for that specific case. Recall that regret can be bounded as
We now notice that
And finally we obtain the following bound on the regret:
and with the choice of δ = 2/T 2 . We have noted ∆ g ′ (1) in order to enlighten the similarity with the multi-armed bandit problems with 2 arms. We have indeed
which can be seen as the gap between both arms. It is especially true in the linear case where f i (x) = α i x as ∆ = |α 1 − α 2 | and the gap between arms is by definition of the multi-armed bandit problem |f (1) − f (0)| = |α 1 − α 2 |.
Stochastic gradient feedback and K ≥ 3 resources
We now consider the case with more than 2 resources. The generic algorithm still relies on binary searches as in the previous section with K = 2 resources, but we have to imbricate them in a tree-like structure to be able to leverage the Łojasiewicz inequality assumption.
But first, let us mention in a few words why the following natural extension of the algorithm for K = 2 does not work. Assume that the algorithm would sample repeatedly a point x ∈ ∆ K until the different confidence intervals around the gradient ∇f k (x k ) do not overlap. When this happens with only K = 2 resources, then it is known that the optimal x ⋆ allocates more weight to the resource with the highest gradient and less weight to the resource with the lowest gradient.
This property only holds partially for K ≥ 3 resources. Given x ∈ ∆ K , even if we have a (perfect) ranking of gradient ∇f 1 (x 1 ) > ∇f 2 (x 2 ) > . . . > ∇f K (x K ) then we can only infer that x * 1 ≥ x 1 and x * K ≤ x K . For intermediate gradients, it is impossible (without additional assumptions) to infer the relative position of x * j and x j . Moreover, this approach would have the major drawback that the sampling will never end if two gradients ∇f j (x j ) and ∇f i (x i ) are equal, yielding a linear regret.
To circumvent this issue, we are going to build an binary tree, whose leaves are labelled arbitrarily from {f 1 , . . . , f K } and we are going to run inductively the algorithm for K = 2 resources at each node, i.e., between its children f left and f right . The main difficulty is that we no longer have unbiased sample of the gradients of those functions (but only those located at the leaves).
To be more precise, recall we aim at maximizing the mapping (and controlling the regret)
As we have a procedure to handle only K = 2 resources, we will adopt a divide and conquer strategy by considering the two mappings F
(1) 1 and F
(1) 2 defined by
Since the original mapping F is separable, it holds that max
Therefore, we recover the case of K = 2 resources whose reward mappings are H
(1) 1 and H
(1)
2 . The only issue is that we do not have access to the gradient ∇H (1) 1 (z) and ∇H (1) 2 (1 − z). However, because of the envelop theorem, those gradients can be easily computed (or at least approximated) by maximizing respectively F
is defined as the sum of only two functions (this happens for instance if K = 4), then we can use the techniques of the previous section to maximize it, and to get an estimate of the gradient of H
(1) 1 . On the other hand, if there are more than 3 functions involved in the definition of F (1) 1 , then we will further use the divide and conquer approach, by separating the set of functions into two smaller batches, and maximizing independently over them.
The Generic Algorithm
As mentioned above, we will imbricate several binary searches to get estimates of the gradient of H (1) 1 and H
(1) 2 . The overall idea is to separate arms recursively into two bundles, creating the aforementioned tree whose root is F and whose leaves are functions f k .
We will denote by F (i) j the function created at the nodes of depth i, with j an increasing index from the left to the right of the tree; in particular F
We already gave the motivation behind Definition 1. Yet we emphasize again that the optimization of F (i) j can be done recursively since
The recursion ends at nodes that are parents of leaves, where the optimization problem is reduced to the case of K = 2 resources studied in the previous section.
For the sake of notations, we introduce the following functions.
Definition 2. For every i and j in the constructed binary tree of functions,
With these notations, it holds
The computation of H (i) j (z n ) is made with similar techniques than in the case K = 2 of Section 3. More precisely, to maximize u → G (i) j (u; z n ) a binary search is run over [0, z n ], starting at u 1 = z n /2. Inductively, it searches on the left or on the right of u m , depending on the sign of ∇G (i) j (u m ; z n ). As it holds that, by definition, ∇G
This is done using the following properties relating the different gradients of H (i) j . They are direct consequences of the envelop theorem because
As a consequence, if v ⋆ denotes the point where the maximum is reached and it belongs to (0, u), then ∇H
If v ⋆ = 0, then ∇H
the first inequality might only be an inequality.
On the other hand, if v ⋆ = u, then ∇H
. This is the central tool that will let us compute the gradients of all the nodes of the tree, from the leaves to the root.
In the following, we will say that a binary search maximizing v → G
) ≤ ε stopping therefore the binary search, or there is a point v m which is ε-close from 0 (or u), and in that case the binary search is stopped by sampling 0 (or u).
For the sake of clarity, we first introduce some notations that we will use intensively in the analysis of the algorithm. We call D
We also call T The proof of this technical lemma can be found in Appendix C. We recall again that these gradients are computed using imbricated binary searches.
At the end, our main algorithm is quite natural and can be stated as follows:
"Perform a binary search for the maximization of F It only remains to provide, and prove, guarantees of our algorithm.
Analysis of the Algorithm
The regret guarantees of the algorithm presented above are given below, for different values of the parameters β and c that appears in the definition of the Łojasiewicz inequality. 
The regret of the algorithm after T samples then satisfies R(T ) = R 
Lemma 4 implies that to control the regret, we just need to control individual sub-regrets R As a consequence, a point u tested by the binary search D (i) j (v) has to be sampled at most a number of times equal to
where p is the distance of the node D
to the bottom of the binary tree. Lemmas 4 and 5, whose proofs can be found in Appendix C, directly imply the following reformulation of sub-regret that will be quite useful, where we note g
is a node at distance p from the bottom of the binary tree we have
(v−u r ).
And we have, if i = 0 (i.e. the node is not the root of the tree), r max ≤ log 1/ ∇g (i−1) j/2 (v; w) since the binary search D (i) j (v) has to be run up to precision log 1/ ∇g
Indeed, it now remains to control the different ratios g
, using the Łojasiewicz inequality and techniques similar to the case of K = 2. The main difference is the binary tree we construct that imbricates binary searches. The overall idea is that each layer of that tree adds a multiplicative factor of log(T ). Full details of the proof can be found in Appendix B.
Conclusion
We have considered the problem of multi-resource allocation under the classical assumption of diminishing returns. This appears to be a concave optimization problem and we proposed an algorithm based on imbricated binary searches to solve it. Our algorithm is particularly interesting in the sense that it is fully adaptive to all parameters of the problem (strong convexity, smoothness, Łojasiewicz exponent, etc.). Our analysis provides meaningful upper bound for the regret that matches the lower bounds, up to logarithmic factors. The experiments we conducted (see Appendix D) validate as expected the theoretical guarantees of our algorithm. 
Since g is of class C 2 and α-strongly concave,
Consequently we have
We have for all j ∈ [j max ], N j = 2 log(2T /δ) 1 g ′ (x j ) 2 . Then
where we used the fact that g ′ is L ′ -Lipschitz continuous. Therefore j max ≤ log 4 T L ′2 2 log(2T /δ) log(T ). And finally
A.2 Proof of Theorem 2, when β > 2
Proof. Let x ∈ [0, 1]. We know that |g(x)| ≤ c|g ′ (x)| β .
Then
Finally we have, using that δ = 2/T 2 ,
A.3 Proof of Theorem 2, when β < 2
Proof. We know that
Let us now note T ′ . = T 2 log(2T /δ) .
We have the constraint
Our goal is to bound R. In order to do that, one way is to consider the functional
min cg β j , g j 2 j /h 2 j and to maximize it under the constraints
Therefore the maximum of the previous problem is smaller than the one of maximizinĝ For the sake of simplicity we identify g j with h j . The maximization problem can be done with Karush-Kuhn-Tucker conditions: introducing the Lagrangian L(g 1 , . . . , g jmax , λ) = F (g 1 , . . . , g jmax ) + λ
. g j is the point where the two quantities in the min are equal. And finally
We note as well
In particular,
because c can be chosen greater than 1. This gives |J 2 | ≤ β − 1 log(4) log(T ).
And we know that
We can now compute the cost of J 2 :
We know that ∀j ∈ J 1 , g j = 2λ 2 j . This gives
Since j ∈ J 1 , we know that g j ≥ĝ j and 2λ 2 j ≥ 1 2 j c 1/(β−1)
, and 2λ ≥ c −1/(β−1) (2 j ) −β/(β−1) .
With j = j 1,min we obtain
And we have
Finally we have shown that R cT ′ log(T ′ ) T ′ β/2 and consequently
And using the fact that β < 2 and δ = 2/T 2 , we have
A.4 Proof of Theorem 2, when β = 2
Proof. As in the previous proof, we want to bound
Let us noteĝ j . = 1 c2 j , we have to distinguish two cases:
on J 2 :
Which gives j 2,max ≤ log(T ). Finally,
on J 1 :
Karush-Kuhn-Tucker conditions give the existence of λ > 0 such that for all j ∈ J 1 , g j = 2λ·2 j . As in the previous proof this shows that R 1 = 2λT 1 . We can show as well that, if j ∈ J 1 ,
And since j ∈ J 1 , g j > 1 c2 j and then 2λ 2 j > 1 c2 j which means 2λ > 1 c4 j1,min .
Putting these inequalities together gives
Finally,
This shows that
A.5 Proof of Theorem 3
Proof. The proof is almost identical to the one of Shamir (2013) (see also Bach and Perchet (2016) ) so we only provide the main different ingredients. Given T and β, we are going to construct 2 pairs of functions f 1 , f 2 and f 1 , f 2 such that
As a consequence, using only T samples 3 , it is impossible to distinguish between the pair f 1 , f 2 and the pair f 1 , f 2 . And the regret incurred by any algorithm is then lower-bounded (up to some constant) by min
where we have defined g(x) = f 1 (x) + f 2 (1 − x) and g ⋆ = max x g(x) and similarly for g.
To define all those functions, we first introduce g and g defined as follows, where γ is a parameter to be fixed later.
The functions have the form of Proposition 1 near 0 and then are linear with the same slope. Proposition 1 ensures that g 1 and g 2 verify the Łojasiewicz inequality for the parameter β. The functions g 1 and g 2 are concave non-positive functions, reaching their respective maxima at 0 and γ.
We also introduce a third function h defined by
The functions f i and f i are then defined as
It immediately follows that f 1 (x) + f 2 (1 − x) is equal to g(x) and similarly f 1 (x) + f 2 (1 − x) is equal to g(x) (both up to some additive constant).
We observe that for all x ∈ [0, 1]:
Similarly, we can easily compute the gradient of h:
We want to bound ∇g − ∇ g ∞ as it is clear that ∇h ∞ ≤ β β−1 γ 1/(β−1) .
• For x ≤ γ,
Finally we also have that ∇g − ∇ g ∞ γ 1/(β−1) , where the notation hides a multiplicative constant factor.
Combining the control on ∇g − ∇ g ∞ and ∇h ∞ , we finally get that
As a consequence, the specific choice of γ = T (1−β)/2 ensures that γ 1/(β−1) ≤ 1/ √ T and thus the mappings f i are indistinguishable from f i , Finally, we get 
For the sake of simplicity we will note g = g (i) j (· ; v) and ε = ∇g (i−1) j/2 (v; w) . And we will begin by bounding
Since the dichotomy is run as long as |∇g(u m )| ≥ ε, we have 1/|∇g(u m )| ≤ 1/ε, such that
We use the Łojasiewicz inequality to obtain that |g(u m )| ≤ c|∇g(u m )| β . This gives
We are now in a similar situation as in the proof of Theorem 2 in the case where β > 2. Using the fact that |g(u m )| ≤ L2 −m , we have
Let us note C . = 1 1 − 2 2/β−1 c 2/β L 1−2/β . We have R ≤ C log(1/ε) p . The bound we have just shown let us show by recurrence that
Now, using the early stopping criterion that states that all binary searches are run as long as the gradient values are greater than 1/T (and then the maximal number of rounds of a dichotomy is bounded by log 2 (T ), we obtain
With the choice of δ = 2/T 2 we have finally that
T .
B.2 Proof of Theorem 4 with β = 2
Proof. Let us first bound a sub-regret R 
Łojasiewicz inequality gives |g(u m )| ≤ c|∇g(u m )| 2 , leading to
Since the dichotomy is run as long as |∇g(u m )| ≥ ε, we have R ≤ c log(1/ε) p+1 . An immediate recurrence gives consequently that, as in the case where β < 2,
And finally we have, noting g . = g
1 (· ; 1) and p = log 2 (K)
We note now g r . = |∇g(u r )| and we have the constraint
where T ′ = T /(2 log(2T /δ)) as in the proof of Theorem 2. We want to maximize R . = rmax r=1 log (1/g r ) p under the above constraint.
We apply the Karush-Kuhn-Tucker theorem with the following Lagrangian function:
For r ∈ [r m ], we have ∂L ∂g r (g 1 , . . . , g rmax , λ) = −p log(1/g r ) p−1 1 g r + λ log(1/g r ) p−1 p + 2 log(1/g r ) g 3 r = 0, which leads to g 2 r = λ p + 2 log(1/g r ) p .
Therefore
which gives the following bound on R:
We now want to find a bound on λ. λ = g 2 r p p + 2 log(1/g r ) = g 2 r p log(2 p /g 2 r )
.
And T ′ ≥ 1 g 2 r log(1/g r ) p ≥ 2 p /g 2 r as soon as g r ≤ 1/4 (which is quickly the case). Meaning that log(2 p /g 2 r ) ≤ log(T ′ ). And λ ≥ g 2 r p/ log(T ′ ). And similarly,
Finally, there exists a universal constant C such that
Giving finally, with the choice δ = 2/T 2 ,
B.3 Proof of Theorem 4 with β < 2
Proof. Let us first bound a sub-regret R
Łojasiewicz inequality gives |g(u m )| ≤ c|∇g(u m )| β , leading to
Since the dichotomy is run as long as |∇g(u m )| ≥ ε, we have
An immediate recurrence gives consequently that
And finally we have, as in the proof of Theorem 2, noting g . = g
1 (· ; 1),
|∇g(u r )| β−2 log (1/|∇g(u r )|) log 2 (K) .
We note now g r . = |∇g(u r )| and we have the constraint, with T ′ = T /(2 log(2T /δ)
We want to maximize R . = rmax r=1 g β−2 r log (1/g r ) log 2 (K) under the above constraint.
We will now note p = log 2 (K) for concision. In order to do that we introduce the following Lagrangian function:
The Karush-Kuhn-Tucker theorem gives
Let us now notice that 2 − β 2 ≤ (2 − β) log(1/g r ) + p 2 log(1/g r ) + p ≤ 1.
For clarity we will note A β this quantity:
A β (2 − β) log(1/g r ) + p 2 log(1/g r ) + p .
We have g r = (λA β ) 1/β .
The expression of T ′ gives
We can now bound R:
We now want to find a bound on r max . As in the proof of Theorem 2 we obtain r max log(T ′ ).
We finally use the fact that if g r ≤ 1/T we stop the dichotomy, showing that 1/g r ≤ T for every r. This gives
And finally, since we have chosen δ = 2/T 2 ,
C Proof of Technical and Easy Results

C.1 Proof of Proposition 1
Proof.
1. We just need to prove that the mapping x → H(x) = max z≤x f 1 (z) + f 2 (x − z) = max z≤x G(z; x) satisfies the same assumption as f 1 and f 2 , the main question being concav-ity. Given x 1 , x 2 , λ ∈ [0, 1], let us denote by z 1 the point where G(· ; x 1 ) attains its maximum (and similarly z 2 where G(· ; x 2 ) attains its maximum). Then the following holds
so that concavity is ensured. The fact that H(0) = 0 and H(·) is non-decreasing are trivial.
2. Given x ∈ [0, 1], let us denote by z x is the point where G(· ; x) attains its maximum. Using the envelop theorem, it holds that ∇H(
In the latter case, it is clear that ∇H has locally the same regularity as ∇f i . Hence it remains to consider the case where ∇H(x) = ∇f 1 (z x ) = ∇f 2 (x − z x ). In particular, it implies that for any y > x, ∇H(y) = ∇f 1 (z y ) = ∇f 2 (y − z y ) and necessarily z y ≥ z x . As a consequence, we get that
where α 1 is the strong concavity parameter of f 1 . Similarly, we also get that
Depending on whether z y − z x ≥ y−x 2 or not, the first or the second inequality yields that
which proves that H is strongly concave.
3. This point is actually a direct consequence of the following Lemma 2.
4. If f 1 and f 2 are linear, then x → max z ≤ xf 1 (z) + f 2 (x − z) is either equal to f 1 or to f 2 (depending on which one is the biggest). Hence it is linear.
Assume that
Then easy computations show that H is equal to either f 1 or f 2 on a small interval near 0 (depending on the size of ∇f i (0)) and then H(x) = θ 0 (γ 0 −x) α −c 0 for some parameters θ 0 < 0 and γ 0 > 1. As a consequence, H is defined piecewisely by functions in C α , a property that will propagate in the binary tree used in the definition of inductive satisfiability of Łojasiewicz inequality.
The fact that those functions satisfies the Łojasiewicz inequality with respect to β = α α−1 has already been proved in Example 2.
C.2 Proof of Lemma 1
Proof. This is just a consequence of Hoeffding inequality. Indeed, it implies that, at stage n ∈ N,
thus with probability at least 1 − δ, x belongs to 1 Nx Nx t=1 X t ± 2 log( 2T δ ) Nx and the sign of x is never mistakenly determined.
On the other hand, at stage N x , it holds on the same event that 1
Nx
Nx t=1 X t is x 2 -close to x, thus 0 no longer belongs to the interval 1
C.3 Proof of Lemma 2
Proof. Since g is non-positive and g(x ⋆ ) = 0, we have for all x ∈ [0, 1]:
Let us distinguish two cases depending on x < x ⋆ or x > x ⋆ .
We have indeed g ′ (x) ≥ 0 because x < x ⋆ .
• x > x ⋆ : similarly we have for all y ∈ [x ⋆ , x], g ′ (y) ≥ g ′ (x) and therefore
We have indeed g ′ (x) ≤ 0 because x > x ⋆ and g ′ non-increasing.
C.4 Proof of Lemma 3
Proof. We prove this result by decreasing recurrence on the value of i, the depth of the node we consider.
j is a leaf, we know that there exists k ∈ [K] such that H
which can be computed from the data.
• If H (i) j is not a leaf, we suppose that we are able to compute the values of all the ∇H
We have H (i)
If v ⋆ ∈ (0, u) then
In that case v ⋆ is found by a binary search on the function (v → G (i) j (v; u)). By the hypothesis recurrence we have access to its gradient at every point v. When the binary search is such that |∇G
In the case where v ⋆ = u (resp. 0), the binary search reaches a point where |u − v| ≤ ε (resp |v| ≤ ε). In that case the binary search ends up sampling u or (resp 0) and this gives the value of ∇H
• Consequently all gradients of the tree can be recursively computed.
C.5 Proof of Lemma 5
Proof. We prove the first part of the Lemma. We have ∇G
4j−2 (v − u 1 ) ≤ ε, which means that u 1 is close from the point u ⋆ that minimizes G (i+1) 2j−1 (· ; v). More precisely, u ⋆ ∈ (u 1 , v − u 1 ). And since, from Lemma 5, ∇H
This implies that ∇H (i+1) 2j−1 (v) can be computed with precision ε/2, and similarly for ∇H (i+1) 2j (w − v). So finally ∇G (i) j (v; w) is estimated with precision of at most ε.
We now prove the second part of the lemma. The dichotomy D (v −u m ). Therefore these two dichotomies have to be conducted until precision ε (v − u m ) is log(1/ε (i) j (u m ; v)). Let us now prove the result by recurrence on the distance p of D (i) j to the closest leaf of the tree.
• p = 0: D (i) j is a leaf. The point u m needs to be sampled 8 log(2T /δ)/ ∇g (v − u m ). Let us therefore compute the number of samples used by D
2j−1 (u m ). This dichotomy is at distance p − 1 of the closest leaf. Therefore by hypothesis recurrence each point z k will be sampled a number of times equal to N = 8 log(2T /δ) log 1/ ∇g
But since the dichotomy D
2j−1 (u m ) has to be conducted until precision ε (i) j (u m ; v), Proposition 5 shows that, it will be stopped as soon as ∇g And there are at most log(1/ε (i) j (u m ; v)) points that will be sampled at most N times, which means that u m will be sampled at most N log(1/ε (i) j (u m ; v)) times, which is bounded by
This proves the result for the step p.
• Finally the recurrence is complete and the result is shown.
D Experiments
In this section, we illustrate the performances of our algorithm on generated data with K = 2 resources. We have considered different possible values for the parameter β ∈ [1, ∞).
In the case where β = 2 we have considered the following functions: such that g(x) = −(x − 0.4) 2 . g verifies the Łojasiewicz inequality with β = 2 and the functions f 1 and f 2 are concave, non-decreasing and take value 0 at 0. We have computed the cumulated regret of our algorithm in various settings corresponding to different values of β and we have plotted the two references rates: the lower bound T −β/2 (even if the functions considered in our examples are not those used to prove the lower bound), and the upper bound (T / log 2 (T )) −β/2 . Our experimental results on Figures 1, 2, 3 and 4 indicate that our algorithm has the correct expected behavior, as its regret is "squeezed" between T −β/2 and (T / log 2 (T )) −β/2 for β ≤ 2 and between T −1 and log(T )/T for β ≥ 2. Moreover, the log − log scale also illustrates that −β/2 is indeed the correct speed of convergence for functions that satisfy the Łojasiewicz inequality with respect to β ∈ [1, 2]. 0 5 · 10 5 1 · 10 6 1.5 · 10 6 2 · 10 6 1 · 10 −3 2 · 10 −3 3 · 10 −3 We plot in Figure 5 the regret curves obtained for different values of the parameter β. This validates the fact that the convergence rates increase with the value of β as proved theoretically. 0 2 · 10 5 4 · 10 5 6 · 10 5 8 · 10 5 1 · 10 6 2 · 10 −4 4 · 10 −4 6 · 10 −4 8 · 10 −4 1 · 10 −3 T β = 1.5 β = 1.75 β = 2.0 β = 2.5 
