In active noise control (ANC), the performance of the filtered-x least mean squares (FXLMS) algorithm is degraded by the saturation of the loudspeaker in the secondary path. Predistortion is a linearization technique commonly used in signal processing applications to compensate for saturation nonlinearity. The design of the predistorter (PD) requires the use of direct measurement from the output of the nonlinear element. However, in ANC applications, direct measurement from the loudspeaker output is not available. Therefore, a conventional PD design approach cannot be directly applied. In this paper, a new PD-based compensation technique based on the inverse model of the loudspeaker nonlinearity is proposed. The PD is represented by an approximated memory-less inverse tangent hyperbolic function (ITHF). The approximated ITHF is scaled by a preidentified parameter, which represents the loudspeaker nonlinearity strength. This parameter can be obtained by modelling the secondary path using a proposed block-oriented Hammerstein structure in which the nonlinear part is represented by a memory-less tangent hyperbolic function (THF). Simulation results show that using the proposed PD along with the FXLMS algorithm increase the noise reduction performance significantly.
Introduction
Linear active noise control (ANC) techniques exhibit performance degradation when dealing with nonlinearities (Das and Panda, 2004; Kuo and Wu, 2005; Zhao et al., 2010) . The main nonlinearity effects can originate from three different sources: system actuators and sensors, the noise source, and/ or acoustic propagation paths (Das and Panda, 2004; Li and Jiang, 2001; Sahib and Kamil, 2011) . Among these effects, the saturation nonlinearity of the actuators and sensors is considered the dominant nonlinearity (Bouchard et al., 1999; Sicuranza and Carini, 2008) . In ANC applications, it is possible that the primary noise amplitude level is high such that the actuators and sensors are saturated due to their low power characteristics. When the linear filtered-x least mean squares (FXLMS) algorithm is employed, the saturation and clipping effects of the actuators and/or sensors will affect its performance and convergence speed (Elliott, 2001; Kuo et al., 2004) . Therefore, various nonlinear ANC algorithms have been developed to overcome these effects. Such algorithms are utilized in adapting nonlinear models such as truncated Volterra series Jiang, 2001, 2009; Sicuranza and Carini, 2004) , neural network (Bouchard, 2001; Bouchard et al., 1999; Chang and Luoh, 2007; Snyder and Tanaka, 1995) , functional link neural networks (FLNN) (Das and Panda, 2004; Das et al., 2006; Panda, 2012a, 2012b; Reddy et al., 2009; Carini, 2011, 2012; Zhao and Zhang, 2008; Zhao et al., 2010) , fuzzy neural (Sousa et al., 2003; Zhang and Gan, 2004; Zhang et al., 2006) , bilinear filters (Kuo and Wu, 2005) and NARMAX model (Napoli and Piroddi, 2009) .
Another nonlinear ANC solution includes the predistortion-based linearization technique. The basic idea of predistortion is to obtain an overall linear system response of the cascaded combination of the predistorter (PD) and the nonlinear element. Therefore, the PD is designed to be as close as possible to the inverse of the memory-less nonlinear function. In the literature concerning nonlinear power amplifiers, the inverse of the nonlinear function is represented by a polynomial model (Marsalek et al., 2003) , a look-up-table (LUT; Han and Hwang, 2000) or a histogram-based compensation method (Huang et al., 2006) . The Volterra series is the most widely used polynomial model in representing general nonlinear systems and the inverse of a nonlinear power amplifier in particular (Pedro and Maas, 2005) . For the LUT methods, the inverse characteristic function of the power amplifier is described by the memory contents of an LUT. The amplitude of the PD input signal acts as an addressing index of the LUT memory. On the other hand, the output of the PD is the memory cell content that corresponds to the input index address. This output value represents the predistorted equivalence signal required to compensate for the power amplifier nonlinearity.
A non-parametric compensation method based on a histogram probabilistic approach has also been used to compensate for the nonlinear distortion of high power amplifier in communication systems (Huang et al., 2006) . The method involves the estimation of the cumulative density functions using the histograms of the input and output signals. In order to design a PD based on the histogram probabilistic approach, two parameters need to be assigned: the length of the learning interval and the number of histogram bins. The histogram-based compensation method has been applied in the presence of a memory-less nonlinearity at the output of the actuator in the secondary path of an ANC system (Sicuranza and Carini, 2008) .
In the predistortion linearization technique, the design of the PD requires a direct measurement of the nonlinear element output. The linearization methods discussed above can be used in designing a PD for ANC applications to compensate for amplifier nonlinearity. However, if the loudspeaker is the source of the nonlinearity, a direct measurement from the loudspeaker output is not available. Therefore, these techniques cannot be applied directly to design a PD for an ANC system.
In this paper, a new PD-based compensation technique is proposed for an ANC system with loudspeaker nonlinearity. The PD is designed using an inverse tangent hyperbolic function (ITHF), which can represent the inverse of the loudspeaker nonlinearity accurately. The ITHF is scaled by a pre-identified parameter, which represents the nonlinearity strength. This parameter can be obtained from a memory-less tangent hyperbolic function (THF) which is used to model the loudspeaker nonlinearity. The acoustical propagation path is modelled by a finite impulse response (FIR) filter. The THF along with an FIR filter, which forms a block-oriented Hammerstein structure, can be adapted simultaneously using a least mean squares (LMS) algorithm.
The paper is organized as follows: the next section describes the proposed ANC system with PD nonlinearity compensator, practical considerations, and error analysis. The simulation results of the proposed modelling structure are presented and compared with the conventional FIR filterbased modelling method; then the simulation results of the PD-based ANC compensation are given. Finally, conclusions are drawn.
ANC system with PD nonlinearity compensator
The proposed single-channel feedforward ANC structure with PD nonlinearity compensator is shown in Figure 1 .
The function of the PD is to compensate for the saturation effect of the loudspeaker in the secondary path of the physical plant. The saturation effect is represented by a memory-less nonlinearity function f ( Á ). The linear transfer functions, P z ð Þ and S z ð Þ, are the primary and secondary acoustical propagation paths, respectively. The proposed ANC structure operates in two independent modes: modelling mode and control mode. The mode is engaged using a selection switch. A supervisory system can be used such that when the performance of the controller drops below a prescribed level of acceptable noise reduction, the modelling mode will be reengaged. In the modelling mode (position M), the nonlinear secondary path is modelled using offline system identification. Once the
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Block-oriented Hammerstein model Secondary path offline modelling converges, the control mode (position C) will be engaged. In the control mode, copies of the linear and nonlinear models obtained from the modelling process are used in the FXLMS control algorithm and in the design of the PD, respectively. The following subsections explain the two operation modes of the proposed ANC structure.
Modelling mode
The modelling starts when the selection switch, shown in Figure 1 , is turned to position M. Figure 2 shows the structure of the proposed nonlinear secondary path modelling mode.
The function f ( Á ) is a nonlinear function that represents the loudspeaker amplifier nonlinearity, while the linear transfer function S z ð Þ represents the acoustical secondary propagation path. For modelling, the combination of Hammersteinbased nonlinear-linear (f THF ( Á )-W s (z)) filters are used to model the secondary path. Thef THF ( Á ) represents the estimated saturation nonlinearity of the loudspeaker while W s (z) represent the estimated acoustical propagation path. The residual error signal e s n ð Þ is expressed as
where d(n) is the reference noise measured at the observer that is uncorrelated with the modelling white noise signal v n ð Þ. The model output is given bŷ
and
where L 1 and L 2 are the number of tap coefficients of the adaptive filter w s n ð Þ and the order of the secondary path transfer function S z ð Þ whose impulse response is {s i }, respectively. In general, L 1 is chosen to be greater than or equal to L 2 for good modelling. The proposed THFf THF ( Á ) used to estimate f ( Á ) is given bŷ
whereb is an adjustable parameter that represents the saturation nonlinearity strength. In the subsequent simulation work, the output of the true amplifier-loudspeaker system is considered a THF (DeBrunner and Zhou, 2003; Russo and Sicuranza, 2007; Sahib et al., 2012; Sicuranza and Carini, 2008; Zhou and DeBrunner, 2007) given by
where b defines the true nonlinearity strength and a represent the gain of the power amplifier-loudspeaker system. Substituting Equations (2) and (3) into (1) while using Equations (4) and (5) gives
The LMS algorithm can be used to model the THF and linear blocks simultaneously. In using the LMS algorithm, the following cost function will be minimized:
where w s (n) = w s0 n ð Þ, w s1 n ð Þ, . . . , w sLÀ1 n ð Þ ½ T is the tap-weight vector of the adaptive filter. The corresponding weight update equation of the FIR model based on the LMS adaptation algorithm is given by (Widrow and Stearns, 1985) 
From Equation (6), the derivative of e s n ð Þ with respect to w s n ð Þ is
T is the input signal vector. Substituting Equations (9) into (8) while using Equation (10) yields the final weight adaptation equation given by
Applying the same derivation to the coefficient adaptation equation by taking the derivative of e s n ð Þ with respect tob giveŝ Note that the adaptation ofâ is not required, as it is not needed in the design of the PD. In the adaptation process, the gain of the power amplifier-loudspeaker system can appear in the linear block. This can be shown from Equation (6) such that for the error signal to be minimum, the following relationship must be satisfied:
which requires that
With perfect modelling, the estimated nonlinearity strengthb will converge to the true value b while the linear adaptive filter w s n ð Þ will converge to the linear transfer function S z ð Þ multiplied by the gain parameter a. This would mean that the absence of the gain a in the proposed THFf THF ( Á ), given by Equation (4) causes the gain term to appear in the linear part of the model upon convergence.
Suitable step sizes of m s and m b should be chosen to be small enough for stable adaptation of w s andb, respectively. Later, in the control mode, the models of the secondary path linear and nonlinear parts are copied to be used in the FXLMS algorithm and to design the PD.
Control mode
In designing the ANC controller using an FXLMS algorithm, a PD is used to compensate for the saturation nonlinearity of the secondary path. Placing the PD in cascade with the nonlinearity block will linearize the effect of the loudspeaker saturation. This is achieved by predistorting the control signal through the PD. The control operation mode starts when the selection switch, shown in Figure 1 , is moved to position C. Figure 3 shows the feedforward ANC structure with PD in control mode.
In Figure 3 , u n ð Þ, u p n ð Þ, y f (n), x n ð Þ and x f (n) represent the controller output signal, predistorted controller output signal, loudspeaker output signal, reference signal and the filtered reference signal, respectively. The controller weights are updated using the conventional linear FXLMS algorithm (Widrow and Stearns, 1985) . The objective of the PD is to compensate for the nonlinearity effect of the nonlinear function f ( Á ). In order to achieve this objective, the PD has to be designed such that
Therefore, the transfer function of the PD has to be equal to the inverse of the true nonlinear transfer function. The true nonlinearity is considered a THF represented by Equation (5).
As explained previously, the gain parameter a will be combined with the linear transfer function S z ð Þ. Hence, the PD can be designed as follows:
From Equation (16), the design of the PD requires the estimation of only one parameter (b). The performance of the designed PD depends on how close y f n ð Þ is to u n ð Þ, which in return depends on the accuracy of b estimation (b) in the proposed offline modelling mode. In the case of a perfect model-
Substituting Equation (17) into (18) yields
Theoretically, the perfect modelling and the representation of the PD using ITHF in Equation (17) will compensate for the saturation effect in the secondary path perfectly. Consequently, the nonlinear ANC system will be transformed into a pure linear system in which the FXLMS algorithm will perform optimally. The PD filter can be designed by
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expanding the ITHF function using power series expansion, e.g. Taylor series, and using the coefficients of the series expansion in the PD filter. However, for practical PD design, the filter order must be limited by truncating the power series expansion. Hence, the PD filter can be realized using this approximated ITHF.
Practical considerations
In practical applications, Equation (16) can be implemented using a truncated Taylor series expansion around (u = 0). In this implementation, there is a trade-off between accuracy and complexity, which depends on the number of terms used in the expansion. The approximated ITHF is given by a truncated Taylor series expansion,
where m is the number of terms used in the expansion. Figure 4 shows the effect of linearization using one, two and three terms expansion to approximate the ITHF defined in Equation (20).
It can be observed from Figure 4 that the relation between y f and u becomes more linear as m increases. In the case where m = ', the relation will be purely linear. Any deviation from this linearity case can be represented by a linearization error, which is explained later in the error analysis section.
Computational complexity
The proposed PD-based FXLMS (PD-FXLMS) algorithm performs four stages of signal processing computation. These addition and multiplication-based computation stages are: 1) Generating the control signal; 2) Filtering the reference signal through the estimated secondary path; 3) Distorting the control signal by the mth degree expansion PD; and 4) Updating the controller weights. Table 1 summarizes the computational complexity of the PD-FXLMS algorithm as well as for the Volterra FXLMS (VFXLMS) (Li and Jiang, 2001 ) and filtered-s LMS (FSLMS) (Das and Panda, 2004 ) algorithms for each processing stage.
As seen from Table 1 , the computational complexity of the PD-FXLMS algorithm with m = 3 requires only 4.1% and 4% and with m = 5 requires only 4.9% and 4.8% of that being required by the VFXLMS and FSLMS algorithms, respectively. The FSLMS requires additional computation (128c) for the implementation of the trigonometric functions required to expand the input signal through the FLNN. Compared with the linear FXLMS, the PD-FXLMS with m = 3 and m = 5 require additional of only nine and 25 multiplications, respectively. This shows that the proposed PD-FXLMS algorithm performs better than the VFXLMS and FSLMS nonlinear algorithms computationally while keeping the simplicity feature of the linear FXLMS algorithm.
Error analysis of the PD design
The PD linearization error criterion used in this analysis is defined to be the area between the purely linear relation curve (y f = u) and the mth-order nonlinear curve. At any given 
c is a high throughput function, i.e. sin ( Á ) or cos ( Á ).
M is the number of tap coefficients of the adaptive controller.
L is the number of tap coefficients of the estimated secondary path transfer function. discrete instant n, the discrete signal sample u(n) could have any real value u within the continuous closed interval Àl u l. Similarly, the corresponding signal sample y f (n) could have any real value y f within the continuous closed interval Àr y f r such that r l. Therefore, in the calculation of the PD linearization error, a continuous representation of the signals u and y f is used. When the continuous closed interval of the signal u is normalized to [21, 1] , the normalized linearization error (NLE) is given by
Substituting the PD in Equation (20) into Equation (18) gives
When assuming perfect modelling (b = b) Equation (22) becomes
Substituting Equation (23) into (21) yields the NLE as a function m given by
When the PD is approximated using single term expansion (m = 1), the NLE will have a maximum value, i.e. NLE 1 ð Þ = 0:1324. Therefore, the ANC structure will become equivalent to that shown in Figure 3 without a PD. On the other hand, perfect PD design is achieved when m tends to infinity, which leads to y f = u and NLE ' ð Þ= 0. 
It can be observed from the improvement percentage shown in Figure 5 that the use of more than four terms (m ! 4) will result in an improvement of more than 96% over the single term approximation. Thus, the designed PD with (m ! 4) will compensate for the nonlinearity effect for more than 96%. In the case of imperfect modelling, the performance of the PD in compensating for the nonlinearity as given in Equation (22) depends on two aspects. The first aspect is how closeb is to b. The second aspect is the number of terms m used in PD design. In this case, the NLE is defined as
where g is the ratio between the actual nonlinearity parameter b and its estimateb defined by Figure 6 shows the NLE in Equation (26) with various values of m and g. Note that the surface is unsymmetrical about the g = 1 axis such that an underestimation (g . 1), results in lower NLE and improved compensation compared with overestimation (g\1). As the number of terms m increase towards infinity, the NLE surface tends to be symmetrical about the g = 1 axis and the NLE becomes
Hence, when g = 1, i.e. b =b, NLE will be zero. 
Modelling simulation
The proposed THF-based Hammerstein modelling structure, shown in Figure 2 , is evaluated using simulation with various degrees of nonlinearity b and compared with the conventional linear FIR modelling structure. The excitation signal v n ð Þ and noise signal d n ð Þ are zero mean uncorrelated normal distribution white signals having variances of 1 and 1 3 10
24
, respectively. The nonlinear function f Á ð Þ in Figure 2 is represented by Equation (6) to represent the loudspeaker saturation nonlinearity. The degree of nonlinearity b is varied from 0.1 to 1 with a step of 0.1. The parameter a was set to 1=b to represent realistic loudspeaker saturation behaviour. The acoustical propagation path S z ð Þ is represented by a linear FIR filter with an impulse function given by (Das and Panda, 2004; Li and Jiang, 2001; Zhao et al., 2010) S z ð Þ = z À2 + 0:5z
À3 ð29Þ
The secondary path FIR filter weights w s of order 10 are initialized to zero. The step size values of m s and m b used to update w s andb, respectively, are both set to 0.01. The step sizes are kept small to ensure adaptation stability. The modelling performance is evaluated by calculating the dB power of the residual error (P e ) for 1000 samples after convergence using P e dB ð Þ= 10 log 10 1 1000
The residual modelling error power of the linear FIR and the proposed THF-FIR versus the degree of nonlinearity b is depicted in Figure 7 . From Figure 7 , it can be observed that as the nonlinearity strength (b) increases, the performance of the proposed THF-FIR outperforms the FIR modelling structure (Sahib et al., 2012) . The modelling error power of the THF-FIR is approximately constant with a value of 245 dB for ! 0:3. As expected, the linear FIR modelling error power increases as the nonlinearity increases. This result indicates that for high nonlinearity strength (b ! 0:2) the THF-FIR modelling should be used. Figure  8 (c). This behaviour occurs for low nonlinearity strength cases and is further analysed. Table 2 summarizes the modelling mode simulation results. It can be observed from Table 2 that the gain a appears in the adaptive filter weights w s (n) as expected, i.e. as n ð Þ'w s (n) and b =b are satisfied for b = 1 and b = 0:5. However, for low nonlinearity strength (b = 0:1), as n ð Þ andb are not close to w s (n) and b, respectively. This can be explained from Figure  9 , which shows the relationship between the input and output of the true f THF Á ð Þ for the three cases as well as the estimated f THF ( Á ), which corresponds for b = 0:1 case.
It can be seen from Figure 9 that within the chosen input range of the signal v(n), i.e. [24.25, + 4.25] , the THF functions of b = 1 and b = 0:5 saturate to 61 and 62, respectively. However, the THF functions of b = 0:1 and its estimate ofb = 0:212 are approximately linear within the input range with slopes equal to k 1 = 1 and k 2 = 0:2, respectively. Therefore, the nonlinear blocks of the secondary path f THF Á ð Þ and its modelf THF ( Á ) can be represented by constant gains k 1 and k 2 , respectively. Thus, the true and the modelled secondary path can be represented by linear functions k 1 s n ð Þ = ½0, 0, 1, 0:5 and k 2 w s n ð Þ = 0:2 Ã 0, 0, 4:88, 2:44 ½ = ½0, 0, 0:988, 0:488 for the given input range, respectively. Although k 1 6 ¼ k 2 , the combined nonlinear and linear blocks for the true and estimated secondary path are almost identical such that k 1 s n ð Þ'k 2 w s n ð Þ. This means that for the given input range where the loudspeaker is linear, good modelling is still achieved althoughb does not necessarily converge to b. It is worth noting in Figure 8 that for b = 0:1,b does not have a unique value due to the noisy behaviour of the learning curve. Consequently, w s will also fluctuate and will not have a unique value but k 1 s n ð Þ'k 2 w s n ð Þ still holds. The noisy behaviour of the learning curve for low nonlinearity case is due to the fixed input range, which is influenced by the variance setting. Within this input range, there are many THF curves, which will equally reduce the error between k 1 s n ð Þ and k 2 w s n ð Þ such that the LMS algorithm could not determine any single unique curve.
Control simulation
In this section, the FXLMS with PD compensator for the single channel feedforward ANC system shown in Figure 3 is simulated and compared with the VFXLMS and FSLMS nonlinear algorithms. The performance of the proposed PD-FXLMS, VFXLMS and FSLMS control algorithms are evaluated using the normalized mean square error vector (NMSE) given by (Das and Panda, 2004; Zhao et al., 2010) NMSE n s ð Þ= 10 log 10 X ns n = nsÀNs + 1
The expectation of the squared error E e 2 n ð Þ ½ and squared primary noise signals E½d 2 (n) in Equation (31) are calculated by averaging N t recorded independent trials,
Then, for a total of N i iterations, the expected value points are computed as the mean value over each set of N s successive iterations. Equation (31) represents the amount of noise reduction achieved after each set of N s iterations. Here, the values of N t , N i and N s are chosen to be 10, 10,000 and 100, respectively to provide a smooth curve of the NMSE plot.
The primary noise signal is a multi-tonal noise at the frequencies of 160, 320 and 640 Hz, sampled at the rate of 8000 samples/s, with an additive Gaussian noise (Kuo and Wu, 2005; Kuo et al., 2004; Napoli and Piroddi, 2009; Sicuranza and Carini, 2008) . The secondary path S z ð Þ is similar to that used in the modelling section defined by Equation (19). The primary path P z ð Þ is represented by (Li and Jiang, 2001; Sahib and Kamil, 2011; Zhao et al., 2010) P z ð Þ = z À5 À 0:3z
Three degrees of nonlinearity b (0.5, 0.7 and 1) were used to represent the nonlinear function f Á ð Þ in Equation (6) with a = 1=b. With these common simulation parameters, the PD-FXLMS algorithm is evaluated by simulating two experiments.
Experiment I
In this experiment, the PD is designed according to Equation (20) for various numbers of terms (m = 1, 2, 3, 4) as well as the case of perfect design. The parameter b in Equation (20) is replaced withb and the estimated linear part W s z ð Þ is used. The memory tap length (M) of the adaptive FIR filter was set to 32 and the step size used to update the control filter weights is 1 3 10 À3 . Figures 10(a) - (c) show the noise reduction performance of the PD-FXLMS algorithm to compensate for three saturation nonlinearity cases.
In Figures 10(a) -(c), for each nonlinearity case, four degrees of approximation are used to represent the PD, which corresponds to m equal to 1, 2, 3 and 4. For the case when m = 1, the ANC system in Figure 2 will be equivalent to a conventional feedforward ANC structure without a PD block. The ideal case at whichb = b, W s z ð Þ = aS(z) and m = ' is used as a baseline case to be compared with all simulation cases. In the baseline (ideal) case, y f n ð Þ will be equal to u(n). Hence, a perfect compensation is obtained and the ANC system will become purely linear. It can be observed from Figures 10(a) -(c) that the baseline case (black curves) has the best performance in noise reduction compared with other cases as expected. On the other hand, the single term approximation (m = 1) cases (red curves) have the least amount of noise reduction. As the PD is implemented with increased approximation terms, the performance of noise reduction improves. The noise reduction improvement is evaluated in terms of compensation percentage (CP) defined by Table 3 that the CP values for cases b = 0:5 and b = 0:7, when implementing the PD with m=4 results in significant noise reduction improvements. However, the same level of noise reduction cannot be achieved for the high nonlinearity case (b = 1) where higher PD approximation terms are required. Therefore, it is important to define the adequate number of terms used in designing the PD in achieving a compromise between accuracy and complexity. Figure 9 . Plots of tangent hyperbolic function (THF) for the three nonlinearity strength cases. Figure 11 shows the NMSE at steady state with different PD order (m) and for the three nonlinearity strength cases.
It can be seen from Figure 11 that the NMSE values of the three nonlinearity strength cases reduces as m increases and converges to the baseline value equal to 241.14 dB at some large values of m. Note that this baseline NMSE value is unique for the defined parameters used in the simulation. Nevertheless, the trend of the NMSE curves should be similar with different sets of simulation parameters.
From a practical perspective, Figure 11 provides a guideline for choosing the adequate value of PD order to achieve a required level of noise cancellation. For example, if it is determined through modelling that the nonlinearity strength of the secondary path is b = 1, and 10 dB of additional noise cancellation is required (232 dB), then a fourth-order PD is adequate.
Experiment II
In this experiment, three different adaptive controller structures and algorithms are used for the feedforward ANC system. The first one is an adaptive FIR filter with the proposed PD (with m = 3) along with the FXLMS algorithm (PD-FXLMS). The second one is an adaptive second-order Volterra filter along with the VFXLMS algorithm (Li and Jiang, 2001) . The third one is an adaptive second-order trigonometric functional expansion functional link artificial neural network (FLANN) controller using an FSLMS algorithm (Das and Panda, 2004) . The memory size of the three controllers is M = 32. VFXLMS and FSLMS algorithms with the three saturation nonlinearity cases.
It can be observed from Figure 12 that for all nonlinearity cases the proposed PD-FXLMS with m = 3 outperforms the VFXLMS algorithm in terms of noise reduction. For b = 0:5 the PD-FXLMS with m = 3 outperforms the FSLMS while for b = 0:7 it has a comparable performance with FSLMS algorithm as shown in Figure 12 (a) and (b), respectively. In the high nonlinearity case (b = 1) it can be shown Figure 12 (c) that the FSLMS outperforms the PD-FXLMS with m = 3 (additional 3 dB noise reduction). However, a PD-FXLMS with m = 5 can outperform the FSLMS while maintaining a low computational load. The simulation results of Experiment II are summarized in Table 4 .
It can be observed from Table 4 that the proposed PD-FXLMS algorithm outperforms the VFXLMS and FSLMS algorithms for all saturation nonlinearity cases.
Conclusion
In this paper, a new PD design based on inverse tangent hyperbolic function (ITHF) is proposed for ANC system with nonlinear loudspeaker in the secondary path. The PD linearizes the nonlinearity effect to improve the performance of the FXLMS algorithm. The ITHF-based PD requires an estimation of a nonlinearity strength parameter obtained using a proposed tangent hyperbolic function (THF)-based Hammerstein modelling approach. The relationship between the noise cancellation and the PD order is also established, which allows accurate selection of PD order given the degree on nonlinearity and level of noise cancellation requirement. Moreover, the proposed PD-FXLMS algorithm outperforms the VFXLMS and FSLMS nonlinear algorithms while maintaining the simplicity feature of the linear FXLMS algorithm. PD-FXLMS, predistorter filtered-x least mean squares; VFXLMS, Volterra filtered-x least mean squares; FSLMS, filtered-s least mean squares.
