Stability of geometric flows on the circle by Cortissoz, Jean C. & Reyes, César A.
ar
X
iv
:1
81
1.
08
41
6v
3 
 [m
ath
.A
P]
  9
 D
ec
 20
18
STABILITY OF GEOMETRIC FLOWS ON THE CIRCLE
JEAN CORTISSOZ AND CE´SAR REYES
Abstract. In this paper we prove a general stability result for higher order
geometric flows on the circle, which basically states that if the initial condition
is close to a round circle, the curve evolves smoothly and exponentially fast
towards a circle, and we improve on known convergence rates (which we believe
are almost sharp). The polyharmonic flow is an instance of the flows to which
our result can be applied.
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1. Introduction
The study of deformation of curves by using flow methods has become an im-
portant area of research in Geometric Analysis. In general the purpose is to deform
the curve as follows. We let
x : S1 × [0, T ) −→ R2
be a family of smooth convex embeddings of S1, the unit circle, into R2. and we
assume that this family of embeddings satisfy an equation of the form
(1)
∂x
∂t
= F
(
k, ks, . . . , k
(n)
s
)
N,
where k is the curvature of the embedding and N is the normal vector pointing
outwards the region bounded by x (·, t) and k
(m)
s denotes the m-th derivative of k
with respect to the arclength parameter.
The dean of all these family of flows is the curve shortening flow, which occurs
when in (1) we make F = −k. The curve shortening flow has been widely studied
and is very well understood ( [6]). The family of p-curve shortening flows is obtained
by making F = − 1
p
kp and the family of polyharmonic flows (which gives an example
of an application of our main result) is obtained with F = (−1)p+1 k
(2p)
s .
In most cases, as in the case of the curve shortening and p-curve shortening flow
(see [1, 6]) this flows do what is expected of them: they deform convex embedded
curves into circles (after normalisation). However, some interesting behavior occurs
in the higher order flow (see for instance [7, 10]), and even proving that solutions
starting close to a circle exist globally and converge to a circle can be challenging
(see [5]).
The second author wants to thank the Fondo de Investigaciones de la Facultad de Ciencias de la
Universidad de los Andes for funding this project by means of: ”Convocatoria 2017-2 para la Finan-
ciacio´n de proyectos de Investigacio´n Categor´ıa Estudiantes de Doctorado”, project named:”Flujo
de Ricci sobre el cilindro con frontera”.
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Our purpose in this paper is to look at the structure of the equation for the
curvature of a flow of the form (1), so that the following stability property can be
deduced: If we start close to a circle (in a sense to be specified below), the curve
evolves smoothly and exponentially fast towards a circle (though perhaps not the
same circle the curve started close to).
With this considerations in mind, the semilinear parabolic equations we shall
consider are of the following general form,
(2)


∂k
∂t
= (−1)
p+1
kM
∂2pk
∂θ2p
+G
(
k,
∂k
∂θ
, . . . ,
∂2p−1k
∂θ2p−1
)
[0, 2π]× (0, T ) ,
k (θ, 0) = ψ (θ) ,
endowed with periodic boundary conditions. In our case G (z0, . . . , z2p−1) is any
polynomial in 2p variables for which the following conditions hold. Any term
zα00 z
α1
1 . . . z
α2p−1
2p−1 of G satisfies
• either α1 + α2 + · · ·+ α2p−1 > 1,
• or in the case that α1+α2+ · · ·+α2p−1 = 1, there is a j such that α2j = 1.
We shall also require something else from solutions to (2), but before revealing
what our requirement is, and to put our results into context, let us first analyze
the linearisation of the operator on the right hand side of (2) around the solution
k ≡ 1, which is given by
Lu = (−1)p+1
∂2pu
∂θ2p
+
2p−1∑
j=0
∂G
∂zj
(1, 0, . . . , 0)
∂ju
∂θj
.
Hence, the eigenvalues of L of the eigenfunctions einθ with n ∈ Z can be computed
as
λn = −n
2p +
p−1∑
j=0
(−1)j
∂G
∂z2j
(1, 0, . . . , 0)n2j .
In the case of the higher order curvature flows we want to study, besides having
λ0 = 0 we also have that λ1 = 0. It is because of this that it might not occur,
in principle, that solutions with initial data close to the constant function 1 will
evolve towards a constant function.
On the other hand, solutions to (2), as long as k is the curvature function of a
simple closed curve and remains positive, satisfy the identities
(3) U± (k (θ, t)) :=
∫ 2π
0
e±iθ
k (θ, t)
dθ = 0.
These identities are the key to showing exponential convergence of the curvature
function k towards a constant function if the initial data ψ is close to a constant
function. They give us control over the Fourier coefficient of the wavenumbers
n = ±1. So we will require that solutions to (2) also satisfies (3). We shall call
these flows geometric flows.
Henceforth, we will use the following semi-norms
‖f‖β = max
{
sup
n6=0
|n|
β
∣∣∣Re{fˆ(n)}∣∣∣ , sup
n6=0
|n|
β
∣∣∣Im{fˆ(n)}∣∣∣
}
,
where fˆ (n) represents the n-th Fourier coefficient of f .
STABILITY OF GEOMETRIC FLOWS ON THE CIRCLE 3
Notice also that
∂G
∂z2l
(1, 0, . . . , 0) =
∑
jl
ajl
where (and this notation will be important in the statement of our main result)
ajl is the coefficient of the term k
jl
∂2lk
∂θ2l
.
We can now state our main theorem.
Theorem 1. Consider equation (2) with initial data ψ (U± (ψ) = 0) a geometric
flow. There exists a δ > 0, which may also depend on the L∞-norm of ψ, such that
if
‖ψ‖2p+1 ≤ δψˆ (0) ,
and there exists a c < 0 such that for all integers n ≥ 2
Pn,4δ =− n
2p (1− 4δ)
M
ψˆM (0)+
p−1∑
l=1
∑
jl
(−1)
l
n2lajl
(
1 + sgn
(
(−1)
l
ajl
)
4δ
)jl
ψˆjl (0) < c,
then the solution of (2) with initial data ψ exists for all time and converges ex-
ponentially to a constant that we shall denote by kˆ (0,∞). Moreover, if for every
0 < ǫ < 4δ we have the inequality
P2,ǫ ≥ Pn,ǫ
then we have the following estimate on the rate of convergence of the solution to-
wards a constant: for any ǫ > 0 there exists a Cl,ǫ such that∥∥∥k (θ, t)− kˆ (0,∞)∥∥∥
Cl(S1)
≤ Cl,ǫe
P2,ǫt, l = 0, 1, 2, . . . .
An aside is in place here: to verify that the assumption on Pn,4δ holds for δ > 0
small, it is enough to verify that it holds for δ = 0.
As we said before, the main difficulty to prove Theorem 1 is the fact that the
eigenvalue λ1 is equal to 0, and thus we cannot expect smooth exponential conver-
gence of the function k (·, t) towards a constant. The reader should compare our
discussion with Theorem 1 (and the remark right after its statement) in Simon’s
celebrated paper [9]. We deal with this issue using the approach presented in [4]
for the p-curve shortening flow: that is, we make use of (3) to control the Fourier
coefficients corresponding to the wavenumber n = ±1 in terms of the Fourier coeffi-
cients for the higher wavenumbers; one difference with the family of flows considered
in [4] to those considered in this paper, is the fact that in that family of flows the
average of the curvature blows-up and this helps on sharpening the convergence
rates, whereas in the flows considered in this paper the average of the curvature
remains bounded (but also large enough). In any case, though we do not obtain
sharp rates of convergence, our method allows us to give better convergence rates
than the known ones (which are basically close to the expected rate eλ2t).
Notice that the requirement in Theorem 1 on how close the initial condition
must be to a constant (in this case its average) can be also recasted in terms of the
Ho¨lder C2p,α
(
S
1
)
spaces (0 < α < 1) or the Sobolev spaces H2p+1
(
S
1
)
.
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To show how our main theorem applies, we will first consider the case of the poly-
harmonic flows. For polyharmonic flows, assuming that the initial curve encloses
an area of π, then kˆ (0,∞) = 1 (see Theorem 1 in [8]), and
Pǫ = −2
2p+2 (1− ǫ)
2p+2
+ (1 + ǫ)
2p+2
22p,
so we obtain the following corollary.
Corollary 1. Consider equation (2) corresponding to the case when
F = (−1)p k(2p)s ,
i.e. when (2) represents the evolution of the curvature in the case of the polyhar-
monic flows, with initial condition ψ. There exists a δ > 0, which may depend on
the L∞ norm of ψ, such that if the curvature of the initial curve satisfies
(4) ‖ψ‖2p+3 ≤ δψˆ (0) ,
and the area enclosed by it is equal to π, then the solution of (2) with initial data ψ
exists for all time and converges smoothly and exponentially towards the constant
function 1 (i.e., the curve is evolving towards a unit circle). Moreover, we have the
following estimate on the rate of convergence of the solution towards a constant:
for any ǫ > 0 there exists a Cl,ǫ such that
‖k (θ, t)− 1‖Cl(S1) ≤ Cl,ǫe
Pǫt, l = 0, 1, 2, . . . ;
where Pǫ is given by
−22p+2 (1− ǫ)
2p+2
+ (1 + ǫ)
2p+2
22p.
We must point out that the rates given in Corollary 1 improve on those obtained
in [8,10]. Also, condition (4) is not sharp (we will discuss this in the last section of
this paper).
On the other hand, Theorem 1 allows us to show stability results for families of
flows by only having to check the form of the function F in (1). This will be shown
in the last section of this work.
This paper is organised as follows. In Section 2 we give a proof of our main result;
in Section 3 we apply it to the polyharmonic flow, give an example of another flow
to which our main result applies, and propose families of flows for which stability
(in the sense described above) holds (see Propositions 7 and 8 at the end of the
paper); in Section 4 we will give a brief discussion on how condition (4) might be
improved in the case of the polyharmonic flow and a flow recently studied in [2].
2. Proof of Theorem 1
2.1. Preliminaries. Applying the Fourier transform to the evolution equation (2),
we obtain
∂kˆ
∂t
(ξ, t) = (−1)p+1kˆ∗M (ξ, t) ∗ (iξ)
2p
kˆ(ξ, t) + Gˆ(ξ, t).
If G has the form
G
(
k,
∂k
∂θ
, . . . ,
∂2p−1k
∂θ2p−1
)
=
∑
jl∈{0,1,...,m}
aj0j1...j2p−1k
j0
[
∂k
∂θ
]j1
· · ·
[
∂2p−1k
∂θ2p−1
]j2p−1
,
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then Gˆ is given by
Gˆ(ξ, t) =
∑
jl∈{0,1,...,m}
aj0j1...j2p−1 kˆ
∗j0 ∗
[
iξkˆ
]∗j1
∗ · · · ∗
[
[iξ]
2p−1
kˆ
]∗j2p−1
.
The l-term in parenthesis in the last sum can be computed as[
[iξ]
l
kˆ
]∗jl
= iljl
∑
∑
qs,t=ξ
[ql,1ql,2 · · · ql,jl ]
l
kˆ(ql,1, t)kˆ(ql,2, t) · · · kˆ(ql,jl , t).
Then the evolution of kˆ (ξ, t) equation turns out to be
∂tkˆ(ξ, t)
= −
∑
q∈Z
q
2p
kˆ(q, t)kˆ∗M (ξ − q, t)
+
∑
ql,h∈Z
aj0j1...j2p−1 i
j1+···+(2p−1)j2p−1 [q1,1q1,2 · · · q1,j1 ] · · ·
[
q2p−1,1q2p−1,2 · · · q2p−1,j2p−1
]2p−1
[
kˆ(q0,1, t)kˆ(q0,2, t) · · · kˆ(q0,j0 , t)
]
· · ·
[
kˆ(q2p−1,1, t)kˆ(q2p−1,2, t) · · · kˆ(q2p−1,j2p−1 , t)
]
= −
∑
q∈Z
q
2p
kˆ(q, t)kˆ∗M (ξ − q, t) +
∑
aJ i
J·(0,1,...,2p−1)
Q1 · · ·Q
2p−1
2p−1kˆ(Q0, t) · · · kˆ(Q2p−1, t)
= −
∑
q∈Z
q
2p
kˆ(q, t)kˆ∗M (ξ − q, t) +
∑
aJ i
J·R
Q
R
kˆ(Q, t),
here J = (j0, j1, . . . , j2p−1), R = (0, 1, . . . , 2p − 1), Q = (Q0, Q1, . . . , Q2p−1) and
Ql = (ql,0, ql,1, . . . , ql,jl), and we adopt the notation
kˆ(Q, t) = kˆ(Q0, t) · · · kˆ(Q2p−1, t).
Let Z be a finite subset of integers that contains 0, and such that if n ∈ Z then
−n ∈ Z. Also, we will consider the following sets:
Bn =

Q = (q1,1, . . . , q1,j1 , . . . , q2p−1,1, . . . , q2p−1,j2p−1) :
∑
l,k
ql,k = n


An =
{
Q ∈ Bn : Q has at least two nonzero components
}
Using these sets we consider the following finite dimensional approximation to the
equation considered above for kˆ (n, t)
∂tkˆ(n, t) = −n
2pkˆM (0, t)kˆ (n, t) +
p−1∑
l=1
∑
jl
(−1)
l
n2lajl kˆ
jl (0, t) kˆ (n, t)
−
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (n− q, t) +
∑
An∩Z2p−1
aJ i
J·RQRkˆ(Q, t),
for n 6= 0, and
∂tkˆ(0, t) = −
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (−q, t) +
∑
A0∩Z2p−1
aJ i
J·RQRkˆ(Q, t),
for n = 0. The proofs given below are for these finite dimensional approximations.
However, our estimates are strong enough to pass to the limit (see [3]).
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2.2. Important Remark. We shall be using the following fact freely. The sums
(here l ≥ 1) satisfy
∗∑ 1
q21
1
q22
. . .
1
q2l
1
(n− ql − ql−1 − . . . q1)
2 = O
(
1
n2
)
,
and
∗∑ 1
q1
1
q22
. . .
1
q2l
1
(n− ql − ql−1 − . . . q1)
2 = O
(
1
n
)
,
where ∗ means that the sum is over all the q1, q2, . . . , qk such that |qj | ≥ 1 and
|n− qk − · · · − q1| ≥ 1 (this can be proved by induction, see Lemma 3.1 in [3]).
2.3. The Proof. We begin by a series of lemmas whose purpose is to show how
the Fourier wavenumbers decay exponentially in time. The first two lemmas show
that the set of wavenumbers n = ±1 and |n| ≥ 2 control each other: if the size
of the Fourier coefficients with wavenumber in one set is small, so are the Fourier
coefficients with wavenumbers in the other set. Once this is proved, the Trapping
Lemma (Lemma 4) guarantees that if we start close enough to ψˆ (0) (the average
of the initial data), the Fourier coefficients of the solution decay exponentially in
time, as long as the 0-th wave number remains large enough: that the 0-th Fourier
coefficient remains large enough (and does not blow-up) is the purpose of Lemma
5.
We want to point out that more than going carefully over the calculations needed
in our proofs, we want to convey to the reader the spirit of our arguments and of
their applicability. More refined calculations can be found on [3,4], where the ideas
to be found here have been applied to other flows.
From now on, all the hypothesis of Theorem 1 on the structure of (2) are assumed.
Lemma 2. Given a smooth function ψ (which from now on we assume to be the
curvature function of a simple smooth closed convex curve), there is a δ > 0 (which
may depend on ‖ψ‖∞) such that if ψ satisfies
‖ψ‖2p+1 ≤ δψˆ (0) ,
and if on [0, τ ], the solution to (2) with initial condition ψ satisfies (1− 4δ) ψˆ (0) ≤
kˆ (0, t) ≤ (1 + 4δ) ψˆ (0), and
∣∣∣kˆ (±1, t)∣∣∣ ≤ 2δkˆ (0, t). Then, n2p ∣∣∣kˆ (n, t)∣∣∣ < δkˆ (0, t)
on the same time interval.
Proof. Assume that n2p
∣∣∣kˆ (n, τ ′)∣∣∣ = δkˆ (0, τ ′) for a given n occurs for a first time
at time τ ′ > 0 with τ ′ < τ . Let us consider the real and imaginary parts of the
evolution equation
d
dt
kˆ(n, t) = P kˆ (n, t)
−
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (n− q, t) +
∑
An∩Z2p−1
aJ i
J·RQRkˆ(Q, t).
where
Pn = −n
2pkˆM (0, t) +
p−1∑
l=1
∑
jl
(−1)
l
n2lajl kˆ
jl (0, t) .
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Do keep in mind that Pn is real valued. Now we examine the terms different from
Pnkˆ(n, t) in the last equation. We begin with∣∣∣∣∣∣−
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (n− q, t)
∣∣∣∣∣∣ .
The condition q 6= n in the sum implies that in the convolution term kˆ∗M (n− q, t)
there is at least one term kˆ (qj , t) with qj 6= 0 (if all the terms in this convolution
term are kˆ (0, t), then necessarily q = n). Hence, inside the sum there are two terms
of order δ. The fact that |q|
2p+1
∣∣∣kˆ (q, t)∣∣∣ < δkˆ (0, t) and kˆ (0, t) ≤ (1 + 4δ) ψˆ (0) for
t ∈ [0, τ ′] imply that the sum can be bounded independently of Z (recall the
’important remark’). Hence this term is of order O
(
δ2/n
)
and that the implicit
constants in this bound may depend on powers of ψˆ (0).
Now we look at the term ∣∣∣∣∑ aJ iJ·RQRkˆ(Q, t)
∣∣∣∣.
In this case, by the definition of the set An ∩ Z
2p−1, in the convolution kˆ(Q, t)
there are at least two terms kˆ (q1, t) and kˆ (q2, t) with q1, q2 6= 0. Also, the fact
that in the expression QR the powers of the individual terms are less than or equal
to 2p− 1 together with that on the interval [0, τ ′], |q|
2p+1
∣∣∣kˆ (q, t)∣∣∣ ≤ 2δkˆ (0, t) and
kˆ (0, t) ≤ (1 + 4δ) ψˆ (0), imply that the sums can be bounded independently of Z,
and hence, by our previous observation, this term is O
(
δ2/n
)
and the implicit
constant may depend on powers of ψˆ (0).
By the hypothesis of Theorem 1 (more precisely that referring to Pn,4δ), which
are in place here, it is not difficult to see that there is a c < 0 such that for all
n, Pn ≤ c < 0, and for n large Pn,4δ ∼ n
2p and that kˆ (n, t) is of order δ/n2p+1,
at time τ ′. Hence, by taking δ > 0 small enough, the real and imaginary parts of
d
dt
kˆ(n, τ ′) are dominated by the term Pnkˆ(n, τ
′), which is of order δ/n, and this
implies that the absolute values of the real and imaginary parts of kˆ(n, t) are non
increasing at τ ′. This implies the lemma.

Using the equation U± (k (·, t)) = 0, we can show how to control the±1 wavenum-
bers. That is the content of the next lemma.
Lemma 3. Given a function ψ, there is a δ > 0 (which may depend on ‖ψ‖∞)
such that if
‖ψ‖2p+1 ≤ δψˆ (0) ,
and on [0, τ ], a solution to (2) with initial data ψ satisfies (1− 4δ) ψˆ (0) ≤ kˆ (0, t) ≤
(1 + 4δ) ψˆ (0), and n2p
∣∣∣kˆ (n, t)∣∣∣ < δkˆ (0, t). Then, ∣∣∣kˆ (±1, t)∣∣∣ < δkˆ (0, t) on the same
time interval.
Proof. The proof is almost identical to the proof of Lemma 3 given in [4], but the
idea behind the proof is quite simple:
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Indeed, as we said before, our starting point are the identities U± (k) = 0. Let
us work with U+ (k) = 0. Then, by hypothesis, we can write
k = kˆ (0, t)
(
1 +A (t) e−iθ +A∗ (t) eiθ +O (δ)
)
,
and here A∗ denotes the conjugate of A. We may assume, again by the hypotheses,
that A is small in the interval [0, τ ] (or in a given subinterval), so that using a
Taylor expansion, we can compute that∫ 2π
0
eiθ
k (θ, t)
dθ =
A (t)
kˆ (0, t)
+O (δ) .
But the integral is 0 by hypothesis, and from this we can conclude that
A (t) = O
(
δkˆ (0, t)
)
.

Then we have the following version of the Trapping Lemma on [0, τ ]:
Lemma 4 (Trapping Lemma). Given a function ψ, there is a δ > 0 (which may
depend on ‖ψ‖∞), such that if the initial datum ψ satisfies the following inequality
‖ψ‖2p+1 ≤ δψˆ(0),
and such that if for all t ∈ [0, τ ]
(1− 4δ) ψˆ (0) ≤ kˆ (0, t) ≤ (1 + 4δ) ψˆ (0) ,
and |n|
2p+1
∣∣∣kˆ (n, t)∣∣∣ ≤ δkˆ (0, t), then there exists a γ > 0 that depends on δ > 0,
and a constant C > 0 such that the solution to (2) satisfies on [0, τ ]:∣∣∣kˆ (n, t)∣∣∣ ≤ Cδψˆ(0)e−γ|n|t
n2p+1
.
Proof. Let be vˆ(ξ, t) = exp (γ|ξ|t) kˆ(ξ, t), then:
vˆt(ξ, t) = γ|ξ| exp (γ|ξ|t) kˆ(ξ, t) + exp (γ|ξ|t) kˆt(ξ, t)
= γ|ξ|vˆ(ξ, t)
+ exp (γ|ξ|t)
[
−
∑
q2pkˆ(q, t)kˆ∗M (ξ − q, t) +
∑
aJ i
J·RQRkˆ(Q, t)
]
= γ|ξ|vˆ(ξ, t)−
exp [γ|ξ|t)
exp (γ(|ξ − q|+ |q|)t)
∑
q2pvˆ(q, t)vˆ∗M (ξ − q, t)
+
exp (γ|ξ|t)
exp (γ|Q|t)
∑
aJ i
J·RQRvˆ(Q, t),
where |Q| =
∑
k,l |qk,l|.
For the finite dimensional approximation that we are considering, namely
d
dt
kˆ(n, t) = −n2pkˆM (0, t)kˆ (n, t) +
p−1∑
l=1
∑
jl
(−1)
l
n2lajl kˆ
jl (0, t) kˆ (n, t)
−
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (n− q, t) +
∑
An∩Z2p−1
aJ i
J·RQRkˆ(Q, t),
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the above equation can be rewritten as
∂tvˆ(n, t) = γ|n|vˆ(n, t)
+ exp (γ|n|t)
[
−n2pkˆM (0, t)kˆ (n, t) +
p−1∑
l=1
∑
jl
(−1)l n2lajl kˆ
jl (0, t) kˆ (n, t)
−
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (n− q, t) +
∑
An∩Z2p−1
aJ i
J·RQRkˆ(Q, t)
]
= γ|n|vˆ(n, t)− n2pvˆM (0, t) vˆ (n, t) +
p−1∑
l=1
∑
jl
(−1)
l
n2lajl vˆ
jl (0, t) vˆ (n, t)
−
exp (γ|n|t)
exp (γ[|n− q|+ |q|]t)
∑
q∈Z−{n}
q2pvˆ(q, t)vˆ∗M (n− q, t)
+
exp (γ|n|t)
exp (γ|Q|t)
∑
An∩Z2p−1
aJ i
J·RQRvˆ(Q, t).
Consider the set
ΩZ =
{
w ∈ CZ : 2δψˆ (0) ≥ ‖w‖2p+1
}
.
We shall argue that when vˆ hits the boundary of ΩZ at time t then ∂tvˆ points
towards the interior of ΩZ . To proceed, let n be a witness of this, that is to say, let
n ∈ Z be such that |n|
2p+1
|vˆ (n, t)| = 2δψˆ (0). First, we shall show that the term
(5) − n2pvˆM (0, t) vˆ (n, t) + γ |n|+
p−1∑
l=1
∑
jl
(−1)l n2lajl vˆ
jl (0, t) vˆ (n, t)
dominates over the other terms in the expression on the left hand side of the equa-
tion given
Notice that by the assumption
(1− 4δ) ψˆ (0) ≤ kˆ (0, t) ≤ (1 + 4δ) ψˆ (0) ,
and the assumption on Pn,4δ in Theorem 1 (recall that vˆ (0, t) = kˆ (0, t)), for a well
chosen γ,
−n2pvˆM (0, t) + γ |n|+
p−1∑
l=1
∑
jl
(−1)
l
n2lajl vˆ
jl (0, t) ≤ c < 0,
and vˆ (n, t) = O
(
δ/n2p+1
)
, so this term is of order δ/n and its real and imaginary
parts have the opposite sign to the real and imaginary parts of vˆ (n, t): This fact,
if (5) were the only term we had to deal with, would imply that ∂tvˆ points towards
the interior of ΩZ . However, this is not the case and we must examine other terms
and show that they are smaller than (5) in absolute value when δ is small.
Let us start by the term∣∣∣∣∣∣
exp (γ|n|t)
exp (γ[|n− q|+ |q|]t)
∑
q∈Z−{n}
q2pvˆ(q, t)vˆ∗M (n− q, t)
∣∣∣∣∣∣
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As we argued before, condition q 6= n implies that in the convolution term there
is at least one term kˆ (qj , t) with qj 6= 0 (if all the terms in this convolution term
are vˆ (0, t), then necessarily q = n). Hence, inside the sum there are two terms of
order δ. The fact that |q|2p+1
∣∣∣kˆ (q, t)∣∣∣ < δkˆ (0, t) and kˆ (0, t) ≤ (1 + 4δ) ψˆ (0) imply
that the sums can be bounded above independently of Z. This shows that the term
being considered is of order δ2/n.
On the other hand, the term∣∣∣∣∣∣
exp (γ|n|t)
exp (γ|Q|t)
∑
An∩Z2p−1
aJ i
J·RQRvˆ(Q, t)
∣∣∣∣∣∣
is relatively easy to deal with, because by the definition of An ∩ Z
2p−1 the sum in
any of its terms which, as the reader knows, are basically products of kˆ (q, t) there
are at least two terms for which q 6= 0, which amounts to the fact that the whole
sum is of order δ2/n.
Then, we can conclude that for δ > 0 small enough ∂tvˆ points toward the inte-
rior of ΩZ whenever vˆ belongs to its boundary. Hence, |vˆ(n, t)| is decreasing and
therefore ∣∣∣kˆ (n, t)∣∣∣ ≤ δψˆ(0)e−γ|n|t
n2p+1
.
The case n = ±1 is obtained via the identity U± (k) = 0, following the same ideas
as in Lemma 3 in [4]. In fact we have that, without being to explicit about the
constants that ∣∣∣kˆ (±1, t)∣∣∣ = O (δe−γt) .

Now we show that the average curvature kˆ (0, t) remains controlled.
Lemma 5. Given an initial condition ψ, there is a δ > 0 (which may depend on
‖ψ‖∞), such that if the solution to (2) with initial data ψ satisfies on the time
interval [0, τ ] that (1− 4δ) ψˆ (0) ≤ kˆ (0, t) ≤ (1 + 4δ) ψˆ (0), n2p
∣∣∣kˆ (n, t)∣∣∣ ≤ δkˆ (0, t),
and
∣∣∣kˆ (±1, t)∣∣∣ < δkˆ (0, t), then (1− 3δ) ψˆ (0) ≤ kˆ (0, t) ≤ (1 + 3δ) ψˆ (0) on the same
time interval.
Proof. With the same proof of Lemma 3.5 of [3], it is easy to see that∑
qj11 q
j2
2 · · · q
jl
l e
−µ|q1|e−µ|q2| · · · e−µ|ql|e−µ|n−ql−···q1| ≤ Cµ,l,ne
− µ
4
j1+j2+···+jl
|n|
.
Using the above equation, and because
d
dt
kˆ(0, t) = −
∑
q∈Z
q2pkˆ(q, t)kˆ∗M (−q, t) +
∑
A0∩Z2p−1
aJ i
J·RQRkˆ(Q, t),
we get that
d
dt
kˆ (0, t) = O
(
δ2ψˆ (0) e−βγt
)
,
and integrating this equality for δ > 0 small enough, the result follows. 
From the previous lemmas we can conclude the following.
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Proposition 6. Given an initial condition ψ, there is a δ > 0 (which may depend
on ‖ψ‖∞), such that if ψ satisfies the following inequality
‖ψ‖2p+1 ≤ δψˆ(0),
then the solution to (2) with initial data ψ satisfies the following. There is a γ > 0
and a constant C > 0 such that ∣∣∣kˆ (n, t)∣∣∣ ≤ Ce−γt,
and (1− 4δ) ψˆ (0) ≤ kˆ (0, t) ≤ (1 + 4δ) ψˆ (0), as long as the solution to (2) exists.
As a consequence of the previous proposition, the curvature function k remains
uniformly bounded as long as the solution to (2) exists, so the flow exists for all time.
Also, it follows that k is converging towards a constant smoothly and exponentially.
Indeed, by the Fundamental Theorem of Calculus
kˆ(0, s) = kˆ(0, t) +
∫ s
t
d
dτ
kˆ(0, τ) dτ,
and hence, by Lemma 5 we can take the limit as s→∞. Denote
lim
s→∞
kˆ (0, s) = kˆ (0,∞) ,
and then
kˆ(0,∞) = kˆ(0, t) +
∫ ∞
t
d
dτ
kˆ(0, τ) dτ.
Therefore ∣∣∣kˆ(0,∞)− kˆ(0, t)∣∣∣ ≤ ∫ ∞
t
∣∣∣∣ ddτ kˆ(0, τ)
∣∣∣∣ dτ ≤ Ce−βγt,
which shows our claim.
In order to improve our estimates, we need to consider the integral form of the
equation
∂tkˆ(n, t) =
[
−n2pkˆM (0, t) +
p−1∑
l=1
∑
jl
(−1)
l
n2lajl kˆ
jl (0, t)
]
kˆ(n, t)
−
∑
q∈Z−{n}
q2pkˆ(q, t)kˆ∗M (n− q, t) +
∑
An∩Z2p−1
aJ i
J·RQRkˆ(Q, t).
For that, we can use the integrating factor method to obtain
kˆ(n, t)
=
[∫ t
τ

 ∑
An∩Z2p−1
aJ i
J·RQRkˆ(Q, σ)−
∑
q∈Z−{n}
q2pkˆ(q, σ)kˆ∗M (n− q, σ)

 e− ∫ στ Ξ(s)dsdσ
+ kˆ(n, τ)
]
e
∫
t
τ
Ξ(s) ds,
where Ξ(s) is given by
−n2pkˆM (0, s) +
p−1∑
l=1
∑
jl
(−1)
l
n2lajl kˆ
jl (0, s) .
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Using the bounds that we found in our lemmas yield∣∣∣kˆ(n, t)
∣∣∣
≤
[∫ t
τ
∣∣∣∣
∑
An∩Z2p−1
aJ i
J·R
Q
R
kˆ(Q,σ)−
∑
q∈Z−{n}
q
2p
kˆ(q, σ)kˆ∗M (n− q, σ)
∣∣∣∣
∣∣∣e− ∫ στ Ξ(s)ds∣∣∣ dσ
+
∣∣∣kˆ(n, τ )
∣∣∣
] ∣∣∣e∫ tτ Ξ(s)ds
∣∣∣
≤ Ke
−n2p
∫
t
τ
kˆM (0,τ) dτ+
∑p−1
l=1
∑
jl
(−1)ln2lajl
∫
t
τ
kˆjl (0,τ) dτ
.
The bound K on the outermost time integral can be shown to exist due to the
decay estimates (which are exponential) that we have shown for the terms kˆ (n, t).
Hence, by our previous considerations, given ǫ > 0, there is τ such that if t > τ
then
(1− ǫ) kˆ (0,∞) ≤ kˆ(0, t) ≤ (1 + ǫ) kˆ (0,∞) .
Thence, we can bound ∣∣∣kˆ(n, t)∣∣∣ ≤ KePn,ǫ[t−τ ],
where Pn,ǫ is given by
Pn,ǫ = −n
2p[1− ǫ]M kˆM (0,∞)+
p−1∑
l=1
∑
jl
(−1)
l
n2lajl
(
1 + sgn
(
(−1)
l
ajl
)
ǫ
)jl
kˆjl (0,∞) .
This finishes the proof of Theorem 1, as for ǫ > 0 small enough, with n = 2 we
have assumed that P2,ǫ ≥ Pn,ǫ.
3. Applications
3.1. Polyharmonic flows. If s is the length of arc parameter and k the curvature,
the polyharmonic flow is given by
∂
∂t
γ = (−1)p
[
∂2pk
∂s2p
]
ν.
The curvature then evolves by the equation
∂k
∂t
= (−1)
p
[
∂2p+2k
∂s2p+2
+ k2
∂2pk
∂s2p
]
.
Now using the fact that
∂
∂s
=
∂θ
∂s
∂
∂θ
= k
∂
∂θ
,
it is easy to show that the evolution equation satisfied by the curvature in the case
of the polyharmonic flow satisfies an equation of the form of (2) plus the structure
conditions imposed on it. In fact, if all the operators ∂
∂θ
jump over all the k’s we
obtain a term
(−1)
p
k2p+2
(
∂2p+2k
∂θ2p+2
+
∂2pk
∂θ2p
)
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whereas, if any of the operators ∂
∂θ
acts on any of the k’s, we obtain a term where
there is at least a product of two derivatives of k (of perhaps different order). So
in general, the curvature function in the polyharmonic flow satisfies an equation
(6)
∂k
∂t
= (−1)
p
k2p+2
(
∂2p+2k
∂θ2p+2
+
∂2pk
∂θ2p
)
+H
(
k, . . . ,
∂2p+1k
∂θ2p+1
)
where any term zα00 . . . z
α2p+1
2p+1 of the polynomial H (z0, . . . , z2p+1) satisfies α1+α2+
· · ·+ α2p+1 ≥ 2. In this case, we have then that
G = (−1)
p
z2p+20 z2p +H.
For instance, for p = 1 the flow takes the form
∂k
∂t
= (−1)
[
∂4k
∂s4
+ k2
∂2k
∂s2
]
= −k4
∂4k
∂θ4
− k
4 ∂
2k
∂θ2
− k
[
∂k
∂θ
]4
− 11k2
∂k
∂θ
∂2k
∂θ2
− 4k3
[
∂2k
∂θ2
]2
− 7k3
∂k
∂θ
∂3k
∂θ3
− k
3
[
∂k
∂θ
]2
.
It is then clear that G satisfies the conditions required in the introduction.
Applying Theorem 1, if we start close to the unit circle, in the sense of the
seminorms ‖·‖2p+3, the solution to the polyharmonic flow exists for all time and
converges smoothly and exponentially fast to a circle (and as shown in [8] to a unit
circle if the area enclosed by the initial curve is π).
We can also give rates of convergence. For instance, in the case of p = 1, for any
ǫ > 0 and large enough times (and assuming that the initial curve encloses an area
of π), ∣∣∣kˆ(n, t)∣∣∣ ≤ Ke[−n4[1−ǫ]4+n2[1+ǫ]4][t−τ ].
Also, as it is known that if convergent, when the initial curve encloses a region of
area π, the polyharmonic flow satisfies k → 1, then we have that for any ǫ > 0 and
large enough times the following estimate holds
‖k (θ, t)− 1‖Cl(S1) ≤ Cl,ǫe
[−16[1−ǫ]4+4(1+ǫ)4]t,
which improves on known results (see [8]). The general case of this estimate, as
described in Corollary 1 follows from the structure of the evolution equation of the
curvature given by (6).
3.2. Other flows: A very specific example. As another example, let us con-
sider a simple plane curve γ evolving by the following flow
(7)
∂γ
∂t
= −k
[
∂2k
∂s2
]
N,
where s is the length of arc parameter, k the curvature and N the exterior normal.
A calculation shows that the curvature evolves by the following equation
∂k
∂t
= −k
[
∂4k
∂s4
]
− k3
[
∂2k
∂s2
]
−
[
∂2k
∂s2
]2
− 2
[
∂k
∂s
] [
∂3k
∂s3
]
= −k5
[
∂4k
∂θ4
]
− k5
[
∂2k
∂θ2
]
− 5k4
[
∂2k
∂θ2
]2
− k4
[
∂k
∂θ
]2
− 2k2
[
∂k
∂θ
]4
− 21k3
[
∂k
∂θ
]2 [
∂2k
∂θ2
]
− 9k4
[
∂k
∂θ
] [
∂3k
∂θ3
]
.
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First of all notice that for a given δ > 0 we have that
Px,4δ = −x
4 (1− 4δ)
5
(
ψˆ (0)
)5
+ x2 (1 + 4δ)
5
(
ψˆ (0)
)5
=
(
−x4 (1− 4δ)5 + x2 (1 + 4δ)5
)(
ψˆ (0)
)5
≤ −0.5
(
ψˆ (0)
)5
,
whenever 0 < δ < 132 .
As a consequence, our computations give us for this case that for initial conditions
near the circle of radius 1, with ψˆ (0) = 1, the solution to (7) converges towards a
curve whose curvature converges exponentially towards, say k∞, and for any ǫ > 0,
there is a time Tǫ > 0 and a constant Kǫ such that for t > Tǫ the following estimate
holds ∣∣∣kˆ(n, t)∣∣∣ ≤ Kǫe[−n4[1−ǫ]5+n2[1+ǫ]5]k5∞[t−τ ],
and a convergence rate of the curvature towards k∞ is given by (that is, for any
ǫ > 0 there is a constant Cl,ǫ such that)
‖k (θ, t)− k∞‖Cl(S1) ≤ Cl,ǫe
k5
∞
[−16[1−ǫ]5+4[1+ǫ]5]t,
which means that the rate of convergence is as close to exp
(
−12k5∞
)
as wished.
3.3. A more general family of examples I. In this section we will consider
flows of the form (1) with
(8) F
(
k, ks, . . . , k
(2p)
s
)
=
2p∑
j=1
aj
∂2jk
∂s2j
+H,
where H is again a polynomial on the derivatives of k of order less than 2p and
where we only allow terms which contain products of two or more derivatives of k
order bigger or equal than 1. To give an example, H may contain terms of the form
kskss (as long as 2p ≥ 4) or k (ks)
2
.
For a constant W such that given ψ there exists a δ > 0 for which whenever
W = ψˆ (0) ≥ δ ‖ψ‖2p+3
then the conclusion of Theorem 1 holds, then we say that the flow (1) is stable
around W (which corresponds to a circle of radius W−1).
A straightforward computation shows that the curvature k satisfies an equation
∂k
∂t
=
∂2
∂s2
F + k2F.
Then, the polynomial that determines the stability of the flow is the following
(−1)
p+1
apψˆ (0)
2p+2
n2p+2
+∑p
j=2 (−1)
j
(
ajψˆ (0)
2
+ aj−1
)
ψˆ (0)
2j
n2j
+
(−1)a1ψˆ (0)n
2,
since the negativity of this polynomial for n ≥ 2 implies the condition on Pn,4δ, for
δ > 0, small enough needed in the hypothesis of Theorem 1. Notice then that if
W = ψˆ (0) is large enough, the previous polynomial is strictly negative for n ≥ 2.
Hence we have from Theorem 1 the following.
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Proposition 7. Assume that sgn (ap) = (−1)
p
. There exists an M such that if
W ≥M then the flow (1) with F of the form (8) is stable around W .
This proposition basically tells us that in the case of a flow with F of the form
(8), its stability depends on the sign of the derivative of the largest order, and that
it will hold around circles that are small enough.
3.4. A more general family of examples II. Now we consider
(9) F
(
k, ks, . . . , k
(2p)
s
)
=
p−1∑
j=0
ap−jk
2j ∂
2p−2jk
∂s2p−2j
+H,
with H as in the previous section. This type of F includes as an example the case
of
V = kssss + k
2kss −
1
2
k (ks)
2
,
which is associated to the (normal) evolution of a curve, which is related to the
steepest gradient flow of the functional (see [2])
E [γ] =
∫
γ
(ks)
2
ds.
In the case that F has the form (9), the polynomial that determines stability is
given by
(−1)
p+1
apψˆ (0)
2p+2
n2p+2
+∑p−2
j=0 (−1)
p−j
(ap−j + ap−j−1) ψˆ (0)
2p+2
n2p−2j
+
(−1)a1ψˆ (0)
2p+2
n2,
and hence, a conclusion we can draw without much difficulty is the following.
Proposition 8. Assume that sgn (ap) = (−1)
p
,and
3
4
|ap| ≥
p−1∑
j=1
5
4j+1
|ap−j | ,
then the flow (1) with F of the form (9) is stable around any ψˆ (0) =W > 0.
Finally, notice that V above satisfies the hypothesis of the proposition.
3.5. Regularity. Here we discuss the sharpness of requirement (4) in the state-
ment of Theorem 1. We start with the case of polyharmonic flows, and we shall
center our discussion in the case p = 1.
We will show that condition (4) which amounts to
ψˆ (0) ≥ δ ‖ψ‖5 ,
can be replaced by a milder
ψˆ (0) ≥ δ ‖ψ‖ 5
2
+η
where η > 0 is small.
As the reader has seen so far, in the evolution of a Fourier wave number there
are good and bad terms. By a good term we mean a term whose existence, if it
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were alone, affects the evolution of a Fourier wave number kˆ (n, t) by making its
norm decrease. The best of these terms is given by
(10) − kˆ (0, t)4 kˆ (n, t) ,
which comes from taking the Fourier transform of the term
−k4
∂4k
∂θ4
.
Regarding bad terms, those that could offset the evolution of a Fourier wave number
towards values of smaller norm, there is what we might call a very bad term (it has
the largest possible order), which in this case is given by a sum∑
q1,q2,q3,q4
kˆ (q1, t) kˆ (q1, t) kˆ (q2, t) kˆ (q3, t) kˆ (q4, t)
(n− q1 − q2 − q3 − q4)
4 kˆ (n− q1 − q2 − q3 − q4, t) ,
but in this sum, at least there are two q’s which are nonzero. If we assume that
kˆ (q, t) ∼
δ
|q|
5
2
+η
,
then one can show that the sum above is of order δ2n
3
2
−η. But then the term (10)
is of order δn
3
2
−η, so it will dominate the behavior of the evolution of kˆ (n, t), and
then there will be stability for the flow.
As yet another example, working with this heuristics and which can be made
rigourous without much difficulty, it can be shown that the flow studied in the
recent paper [2], for which
F = kssss + k
2kss −
1
2
k (ks)
2
,
it is enough to ask for a condition
ψˆ (0) ≥ δ ‖ψ‖ 7
2
+η ,
instead of the stronger
ψˆ (0) ≥ δ ‖ψ‖7 ,
to obtain stability.
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