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Abstract
In recent years, there have been numerous observations of large vacuum level shifts, often at-
tributed to the presence of mid-gap states, at many different metal/organic and organic/organic
interfaces. Many of the same interfaces are found in bulk-heterojunction (BHJ) solar cells, where
the large vacuum level shifts may alter the energy level alignment compared to common assumption.
In this work, we have used a two-dimensional drift-diffusion simulation to calculate the vacuum
level landscape for BHJ solar cells. We see that the large concentrations of mid-gap states required
for experimentally observed vacuum level shifts to occur completely change the energetics of the
device.
When such mid-gap states are present, at thermal equilibrium, we find that the vacuum level
landscape is dominated by abrupt changes in the vacuum level at interfaces and a constant value
for the vacuum level within the donor and acceptor phase. Under illumination, for mid-gap state
depths larger than a certain threshold, the population of mid-gap states becomes dominated by
the capture of free charge carriers. This behavior sets and upper limit for the electric field within
the donor and acceptor phase, which is much smaller than typical values for the electric field in the
device under operational conditions. Our results show that, in general, simply adding experimental
values for vacuum level shifts obtained for the individual interface will not produce the real vacuum
level landscape in the device. The magnitude of the vacuum level shift at any one interface not
only depends on the surface density and energy of the mid-gap states at that interface, but also
on the alignment at other interfaces throughout the device.
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I. INTRODUCTION
The performance of organic solar cells is largely determined by processes occurring at
interfaces, such as charge separation and recombination. Bulk-heterojunction (BHJ) solar
cells takes this to the extreme by blending the electron-donating (donor) and electron-
accepting (acceptor) material, forming an interconnected structure where interfaces between
the two materials are effectively found everywhere throughout the active layer of the solar
cell. In a BHJ solar cell, generated electron-hole pairs will diffuse to a nearby donor/acceptor
interface where they are quickly dissociated into free electrons and holes of density n and
p. Some of the energy of the absorbed photon is lost when the electron is transferred from
the donor to the acceptor, and the maximum energy that can be extracted is limited by the
difference between the highest occupied molecular orbital (HOMO) of the donor and the
lowest unoccupied molecular orbital (LUMO) of the acceptor.1,2 Another of the main loss
mechanisms in BHJ solar cells is recombination, occurring when a free electron and hole
meet at a donor/acceptor interface. In fact, the device performance of BHJ solar cells is
mostly determined by processes occurring at interfaces in the device.3,4
After an electron-hole pair has been separated into free charge carriers, these are extracted
by an internal electric field F . The magnitude of the electric field is determined by the work
function of the anode Φan and cathode Φcat, the externally applied voltage and the shape of
the vacuum level landscape inside the device. The electric field can be related to the vacuum
level (VL) by way of the electric potential ψ. The electric field is given by F¯ = −∇ψ and in
this work, we have chosen the electric potential so that −eψ = VL, where e is the elementary
charge. In the simplest case, at thermal equilibrium, the electric field is constant throughout
the active layer, which corresponds to a linearly increasing or decreasing vacuum level. If
there are abrupt changes in the potential at interfaces, seen as shifts in the vacuum level or
band-bending depending on how far they extend from the interface, a much more complex
situation may arise, such as that found in some organic light-emitting diodes.5
There have been many observations of large vacuum level shifts and band-bending at
organic/metal and organic/organic interfaces, mainly in photoelectron spectroscopy studies
in recent years.6–13 Several different origins for vacuum level shifts and band-bending have
been proposed, among others the induced density of interface states (IDIS)14 and the integer
charge transfer (ICT)11 model, as well as a broad density of states for the HOMO and LUMO
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levels13,15. Both the ICT and IDIS model are based on the existence of allowed states in the
middle of the gap between the HOMO and the LUMO. These models describe how vacuum
level shifts occur under such circumstances, when the normally unoccupied mid-gap states
start to fill up. Similarly, when a large amount of charge carriers reside in the tail of a broad
HOMO or LUMO density of states at an interface, band-bending or vacuum level shifts arise
there.
The induced density of interface states model describes how the overlap between the wave
function of the metal density of states and the molecular energy levels of the organic leads to
an induced (continuous) density of interface states in the HOMO/LUMO gap of the organic.
By calculating the IDIS and determining the charge neutrality level (CNL) and the slope
parameter S, which depends on the screening properties of the material, the model is able
to determine the size of the vacuum level shift at the surface in question.14 The model has
also been used to describe energy level alignment at organic/organic interfaces, based on the
fact that the CNL is largely independent of the properties of the metal at the interface and
can be considered a material-dependent property.16
The ICT model is based on integer charge transfer between a metal surface and an organic
semiconductor when there is no hybridization between the metal DOS and the molecular
orbitals of the semiconductor, for example due to the metal being passivated by hydrocarbons
before deposition of the semiconductor. In the simplest approach, the model considers
two (relaxed) levels located in the HOMO/LUMO gap, EICT+ and EICT-, which have a
positive and negative charge if occupied, respectively, and are taken to be properties of the
semiconductor and therefore have the same energies at all interfaces.11 At a metal/organic
interface, charge may be transferred between the metal and the states EICT+ and EICT- of
the semiconductor, as well as between the ICT levels at organic/organic interfaces. Energy
level alignment at metal/organic and organic/organic is predicted by considering if it is
energetically favorable for charge carriers to be transferred across interfaces to these states.
In this work, we have clarified how mid-gap states located at metal/organic and or-
ganic/organic interfaces affect the vacuum level landscape in BHJ devices utilizing a two-
dimensional drift-diffusion simulation. Drift-diffusion simulations have been used widely to
model the device performance of and experimental results for organic solar cells. BHJ solar
cells have often been modelled using one-dimensional drift-diffusion simulations, by utilizing
effective parameters, to great success.17–22 A two-dimensional simulation makes it possible
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FIG. 1. Energy level diagram of the materials found in a typical BHJ solar cell, including mid-gap
states. The mid-gap states E+ and E− are shown as shorter lines at interfaces. The vacuum
level is shown by the dashed line at the top. (a) The energy levels of the isolated materials,
relative to a common vacuum level. The dotted lines in FIG. (b) and (c) emphasize that donor
and acceptor phases, and consequently, the transport levels are found throughout the active layer.
(b) Vacuum level alignment after device fabrication, giving rise to a constant electric field in the
device. (c) Pinning to mid-gap states after device fabrication, giving rise to large vacuum level
shifts at interfaces. The vacuum level has a constant value within the material phases with large
shifts at interfaces.
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broken, as is the case under illumination or when an external potential is applied, it is not
straightforward to determine the effects such states have on the device performance.
III. DRIFT-DIFFUSION SIMULATION
A. Model of Charge Transport in the Bulk
A two-dimensional drift-diffusion simulation solves a set of equations, which at steady
state is made up of the continuity equation for holes
1
e
∇ · J¯p(p, ψ) = G−R(p, n), (1)
electrons
−
1
e
∇ · J¯n(n, ψ) = G−R(p, n) (2)
and the Poisson equation
∇
2ψ(x, y) =
e
εε0
(n(x, y) + nE
−
(n, p, ψ)− p(x, y)− pE+(n, p, ψ)). (3)
Here, x and y the two spatial dimensions, J¯p and J¯n the current densities for the respective
charge carrier, G the generation rate, R the recombination rate, εε0 the dielectric constant
and nE
−
and pE+ the concentrations of electrons and holes in mid-gap states. The depen-
dence on the spatial dimensions for the charge carrier concentrations and electric potential
is explicitly written out to emphasize that n, p and ψ are calculated as functions of these.
All other variables can be expressed as functions of n, p and ψ, resulting in a system of
three equations and three unknowns. The charge transport is modeled as the sum of drift
and diffusion currents, leading to the following expressions for the current density of holes
J¯p(p, ψ) = −ep(x, y)µp∇ψ(x, y)− kTµp∇p(x, y) (4)
and electrons
J¯n(n, ψ) = −en(x, y)µn∇ψ(x, y) + kTµn∇n(x, y). (5)
The transport energy levels have been included so that holes are transported at energy Ev
and electrons at Ec, each with an effective density of states Nv and Nc. The concentration
7


C. Simulation Parameters
The realistic and simplified morphologies used in this work are shown in FIG. 2. Periodic
boundary conditions were used in the y-direction for both morphologies, so that y = 0 nm
connects to y = 20 nm for structure (a) and y = 10 nm for structure (b). Structure (a) was
drawn in order to demonstrate that the model works for a morphology resembling that found
in a real device.32 This structure does not contain any geometric symmetries, except for the
periodic boundary conditions, which might affect the shape of the vacuum level landscape.
The real, 3-dimensional structure also contains pathways in the third spatial dimension,
which cannot be included directly in our 2-dimensional model. Therefore, this model should
simply be seen as a way to study charge transport within continuous, elongated material
structures.
(a)
(b)
Donor Acceptor
FIG. 2. (a) The realistic and (b) simplified morphology used for the calculations, referred to as
structure (a) and (b). The donor is shown in red and the acceptor in blue and the anode is located
at x = 0 nm and the cathode at x = L = 150 nm. Periodic boundary conditions have been applied
for the y-axis, connecting y = 0 nm to y = 20 nm.
For all the simulations, we used the same concentrations of mid gap-states N0 for both the
donor and acceptor, so that N0 = N+ = N−. In order to study the behavior for devices where
the average thickness of the donor and acceptor phases does not vary along the x-direction,
we chose the simplest possible case, structure (b) in FIG. 2.
The numerical implementation of the equations presented in this chapter are based on
the procedure described by Selberherr33. The C++ code used to run the simulation can be
downloaded at https://github.com/cahlang/2DDriftDif. The simulation parameters used in
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TABLE I. Simulation parameters.
Parameter Donor value Acceptor value Parameter Value
Ev [eV] -4.8 -6.1 Φan [eV] 4.7
Ec [eV] -2.8 -3.7 Φcat [eV] 3.8
µp, µn [cm
2/Vs] 10−3 10−3 G [1/cm3] 1.5 × 1022
Nc, Nv [1/cm
3] 1020 1020 γ 0.1
E+, E− [eV] -4.0 – -4.6 -3.9 – -4.5 N0 [1/cm
3] 5 × 1018 ... 1020
εr 3.4 3.4 T [K] 300
this work are shown in TABLE 1.
IV. RESULTS
In FIG. 3 (b) we show how pinning to mid-gap states occurs, both at the metal/organic
and organic/organic interfaces with energies ∆E+ = 0.8 eV and ∆E− = 0.6 eV and con-
centrations N0 = 10
20 cm−3 for structure (a). FIG. 3 (a) shows the vacuum level landscape
without mid-gap states for comparison. The main features of the potential landscape are
shifts in the vacuum level at interfaces and a constant vacuum level within the material
phases. At the anode, vacuum level shifts of roughly ∆an/D = 0.7 eV and ∆an/A = 0.4 eV
are seen at the donor and acceptor interfaces. Similarly, at the cathode interface, shifts of
∆cat/A = 0.5 eV and ∆cat/D = 0.2 eV are found for the acceptor and donor, respectively. At
donor/acceptor interfaces throughout the active layer, a vacuum level shift of ∆D/A = 0.3 eV
is observed.
Note that the transport levels EDv and E
A
c , which are used as reference for the mid-gap
state depths ∆E+ and ∆E−, are located 0.1 eV above and below the anode and cathode
in energy, respectively. Therefore, if the Fermi level becomes pinned exactly to E+ and
E
−
, vacuum level shifts that are 0.1 eV smaller than ∆E+ and ∆E− are to be expected.
At the donor/acceptor interface, a vacuum level shift is expected to appear when E+ is
located higher in energy than E
−
, that is when ∆E+ + ∆E− ≥ E
D
v − E
A
c . If the Fermi
level aligns exactly to E+ and E−, the shift at the donor/acceptor interface is given by
∆D/A = ∆E++∆E−−1.1 eV, meaning that ∆D/A ≤ 0.5 eV with the simulation parameters
11
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(b)
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n, p≫ n1, p1 in Eq. 11, in the device determine the population of mid-gap states throughout
most of the device. Close to the electrodes, within a few nanometer thick region, the
concentration of free charge carriers remains small and here vacuum level shifts similar to
those at thermal equilibrium are retained. The result is a situation where mid-gap states
at the electrodes build up large enough populations that the potential difference between
the electrodes drops almost completely over these regions. In the rest of the device, the
populations of the E
−
and E+ states are equal, resulting in an effectively charge-neutral
region, over which the remaining potential difference, roughly 0.15 eV, drops linearly. Even
though the vacuum level shifts here do not change noticeably, the mechanism for filling the
mid-gap states is completely different compared to that at thermal equilibrium.
Before delving deeper into the details of this behavior, we determined at what density
of, and energy for, the mid-gap states Fermi-level pinning occurs at thermal equilibrium.
Having seen that the vacuum level landscape is what one would expect for this highly
asymmetrical morphology, we switch to structure b, in order to simplify the analysis. For
these calculations, the vacuum level showed no or a very weak y-dependence (parallel to
the electrodes) within the separate material phases and therefore the vacuum level for all
the following calculations is only plotted as a function of x. The vacuum level in the donor
phase is plotted from x = 0 to x = L/2 and the vacuum level in the acceptor phase from
x = L/2 to x = L. The vacuum level shift at the donor/acceptor interface generally
showed no x-dependence, and the (constant) value of ∆D/A can be read from the figures at
x = L/2. It is important to remember that structure (b) in FIG. 2 was used in each case
and donor/acceptor interfaces are therefore found throughout the active layer. A simple
bilayer structure where the donor and acceptor are two distinct layers deposited on top
of one another would not necessarily reproduce the vacuum level landscapes shown in this
work.
The x-dependence of the vacuum level landscapes for different values of N0 is illustrated
in FIG. 4. The calculations were done ranging from the value for N0 used above, 10
20 cm−3,
to 5× 1018 cm−3. In each case, the vacuum level shift at the donor/acceptor interface had a
constant value throughout the active layer. Sharp vacuum level shifts, where the potential
drop occurs over a few nanometers, are observed for N0 ≥ 2.5× 10
19 cm−3, while the region
over which the potential drops extends much further into the active layer for smaller values
of N0. As the concentration of mid-gap states is lowered from N0 = 2.5 × 10
19 cm−3, a
14
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FIG. 5. The vacuum level at thermal equilibrium as a function of x, for different values of ∆E0
with N0 = 10
20 cm−3. The region 0 < x < L/2 shows the vacuum level in the donor phase and
L/2 < x < L the vacuum level in the acceptor phase.
rest of the potential difference between the electrodes drops more or less linearly over the
active layer. For ∆E0 = 0.4eV, sharp vacuum level shifts ∆an/D = ∆cat/A = 0.3 eV are
followed by an additional drop of 0.15 eV over 15 nm at the electrodes. The initial shifts of
0.3 eV already align the Fermi level to E+ and E−, but a significant amount of charge in
mid-gap states along the donor/acceptor interfaces causes the vacuum level to drop further.
Consequently, at a distance of 15 nm from the electrodes, the Fermi level is aligned 0.15 eV
above E+ and 0.15 eV below E−. The vacuum level is constant throughout the rest of the
active layer. As ∆E0 increases, the region over which the potential drops at the electrodes
becomes narrower and the vacuum level reaches a constant value about 5 nm into the active
layer. In each case, we see that ∆an/D and ∆cat/A deviates only slightly from the expected
value ∆E0 − 0.1 eV.
Under illumination, at zero applied voltage, the shape of the vacuum level landscape,
shown in FIG. 6, is very similar for all cases with ∆E0 ≥ 0.4 eV. For these values of ∆E0,
we see that ∆an,D ≈ ∆cat,A ≈ 0.5 eV, falling over a more narrow region with increasing
values of ∆E0 and a small electric field appears in the previously field-free region. For
16

(a) (b)
FIG. 7. (a) The internal electric field at x = L/2, y = 2.5 nm as a function of external voltage for
different mid-gap state depths ∆E0. (b) The current as a function of external voltage for different
mid-gap state depths
So far we have only looked at situations where ∆E+ and ∆E− are similar or equal. In the
following simulations, we chose a constant value for E+ and studied how the vacuum level
landscape changes with changing E
−
. The vacuum level landscapes for ∆E+ = 0.2 eV and
∆E+ = 0.8 eV at thermal equilibrium and under illumination at short circuit are shown as
a function of x in FIG. 8.
For ∆E+ = 0.2 eV, shown in FIG. 8 (a), the Fermi level aligns roughly to E− at a few
nanometers into the active layer, seen as shifts of roughly ∆cat/A = ∆E− − 0.1 eV. For
∆E
−
= 0.4 eV and ∆E
−
= 0.6 eV, the vacuum level changes by an additional 0.1 eV within
a 15 nm thick region. At the anode, the initial shift in the vacuum level ∆an/D ≈ 0.15 eV
over a few nanometers is the same in all cases, but for E
−
= 0.4 eV and E
−
= 0.6 eV the
vacuum level drops further in the same way as was seen at the cathode. For ∆E
−
= 0.2 eV,
the remaining potential difference drops linearly over the active layer and for ∆E
−
= 0.8 eV
a small vacuum level shift ∆D/A = 0.05 eV appears at the donor/acceptor interface. Under
illumination, the vacuum level landscape is almost identical for all values of ∆E
−
. In the
donor phase, the vacuum level is very similar to that at thermal equilibrium with ∆E
−
=
0.8 eV. At the cathode/acceptor and the donor/acceptor interface, shifts of ∆cat/A ≈ 0.7 eV
and ∆D/A ≈ 0.12 eV are seen for all values of ∆E−.
For ∆E+ = 0.8 eV, the Fermi level aligns close to E− at the cathode for all values of
18
(a) (b)
(c) (d)
FIG. 8. The vacuum level as a function of x for different values of ∆E
−
. The region 0 < x < L/2
shows the vacuum level in the donor phase and L/2 < x < L the vacuum level in the acceptor
phase. a) ∆E+ = 0.2 at thermal equilibrium. b) ∆E+ = 0.2 eV under illumination at short circuit.
c) ∆E+ = 0.8 at thermal equilibrium. d) ∆E+ = 0.8 eV under illumination at short circuit.
∆E
−
. At the anode, the vacuum level shift changes noticeably for the different values of
∆E
−
but the Fermi-level remains aligned close to E+ and ∆an/D ≈ 0.7 eV in all cases. The
vacuum level is constant throughout most of the active layer and ∆A/D has a non-zero value
in all cases. Under illumination, for ∆E
−
= 0.2 eV, the vacuum level shifts at the electrodes
change only slightly from those observed at thermal equilibrium, while the vacuum level shift
at the donor/acceptor interface increases slightly. For ∆E
−
= 0.4 eV and ∆E
−
= 0.6 eV, the
shape of the vacuum level is very similar in both cases, except shifted by about 0.05 eV with
respect to an another. The shape of this vacuum level landscape is also identical, expect for
a small shift downwards in energy, to that for ∆E0 ≥ 0.4 eV in FIG. 6.
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mid-gap states then becomes
pE+ = N+
Cpp
Cnn+ Cpp
nE
−
= N
−
Cnn
Cnn+ Cpp
.
(15)
With the expressions we used for the capture coefficients and when the charge carrier con-
centrations are given by Eq. (14), the population of the mid-gap states becomes pE+ =
nE
−
= N0/2 and in the region δ ≤ x ≤ L − δ. In this region the potential landscape is
therefore completely independent of the mid-gap state depths, as long as these are large
enough. This is seen especially well when comparing FIG. 6 and 8 (d), where the vacuum
level landscapes are almost identical in the region 10 nm ≤ x ≤ 140 nm but shifted relative
to each other due to the different vacuum level shifts at the electrodes.
The x-dependence of any electric field in this region can be calculated by utilizing the
divergence theorem, stating that ∇j(x) = 0 in one dimension. The field must therefore have
the form
F (x) = FL/2
(L/2− δ)2
(x− δ)(L− x− δ))
. (16)
The net current through the device, using the expressions for the charge carrier concentra-
tions and the electric field in Eq. (14) and (16), is then given by
jnet = j
p
drift + j
n
drift = −
e2Geff
kT
FL/2(L/2− δ)
2. (17)
As shown by FIG 7 (a), FL/2 is only weakly dependent on the applied voltage for deep
mid-gap states and therefore also the current in reverse bias. When an external voltage is
applied, most of the potential difference between the electrodes drops close to the electrodes
within the region δ, while the electric field within the materials phases throughout most
of the device remain mostly unaffected. The reduction in the open circuit voltage and the
S-shaped IV-curves can be understood based on increasing effective injection barriers with
increasing ∆E0.
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The concentration of mid-gap states required for sharp vacuum level shifts to occur in
our model was determined to be roughly 2.5 × 1019 cm−3, while lower concentrations give
rise to band bending extending tens of nanometers into the active layer. This concentration
in our model corresponds to a surface density of 1.25×1012 cm−2 for the anode and cathode
interfaces. In a BHJ solar cell, the effective surface density of interface states at the electrodes
21
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