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CHAPTER I. INTRODUCTION 
Formal educator (teacher) assessment of teaching performance has 
been receiving a great deal of attention and use In higher education. 
Efforts on the subject have given rise to a multitude of questions re­
garding Its purpose. Its possible effects upon the Improvement of instruc­
tion, the use of certain groups of assessors, and the reliability of as­
sessors In measuring educator performance. The Interest and efforts 
heightened in the middle 1960s and have extended into the 1970s. The 
increased interest was brought on by student reactions, diminishing student 
enrollment, and the thrust on accountability. Governmental dialogue gave 
rise to a concern for financial responsibility which gained widespread 
popularity in education. With this thrust of interest, educator assessment 
strategies became varied and numerous. Aleamoni (1, p. 1) spoke of the 
many proposals in his research memorandum stating that: 
There have been many proposals, especially in the past few years, 
to evaluate instruction. Most of those proposals contain similar 
elements or areas of concern such as student, peer, and supervisor 
ratings. If, however, one looks for actual working models of instruc­
tional evaluation. It is immediately apparent that schemes involving 
systematic ratings by peer, supervisor, self, as well as of material, 
content, etc., are very seldom actualized. More often than not, the 
student ratings of instructor and instruction appear as the only ele­
ments in any of the "working models." 
If the purpose of these assessments is to enable the educators to 
modify their performance and in turn improve instruction, it is imperative 
that the educators have access to the results of the assessments. Under­
lying this intended use Is the assumption that the educators will use the 
information to alter or modify their performance. It is an assumption open 
to question. 
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Effectiveness versus Performance 
While many groups of people have called for accountability in the 
educational arena, few people have considered the significance of measuring 
an educators' effectiveness versus his performance. Many will declare that 
the educator Is responsible for the Incremental knowledge gained using some 
form of "output minus input" measure. Menne (30, pp. 5-6) in 1972 pointed 
out the fallacy of this declaration: 
. . .  i f  y o u  a r e  c o n c e r n e d  w i t h  t e a c h e r  e f f e c t i v e n e s s  .  .  .  y o u  a r e  
concerned with the difference—Output minus Input and effectiveness 
in this sense is both generally quite small and difficult to measure. 
The reason for this is that most of the output Is explained by input. 
Consider that if final grades from the preceding course in a sequence 
of courses or from a similar course are correlated with present 
"OUTPUT" or course grades, the correlation will typically be a least 
0.70 and very often in the 0.80 to 0.90 range. 
It is to say then, that a correlation of 0.70 reveals that approxi­
mately 50 percent of the variance in final grades can be explained by the 
conditions that occurred prior to a given educator having had the oppor­
tunity to Influence the behavior of a student. Menne reasons that often 
only 30 percent of variance can be attributable to such factors as educator 
effort and the student-teacher interaction. He, then, argues that it might 
be better to utilize an educator performance strategy because of the ease in 
measuring performance versus effectiveness. 
Menne (30, p. 6) distinguished between effectiveness and performance 
when he argued thats 
. . . the proportion of variance due to teacher influence is a fairly 
small proportion—perhaps 20 percent, 10 percent or less. This small 
proportion of variance leads to the practical inqposslbillty of measur­
ing the difference in effectiveness (OUTPUT-INPUT) between teachers 
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so that it would be fair and accurate to say that one teacher is 
better or worse than another. 
The measurement of an educator's effectiveness is difficult accord­
ing to Aleamoni and Spencer (5). When discussing the Illinois Course 
Evaluation Questionnaire they contended that, "The measurement of the 
effectiveness of instruction is a complex problem. Generally speaking, 
many schemes measuring effectiveness is of only one kind, student opinion." 
Aleamoni suggests that measurement of effectiveness may be approached in 
various ways. 
Given that the measurement of an educator's effectiveness is an ex­
tremely difficult task, is it reasonable to accept the theory that the 
measurement of an educator's performance is more practicable? For example, 
Menne (30, p. 4) states that: 
It should be noted that there are many factors or aspects to a 
teacher's performance. If performance is rated as a global construct, 
it is to be expected that some raters will think of factors such as 
clarity and stimulation value of material presentation; others will 
think of the teacher's personality, mode of interaction with students 
or competence in the contest. Thus, it is necessary to be concerned 
about and delimit the rather specific aspects of performance being 
evaluated in order to measure something when using raters. 
Measures of teacher performance are frequently obtained by using 
administrators or fellow teachers or students as raters. But no matter 
who does the ratings, there are three conditions that must be present 
in order to have evidence that a rating scheme does, in fact, measure 
something. 
a) there must be more than one rater; 
b) the raters must closely agree in their ratings; 
c) the ratings must indicate differences between teachers. 
From these three conditions, then, an effective,, useful, and successful 
educator performance assessment strategy would be one whereby a variety of 
inputs are utilized in the process. The development of such a strategy 
necessitates the involvement of students, peers, and possibly administrators. 
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In such a scheme, the question may be asked, does It make-any difference 
who the assessors are, so long as the three conditions are met? The use 
of such a scheme for hlgjher education Is a difficult task since there Is 
a lack of such a model. 
Assessment Schemes 
While there has been a great deal of lip service to the needs and 
purposes of educator performance assessment, adequate and acceptable as­
sessment procedures are tenuous at best. This attention has focused pri­
marily on the use of the student's assessment of the educator. Frequently 
the development of measuring Instruments have not Involved the educator. 
Some authors declared that the success or failure of the development and 
use of measuring Instruments depends to a critical degree on the Involve­
ment of the educator. 
Aleamonl (1, p. 3) conceived of one scheme In the assessment of the 
educator's performance when he proposed that: 
One possible approach that could be used to begin establishing 
a total Instructional evaluation scheme Is to have departmental exe­
cutive committees and/or chairmen begin asking candidates to suggest 
names of qualified individuals to evaluate thëlr instruction . . . , 
etc. À review committee of four could then be selected consisting of 
three faculty members and one student with at least one member being 
taken from the candidate's suggested list. This consBlfctee would then 
be charged to conduct a thorough evaluation . . . which would be used 
along with student ratings in arriving at a recosssndafeion for rank, 
pay, and tenure of the faculty member. 
The impetuous surge of student assessments was met with faculty re­
sistance. The principle source of resistance arose from many assessment 
schemes developed by groups of individuals usually not qualified to con­
struct such instruments. In other words, faculty in higher education were 
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concerned with whether or not student assessment schemes asked appropriate 
questions, measured anything in terms of one's performance, or benefited 
anyone within the realm of the educational goals. 
The concern over student assessment schemes is a valid one. Usually, 
most assessment schemes begin with an item pool, selected from a multitude 
of questions. From the pool, selected items make up the assessment form. 
Because of this, assessment form scheme developers should consider items 
which can be used to discriminate between educators. For an example, if 
two educators who teach the same course are compared, then they should 
appear differently on the student assessments. Simply because of in­
dividual differences, educators would not rate equally well. To determine 
whether or not an item discriminates between educators, a statistical 
technique sensitive to between group and within group responses is 
necessary. Menne and Tolsma (31) declared that there is insufficient dis­
cussion concerning techniques for evaluating the ability of an item to 
discriminate. This remains a question open to investigation. 
If student assessment schemes, or any assessment scheme by any other 
group of assessors, are to be considered reliable measures of educator be­
havior, then items should have the ability to distinguish among educators. 
The need, therefore, of the statistical technique to determine whether or 
not items discriminate is obvious, 
Hidlebaugh (21) points out that, as a solution to the problem of as­
sessment by a single individual, multiple évaluator systems have been sug­
gested. He suggests such systems would provide a solution to the "one­
sided" aspect of assessment. Proponents of multi-assessor strategies point 
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out that, in order for an assessment scheme to be equitable and objective, 
the various "publics" with which the teacher associates should be involved. 
These "publics" encompass administrators, peer educators, and students. 
Such a strategy would appear then to be a shrewd practice to have different 
"publics" assess in the process of educator performance. It is one of the 
purposes of this study to investigate the ability of these "publics" to 
discriminate between educators, as measured by the Iowa State University 
Student Rating Instrument. 
While such strategies are not now in general use, what is needed is 
some evidence that multi-assessor schemes demonstrate possible new 
approaches to the assessment of one's performance. Such a scheme demands 
an approach which is different from previous attempts. While in the past, 
assessments were developed by other than faculty, and ultimately affected 
them, the different approach dcEands that assessment and feedback begin and 
end with the educator. If the purpose of this assessment is to improve 
instruction an approach aimed at the educator is apparent. Hidlebaugh 
(21, p. 27) wrote that: "Even though there is a vast quantity of student 
data collected on courses and teaching, rarely have these results been used 
to measure modification of the educator's performance." Âleamoni and 
Hexner (4), investigating the effect of different sets of instruction on 
student course and instructor evaluation, contended that many elements of 
the instructional setting need to be assessed by several different audiences= 
They further contend that most assessment schemes rest solely on the use of 
student assessment. It should be noted that students are able to provide 
reliable and valid evaluations of instructional quality. This conclusion 
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has come to be recognized by Costin, Greenough, and Menges (11), and 
Aleamoni, (3). Frequently in the past, the results of these student 
assessments have been tabulated for student use in the selection of 
courses and for use by administrators as a form of assessing one's 
"effectiveness" in the classroom. 
Equilibrium Theory 
If the declared purpose of educator assessment is for the improvement 
in Instruction, educators must have access to the tabulated results. 
Usually student assessment has not been made available to educators for 
their use in possible modification of their performance. Exception to 
this has been the work of Aleamoni and his associates. Modification of 
educator performance behavior perhaps arises from what has been discussed 
by some authors as "equilibrium theory" noted by Gage, Runkel, and 
Chatterjee (16) and Daw and Gage (12). Based upon equilibrium theory, it 
might be assumed educators value assessment so that they modify their per­
formance when assessment, by assessor groups, is more or less favorable 
than the educator's self-concept. Accordingly, when assessor feedback 
creates a condition of "imbalance" (Hieder quoted in 30, p. 1), "asymmetry" 
(Newcomb quoted in 30, p. 1), or "dissonance" (Festlnger quoted in 30, 
p. 1), educators will change in the direction desired by assessors, in 
order to establish a condition of equilibrium. Measurement of performance 
modification, based upon feedback and equilibrium theory, may be reflected 
In a second assessor assessment of educator performance behavior. These 
theories have a potential application to this experimental investigation. 
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There is some evidence that "public" feedback does Indeed have a 
positive effect on an educator's performance, although the evidence is far 
from conclusive, particularly in higher education. Centra (10) cited the 
study by Tuckman and Oliver in which 286 teachers of vocational subjects 
in high school and technical institutes were used. They found that 
educators who received student feedback demonstrated greater "gains" in 
student ratings, as measured by changes in those ratings after a twelve-
week interval, than did educators who received no feedback. In this study 
the expectation that less experienced educators were expected to change 
more than experienced educators was not supported. Changes in ratings of 
teaching were also reported by Bryan and Gage, Runkel and Chatterjee 
who experimented with sixth-grade teachers, according to Centra (10). 
The results in higher education, however, have been far less positive. 
Miller (32) reported that end-of-semester student, ratings for teaching 
assistants who received mid-semester feedback did not differ from end-of-
semester ratings for teaching assistants who did not receive the feedback. 
But because of the small and limited sample (thirty-six teaching assistants), 
the results of the Miller study are inconclusive. 
The preceding studies did not include a number of relevant variables 
nor did they consider the variation between different groups of assessors 
or the effect of multi-assessor feedback on modification of educator per­
formance behavior. None of the studies investigated the educator's assess­
ment of his own performance indicated by self-assessment. On the basis of 
equilibrium theory, one could hypothesize that the greater the variance 
between multi-assessor assessment and educator self-assessment, the greater 
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the likelihood that there would be modification in performance behavior, 
since great variation would create the greatest imbalance in an educator. 
Need for the Study 
Educator assessment has, since the middle 1960s, been an issue of 
much controversy. The demand for accountability has been the primary 
catalyst in initiating assessment procedures. While there has been a 
wealth of study and literature on these topics, few people have considered 
or studied the effect of assessed performance as feedback on possible 
modification of the educators' performance. Centra (lo, p. 1) reported; 
There is some evidence that student feedback does indeed 
have a positive effect on teaching performance, although the 
evidence is far from conclusive. . . . Changes in rating of 
teaching were also reported by Bryan (1963), . . . and by Gage, 
Runkel, and Chatterjee (1963). 
The results at the college level, however, have thus far 
been less positive. Miller (1971) reported that end-of-semesteE 
student ratings for teaching assistants who had received mid-
semester feedback did not differ from end-of-semester ratings 
for teaching assistants who did not receive the feedback. 
This need is increased as the expressed purpose of educator assess­
ment becomes the improvement in instruction. Furthermore, an increasing 
number of educators are being dismissed from their positions because of in­
adequate performance behavior as determined by student assessment. Fre­
quently the educator is not informed of inadequate performances and con­
sequently baa no opportunity to modify performance behavior. On the basis 
of equilibrium theory, one could hypothesize that the greater the gap be­
tween assessment and educator self-concept, the greater the likelihood that 
there would be change in instruction. 
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As Hidlebaugh (21, p. 7) reported, "several states have enacted 
legislation requiring accountability in education. The most notable is 
the law passed in California in 1971." While this legislation is aimed 
at secondary education, legislators in passing bills and appropriations 
for higher education are greatly concerned about educational costs. 
Few, if any, studies or faculty assessment schemes have measured the 
possible effect of evaluative feedback on modifying educator performance. 
Furthermore, none of the studies in the review of literature considered 
the use of multi-assessor group's evaluative feedback on modifying per­
formance testing equilibrium theory. 
In the research completed about educator evaluation, the unit of 
analysis has usually been the student's ability to measure educator 
"effectiveness." There appears to be a lack of experimentally supportive 
evidence relating to the measurement of change in educator performance be­
havior in higher education. 
Statement of the Problem 
The problem was to investigate the effects and relationships of multi-
assessor evaluative feedback on modifying educator performance behavior. 
One purpose for the investigation was to test experimentally the equilibrium 
theory. Another purpose was to investigate the relationships between 
student group assessors and peer group assessors. 
Hypotheses Tested 
The following hypotheses are stated in general form. They were 
modified for any specific test for a given assessor group on the seventeen 
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item Educator Performance Instrument. 
Hypothesis 1; There are no significant differences between the 
experimental group and the control group posttest 
mean scores as perceived by the consensual student 
assessment as measured by the Iowa State Univer­
sity Educator Performance Instrument. 
Hypothesis 2: There are no significant differences between the 
experimental group and the control group posttest 
mean scores as perceived by the consensual peer 
assessment as measured by the Iowa State Univer­
sity Educator Performance Instrument. 
Potential Value of this Investigation 
The primary purpose of the study was to investigate the effect of 
multi-assessor evaluative feedback on modifying educator performance be­
havior. The use of evaluative feedback has potential value for the improve­
ment of instruction. The use of multi-assessors assessment upon educator's 
performance, creating a condition of imbalance with the self concept of per­
formance, may serve as a model for future strategies in formal educator 
assessment. 
Definition of Terms 
The following definitions of terms, ss defined by Good (19), are pre­
sented to give clarity to their use and meaning. 
1. Assessment - to set an estimated value on criteria in assessing 
an educator's performance inside and outside the classroom. 
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2. Assessing - to set an estimated value, made according to some 
systematic procedure, of the degree to wiilch an individual 
possesses any given characteristic. 
3. Accountability - holding the educational system and/or pro­
fessionals responsible for results in student learning 
proportionate or greater than the input resources (money). 
4. Behavior - an educator's manner of behaving, i.e., actions, 
conduct, and achievements in performance of educator 
responsibility. 
5. Educator - a person whose chief tasks are to educate, one who 
is involved in the formal process of education. 
6. Educator assessment - the consideration of evidence in the light 
of value standards, and in terms of the goals which the 
individual or group is striving to attain. 
7. Feedback - the return of compiled data of the output to the 
input, i.e., to render assessment to the performer. 
8. Peer - a person of the same rank, value, quality, ability, or 
status, etc.: equal; specifically equal before the law. 
9. Performance - the act of performing; execution; accomplishment, 
an exhibition of skill and talent. I.e., the behaviors of 
the educator inside and outside the classroom. 
Delimitations of the Study 
This study was limited to the problem of investigating the effects and 
relationships of multi-assessor evaluative feedback on modifying educator 
performance behavior. In so doing, several evaluation schemes for faculty 
educators in higher education were reviewed and a search of the literature 
was conducted in the area of educator performance behavior modification. 
Selected studies were considered because of their relevancy to the problem. 
Measurement of educator performance was limited to student assessors 
and peer assessors. The study was limited to fifty faculty educators as 
experimental units. These faculty educators were full-time members of the 
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College for Human Resources Development, University of North Dakota. The 
College for Human Resources Development contains seven departments, namely; 
Counseling and Guidance, Health Physical Education and Recreation, Home 
Economics, Industrial Technology, Media Education, Occupational Therapy, 
and Social Work. There were 850 student assessors and 150 peer assessors. 
Assessment of educator performance behavior was measured by the use 
of the Iowa State University Student Rating Instrument as perceived by 
student assessor groups and peer assessor groups. These assessors were 
from the College for Human Resources Development in a pretest-posttest 
control group design with random assignment of experimental subjects. 
The treatment for the experimental group was limited to the pretest 
data analysis of each seventeen variable educator performance characteris­
tics of the Educator Performance Instrument and a personal conference with 
this investigator. The analysis was in the form of comparative and normative 
data, namely; the mean, standard deviation, and general discussion concerning 
the weaknesses and strengths on each educator performance behavior variable 
as perceived by student and peer group assessors. The treatment for the 
control group was no feedback. They were limited to only the pretest-
posttest assessment by student and peer assessors. 
Organization of the Study 
The remainder of this investigation is organized into five chapters in 
the following manner. Chapter II contains a review of the literature 
relating to educator assessment, particularly to the measurement of 
educator performance behavior. Chapter III delineates the limitations of 
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the study, research design, selection of the sample, instrumentation, 
treatment, data collection, and statistical methods utilized in the in­
vestigation. Chapter IV reports the findings of the statistical analysis 
resulting from the investigation. Chapter V consists of the discussion 
and. Chapter VI is the summary. 
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CHAPTER II. REVIEW OF LITERATURE 
The review of literature was made considering the terms of educator 
performance versus educator effectiveness. The literature reveals that most 
authors do not discriminate between these two terms, but accept them as 
synonymous. The terms can be differentiated as described by Menne (30) 
He states that: 
If the behaviors of the teachers are measured In some way (e.g., 
by observations made by administrators, peers, or students), then the 
teacher's performance Is being evaluated. However, If the incremental 
knowledge gained by the students as a consequence of the contact with 
a particular teacher Is measured, then the teacher's effectiveness is 
being evaluated. 
The search of literature has shown that there has been a multitude of 
investigations regarding teacher evaluation. In particular, it is replete 
concerning student ratings of teacher effectiveness. The literature that 
describes investigations regarding the relationships and effects of ad­
ministrative, peer, and self assessment of educator performance is not as 
extensive. 
Historical Background 
Since the first formal educational setting, evaluation of the educator 
(teacher) has been an evident process» This process has been conducted by 
self, students, peers, and supervisors. It is the process that has marked 
the philosophy of the existentialist who asks the questions: who am I? 
What am I doing? Where am I going? 
The turn o£ the century marks the beginning of serious empirical methods 
of assessing educator performance. Master educators were selected to observe 
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an educator's performance, and submit their evidence to appropriate authori­
ties. The evidence served a two-fold purpose. The first purpose was to 
enable the educator to review the assessment and make the appropriate modi­
fications to bring his performance in line with expected behavior patterns. 
The second purpose was to submit the educator's supervisor with sufficient 
evidence for incremental salary, promotion and retention, or to build a 
case of sufficient grounds for dismissal. Kartz (27) departed from the 
procedure of using master teachers and sought students' opinions by using 
a course evaluation questionnaire to gain Information about the performance 
of the best teachers. 
Ryans (36, p. 416), reviewed research on teacher behavior and noted 
that there had been a large number of research reports during the five year 
period preceding his review. One trend he noted was "a lessening of atten­
tion to the topic of teacher effectiveness." Isaacson, McKeachie, 
Milholland, Lin, Hofeller, Baerwaldt and Zinn (24, p. 344) wrote: 
"During the last 40 years many scales have been 
devised for rating characteristics of teaching. 
These scales include hundreds of different items, 
many of which are closely related." 
Educational literature is replete with discussions of investigations 
that seek ways of assessing teacher performance, of predicting effectiveness, 
and of using various course and student questionnaires in improving instruc­
tion. Stimart and Taylor (43, p- 74), by contrast, have studied the use of 
a vector algebra approach of educator performance. They suggested that a 
basic problem with predicting excellent teachers at all educational levels 
has been one of the lack of a clearly defined criterion for excellence. 
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They proclaim that "college teaching varies by the situation and the identi­
fication of an excellent college teacher is ad hoc . . . 
Their declaration is that "at the college level, as well as other 
educational levels, we can recognize which teachers conform most perfectly 
to any given definition." They then suggest that "in order to predict 
those college teachers that will do a good job, it has to be in terms of a 
comparison to those already in the same college." With current Interest 
in the accountability and quality of performance in higher education, the 
times demand novel and innovative approaches for assessment of educator 
performance. 
The question arises as to how this prediction can be done. Their method 
can be summarized as follows: 
1. Explicitly define the ideal college teacher for a given college 
situation. 
2. Identify the college teacher that most closely approximates this 
ideal. 
3. Collect all possible descriptive data on the ideal regardless of 
the type of scale, i.e., ratio, nominal, or ordinal data, that it 
is recorded on. 
4. Define a n-dimension space where n Is the nùnaber of descriptive 
variables collected. 
5. Normalize all variables and transform all scales so s score of 1 
is the score the ideal received for each. 
6s Identify a second ideal college teacher and eliminate any variables 
causing a difference between the factors for the two ideals. 
7. Describe all perspective college teachers as vectors in the adjusted 
n-dimensional space. 
8. Rank the perspective college teachers in terms of least deviation 
from the ideal. 
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The procedure for predicting excellence in an educator's performance via 
a vector algebra approach is different from a majority of other applications 
thus far. 
Educators and researchers have been attempting to assess the quality 
of performance from the very beginning with great efforts and vast amounts 
of money allocated to determine the mo^t formal and objective methods. 
Researchers have produced enumerable'ways of assessing educator per­
formance. Biddle and Ellena (7» p. 6) stated that: 
Recent summaries have revealed that literally thousands of studies 
have been conducted on teacher excellence since the beginning of the 
twentieth century. Investigators have looked at teacher training, 
traits, behaviors, attitudes, values, abilities, sex, weight, voice 
quality, and many other characteristics. Teacher effects have been 
judged by investigators themselves, by pupils, by administrators and 
parents, by master teachers, by practice teachers, and by teachers 
themselves. The apparent result of teaching have been studied, in­
cluding pupil learning, adjustment, classroom performance, sociometric 
status, attitudes, liking for school, and later achievement. And yet, 
with all this research activity, results have been modest and often 
contradictôry. Few, if any, facts are now deemed established about 
teacher effectiveness, and many former "findings" have been repudiated. 
Because of the voluminous quantity of research reported on teacher 
evaluation, this review has been limited to the following major areas; re­
lationships among multi-assessor groups, I.e., administrators, peers, self, 
and students. It also includes a review of the effects of multi-assessor 
evaluative feedback on educator performance behavior. 
Jenkins and Bausell (26, p. 572) after noting the emphases on the 
accountability movement suggested that "discrepancies of teacher effective­
ness may be the root of the strong feelings raised by the accountability 
issue." Their investigation attempted to uncover some conceptions that ac­
countability advocates might modify their approach to teacher performance. . 
19 
To provide some structure for such an inquiry, they developed a survey 
instrument based upon categories employed by Harold Mitzel in his contri­
bution to the 1960 edition of the Encyclopedia of Educational Research. 
Mitzel, after examining the kinds of criteria that numerous investigators 
had identified to study teaching effectiveness, perceived three categories 
which he labeled presage, process, and product. 
Jenkins and Bausell (26, p. 572) gave a denotation of each category 
and they are as follows: 
Presage Criteria. When teacher evaluation is based upon one's per­
sonality or intellectual attributes, . . . his performance in training, 
his knowledge or achievement, ... or his inservice status character­
istics. 
Process Criteria. When teacher evaluation is based upon classroom 
behavior, either the teacher's behaVior, his students' behavior, or 
the interplay of teacher/student behavior. 
Product Criteria. When teachers are judged by their effectiveness in 
changing student behavior, in Mitzel's scheme, product criteria. The 
teacher is judged on the basis of a measurable change in what is viewed 
as his product, student behavior. What constitutes acceptable products, 
or changes, has never been made altogether clear. But it would seem 
Èhàt tâeasurës of growth In skills, knowledge of subject aatter^ and 
attitude which could be logically or empirically attributed to the 
teacher's influence constitute acceptable data in the product category. 
Assessors 
Students 
The past several years have seen a marked increase in attempts to in­
vestigate evaluation procedures of educators in higher education. Included 
in this increase has been an overriding study and use of student assessment 
of courses and educators. An analysis of the increase and decrease of student 
ratings was found in a report by Costin, Greenough, and Menges (11, p. 511) 
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which summarizes two Investigations by Gustad In 1961 and again In 1967. 
They reported that an extensive survey by Gustad, into the methods of 
teacher evaluation used by 584 colleges and universities, revealed that 
"student ratings were cited most often." More recently, however, Gustad, 
in 1967, reported a substantial decline in the systematic use of student 
ratings. He suggested that the decline in the use of student ratings was 
due to the lack of "convincing validity data." He further stated that 
"perceived threat to faculty may also be an Important cause, since in 
recent years a strong Impetus to use student ratings hasroome from the 
students themselves." 
Frey (14), writing In Change Magazine, reports that significant new 
forces in higher education have wrought tremendous change in faculty 
composition, activities, and attitudes. This change is due, in part, to 
the growing use of formalized evaluation procedure, to assessed teaching 
performance and increased involvement of students in decision making. 
A very recent study was reported by Greenwood, Bridges, Ware and 
McLean (20» p. 141) in the summer of 1974, of a new instrument called the 
"Student Evaluation of College Teaching Behaviors (SECTB)," developed in 
the College of Education at the University of Florida. SECTB represents 
at attempt to develop a student evaluation of teaching instrument that: 
(1) Is empirically derived but which reflects a bread 
conception of college instruction; 
(2) focuses on specific teaching behaviors; and 
(3) permits the students to rate only those items which they 
consider to be relevant. 
The authors conclude that the SECTB was representative of an effort toward 
an empirical assessment to the appraisal of teaching behaviors. 
21 
Spencer and Aleamonl (41, p. 209) describe an instrument known as the 
Illinois Course Evaluation Questionnaire (CEQ). This instrument elicits 
student opinions about a standard set of statements relative to certain 
standardized aspects of an instructional program, and the norms which enable 
an educator to compare results of other educators. The questionnaire is 
"made up of 50 short statements. The student is asked 
to respond to these statements by indicating his agreement 
or disagreement on a four-point scale: strongly agree (SA), 
agree (A), disagree (D), and strongly disagree (SD). The 
items range from specific statements such as: 
47. The instructor exhibited professional dignity 
and bearing in the classroom. 
to 
42. Generally, the course was well organized." 
The development of the questionnaire includes six subscales by factor 
analyzing the CEQ*s fifty items covering basic course elements. The sub-
scales are labeled as follows; 
(a) General Course Attitude, (b) Method of Instruction, (c) Course 
Content, (d) Interest and Attention, (e) Instructor, and (f) 
Other. Each of the subscales contains eight unique items except 
fo£ Other which contains ten itesis: 
A response set score was developed to handle careless student re­
sponses. This was done by constructing twenty-two negatively stated items 
that expressed approximately the same concepts as twenty-two corresponding 
positively stated items. The authors report that "the response set score 
is . . . helpful in explaining score unreliability resulting from the 
failure of students to know their true opinions or to express them 
honestly." The normative data Identified by Spencer and Aleamonl were 
established on more than 100,000 students, 2,000 course sections, and 400 
different courses. The correlation between the 22 negative and the 22 
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positive items for a 8ang>le of 297 CEQ's was +.849 according to 
Aleamoni and Spencer. They also reported that "a split-half reliability 
was computed with the negative and positive items in each group; thus 
twenty-five items in each half. The correlation result for the sample 
of 297 was .93." 
Among the authors' conclusions they stated that "there appears to be 
no widely used instrument for student evaluation of courses." This con­
clusion is Interesting since numerous attempts to investigate methods of 
student assessment of course and educator performance apparently has not 
yielded sufficient evidence to support systematic methods of assessment. 
The academic community has been increasingly concerned with the 
accountability, effectiveness, and performance of those most immediately 
responsible for the education of students in higher education. Frequent 
attempts have been made to measure "good teaching." With a myriad of 
student evaluation instruments developed, none of which according to 
Aleamoni and Spencer (5) appear to have gained wide acceptance, "good 
teaching" has then been defined as good scores on the teacher evaluation 
form. Faculty in higher education have very little confidence in these 
assessments because of the varied purposes for which the assessed Informa­
tion has been put to use. Educators have been fired, denied promotion, 
and vers not swarded an increment in silary solely because they received 
poor scores on "good teaching" evaluation forms. 
Frey (15) states that he believes there is generally a positive 
relationship between student ratings and good teaching, however, the 
strength of this relationship depends critically on the technical 
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sophistication of the rating questionnaire. He discussed some concepts 
of using students as assessors of educator's performance. First, he be­
lieves that It is useful to consider the student as an information source 
rather than as an evaluator. Secondly, he deems it necessary to treat 
the teaching situation as one having many dimensions that can be rated 
separately. Thirdly, he emphasizes the importance to take into account 
that students' perceptions are a product of their own personalities as 
well as of the educator's behavior. He concludes that "any analysis 
which assumes that educator assessments depend entirely on the target 
and are independent of their source is woefully inadequate." 
Swanson and Sisson (44) Investigated the use of a theoretical model 
for the appraisal of university faculty which identified three dimensions 
of performance. The model was designed to allow for assessment of teach­
ing, scholarly productivity, and service. Their conclusion was that stu­
dents are best qualified to rate the performance of the faculty but are 
not able to assess the research and service dimensions of an educator's 
performance. 
Other authors agree with Swanson and Sisson, particularly Aleamoni 
and Ylmer (6, p. 277), who found that "teachers and students differ in 
the basis of their rating since Instructors appear to take into consider­
ation academic rank of the instructor in their rating, while this does 
not appear to be the case for students." 
This relationship, explains the authors, may be explainable in terms 
of reputation. The educator who Is at an institution longer than others 
is apt to be known more by his colleagues. On the other hand, students 
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are assessing the actual classroom performance they observe and are not 
considering the educator's overall dimensional performance behavior. 
Reliability, validity, and usefulness of student assessment 
There has been a great deal of research directed toward the relia­
bility, validity, and usefulness of student assessment in assessing the 
activities? effectiveness, and teaching of educators. The concept of 
performance, as stated by Menne, i.e., performance as related to be­
haviors of the educator which are measured, has not received wide inves­
tigation. The methods of developing and utilizing student assessment 
forms have varied considerably. Frequently, questionnaire forms were 
developed by ill-prepared groups such as students, departmental committees, 
or by individuals who were attempting to define discretely the "good" per­
formers from the "bad." Only occasionally were these instruments developed 
under the auspices of a group, committee, or individuals whose members 
were well qualified in educational measurement. 
Costin, Greenough, and Hetigès (11, p. 511) note that; 
. . . some faculty members will frequently challenge the administra-
tion and potential use of student ratings of instruction no matter 
vho prepares the forms. Typically, they claim that student ratings 
are unreliable, that the ratings favor an entertainer over the in­
structor who gets his material across effectively, that ratings are 
highly correlated with expected grades (a harder grader would thùs 
get poor ratings), and that students are not competent judges of in­
struction since long-term benefits of a course may not be clear at 
the time it is rated. 
They also contend, where criteria for salary and promotion are considered, 
that since "good teaching" and "good research" go hand in hand, it will 
suffice to reward the "good researcher." 
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Rodin (35, p. 67) claims that reliability of student assessment can 
be gained In various ways. First, Investigators can ask students to 
assess the educator at various times during the semester, and then have 
the successive assessments correlated. The difficulty with this approach, 
she claims, is that when assessments are obtained within short duration 
"there is a memory factor that must be taken into account." Data in the 
psychological literature strongly suggest that once people commit them­
selves to a position, they adhere to that position regardless of sub­
sequent evidence. Secondly, the way in which reliability has been as­
sessed has been by an examination of the internal stability of the rating 
scales. The typical technique is to compare the mean score on the odd 
items with the mean score on the even items. Correlations obtained by 
this procedure yielded very high reliability and is interpreted that the 
instrument is a good one. Rodin investigating student evaluations con­
cludes: "In sum, none of the standard methods for measuring the relia­
bility of student evaluations is completely satisfactory." 
Aleamonl (1, p. 1) in his several-years of study and numerous in­
vestigations approaching the reliability, validity, and usefulness question 
has reported a wealth of data in support of the issue. He claims that 
"the Illinois Course Evaluation Questionnaire (CEQ) has perhaps the most 
extensive reliability and validity data to support It as well as the most 
extensive norm data base." His CEQ is used to collect data on student 
attitudes towards a course and educator and its purpose is to enable edu­
cators to gain evaluative feedback Information about their efforts. He 
also sees the CEQ instrument as a source for Information to be used to 
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provide feedback to administrators If it is couched in an instructional 
scheme consisting of not only student assessment* but also peer and 
supervisor assessment. 
As data is accumulated and compiled over repeated offerings of a 
course by an educator, it becomes possible to obtain a relatively stable 
indication of differences between courses he claims. Furthermore, he 
asserts, this enables the interpretation of the actual differences between 
an obtained class score for a particular educator and the average scores 
for all the courses taught by the educator. 
It would seem, on the basis of three reliability studies by Aleamoni 
(2), Costin, Greenough and Menges (11), and Rodin (35), that the face 
validity of CEQ's and their high reliability, is ample evidence that ex­
tremely low scores on a particular course perhaps indicates some problem 
areas in an educator's performance as viewed by students. It is important 
to recognize that student opinions are in existence and they do provide a 
source of quite reliable and valid data relative to the effectiveness of 
an educator's performance. 
That students should serve as the "experts" in assessing the performance 
of their educators, is a relatively new and revolutionary idea in the field 
of higher education. No one has doubted that students have opinions about 
an educator's performance, but only within recent times have these Ideas 
been systematically collected. Numerous investigations have been made 
with conclusions for and against uhe use of student ratings. 
Costin, Greenough, and Menges (11) state that a review of empirical 
studies indicates that students' ratings can provide reliable and valid 
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Information on the quality of courses and Instruction. They also note 
that where criteria for educator performance exists. I.e., supervisor 
and peer ratings and measures of postinstruction student performance, 
student ratings tended to show a low positive correlation, suggesting 
that assessment does make Its contribution. They claim that there was 
also some evidence that feedback in the form of student assessment may 
Improve an educator's performance. 
Frey (15, p. 84), considering student evaluations, makes the distinc­
tion between students as evaluators md students as information^sources. 
He states that: "When a student makes an evaluative judgment about his 
teacher, he is likely to weight the specific teaching traits somewhat 
differently than would a faculty member or an administrator." When care 
is taken to develop a sound measuring instrument, instructional ratings 
can provide a documented record of faculty performance which is valuable 
to all concerned, argues Frey. 
Zelenak and Snider (50, p. 570) suggest thst evaluation phllosophie-B 
are usually separated into two distinct beliefs. One emphasizes that the 
intent of evaluation is for administrative purposes, whereas the other 
suggests that it is for instructional purposes. In their investigation 
of these assumptions, their study shows rather conclusively that educators 
who feel student evaluation is for instructional purposes are in favor 
of evaluation. However, those educators who feel student evaluation is 
utilized for administrative purposes "(teacher tenure, promotion, dismissal, 
assignment, salary, and permanent record file . . .)" regard the educator 
evaluation process negatively. 
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McKeachie (29) In offering suggestion and comments regarding the 
utilization of evaluative procedures presents this principle of learning. 
He points out that, in spite of spotty evidence on the validity of student 
assessment of an educator's performance, feedback or knowledge of results 
aids learning is a psychological principle of long standing. Feedback of 
student assessment, coupled with other information, may be of great value 
to us as educators, he argues. 
Student assessment and grade point average 
Blum (&, p. 217) investigating the relationship existing between 
students' grades and their ratings of the Instructor's ability to teach 
stated that: "In the extensive bibliography on ratings or estimations, 
one falls to find a reference to the problem: Are students Influenced by 
their standing in the course in rating instructors?" He concluded follow­
ing his study of two classes over an eight-week summer session that, (1) 
if a statistical basis for grading is used, students can estimate their 
grades^correctly, provided they are not lower than a C, and (2) students 
are not Influenced by their actual standing or estimated standing in the 
course in rating the instructor on his ability to teach the course. He 
further concluded that "regardless of whether a group of students receive 
an A, B, C, or D in the course the estimation of the instructor's ability 
remains essentially the same and closely resembles the average estimation 
of the group." 
Voeks and French (46, p. 330) studied the question. Are Student 
Ratings of Teachers Affected by Grades? They stated; "At present we have 
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only a few clues concerning what relationship exists between a teacher's 
rating by students and the grades he has assigned the raters." Their 
major find was that grades and student-ratings had no reliable relation­
ship and teachers with the highest student-ratings seldom had given higher 
grades than teachers with the lowest ratings. 
Apparently, high ratings cannot be bought by giving high grades, nor 
are they lost by giving low grades. They concluded: 
Both when judging their instructor's over-all value 
as a teacher and whei% rating his skill in specific respects, 
such as clarity of presentation and development of interest, 
the students rarely, if ever, were influenced by the grades 
which they had received from that teacher. College students 
appear to have greater objectivity and less superficial 
value systems than we have realized. Were we to heed their 
preceptions of our teaching abilities, we might find a rich 
source of clues which would enable us to increase our skills. 
Students do indeed make judgments about their teachers. These 
judgments may be based on false or questionable criteria, but they do 
judge. When large numbers of students share a particular judgment about 
a teacher's behavior, that judgment should not be ignored. The dis­
advantages to student evaluation are: teachers may resent criticism; 
they may attempt to gain favor with the students; students may blackmail 
the teachers; students may not have insights into what constitutes good 
instruction so that they can aid a teacher In improvement. 
Peer 
Vielhaber and Gotthell (45) investigated first impressions and subse­
quent ratings of performance. These very brief observations were related 
to later independent ratings of performance. 
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Webb ( 47 ) ,  investigating peer ratings, concluded that one of the 
most effective ways of evaluating complex behavior characteristics is the 
use of peer ratings. The procedure requires that the individual be rated 
by the immediate members of a group in which he is an active member. This 
technique has been widely used in leadership studies and is being in­
creasingly used as a measure of job performance. His investigation of 
peer ratings is based upon six sections of Naval Cadets, constituting a 
total of one hundred seventeen (117) cases. 
A biserlal correlation was run between the derived standard score and 
the population dichotomized on the basis of having received one or more 
high nominations from the group versus having no nominations as a high. 
The resultant biserlal correlation between the algebraic sum ratings and 
a dichotomy based on receiving or not receiving a positive nomination was 
+.87. 
McCarter (28), writing in the American Vocational Journal, depicts an 
instructional evaluation system. The system admittedly comes from several 
subjective sources, namely: students, peers, and administrators. His 
consensus is that input from several sources yields sufficient Information 
to support a manageable faculty evaluation plan for faculty assessment. 
The essence of peer assessment lies in the matter of the so-called 
friendship factor in peer assessment. Implicit in this issue is pre­
sumably the contaminating influence of which several assumptions are note­
worthy: first, that peers will be more inclined to favor friends; second, 
that this bias toward friends will operate independently of the people to 
be assessed; and third, that peer assessees' scores consequently will be 
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weighted with popularity. 
Hollander (22, p. 435) Investigated these assumptions and he con­
cluded that friendship operates as an adversely biasing and an invali­
dating factor in peer assessment. One of the more intriguing outgrowths 
of his investigation is the suggestion offered for a redirection of 
emphasis. "Perhaps this apparent favoring of friends does not serve to 
literally create status so much as it reflects a desire to have as friends 
those who are already manifestly high on valued status continua," states 
Hollander. He further concludes that the results demonstrate that "while 
friends appear to be favored for higher scores, the validity of peer 
assessment scores are not adversely affected by considerations of friend­
ship." 
Howsam (23, p. 16) discussed four types of rating scales. With respect 
to peer ratings he stated, "peer ratings are of llmitsd value, due to the 
fact that teachers have little opportunity for observation of the work of 
another." Smart (39, p. 10) disagrees; he stated; 
Evaluation. . . may be done by the college administration, 
but is better done by colleagues, who are in a better 
position to judge the dignity, courtesy and temperateness 
of language, the patience, conslderateness and pedagogical 
wisdom employed. 
Frey (14, p. 47), coornsntlng on teaching competencies, contended that: 
"The university teacher Is one of few professionals whose work is seldom 
observed by his peers. His teaching reputation is often based more on 
hearsay than on substantive evidence." 
It is for this reason that promotion committees frequently make final 
tenure decisions without seriously considering information about an 
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educator's teaching performance. To counter this tendency, many campuses 
have recently instituted a system of student instructional ratings. 
Administrator 
Assessment of educators performance in higher education has been and 
remains primarily the responsibility of the department chairperson. That 
person is charged with subjectively applying evaluative criteria such as: 
evident ability as a teacher, service to the academic community, engagement 
in scholarly research, and creative work. 
Swanson and Sisson (44, p. 64) claim evaluations by chairmen have many 
sources of error and frames of reference among chairmen differ rather 
markedly. They also stated: "Chairmen's ratings may be affected by 
faculty members who differ greatly in age, teaching field, sex, years of 
experiences abilities, and other factors within and between departments 
and universities." Stanley and Welley (42» p. 12) support these statements, 
but in addition state "chairmen's evaluations are at best unpredictable 
and In many cases without validity." 
The chairperson may not be best qualified to assess all dimensions of 
an educators performance. While the chairman's ratings may constitute the 
best measure of performance in one or more dimensions of an educator's 
performance, he cannot be considered the only assessor. Menne (30, p. 5) 
points out that measures of teacher performance must meet three conditions 
in order to have evidence of measuring anything. They are: 
(1) there must be more than one rater, 
(2) the raters must closely agree in their ratings, and 
(3) the ratings must indicate differences between teachers. 
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Although the reliability of chairpersons' ratings are not usually 
thought to be a problem, there is some question as to the ability of the 
chairperson to make valid assessment of total educator performance. Valid­
ity of educator performance assessment is enhanced when conditions are 
described by Menne are met. 
Self 
Educator self-assessments have been proposed as a possible source of 
Information for performance modification and* to a lesser extent, as an 
input into performance assessment. Self assessment as a basis for de­
cisions on salary or promotions are not likely to have much validity. How­
ever, It perhaps Is plausible that some form of systematic self-assessment 
could foster Improvement In performance, particularly if coupled with ex­
ternal assessment supplied by students, peers, or administrators. 
There has been very little research on educator self-assessment. In 
particular, the effects and relationships between self-assessment and 
those supplied by multi^-assessors. Centra (10) reporting his investigation 
of self-ratings of college teachers quoted Webb and Nolan finding a 
correlation of +.62 between instructor self-ratings and student ratings. 
He pointed out that Clark and Blackburn, In 1971, reported a correlation 
of +.19 between student ratings and faculty self-ratings, and a similar 
+.28 correlation betweea self-ratings and colleague ratings. It should be 
noted that In both of these preceding studies, overall teaching was rated 
as opposed to specific Instructional practices. 
Although private self-evaluation Is more or less continuous, even If 
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haphazard, systematic and planned self-evaluation of educator performance 
Is rare. Formalized, conscious procedures for modifying and refining 
performance of self-perception are seldom developed and most people need 
assistance In using self-evaluation deliberately and constructively. Some 
contend that educator self-evaluation Is a waste of time. Such Is the 
contention of Simpson (37, p. 35) when stating: "They contend that any 
use of such ratings in performance evaluation will skew the results up­
ward." 
Miller (33, p. 35) states that "the validity of these points cannot 
be reputed by evidence. There is none. Self-evaluation, however, can 
fall back upon considerable research on sensitivity and human awareness." 
He proclaims that two uses of self-assessment are to be recommended. One 
is the early-term assessment which is for the educator's eyes only, primar­
ily to assist him in modifying performance for the balance of the term. 
The student, and/or administrator and/or peer assessment can be used in 
comp^lBOw with the educator's self-aBsessment. The second use provides 
the educator with a basis for comparison of his perceptions with those of 
others. This assessment can also serve as a basis for annual educator 
performance modification of behavior because the Instrument for self-
assessment is identical to the student, and other appraisers' instruments 
providing a basis for comparison among many assessors. 
The availability of educator self-evaluation tools are numerous. 
Simpson and Seldman (38) report a list of seventeen educator self-evaluation 
tools which were prepared and distributed to 487 representatives of the 
American Association of Colleges for Teacher Education. 
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Their conclusions are as follows: 
1. The tools judged most successful for self-evaluation 
In terms of information gathering are teacher oriented 
rather than student oriented. 
2. Lack of knowledge about the process of self-evaluation 
Is a restraining factor. 
3. The use of self-evaluative tools Is dependent upon the 
subject matter field Involved. 
4. An extremely small fraction of college Instructors react 
almost violently to any self-evaluation proposal. 
Simpson (37) reports that self-evaluation tools appear regularly in 
such periodicals as The School Review, Harvard Educational Review, The 
Clearing House. Journal of Education Psychology, and Phi Delta Kappan, 
Jarrett (25, p. 41) states that self-evaluation may be used by 
administrators for the purpose of making sound recommendation as to pro­
motion and tenure. However, he says "until evaluation becomes self-
evaluation, at least to the extent of Internalizing someone else's 
criticism, nothing very Important has happened." He continues: 
In these days of quantified measurement and statistical 
manipulation and objective, public, repeatable, reliable 
observation and description, it takes a certain nerve to 
say anything in defense of subjective . . . , qualitative 
judgment. 
Centra, investigating the effectiveness of student feedback in modify­
ing college instruction, states that underlying the Intended use of evalua­
tion, i.e., to improve teaching. Is the assumption that the instructor will 
use the information to alter and Improve his teaching. However, he claims 
it is an assumption open to question. 
Contrary to Jarrett*s proposal that administrators use an educator's 
self-evaluation for promotion. Centra (10, p. 33) argues: "As a basis for 
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decisions on promotion or salary, self-evaluations are not likely to 
have much validity." He suggests that It Is possible that some form of 
systematic self-evaluation could be helpful to Improve Instruction, 
particularly If combined with external evaluations provided by students 
and colleagues. 
Summary 
À plethora of research has been conducted In the area of teacher 
effectiveness. There are few studies that deal with the measurement of 
performance behavior modification. 
In determining teacher effectiveness, researchers have used a variety 
of strategies. The use of student raters has been popular. However, there 
Is some question whether they are observing the wholeness of an educator 
performance. Some researchers argue that the use of peers (colleagues) 
assessment, administrator (supervisor) assessment, and self-assessment 
Is a viable means to assessing one's performance. 
Peer assessment has been discussed more frequently in ïecëût times. 
One primary reason that this Is gaining popularity Is that It Is a reaction 
to supervisory assessment. The use of peers may not be threatening, de­
pending upon procedures in selection and on the peer's responsibility in 
assessment. The use of peers^ may have a disadvantage in that this scheme 
could establish an advisory effect since assessment identifies possible 
weaknesses or shortcomings. 
Administrative assessment over the years has been the most conventional 
scheme for assessing the educator's performance. There are two difficulties 
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in administrative assessment in that (1) a thorough satisfactory assess­
ment consumes more time than is available, and (2) administrator assess­
ment can be threatening to the educator. 
Self'assessment can be fruitful if, according to behavioral psycholo 
gists, people will make necessary changes in what they do. The most 
obvious disadvantage of self-assessment is that it may not be objective 
or accurate, thus skewing the results upward. 
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CHAPTER III. METHODS AND PROCEDURES 
Introduction 
The objective of this chapter is to delineate the methods and pro­
cedures of this investigation. This chapter is composed of the following 
topics: introduction, sources of information, limitations of the study, 
research design, selection of the sample, instrumentation, treatment, 
data collection, and statistical methods. 
The primary purpose of this investigation was two-fold; (a) to in­
vestigate the effects of multi-assessor feedback on educator performance 
and, (b) to investigate the relationship between multi-assessor groups. 
The topics: educator performance, use of assessors, assessment, and 
possible modification of behavior in the interest of instructional improve­
ment provided the impetus for this experimental investigation. 
Sources of Information 
The first major task following the development of the problem was to 
conduct a search of the literature. This search involved the use of ERIC 
in selecting appropriate studies for review, and an exhaustive search of 
the literature in the Iowa State University Memorial Library. Additional 
literature was obtained from the Educational Testing Service. Princeton, 
New Jersey, and the Measurement and Research Division, University of 
Illinois, 
Research Design 
In order to investigate the problem, the Pretest-Posttest Control 
Group design was selected. The apparent merits of this design are rather 
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obvious in recognition of the kinds of control this investigator has 
on the research. When trying to answer the question of what effects 
feedback has on modification of performance behavior and, what compari­
sons exist between assessor groups. It Is appropriately accomplished by 
this design. 
The Pretest-Posttest Control Group Design necessitates an appropriate 
duration of time in order to allow for certain factors to evolve. It was 
assumed that the semester span of time would serve that requirement. 
The eighteen week semester allowed this Investigator to schedule the 
pretest at mid-semester, followed immediately with feedback, and the 
posttest at the end of the semester. The research was conducted the fall 
semester 1974. 
Selection of the Sample 
The population for this investigation consisted of the faculty edu­
cators within the College for Human Resources Development, University of 
North Dakota. All faculty educators within the College were asked to 
participate in the investigation. Prior to mid-semester an alphabetical 
list of educators was obtained from the office of the Dean for the College. 
Each educator was assigned a three-digit identifier from 001 to 102 
starting at the beginning of the alphabetical list. 
Random assignment of subjects (educators) to the experimental investi' 
gation was conducted following the collection of pretest measures. Random­
ization of subjects was accomplished via a table of random-numbers. Fifty 
subjects were assigned equally to the experimental and control group from 
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the sixty-eight subjects returning pretest data. 
Limitations of the Study 
This study was limited to the problem of investigating the effects 
and relationships of multi-assessor feedback on educator performance 
behavior. Measurement of educator performance was limited to student 
assessors and.peer assessors utilizing the Educator Peformance Instrument. 
This investigation was limited to fifty faculty educators as experimental 
units. The treatment was limited to pretest data analysis administered to 
the experimental feedback group. Treatment to the control group was 
limited to no-feedback. The duration of time for treatment effect was 
limited to the time between mid-semester and end of semester. The statisti­
cal methods were limited to the generation of mean scores, Pearson product-
moment coefficients of correlations, and analysis of variance and analysis 
of COvariance. 
The institution 
The University of North Dakota is a member institution of the Associa­
tion of American Universities and has been accredited by the North Central 
Association of Colleges and Secondary Schools since the Association was 
organized in 1913. Individual colleges and schools are members of the var­
ious accrediting associations in their respective fields. 
The College for Human Resources Development was approved by the Board 
of Higher Education in March 1972. The principal purpose of the college is 
to prepare students for professional careers in human service occupations. 
Several of the departments prepare elementary and secondary educators and 
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other school service personnel in cooperation with the Center for Teaching 
and Learning. 
The College awards a Bachelor of Science degree in the areas of 
Social Work, Home Economics, Occupational Therapy, Industrial Technology, 
and Health Physical Education and Recreation. Graduate degrees are awarded 
through the Graduate School. 
The student enrollment for the college, fall semester 1974, was 4,397 
with 102 full-time and part-time faculty members. 
Instrumentation 
The instrument used in this investigation was the Iowa State Univer­
sity of Applied Science and Technology Student Rating Instrument. It was 
an instrument developed primarily by Dr. John W. Menne, Assistant Director 
of the Student Counseling Service and Associate Professor of Psychology, 
Iowa State University. 
This instrument contains seventeen educator performance behavior items. 
These seventeen items evolved from a pool of 104 items. Tlie Instrunisnt 
items were found to be valid and, by analysis of variance procedures were 
found to discriminate between teachers. The items had a Cronbach Alpha 
reliability estimate of .86 when analyzed as a person-measuring device. 
These results have been interpreted as an indicator of a suitable set of 
procedures to use in assessing educator performance behavior. 
The purpose of the instrument in this investigation was (using multi-
assessor groups) to measure performance behavior characteristics. It was 
necessary, for this investigation, to utilize an instrument which could 
elicit responses about a standard set of statements relative to certain 
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standardized aspects of performance behavior. Moreover, it was Important 
to develop feedback data which would be administered as treatment. This 
feedback would enable an educator to compare his assessed performance be­
havior with his self-concept. 
For the purpose of this investigation, the name of the instrument was 
changed to read, Educator Performance Instrument. This name appears 
throughout this dissertation. The terms, item(s) and varlable(s) are used 
interchangeably. 
Treatment 
Data reduction and analysis of pretest measures were conducted in the 
computer center at the University of North Dakota. The data from the pre­
test assessment measures were processed so as to yield a mean and standard 
deviation for each item on the educator performance inventory, from each 
assessor group, and on each of the fifty subjects. These statistics became 
the data used in the feedback, as treatment, to the experimental group. 
Within one week, feedback sessions were scheduled for each experimental 
subject. The feedback sessions were thirty-minute personal conferences. 
In the conference it was the procedure to show the mean and standard devia­
tion values for each of the seventeen educator performance variables for 
(1) the student assessment and (2) the peer assessment. This procedure 
enabled the experimental subject to view each variable= Additional treat­
ment was administered by discussing the apparent weaknesses and strengths 
as perceived by the multi-assessor groups. While no ranking of subjects was 
conducted, subjects also had the opportunity to view the data for other 
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subjects in the study. Complete confidentiality was maintained because 
numeral identification appeared on the compiled data. Subjects were 
allowed to make anecdotal records of their data and discussion. Rather 
obviously, treatment was withheld from the control group. 
Data Collection 
Prior to mid-semester, faculty names were placed on large manila envel­
opes which contained a cover letter, thirty optical scanning forms, thirty 
instruments, and three business size envelopes. Number two pencils were 
left with departmental secretaries for use in recording responses. The 
cover letter (see Appendix B) gave directions concerning the procedures in 
administering the mid-semester data collection. The faculty educators 
were not told the full details of the study, in particular, that assessor 
feedback would be purposely withheld from some of them. 
Faculty educators were assured that only they would have access to 
their individual assessment results from student and peer assessors. This 
assurance undoubtedly contributed to the cooperation from the faculty 
educators who participated in the mid-semester data collection. 
The faculty educators were instructed to select one course that they 
were teaching for the full duration of the semester. This would enable this 
investigator to collect the data both at mid-semester and at the end of the 
semester utilizing the identical assessor groups. This requirement elimina­
ted some potential subjects because they were involved in teaching "mini-
courses." 
The method of recording the multi-assessor responses was by each 
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assessor blackening in an appropriate space on the IBM H 95025 optical 
scan form. Their responses arose from reacting to each of the seventeen 
variables on the Educator Performance Instrument. Each assessor assessed 
the subject on a five-point Libert measurement scale with one, the lowest 
possible assessment, to five, the highest possible assessment. 
Following data collection both at the mid-semester and end-of-semester, 
the raw data was transferred from the optical scan forms to computer card 
form by machine. The data was examined to correct any erroneous data 
transfer. Each computer card contained subject identification, assessor 
group, pretest or posttest, and experimental group. 
Statistical Methods 
The statistical methods used in this investigation were: Pearson 
proâuût-moment oom>elation (r „), Analysis of variance (ANOVA), and 
Xy 
Analysis of oovarianee (ANCOVA). These statistical methods enabled this 
investigator to analyze, describe, and draw inferences from this Investiga­
tion. 
Units of Statistical Analysis and Experimental Units 
In this experimental investigation, a distinction was made between the 
unit of statistical analysis and the expevimental unit. This distinction 
Is made as described by Glass and Stanley (18). 
The units of statistical analysis are the data means that were con­
sidered to be the outcomes of independent multi-assessor group responses 
for each of seventeen variables on each educator. If you will, the units 
of statistical analysis are the numbers counted for degrees of freedom 
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"within" or for replications. Hence, the educator was the unit of 
statistical analysis for each of the two experimental groups on each of 
17 variables. For the sake of analysis, each educator was considered to 
be a replication of this experiment; the experimental group was replicated 
25 times» and the control group was replicated 25 times. 
The experimental units are the experimental subjects (educators) that 
have been randomly assigned to the two experimental groups and that have 
responded independently of each other for the duration of this Investiga­
tion's treatment. The experimental subjects are the experimental units: 
hence, the educator's seventeen consensual multi-assessor group mean 
scores are the units of statistical analysis. The means were computed upon 
the number of assessors for each group, consequently the student assessor 
groups' independent responses were greater than the peer assessor group 
which was limited to three Independent responses. Hence, the means based 
on a greater number of assessors was a more accurate mean than means based 
on three assessors. 
Generation of means 
Since the Variable mean scores for each of the seventeen educator 
performance variables as perceived by (1) the consensual student assessor 
group, and (2) the consensual peer assessor group, were the units of 
statistical analysis used in the analyses for this Investigation, the 
method to which these mean scores were computed, is explained. The mean 
scores were computed by summing the consensual assessor group's response 
score, for a given experimental subject and for a given variable, and 
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N was equal to the number of assessors making assessments on a given 
educator and for a given variable. The grand means, as reported in Chapter 
IV, for the experimental and control group were computed by summing all 
mean scores for a given group and for a given variable and divided by the 
number of mean scores summed, i.e., 
n n 
I Z X, 
X.. . ,1=1 
N 
Pearson product-moment correlation 
The purpose in the use of the Pearson produot-moment correlation co­
efficients was to express the degree of relationship betweeu Che student 
group assessors and peer group assessors. This method was utilized on both 
the pretest and posttest means of the seventeen item Educator Assessment 
Instrument. The correlation coefficients of the multi-assessor groups are 
presented in Tables 3 to 6. 
Analysis of variance 
The objective in using the Analysis of variance (ANOVA) technique was 
to demonstrate the item discrimination power of the 17 variables on the 
Educator Assessment Instrument. The measurement units of concern were the 
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consensual responses made to the Items by members of the assessor groups 
in the Investigation. A brief discussion and illustration of the use 
of analysis of variance for variable disorimination power follows to make 
its purpose clear. 
The analysis of variance pattern of between group and within group 
variance was used to determine which variables on the Educator Performance 
Instrument discriminated among educators, Menne and Tolsma (31). To 
discriminate, a certain percentage of the total sum of squares must be due 
to between group variance. Since the ratio of between to within group 
mean squares, under the Usual analysis of variance, varies as the £ 
statistic and is also influenced by the size of the sample, it is more 
pragmatic to use the percentage of total sum of squares due to between 
groups as an appropriate index. This percentage is Independent of sample 
size and, therefore, is an advantagecus procedure. 
The percentage of the total am of squares (SS^^^) is partitioned 
(analyzed) into two components, the sum of squares hettneen groups (SS^^^) 
and the sm of squares within groups . Thus the ratio of between 
to total sum of squares, or its percentage, is an appropriate index of 
variable discrimination. 
Characteristics of one educator can be distinguished from those of 
another, provided the consensual responses made by the members of the 
respective groups are different. In other words, the Variables selected 
must be capable of (a) eliciting similar responses from members of the same 
group, and (b) eliciting different responses from members belonging to a 
different group when the groups in the investigation have perceived 
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dissimilar conditions. Thus, whether or not the variables are dis­
criminating can be inferred from the pattern of between group and within 
group variances. For discrimination, the within group variance should be 
low in relationship to the between group variance. 
The following example illustrates the rationale underlying the use of 
a percentage of the total sum of squares due to between groups 
variance as a discrimination index for a group size of sixteen members. 
This investigator used the group size of sixteen members, for this 
illustration, because this was the average number of assessors per student 
group for fifty groups. Moreover, sixteen members per group demonstrates 
an approximate minimum percentage that was used in order to have an F 
statistic value at .01 level of significance when measuring two educators. 











2-1 «= 1 








The critical F value with 1 and 30 degrees of freedom at .01 level 
of significance is 7.56. 
49 
The power to produce effects or Intended results of the measuring 
Instrument using group responses can be improved In two ways: (1) to 
Inform the user of the minimum number per. group for which the Instrument 
was developed or» (2) to adopt a variable selection criterion (percentage) 
which will allow the instrument to be used effectively in the minimum 
practical situation for which its use was intended. In the foregoing 
example, the Instrument was used to measure educators' performance. A 
reasonable minimum criterion was that approximately 21% (P less than .01) 
of the total sum of squares be assigned to between groups. In order to 
be useful in the peer assessor group, the criterion for variable selection 
should be that the between groups sum of squares approximate 85% (P less 
than .01) of the total sum of squares for the two, six-member groups. 
Thus, if one knows the percentage sum of squares between, then one 
can tell the degrees of freedom required to make the F statistic signifi­
cant. If one knows the degrees of freedom he also will be able to de­
termine the group size on which the items will "work". 
Thus, on the seventeen variable Educator Performance Instrument, items 
were determined to discriminate between two educators with sixteen student 
assessors if, as a minimum, 21 percent of the sum of squares was due to 
educator variance at the ,01 level of significance.. 
The following table is used to illustrate the percentage of sum of 
squares required for the peer group to reach the .01 level of significance. 
This percentage criterion was 85% using two, three-member groups of peer 
assessors. 
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Between Groups 2-1 = 1 85 85 22.40** 
Within Groups 2(3-1) 4 15 3.75 
Total 5 100 
*\he critical _F value with 1 and 4 degrees of freedom at the .01 
level of significance is 21.20. 
Because of the limited number of peer assessors per group, a larger 
percentage of the total variance must be due to between groups* variance, 
i.e., between educators, for variables to be judged discriminating. (F 
ratio significant at .01 level). It is important tc point out that the 
actual percentage of the sum of squares due to groups be derived from a 
larger body of data to insure some stability to the percentage value. 
The analysis of variance technique reported by Menne and Tolsma (31) 
was used to determine the level of significance at the .01 level. The 
variable discrimination analysis of the multi-assessor groups are given 
in Tables 7 through 14. 
Analysis of covariance 
The aim in the use of the Analyeis of eovcœianQe (ANCOVA) was to test 
the null hypotheses to determine the level of significance for the specific 
test and for a given assessor group on each of the seventeen Items on the 
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Educator Assessment Instrument. Subsequently, 34 specific hypothèses 
were tested. 
The use of Analyeia of covaœiancse (ANCOVA) allows for statistical 
control of the pretest means. The effect of analysis of covarlance is to 
make the two experiment groups adjusted for pretest differences by using 
the pretest means as the covarlate with respect to each Item vcaficible. 
This procedure gave this investigator the opportunity to view the pretest-
posttest design as a measure of change. 
The full model for analysis of covarlance is (40) 
y j^ = W + + B(X j^ - L.) + e j^ 
where 
y^^ = observed posttest, 
y = grand mean, 
= treâtnierit, 
g = common pooled slope, 
= pretest score, 
X.. = pretest mean, and 
e^j = random deviation. 
The analysis of covarlance was a test of the significance for the 
unique contribution of the group membership variables to the prediction of 
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the y variable in the prsence of the covariate, the pretest mean score. 
The null hypothesis was accepted or there was insufficient evidence to 
reject the hypotheses at the .05 level of significance; for each of the 
seventeen variables as a result of (1) student assessment on the experi­
mental subjects, and (2) peer assessment on the experimental subjects. 
It should be pointed out that the analysis of measurement accuracy 
(item discrimination) appears in Chapter IV. However, it is not an in­
tegral part of this investigation. This analysis was conducted and re­
ported in the interest of whether the multi-assessor groups measured 
accurately the experimental educator subjects. 
The standard error of the mean for the Educator Assessment Instru­
ment reveals, in an indirect way, that it is comparable with other measur­
ing instruments such as the course evaluation questionnaire (CEQ) de­
veloped by Aleamoni (1). 
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CHAPTER IV. FINDINGS 
Introduction 
This investigation was conducted to investigate the effects and 
relationships of multi-assessor group's evaluative feedback on modify­
ing educator performance behavior. The data collected and analyzed as 
a result of this investigation are presented in this chapter. 
The chapter is divided into four subdivisions, each reporting 
specific aspects of the data analysis. The first subdivision reports 
the Pearson product-moment coefficients of correlations between student 
and peer assessor groups pretest variable means, posttest variable, means ; 
and between pretest and posttest variable means for each of the assessor 
groups. The second subdivision reports the analysis of variance (MOVA) 
variable discrimination results for the student and peer assessor groups 
on the pretest and posttest mean scores. The third subdivision reports 
the means analysis, Including the standard deviations and standard 
error of the means. The fourth subdivision reports the aitàlyôis of co= 
variance (ANCOVA) results for the adjusted posttest differences between 
the experimental (feedback) group and the control (no-feedback) group. 
Coefficients of Correlations 
The Pearson product-moment correlation statistical procedure vas 
used to ascertain whether the mean responses of the multi-assessor 
groups were correlated or independent. Thé hypotheses tested wad whether 
the means correlated were equal to zero (Ho: p = 0), 
Correlations were conducted for the following paired mean scores 
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and are reported in this chapter. The paired mean scores are: student 
and peer assessor groups pretest variable means responses, student and 
peer assessor groups posttest variable means responses, pretest and post-
test student assessor group variable means responses, and pretest and 
posttest peer assessor group variable means responses. The experimental 
groups pretest and posttest variable mean scores were correlated in the 
analysis of covariance procedure. This indicates that a percent of vari­
ance in the two measures that have been correlated is common to both. 
These correlations were used in the testing of the specific variable 
hypothesis and are reported in that subdivision. 
In this investigation, the primary interest was in the possible be­
havior modification of an educator over the mid-semester to end-of-
semester time period. Because two measures of educator performance took 
place by two muiti-asseesor groups simultaneously, at mid-semester and 
at the end-of-semesterJ the correlations of the two-groups consensual 
responses and, pretest and posttest group consensual responses could be 
found. 
ïhe correlation of assessor mean responses included approximately 
800 student assessors and 150 peer assessors on 50 randomly drawn samples 
(educators). Fifty paired student and peer assessor group mean responses 
were used in this correlational analysis. The coefficients of correlation 
are examined on the basis of whether they reached the .05 level cf sig­
nificance and the .01 level of highly significant differences from zero 
in computing r. Table 3 presents the meansj coefficients of correlation, 
rank order, percent of variance common to both mean scores, and the 
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significance level. 
Student-peer pretest correlations 
Examination of the coefficients of correlations, given in Table 3, 
between the student and peer groups on the pretest variable mean scores, 
reveal that variables 9, 14, and 15, even though they were positive, did 
not reach the .05 level of significance. Results indicate that there 
were 14 of 17 variables with significantly high positive correlations 
at the .05 level. Moreover, there were 8 of the 14 variables with highly 
significant positive correlations at the .01 level. 
Variable 4, Interest, had the highest coefficient of correlation at 
0.644, disclosing a 42 percent common variance between the two variable 
means correlated. Variable 15, Relevance of Work, had the lowest co­
efficient of correlation at 0.207, indicating only 4 percent common vari­
ance. 
Student-peer posttest correlations 
Inspection of the coefficients of correlations, given in Table 4, 
between student and peer groups on posttest variable mean scores, disclose 
that variables 1, 5, 7, 8, 9, 10, 11, 13, 14, 16, and 17, while positive, 
failed to reach the .05 level of significance. One variable, number 15, 
was negative with a value of -.044, or nearly zero correlation. The 
data indicates that variables 2, 3, 4, 6, and 12 were significant at the 
.05 level while only variable number 3 reached the .01 level of signifi­
cance with a value of 0.375, or a modest correlation. Inspection of the 
rank order of the coefficients of correlations with the highest positive 
Table 3. Coefficients of correlation, rank order, percent of variance, and level of signifi­
cance fox between student and peer assessor consensual variable mean responses, 
pretest measures 
Pretest means Rank % of 
Variable Student Peei: r order variance 
1 Organization/planning 3.77 4.11 0.500** 
0.570* 
(3) 0.25 
2 Class time efficiency 3.65 3.82 (2) 0.33 
3 Preparedness 3.93 4.12 0.450** 
0.644* 
(5) 0.20 
4 Interest 4.11 4,14 (1) 0.42 





6 Written presentation 3.60 3.83 (9) 0.12 
7 Explanations 3.73 3.94 (13) 0.10 
8 Relevance 3.80 3.90 (6) 0.17 
9 Respect 3.96 4.20 0.276 
0.394** 
(15) 0.08 
10 Tolerance 3.80 4.03 (7) 0.16 
11 Fairness 3.87 4.22 0.364** 
0.324 
(8) 0.13 
12 Availability 3.70 4.12 (11) 0.11 
13 Expectations 3.68 3.96 0.300 (14) 0.09 
14 Amount of work 3.69 3.95 0.255 (16) 0.07 
15 Relevance of work 3.71 4.11 0.207 (17) 0.04 
16 Evaluation 3.59 3.96 0.334* 
0.476 * 
(10) 0.11 
17 Overall rating; 3.92 3.99 (4) 0.23 
* 
' Values of r at the .05 and .01 percent level of significance from zero is .279 and 
.361, respectively, N = 50 paired means. 
Table 4. Coefficients of correlation, rank order, percent of variance, and level of signifi­
cance for between student aind peer assessor consensual variable mean responses, 
posttest measures 
Posttest means Rank % of 
Variable Student Peer r order variance 
1 Organization/planning 3.66 4.39 0.202 (9) 0.04 
2 Class time efficiency 3.60 4.08 0.334* 
0.375** 
(2) 0.11 
3 Preparedness 3.78 4.33 (1) 0.14 
4 Interes t 3.97 4.42 0.321* (3) 0.10 
5 Oral presentation 3.83 4.16 0.253 (6) 0.06 
6 Written presentation 3.48 4.07 0.297 (5) 0.09 
7 Explanations 3.62 4.17 0.026 (15.5) 0.00 
8 Relevance 3.71 4.18 0.150 (12) 0.02 
9 Respect 3.84 4.44 0.216 (7) 0.05 
10 Tolerance 3.74 4.20 0.212 (8) 0.05 
11 Fairness 3.78 4.32 0.026 (15.5) 0.00 
12 Availability 3.65 4.16 0.318* (4) 0.10 
13 Expectations 3.66 4.08 0.139 (13) 0.02 
14 Amount of work 3.62 4.16 0.196 (10) 0.04 
15 Relevance of work 3.66 4.25 -0.044 (17) 0.00 
16 Evaluation 3.62 4.16 0.034 (14) 0.00 
17 Overall rating 3.87 4.25 0.182 (11) 0.03 
*>**Values of r at the .05 and .01 percent level of significance from zero is .279 and 
.361, respectively, N = 50 paired means. 
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significance from zero was number 3, Preparedness. This highest r of 
0.375 reveals a 14 percent common variance between the two means. Four 
variables were without a percentage of common variance. 
Pretest-posttest student correlations 
The coefficients of correlation presented in Table 5, were found to 
be highly significant beyond the .01 level. Two variables had r values 
which exceeded .80 when compared with the student pretest and posttest 
mean scores. These variables, in rank order, were numbers 17 and 5, 
Overall Rating and Oral Presentation, respectively. Six of the variables 
r value exceeded 0.70 when compared. These variables, in rank order, 
were numbers 4, 10, 11, 7, 3, and 2, Interest, Tolerance, Fairness, 
Explanations, Preparedness, and Class Time Efficiency, respectively. 
All of these r values between the pretest-posttest variable mean 
scores for the student assessor groups were positively high, indicating 
significant agreement in the way they perceived the educators* perform­
ance from pretest (mid-semester) to poatLest (erid-of^scûiester), within 
a very small margin of error. Ten variables had correlations ranging 
from 0.65 to 0.85 disclosing a percentage of common variance from 42 
72 percent. 
Frétés fc-posttest peer correlations 
Examination of the coefficients of correlation presented in Table 6, 
were found to be highly significant beyond the .01 level except for variable 
number 6. This variable was significant at the .05 level with an r value 
of .32. Three variables had r values which exceeded .70 when compared 
Table 5. Coefficients of correlation, level of significance, rank order, and percent of 
variance^ for between pretest: and posttest variable means, student assessment 
Student: assessment Rank % of 
Variable Pretest: Posttest r order variance 






2 Class time efficiency 3.65 3.60 (8) 0.49 
3 Preparedness 3.93 3.78 (7) 0.50 
4 Interest 4.11 3.97 (3) 0.56 
3 Oral presentation 3.96 3.83 (2) 0.66 
6 Written presentation 3.60 3.48 0.59** (12) 0.35 




8 Relevance 3.80 3.71 (13) 0.34 
9 Respect 3.96 3.84 (9) 0.48 
10 Tolerance 3.80 3.74 (4.5) 0.53 
11 Fairness 3.87 3.73 (4.5) 0.53 




13 Expectations 3.68 3.65 (14.5) 0.30 
14 Amount of woirk 3.67 3.62 (16.5) 0.19 
15 Relevance of work 3.71 3.66 (16.5) 0.19 
16 Evaluation 3.59 3.62 0.61** 
0.82** 
(11) 0.37 
17 Overall rating 3.92 3.87 (1) 0.67 
**Values of r at the .05 and .01 percent level of significance from zero is .279 and 
.361, respectively, N = 50 paired means. 
Table 6. CoefficjLents of correlation, level of significance, rank order, and percent of 
variance for between pretest and posttest variable means, peer assessment 
Peer assessment Rank % of 
Variable Pretest Posttest r order variance 
1 Organization/planning 4.17 4.39 0.68%% (4) 0.46 




3 Preparedness 4.20 4.33 (9) 0.37 
4 Interest 4.23 4.42 (7.5) 0.41 








6 Written presentation 3.90 4.07 (17) 0.10 
7 Explanations 3.97 4.17 (12) 0,33 
8 Relevance 4.03 4.18 (5) 0.44 
9 Respect 4.27 4.4/» (13) 0.31 
10 Tolerance 4.03 4.20 (7.5) 0.41 
11 Fairness 4.22 4.32 (2) 0.50 




13 Expectations 3.96 4.08 (10.5) 0.35 
14 Amount of work 3.95 4.1(5 (10.5) 0.35 
15 Relevance of work 4.11 4.25 0.52** (14) 0.27 
16 Evaluation 3.96 4.16 0.65** 
0.70 
(6) 0.42 
17 Overall rating 3.97 4.25 (3) 0.49 
Values of r at the .05 and .01 percent level of significance from zero is .279 and 
.361, respectively, N = 50 paired means. 
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with peer pretest and posttest mean scores. These three variables, in 
rank order, were numbers 2, 17, and 11, Class Time Efficiency, Overall 
Rating, and Fairness, respectively. Six variables had r values which ex­
ceeded 0.60 when compared, disclosing a marked correlation. These varia­
bles, in rank order, were numbers 1, 8, 16, 4, 10, and 3, Organization/ 
Planning, Relevance, Evaluation, Interest, Tolerance, and Preparedness, 
respectively. 
Generally speaking, these r values between the peer pretest and 
posttest variable mean scores were positively high, denoting significant 
agreement in the way they perceived the educators' performance from pre­
test (mid-semester) to posttest (end-of-semester). Six variables had 
correlations ranging frwa 0.65 to 0.85 revealing a percentage of common 
variance from 42 to 72 percent. 
Analysis of Measurement Accuracy 
The statistical method utilized to determine item discrimination 
power of the sevenEeen variables c« the Educator Performance Instrument 
was analysis of variance (ANOVA), Menne and Tolsma (31). To discriminate, 
a percentage of the total sum of squares must be due to between group 
variance as an index. In Menne and Tolsma's (31) scheme for item dis­
crimination, this percentage is independent of sample size and has been 
used as an advantageous proeedurs to determine item discrimination power. 
A more thorou^ discussion of this procedure appeared in Chapter III. 
Methods and Procedures. 
For this analysis, 21% was determined to be the minimum criterion 
for the student group assessors. The significance of the 21% was that, 
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with two, 16-member assessment groups, this percentage was the minimum 
criterion of between group variance for differences to be significant 
at the .01 level. 
For the purpose of expressing the measurement accuracy, the standard 
error of the average student assessor's pretest rating on Table 8, item 1, 
is explained and used as an example. 
With a between group sum of squares of 140.96 and within group sum 
of squares of 443.30 with 49 and 762 degrees of freedom (812-1-49 = 762) 
yields a mean square between of 2.876 and within of 0.5817. The F value 
for this mean square ratio is 4.94 (highly significant). Since the pooled 
within group variance is 0.58, with typically 16 student assessors, the 
standard error of the mean is 0.19 (-/V58/16). Observing Table 7, item 1, 
for the measurement accuracy between two educators with 24% between group 
sum of squares yields a significant value of 9,60 with 16 student 
assessors. Of interest, is that if the between group sum of squares is 
equal to or exceeds 24% for two groups of 16 per group is used, the F 
value will be significant. 
The standard error of the average peer assessor pretest rating on 
Table 12, item 1, is explained. With a between group sum of squares of 
59.46 and within group sum of squares of 44.42, with 49 and 92 degrees 
of freed cm (142-1-49 = 92) computed yields a mean square of between 1.21 
and within of 0.49. The F value for this mean square ratio is 2.47, again 
highly significant. Therefore, the pooled within group variance is 0.49, 
so with typically 3 pear assessors, the standard error of the mean is 0.40 
(YO.49/3). Observing Table 11, item 1, for the measurement accuracy 
62b 
between two educators with 57% between group sum of squares does not 
yield a significant ^ value of 5.28 
Note that the pooled within group variance for peer assessors at 
0.49 is slightly lower than for student assessors at 0.58. However, the 
standard error of the mean for peer assessors is 0.40 or over twice the 
error for student assessors at 0.19. 
The analysis of variance procedures was conducted in four parts: (1) 
student assessors pretest scores, (2) student assessors posttest scores, 
(3) peer assessor pretest scores, and (4) peer assessors posttest scores. 
Student assessors pretest scores 
Inspection of Table 7 reveals the significance level reached on each 
of the seventeen variables for student assessors' pretest scores. All 
seventeen variables have an F value exceeding the .05 level of signifi­
cance with 1 and 30 degrees of freedom and an F value of 4.17. The anly-
ysis of data yields a highly significani: F value for eleven of the seven­
teen variables, thus reaching the critical F value of 7.36. As a conse­
quence of these F values, there is sufficient evidence to show that the 
student assessors discriminated between educators on the pretest measures. 
An inspection of the summary of student assessors, given in Table 8, 
discloses the total, within, and between sum of squares for each pretest 
variable. The item discrimination percentage indices are also given. 
The item summary analysis Indicated that twelve of seventeen variables 
reached or exceeded the 21% minimum criterion of between group variance. 
Five of the item discrimination percentages ranged from 17% to 20%. 
Thus, the analysis of data indicated that, by and large, the items dis­
criminated between educators. 
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Table 7. Summary of item discrimination analysis of results of 
pretest mean scores by student assessors on seventeen 
educator performance variables 







1 Between Groups 1 24% 24 9.60** 
Within Groups 30 76% 2.5 
2 Between Groups 1 20% 20 7.41* 
Within Groups 30 80% 2.7 
3 Between Groups 1 23% 23 8.85** 
Within Groups 30 77% 2.6 
4 Between Groups 1 21% 21 
** 
8.08 
Within Groups 30 79% 2.6 
5 Between Groups 1 25% 25 
** 
10.00 
Within Groups 30 75% 2.5 
6 Between Groups 1 21% 21 7.5* 
Within Groups 28 79% 2.8 
7 Between Groups 1 22% 22 8.46** 
Within Groups 30 78% 2.6 
8 Between Groups 1 17% 17 6.07* 
Within Groups 30 83% 2.8 
9 Between Groups 1 26% 26 10.40** 
Within Groups 30 74% 2.5 
10 Between Groups 1 29% 29 12.08 
Within Groups 30 71% 2.4 
11 Between Groups 1 22% 22 8.46" 
Within Groups 30 78% 2.6 
' The critical F ratio values with 1 and 30 degrees of freedom at 
the .05 level is 4.17, and at the .01 level is 7.36. 
Table 7 (Continued) 
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12 Me Between Groups 1 26% 26 10.00' 
Within Groups 28 74% 2.6 
13 Between Groups 1 18% 18 
* 
6.67 
Within Groups 30 82% 2.7 
14 Between Groups 1 24% 24 9.60** 
Within Groups 30 76% 2.5 
15 Between Groups 1 16% 16 5.71* 
Within Groups 30 . 84% 2.8 
16 Between Groups 1 19% 19 7.04* 
Within Groups 30 81% 2.7 
17 Between Groups 1 30% 30 13.04** 
Within Groups 30 70% 2.3 
Student assessors posttest scores 
Examination of Table 8 discloses the significance level reached on 
each of the seventeen variables for student assessors posttest scores. 
Each of the seventeen variables possess F values exceeding the .05 level 
of significance with 1 and 28 degrees of freed(m and an F of 4.20. The 
analysis yields ten F values exceeding the .01 level of significance at 
7.64. Consequently, there is sufficient evidence to demonstrate that the 
student assessors discriminated between educators on the posttest measures. 
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Table 8. Summary of student assessors discrimination analysis on 




Item N SS total* SS within* SS between* percent­
age 
1 812 584.25 443.30 140.96 24 
2 810 626.10 499.08 127.02 20 
3 812 552.79 424.10 128.69 23 
4 812 634.31 499.03 135.27 21 
5 811 691.61 515.42 176.18 25 
6 740 557.89 443.09 114.80 21 
7 810 658.46 511.04 147.42 22 
8 803 672.52 556.94 115.58 17 
9 810 685.56 507.39 178.17 26 
10 796 742.74 527.27 215.47 29 
11 804 611.56 478.16 133.39 22 
12 757 641.93 477.16 164.77 26 
13 802 573.01 469.67 103.34 18 
14 788 719.28 544.04 175.24 24 
15 775 650.77 549.87 100.90 16 
16 784 679.63 553.34 126.29 19 




these columns of the table are rounded off to 
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Table 9 . Summary of item discrimination analysis results of posttest 
mean scores by student assessors on seventeen educator 
performance variables 
Item Source DF % Rela- F 
SS tive 
Index ^ 


































































































5 = 67* 
* The critical F ratio values with 1 and 28 degrees of freedom 
at the .05 level is 4.20, and at the .01 level is 7.64. 
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Table 9 (Continued) 
Item Source DF % Re la- F 
SS tive 
Index MS 
12 Between Groups 1 18% 18 6.20* 
Within Groups 28 82% 2.9 
13 Between Groups J, 17% 17 5.67* 
Within Groups 28 83% 3.0 
14 Between Groups 1 18% 18 
* 
6.21 
Within Groups 28 82% 2.9 
15 Between Groups 1 20% 20 7.00* 
Within Groups 28 80% 2.9 
16 Between Groups 1 22% 22 7.86** 
Within Groups 28 78% 2.8 
17 Between Groups 1 30% 30 12.00** 
Within Groups 28 70% 2.5 
An examination of the summary of student assessors posttest measures 
are presented in Table 10. This summary reveals the total, within, and 
between sum of squares for each variable. The item discrimination per­
centage indices are also presented. The item diserimination analysis 
indicated that twelve of seventeen variables reached or exceeded the 21% 
minimum criterion. Five of the item discrimination percentages ranged 
from 17% to 20%. Thus, the analysis of data indicated that, for the 
majority of items, the items discriminated between educators. 
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Table 10. Summary of student assessors discrimination analysis on 




Item N SS total* SS within* SS between? percent­
age 
1 735 594.55 433.59 160.96 27 
2 739 596.42 449.36 147.06 25 
3 735 603.41 446.51 156.89 26 
4 738 653.75 504.21 149.53 23 
5 734 635.91 494.67 141.24 22 
6 681 495.69 389.87 105.82 21 
7 734 651.84 503.19 148.65 23 
8 733 678.02 521.38 156.64 23 
9 732 682.73 544.78 137.95 20 
10 727 708.23 555.75 152.48 22 
11 732 627.72 519.35 108.36 17 
12 706 598.51 491.89 106.62 18 
13 732 580.47 481.23 99.24 17 
14 720 600.60 492.23 108.37 18 
15 715 632.34 507.86 124.49 20 
16 733 630.58 488,94 141.65 22 
17 711 634.41 446.72 187.69 30 
figures in these columns of the table are rounded off to 
hundredths. 
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For this analysis of peer assessors, 85% was determined to be the 
minimum criterion for Item discrimination. The significance of the 85% 
was that with two, three-member assessment groups, this percentage was 
the minimum criterion of between group variance for differences to be 
significant at the .01 level. 
Peer assessor pretest scores 
Examination of Table 11 reveals that none of the variables had F 
values reaching the significance level required to determine statistically 
whether items discriminated. The critical F ratio values with 1 and 4 
degrees of freedom at the .05 level and .01 level is 7.71 and 21.20, re­
spectively. As a consequence of these F values, there is some evidence 
to show that the peer assessors did not discriminate accurately between 
educators on the pretest measures. 
An examination of the summary of peer assessors pretest scores are 
presented In Table 12. This summary reveals the total, within, and be­
tween sum of squares for each pretest variable. The Item discrimination 
percentage Indices are also presented. The item discrimination indices 
disclose that none of the variable between group variances reached the 
minimum 85% criterion. 
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Table 11. Summary of Item discrimination analysis results of pretest 
mean scores by peer assessors on seventeen educator 
performance variables 
Item Source DF % Rela- F*»** 
SS tlve 
Index MS 
1 Between Groups 1 57% 57 5.28 
Within Groups 4 43% 10.8 
2 Between Groups 1 54% 54 4.70 
Within Groups 4 46% 11.5 
3 Between Groups 1 45% 45 3.27 
Within Groups 4 55% 55 
4 Between Groups 1 48% 48 3.69 
Within Groups 4 52% 13.0 
5 Between Groups 1 50% 50 4.00 
Within Groups 4 50% 12.5 
6 Between Groups 1 45% 45 3.27 
Within Groups 4 55% 13.75 
7 Between Groups 1 42% 46 3.17 
Within Groups 4 58% 14.5 
8 Between Groups 1 46% 46 3.41 
Within Groups 4 54% 13.5 
9 Between Groups 1 37% 37 2.35 
Within Groups 4 63% 15.75 
10 Between Groups 1 39% 37 2.43 
Within Groups 4 61% 15.25 
11 Between Groups 1 37% 37 2.35 
Within Groupa 4 63% 15.75 
The critical F ratio values with 1 and 4 degrees of freedom at 
the .05 level If 7.71, and at the ,01 level is 21.20. 
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Table 11 (Continued) 
Item Source DF % 
SS 
Index 
12 Between Groups 1 48% 48 3.69 
Within Groups 4 53% 13.0 
13 Between Groups 1 47% 47 3.55 
Within Groups 4 53% 13.25 
14 Between Groups 1 46% 46 3.41 
Within Groups 4 54% 13.5 
15 Between Groups 1 45% 45 3.27 
Within Groups 4 55% 13.75 
16 Between Groups 1 41% 41 2.78 
Within Groups 4 59% 14.75 
17 Between Groups 1 51% 51 4.16 
Within Groups 4 49% 12.25 
Peer assessors posttest scores 
Inspection of Table 13 discloses that only one of the variables had 
significant F values required to determine statistically whether items 
discriminated. The critical F ratio at .05 and .01 levels is 7.71 and 
21.20, respectively. Variable 4 nearly reached the F of 7.71, falling 
short by a few points. Consequently, there is some statistical evi­
dence to illustrate that the peer assessors did not discriminate between 
educators using the 85% minimum criterion. 
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Table 12. Summary of peer assessors discrimination analysis on 




Item N SS total* SS within* SS between* percent­
age 
1 142 103.89 44.42 59.48 57 
2 140 111.74 51.33 60.41 54 
3 141 129.92 72.08 57.83 45 
4 142 125.08 65.17 59.91 48 
5 139 128.00 64.08 63.92 50 
6 122 103.18 57.00 46.18 45 
7 138 108.94 63.00 45.94 42 
8 138 103.88 56.58 47.30 46 
9 143 108.94 68.50 40.44 37 
10 141 120.00 73.08 46.92 39 
11 142 119.87 75.00 44.87 37 
12 141 133.40 68.75 64.65 48 
13 142 120.66 64.42 56.24 47 
14 138 129.54 70.33 59.20 46 
15 140 106.14 58.75 47.39 45 
16 140 121.54 71.58 49.96 41 
17 138 106.94 52.33 54.60 51 
a 
Figures in these columns of the table are rounded off to 
hundredths. 
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Table 13. Summary of Item discrimination analysis results of posttest 
mean scores by peer assessors on seventeen educator per­
formance variables 
Item Source DF % Rela- F ' 
SS tlve 
Index MS 
1 Between Groups 1 58% 58 5.52 
Within Groups 4 42% 10.5 
2 Between Groups 1 60% 60 6.00 
Within Groups 4 40% 10.0 
3 Between Groups 1 52% 52 4.33 
Within Groups 4 48% 12.0 
4 Between Groups 1 64% 64 7.11 
Within Groups 4 36% 9.0 
5 Between Groups 1 50% 50 4.00 
Within Groups 4 50% 12.5 
6 Between Groups 1 63% 63 6.77 
Within Groups 4 37% 9.3 
7 Between Groups 1 56% 56 5.09 
Within Groups 4 44% 11.0 
8 Between Groups 1 58% 58 5.52 
Within Groups 4 42% 10.5 
9 Between Groups 1 59% 59 5.76 
Within Groups 4 41% 10.25 
10 Between Groups 1 51% 51 4.16 
Within Groups 4 49% 12.25 
11 Between Groups 1 53% 53 4.51 
Within Groups 4 47% 11.75 
*'**The critical F ratio values with 1 and 4 degrees of freedom at 
the .05 level is 7.71 and at the .01 level is 21.20. 
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Table 13 (Continued) 







12 Between Groups 1 66% 66 7.77* 
Within Groups 4 34% 8.5 
13 Between Groups 1 54% 54 4.70 
Within Groups 4 46% 11.5 
14 Between Groups 1 53% 53 4.49 
Within Groups 4 47% 11.8 
15 Between Groups I 53% 53 4.49 
Within Groups 4 47% 11.8 
16 Between Groups 1 50% 50 4.00 
Within Groups 4 50% 12.5 
17 Between Groups 1 59% 59 5.73 
Within Groups 4 41% 10.3 
An inspection of the summary of peer assessors posttest scores are 
presented in Table 14. This summary discloses the total, within, and 
between sum of squares for each posttest variable. The item discrimina­
tion percentage indices are also presented» The Item discrimination 
indices reveal that none of the variable between group variances were 
sufficient to reach the 85% criterion. 
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Table 14. Summary of peer assessors discrimination analysis on 




Item N SS total* SS within* SS between* percent­
age 
1 148 65.27 27.17 38.10 58 
2 147 109.85 43.58 66.27 60 
3 146 80.22 38.50 41.72 52 
4 147 75.69 27.50 48.19 64 
5 147 84.08 42.17 41.92 50 
6 139 64.42 23.58 40.83 63 
7 148 81.43 35.83 45.60 56 
8 148 87.32 36.83 50.48 58 
9 148 74.45 30.58 43.87 59 
10 148 113.51 46.67 57.84 51 
11 148 81.11 38.42 42.69 53 
12 147 112.08 37.75 74.33 66 
13 148 84.27 38.50 45.77 54 
14 144 85,31 39.83 45.47 53 
15 146 74.11 35.08 39.03 53 
16 148 90.11 44.67 45.44 50 
17 144 85.49 35.00 50.49 59 
a 




Analysis of the means was conducted to show the standard deviation 
as a measure of the sample mean scores variability. The standard error 
of the mean was also computed to disclose the error of measurement in the 
sampling distribution of the means. 
The means, standard deviations, and standard error of the means are 
given in eight subdivisions. The subdivisions are: student assessment 
of experimental and control group pretest and posttest means, and peer 
assessment of experimental and control group pretest and posttest means. 
Student Assessments 
Pretest experimental group 
A survey of the means, as reported in Table 15, reveal that the 
highest mean assessment among the 17 variables is variable seventeen. Over­
all Rating, with a mean of 4.057, quite close to the top 10 percent of 
all other educators compared by this multi-assessor group. Variables 4 
and 5 show the largest standard deviations of 0.912 and 0.905, respective­
ly. Variables 6 through 14 disclose standard deviations above 0.800. 
These same variables disclose a standard error of the mean within a range 
of 0,163 to 0.182. 
Pretest control geoup 
Observation of the data analysis, in Table 16, discloses that the 
highest mean assessment among the 17 variables is variable four. Interest, 
with a mean of 4.077. This score was related to the top 20 percent of all 



















Means, standard deviations, standard error of the mean for 
seventeen experimental group pretest scores by student 
assessors 
Standard 
Pretest Standard Number of error of 
mean deviation observations mean 
3.810 0.439 25 0.088 
3.771 0.386 25 0.077 
3.967 0.424 25 0.085 
3.991 0.912 25 0.182 
3.953 0.905 25 0.181 
3.470 0.817 25 0.163 
3.687 0.878 25 0.176 
3.739 0.875 25 0.175 
3.877 0.886 25 0.177 
3.724 0.866 25 0.173 
3.786 0.552 25 0.170 
3.602 0.881 25 0.176 
3.613 0.827 25 0.165 
3.585 0.868 25 0.174 
3.759 0.382 25 0.076 
3.654 0.369 25 0.074 
4.057 0.422 25 0.084 
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Table 16. Means, standard deviations, standard error of the mean for 
seventeen control group pretest scores by student assessors 
Pretest Standard Number of Standard 
Variable mean deviation observations error of 
mean 
1 3.700 0.474 25 0.095 
2 3.522 0.455 25 0.091 
3 3.870 0.442 25 0.088 
4 4.077 0.478 25 0.096 
5 3.829 0.492 25 0.098 
6 3.594 0.488 25 0.098 
7 3.622 0.478 25 0.096 
8 3.714 0.376 25 0.075 
9 3.912 0.559 25 0.112 
10 3.738 0.633 25 0.127 
11 3.817 0.480 25 0.096 
12 3.679 0.374 25 0.075 
13 3.615 0.369 25 0.074 
14 3.642 0.476 25 0.095 
15 3.687 0.343 25 0.069 
16 3.523 0.408 25 0.082 
17 3.788 0.555 25 0.111 
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Variables 9 and 17 reveal a standard deviation of 0.559 and 0.555, re­
spectively. Variables 1, 2, 3, 4, 5, 6, 7, 11, 14, and 16 show a 
standard deviation range of 0.408 to 0.492. The variable with the largest 
standard deviation was 10, Tolerance, with a value of 0.633. The standard 
error of the mean values disclose that fourteen variables had a score be­
low 0.100 with the three remaining scores nearly the same value. 
Posttest experimental group 
Table 17 presents the findings of the means, standard deviations, 
and standard error of the mean. Inspection of the means show only one 
variable with a high mean score of 4.030; that variable is number 4, 
Interest. The standard deviations reveal a range of from 0.277 to 0.451 
for the seventeen variables. The standard error of the mean scores were 
for all the variables, below 0.100. 
Posttest control group 
Inspection of Table 18, reveals that all the mean scores are within 
a range of from 3.420 to 3.907, scores related to among the top 20 per­
cent of all educators. The standard deviations disclose that there are 
nine variables with values at 0.500 or just exceeding this point. Vari­
able 17, Overall Rating, has a standard deviation of 0.657, the largest 
for all the variables. The standard error of the mean values all hover 
around 0.100. 
Pretest experimental group 
Reviewing the data in Table 19, discloses mean scores for all vari­



















Means, standard deviations, standard error of the mean for 
seventeen experimental group posttest scores by student 
assessors 
Posttest Standard Number of Standard 
mean deviation observations error of 
mean 
3.733 0.436 25 0.087 
3.683 0.383 25 0.077 
3.829 0.430 25 0.086 
4.030 0.389 25 0.078 
3.908 0.365 25 0.073 
3.535 0.388 25 0.078 
3.723 0.451 25 0.090 
3.751 0.444 25 0.089 
3.907 0.407 25 0.081 
3.816 0.371 25 0.074 
3.835 0.277 25 0.055 
3.687 0.394 25 0.079 
3.700 0.355 25 0.071 
3.671 0.401 25 0.080 
3.718 0.296 25 0.059 
3.637 0.351 25 0.070 



















Means, standard deviations, standard error of the mean for 
seventeen control group posttest scores by student assessors 
Posttest Standard Number of Standard 
mean deviation observations error of 
mean 
3.594 0.493 25 0.099 
3.455 0.483 25 0.097 
3.739 0.512 25 0.102 
3.907 0.529 25 0.106 
3.759 0.538 25 0.108 
3.420 0.443 25 0.089 
3.521 0.486 25 0.097 
3.668 0.534 25 0.107 
3.774 0.537 25 0.107 
3.666 0.579 25 0.116 
3.732 0.502 25 0.100 
3.612 0.411 25 0.082 
3.623 0.460 25 0.092 
3.565 0.411 25 0.082 
3.609 0.542 25 0.108 
3.596 0.585 25 0.117 





















Means, standard deviations, standard error of the mean for 
seventeen experimental group pretest scores by peer assessors 
Pretest Standard Number of Standard 
mean deviation observations error of 
mean 
4.433 0.511 25 0.102 
4.253 0.626 25 0.125 
4.433 0.567 25 0.113 
4.447 0.575 25 0.115 
4.373 0.609 25 0.122 
4.167 0.620 25 0.129 
4.180 0.603 25 0.121 
4.287 0.545 25 0.109 
4.447 0.533 25 0.107 
4.367 0.481 25 0.096 
4.513 0.481 25 0.096 
4.327 0.721 25 0.144 
4.200 0.625 25 0.125 
4.167 0.609 25 0.122 
4.327 0.610 25 0 = 122 
4.253 0.586 25 0.117 
4.213 0.636 25 0.127 
4.447, a difference of only 0.280 over the seventeen variables. One 
standard deviation appears at 0.721 for variable 12, Availability. Eight 
variables have standard deviation values at 0.600. These variables are: 
2, 5, 6, 7, 13, 14, 15, and 17 indicating that more than half of the vari­
ables with a standard deviation of approximately 0.650. The standard 
errors of the means show that 15 of 17 variables have a range of 0.102 
to 0.144 values, while variable means for 11 and 12, disclose values 
below 0.100 at 0.096 and 0.096, respectively. 
Pretest control group 
Examination of Table 20, reveals that the two variables, 4 and 9, 
Interest and Respect, had the highest mean scores of 4.007 and 4.100, 
respectively. All other variables have mean scores in the 3.653 to 
3.963 range. The mean scores represent an overall assessment well above 
average and close to the Overall Rating of 3.760. The standard devia­
tions are small, ranging from 0.492 to 0.682 standard deviation. The 
values for the standard error of the means are all very close tc 0.100 
with only variable 16 below that point. 
Posttest experimental group 
Upon study of Table 21, all seventeen variable means are extremely 
high indicating that the peer assessment perceived the experimental 
subjects performing within the top 10 percent of all other educators. 
No one mean score is extreme from the others, showing a range of 4.129 
to 4.570. Variable 12, Availability, shows a standard deviation of 0.600, 



















Means, standard deviations, standard error of the mean for 
seventeen control group pretest scores by peer assessors 
Pretest Standard Number of Standard 
mean deviation observations error of 
mean 
3.910 0.680 25 0.136 
3.700 0.591 25 0.118 
3.963 0.651 25 0.130 
4.007 0.682 25 0.136 
3.663 0.615 25 0.123 
3.653 0.682 25 0.136 
3.793 0.503 25 0.101 
3.777 0.547 25 0.109 
4.100 0.517 25 0.103 
3.683 0.528 25 0.106 
3.933 0.525 25 0.105 
3.917 0.607 25 0.121 
3.723 0.605 25 0.121 
3.740 0.661 25 0.132 
3.883 0.502 25 0.100 
3.670 0.492 25 0.098 



















Means, standard deviations, standard error of the mean for 
seventeen experimental group posttest scores by peer 
assessors 
Posttest Standard Number of Standard 
mean deviation observations error of 
mean 
4.480 0.452 25 0.090 
4.217 0.564 25 0.113 
4.380 0.445 25 0.089 
4.560 0.525 25 0.105 
4.287 0.485 25 0.097 
4.129 0.585 25 0.119 
4.260 0.532 25 0.106 
4,340 0.463 25 0.093 
4.570 0.466 25 0.093 
4.440 0.441 25 0.088 
4.437 0.505 25 0,101 
4.310 0.600 25 0.120 
4.267 0.511 25 0.102 
4.380 0.533 25 0.107 
4.377 0.473 25 0.095 
4.267 0.538 25 0.108 
4.373 0.472 25 0.094 
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with seven variables near 0.430. All seventeen standard error of the 
mean values are below 0.120 with a majority of them below 0.100. 
Posttest control group 
An observation of Table 22, shows that 13 of 17 variables have a 
mean score ranging from 4.007 to 4.300 with variables 1 and 9, Class Time 
Efficiency and Respect having the highest assessment. The remaining four 
variables have range of 3.893 to 3.953 disclosing a rather high mean 
assessment for all variables. Eleven variables have a standard deviation 
value in the area of 0.530 with four variables at nearly 0.630, and the 
highest value at 0.826 for variable 12, Availability. All of the stand­
ard errors of the means are essentially at 0.100 to 0.165. 
Analysis of Covariance 
Analysis of covariance was utilized to test the mean posttest dif­
ferences between the experimental group and the control groups. The 
group's pretest mean scores were employed as the covarlate to allow for 
the adjustment of initial differences between the two groups with respect 
to the Independent variables that were related to the posttest mean . 
scores. 
The general model for the analysis of covariance as described by 
Snedecor and Cochran (40) with two covarlates is as follows: . 
where 
= observed posttest mean score, i = 1,2, j = l,...n 



















Means, standard deviations, standard error of the mean for 
seventeen control group posttest scores by peer assessors 
Posttest Standard Number of Standard 
mean deviation observations error of 
mean 
4.300 0.561 25 0.112 
3.933 0.728 25 0.146 
4.280 0.614 25 0.123 
4.280 0.597 25 0.119 
4.040 0.562 25 0.112 
4.013 0.516 25 0.103 
4.080 0.538 25 0.108 
4.013 0.633 25 0.127 
4.300 0.573 25 0.115 
3.953 0.680 25 0.136 
4.200 0.551 25 0.110 
4.007 0.826 25 0.165 
3.893 0.531 25 0.106 
3.947 0.504 25 0.101 
4.127 0.512 25 0.102 
4.047 0.535 25 0.107 
4.133 0.646 25 0.129 
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= treatment effect 
= partial regression coefficient of Y on 
X = the deviation of X from the overall mean of X. 
$2 = partial regression coefficient of Y on Xg 
Xg = the deviation of ^ 2ij the overall mean of X2 
ej^j = random deviation 
The group variable mean scores were units of statistical analysis. 
The number of observations was 17 and analysis of the adjusted posttest 
means was obtained with one covariate in the analysis of covariance. 
The coefficient of correlation is included in the report of the finding 
for between pretest and posttest variable means. The critical F value 
with 1 and 47 degrees of freedom at .05 level of significance is 3.97 
and at .01 level of significance is 6.99. 
Hypotheses Tested, Experimental/Control by 
Student Assessment 
Ho^"There was no significant difference between the experimental 
and control group adjusted posttest mean scores as perceived 
by student assessors on variable 1. (Organization/Planning) 
Inspection of the data analysis for this variable for difference be­
tween the two experimental groups yielded a nonsignificant F value. This 
F value of 0.15, as reported in Table 23, was computed by analysis of 
covariance using the pretest mean as the covariate. This analysis failed 
to yield sufficient evidence to reject the null hypothesis. Consequently, 
there was no statistically significant difference between the two experi­
mental groups. 
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Table 23. Analysis of covarlance for experimental and control groups 
as perceived by student assessors, variable 1 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.018 0.018 0.15 
Error 47 5.734 0.122 
Corrected total 48 5.752 
Ho^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 2. (Class Time Efficiency) 
Examination of the findings in Table 24 reveals that a nonsignifi­
cant F value of 0.20. This was computed by analysis of covariance using 
the pretest mean as the covariate. This analysis failed to yield suffi­
cient evidence to reject the null hypothesis. Therefore, there was no 
statistically significantly difference between the two experimental groups. 
Table 24. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 2. 
Source 
of Residuals 
variation d,f. S.S. M.S. F 
Experiment 1 0.020 0.020 
Error 47 4.706 0.100 
Corrected total 48 4.726 
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Ho^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 3. (Preparedness) 
Inspection of the findings in Table 25 indicates that a nonsignlfl 
cant F value of 0.00 was computed. This Indicates that there was 
lutely no difference between the two groups. This analysis fails to 
yield sufficient evidence to reject the null hypothesis after adjusting 
the posttest means. 
Table 25. Analysis of covarlance for experimental and control groups 
as perceived by student assessors, variable 3 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.000 0.000 0.00 
Error 47 5.302 0.113 
Corrected total 48 5.302 
Ho^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 4. (Interest In Teaching) 
Observing Table 26, discloses that a nonsignificant F value of 0.79 
was found. %is shows evidence that there was no posttest difference 
between the two groups tested. The results fail to show sufficient evi­
dence to reject the null hypothesis after adjusting the posttest means. 
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Table 26. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 4 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.075 0.075 0.79 
Error 47 4.468 0.095 
Corrected total 48 4.543 
Hog--There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 5. (Oral Presentation) 
The analysis yielded an F value which was not significant between 
the two groups. The results of the analysis are presented in Table 27. 
The results indicate an F value of 0.67 which is insufficient evidence 
to reject the null hypothesis after adjusting the posttest means. 
Table 27. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 5 
Source 
of Residuals 
variation d.f. S.S. M.S. F 
Experiment 1 0.056 0.056 0.67 
Error 47 3.960 0.081 
Corrected total 48 4.016 
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HOg—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 6. (Written Presentation) 
The results for the analysis of this variable are presented in Table 
28. The findings failed to yield sufficient evidence to reject the null 
hypothesis with an F value of 1.23. This value would indicate that the 
difference between the two experimental groups, following the removal of 
the covariate and subsequent adjustment of the posttest mean scores, 
was short of reaching the critical F value to be significant. 
Table 28. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 6 
Source 
of 
variation d.f. S.S. 
ResIduals 
M.S. F 
Experiment 1 0.141 0.141 1.23 
Error 47 5.364 0.114 
Corrected total 48 5.505 
Ho^--There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 7. (Explains Material Clearly) 
The analysis of covariance F value of 0.20 presented in Table 29 
was not significant. Therefore, there was Insufficient evidence to 
reject the null hypothesis. The null hypothesis implying no difference 
between the two groups after adjusting for initial differences would occur. 
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Table 29. Analysis of covarlance for experimental and control groups 
as perceived by student assessors, variable 7 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.022 0.022 0.20 
Error 47 5.205 0.111 
Corrected total 48 5.227 
Ho —There was no significant difference between the experimental 
8 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 8. (Relevance of material 
used in instruction) 
Examination of the analysis of covarlance yields an F value of 0.10 
derived from the analysis and is presented in Table 30. This value 
indicates a nonsignificant F value for difference between the two groups. 
The null hypothesis was no rejected on the basis of insufficient analyti­
cal evidence falling short of the critical F value at the .05 level of 
significance. 
Table 30. Analysis of covarlance for experimental and control groups 
as perceived by student assessors, variable 8 
Source 
of Residuals 
variation d.f. S.S. M.S. F 
Experiment 1 0.017 0.017 0.10 
Error 47 7.823 0.167 
Corrected total 48 7.840 
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HOg—There was no significant difference between the experimental 
and control groups and adjusted posttest mean scores as perceived 
by student assessors on variable 9. (Respect for Students) 
The data presented in Table 31 reveal an F value of 0.49. Conse­
quently, the analysis failed to yield sufficient evidence to reject the 
null hypothesis. This Indicates that there was no significant statisti­
cal difference between the two experimental groups adjusted posttest 
mean scores. 
Table 31. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 9 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.058 0.058 0.49 
Error 47 5.594 0.119 
Corrected total 48 5.652 
Ho^Q—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 10. (Tolerance of weak 
students and differing opinions) 
The results, presented in Table 32, of the analysis yielded an F 
value of 0,45. This result fails to supply sufficient evidence to reject 
the null hypothesis. The result, however, favors the experimental group 
indicating a token difference as perceived by student assessors. 
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Table 32. Analysis o£ covariance for experimental and control groups 
as perceived by student assessors, variable 10 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.051 0.051 0.45 
Error 47 5.247 0.112 
Corrected total 48 5.298 
Ho^^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 11. (Fairness with Students) 
The results of the analysis was found to be nonsignificant as dis­
played in Table 33. The calculated F value was 0.14. After the initial 
differences were adjusted, with respect to the pretest mean covariate, 
there was insufficient evidence to reject the null hypothesis. 
Table 33. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 11 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.011 0.011 0.14 
Error 47 3.674 0.078 
Corrected total 48 3.685 
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Ho^^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 12. (Availability outside 
of classroom) 
Examination of the results in Table 34 disclose a nonsignificant 
F value of 0.36. This value is insufficient evidence to reject the null 
hypothesis with respect to the adjusted means. The adjustment of the 
posttest mean scores are in favor of the experimental group. 
Table 34. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 12 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.042 0.042 0.36 
Error 47 5.459 0.116 
Corrected total 48 5.501 
Ho^g—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 13. (Expectations) 
Inspection of Table 35 reveals a nonsignificant F value. The calcu­
lated F value was 0.00, indicating no difference whatsoever. The results 
of this finding yields insufficient evidence to reject the null hypothesis. 
This indicates that after initial differences were removed, there was no 
difference between the two groups. 
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Table 35, Analysis of covarlance for experimental and control groups 
as perceived by student assessors, variable 13 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.001 0.000 0.00 
Error 47 5.736 0.122 
Corrected total 48 5.737 
Ho —There was no significant difference between the experimental 
14 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 14. (Amount of work required) 
The analysis of covarlance presented in Table 36 revealed a nonsignif­
icant F value. The calculated F value was 0.46. The results of this 
analysis yields insufficient evidence to reject the null hypothesis. 
This implies that there was no difference between the two groups when 
initial differences between the two groups, with respect to the covariate, 
had been adjusted. 
Table 36. Analysis of covarlance for experimental and control groups 
as perceived by student assessors, variable 14 
Source 
of Residuals 
variation d.f. S.S. M.S. F 
Experiment 1 0.062 0.062 0.46 
Error 47 6.381 0.136 
Corrected total 48 6.443 
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Ho,.—There was no significant difference between the experimental 
15 
and control groups adjusted posttest mean scores as perceived 
by student assessors on variable 15. (Relevance of Work) 
The analysis of covariance results are presented in Table 37. These 
results yield a nonsignificant F value. The calculated F value was 0.62. 
Therefore, there was insufficient evidence to reject the null hypothesis. 
This indicates that whatever the difference was, it fell far short of 
reaching the .05 level of significance. 
Table 37. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 15 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experimental 1 0.097 0.097 0.62 
Error 47 7.342 0.156 
Corrected total 48 7.439 
Ho —There was no significant difference between the experimental 
16 
and control groups adjusted posttest mean scores as perceived 
by the student assessors on variable 16. (Evaluation procedures 
appropriate) 
The analysis of covariance results are presented in Table 38. These 
results disclose an F value which is not significant. The F value calcu­
lated was 0.62. This value indicates that the difference between the two 
groups failed to reach the .05 level of significance. Therefore, there 
was insufficient evidence to reject the null hypothesis following the 
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Table 38. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 16 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.033 0.033 0.22 
Error 47 7.058 0.150 
Corrected total 48 7.091 
adjustment of means in the presence of the pretest mean covariate. 
Ho^y—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by the student assessors on variable 17. (Overall Rating) 
The difference between the two groups was found to be a nonsignifi­
cant F value. The calculated F value was 0.06 as reported in Table 39. 
The results of this analysis reveal that the F value fell far short of 
reaching the .05 level of significance. Therefore, there was insufficient 
evidence to reject the null hypothesis following adjustment of posttest 
means in the presence of the pretest mean covariate. 
Table 39. Analysis of covariance for experimental and control groups 
as perceived by student assessors, variable 17 
Source 
of Residuals 
variation d.f. S=S= M.S. F 
Experiment 1 0.006 0.006 0.06 
Error 47 4.970 0.106 
Corrected total 48 4.976 
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Hypotheses Tested, Experimental/Control by 
Peer Assessment 
Ho --There was no significant difference between the experimental 
18 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 1. (Organization/Planning) 
The results of the analysis are given in Table 40. A nonsignificant 
F value resulted after the adjustment of the posttest means for differ­
ences between the two groups. The calculated F value is 0.65. This value 
yields insufficient evidence to reject the null hypothesis. As a conse­
quence of this F test value, there was no significant difference between 
the two experimental groups. 
Table 40. Analysis of covarlance for experimental and control groups 
as perceived by peer assessors, variable 1 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.104 0.104 0.65 
Error 47 7.502 0.160 
Corrected total 48 7.606 
Ho^g—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 2. (Class Time Efficiency) 
Inspection of Table 41 reveals the data analysis results for this 
variable. A nonsignificant F value was found, indicating no significant 
difference between the two groups. The calculated F value is 1.21. 
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Table 41. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 2 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.241 0.241 1.21 
Error 47 9.313 0.198 
Corrected total 48 9.354 
This finding yields insufficient results to reject the null hypothesis. 
HOgQ—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 3. (Preparedness) 
Examination of the findings in Table 42 reveal that a nonsignificant 
F value was found following the analysis for this variable. The analysis 
of covariance calculated F value is 1.04. This value indicates that 
there is insufficient evidence to reject the null hypothesis for no sig­
nificant differences between the two experimental groups. 
Table 42. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 3 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.204 0.204 1.04 
Error 47 9.238 0.197 
Corrected total 48 9.442 
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-There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 4. (Interest in Teaching) 
The results of the data analysis for this variable are presented in 
Table 43. The results indicate that a nonsignificant F value was found. 
The calculated F value is 0.07 indicating virtually no difference between 
the two experimental groups following the adjustment of posttest scores 
in the presence of the covariate. Therefore, there is insufficient evi­
dence to reject the null hypothesis for no difference between groups. 
Table 43. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 4 
Source 
of Residuals 













HOgg'-There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 3. (Oral Presentation) 
Review and examination of the findings resulting from the analysis 
of the data for this variable indicate a nonsignificant F value. The 
calculated F value is 0.00 and found in Table 44. This value indicates 
that there was absolutely no difference, as perceived by peer assessors, 
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Table 44. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 5 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.115 0.115 0.00 
Error 47 11.174 0.238 
Corrected total 48 11.289 
between the two experimental groups. Consequently, the results yield in­
sufficient evidence to reject the null hypothesis. 
HOgg—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 6. (Written Expression) 
The findings for the analysis of the data for the difference between 
the two experimental groups is presented in Table 45. The results yield 
a nonsignificant F value. The analysis found an F value of 0.00 which is 
short of reaching the critical F value at the .05 level. Therefore, there 
is insufficient evidence to reject the null hypothesis for no difference 
between the two groups. 
Table 45. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 6 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.001 0.001 0.00 
Error 47 12.993 0.283 
Corrected total 48 12.994 
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—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 7. (Explanation of Material 
Clearly) 
The analysis of covarlance results for the data on this variable 
are presented in Table 46. The analysis yields a nonsignificant F value. 
The calculated F value is 0.03 following the adjustment of posttest 
scores. These results suggest that there was insufficient evidence to 
reject the null hypothesis indicating no difference between the two 
experimental groups. 
Table 46. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 7 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.006 0.006 0.03 
Error 47 9.622 0.205 
Corrected total 48 9.628 
BOgg—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 8. (Relevance of Material Used 
in Instruction) 
Inspection of the findings for the data on this variable, as per­
ceived by peer assessors, are presented in Table 47. These findings yield 
a nonsignificant F value for difference between the two experimental groups. 
The calculated F value is 0.00 indicating absolutely no difference 
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Table 47. Analysis of covarlance for experimental and control groups 
as perceived by peer assessors, variable 8 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.000 0.000 0.00 
Error 47 8.913 0.190 
Corrected total 48 8.913 
following adjusted mean scores. As a consequence, there Is Insufficient 
evidence to reject the null hypothesis. 
HOgg—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 9. (Respect for Students) 
Examination of the results of the data analysis for this variable are 
presented in Table 48. These results yield an F value of 0.38 which is 
not significant. This F value indicates that there was only A very small 
difference between the two groups, falling far short of the critical F 
value at the .05 level of significance. Consequently, there is Insufficient 
evidence to reject the null hypothesis for no difference between the two 
groups as perceived by peer assessors. 
Table 48. Analysis of covarlance for experimental and control groups 
as perceived by peer assessors, variable 9 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.733 0.733 0.38 
Error 47 9.167 0.195 
Corrected total 48 9.900 
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Hogy—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 10. (Tolerance of weak students 
and differing opinions) 
The analysis of covarlance results on this variable for difference 
between the experimental and control groups are presented in Table 49. 
These findings yield a nonsignificant F value at the .05 level of signifi­
cance. The calculated F value is 0.07 falling far short of the .05 level. 
As a result of this analysis, there is insufficient evidence to reject 
the null hypothesis for no difference between the two groups. 
Table 49. Analysis of covarlance for experimental and control groups 
as perceived by peer assessors, variable 10 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.016 0.016 0.07 
Errût 47 10.574 0,225 
Corrected total 48 10.590 
Ho—There was no significant difference between the experimental 
Zo 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 11. (Fairness with Students) 
Examination of the findings, presented in Table 50. indicate a non­
significant F value for no difference between the two experimental groups. 
The calculated F value is 1.10, falling short of the required value to be 
significant at the .05 level of significance. As a result of the data 
analysis for this variable, there is insufficient evidence to reject the 
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Table 50. Analysis of covarlance for experimental and control groups 
as perceived by peer assessors^ variable 11 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.191 0.191 1.10 
Error 47 8.180 0.174 
Corrected total 48 8.371 
null hypothesis. 
HOgg—There was no significant difference between the experimental 
and control groups adjusted posttest mean score's as perceived 
by peer assessors on variable 12. (Availability Outside of 
Classroom) 
The results of the analysis for the data concerning this test is pre­
sented in Table 51. The findings in this analysis yields a nonsignifi­
cant F value. This F value was calculated to be 0.14, far below the criti­
cal .05 level of significance required to be significant. As a result of 
this finding; it is therefore determined that there was insufficient evi­
dence to reject the null hypothesis. Thus, there was no significant dif­
ference between the two experimental groups after the covariate was 
taken out. 
Table 51. Analysis of covariance for experimental and control groups 
as perceived by peer assessors; variable 12 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.052 0.052 0.14 
Error 47 17.940 0.382 
Corrected total 48 17.992 
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HOgg—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 13. (Expectations) 
The examination of the results from the analysis of data concerning 
group difference is presented in Table 52. The calculated F value is 1.12 
falling far short of the required F value to be of significant difference 
at the .05 level. This nonsignificant F value indicates that there was no 
significant difference using the pretest mean as the covariate on the 
posttest. Consequently, the adjusted means difference does not yield suf­
ficient evidence to reject the null hypothesis. 
Table 52. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 13 
Source 
of 
variation d.f." S.S. 
Residuals 
M.S. F 
Experiment 1 0.205 0.205 1.12 
Error 47 8.608 0.183 
Corrected total 48 8.813 
HOg^--There was no significant difference between the experimental 
and control groups adjusted posttest mean score as perceived 
by peer assessors on variable 14. (Amount of Work Required) 
Inspection of the results for the analysis of data regarding this 
variable is presented in Table 53. These results indicate a nonsignifi­
cant F value, thus, confirming that there was no difference between the 
two experimental groups. Rie F value calculated was 3.18 approaching the 
critical F value at .05 level of significance. Since there was 
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Table 53. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 14 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.549 0.549 3.18 
Error 47 8.122 0.173 
Corrected total 48 8.671 
Insufficient evidence, the null hypothesis Is not rejected. 
Hogg—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 13. (Relevance of Work) 
Examination of the results, presented in Table 54, disclose that a 
nonsignificant F value was in evidence following the analysis of data for 
this variable. The calculated F value is 0.18, far short of the required 
value to be statistically significant. As a consequence of these findings, 
there shows insufficient evidence to reject the null hypothesis. There­
fore, there was no significant difference between the two experimental 
groups. 
Table 54. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 15 
Source 
of 
variation d.f. S s 
Residuals 
M.S. F 
Experiment 1 0.034 0.034 0.18 
Error 47 8.813 0.188 
Corrected total 48 8.847 
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Ho^^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 16. (Evaluation Procedure 
Appropriate) 
À review of the results for the data analysis on this variable is 
presented in Table 55. These results indicate that there was insuffi­
cient evidence to reject the null hypothesis. An F value of 0.69 was 
calculated. This indicates that there was no statistically significant 
difference between the two experimental groups adjusted posttest means. 
Table 55. Analysis of covarlance for experimental and control groups 
as perceived by peer assessors, variable 16 
Source 
of 
variation d S.S. 
Residuals 
M.S. F 
Experiment 1 0.134 0.134 0.69 
Error 47 9.089 0.193 
Corrected total 48 9.223 
HOg^—There was no significant difference between the experimental 
and control groups adjusted posttest mean scores as perceived 
by peer assessors on variable 17. (Overall Rating) 
The examination of Table 56 shows that the analysis of data for dif­
ference between the two experimental groups yielded a nonsignificant F 
value. The F value calculated on the adjusted posttest means was 0.12. 
%ls value is far short of reaching the critical F value required if the 
two groups were statistically different. As a consequence of this data 
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Table 56. Analysis of covariance for experimental and control groups 
as perceived by peer assessors, variable 17 
Source 
of 
variation d.f. S.S. 
Residuals 
M.S. F 
Experiment 1 0.021 0.021 0.12 
Error 47 8.418 0.179 
Corrected total 48 8.439 
analysis, there is insufficient evidence to reject the null hypothesis. 
Summary of Findings 
To summarize the findings, the correlations between student and peer 
assessor groups assessment yielded significant agreement between the two 
group pretest and posttest mean scores. Also, there was significant 
agreement between pretest and posttest measures for each of the two asses­
sor groups. 
The analysis of variance for item discrimination yielded significant 
F values for student pretest and pôâî:î;est assessTasats. Significant F 
values were not in evidence for the peer assessor groups. 
The means analysis yielded standard deviations centered around 0.3 
to 0.6. Ihis implies that there was a small degree of variance in the 
assessments. 
Moreover, end-of-semeater assessment of experimental group subjects 
who were given mid-semester feedback did not differ, as hypothesized, from 
the control group. These findings were yielded by analysis of covariance 
procedures. 
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CHAPTER V. DISCUSSION 
This investigation was concerned with the effects and relationships 
of feedback on educator performance. The major concerns in the investiga­
tion were: the effects of multi-assessor group evaluative feedback on 
modifying educator performance behavior, the relationships between stu­
dent assessor groups and peer assessor groups, and the efficacy of the 
measuring instrument used in this investigation. 
Analysis of Differences Between Experimental Groups 
Presumably, on the basis of equilibrium theory, educators value 
assessor feedback enough to change their performance behavior. As a test 
of this theory the pretest and posttest measures were analyzed using anal­
ysis of covariance to ascertain the differences between the two experiment­
al groups. In analyzing the possible effects of feedback on educator 
performance, experimental groups were analyzed on the adjusted posttest 
mean scores using the pretest means as the covariate. This analysis was 
conducted using measurements from student and peer assessor groups. If 
the equilibrium theory was operating, differences in the changes of educa­
tor behavior between the two experimental groups should have been observed. 
Analysis of covariance (ANCOVA) results appear in Tables 23 through 
56. In the first analyses, presented in Tables 23 through 39, adjusted 
posttest experimental and control group mean scores were analyzed as per­
ceived by student assessors. The analysis of covariance F values pre­
sented in these tables provide a test of the differences between the two 
groups. 
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The adjusted posttest means between the two groups did not statisti­
cally differ significantly, as hypothesized, at the .05 level. 
In the second analysis, presented in Tables 40 through 56, adjusted 
posttest experimental and control group mean scores were analyzed as 
perceived by peer assessors. The anlysis of covarlance F values presented 
in these tables provide a test of the differences between the two groups 
at the .05 level of significance. 
The adjusted posttest means, between the two groups, did not statis­
tically differ significantly, as hypothesized. Therefore, as a conse­
quence of the F values found, there is insufficient evidence to reject the 
null hypotheses. 
The results of this analysis imply that neither of the two multi-
assessor groups perceived statistically significant differences between 
experimental group's performance behavior from the mid'semester to the 
end-of-semester assessments. The differences between the adjusted post-
test means of the two groups reveal that the experimental group had higher 
means than the control group on eleven and eight of the 17 means, as 
perceived by student and eight as perceived by peer assessors, respectively. 
A point of interest, regarding pretest means, was that the experi­
mental group means were higher than the control group. These higher pre­
test means lessened the possibility of significant differences because of 
the "celling effect." By and large, observation of pretest and posttest 
means were high on the 5-point assessment scale. The overall means were 
very close to 4.0 in both cases. Thus, lessening the chance of behavior 
modification to be assessed as a measure of change. 
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The findings of this Investigation tend to agree with some of the 
evidence found by Centra (10). He summarized the findings of his study 
by pointing out that end-of-semester ratings of Instructors who were 
given mid-semester feedback did not differ from either the no-feedback or 
the posttest groups. Moreover, the results parallel a study by Miller 
(32). His study reported that end-of-semester student ratings for teach­
ing assistants who had received mid-semester feedback did not differ from 
end-of-semester ratings for teaching assistants who did not receive the 
feedback. 
This investigator observed a positive attitude toward behavior modi­
fication within members of the experimental group when the educators re­
ceived feedback not otherwise available to them. This attitude was ob­
served from pretest to posttest time period. Such an observation leads 
one to surmise that when feedback is couched in a confidential manner, 
educators desire to know the assessment of their performance. 
Analysis of Correlation Between Groups 
The results of this investigation indicate that there was close agree­
ment between student and peer group assessment on pretest measures. This 
agreement was not as significant on posttest measures. Consequently, these 
results are not in complete accord with those who contend that little 
agreement exists. 
Analysis of Variance Among Educators 
Using the Menne and Tolsma (31) adaptation of the analysis of variance 
F test, a minimum criterion of 21% of total means square due to between 
group variance appears to provide a valid cutoff point for use when large 
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groups of students assess educators. From a practical standpoint, a much 
smaller group of peers are available to assess the educators. Therefore, 
the theoretical limit of 85% variance due to between group means square, 
based on three assessors, appears to provide a reasonable minimum criteria 
for identifying instrument variables which discriminate when used by a 
small group of peers to assess educator performance. 
The results of this analysis demonstrate the power to which the items 
yielded values appropriate for measuring the specific performance behaviors 
of the educators in the experimental groups. The results of the student 
assessors pretest and posttest item analysis F values indicate that dis­
crimination was made between educators. Such was not the case for peer 
assessor on either the pretest or posttest. 
Recommendations for Further Study 
The experience of conducting this investigation manifest a need for 
the following areas to be studied; 
1. An investigation replicating this iavestigsticn in ether colleges 
and universities. 
2. Investigate the influence of factors such as age, sex, years of 
teaching experience, and professoral levels on educator perform­
ance modification. 
3. Investigate the effect of educator self-assessment as a possible 
source of information on educator performance modification. 
4. Investigate the effects of multi-assessor feedback as treatment 
in repeated sessions administering indepth discussion on possible 
ways of improving and modifying performance behavior in the 
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direction of assessor assessment. 
5. Investigate the educator performance modification, following 
treatment over one and two full semesters. 
6. Investigate independently the effects of student group assessors 
and peer group assessors feedback on modifying educator per­
formance. 
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CHAPTER VI. SUMMARY 
Purpose 
The expressed purpose of this investigation was to study the effects 
and relationships of multi-assessor groups assessment as feedback on 
modifying educator performance. 
Methodology 
The instrument used in the collection of data was the Iowa State 
University 17-item Student Rating Instrument. This instrument was devel­
oped under the direction of Dr, John W. Menne (30). 
Educators within the College for Human Resources Development were 
assigned randomly to a feedback (experimental) or no-feedback (control) 
group. The feedback and no-feedback groups used the 17-item assessment 
instrument in one of their classes at mid-semester during the fall 1974. 
Each member of the two groups requested an assessment from 3 peers. A 
summary of their students' and peers' responses were administered to each 
educator of the feedback group within one week, while results were with­
held from the no-feedback group. Members of both groups used the assess­
ment instruments in the same class and from the same peers at the end-of-
semester. 
Hypotheses Tested 
The following general form of the hypotheses were tested. 
Hypotheses 1. There are no significant differences between the 
experimental group and the control group on the adjusted post-
test mean scores as perceived by student assessors as measured 
by the seventeen Educator Assessment Instrument variables. 
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Hypotheses 2. There are no significant differences between the 
experimental group and the control group on the adjusted post-
test mean scores as perceived by peer assessors as measured 
by the seventeen Educator Assessment Instrument variables. 
The findings of this investigation by analysis of covariance failed 
to yield F values which were statistically significant at the .05 level 
for any of the 34 specific hypotheses tested. Therefore, there was in­
sufficient evidence to reject any of the 34 null hypotheses. 
Research indicates that student assessments generally differ from 
peer assessments of the same educator. To examine this point of interest, 
correlation values between student and peer assessors, pretest mean 
responses indicated 14 of 17 variables were significant at the .05 level. 
On the student and peer assessors posttest, 5 of the 17 variables had r 
values significant at the .05 level. This study indicates that the low 
correlation between student and peer assessors, previously reported, may 
be due to the time of assessment. 
Examination of the mean pretest scores revealed that the experimental 
group had higher pretest variable mean score» than the control grcup. 
However, when analysis of covariance was computed for each of the vari­
ables on (1) student assessment, and (2) peer assessment, no significant 
differences were found on the adjusted posttest means between the two 
groups. 
Analysis of Measurement Accuracy 
The analysis of variance technique used by Menne and Tolsma (31), was 
used in this study. This technique was used to determine item discrimina­
tion power for each of the seventeen items on the Educator Assessment 
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Instrument. The analysis of variance procedure was conducted using pre­
test and posttest student assessor means followed by pretest and post-
test peer assessor means. 
Menne and Tolsma (31) propose, "that the percentage of the total 
sum of squares (SS) due to "between groups" (i.e., between institutions, 
teachers, etc.) is an appropriate index of item discrimination." 
Ilie analysis of variance results for pretest and posttest student 
assessors indicated significant F ratios for 1 and 28 degrees of freedom 
at the .05 level of significance on all items. Eleven of 17 variables 
had F ratios that were highly significant at the .01 level on the student 
pretest. There were 10 of 17 variables with highly significant F values 
at .01 level. The results for pretest and postttest peer assessors in­
dicated nonsignificant F ratios for 1 and A degrees of freedom at the 
.05 level of significance on all items. 
Summary Statements 
The findings of this investigation ate eoudensed into the fcllo^'iag 
summary statements: 
1. There are no significant differences, between the experimental 
group and the control group adjusted posttest mean scores as 
perceived by, (1) multi-assessor student group, and (2) multi-
assessor peer group as measured by the Educator Assessment In-
s trument. 
2. Correlation values for 50 paired student and peer, pretest 
mean responses indicated 14 of 17 variables were significant. 
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3. Correlation values for 50 paired student and peer posttest 
mean responses indicated 5 of 17 variables were significant. 
4. The F values for student assessment pretest 17 variable means 
were significant for item discrimination analysis. 
5. The F values for student assessment posttest 17 variable 
means were significant for item discrimination analysis. 
6. The F values for peer assessment pretest 17 variable means 
were not significant for item discrimination. 
7. The F value for peer assessment posttest 17 variable means 
were not significant for item discrimination. 
The findings of this investigation Indicate that multi-assessor 
feedback did not make its contribution such that educators modified 
their performance as perceived by either of the two multi-assessor 
groups. 
Moreover, the finding reveal that there were significant r values be­
tween multi-assessor groups pretest and posttest variable mean responses. 
This Implies that when the assessors saw high assessment on the pretest, 
they also saw high assessment on the posttest. 
Of additional Interest, was the significant F values resulting frcsn 
analysis of variance of student pretest and posttest mean scores, dis­
closing that 17 variables discriminated among educators. 
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EDUCATOR ASSESSMENT INSTRUMENT 
Please assess the educator on the characteristics listed below 
In order to provide feedback which will enable him or her to Improve 
their performance. 
Instructions: 
A) On the optical scan sheet place the full name of the educator. 
B) Do not enter your name. 
C) Use the number 2 pencil provided to make your response; do not use 
any other marking device. 
D) Omit an assessment of an educator characteristic if you feel it 
would be inappropriate or that you do not have sufficient informa­
tion to assess fairly. 
E) Do not use the identification block on the optical scan sheet; start 
with item 1. 
Please use the following five point scale to assess the educator 
performance. The assessment should indicate how this educator compares 
with all other educators you know in the College for Human Resources 
Development. 
1/A Far Below Average (among the lowest 10%). 
2/B Below Average (among the next 20%). 
3/C Average (among the middle 40%). 
4/D Above Average (among the next 20%). 
5/E Far Above Average (among the top 10%). 
C* J •• M f A «•»«*«  ^jU/MMV.'SlHyWi.  ^
1. Organization/Planning; 
2. Class Time Efficiency; 
3. Preparedness; 
4. Interest; 
5. Oral Presentation: 








organized and planned the course well. 
used class time efficiently. 
was well prepared for class. 
was interested and enthusiastic about 
teaching this class. 
spoke loudly enough and enunciated clearly, 
presented written material and blackboard 
work that was clearly legible. 
explained material clearly= 
showed the relevance of material. 
showed respect for students. 
was tolerant of weak students and differing 
opinions. 
was fair with students» 
tried to be sufficiently available to 
students outside class. 
matched the level of the material to the 
ability of the class. 
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14. Amount of work; 
15. Relevance of work; 
16. Evaluation; 
17. Overall rating; 
made sufficient and reasonable but not ex­
cessive assignments. 
made assignments which help in learning 
appropriate material. 
presented clear, fair, and appropriate 
evaluation procedures for assessing per­
formance. 





TO: Faculty, College of Human Resources 
FROM; Luvem R. Eickhoff 
DATE: October 18, 1974 
RE: Research 
The purpose of this communication is to inform you of the procedures in admin­
istering the instrument being used for my dissertation research. 
The enclosed material deals with the collection of data for ay research which 
Dean Tomasek has mentioned to you and which I described briefly at your faculty 
meeting. 
The major purpose of the study is to investigate the effect of multi-assessor 
feedback on modifying educator performance. The study will hopefully cast 
some light on whether there is a difference between student and peer assess­
ment; and whether assessment leads to modification in performance. 
The research scheme is as follows: 
1. The faculty will administer a brief assessment instrument in one of their 
classes and request that three colleaques (peers) who have seme knowledge of 
their performance conduct the same assessment. The assessment will require 
less than ten minutes. Half of this group will receive an analysis of student 
and peer responses within a few days; the other half will not receive these 
results until after the end of the semester. 
2. At the end of the semester I would like the same faculty to repeat the same 
procedures. 
Thus the faculty will administer the instrument twice, this week and during 
the last week of the semester, and I will compare end-of-semester responses 
for those who received their results iimediately vs. those who did not. 
3. There are 30 copies of the instrument and optical scan response forms in' 
a packet. These materials should be used in one of your classes - of your own 
choosing - this coming week. Should you need additional copies, call my office, 
2249. After the instrument has been administered, put them back in the en­
velope (which has my name on it), seal it (to maintain confidentiality), and 
put it in inter campus mail. They should be returned no later than Friday. 
4. The peer assessment should be returned by the assessor in the individual 
envelopes. 
5. The optical scan forms will be processed, summarized, and returned in the 
manner previously stated. Only you will receive this analysis of assessor 
responses. 
Thank you for your cooperation. You will receive the end-of-aenester data 
collection materials around December 2. 
CD 132 memorandum 
TO: Faculty, College of Human Resources Development DATE: December 2, 1974 
FROM: Luvern R. Eickhoff 
RE: Research 
To complete the second and final phase of my research, you will find enclosed 
optical scan sheets and instruments. 
The instrument should be administered in the same class in which you admin­
istered the first phase. Also, you should request that the same peers respond 
to the instrument as previously performed. This procedure is imperative. I 
have consequently enclosed the same number of instruments and scan sheets as 
was required in the first phase (plus a couple extra). You should administer 
the assessment during your last class period of this semester. After they 
have been administered, put them in the envelope and seal it to maintain 
confidentiality. Return the envelope to your secretary. 
Thank you for your assistance. I hope you will find your participation 
worthwhile. 
