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ABSTRACT 
All triples F, G, M: K” + K of additive F, G and multiplicative M satisfying the 
titular functional equation on (K \ {0})“, where K is a commutative field of charac- 
teristic # 2, are determined. This generalizes and unifies research arising from 
problems in two different areas. Ng has solved this problem for n = 1, culminating a 
succession of results by various authors concerning the Halperin problem on quadratic 
forms. Also, for K = W (the reals) and G = F this problem arose in a characterization 
of information measures. 
0. INTRODUCTION 
Let K be a commutative field with characteristic # 2, and let K* = K \ 
(0). We seek nontrivial solutions of the functional equation 
F(X) + M(X)G(X-‘) = 0, X E ( K*)n, (FE) 
for additive F, G : K” + K and multiplicative M: K” + K. A map f: S --) K, 
where S is a ring, is additive if f(X+Y)= f(X)+f(Y) for all X,Y in S, 
and multiplicative if f(XY) = f( X)f( Y) for all X, Y in S. We shall also 
consider (FE) for affine F, G. A map f: S + K is called affine if there is an 
elementpin Ksuchthat f(X+Y)+/3=f(X)+f(Y)forallX,YinS.All 
operations in K” are done componentwise, so that we are considering K n as 
aringwithzeroO=(O ,..., O)andunit l=(l)..., 1). 
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Note that the value of M at 0 is unrestrained by (FE). Also, the only 
multiplicative M on K * not satisfying M(0) = 0 is the trivial function 
identically one, which satisfies (FE) only with F = G = 0 (the zero function). 
Hence, we lose no generality in assuming 
M(0) = 0. 
For the same reasons, we assume that the value of every multiplicative map 
at 0 is 0, throughout this paper. 
One of the sources of this problem is the question, raised by Halperin in 
1963, of the general form of functionals Q on R-vector spaces satisfying the 
parallelogram law and the homogeneity Q( sX) = s2Q( X ). This led to (FE) 
with K = aB, n = 1, and M(s) = s2. Ng [5] traces the development of this and 
generalizations leading up to his general solution of (FE) in the case n = 1, 
for additive F, G and multiplicative M on K. 
The other source of the question is the problem of characterizing multi- 
plicative-type recursive measures of information in n dimensions [3], which 
leads to (FE) with K = W and G = F [2]. We unify and generalize some 
results of both Ng [5] and the author [2]. 
We generally use capital Latin letters (except K, X, Y ) for maps from K n 
to K, lowercase Latin letters a, b,. . . , h, I, m for maps from K to K, 
lowercase Latin letters s, t, . . . , y for variables in K, lowercase $, 4 for 
morphisms and embeddings of K, and other lower case Greek letters for 
constants in K or field extensions of K. 
If 9: K + K is a (field) morphism of K, then a +deriuation is a map 
d : K + K which is additive and satisfies d( st ) = d( s)+( t ) + $( s)d( t ) for all 
s, t E K. An embedding up of K into a field extension of K is nontrivial if 
G(K) c K. 
1. REDUCTION OF THE PROBLEM, AND A PRELIMINARY RESULT 
We immediately reduce (FE) to a system of two equations. Replacing X 
by X-’ in (FE) and comparing the resulting equation with (FE), we get 
A(X)+ M(X)A(X-‘) = 0, X E ( K*)n, (1.1) 
B(X) - M(X)B(X-‘) =O, X E ( K*)n, (1.2) 
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for the maps A, B: K n -+ K defined by 
A = 22’(F + G), B = 2-‘(F - G). (1.3) 
If both F and G are additive (or affine), then both A and B are additive (or 
affine). Because of (1.3), we shall have solutions 
F=A+B, G=A-B 
of (FE) once we have solved (1.1) and (1.2). 
We shall find general nontrivial solutions of (1.1) (1.2) and (FE) in 
Sections 2, 3, and 4, respectively, for additive A, B, F, G. Affine solutions are 
presented in Section 5, along with some other remarks. In each section, 
specializations to the case K = R are given. 
We close this section with a very elementary result that we need. 
LEMMA 1.1. Let m: K -+ K be multiplicative and nonzero. Then m 
satisfies 
m(l- s) = 1- m(s), (1.4) 
for all s E K* \ {l}, if and only if m is additive (and hence, a morphism of 
K). 
Proof. If m is multiplicative and nonzero, then m(1) = 1. By our con- 
vention m(0) = 0, we have (1.4) for all s E K. 
For any r, y in K with x + y # 0, let s = x + y, t = s-‘y. Then (1.4) and 
muhiplicativity yield 
m(x + y) -m(y) = m(s) - m(st) 
= m(s)[l -m(t)] = m[s(l- t)] = m(x). (1.5) 
Thus, we shall have shown that m is additive once we verify that m(x) + 
m( - x) = m(0) = 0. But this is immediate, since (1.5) with y = 1 and (1.4) 
with s= -x(#l)yields m(-x)=1-m(l+x)= -m(x). 
Conversely, if m is a nonzero morphism, then (1.4) follows from m(1) = 1 
and additivity. n 
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2. SOLUTION OF (1.1) 
We shah use the well-known [4] representations for additive and muhi- 
phcativefunctionson K” [X=(x,,...,x.)EK” throughout], 
A(X) = i ai( 
i=l 
M(X) = &nicri,, (2.1) 
where each a, : K -+ K is additive and each m, : K -+ K is multiplicative 
(i = 1,2 )..., n). 
If we seek nontrivial solutions of (Ll), then A, M f 0 imply (by multi- 
plicativity) 
M(l)=l, m,(l)=1 (l<i<n); A(l)=O. 
Now for an arbitrary k E {1,2,. . . , n }, substituting (2.1) into (1.1) with 
xk = s and all other x j = 1 (j # k), we get 
ok(s) - a,(l) + %(S) [ 4-l) - %O)] = 0, 
That means the map hk: K --) K defined by 




/Q(s)+ m,(s)h,(s-1) = 0, SEK*. 
Moreover, by (2.3) and the additivity of uk, h, is affine. 
(2.4) 
We shall solve (2.4) and then use the result to solve (1.1). 
THEOREM 2.1. Zf nonzero ufjke h: K --j K and multiplicative m : K -+ K 
satisfy (2.4) 
h(s) + m(s)h(s-‘) = 0, SE K*, 
then one of the following four exclusive cases holdx 
(i) for some nontrivial (i.e. Q, # 0) morphism + : K -+ K, h is a nontrivial 
+deriuution and m = Q2”; 
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(ii) for some distinct nontrivial morphisms +,1C, : K --, K and some a E K*, 
oneha.sh=(u(+-J/)andm=$nj; 
(iii) for some y E K * with a = fi P K and some (field) embedding 
+:K+K(a), ++& 
h=(2a)-‘(e-q) and m=@, 
where conjugancy in the field extension is defined by x + ya = x - ya 
(x, Y E 0 
(iv) for some nontrivial morphism +: K ---f K and some a E K*, one has 
h = a($ - 1) and m = +. 
The converse is also true. 
Proof. The converse is easy to check. Now let’s assume that h (nonzero, 
affine) and m (multiplicative) satisfy (2.4). 
If h is additive, then one of the cases (i)-(iii) must hold, by a theorem of 
Ng [51. 
Henceforth, we shall therefore assume 
OQ=h(x+y)-h(x)-h(y), x,y~K. (2.5) 
Note also that h(u - v) = h(u) - h(v) - p for all u, v E K, and that (2.4) 
and m(1) = 1 together imply 
h(1) = 0. 
Consider now the identity (1 -r))‘- 1 =x(1-x)-‘, and apply the 
affine map h to it, getting h((l-x)-l)--P=h(x(l -x)-l) for r # 1. 
Multiplying by m(1 - x) and expanding by (2.4) the affineness of h, and the 
multiplicativity of m, we proceed through the following sequence of calcula- 
tions: 
- h(1 -x) -/_?m(l -r) = - m(x)h(x-‘(l- x)), 
h(x)+p-/3,(1-x)= -m(x)[h(x-‘)-PI, 
P[l- m(l -x)1 =Pm(x), 
valid for all x # 0,l. Since /I # 0, we have therefore (1.4). Hence, by Lemma 
1.1, m = $J for some morphism I#I on K. 
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Now we can reach our goal, namely showing that case (iv) holds, by 
proving that the map h’ : K + K defined by 
h’(s):=h(s)-&(s)-1], SE K. 
is identically zero. (Then rename p as a.) First, we see that h’ is additive by 
(2.5) and the additivity of +. Second, by (2.4), the multiplicativity of m, and 
the fact that m(1) = 1, we have 
h’(s)+m(s)h’(s-‘)=O, sEK*. 
So (h’, m) is a pair to which Ng’s result can be applied. But since m = $I is 
not one of the three nontrivial possibilities (since char K # 2) we must have a 
trivial solution. That is, h’ = 0, and the proof is finished. n 
We are now ready to prove the main result of this section. 
THEOREM 2.2. Let A, M: K” + K satisfy (l.l), where M is multiplica- 
tive and A ( # 0) is additive. Then one of the following four exclusive cases 
holds: 
(I) forsomekE {l,..., n }, some nontrivial morphism $I on K, and some 
nontrivial +-derivation d on K, 
A(X) =d(xk) and M(X) = Go; 
(II) for some k E { 1,. . . , n }, distinct nontrivial morphisms +, 4 on K, 
and some a~ K*, 
(III) for some k E {l,.. ., n}, some ~EK* with a=fiGK, and some 
embedding 9: K + K(a) with C#I 6 (the conjugate of $J), 
A(X) = (2a) -l[~(xk) - s<x,>] ad M(X) =+(x,)6(x,); 
(IV) for distinct k, j E { 1,. . . , n }, nontrivial (but not necessarily dis- 
tinct) morphisms +, 1c, on K, and some a E K*, 
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(Clearly, the last case can occur only if n > 2.) The converse holds also. 
Proof. According to our discussion at the beginning of this section, each 
nontrivial (h,, mk) pair [where h, is defined in (2.3)] must fall into one of the 
categories (i)-(iv) described in Theorem 2.1. Note that in cases (i)-(iii) h, 
turns out to be additive. Since ak is also additive, (2.3) shows that ak(l) = 0 
and that ak = h,. So we have only the following as possible nontrivial 
(a,, mk) pairs. 
Type (i): ak = d and mk = $2 for some nontrivial morphism + on K 
and nontrivial $-derivation d on K. 
Type (ii): ak = a($ - I/J) and mk = ++!J for some constant a E K* and 
distinct nontrivial morphisms $I, J/ on K. 
Type (iii): ak = (2a))‘(+ - 5) and mk = ~$6 for some constant (Y 
= fi e K (with y E K) and some nontrivial (+ # 6) embedding r$ of K in 
K(a). 
Type (iv): ak = cx+ and mk = + for some constant a E K* and some 
nontrivial morphism $ on K. 
If n = 1 [so that (A, M) = (a,, m,)], we find that types (i)-(iii) satisfy 
(1.1) while type (iv) does not. So we have cases (I)-(III), and we’re done. 
Henceforth let us assume n > 2. 
To work out the compatibility of different (a,, mk) pairs in the makeup 
of (A, M), we choose arbitrary distinct k, j E { 1,. . . , n } and put (2.1) into 
(1.1) with xk = s, xi = t, xi = 1 for i # k, j. Then, recalling that Xai(l) = 0, 
we get 
= -m,(s)mj(t)[a,(s-‘) + aj(t-‘) -a,(l) - aj(l)] 
for all s, t E K*. Using the fact that both (a,, mk) and (a j, mj) satisfy (2.2) 
we can rewrite the above equation as 
h(s) - a,+(l)] [l - mj(t)] = - [‘j(t) - “j(l)] [l- m,(s)], (2.6) 
for all s, t E K*. It follows immediately that 
aj=O ifandonlyif mj=l, (2.7) 
because of (2.6), types (i)-(iv) of ( ak, mk) pairs, and the fact that the only 
constant additive function is the zero function. 
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Now suppose that both ak and a j are not zero. By (2.7), there exists 
to E K* such that mj(to) # 1. So (2.6) with t = t,, gives 
%h) - 4) = P [l - %(dl~ SEP, (2.8) 
for some constant p = - [l - mj(to)]-‘[ai - ai(l Testing (a,, mk) of 
each of the types (i)-(iv), we find that the only one which can satisfy (2.8) is 
type (iv) (where a = - j3). By the same argument (a j, mj) must also be of 
type (iv). Finally, if ak = @I, mk = +, a j = a’#, and mj = 4 (where +, I,!J are 
nontrivial morphisms on K and a, a’ E K*), then (2.6) is valid if and only if 
CX’ = - CL Thus we conclude that 
Two distinct ak, a j are both nonzero if and only if ak = a+, 
aj= -a$, m,=+, and m.= I I+!J (for nontrivial morphisms +, 1c/ (2.9) 
on K, (Y E K*). 
Note also that if only one ak is nonzero, then by (2.7) it cannot be of type 
(iv), since an (a, m) of type (iv) does not satisfy (1.1) for n = 1. 
In summary, if there is exactly one nonzero ak, then it must be one of 
types (i)-(iii) and we have cases (I)-(III) of the current theorem. If there are 
at least two nonzero ak’s, then by (2.9) there are exactly two. Furthermore, 
they are as given in (2.9) and lead to case (IV) of the theorem. 
The converse is easily checked. n 
In the special case K = R (the real field), since there is only one nontrivial 
morphism of R, we get the following corollary, which was proved in [2]. 
COROLLARY 2.3. Suppose A, M:R” -+ R satisfy (1.1) with A ( # 0) 
additive and M multiplicative. Then one of the following three exclusive 
cases holds: 
(I) forsome kE {l,..., n } and some nontrivial real derivation d, 
A(X) = d(xk) and M(X) =x;; 
(II) for some kc {l,...,n}, some (YE!%*, and some embedding + of 
the reals Iw into the complex field C with $I f 5, 
A(X) = aIm$(x,) and M(X) = ]$J(x,)]‘; 
A FUNCTIONAL EQUATlON 
(III) fordktinctk,jE {l,...,n} andsome (YER*, 
A(X) = (Y&- xi) and M(X) = x,xj. 
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[Here Im+ denotes the imaginary part of +, and 1. ( denotes the usual mnm 
on C. Also, case (III) obviously arises only when n 2 2.1 
The converse is also true. 
3. SOLUTION OF (1.2) 
Beginning again as we did in Section 2, we write [again X = (x,, . . . , x,) 
E K”] 
B(X) = t bi(xi), w9 = j~l~i(ri), (3.1) 
i=l 
with each bi: K -+ K additive and each mi : K + K multiplicative (i = 
1 ,..., n). For B + 0 we again have M + 0, and it follows that 
M(1) = 1, m,(l)=1 (l<i<n). 
Substituting (3.1) into (1.2) and putting xk = s for some k E { 1,. . . , n }, 
xi = 1 for all i #k, we get 
bk(s)+~(l)-bk(l)=mk(s)[b,(s~-‘)+B(l)-b,(l)], SEK*. 
(3.2) 
Defining lk: K + K by 
Z&Y) := bk(x)+ B(1) - b,(l), XEK, 
we see that 1, satisfies 
Zk(s) - mk(s)Z,(s-‘) =O, SEK*. 
(3.3) 
(3.4) 
Moreover, I, is affine, because of (3.3) and the additivity of b,. 
We proceed to solve (3.4). 
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THEOREM 3.1. A nonconstant afine I: K - K and multiplicative m: K 
-+ K satisfy (3.4) 
Z(s) -m(s)Z(s-I) =O, SEK*, 
if and only if one of the following four exclusive cases holds: 
(i) for some nontrivial morphism ~YI : K + K and some j3 E K *, 
I=& and m=#; 
(ii) for some distinct nontrivial morphisms c$, 4: K + K and j3 E K*, 
(iii) for some y E K* with a= fi@ K, some embedding c$: K -j K(a) 
with C#I # 6, and some j3 E K*, 
Z=/~(C#J+$) and m=&j; 
(iv) for some nontrivial morphism 9 : K --, K and some p E K *, 
l=P(G+l) and m=$. 
Proof. The “if” part is easy. We do only the “only if” part. 
If 1 is additive, then Ng’s results [5] show that one of (i)-(iii) must hold. 
Henceforth, we assume that 1 is affine but not additive, i.e. that 
o#p=z(x)+z(y)-Z(x+y), x, y E K. (3.5) 
Again (as in [5] and the proof of Theorem 2.1), we consider the identity 
(1 - x)- ’ - 1 = x(1 - x)- ‘. Applying I and expanding by the affineness of 1, 
we have Z((1 - x)-l) - Z(l)+ j? = &x(1 - x)-l) for x f 1. Multiplying by 
m(1 - x), using (3.4), and expanding further, we get 
Z(l-x)-m(l-x)[Z(l)-j3] =m(x)l(x-‘(l-x)), 
Z(1)-Z(x)+~-[Z(1)-j3]m(l-x)=m(x)[Z(x~’)-I(l)+~], 
Z(l)+p- [Z(l)-P]m(l-x)=22(x)- [Z(l)-film(x), 
Z(x)=2-‘{Z(l)+/3+[Z(l)-j3][m(x)-m(l-x)]}, (3.6) 
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for a.lI x E K* \ {l}. But, since m(0) = 0, m(l) = 1, and Z(0) = /?, we have 
(3.6) for all x E K. 
Now, substituting (3.6) into (3.4) and simplifying, we obtain 
(z/3-‘[Z(l)-P][m(l-S)--(s-l)] =1-m(s), s E EC*. (3.7) 
Observe that any multiplicative map m must be either even or odd [since 
m( - l)‘= m(l)= 1 and m( -s)m( - l)=m(s)]. But our m cannot be 
even. For if it were, then (3.7) would give m = 1 on K*, and then (3.6) would 
lead to the conclusion that 1 is constant (which has been excluded). 
Thus m is odd, and (3.7) becomes 
fi-‘[Z(l)-P]m(l-s)=l-m(s), SEK*. 
Upon iterating this, we get 1 - m(s) = p-‘[Z(l) - /3]m(l - s) = 
-P-‘[Z(l)-p][l- m(1 -s)]+P-‘[Z(l)-P] = - {P-‘[Z(l)-P]}2m(s)+ 
p-‘[Z(l) - /3]. Hence p-‘[Z(l) - p] = 1, so 
Z(1)=2p and m(l-s)=l-m(s), SEK*. 
Finally, by Lemma 1.1 m is a morphism on K, and by (3.6) 
Z(x)=2-‘{3P+p[Sm(x)-11) =P[m(x)+l]. 
This establishes (iv) and the theorem. 
Next comes the main result of the section. 
THEOREM 3.2. Let B, M: K” + K satisfy (1.2) where M is multiplica- 
tive and B ( z 0) is additive. Then one of the following four exclusive cases 
holds: 
(I) for some k E { 1,. . . , n }, p E K*, and nontrivial morphism $ on K, 
B(X) =P+(x,> ad M(X) = $2(rk); 
(II) for some k E { 1,. . . , n}, fi E K*, and distinct nontrivial morphisms 
6 # on K, 
B(X) = P [+(xk) ++(xk)l ad M(X) = +(xk)+(xk); 
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(III) for some k E { l,..., n}, some y E K* with a = fi e K, some 
embedding +: K -+ K(a) with up = 6, and some p E K*, 
B(X) =P[+(xk)+t(xk)] afd M(X) =G(xk)5(xk); 
(IV) for some distinct k, j E { 1,. . . , n }, /3 E K*, and (not necessady 
distinct) nontrivial morphisms 9,$ on K, 
The converse is also true. 
Proof. Proceeding as at the beginning of this section, we find that each 
(Zk, mk) pair [with I, as defined in (3.3)] must fit one of the forms (i)-(iv) 
provided by Theorem 3.1. Note that 1, is additive in cases (i)-(iii). Since b, 
is also additive, (3.3) shows that 
B(l) = b,(l) for (b,, mk) in cases (i)-(iii). (3.8a) 
Furthermore, (3.3) and (3.5) (for 1 = Zk) show that, for the constant p (which 
may depend on k) appearing in (3.5) 
P = B(l) - b,(l) for (b,, mk) in case (iv). (3.8b) 
Hence Theorem 3.1, (3.3) and (3.8a,b) show that each nontrivial (bk, mk) 
must be of one of the following four types. 
Type (i): b, = &#I and mk = +’ for some nontrivial morphism + on K 
and some j3 E K*. 
Type (ii): b, = /3(+ + 4) and mk = $4 for some p E K* and distinct 
nontrivial morphisms (P, 4 on K. 
Type (iii): b, = /3(+ + 6) and mk = +;i; for some p E K* and some 
nontrivial ($I # 5) embedding +: K + K(a), where (Y = fi 4 K for some 
y E K. 
Type (iv): b, = [B(l) - b,(l)] + and mk = $I for some nontrivial mor- 
phism C#I on K. [Here B(1) # b,(l) to avoid triviality.] 
If n = 1 [in which case (B, M) = (b,, m,)], we find that types (i)-(iii) 
satisfy (1.2) while type (iv) does not. So we have cases (I)-(III) of the 
theorem. Henceforth we shall assume that n > 2. 
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Our analysis of compatibility of ( bi, mi) pairs for different values of i is 
made simpler by the relations (3.8a,b). We make several observations. 
First, suppose B(1) f 0. Then there cannot be two different nontrivial 
(bi,mi) pairs of types (i)-(iii), because of (3.8a) and (3.1). Indeed, (3.1) yields 
B(1) = Cr= 1 b,(l), which together with (3.8a) shows that we cannot have 
b,(l) # 0 for more than one value of k. [Note that in types (i)-(iii) bk(l) is 
either /3 or 2p, hence nonzero.] 
Similarly, if there is a nontrivial type-(iv) pair (bk, m,), then b,(l) = 
2 - ‘B(l), which implies that there are no nontrivial ( bi, mi) pairs of types 
(i)-(iii), and that there is exactly one other nontrivial type-(iv) pair, say 
(bj, mj), with bj(l) = b,(l) = 2-%(l). 
Finally, let us observe that, in light of (3.8a) and (3.8b), the equality 
B(1) = 0 is not compatible with any of the four types of nontrivial solutions 
and thus is excluded by the requirement I? z 0. 
It should be clear from these observations that types (i)-(iv) lead to 
exactly cases (I)-(IV), respectively. 
The converse is easy to verify, and this completes the proof of 
Theorem 3.2. n 
As in Section 2, we get a corollary in the special case K = R without 
much effort. 
COROLLARY 3.3. Let B, M: R” ---f R satisfy (1.2) with B ( f 0) additive 
and M multiplicative. Then one of the following three exclusive cases holds: 
(I) forsome ks {l,..., n } and some nonzero real constant /3, 
W) = PXk and M(X) =x,$ 
(II) for some k E { 1,. . . , n }, some embedding +: III + C with C#I # 6, and 
some rumzero real number p, 
B(X) =PRedx,) ad M(X) = l~(xk)12; 
(III) for some distinct k, j E { 1,. . . , n} and some n~nzero real con- 
stant /3, 
B(x) =/3(x, + Xi) and M(X) = r,xj. 
The converse is also true. 
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4. SOLUTION OF (FE) 
By combining Theorems 2.2 and 3.2 with the discussion in Section 1, we 
obtain the general solution of the original problem, as stated in the following 
theorem. 
THEOREM 4.1. Maps F, G, M: K” + K, with F and G additive and not 
identically zero, and with M multiplicative, satisfy (FE) if and only if they 
are of one of the following four exclusive forms: 
(I) for some kE {l,..., n }, nontrivial morphism $I on K, +-derivation d 
on K, and p E K, with (d, /3) # (O,O), 
F(X)=d(x,)+&(r,), G(X)=d(x,)-P+(x,), adM(X)=+22(rk); 
(II) for some k E { 1,. . . , n}, distinct nontrivial morphisms $, 4 on K 
and yl, y2 E K with (ul, ~2) + (@Oh 
and 
(III) for some k E (1,. . . , n}, some y E K* with a = fi @ K, some 
embedding +: K + K(a) with + # ;i;, and some h E K(a)*, 
F(X) =X+,)+x$(x,)> G(X) = -x$(q) -x$(q)> 
and 
(IV) for some distinct k, j E { 1,. . . , n }, nontrivial (not necessarily dis- 
tinct) morphism.s +, # on K, and yI, y2 E K with (ul, YZ> + (O,O), 
F(X) = Y~d'(xk)+ Y2'k(xj)> G(X) = -Y&(x~) -Y~#(xj)~ 
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and 
The following can be obtained either by specializing Theorem 4.1 to the 
case K = [w (and recalling that there is a unique nontrivial morphism on W) or 
by combining Corollaries 2.3 and 3.3. 
COROLLARY 4.2. The general solution of (FE) with nonzero additive 
F, G and multiplicative M, and with K the real field R, is given by 
(I) for sm k E { 1,. . . ) n), real derivation d, and real constant fi, with 
(d,B)+(O>O)> 
F(X) = d(qJ+Pxk, G(X) =d(xk) -px,, and M(X) =xE; 
(II) for some k E { 1,. . . , n }, embedding + : R ---* C with cp f 6, and real 
constants CY, p with (a, /I) + (O,O), 
F(x)=(~Irn~(~~)+PRe~(xk), M(X) = 19(d12, 
and 
G(X) =aIm+(xk) -PRe+(xk); 
(III) for some distinct k, j E { 1,. . . , n} and real constants yl, y2 with 
(YPY2) + (OTO)P 
F(X) = Y1Xk-t YtXj, G(X) = - Y2Xk - YlXj’ and M(X) = xkxj. 
5. EXTENSIONS 
We can also solve (l.l), (1.2) and (FE) for affine maps A, B, F, G by 
essentially the same methods used in the additive case. In fact, we have 
already made two steps in this direction in Theorems 2.1 and 3.1, which solve 
(1.1) and (1.2), respectively, for affine A and affine B in dimension n = 1. 
Rather than giving the full statements of all these extension results, we 
shall simply state the additional (affine but nonadditive) solutions one gets for 
each problem. 
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REMARK 5.1. To extend Theorem 2.2, the additional solutions of (1.1) in 
case A is affine are of the form 
A(X)=a[$(x,)-I] and M(X)=+(x,) (5.0 
for some kE {l,..., n}, ct~K*, and nontrivial morphism + on K. (Cf. [2, 
Corollary] for K = W.) 
REMARK 5.2. To extend Theorem 3.2, the extra solutions of (1.2) in case 
B is affine are of the form 
B(X)=P[$(x,)+l] and M(X)=+(x,) (5.2) 
for some k E { 1,. . . , n }, p E K*, and nontrivial morphism $I on K. 
REMARK 5.3. To extend Theorem 4.1, the additional solutions of (FE) 
obtained when F and G are affine are of the form 
F(X) = YP#&) + YZ> G(X) = - ~2444 - ~1, M(X) = Gh)? 
(5.3) 
forsome kg {l,..., n }, nontrivial morphism + on K, and constants yi, y2 E K 
with (~1, ~2) # (O,O). 
REMARK 5.4. Extensions of Corollaries 2.3, 3.3, and 4.2 (all of which deal 
with the special case K = R) are obtained by including the additional 
solutions (5.1) (5.2), and (5.3) respectively, with +(s) = s (the identity map 
on W). 
REMARK 5.5. Note that in Theorems 2.2, 3.2, and 4.1, case (II) can be 
subsumed under case (IV) if in case (IV) we remove the word “distinct” from 
in front of “k, j” and add the condition (k, $) f (j, 4). 
REMARK 5.6. The original Halperin problem could be further generalized 
(beyond the version treated by Ng [5]), as follows. For given M: K n + K and 
K”-module V, what is the general form of M-homogeneous biadditive forms 
T: V X V + K? The answer in the case n = 1, V a vector space over K, is 
provided in [5], which the interested reader should consult for the connection 
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with quadratic forms. The answer to the further generalized problem can be 
obtained by applying the techniques of (the last section of) [5] and the results 
of the present paper. Moreover, if M: K” + K n, and if T: V X V + K n is an 
M-homogeneous biadditive transform, then the general forms of M and T can 
be found by writing T = (T,, . . . , T,), M = (M,, . . . , M,), and passing the 
properties of T and M to their component functions T,, Mi. For related work 
on quadratic forms on modules over a ring, see [l]. 
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