Abstract. The existence of invariant generators for locally finitely generated distributions satisfying a mild compatibility condition with the symmetry algebra is proved. This is applied to regular standard Dirac reduction.
Introduction
If a smooth manifold M is acted upon in a proper way by a Lie group G, the space of orbits M/G has the structure of a stratified space. If the action is free or with conjugated isotropy subgroups, the quotient M/G is known to be a smooth manifold and the quotient map π : M → M/G a smooth surjective submersion. In the first case, a free and proper action is induced on the tangent space T M and on the cotangent space T * M , but in the case of conjugated isotropies, the isotropy subgroups of the induced action on the tangent space are not necessarily conjugated (see [RO06] for a complete characterization of the isotropy lattice of the lifted action).
If a subdistribution of the Pontryagin bundle P := T M ⊕ T * M is invariant under the lift of the G-action on the manifold, how can we decide if this distribution has invariant sections? The existence of invariant generators would imply that the generalized distribution, assumed that its cotangent part annihilates the vertical space of the action, pushes forward to a smooth generalized distribution on the quotient M/G. In this note, we present a theorem giving sufficient conditions for a locally finitely generated generalized distribution to be spanned by sections pushing forward to the quotient. This property has its origins in control theory and the first results in this direction were obtained in [NvdS90] and [CT89] .
If ∆ ⊂ P is a smooth distribution, its smooth orthogonal distribution (or simply its smooth orthogonal ) is the smooth generalized distribution ∆ In general, the inclusion ∆ ⊂ ∆ ⊥⊥ is strict. The smooth orthogonal of a smooth generalized distribution is smooth by construction. If the distribution ∆ is a vector subbundle of P, then its smooth orthogonal distribution is also a vector subbundle of P. Note also that the smooth orthogonal of a smooth generalized distribution ∆ is, in general, different from the pointwise orthogonal distribution of ∆, defined by If ∆ is itself a vector bundle over M , the smooth orthogonal distribution ∆ ⊥ of ∆ is also a vector subbundle of P, and we have ∆ ⊥ = ∆ ⊥p .
This implies the following property of the smooth annihilator of a sum of vector subbundles of P; its proof is easy and can be found in [JRS09] . A tangent (respectively cotangent) distribution T ⊆ T M (respectively C ⊆ T * M ) can be identified with the smooth generalized distribution T ⊕ {0} (respectively {0} ⊕ C). The smooth orthogonal distribution of T ⊕ {0} in T M ⊕ T * M is easily computed to be (T ⊕ {0})
for all m ∈ M . This smooth cotangent distribution is called the smooth annihilator of T. Analogously, we define the smooth annihilator C
• of a cotangent distribution C. Then C • is a smooth tangent distribution and we have ({0} ⊕ C)
If a Lie group G with Lie algebra g acts on the manifold M , the tangent distribution V whose value at each point m ∈ M is given by
If the G-action has conjugated isotropy groups, the vertical distribution is a vector subbundle of T M . The smooth annihilator V
• of V is given by
The smooth generalized distribution K := V ⊕ {0} and its smooth orthogonal
Properties of Lie group actions.
If the action of a Lie group G on a smooth manifold M is proper with conjugated isotropy subgroups, then the orbit spaceM := M/G inherits a smooth manifold structure such that the quotient map π : M →M is a regular submersion. In addition, π : M →M is a locally trivial fiber bundle with fiber the orbit of G·m and structure group N (H)/H, where H = G m is the isotropy group at m ∈ M and N (H) its normalizer. Since all isotropy groups are conjugated, the previous statement is independent of m.
The next proposition, proved in [JRS09] , states that the vector fields leaving the vertical subbundle V ⊆ T M invariant under the Lie bracket push-forward to the quotient.
Proposition 3. Assume that the connected Lie group G acts properly on the smooth manifold M and that all its isotropy subgroups are conjugated. Let V ⊆ T M be the vertical subbundle of this action. If X ∈ X(M ) is a smooth vector field satisfying [X, Γ(V)] ⊆ Γ(V), then there existsX ∈ X(M ) such that X ∼ πX , and hence X can be written as a sum
If α is a G-invariant local section of T * M annihilating the vertical spaces V(m) for all m ∈ Dom(α), then there exists a uniqueᾱ
, there exists a descending section (X, α) of P projecting to it. Indeed, α is simply defined as the pull-back π * ᾱ , and X = X G + V , where V is an arbitrary section of V, and X G is the G-invariant vector field that is π-related toX; the existence of X G is proved, for example, in [Dui] .
Invariant generators for distributions
3.1. The theorem. We present here a theorem which can help to decide if a locally finitely generated distribution is spanned by its descending sections. The proof is inspired by [CT89] .
The space Γ(T M ⊕ T * M ) of local sections of the Pontryagin bundle is endowed with a skewsymmetric bracket given by
(see [Cou90] ). This bracket is R-bilinear (in the sense that [a 1 (
on the common domain of definition of the three sections) and does not satisfy the Jacobi identity.
Let I ⊆ T M be a smooth tangent distribution. If (Y, 0) is a local section of I ⊕ {0} ⊆ T M ⊕ T * M and (X, α) a local section of T M ⊕ I
• , using α(Y ) = 0 we get
Note also that
Then for each m ∈ M there exist an open set U ⊆ M with m ∈ U and smooth sections (Z, γ),
3.2. The proof. This is a long proof and so it will be broken up in four steps. Since the statement is local, we work in a foliated chart of I. We choose a spanning set of local sections of D and write its elements as a sum of a component tangent to the leaves of I and the rest. The main work is the analysis of this second component. The r local sections spanning locally D in the theorem are constructed from an initially chosen spanning set of local sections of D using in an essential way the information gathered about their second component. In the first step we construct a family of linear systems for the derivatives (along the leaves of I) of these second components. Using specific properties of this system, in the second step, we linearly transform the second components in order to get pairs formed by a vector field and a one-form that are independent of the coordinates of the leaves of I. In the third step, we extend this linear transformation to the spanning set of local sections of D and, using the property found in the previous step, r sections of D are constructed that satisfy the first two properties in the statement. In the fourth step an additional section of D is constructed that satisfies the third property in the statement.
Step 1: Construction of the linear system. Let n := dim M and k := dim I(x), for x ∈ M . Since the vector subbundle I is involutive, it is integrable by the Frobenius Theorem and thus any m ∈ M lies in a foliated chart domain U 1 described by coordinates (x 1 , . . . , x n ) such that the first k among them define the local integral submanifold containing m. Thus, for any m ′ ∈ U 1 the basis vector fields
. Because D is locally finitely generated, we can find on a sufficiently small neighborhood U ⊆ U 1 of m smooth sections (
Write, for i = 1, . . . , r,
with X j i and α i j smooth local functions defined on U for j = 1, . . . , n. Note that α
. By hypothesis (6) and with ∂ x l ∈ Γ(I) for l = 1, . . . , k, we get for all i = 1, . . . , r and l = 1, . . . , k:
Hence we can write
. . , r and l, j = 1, . . . , k. Setting
We verify the last equality. Since α s j = 0 for j = 1, . . . , k and s = 1, . . . , r, we have for any i = 1, . . . , r, l = 1, . . . , k,
which is equivalent to
Using (10) and (11) we get Step2: Construction of an r × r-matrix B such that ( X 1 , α 1 ), . . . , ( X r , α r ) B does not depend on
We rewrite the system (8) in the form
where
ls ] is the r × r matrix whose entry B i ls ∈ C ∞ (U ) is the intersection of the i-th column and the s-th row (i, j = 1, . . . , r). In view of (10), (11), this system can be explicitly written as
Equivalently, taking the transpose of this system, we get
. . . α 
The entries of L j are smooth functions of (x 1 , . . . , x n ) and are independent of the variable x j (the "time" in the differential equation (15)).
Since this argument holds for any j = 1, . . . , k this implies
Because W 2 is nonsingular, we have
Since L 2 is independent of x 2 and L 1 is independent of x 1 , we get
In the same manner, we have
, and hence
By induction, we get
Define the smooth r × r nonsingular matrix
and the smooth r × (2n − 2k) matrix
Note that L does not depend on x 1 , . . . , x k . Using equations (18) and (19), we get
Define the r × r nonsingular matrix B depending smoothly on (x 1 , . . . , x n ) by
Step 3: Construction of the local sections (Z 1 , γ 1 ), . . . , (Z r , γ r ). We want to better understand the columns of this matrix. In view of (13), we can write
where C = C jl j=k+1,...,n l=1,...,r and D = D jl j=k+1,...,n l=1,...,r are (n − k) × r-matrices whose entries are smooth functions of only x k+1 , . . . , x n (that is, they do not depend on x 1 , . . . , x k ). Thus the i-th column of the matrix ( X 1 , α 1 ), . . . , ( X r , α r ) B equals
and so, by (4), we get for any l = 1, . . . , k and i = 1, . . . , r,
where, as before, if we write n × r-matrices whose entries depend smoothly on all coordinates x 1 , . . . , x n , we have
Note that since α i j = 0 for i = 1, . . . , r and j = 1, . . . , k, we get D ji = 0 for all i = 1, . . . , r and j = 1, . . . , k. Using (21), we conclude
where P T M and P T * M are the projections on the vector field and one-form factors, respectively, and
Thus, we have for all l = 1, . . . , k and i = 1, . . . , r,
since I ⊂ T M is an involutive vector subbundle, by hypothesis. Hence, if we write an arbitrary section (η, 0) ∈ Γ(Θ) as
where η 1 , . . . , η k are smooth functions of x 1 , . . . , x n , we get for i = 1, . . . , r
Indeed, both terms are elements of Γ(Θ): the first summand by (23) and the second summand because of its form. Thus, since by construction, (Z 1 , γ 1 ), . . . , (Z r , γ r ) span D on U (because B is an invertible r × r matrix), these smooth sections of D ⊆ T M ⊕ I
• satisfy the first two statements of the proposition.
Step4: Construction of the local section (Z, γ). We use the spanning set (
where a 1 , . . . , a n , b k+1 , . . . , b n are C ∞ -functions of x 1 , . . . , x n . By hypothesis (7),
for all l = 1, . . . , k. Thus, for each l = 1, . . . , k, there exist functions β 
Hence, if we define
then proceeding as in the proof of (8), we get for each l = 1, . . . , k,
where β l is the r × 1 matrix with entries β 1 l , . . . , β r l . Consider the r × 1 matrix of derivatives ∂ x l (H ⊤ β j ) for fixed j, l = 1, . . . , k. We consider below the product of the 2(n − k) × r matrix ( X 1 ,α 1 ), . . . , ( X r ,α r ) B with the r × 1 matrix
We need the conclusion of Step 2: (
Therefore, the definition (20) of the matrix B, (25), and the Leibniz rule yield
However,
by the Jacobi identity.
Define the r × 1 matrix with C ∞ -entries in the variables x 1 , . . . , x n ,
where R(x 1 , . . . , x n ) is the r × 1 matrix in the parenthesis. Then for l = 1, . . . , k, we get
by (5) and using the fact that ( X 1 ,α 1 ) , . . . , ( X r ,α r ) B is independent of x 1 , . . . , x k (see the conclusion of
Step 2). For any l = 1, . . . , k, we prove the identity
Indeed, since we can move freely ( X 1 ,α 1 ), . . . , ( X r ,α r ) B (a matrix depending smoothly on
by (20). This proves (29). From (29), (28), and (24) we conclude
This identity suggests that the required section (Z, γ) ∈ Γ(D) satisfying the third condition in the statement of the proposition is
We have
. . , r, and verify (iii) in the statement of the theorem. For any l = 1, . . . , k, since ∂ x 1 , . . . , ∂ x k is a basis of the space of sections of I over U , we get
since, by construction,X,X i ∈ Γ(I), i = 1, . . . , r, so thatX + r k=1X k Π k ∈ Γ(I). Since (∂ x 1 , 0) , . . . , (∂ x k , 0) span the distribution Θ over U , we conclude that [(X + Z, α + γ), Γ(Θ)] ⊆ Γ(Θ) on U and (iii) in the statement is proved.
4. Applications 4.1. Regular Dirac Reduction. In this section we apply Theorem 1 to the reduction of Dirac structures for group actions admitting a single orbit type. In addition, we present several situation in which the existence of descending sections is important. Dirac structures. A Dirac structure (see [Cou90] ) on M is a Lagrangian vector subbundle D ⊂ T M ⊕ T * M . That is, D coincides with its orthogonal relative to (1) and so its fibers are necessarily dim M -dimensional.
The Dirac structure is closed
, closedness of the Dirac structure is often expressed in the literature relative to a non-skew-symmetric bracket that differs from (3) by eliminating in the second line the third term of the second component. This truncated expression which satisfies the Jacobi identity but is no longer skew-symmetric is called the Courant bracket :
A Dirac structure D on a manifold M defines two smooth tangent distributions
and two smooth cotangent distributions P 0 , P 1 ⊂ T * M defined analogously. (M, D) . Let G be a Lie group and Φ : G × M → M a smooth left action. Then G is called a symmetry Lie group of (M, D) if for every g ∈ G the condition (X, α) ∈ Γ(D) implies that Φ * g X, Φ * g α ∈ Γ(D). We say then that the Lie group G acts canonically or by Dirac actions on M . Note that we do not require that the action of G on M is faithful.
Symmetries of a Dirac manifold
Let g be a Lie algebra and ξ ∈ g → ξ M ∈ X(M ) be a smooth left Lie algebra action, that is, the map (x, ξ) ∈ M × g → ξ M (x) ∈ T M is smooth and ξ ∈ g → ξ M ∈ X(M ) is a Lie algebra anti-homomorphism. The Lie algebra g is said to be a symmetry Lie algebra of (M, D) if for every ξ ∈ g the condition (X, α) ∈ Γ(D) implies that (£ ξM X, £ ξM α) ∈ Γ(D). Of course, if g is the Lie algebra of G and ξ → ξ M the infinitesimal action map induced by the G-action on M , then if G is a symmetry Lie group of D it follows that g is a symmetry Lie algebra of D.
Reduction of Dirac structures. Assume that the G-action on the Dirac manifold (M, D) is canonical, free and proper. Then both vector bundles D and K ⊥ (see (2) and the definitions below) are G-invariant and it is shown in [JR08] following [BCG07] that, under the assumption that D ∩ K ⊥ is a vector bundle on M , the "quotient"
Historically, the first method to reduce Dirac structures is due to [Bla00] and [BvdS01] (see [BR04] for a corresponding singular reduction method). The reduced Dirac structure on M/G is given bȳ
Although this is just the formulation of (32) in terms of smooth sections, the proofs in [Bla00] and [BvdS01] use an additional hypothesis in order to guarantee that the construction above yields a Dirac structure: V + G 0 has to have constant rank on M . This, together with the involutivity of the vector subbundle V, is needed in their proof in order to be able to use results in [NvdS90] and [Isi95] . The cited result of [Isi95] (and of [NvdS90] with a stronger hypothesis; see also [CT89] ) is exactly the statement of Theorem 1 in the next section applied to the involutive subbundle V of T M and the tangent distribution G 0 (identified with G 0 ⊕ {0}). The first main goal of this note, contained in the following theorem, is to show that the existence of a reduced Dirac structure on the smooth quotientM := M/G follows from weaker assumptions than in both [BCG07] and [Bla00] , [BvdS01] . In particular, the hypothesis on the constancy of the rank of the distribution V + G 0 is not needed. 
If D is closed, thenD is also closed.
For the proof of this, we need a the following lemma concerning descending sections of the Dirac structure D, which is a corollary of Theorem 1.
locally finitely generated then it is spanned by its descending sections.
Again, using that D ∩ K ⊥ has constant rank on M and the fact that D and K ⊥ are vector subbundles of P, we know that
Hence, (X, π * ᾱ ) can be written as (X ′ , π * ᾱ ) + (V, 0) with smooth vector fields V and X ′ such that V ∈ Γ(V) and (X ′ , π * ᾱ ) ∈ Γ(D). Because V ∈ Γ(V), we have the equalityX(π(m ′ )) = T π(X(m ′ )) = T π(X ′ (m ′ ) + V (m ′ )) = T π(X ′ (m ′ )) for all m ′ ∈ U , and hence X ′ ∼ πX . This shows that (X,ᾱ) ∈ Γ(D).
Let (X,ᾱ), (Ȳ ,β) ∈ Γ(D) and assume that the Dirac structure D is closed. There exist (X, α) and (Y, β) ∈ Γ(D) such that X ∼ πX , Y ∼ πȲ , π * ᾱ = α, and π * β = β. Since D is closed, the Courant bracket ( • with a locally finitely generated tangent distribution T, we get the following result. This is Proposition A1 in the appendix of [JR08] generalizing the result of [CT89] .
We have also the following corollary which is essential in showing that the assumptions on D ∩ K ⊥ required in Theorem 2 are always satisfied if the Dirac structure on M is defined as the graph of a Poisson structure on M .
Corollary 2. Let V be the vertical space of a proper action with conjugated isotropy groups. Then its smooth annihilator V
• admits locally G-invariant spanning sections.
Proof. Since V is the vertical space of a proper action with conjugated isotropy groups it is an involutive vector subbundle of T M . Thus, its smooth annihilator V • also has constant rank on M and is therefore locally finitely generated.
For each ξ ∈ g and α ∈ Γ(V • ), we have 
