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 1 
1 Einleitung und Zielstellung 
Die produzierende Industrie strebt im Rahmen der vierten industriellen 
Revolution, Industrie 4.0, die Optimierung der klassischen Zielgrößen 
Qualität, Kosten und Zeit sowie Ressourceneffizienz, Flexibilität, Wand-
lungsfähigkeit und Resilienz in globalen, volatilen Märkten an [1–4]. Im 
Mittelpunkt steht die Entwicklung von Smart Factories, in denen sich rele-
vante Objekte, Produktions-, Logistik- und Informationssysteme sowie der 
Mensch vernetzen [5–9]. Cyber-physische Systeme (CPS) tragen als senso-
risierte und aktorisierte, resiliente und intelligente Gesamtsysteme dazu 
bei, Produktionsprozesse und -maschinen sowie die Produktqualität zu 
kontrollieren [5, 10–12]. Gekennzeichnet durch Self-X-Fähigkeiten wie 
Selbstkonfiguration, Selbstdiagnose und Selbstoptimierung sollen diese 
den Menschen bei seinen Aufgaben in der Produktion unterstützen [13–19]. 
Die Betriebsführung von Smart Factories wird durch eine Zusammenarbeit 
von Mensch und CPS geprägt [17, 20–26]. Vordergründig wird die techni-
sche Komplexität von Produktionssystemen und damit auch zugehöriger 
Instandhaltungsprozesse durch die Anforderungen an deren Wandlungs-
fähigkeit und den hohen Automatisierungsgrad ansteigen [13, 27–35]. Her-
ausforderungen bei der Entwicklung und Implementierung von CPS liegen 
in fehlenden Interoperabilitäts- und Referenzarchitekturkonzepten sowie 
der unzureichend definierten Interaktion von Mensch und CPS begründet 
[P3, P6, P8][17, 23, 24, 36–40]. Monolithische und proprietäre Informations- 
und Automatisierungssysteme verhindern die dynamische Vernetzung von 
Produktionsressourcen, eine flexible Dienstkomposition und das Ausge-
stalten von CPS [5, 10, 12, 41, 42]. 
Für die Beherrschung und Betriebsführung von Smart Factories werden 
modulare und wandlungsfähige Systeme für deren Überwachung benötigt 
[P6][12, 17, 43–45]. Etablierte Entwurfsparadigmen für Systeme der Zu-
stands- und Prozessüberwachung, wie beispielsweise VDMA 24582 oder 
ISO 13374, werden vor dem Hintergrund der Emergenz von CPS ineffizient. 
Grund ist die unzulängliche Unterstützung von maschinellen Lernverfah-
ren und semantischen Interoperabilitätsstandards [46–50]. Modellbasierte 
Lösungsansätze bieten eine aussichtsreiche Chance zur Auflösung dieser 
Limitierungen, jedoch wird die manuelle Modellierung von dynamischen  
Systemen und Produktionsprozessen illusorisch [13, 17, 36, 51–56]. Folglich 
ist eine fortlaufende Identifikation komplexitätsreduzierter System- und 
Prozessmodelle sowie deren Nutzung und ergonomische Visualisierung 
entscheidend, um die Betriebsführung von CPS zu ermöglichen [13, 17, 57]. 
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Sozio-cyber-physische Systeme (Sozio-CPS) fokussieren die bidirektionale 
Interaktion von Mensch und CPS und adressieren diese Problemstellung 
[P6, P7][23, 58, 59]. Entsprechend ist der Mensch in der Lage mit seinem 
Wissen und seinen Fähigkeiten die formalisierte Anwendungslogik von 
CPS strukturiert zu ergänzen [7, 25, 60]. Das Zusammenwirken von 
Mensch und CPS im Sozio-CPS erfolgt idealerweise über kontextsensitive, 
plattformunabhängige Mensch-Maschine-Schnittstellen (Human-Machine 
Interfaces - HMI), die eine Kombination von Daten aus dem Entwick-
lungsprozess von Maschinen und Anlagen sowie Laufzeitdaten erlauben 
[P6, P8][7, 17, 61–64]. 
Gegenstand und Zielstellung dieser Dissertationsschrift ist die Definition 
von Sozio-CPS in der Domäne der Zustands- und Prozessüberwachung von 
Smart Factories. Untersucht werden dabei Nutzungsszenarien von Sozio-
CPS, die ganzheitliche Formulierung von Systemarchitekturen sowie die 
Validierung der entwickelten Lösungsansätze in industriellen Anwen-
dungsszenarien. Abgeleitet von der Themenstellung resultiert die Struktur 
der vorliegenden Dissertationsschrift: 
In den Kapiteln 2.1 bis 2.5 wird zunächst der Stand der Technik und 
Forschung erläutert, indem Einführung und Bewertung von ingenieur- 
und informatikwissenschaftlichen Grundlagen, Methoden und Prinzipien 
sowie der Interaktion von Mensch und CPS erfolgen. Kapitel 2.6 vertieft 
den Stand der Forschung, während der Handlungsbedarf in einzelnen 
Themenfeldern hergeleitet wird. Fokussiert wird dabei auf die Zusammen-
fassung bzw. Bewertung von Potentialen und Limitierungen wissenschaft-
licher Lösungsansätze. Die vorliegende Arbeit erweitert bestehende Unter-
suchungen um eine Betrachtung der Interaktion von Mensch und CPS. Ein 
Lösungsweg in Kapitel 3 zeigt auf, wie eine ganzheitliche Vernetzung für 
die Komplexitätsreduktion und Effizienzsteigerung im beschriebenen 
Kontext stattfinden kann. 
Kapitel 4 synthetisiert unter Berücksichtigung der Ergebnisse aus dem 
Forschungsprojekt Ressourcen-Cockpit für sozio-cyber-physische Systeme 
(S-CPS) ein Sozio-CPS für die modellbasierte Zustands- und Prozessüber-
wachung von Smart Factories auf Basis des Referenzarchitekturmodells 
Industrie 4.0 (RAMI4.0) [23]. Einleitend werden Sozio-CPS zu konventio-
nellen CPS abgegrenzt und der Lösungsweg weiterentwickelt. Kapitel 4.1 
beinhaltet die Festlegung einer differenzierten Strategie für die Integration 
von relevanten Entitäten in Sozio-CPS. Es entsteht eine skalierbare 
Methode zur Datenaggregation und Ressourcenverknüpfung in einem 
Internet der Dinge und Dienste (Internet of Things and Services - IoTS). 
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In den darauffolgenden Kapiteln wird die Modellierung eines Gesamtsys-
tems in Abhängigkeit relevanter Nutzergruppen, Systemgrenzen, des Sys-
temkontextes und industrieller Anforderungen vorgenommen. Kapitel 4.2 
und 4.3 führen ein Konzept zur modellbasierten Überwachung von CPS 
ein. Eine Komponente für die webbasierte, dreidimensionale Visualisie-
rung mittels semantischer Interoperabilitätsstandards ist Gegenstand von 
Kapitel 4.4. Aufbauend werden in Kapitel 4.5 Methoden für die Weiterent-
wicklung von Diagnosefähigkeiten für CPS durch menschliches Erfah-
rungswissen definiert. Kapitel 4.6 erweitert die Gesamtsystemarchitektur 
um einen Lösungsansatz zur Selbstoptimierung in Sozio-CPS. Vorzugs-
standards des RAMI4.0 werden konsequent beachtet. Die Gestaltung der 
Lösungsansätze orientiert sich dabei an Kruchten und Vogel et al. [65, 66]. 
Um die praktische Umsetzbarkeit der eingeführten Vorgehensweise zu 
validieren, wird in Kapitel 5 eine Implementierung in industriellen Anwen-
dungsszenarien durchgeführt und vor dem Stand der Technik und For- 
schung sowie der Zielstellung beurteilt. Die Unterkapitel legen die Ergeb-
nisse dar und führen die Funktionalitäten der entwickelten Anwendungen 
auf den Handlungsbedarf im Bereich von Sozio-CPS in Kapitel 2 zurück. In 
jedem Szenario wird eine Umsetzung und Dienstkomposition auf kontext-
spezifischen Automatisierungs-, Hard- und Softwaresystemen erläutert. 
Konkret wird in Kapitel 5.1 die Validierung an einem flexiblen Prüfsystem 
für elektromechanische Baugruppen beschrieben, während die Implemen-
tierung eines Sozio-CPS mittels webbasierter Technologien erfolgt. Kapitel 
5.2 fokussiert die Evaluation am Anwendungsbeispiel von mehrspindligen 
Bearbeitungszentren. Neben der Zustandsüberwachung von Verschleiß-
komponenten wird die Tauglichkeit der entwickelten Methoden im An-
wendungsfall der Überwachung spanender Fertigungsprozesse untersucht. 
Eine Verwendung im Bereich der Fügetechnologie in Kapitel 5.3 belegt die 
Übertragbarkeit der Lösungsansätze in die Domäne des Elektromaschinen-
baus. 
Abschließend werden die maßgeblichen Ergebnisse und Limitationen der 
Arbeit in Kapitel 6 zusammengefasst sowie einige Ansätze zur Weiter- 
entwicklung und Verwertung aufgezeigt. Bild 1 verdeutlicht den strukturel-
len Aufbau und die Methodik der vorliegenden Dissertationsschrift. 
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Bild 1: Aufbau der vorliegenden Dissertationsschrift 
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2 Stand der Technik und Forschung 
Für die Gestaltung von Sozio-CPS in der modellbasierten Zustands- und 
Prozessüberwachung ist eine Erarbeitung und Bewertung existierender 
Grundlagen und Standards notwendig. Den Ausgangspunkt bildet eine 
umfassende Erläuterung des Begriffs Industrie 4.0 in Kapitel 2.1. RAMI4.0 
dient zur Gestaltung von Informations- und Automatisierungssystemen in 
Smart Factories und bildet einen weiteren Schwerpunkt dieses Kapitels. 
Grundlagen sowie Referenzmodelle und -architekturen aus dem Anwen-
dungskontext der Zustands- und Prozessüberwachung werden ergänzend 
in Kapitel 2.2 evaluiert. Kapitel 2.3 erörtert den Stand der Technik im 
Bereich Interaktion von Mensch und CPS. Eine systematische Zusammen-
fassung und Analyse aktueller Lösungsansätze und Forschungsarbeiten im 
Umfeld der diskutierten Themenfelder wird in Kapitel 2.4 und Kapitel 2.5 
thematisiert. Abschließend erfolgt die Darlegung eines Handlungsbedarfs 
in Kapitel 2.6 und die Beschreibung des Lösungswegs in Kapitel 3. Die 
Ergebnisse der Literaturrecherche stellen die Basis für wissenschaftlich 
geprüfte Veröffentlichungen dar [P1–P15]. Teilaspekte wurden in vom 
Autor betreuten, dissertationsbezogenen studentischen Arbeiten themati-
siert [S2-S4, S6, S9-S12, S15, S18, S19, S22, S25-S30]. 
2.1 Industrie 4.0 
Das IoTS verändert den industriellen Sektor mit seinen etablierten Struk-
turen aus Produktion, Kommunikation und Kollaboration nachhaltig 
[18, 27, 67–70]. Neue Facetten der Wertschöpfung regen Unternehmen an, 
Geschäftsprozesse zu prüfen, zu integrieren und neu zu kreieren [1, 71–73]. 
2.1.1 Transformation der produzierenden Industrie 
In Deutschland rangiert die Transformation der produzierenden Industrie 
unter dem Begriff Industrie 4.0, der im Oktober 2012 offiziell von der deut-
schen Bundesregierung als Teil der Hightech-Strategie eingeführt wurde 
[58, 74, 75]. Die vierte industrielle Revolution schließt damit an die ersten 
drei industriellen Revolutionen an, deren Befähiger die Einführung mecha-
nischer Produktionsanlagen gegen Ende des 18. Jahrhunderts, der Beginn 
des Taylorismus und die Massenproduktion mit Hilfe elektrischer Energie 
Anfang des 20. Jahrhunderts und die Automatisierung durch Mikroelekt-
ronik gegen Ende des 20. Jahrhunderts umfassten [1, 10, 18, 28, 76–80]. Bild 2 
zeigt die Stufen der vier industriellen Revolutionen, die Entwicklungs- 
etappen der Instandhaltung, die qualitative  Entwicklung  von  technischer 
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Bild 2: Entwicklung der Instandhaltung gespiegelt an den vier Stufen industrieller 
Revolutionen, eigene Erweiterung in Anlehnung an [77, 81, 82] 
Komplexität und Produktivität sowie die Veränderung von Flexibilität und 
Wandlungsfähigkeit der Industrieproduktion. Der Bedarf an Referenz- 
architekturen und Standards für Smart Factories, die einen Migrationspfad 
für existierende Produktionssysteme vorsehen, steigt erheblich [10, 18, 34, 
58, 74, 80, 83, 84]. Hoher Investitionsbedarf, die Komplexität des 
Themas, die Störanfälligkeit von Systemen, nicht existierende Standards, 
eine fehlende Akzeptanz und ein unklarer Nutzen gemäß aktueller Studien 
zählen zu den Hemmnissen bei der Einführung von technologischen 
Befähigern der Industrie 4.0 (vgl. Bild 3). Das Anwendungsfeld der In-
standhaltung als nicht wertschöpfende Tätigkeit rückt in den Fokus 
[29, 33, 34, 81]. Im Kontext von Industrie 4.0 umfasst Instandhaltung 
neben der Aufrechterhaltung des Betriebes und der Sicherung der Ver-
fügbarkeit auch Aspekte der Ressourcen- und Energieeffizienz von Pro-
duktionsanlagen sowie Fragestellungen von Geschäftsmodellen [1, 7, 22, 
23, 85]. 
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Bild 3: Hemmnisse bei dem Einsatz von technologischen Befähigern der Industrie 4.0, 
Datenbasis: Industrieunternehmen ab 100 Mitarbeitern (angelehnt an [86]) 
Es resultiert ein Instandhaltungszyklus, der die stetige Verbesserung von 
Systemen und die Etablierung eines Kollaborationsnetzwerks zur Bewirt-
schaftung von Produktionssystemen vorsieht. Bild 4 fasst diesen Instand-
haltungszyklus und die Potentiale für die Instandhaltung durch die Para- 
digmen von Industrie 4.0 zusammen. Impliziert wird ein struktureller 
Wandel in der Informations- und Automatisierungstechnologie, der Ge- 
genstand des nachfolgenden Kapitels ist. 
 
Bild 4: Darstellung eines Instandhaltungszyklus nach den Paradigmen von Industrie 4.0 
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2.1.2 Informations- und Automatisierungstechnologie im 
Wandel 
Zusammenfassend ist der Wandel in der Informations- Automatisierungs-
technologie Gegenstand umfangreicher Forschungs- und Standardisie-
rungsbestrebungen, die eine Grundlage für die Ausführungen im folgenden 
Abschnitt darstellen [P2][11, 12, 15, 28, 41, 51, 52, 87–96]. Ein Konzept zur 
Strukturierung und Umsetzung produktionsspezifischer, automatisierter 
Systeme ist die Automatisierungspyramide (AP) [28, 88, 97]. Geprägt durch 
gekoppelte Teilsysteme sowie eine Trennung von Verantwortlichkeiten, 
stellt die AP Orientierung in Produktionssystemen her [12, 89, 90]. Kom-
ponenten sowie Automatisierungssysteme der Feld- und Steuerungsebene 
zeichnen sich grundsätzlich durch Heterogenität und Inflexibilität aus 
[1, 89, 90, 94, 98]. Die Forderung nach flexiblen, konfigurierbaren Produk-
tionssystemen ist nur mit einer formalisierten und einheitlichen Anforde-
rungs- und Fähigkeitsbeschreibung von Ressourcen möglich, die bei der 
strikten Kommunikation in charakteristischen Feldbussystemen der 
Industrie 3.0 kaum berücksichtigt ist [12, 91, 92, 97]. Daraus folgt eine 
sukzessive Dekomposition der AP mit ihren hierarchischen Strukturen 
zugunsten eines dezentral organisierten, flexibel skalierbaren Netzwerks 
gemäß Bild 5. Einen technischen Lösungsansatz zur Dekomposition und 
der Realisierung von CPS bietet der Einsatz von serviceorientierten Archi-
tekturen (SOA) [93, 99, 100]. 
Bild 5: Auflösung der Automatisierungspyramide durch dienstbasierte CPS [12, 15, 98] 
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Etablierte baumartige Netztopologien werden von vermaschten Netztopo-
logien abgelöst. Deren Teilnehmer sind nicht hierarchisch abhängig, son-
dern lose gekoppelt, was Vorteile hinsichtlich Erweiterbarkeit, Wiederver-
wendbarkeit und Wandlungsfähigkeit bietet [P5, P7][S11, S22][12, 33, 101]. 
Der physische Aufbau der Komponenten auf Feld- und Steuerungsebene 
mit ihren prozessnahen und echtzeitfähigen Automatisierungsarchitektu-
ren bleibt zur deterministischen und reflektorischen Steuerung von Pro-
duktionsprozessen neben den dienstbasierten Kommunikationsmöglich-
keiten dennoch bestehen [12, 97]. Dürkop thematisiert die automatische 
Konfiguration echtzeitfähiger Netzwerke mit Plug and Play - Konzepten 
und bietet einen zusammenfassenden Überblick über den Stand der 
Technik in der industriellen Automatisierungs- und Kommunikations-
technologie [102, 103]. Nach Broy und Geisberger stehen CPS für die 
Verknüpfung von physischer und informationstechnischer Welt [17]. CPS 
sind mit entsprechender Sensorik und Aktorik in der Lage, eigenständig 
physische Prozesse zu überwachen, Lernvorgänge, Regelkreise und Be-
rechnungen auszuführen und als Reaktion wiederum physische Prozesse 
zu beeinflussen [12, 104–107]. Einzelne Teilsysteme im CPS verfügen 
idealerweise über eine eindeutige Identität und kommunizieren auf Basis 
einer einheitlichen Semantik [17, 108, 109]. Weiterhin sind CPS ge-
kennzeichnet durch teilweise oder vollständige Autonomie sowie Ko-
operation mit weiteren Systemen in einem System of Systems und dem 
Menschen [17, 62, 107, 110]. Bild 6 zeigt die Grundstruktur von CPS nach 
Gausemeier et al., wobei insbesondere die Applikation von Funktionen zur 
kognitiven Regulierung im Vergleich zu automatisierten Produktionssys-
temen der Industrie 3.0 ein entscheidendes Merkmal darstellt [83, 111].  
Bild 6: Struktur eines CPS (angelehnt an [111]) 
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Eine bidirektionale Interaktion des Menschen mit diesen Systemen stellt 
eine Erweiterung dar, die im Rahmen dieser Dissertationsschrift erarbeitet 
wird. In CPS konvergieren statische, analysierbare Echtzeit- und Steue-
rungssysteme mit einer festgelegten Funktionalität und internetbasierte 
Dienste sowie mobile Endgeräte nach dem Gedanken des Pervasive Com-
putings [17, 112, 113]. Es handelt sich um hybride Systeme (HS), die durch 
eine parallelisierte Architektur heterogener Systemkomponenten, das 
Zusammenspiel von kontinuierlichen und diskreten Systemen sowie 
zustandsorientiertes, stochastisches und dynamisches Verhalten gekenn-
zeichnet sind [110, 114, 115]. Von besonderem Interesse ist der Übergang der 
industriellen Automatisierungstechnologie, die klassischerweise zyklus-
orientiert auf dem Lesen und Schreiben von Prozessabbildern unter harten 
Echtzeitbedingungen basiert, hin zur internetbasierten Kommunikation, 
welche ereignisgetrieben auf einer nur minimalistischen Dienstgüte- 
zusicherung beruht [12, 17, 113]. Dabei determinieren zeitdiskrete Signale 
zur Ansteuerung von Aktorik den Zustand eines physischen Systems, 
dessen Eigenschaften wiederum in Form von kontinuierlichen Prozessvari-
ablen erfassbar sind [23, 116]. 
Zur Modellierung, Synthese und Analyse von CPS existieren eine Vielzahl 
an Paradigmen und Methoden. Vodenčarević und Maier heben die Bedeu-
tung der Automatentheorie in dieser Disziplin hervor und bieten eine 
zusammenfassende Darstellung verschiedenartiger Zustandsautomaten 
[115, 117]. Hybride Automaten erweitern vordergründig das Konzept der de-
terministischen, endlichen Automaten (Deterministic Finite Automaton - 
DFA) um kontinuierliche Prozessvariablen und sind für die Abbildung von 
CPS geeignet [S22][110, 114, 115, 118, 119]. Ergänzend existieren Methoden für 
die Beschreibung von hybriden Systemen als spezielle Form von Petrinet-
zen oder Bondgraphen [115, 120–123]. 
Die Integration zeitlicher und stochastischer Aspekte ermöglicht eine um-
fassende Charakterisierung eines hybriden Systems in Form eines stochas-
tischen, deterministischen, hybriden Automaten (SDHA) in Anlehnung an 
die Definitionen von Vodenčarević, Maier und Henzinger [114, 115, 117]. Ein 
stochastischer, deterministischer, hybrider Automat wird als Tupel 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  (𝑆𝑆, 𝑠𝑠0, 𝛴𝛴, 𝑇𝑇, 𝛥𝛥, 𝑃𝑃, 𝑋𝑋, 𝛩𝛩) definiert, wobei: 
• 𝑆𝑆 beschreibt einen endlichen Satz von Zuständen, s0 ∈ S sei der Aus- 
    gangszustand. 
• 𝛴𝛴 repräsentiert das Alphabet. Dessen Elemente entsprechen Symbo- 
    len, die Transitionen zwischen den Zuständen auslösen. 
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• 𝑇𝑇 ⊆ 𝑆𝑆 × 𝛴𝛴 × 𝑆𝑆 × 𝛥𝛥 beschreibt eine endliche Menge an Transitionen. 
    Eine Transition 𝜏𝜏 𝜖𝜖 Τ ist ein Tupel (𝑠𝑠, 𝑎𝑎, 𝑠𝑠’, 𝛿𝛿)  mit 𝑠𝑠 ∈ 𝑆𝑆 als Vorgänger- 
    zustand, 𝑠𝑠’ ∈ 𝑆𝑆 als Folgezustand, 𝑎𝑎 ∈ 𝛴𝛴 als auslösendes Symbol, 𝛿𝛿 ∈ 𝛥𝛥 
    als zeitliche Beschränkung und 𝛥𝛥 als Menge an zeitlichen Beschrän- 
    kungen. 
• 𝛿𝛿 ∈ 𝛥𝛥 ⊆  {𝛿𝛿 =  [𝑡𝑡1, 𝑡𝑡2] ∶  𝑡𝑡1, 𝑡𝑡2 ∈ ℕ} beschreibt eine endliche Menge 
    von Zeitbeschränkungen einer Transition. Zeitliche Beschränkungen     𝛿𝛿 ∈ 𝛥𝛥 bezeichnen die Verweilzeit in einem Zustand, bevor eine Tran- 
    sition aufgetreten ist. 
• Ρ ist eine Menge von Wahrscheinlichkeitsfunktionen mit den Ele- 
    menten 𝑝𝑝 ∶ 𝑆𝑆 × (𝛴𝛴 ∪ {𝜆𝜆}) × 𝑆𝑆 × 𝛥𝛥 → ℚ ∩ [0,1]. Ρ enthält Transitions- 
    wahrscheinlichkeiten und die Wahrscheinlichkeit 𝜆𝜆, dass eine 
    Zeichenkette in einem Zustand endet. 
• 𝒳𝒳 ist eine endliche Menge an Uhren, die den kontinuierlichen Zeit- 
    fortschritt darstellen. Der Wert einer Uhr 𝑣𝑣𝑡𝑡 ist definiert durch 
    𝑣𝑣𝑡𝑡(𝑥𝑥): 𝒳𝒳 → ℕ, während 𝓍𝓍 ∈ 𝒳𝒳 gilt. 
• 𝛩𝛩 bildet eine Menge an Funktionen bestehend aus den Elementen      𝜃𝜃𝑠𝑠: ℝ𝑛𝑛 → ℝ𝑚𝑚, ∀𝑠𝑠 ∈ 𝑆𝑆, 𝑛𝑛, 𝑚𝑚 ∈ ℕ. 𝑦𝑦 = 𝜃𝜃𝑠𝑠(𝑡𝑡, 𝑢𝑢) repräsentiert die Funk- 
    tion, die Wertänderungen der Ausgangssignale 𝑦𝑦 ∈ 𝑌𝑌 mit dem 
    Zustand 𝑠𝑠 basierend auf dem Zeitpunkt 𝑡𝑡 und Werten des kontinu- 
    ierlichen Eingangssignals 𝑢𝑢 ∈ 𝑈𝑈. 𝑈𝑈 bezeichnet eine Menge an konti- 
    nuierlichen Signalen, während Q eine Menge an diskreten Signalen 
    repräsentiert. 
Trotz der Verfügbarkeit von Entwurfsparadigmen ist im praktischen Ent-
wicklungsprozess das Verhalten und der Zustandsraum von CPS aufgrund 
dynamischer Modell- und Systemintegration nur eingeschränkt vorher- 
bestimmbar. Auslöser ist deren emergentes Verhalten, das ein spontanes 
Herausbilden von Strukturen und Eigenschaften eines Systems durch 
gemeinsames Wirken seiner Elemente beschreibt [12, 17, 110, 124]. Folglich 
können durch die Kombination der verschiedenen Komponenten neue, 
nicht a priori geplante Systeme entstehen, die eine Herausforderung für 
Systeme der Zustands- und Prozessüberwachung und die bedarfsgerechte 
Gestaltung von komplexitätsreduzierenden HMI bedeuten [104, 106, 110]. 
Bezogen auf Industrie 4.0 verspricht die Vernetzung autonomer, konfigu-
rierbarer und räumlich verteilter Produktionsressourcen mit Planungs- 
und Steuerungssystemen zu CPS die Flexibilität, Effizienz und Robustheit 
der Produktion bei weiterhin hohem Qualitätsniveau zu verbessern 
[2, 10, 12, 17]. Die Möglichkeit, CPS auf Basis semantischer Technologien 
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und SOA zu orchestrieren, führt zu adaptiven Produktionssystemen,  
die als cyber-physische Produktionssysteme (CPPS) bezeichnet werden 
[62, 97, 104, 125–127]. Self-X-Fähigkeiten erlauben die Selbstkonfiguration 
in Form des Plug and Produce-Konzepts, das eine Rekonfiguration von 
Produktionsanlagen im Falle veränderter Anforderungen oder unvorher- 
gesehener Zustände zulässt [13, 19, 26, 93, 102, 103, 125, 128–130]. Weiterhin 
existieren Lösungsansätze für die Selbstoptimierung und Zustandsüberwa-
chung produktionstechnischer Systeme [7, 13]. Schließlich zeichnen sich 
CPPS idealerweise durch eine komplexitätsreduzierende Benutzerinterak-
tion aus, die aber unzureichend definiert ist [10, 61, 127]. Im Vergleich  
zu konventionellen Automatisierungssystemen sind CPPS sowohl durch 
offene, internetbasierte Kommunikation als auch durch geschlossene, 
deterministische Kommunikation wie in Feldbussystemen, gekennzeich-
net [12, 97, 131]. Aufgrund der verschiedenen Einsatzmöglichkeiten eröffnet 
sich ein heterogenes Forschungsgebiet, das sich mit einer Vielzahl von 
Anforderungen, Potentialen, Technologien, System- und Referenzarchitek-
turen auseinandersetzt [17, 23, 104, 132]. 
2.1.3 Referenzmodelle und -architekturen 
Die Entwicklung ganzheitlicher CPS erfordert eine Definition von Lösungs-
ansätzen in den Domänen der Informations-, Automatisierungs- und PLM-
Systeme [10, 17]. Entlang der drei Dimensionen Hierarchie (Hierarchy), 
Verlauf (Life Cycle & Value Stream) und Architektur (Layers) bietet 
RAMI4.0 einen Lösungsraum für die Systemgestaltung [133]. RAMI4.0 ist 
Thema einer Vielzahl wissenschaftlicher und normativer Arbeiten, die 
gesamtheitlich eine Grundlage für nachfolgende Ausführungen darstellen 
[26, 39, 40, 51, 91, 131, 133–135]. Weiterhin sind Vorzugsstandards in RAMI4.0 
empfohlen, die einen Ausgangspunkt für diese Forschungsarbeit darstellen 
[51, 131, 134]. In senkrechter Richtung gliedert sich die Dimension Layers in 
sechs Schichten, welche die Sichtweise der Informationstechnologie reprä-
sentieren [51, 131, 133]. Eine detaillierte Beschreibung dieser Dimension in 
Tabelle 1 dargestellt. Die Betrachtung von Entitäten über deren gesamten 
Lebenszyklus hinweg bietet vor dem Hintergrund von Industrie 4.0  
hohes Verbesserungspotential und ist daher in einer eigenen Dimension  
Life Cycle & Value Stream berücksichtigt. Der Entwurf der International 
Electrotechnical Commission (IEC) 62890 zum Life Cycle Management  
unterscheidet dabei grundlegend zwischen einem Typ (Type), der mit  
der Produktidee am Anfang der Entwicklung beginnt und nach Prototy-
penbau mit der Freigabe zur Serienproduktion endet, und einer sich daran  
anschließenden Instanz (Instance). 
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Tabelle 1 : Beschreibung der RAMI4.0-Dimension Layers, eigene Aufstellung in 
Anlehnung an [51, 131, 133, 134, 136, 137] 
Layer Beschreibung 
Asset Repräsentation der physischen Welt und des Menschen sowie Anbindung der Assets an die Integrationsschicht. 
Integration 
Bereitstellung der Repräsentation realer Assets, beispielsweise mit Hilfe 
von Radio Frequency Identification (RFID)-Lesegeräten. Die Integration 
des Menschen erfolgt mithilfe geeigneter HMI. 
Communication Vereinheitlichung der Kommunikation unter Verwendung eines einheitli-chen Datenformats in Richtung des Information Layer. 
Information Laufzeitumgebung für die Ereignisverarbeitung sowie Bereitstellung strukturierter Daten über Dienstschnittstellen. 
Functional Bereitstellung einer Laufzeit- und Modellierungsumgebung für Funktionen und Dienste zur Unterstützung von Geschäftsprozessen. 
Business Orchestrierung von Funktionen und Diensten des Functional Layer sowie Abbildung der Geschäftsmodelle und -prozesse. 
Neben der eigentlichen Entwicklung und Produktion sind jeweils die 
Instandhaltung und Nutzung von Typ sowie Instanz berücksichtigt. Die 
Achse Hierarchy widmet sich den Funktionalitäten und Verantwortlich-
keiten der Digitalen Fabrik (Digital Factory – DF). Ausgehend von 
IEC 62264 und IEC 61512 ist diese Dimension eine Erweiterung der AP um 
das Produkt selbst am unteren Ende sowie die vernetzte Welt an der Spitze 
der Modelldimension [S13, S17, S22][51, 131, 133, 134, 136–138]. 
RAMI4.0 unterliegt jedoch Einschränkungen, die einen Ausgangspunkt für 
Weiterentwicklungen darstellen. Vordergründig wird der Forschungs- 
bedarf nach einem Framework für die Realisierung und Ausführung von 
Wertschöpfungsnetzwerken identifiziert [109]. Es bestehen Defizite in der 
Darstellung und Ausführung von Verhaltensmodellen dedizierter CPS so-
wie bei der Modellierung der Interaktion von CPS und Mensch [17, 133, 139]. 
Domänenorientierte Konzepte zur Modellierung von Produktionsressour-
cen und Dienstleistungen, Methoden und Lösungen zum Aufbau einer  
flexiblen und wandlungsfähigen Produktion bleiben unberücksichtigt [133]. 
Für die Beschreibung von Produkten existiert mit eCl@ss ein Vorzugsstan-
dard in RAMI4.0, der jedoch weiterentwickelt werden muss, um Gemein-
samkeiten und Unterschiede von Produkten und auch Dienstleistungen 
vollständig zu beschreiben [109]. Flatt führt eine methodische Analyse 
der IT-Sicherheit von Industrie 4.0-Technologien auf Basis von RAMI4.0 
durch [46, 140]. Postuliert wird die Notwendigkeit von übergreifenden 
Sicherheitsarchitekturen, da Aspekte der IT-Sicherheit entlang der drei  
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Dimensionen nur unzureichend einbezogen sind. Weiterhin besteht Hand-
lungsbedarf in der Darstellung juristisch-technischer Abhängigkeiten. 
Einen Lösungsansatz stellt Ju-RAMI4.0 dar [141]. Grundsätzlich wird der 
Mensch in RAMI4.0 nur als Asset betrachtet. Eine Interaktion mit anderen 
Entitäten ist über die Integrationsschicht vorgesehen [133]. Die Definition 
umfassender Interaktionsstandards, erweiterter und standardisierter HMI 
ist für das strukturierte Zusammenwirken von Mensch und CPS notwendig. 
Differenzierte Methoden zur Einordnung von Systemen der Zustands- und 
Prozessüberwachung in RAMI4.0 sind ebenfalls nicht verfügbar. Funktio-
nalitäten der Zustandsüberwachung werden dem Integration Layer allge-
mein als zusätzliche Funktion zugeordnet [142]. Neben RAMI4.0 befinden 
sich vergleichbare Referenzarchitekturen im wissenschaftlichen Diskurs, 
wie die Industrial Internet Reference Architecture (IIRA) [39, 143, 144]. 
Während RAMI4.0 den Schwerpunkt auf die Industrieproduktion legt, 
bietet IIRA Einsetzbarkeit und konkrete Umsetzungsempfehlungen, ver-
zichtet jedoch auf die Definition von Vorzugsstandards [51, 131]. Die IIRA 
setzt sich aus den Viewpoints Business, Usage, Functional und Implemen-
tation zusammen [39, 142, 143]. Während Analogien in der Abbildung von 
Funktionen vorliegen, ist ein Unterschied in dem eindimensionalen Auf-
bau von IIRA begründet [143]. Bild 7 setzt die Layer von RAMI4.0 mit dem 
Viewpoint Functional in Beziehung. Für die weitere Umsetzung und die 
Herstellung von semantischer Interoperabilität ist das Konzept der I4.0K 
VS verfügbar, das im nächsten Kapitel eingeführt wird. 
Bild 7: Referenzarchitekturmodell für Industrie 4.0 sowie Industrial Internet Reference 
Architecture (angelehnt an [142]) 
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2.1.4 Semantische Interoperabilität 
Zur Herstellung von semantischer Interoperabilität in CPS spezifiert die 
I4.0K Eigenschaften von Teilsystemen genauer. Der Container, der diese 
Eigenschaften und Funktionalitäten bereitstellt, ist die VS, die nach der 
Modellvorstellung mit zugehörigen Gegenständen zur I4.0K verbunden ist 
(vgl. Bild 8) [51, 131, 145]. Umfangreiche Vorarbeiten befinden sich im 
wissenschaftlichen Diskurs und stellen die Grundlage für die folgenden 
Ausführungen dar [17, 33, 36, 39, 40, 51, 71, 91, 109, 131, 134, 145–147]. 
Die VS unterscheidet – wie ein Asset der DF – zwischen einem Header und 
einem Body. Der Kopfbereich DF Header sorgt anhand einer Merkmals-
liste für die Identifikation eines konkreten Gegenstands sowie der VS 
selbst. Konkret werden unter Gegenständen aktive Komponenten eines 
Produktionssystems wie Maschinen, Automatisierungs-, Software- oder 
Logistiksysteme aber auch passive Komponenten, wie Produkte oder 
Maschinenkomponenten verstanden [S13, S22, S27][51, 147, 148]. Im DF 
Body befindet sich der Komponenten-Manager, der einzelne Teilmodelle 
innerhalb der VS verwaltet. Dabei verfügt jedes Teilmodell über eine 
hierarchische Struktur, in der Merkmale individuelle Daten und Funk-
tionen referenzieren. Die Gesamtheit der Merkmale bildet das Mani-
fest, das ein eindeutiges Inhaltsverzeichnis der in der VS verfügbaren 
Daten und Funktionen darstellt. Eine Merkmalsstruktur kann in einem 
strengen, einheitlichen Format dargestellt werden, während Daten und 
Funktionen in unterschiedlichen, sich ergänzenden Formaten vorliegen. 
Bild 8: Struktur von Industrie 4.0-Komponenten und Verwaltungsschalen 
(angelehnt an [147]) 
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Nach außen nimmt die VS Laufzeitdaten von einem Gegenstand auf und 
bildet diese mit Hilfe divergierender Sichten ab. Hierbei soll eine Schnitt-
stelle zur Anwendungsprogrammierung (Application Programming Inter-
face – API) Dienste des Komponenten-Managers zur Verfügung stellen 
[S22, S27][51, 109, 131, 145, 147, 148]. 
Verfügbar ist weiterhin ein Interaktionsmodell für I4.0K, das sich in eine 
objekt- und protokollorientierte Architektur unterteilt [139, 149]. Die Rea-
lisierung von I4.0K bzw. VS wird im Projekt open Asset Administration Shell 
(openAAS) thematisiert, dessen Ziel die Ausgestaltung einer Referenz- 
implementierung der VS zur Verbindung von konzeptionellen und norma-
tiven Inhalten sowie der praktischen industriellen Umsetzung ist [150–152]. 
Weiterhin existiert mit dem CPPS-Befähiger von Schlechtendahl ein ver-
gleichbarer Lösungsansatz [S22, S27][153]. 
Der Entwurf der VS ist für die Umsetzung und Etablierung von CPPS 
bedeutend, unterliegt jedoch Limitierungen, die einen Ausgangspunkt für 
weitere Forschungsarbeiten darstellen. Beispielsweise wird kein Teilmodell 
für eine einheitliche Abbildung der Funktionalitäten modellbasierter 
Zustands- und Prozessüberwachung entwickelt. 
Aspekte der Zeitsynchronisation und Echtzeitfähigkeit über nicht echtzeit-
fähige Netzwerke und Ausfallsicherheit sind für die praktische Nutzung 
ebenfalls nicht vollständig definiert. Konnektivität steht im wissenschaftli-
chen Diskurs oftmals im Vordergrund. Tatsächlich sind jedoch Fragestel-
lungen der Applikation maschineller Lernverfahren oder die Abbildung 
von Self-X-Eigenschaften für die Umsetzung von CPPS bedeutend. Ent-
wicklungswerkzeuge, die eine effiziente Identifikation, Generierung, Veri-
fizierung und Verteilung von VS erlauben, sind ebenfalls nicht etabliert 
[P6][109, 147]. 
Die VS fokussiert bisher auf eine objektorientierte Beschreibung der 
Informationen und Funktionen zugeordneter Komponenten [131, 147]. 
Möglichkeiten zur Darstellung des zu erwartenden Komponenten- und 
Interaktionsverhaltens sind unzureichend eingeführt [109]. Der im Rah-
men dieser Dissertationsschrift adressierte Handlungsbedarf im Bereich 
VS wird in Kapitel 2.6 vertieft. Mit Automation Markup Language (AML) 
für Anlagenplanungsdaten und Open Platform Communications Unified 
Architecture (OPC UA) für die Feldgeräteintegration soll im Folgenden auf 
zwei Vorzugsstandards von RAMI4.0 eingegangen werden, die aufgrund 
ihrer flexiblen Einsetzbarkeit von hoher Bedeutung für diese Dissertations-
schrift sind [154–156]. 
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Open Platform Communications Unified Architecture 
Ein Lösungsansatz für die Vernetzung unterschiedlicher Systeme in der 
Informations- und Automatisierungstechnologie ergibt sich aus Kommu-
nikationsstandards, die Aspekte der semantischen Interoperabilität unter-
stützen [157–159]. Mit OPC UA ist ein Standard für den SOA-basierten 
Informationsaustausch verfügbar, der die Möglichkeit zur Abbildung und 
Kommunikation von einheitlichen Informationsmodellen bietet (vgl. 
Anhang) [160]. In DIN (Deutsches Institut für Normung) EN (Europäische 
Norm) 62541 sind die Erweiterungen Data Access (DA), Alarms and Condi-
tions (AC), Historical Access (HA) sowie Programs (Prog) spezifiziert, die 
für eine Implementierung notwendige Definitionen beinhalten [161–164]. 
Zur Realisierung einheitlicher Informationsmodelle existieren Companion 
Specifications, die ein Indikator für die domänen- und herstellerübergrei-
fende Akzeptanz von OPC UA sind und eine wichtige Grundlage für die 
Entwicklung von VS darstellen [160, 165, 166]. RAMI4.0-Vorzugsstandard 
ist die OPC UA-basierte Integrationstechnologie Field Device Integration 
(FDI) [167]. OPC UA hebt sich damit von konkurrierenden Lösungsan- 
sätzen wie dem Kommunikationsstandard Message Queue Telemetry 
Transfer (MQTT) ab [168]. Weiterhin sind datenpunktgenaue Zugriffs-
rechte und zertifikatsbasierte Verschlüsselung Teil des Funktionsumfangs 
[S3, S11, S22, S24, S27][160, 169–171]. Eine im Zuge dieser Forschungsarbeit 
durchgeführte Untersuchung der Fähigkeiten und Limitierungen von 
Kommunikationsstandards wurde bereits veröffentlicht [P2]. Die Ergeb-
nisse umfassen eine Zusammenfassung von Anforderungen an Kommuni-
kation und Datenaustausch in Industrie 4.0 auf Basis einer Inhaltsanalyse 
sowie den Abgleich der ermittelten Anforderungen mit den Eigenschaften 
ausgewählter technologischer Befähiger. Bild 9 zeigt die im Kontext dieser 
Arbeit eingesetzte OPC UA-Architektur. 
Bild 9: OPC UA-Architektur für die modellbasierte Zustands- und Prozessüberwachung, 
eigene Erweiterung in Anlehnung an [160] 
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Neben einem FDI-kompatiblen Informationsmodell sind Erweiterungen 
für eine modellbasierte Zustands- und Prozessüberwachung berücksich-
tigt. OPC UA bietet die Möglichkeit, Datenpunkte unter Verzicht auf 
zyklisches Abfragen von Wertänderungen (Polling) zu überwachen. 
Der Standard dient der Abbildung CPS-spezifischer Self-X-Fähigkeiten 
und bildet die Grundlage für die effiziente Durchführung von Initia-
lisierungsvorgängen. Im Gegensatz zu industriellen Kommunikations-
standards wie Process Field Network (PROFINET) besitzt OPC UA je-
doch keine deterministischen Echtzeiteigenschaften. Kritische Rege-
lungs- und Steuerungsaufgaben sind folglich nur eingeschränkt umsetz-
bar. In Form des Time Sensitive Networking (TSN)-Kommunikations-
standards existieren Bestrebungen, diese Limitation aufzulösen und eine 
definierte Echtzeitkommunikation zu realisieren [P6][S22, S24, S27]
[160, 169, 170]. 
Automation Markup Language 
Neben Aspekten der IoTS-Kommunikation sind statische Datenformate für 
die Realisierung von Smart Factories und Sozio-CPS von Bedeutung. AML 
stellt gemäß DIN EN 62714 einen RAMI4.0-Vorzugsstandard zur Beschrei-
bung, zum übergreifenden Datenaustausch und zur Bildung eines Teil- 
modells für Anlagenplanungsdaten in der VS dar [26, 51, 131, 133, 172–175]. 
Das hierarchische Rahmenformat von AML ist das Extensible Markup Lan-
guage (XML)-basierte Computer Aided Engineering Exchange (CAEX), mit 
dessen Hilfe die Topologie zu modellierender Systeme beschrieben wird 
[176–179]. Die Abbildung von Steuerungslogik und Prozessabläufen ist 
dagegen im Datenformat Programmable Logic Controller open XML 
(PLCopen XML) formalisierbar [179, 180]. Dreidimensionale Geometrie und 
Kinematik werden über das Datenformat COLLAborative Design Activity 
(COLLADA) eingebunden [181]. Zudem können weitere Dokumente 
referenziert werden [182]. Für die Harmonisierung der Informations- 
modelle von OPC UA und AML existiert eine Companion Specification 
[183–185]. Bild 10 visualisiert den Aufbau einer AML-Repräsentation. 
Stellvertretend für eine Vielzahl anderer Forschungsprojekte im Umfeld 
von AML hat das Projekt SecurePLUGandWORK den Anspruch, existie-
rende Plug and Produce-Konzepte um Aspekte der Informationssicherheit, 
Authentifizierung, Modellintegration, Konsistenzprüfung und Schlüssel-
verwaltung zu erweitern. Bei der Lösungsspezifikation erfolgt die konse-
quente Nutzung von RAMI4.0-Vorzugsstandards für die Beschreibung 
von Anlagen und Komponenten sowie für die technische Realisierung der 
IoTS-Kommunikation [186, 187]. 
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Bild 10: Struktur einer AML-Repräsentation (angelehnt an [179, 188]) 
2.2 Zustands- und Prozessüberwachung 
Systeme zur Zustands- und Prozessüberwachung sind Befähiger für 
zustandsorientierte und vorausschauende Instandhaltung mit dem Zweck, 
die Verfügbarkeit von CPPS sicherzustellen [26, 189]. Weck, Brecher und 
Binner grenzen die Begriffe Zustands-, Prozess- und Maschinenüber- 
wachung ab. Wesentliche Überwachungsstrategien und Sensorprinzipien 
sind ähnlich und auf vergleichbaren Systemarchitekturen abbildbar 
[190, 191]. Zustandsüberwachung bezieht sich im Kontext der vorliegenden 
Dissertationsschrift auf die Überwachung von physischen Gegenständen, 
während sich die Prozessüberwachung auf Produktionsprozesse und die 
Qualitätsüberwachung auf hergestellte Produkte fokussiert. Im Folgenden 
werden Definitionen aus dem Stand der Technik und Forschung für die Be-
griffe Fehler, Anomalie und Fehlererkennung eingesetzt [192, 193]. 
2.2.1 Grundlagen 
Zustandsüberwachung wird im Sinne der Inspektion in die drei Teilschritte 
Zustandserfassung, Zustandsvergleich und Diagnose unterteilt [189, 194]. 
Webbasierte Ansätze zur ganzheitlichen technischen Diagnose nach Michl 
erlauben Wissensmanagement sowie eine Hilfestellung bei Ursachenana-
lyse, Therapie und Lösungsfindung [195]. Zöllner und Hake fokussieren die 
Diagnose in der Elektronikproduktion bzw. von automatisierten Montage-
anlagen und bieten Lösungsansätze für standardisierte Systemarchitekturen 
[196, 197]. Weitere Teilschritte umfassen Erstellung, Simulation und 
Prüfung von Fehlerhypothesen [54, 198]. Diagnoserelevantes Wissen ist 
mittels Ontologien strukturier- und klassifizierbar und unterstützt eine 
einheitliche maschinelle Interpretation sowie semantische Interoperabili-
tät [199, 200]. Yuan differenziert zwischen datengetriebenen, wissensba-
sierten und analytischen Diagnosemethoden [201]. 
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Ziel der vorausschauenden Instandhaltung ist es, die Restlebensdauer einer 
Komponente präzise zu prognostizieren. Von Relevanz ist die Methode der 
Restlebensdauerprognose, die auf Grundlage von Diagnose- und Zustands-
merkmalen, Schadensgrenzen, Inspektionszeitpunkten und Streuberei-
chen der Restlebensdauer sowie dem Zusammenhang zwischen Zustands-
merkmal und Betriebsdauer bzw. festgelegter Grenzwerte einen verblei-
benden Abnutzungsvorrat prognostiziert [81]. 
Neben der Zustandsüberwachung von Maschinen und Anlagen ist die 
Überwachung von industriellen Produktionsprozessen von hoher Relevanz 
[190]. Synthetisierbar ist ein Schema für einen Prozess, das der Lösungsspe-
zifikation in dieser Dissertationsschrift dient [47–50, 54, 113, 193, 198, 202]. 
Grundsätzlich wandelt ein Prozess 𝑃𝑃 definierte Eingangsvariablen 𝑈𝑈 in 
Ausgangsvariablen 𝑌𝑌 um. Dabei determinieren zeitlich veränderliche 
Eingangssignale 𝑈𝑈(𝑡𝑡), wie beispielsweise Steuerungsinformationen, mess-
bare Ausgangssignale 𝑌𝑌(𝑡𝑡), wie Prozessvariablen. Trotz des Einsatzes von 
durchgängigen Entwicklungsmethoden in der Produkt- und Prozessent-
wicklung können Abweichungen zwischen formalem Prozessmodell und 
einer realen Prozessinstanz auftreten. Es sind zwei Arten von Fehlern 𝐹𝐹 
unterscheidbar. Interne Fehler 𝐹𝐹𝑖𝑖 entstehen ohne äußere Einflüsse im 
Prozess, wie beispielsweise Verschleißerscheinungen. Ursache für externe 
Fehlereinflüsse 𝐹𝐹𝑒𝑒 können Temperaturänderungen und unzureichende 
technische Sauberkeit darstellen. Diese zeitlich variierenden Fehler beein-
flussen interne Prozessparameter 𝜃𝜃 um den Betrag ∆𝜃𝜃(𝑡𝑡), wie mechanische 
Steifigkeit oder elektrischer Widerstand. Neben den direkt auf den Prozess 
wirkenden Fehlern sind Unsicherheiten in Form von Messungenauigkeiten 
𝑁𝑁 Teil des Konzepts, die zu Abweichungen ∆𝑌𝑌 führen. Ziel einer Prozess-
überwachung ist es schließlich, anhand der beobachtbaren Größen 𝑈𝑈  
und 𝑌𝑌 auf die internen Prozessparameter 𝜃𝜃 und interne Prozesszustände 𝑋𝑋 
bzw. deren Abweichungen ∆𝑋𝑋 zu schließen und somit Erkenntnisse über 
den Prozesszustand bzw. Parameter zu gewinnen. Zusammenfassend ist  
in Bild 11 ein Prozess mit relevanten Parametern, Zuständen und Einfluss-
größen schematisch dargestellt. 
 P: Prozess  F: Fehler Fe: Fehlereinfluss extern  Fi: Fehlereinfluss intern N: Messungenauigkeit U: Eingangsvariablen X: Prozesszustand intern ∆X: Abweichung Prozesszustand intern 
∆Y: Abweichung Ausgangsvariablen   Y: Ausgangsvariablen θ: Prozessparameter intern 
∆θ: Abweichung Prozessparameter intern  
Bild 11: Schema eines Prozesses (angelehnt an [193]) 
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2.2.2 Modellbasierte Zustands- und Prozessüberwachung 
Der Umgang mit Modellen nimmt im Kontext der modellbasierten 
Zustands- und Prozessüberwachung, der Informationsmodellierung, des 
Systementwurfs und der Lernalgorithmen eine entscheidende Rolle ein 
[P3, P6][13, 17, 115]. Dabei werden observierbare Prozessvariablen und Steu-
erungsinformationen mit einem durch ein Modell formalisiertes Verhalten 
abgeglichen [193]. Box, Lunze und Stachowiak präsentieren eine umfas-
sende Analyse und Systematisierung des Modellbegriffs. Zentral ist die 
Festlegung des Abbildungsmerkmals, des Verkürzungsmerkmals und des 
pragmatischen Merkmals. Folglich stellt nicht die akkurate Abbildung der 
Originale, sondern die Identifikation der für Zustands- und Prozessüber-
wachung relevanten Bestandteile das Ziel der Modellbildung im Rahmen 
dieser Dissertationsschrift dar [113, 203, 204]. 
Isermann differenziert zwischen White-, Grey- und Black Box-Modellen 
[S29][54, 193, 198]. White Box-Modelle umfassen eine detaillierte Beschrei-
bung von Eigenschaften und Zusammenhängen auf Basis von Prozess- und 
Expertenwissen. Die manuelle Erstellung von White Box-Modellen ermög-
licht die präzise Abbildung des Verhaltens einer Produktionseinheit. 
Notwendig ist eine arbeitsintensive Modellierung von Prozessen und ihrer 
Wirkbeziehungen innerhalb eines Systems unter Nutzung von Experten-
wissen [13, 115, 117]. Im Hinblick auf die Komplexität von dynamisch orches-
trierten CPPS, die aus einer Vielzahl an vernetzten Teilsystemen bestehen, 
verhindert der daraus resultierende Modellierungsaufwand und das not-
wendige Expertenwissen eine konsequente Anwendung und Aktualisie-
rung von manuell erstellten White-Box-Modellen [P6][125, 205]. Anlagen-, 
Prozess- und Konfigurationsänderungen entlang des Lebenszyklus sowie 
Plug and Produce-Szenarien gemäß Kapitel 2.1.2 verschärfen diese Situa-
tion zusätzlich [103, 129, 163]. Im Fall der Grey Box-Modelle sind theoreti-
sche Gesetzmäßigkeiten bekannt, jedoch müssen interne Modellparameter 
durch Messung der Ein- und Ausgangsvariablen experimentell bestimmt 
werden [193]. Black Box-Modelle beschränken sich auf die Formulierung 
von beobachtbarem Schnittstellenverhalten. Eine Modellbildung findet 
hier vollständig durch die experimentelle Bestimmung von Zusammenhän-
gen erfasster Ein- und Ausgangsvariablen statt. Auch im Fall des Black  
Box-Modells sind Vorkenntnisse in Form von a priori-Wissen bezüglich  
der Modellstruktur notwendig. Dieses Wissen wird unter anderem zur 
Auswahl und Parametrisierung eines geeigneten Lernalgorithmus voraus-
gesetzt [54, 193]. Vorteilhaft ist, dass maschinelle Lernverfahren die auto-
matisierte, datengetriebene Identifikation von Black Box-Modellen zur 
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Laufzeit von CPPS erlauben [13, 117]. Im Zuge der modellbasierten Zu-
stands- und Prozessüberwachung können Prozessvariablen, Steuerungs- 
und Zeitinformationen in Abhängigkeit des Anwendungsfalls für die 
Modellbildung und einen Zustandsvergleich berücksichtigt werden 
[113, 193, 198]. Finden signifikante Abweichungen statt, werden diese als 
Anomalien für die Fehlerdiagnose bereitgestellt [14, 113]. Bild 12 fasst die 
Schemata signal- und modellbasierter Fehlererkennung zusammen. 
U: Eingangsvariablen Y: Ausgangsvariablen N: Messungenauigkeit S: Symptome R: Residuen  f: Fehlerbeschreibungen  X�: Prozesszustandsschätzung P: Prozess F: Fehler H: Handlungsanweisungen θ�: Prozessparameterschätzung ΔY: Abweichung Ausgangsvariablen
Bild 12: Parallelisierte Nutzung von modell- und signalbasierter Prozessüberwachung für 
die Fehlerdiagnose (angelehnt an [113, 198]) 
2.2.3 Maschinelles Lernen 
Mit Hilfe der Methoden des maschinellen Lernens können Gesetzmäßig-
keiten und Strukturmuster in Daten und Informationen identifiziert 
werden, um Wissen zu generieren. So können beispielsweise Automaten-
modelle oder künstliche neuronale Netze (KNN) das Ergebnis einer Lern-
aufgabe darstellen. Ein lernendes System besitzt Schnittstellen zur Umwelt, 
über das es die Folgen getroffener Entscheidungen wahrnehmen kann (vgl. 
Bild 13). Durch passive Beobachtung oder aktive Bereitstellung von Daten 
und Informationen kann es die aktuelle Situation erfassen und eine Wis-
sensbasis bzw. das interne Modell modifizieren. Im Anschluss an eine 
durchgeführte Iteration soll die Komponente Lerner eine auf die Zielvor-
gabe hin optimierte Lösung ausgeben. Mit Hilfe der Zielvorgabe, der 
aktuellen Situation und der Wissensbasis wird im Performanz-Element die 
Aufgabenstellung bearbeitet und die gefundene Lösung weitergeleitet. Das 
Lern-Element evaluiert die gefundene Lösung und vergleicht diese mit 
der zu bearbeitenden Problemstellung. Die daraus erlangten Erfahrungen 
werden in der Wissensbasis persistiert [206–209]. 
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Bild 13: Struktur eines lernenden Systems (angelehnt an [206]) 
Im Kontext der vorliegenden Dissertationsschrift sind unüberwachte und 
überwachte Lernverfahren von hoher Relevanz. Im Fall des unüberwachten 
Lernens bestehen keine a priori Kenntnisse über Ähnlichkeiten oder 
Muster in den zu analysierenden Daten. Die Lernaufgabe befasst sich mit 
der Identifikation von Gruppen und Mustern [207, 210]. Ein Trainings- 
datensatz, der in Form und Ausprägung den zu analysierenden Daten und 
Prozessen entspricht, wird im Rahmen des überwachten Lernens mit Ziel-
werten erweitert Lernens mit Zielwerten erweitert [209, 210]. Im Fall der 
Klassifizierung wird die Einteilung einer Datenmenge in diskrete Klassen 
angestrebt, während im Bezug auf die Regression eine Abbildung von 
kontinuierlichen Zusammenhängen zwischen den Dimensionen der Merk-
malsvektoren und Zielwerten thematisiert ist [206, 210, 211]. 
Methoden des maschinellen Lernens nehmen zur automatisierten Identifi-
kation verschiedenartiger Zustandsautomaten eine entscheidende Rolle 
ein. Grundsätzlich wird hierbei angenommen, dass ein Teilsystem bzw. ein 
Prozess observierbare, endliche, diskrete und unterscheidbare Zustände 
aufweist [13, 117, 209, 212, 213]. Tabelle 2 fasst hierfür verfügbare Lernalgo-
rithmen zusammen. Für die Bewertung der untersuchten Lernalgorithmen 
wurde ein Kategoriensystem entwickelt, das nachfolgend erläutert wird. 
Modell repräsentiert das identifizierte Automatenmodell des jeweiligen 
Lernalgorithmus. Neben dem SDHA sind der deterministische endliche 
Zustandsautomat (Deterministic Finite Automaton - DFA), der determinis-
tische zeitbehaftete Zustandsautomat (Deterministic Timed Automaton - 
DTA), der stochastische deterministische endliche Zustandsautomat 
(Stochastic Deterministic Finite Automaton - SDFA) sowie der stochasti-
sche deterministische zeitbehaftete Automat (Stochastic Deterministic  
Timed Automaton - SDTA) von Bedeutung [115]. 
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Tabelle 2: Lernalgorithmen für unterschiedliche Arten von Zustandsautomaten, eigene 
Aufstellung in Anlehnung an [S28][55, 115, 117] 
Lern- 
algorithmus Modell 
Zustandsvereinigung / 
Zustandsseparation 
Online / 
Offline Komplexität 
ALERGIA 
[115, 214, 215] SDFA Ja Offline O(n
3) 
BUTLA 
[115, 117, 214] SDTA Ja Offline O(n
3) 
HyBUTLA 
[55, 115] SDHA Ja Offline O(n³) 
MDI 
[115, 214, 216] SDFA Ja Offline O(n
2) 
OTALA 
[117, 214] DTA Nein Online O(2𝑛𝑛) 
Zustandsvereinigung bzw. Zustandsseparation stellen Kriterien für die Ver-
einigung bzw. Separation von Zuständen zur Reduktion der Komplexität 
dar. Entsprechend Kapitel 2.1.2 ist die Definition von Kompatibilitätskrite-
rien für die Vereinigung und Separation von Zuständen ein Kernproblem 
[205]. Eine Unterscheidung erfolgt bezüglich des Zeitpunkts der Identifi-
kation, der entweder zur Laufzeit des zu modellierenden Systems (Online) 
oder auf der Grundlage gespeicherter Daten stattfindet (Offline) [117]. Die 
Komplexität eines Lernalgorithmus wird in Landau-Symbolen dargestellt 
[115, 117]. Das Laufzeitverhalten ist von unterschiedlichen Kriterien abhän-
gig. Im Fall von HyBUTLA sind beispielsweise das Konzept des Prefix Tree 
Acceptor (PTA) oder im Fall von OTALA die Anzahl diskreter Steuerungs-
signale bzw. -informationen maßgeblich [S28][115, 214]. 
Im Rahmen dieser Dissertationsschrift stellt der Algorithmus Online Timed 
Automaton Learning Algorithm (OTALA) zur Modellbildung eine Aus-
gangsbasis dar [117, 214]. OTALA beschreibt ein Verfahren zur passiven 
Identifikation von DTA auf Basis von unüberwachtem Lernen. Hier reprä-
sentiert ein Vektor aus zeitdiskreten Steuerungssignalen den Zustand eines 
zu modellierenden Systems. Der Wechsel des Zustands wird durch die 
Änderung von Steuerungssignalen ausgelöst. Die Einrichtung und Validie-
rung von Verfahren des maschinellen Lernens bzw. der Zustands- und 
Prozessüberwachung erfordert Expertenwissen [117]. 
Es besteht ein Bedarf an Referenzmodellen und -architekturen, die eine 
standardisierte Umsetzung im Spannungsfeld zwischen Informations- und 
Automatisierungstechnologie erlauben [217, 218]. 
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2.2.4 Referenzmodelle und -architekturen 
Die Umsetzung modellbasierter Zustands- und Prozessüberwachung ist 
innerhalb eines Produktionssystems mit hohem Aufwand verbunden. Ins-
besondere Individual- und Insellösungen verschiedener Hersteller mit 
uneinheitlichen Kommunikationsschnittstellen, Systemarchitekturen und 
Datenstrukturen erschweren deren Implementierung [P6, P8, P14][S15][18]. 
Zur Lösung dieses Problems sind Referenzmodelle und -architekturen ver-
fügbar, die einen Ausgangspunkt dieser Dissertationsschrift darstellen. 
VDMA 24582 definiert einen Gestaltungsleitfaden für die feldbusneutrale 
Umsetzung der Anwendungslogik von Condition Monitoring Systemen 
(CMS) in industriellen Automatisierungssystemen [219, 220]. Ein Entwurf 
für die Implementierung der Blockschnittstellen in OPC UA unterstützt 
den Aufbau entsprechender VS [219, 220]. Neben VDMA 24582 behan-
delt ISO 13374 Aspekte der Verarbeitung, Kommunikation und Visuali-
sierung von Daten in CMS [47–50]. Das Ziel ist die Herstellung von 
Interoperabilität durch Modularisierung von Systemstrukturen [48, 49]. 
Bezüglich der konkreten Realisierung eines standardisierten Daten- und 
Kommunikationsschemas für das Condition Monitoring (CM) verweist 
ISO 13374 auf die offenen Standards des Maintenance Information Open 
System Alliance (MIMOSA)-Verbunds [202, 221]. Mittels der graphischen 
Modellierungssprache Unified Modeling Language (UML) und der Aus-
zeichnungssprache XML spezifiziert MIMOSA im Standard Open 
System Architecture for Condition-Based Maintenance (OSA-CBM) eine 
Architektur für CMS. Eine zugehörige OPC UA Companion Specification 
erlaubt die Strukturierung von modellbasierten Systemen der Zustands- 
und Prozessüberwachung [222]. 
Vor dem Hintergrund der Themenstellung ist zu prüfen, inwieweit 
VDMA 24582 und ISO 13374 in Kombination für die Anwendung in SOA-
basierten CPPS geeignet sind [S15]. Wichtige Aspekte sind dabei die 
Möglichkeiten zur modularen, dezentralen Verteilung von CM-Funktiona-
litäten, die Flexibilität mit der die Informationsverarbeitung an veränderte 
Topologien angepasst werden kann sowie die Unterstützung von CPS- 
spezifischen, kontinuierlichen Optimierungs- und Lernprozessen. Maßge-
bend zur Verbesserung der Fehlerdiagnose ist des Weiteren die enge Ein-
bindung des Menschen in den Monitoring-Prozess unter Nutzung seiner 
kognitiven Fähigkeiten. Beide Referenzarchitekturen verfolgen den Ansatz 
der Kapselung von Funktionen in modularen Blöcken mit einheitlichen 
Schnittstellen. ISO 13374 ist durch einen hohen Abstraktionsgrad gekenn-
zeichnet und überlässt somit dem Anwender Gestaltungsfreiraum in der 
Umsetzung. Die Vorgehensweisen zur Gliederung der Funktionsblöcke 
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spiegeln sich in der Strukturierung der Anwendungslogik wieder. Während 
VDMA 24582 die Zustandsüberwachung nach den funktionalen Strukturen 
eines Produktionssystems organisiert, differenziert ISO 13374 zwischen den 
Schritten im Prozess der Informationsverarbeitung [48, 49, 219, 220]. 
Die Herangehensweisen bezüglich der Strukturierung von Funktionsblö-
cken offerieren die Möglichkeit, eine funktionale Struktur entsprechend 
der VDMA 24582 und die Überwachung einzelner Systemkomponenten 
nach ISO 13374 zu kombinieren. Hohe Flexibilität der funktionalen Struk-
tur wird für die Überwachung emergenter CPPS vorausgesetzt. VDMA 
24582 realisiert eine hierarchische Zuordnung von CM-Funktionalitäten 
zu Komponenten der AP. ISO 13374 thematisiert dagegen die verteilte Ver-
arbeitung von CM-Daten mit einem höherem Abstraktionsgrad und sieht 
keine hierarchische Zuordnung vor. 
Für die Anwendung in einem CPS muss die Zustandsüberwachung effizient 
an veränderte Systemtopologien anpassbar sein. ISO 13374 umfasst neben 
Parameteranpassung erweiternd die Option, über die Konfigurations-
schnittstelle eines Funktionsblocks auch dessen Algorithmen bzw. interne 
Anwendungslogik zu ändern. Während die untersuchten Standards Krite-
rien der Informationsbereitstellung durch kontextbezogene Visualisierun-
gen beinhalten, werden Abläufe zur Integration von Erfahrungswissen der 
menschlichen Bediener zur kontinuierlichen Verbesserung der Diagnose-
funktionalität nicht fokussiert. Zusammenfassend ist der Vergleich in 
Tabelle 3 dargestellt. Die bisher eingeführten Grundlagen im Bereich 
Industrie 4.0 sowie der Zustands- und Prozessüberwachung ergänzend, 
wird im nachfolgenden Kapitel der Stand der Technik und Forschung im 
Bereich Sozio-CPS erarbeitet. 
Tabelle 3: Vergleich von VDMA 24582 und ISO 13374, eigene Aufstellung in Anlehnung an 
[P14][S15][47–50, 219, 220] 
Vergleichskriterium ISO 13374 VDMA 24582 
Modularität Prozessschritte Funktionsblöcke 
CM-Struktur Prozedural gegliedert Funktional gegliedert 
Hardwarezuordnung Freie Verteilung Gefordert 
SOA-Unterstützung Gegeben Eingeschränkt 
Anpassbarkeit Parameter und CM- Algorithmen Parameter 
Einbindung Mensch Informationsbereitstellung Informationsbereitstellung 
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2.3 Sozio-cyber-physische Systeme 
CPS, RAMI4.0 und I4.0K bilden eine Grundlage für die Umsetzung von 
Smart Factories [10, 75, 223]. Arbeitsbedingungen zeichnen sich für den 
Menschen durch gezielte Mensch-Roboter-Kollaboration, Leistungsbe- 
wertung, Rollenmodelle, mitarbeiterzentrierte Informationssysteme und 
Adaptivität aus [10, 25, 26, 32, 33, 35, 51, 61, 97, 224–229]. 
Eine Ausgangsgrundlage stellt das Konzept der sozio-technischen Systeme 
dar, das Arbeitssysteme mit engem Zusammenspiel von Mensch und Tech-
nik bezeichnet. Dabei unterliegt das sozio-technische System strategischen 
und normativen Vorgaben (vgl. Bild 14) [60]. Die Einbindung des Men-
schen und die Art der Integration wird in Termini wie Socio-Cyber-Physical 
System [230, 231], Cyber-Physical-Social System [232–234], Physical-Cyber-
Social Computing [235] oder Joint Cognitive System [236] adressiert. Alle 
Lösungsansätze unterstützen die Forderung nach kontextsensitiven HMI, 
die sich in Abhängigkeit zu erfüllender Aufgaben, veränderter Produkt- 
bzw. Kundenanforderungen sowie zu überwachender Komponenten, Pro-
zesse und Umweltbedingungen anpassen. 
Vroom und Horvath postulieren eine Angleichung an Kultur, Normen oder 
Wertvorstellungen des Nutzers [231]. Atzori et al. binden physische Geräte 
in soziale Netzwerke ein, um eine erweiterte Interaktion zwischen Mensch 
und Maschine herzustellen. Nach dieser Modellvorstellung sind Objekte 
in der Lage, Daten über sich zu speichern, sich zu überwachen und ggf. in 
einem Web of Things zu kommunizieren [237]. Im industriellen Zusam-
menhang untersuchen Frazzon et al. die globale Vernetzung von Produkti-
onsnetzwerken in Sozio-CPS und deren Auswirkungen auf die Entschei-
dungsfindung in der Produkt- sowie Prozessentwicklung [230, 238]. 
Wang definiert Cyber-Physical-Social Systems als eine Gelegenheit die 
Entscheidungsfindung zu verbessern. Mit der Abbildung künstlicher Orga-
nisationen und Systeme ist die Simulation von Entscheidungen möglich 
[232]. Jones et al. untersuchen die Rolle des Menschen in intelligenten tech-
nischen Systemen. Der Mensch nimmt hier zur Erhöhung der Robustheit, 
Resilienz und Leistungsfähigkeit eine kritische Rolle ein. Auf dem Begriff 
Joint Cognitive System aufbauend wird ein System definiert, das charakte-
risiert ist durch physische und kognitive Interaktionen sowie die Integra-
tion von Menschen, Maschinen und Organisationen [239]. Nguyen präsen-
tiert einen simulations- und rollenmodellbasierten Ansatz, der die aus 
Sozio-CPS entstehenden Herausforderungen entlang von Produktlebens-
zyklen analysiert [240]. 
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Bild 14: Zusammenspiel von CPS und Mitarbeitern im Rahmen sozio-technischer Systeme 
(angelehnt an [60]) 
Ergänzend zu den Lösungsansätzen aus dem Stand der Technik und For-
schung zeigt Bild 15 die Entwicklung hin zu einem Sozio-CPS. Ein Sozio-
CPS ist hier eine Teilmenge des Internets der Dinge, Daten, Dienste und 
Menschen, während das Thema dieser Dissertationsschrift eine Schnitt-
menge von CPPS und Sozio-CPS darstellt. 
Windelband und Dworschak unterscheiden im Hinblick auf die Entwick-
lungsrichtungen von Industrie 4.0 zwischen einem Automatisierungssze-
nario und einem Spezialisierungsszenario [229, 241]. Die Potentiale zur 
Effizienzsteigerung im Stand der Technik fokussieren evolutionäre Verbes-
serungen, beispielsweise bieten Assistenzsysteme Möglichkeiten zur Ver-
ringerung von instandhaltungsbedingten Stillstandszeiten [195, 228, 242]. 
Bild 15: Einordnung der Forschungsarbeit in angrenzende Themenfelder 
(angelehnt an [10, 17]) 
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In diesem Kontext adressiert das Konzept der Autonomation die Übertra-
gung von Funktionalitäten der Zustands-, Prozess-, und Qualitätsüberwa-
chung auf eine Maschine. Das Tätigkeitsfeld des Menschen verschiebt sich 
auf die Instandhaltung. Ein Mitarbeiter wird primär im Fall von relevanten 
Abweichungen und Ereignissen benötigt [243, 244]. Endgeräte aus dem 
Bereich der virtuellen Realität (Virtual Reality) und erweiterten Realität 
(Augmented Reality) in Kombination mit angepassten Bedienmethoden 
besitzen Potential zur Effizienzsteigerung in der Betriebsführung [11]. 
Jedoch ist die Erstellung von HMI für die Bedienung bzw. Zustands- und 
Prozessüberwachung von Produktionsanlagen mit manuellem Aufwand 
verbunden [245]. Hinsichtlich einer effizienten, automatisierten Generie-
rung von HMI existieren Lösungsansätze in der Domäne der kontinuierli-
chen Produktion bzw. Prozessindustrie, die eine einheitliche Semantik für 
die Integration von Feldgeräten in Prozessleitsysteme anbieten [246, 247]. 
Hier stellt das Konzept Decentralized Intelligence for Modular Plants 
(DIMA) eine Methodik für die Integration, Verknüpfung und Visualisie-
rung modularer Prozess- und Visualisierungseinheiten dar [248]. Ahmad et 
al. bieten eine Möglichkeit für die automatisierte Generierung von HMI 
basierend auf Simulationsmodellen in einem Integrated Engineering Tool 
[249]. Abschließend führt Hobscheidt eine Methode zur ganzheitlichen, 
soziotechnischen Leistungsbewertung ein [226]. 
2.4 Stand der Forschung 
Die Relevanz der Themenstellung dieser Dissertationsschrift wird durch 
eine Vielzahl von Forschungsarbeiten im Umfeld der Industrie 4.0 sowie 
der Zustands- und Prozessüberwachung bestätigt. Verfügbare Lösungs- 
ansätze umfassen ein Spektrum von der Grundlagenforschung bis hin zur 
anwendungsorientierten Entwicklung und können in die drei Kategorien 
Systemintegration, Herstellung von Wandlungsfähigkeit und Applikation 
maschineller Lernverfahren eingeteilt werden. Bezüglich der Systemmodel-
lierung wird auf den Standard Fundamental Modeling Concepts (FMC) 
zurückgegriffen, der insbesondere bei der Definition von Systemen, die 
sich im Spannungsfeld zwischen Informations- und Automatisierungstech-
nologie befinden, Vorteile durch passende Diagrammtypen bietet (vgl.  
Anhang) [250, 251]. 
2.4.1 Lösungsansätze zur Systemintegration 
Zum Zweck der Systemintegration nutzen van Tan et al. das Konzept eines 
aggregierenden Servers, der Informationen aus mehreren untergeordneten 
OPC UA-Servern bzw. OPC Classic-Servern zusammenführt (vgl. Bild 16). 
2    Stand der Technik und Forschung 
30 
Bild 16: Konzept eines Monitoring Servers auf Basis aggregierender OPC UA Server nach 
van Tan et al. (angelehnt an [252]) 
Anwendungsdomäne des überwachenden Monitoring Server ist die Ver- 
arbeitung von Daten aus Prozessleitsystemen und speicherprogrammier-
baren Steuerungen (SPS) sowie deren Weitergabe an übergeordnete  
Systeme (Monitoring Manager). Neben generischen Bestandteilen von 
OPC UA (Session Manager, Subscription Manager, Device Node Manager, 
Information Model) werden Suchdienste (Discovery Services) zur Identifi-
kation relevanter Server-Endpunkte unterstützt. Die Integration weiterer 
Kommunikationsstandards sowie ein umfänglicher Lösungsansatz für die 
Datenpersistierung sind allerdings nicht Teil des vorgestellten Konzepts 
[252]. Hästbacka et al. ergänzen den Entwurf des Aggregationsservers  
um die Integration weiterer Kommunikationsstandards (Bluetooth) und 
E/A-basierte Kommunikation (Terminal für Datenerfassung) (vgl. Bild 17). 
Mithilfe von Systemadaptern, die Informationen aus verschiedenen Quel-
len (Monitoring System A bzw. Monitoring System B) in eine standardisierte 
Datenstruktur überführen, können Aggregationsserver übergeordneten 
Systemen eine einheitliche Sicht auf die Datengrundlage bieten. OPC UA 
und der MIMOSA-Standard OSA-CBM dienen dabei der Herstellung  
von Interoperabilität. Caching-Mechanismen erlauben weiterhin die Zwi-
schenspeicherung entlang der Aggregationshierarchie im Fall instabiler 
Kommunikationsverbindungen bzw. Bandbreitenlimitierungen. Neben der 
Interoperabilität sind Verwaltung und Verknüpfung verfügbarer Dienste 
entscheidend. Das vorgeschlagene Konzept sieht daher eine flexible 
Orchestrierung von CM-Prozessen und Diensten zu ganzheitlichen Anwen-
dungen vor. Jeder Dienst setzt sich wiederum aus Anwendungen zusam-
men, wodurch eine Implementierung spezifischer Anwendungslogik 
möglich ist [99, 222, 253–255]. 
2.4    Stand der Forschung 
31 
Bild 17: Aggregation von Daten verschiedener Monitoring-Systeme mittels eines OPC UA-
Servers nach Erl und Hästbacka et al. (angelehnt an [99, 222, 253–255]) 
Das Integrationssystem von Seilonen et al. fokussiert die effiziente Daten- 
und Informationszusammenführung (vgl. Bild 18). Integrierte Monitoring-
Informationen einzelner Anlagen werden kohärent und dienstbasiert im 
IoTS offeriert. Erhält das Integrationssystem eine Anfrage über eine Open 
System Architecture for Enterprise Application Integration (OSA-EAI)-
Schnittstelle, beginnt eine Kompositionslogik auf Basis einer Maschinen-
bezeichnung relevante Daten zu akquirieren. Das Verzeichnis Common 
Interoperability Registry (CIR) stellt systemspezifische Endpunkte einer 
Anlage unter einer globalen Bezeichnung bereit. Zur Harmonisierung 
unterschiedlicher Datenformate und Kommunikationsstandards sind 
entsprechende Schemaübersetzer und Kommunikationsprotokolladapter 
verfügbar [256]. 
Bild 18: Integrationssystem für die Zusammenführung verschiedener Teilsysteme nach 
Seilonen et al. (angelehnt an [256]) 
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2.4.2 Lösungsansätze zur Herstellung von 
Wandlungsfähigkeit 
Vergleichbar zum Ansatz von Seilonen et al. ist die PLANTCockpit-Sys- 
temarchitektur von Dennert et al. (vgl. Bild 19) [257, 258]. Im Gegensatz zu 
den bisher vorgestellten Lösungsansätzen zur Datenzusammenführung 
wird explizit der Aufbau von Daten- und Informationsverarbeitungslogik 
diskutiert. Nach IEC 61499 sind die Aufgaben der Daten- und Informati-
onsverarbeitung in Blöcken gekapselt, Adapterblöcke integrieren Daten 
externer Systeme, bevor Funktionsblöcke die Schritte der Daten- und In- 
formationsverarbeitung durchführen [259]. Ebenso wie bei der Lösung  
von Seilonen et al. kommunizieren Funktionsblöcke untereinander mittels 
XML-formatierter Nachrichten. Statt eines Request/Response-Schemas 
wird eine Publish/Subscribe-Kommunikation etabliert. Zur Verbreitung 
von Nachrichten zwischen den Funktions- und Adapterblöcken wird ein 
Message Broker eingesetzt. 
Während die zur Laufzeit aktiven Funktionen der Informationsverarbei-
tung durch die Funktionsschicht zusammengefasst werden, ist die Daten-
haltung Aufgabe der Datenpersistenz und Persistenzschicht. Eine Visuali-
sierungsschicht kommuniziert erzeugte Daten sowie Struktur und Konfi-
guration der Datenverarbeitung in einem einheitlichen Format unter 
Nutzung einer Dienstumgebung an entsprechende HMI in der Präsenta-
tionsschicht bzw. Präsentationsumgebung. Verfügbar sind weiterhin Ex-
portschnittstellen, ein Baustein- sowie Funktionsblock-Browser. Funktions- 
und Adapterblöcke der Funktionsschicht stellen Instanzen abstrakt defi-
nierter Klassen dar, während eine Aktualisierung und Auflösung durch 
die Blockverwaltung durchgeführt wird [257, 258]. 
Sreenuch et al. definieren eine Softwarearchitektur, die in der Organisation 
ihrer Daten- und Informationsverarbeitung einen zu Dennert et al.ver-
gleichbaren Ansatz verfolgt (vgl.  Bild 20). Deren Architektur unterstützt 
die Umsetzung des Blockmodells von ISO 13374 [47–50]. Hierfür wird der 
Standard OSA-CBM eingesetzt, der einer Implementierung von ISO 13374 
durch den MIMOSA-Verbund entspricht [221, 260]. Ziel des Frameworks 
für OSA-CBM-Module ist die vereinfachte Einrichtung verteilter CMS und 
die Förderung der Wiederverwendbarkeit von Komponenten. Funktions-
blöcke kommunizieren analog zu Dennert et al. ereignisgesteuert mit Hilfe 
eines Publish/Subscribe-Mechanismus sowie eines Blackboards. Ein Black-
board dient als gemeinsamer Datenspeicher und benachrichtigt zugeord-
nete Funktionen bei einer Änderung relevanter Ein- und Ausgangsdaten. 
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In diesem Kontext besitzen Funktionsblöcke einen generischen Grundrah-
men und werden zur Laufzeit anhand einer Konfiguration initialisiert. 
Ein- und Ausgangsfunktionen führen eine vor- bzw. nachgelagerte Daten-
verarbeitung aus. Hinsichtlich des Austauschs von Datenereignissen unter 
den OSA-CBM-Modulen nutzen Sreenuch et al. eine Middleware für  
den agentübergreifenden Methodenaufruf (Datenereignis-Empfänger bzw.  
Datenereignis-Sender). Caching-Mechanismen dienen der Pufferung von 
Daten und damit der Vermeidung des Verlustes von Daten bei hoher 
Kapazitätsauslastung [260]. 
 
 
Bild 19: Systemarchitektur aus dem Projekt PLANTCockpit nach Dennert et al. (angelehnt 
an [257, 258]) 
 
 
Bild 20: Struktur eines OSA-CBM-Moduls nach Sreenuch et al. (angelehnt an [260]) 
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2.4.3 Lösungsansätze zur Applikation maschineller 
Lernverfahren 
Bisher betrachtete Systemarchitekturen sehen keine Möglichkeit für die 
stetige Verbesserung von Anwendungslogik durch maschinelles Lernen 
vor. Im Kontrast dazu bindet Binner den Menschen in die Zustandsbewer-
tung ein. Ein Fachkonzeptserver verfolgt den Ansatz, mehrere Methoden 
der Zustandsüberwachung parallelisiert auszuführen und kombiniert 
somit die Vorteile einzelner Verfahren. KNN innerhalb der Aggregations-
logik fassen die Zustandsbewertungen der einzelnen Verfahren zu einer 
klassifizierten Aussage zum Anlagenzustand zusammen. Eingaben des 
Instandhaltungspersonals werden als Zielwerte genutzt, um ein KNN für 
die Aussagengenerierung fortlaufend zu trainieren. 
Weitere Bestandteile sind eine Netzwerksteuerung für die Datenakquise 
von Datenquellen sowie eine Datenbanksteuerung zur Datenpersistierung 
(Relationale Datenbank). Gespeichert werden vorverarbeitete Eingangsda-
ten (Datenvorverarbeitung), aggregierte Daten (Aggregationslogik) sowie 
Ausgangsdaten aus den Bewertungsverfahren. Die Rückkopplung für den 
Lernprozess ist durch browserbasierte Formulare umgesetzt, durch den die 
Einordnungen des Instandhaltungspersonals in einen Referenzzustand 
überführt werden (vgl. Bild 21). Lernalgorithmen für Automatenmodelle, 
Referenzarchitekturkonformität, die Weiterverwendung von PLM-Daten 
für die HMI-Generierung und Aspekte semantischer Interoperabilität sind 
nicht Bestandteil dieser Forschungsarbeiten [191]. 
Bild 21: Framework für die Aggregation von Zustandsbewertungen nach Binner 
(angelehnt an [191]) 
2.5    Zusammenfassung 
35 
Niggemann et al. stellen ein System für die Überwachung von CPS vor, 
das Aspekte des maschinellen Lernens in eine zentralisierte Plattform inte-
griert (vgl. Bild 22) [57]. Eine Zustandserfassung findet auf Basis einer Big
Data-Plattform statt, die analog zu den bisher behandelten Ansätzen Ein-
gangsdaten um Konfigurationsdaten und weitere Metadaten anreichert. 
Für die Abbildung von Methoden des maschinellen Lernens ist ein Lerner 
definiert. Aufgabe der Konzeptschicht ist die Ergänzung der Ergebnisse des 
Lerners mit domänenspezifischem Wissen. Somit erstellt diese Schicht 
mögliche Diagnosen und Handlungsanweisungen, die rollenspezifisch an 
das Aufgabenfeld und den Einsatzort der menschlichen Benutzer angepasst 
sind. Weiterhin zerlegt die Konzeptschicht abstrakte Befehle des Instand-
haltungs- und Maschinenbedienpersonals in konkrete Maßnahmen, die 
von der Schicht Adaption ausgeführt werden. Fragestellungen der Ver- 
besserung von Diagnosefähigkeiten durch die Integration menschlichen  
Wissens, der Verteilung von Anwendungslogik zwischen dezentralen und  
zentralen Systemen, Referenzarchitekturkonformität, sowie Aspekte der 
semantischen Interoperabilität sind nicht Bestandteil dieser Lösung. 
Bild 22: Architektur für die Überwachung cyber-physischer Systeme nach 
Niggemann et al. (angelehnt an [57]) 
2.5 Zusammenfassung 
Aufbauend auf dem Stand der Technik erfolgt in diesem Kapitel eine 
Zusammenfassung relevanter Dissertationen und Forschungsprojekte im 
Umfeld der eingeführten Themengebiete. Michl und Göhringer stellen 
webbasierte Lösungsansätze zur ganzheitlichen technischen Diagnose 
vor [195, 261]. Fokussiert werden die Potentiale von browserbasierten 
3D-Visualisierungen, Experten- und Agentensystemen sowie Wiki-Syste-
men zur Anlagendiagnose. Die Definition referenzarchitekturkonformer 
Systeme und von Konzepten zur ganzheitlichen Überwachung hybrider 
CPPS durch eine Nutzung von Lernalgorithmen bleibt allerdings aus. 
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Aspekte der semantischen Interoperabilität durch die Nutzung entspre-
chender Standards sind ebenfalls unberücksichtigt. Während Maier Lernal-
gorithmen für die Identifikation von DTA erforscht, ergänzt Vodenčarević 
die Betrachtung um Lernalgorithmen für die Abbildung von Prozessvariab-
len bzw. kontinuierlicher Modelle und stochastischem Verhalten [115, 117]. 
Ergänzend bietet Merten Verfahren zur aktiven Identifikation von Automa-
tenmodellen, deren Implementierung umfassend beschrieben wird [262]. 
Gössling offeriert einen Lösungsansatz zur Beschreibung von Feldgeräten. 
Ein effizienter Datenaustausch in der Automatisierung, unter anderem im 
Anwendungsfeld vorausschauender Instandhaltung und Zustandsüberwa-
chung, wird unterstützt [263]. 
Kohl untersucht die automatisierte Datenerfassung für diskret ereignisori-
entierte Simulationen in der energieflexiblen Fabrik. In diesem Zusammen-
hang wird ein Messsystem entwickelt, das über ein erweiterbares seman-
tisch interoperables Informationsmodell verfügt und die Datengrundlage 
für simulationsbasierte Energieflexibilitätsmaßnahmen schafft. Ausbli-
ckend wird ein Statusüberwacher eingeführt, der eine teilprozessspezifi-
sche Überwachung von Elektrizitätssignalen in der Zeitdomäne erlaubt 
(vgl. Bild 23). Eine ganzheitliche, modellbasierte Analyse sowie die Nut-
zung von Lernalgorithmen erfolgt nicht [264]. 
Bild 23: Architektur eines Messsystems für eine Energiesimulation auf Basis von Energie- 
und Maschinendaten nach Kohl (angelehnt an [264]) 
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Die Prozess- und Energieeffizienzoptimierung von Robotereinheiten auf 
der Grundlage mechatronischer Simulationen fokussiert Paryanto [265]. 
Reidt entwickelt eine ganzheitliche Referenzarchitektur für integrierte 
Informationssysteme im Bereich der Instandhaltung auf Basis der Ergeb-
nisse des Projekts S-CPS entlang des 4+1-Sichtenmodells nach Kruchten 
[P8][24, 66, 266]. Der Referenzarchitekturbegriff wird umfassend und tech-
nolgieneutral diskutiert, eine Fokussierung auf die Vorzugsstandards von 
RAMI4.0 erfolgt nicht. Diskutiert werden unter anderem die Module Hand-
lungsleitfäden, Wiki, Wartungs- und Dokumentenmanagement, Fehlerer-
kennung, Zustandsüberwachung sowie vorausschauende Instandhaltung, 
welche Horbach und Trommler in einem Ressourcen-Cockpit prototypisch 
implementieren und validieren [P8, P9][266, 267]. Ergänzend definiert 
Wächter eine Engineering-Methode zur Gestaltung von tangiblen HMI für 
die Entwicklung von Produktionsassistenzsystemen [268]. Der Teilaspekt 
der modellbasierten Zustands- und Prozessüberwachung nimmt in diesen 
Beiträgen eine untergeordnete Rolle ein. 
Beetz definiert ein arbeitsplatzintegriertes Assistenzsystem am Beispiel der 
Formmesstechnik und diskutiert Aspekte des Wissensmanagements [269]. 
Eine Referenzarchitektur und informationstechnische Schnittstellen im 
Kontext der Lean Production thematisiert Kolberg [44]. Masan untersucht 
das Konfigurationsmanagement im Kontext der Instandhaltungsanalyse 
und offeriert Lösungsansätze im Bereich der modellbasierten Zustands- 
und Prozessüberwachung [270]. Die Entwicklung eines Konzepts zur 
Gestaltung eines Franchise-Produktionssystems, welches technische, orga-
nisatorische und strategische Inhalte umfasst, untersucht Rauch [45]. Roy 
thematisiert die Gestaltung cyber-physischer Logistiksysteme, während 
Werner eine Methode zur Realisierung störungstoleranter Sensorsysteme 
beschreibt [271, 272]. Westermann führt eine Referenzarchitektur, ein Rei-
fegradmodell, Hilfsmittel zur Konzipierung von CPS und abschließend ein 
Vorgehensmodell zur Realisierung von CPS im Maschinen- und Anlagen-
bau ein [273]. Im Bereich der Erforschung und Entwicklung semantisch ein-
heitlicher Informationsmodelle definiert Mertens ein Metamodell zur Ver-
waltung merkmalsbasierter Informationen. Eingeführte Modelle dienen 
zur Beschreibung technischer Anlagen während verschiedener Lebenspha-
sen wie Planung, Beschaffung, Betrieb und Instandhaltung. Die Umsetzung 
in einem operativen Merkmalsystem erlaubt den rollen- und dienstbasier-
ten Datenzugriff [274]. 
Tabelle 4 vergleicht Forschungsarbeiten im Hinblick auf Aspekte der 
Systemarchitektur, der eingesetzten Validierungsszenarien, der Zustands- 
und Prozessüberwachung sowie der Mensch-Integration. Weiterhin sind 
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Projekte mit Lösungsansätzen im Bereich der modellbasierten Zustands- 
und Prozessüberwachung auf Basis von Sozio-CPS verfügbar. Tabelle 5 
stellt eine Einordnung und Bewertung der Projekte anhand relevanter 
Kriterien im Rahmen einer Expertenschätzung dar. Die tabellarische 
Eingruppierung, Kriterienbildung und Bewertung wurde durch die Analyse 
von Projektveröffentlichungen, Informationen von Förderträgern und  
beteiligten Forschungseinrichtungen durchgeführt. Zugrundeliegende Be-
wertungskriterien entsprechen im Wesentlichen den bisher untersuchten 
Themenbereichen der vorliegenden Dissertationsschrift ergänzt durch den 
Aspekt des Produktionstyps. 
Tabelle 4: Einordnung, Bewertung und Abgrenzung von Forschungsarbeiten im Kontext 
der Dissertationsschrift 
Name Systemarchitektur Validierungs-szenarien 
Zustands- und 
Prozessüber- 
wachung 
Mensch- 
Integration 
B
in
n
er
 
[1
91
] 
Definition einer 
Systemarchitektur 
für die mensch-
zentrierte Zustands- 
und Prozess- 
überwachung 
Werkzeug- 
maschinen 
Modell- und signal-
basierte Zustands- 
und Prozessüberwa-
chung 
Verbesserung von 
Diagnosefähigkei-
ten durch  
Berücksichtigung 
menschlicher Ein-
gaben 
G
öh
ri
n
ge
r 
[2
61
] 
Definition einer 
Systemarchitektur 
für die Telediagnose 
von Produktions- 
systemen 
Werkzeug- 
maschinen 
Modellierung und 
Überwachung von 
hybriden Systemen 
Erweiterte Benut-
zerintegration bei 
Therapieauswahl 
und Wissens- 
akquise  
G
ös
sl
in
g 
[2
63
] 
Definition einer 
Systemarchitektur 
für die Erstellung 
von Ontologien 
Theoretische 
Validierung 
anhand von 
Performanz-
metriken 
Erstellung eines 
Feldgeräteprofils für 
CM-Anwendungen 
Unterstützung von 
Experten durch 
teilautomatisierte 
Erstellung von 
Modellen für Auto-
matisierungsgeräte 
K
oh
l 
[2
64
] 
Definition dienst- 
basierter Mess- 
systeme unter 
Beachtung 
semantischer 
Aspekte sowie 
Datenintegration in 
eine Ablauf- 
simulation 
Prüfsysteme, 
Gießereien, 
Simulations- 
anwendungen 
Modellierung und 
Überwachung von 
hybriden Systemen, 
jedoch keine Über-
wachung des 
diskreten Zeitverhal-
tens  
Plattform- 
unabhängige 
Visualisierung und 
Analyse des  
diskreten und 
kontinuierlichen 
Systemverhaltens 
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La
gh
m
ou
ch
i 
[2
75
] 
Geringe 
Berücksichtigung 
von Aspekten der 
Systemarchitektur 
Werkzeug- 
maschinen, 
Druckluft- 
systeme 
Entwicklung eines 
adaptiven Entwick-
lungswerkzeugs für 
die Konfiguration 
von CM-Algorith-
men 
Geringe Berück-
sichtigung von 
Aspekten der 
Mensch- 
Integration 
M
ai
er
 
[1
17
] 
Definition einer Sys-
temarchitektur für 
Modellidentifikation 
und Überwachung 
Lebensmittel-
produktion, 
Abfüllanlagen 
Modellierung und 
Überwachung von 
diskreten Systemen 
Visualisierung von 
Anomalien und 
identifizierten 
DTA 
M
er
te
ns
 
[2
74
] 
Definition dienst- 
basierter System- 
architekturen für die 
Gestaltung von  
Monitoring- 
Anwendungen 
Flüssiggas- 
pumpen 
Erstellung eines 
Metamodells für die 
automatisierte Kon-
figuration von Syste-
men der Zustands- 
und Prozess- 
überwachung 
Rollenspezifische 
Unterstützung des 
Menschen bei der 
Nutzung von 
Merkmalen 
M
ic
h
l 
[1
95
] 
Definition web- 
basierter Diagnose-
systemarchitekturen 
Handhabungs- 
und Montage- 
systeme, 
Elektronik-
produktion 
Ausschließlich 
signalbasierte Über-
wachung 
Wissensmanage-
ment auf Basis von 
Wiki-Systemen 
R
ei
dt
 
[2
66
] 
Definition einer 
Referenzarchitektur 
für ein Instandhal-
tungssystem 
Karosseriebau Entwicklung einer 
Methodik für die 
vorausschauende 
Instandhaltung 
Unterstützung des 
Menschen bei der 
Systemarchitektur- 
entwicklung 
Sc
h
le
ip
en
 
[1
75
] 
Definition von 
Systemarchitekuren 
im Manufacturing 
Execution System 
(MES)-Umfeld 
Förderanlagen Überwachung und 
Steuerung auf MES-
Ebene unter Beach-
tung von semanti-
schen Interoperabili-
tätsstandards 
(OPC UA, AML) 
HMI im Bereich 
MES- 
Interoperabilität 
V
o
d
en
ča
re
-
vi
ć 
[1
15
] 
Definition einer 
Systemarchitektur 
für Modell- 
identifikation und 
Überwachung 
Lebensmittel-
produktion, 
Abfüllanlagen 
Modellierung und 
Überwachung von 
hybriden Systemen 
Visualisierung von 
Anomalien und 
identifizierten 
SDHA 
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Tabelle 5: Einordnung, Bewertung und Abgrenzung von Forschungsprojekten im Kontext 
der Dissertationsschrift 
V
e
rg
le
ic
h
sk
ri
te
ri
u
m
 
Forschungsprojekt 
 I
n
tr
o
 4
.0
 [
27
6
, 
27
7]
 
 M
et
am
o
fa
b
 [
58
] 
 R
et
ro
N
et
 [
27
8
–
28
0
] 
 S
-C
P
S
 [
58
] 
 B
aS
ys
 4
.0
 [
28
1]
 
 S
ec
u
re
P
L
U
G
an
d
W
O
R
K
 [
18
6,
 2
82
, 2
83
] 
 A
G
A
T
A
 [
28
3,
 2
8
4
] 
 I
W
E
P
R
O
 [
58
] 
 F
E
E
 [
28
5]
 
 C
yP
ro
s 
[2
8
6
, 
28
7]
 
 J
u
-R
A
M
I4
.0
 [
14
1]
 
 o
p
en
A
A
S 
[1
51
] 
 S
ID
A
P
 [
28
8
] 
 C
o
M
o
R
es
 [
28
9
] 
 P
R
O
D
IS
Y
S
 [
29
0
] 
Industrie 4.0 
Industrie 
4.0 ● ● ● ● ● ● ● ● ○ ● ● ● ○ ○ ● 
RAMI4.0 ○ ○ ○ ● ○ ○ ○ ○ ○ ○ ● ● ○ ○ ● 
Rechtliche 
Rahmen-
bedingun-
gen 
○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ● ○ ○ ○ ○ 
IT- 
Sicherheit ○ ○ ○ ○ ● ● ○ ○ ○ ○ ○ ● ○ ○ ○ 
IoTS- 
Kommuni-
kation 
○ ○ ● ● ● ● ○ ● ○ ● ● ● ○ ○ ● 
Interopera-
bilität ○ ○ ○ ○ ● ● ○ ○ ○ ○ ○ ● ○ ○ ○ 
Migrati-
onskon-
zepte 
● ● ● ○ ○ ● ● ○ ● ○ ○ ● ○ ● ○ 
Sozio-cyber-physische Systeme 
CPS ○ ● ● ● ● ○ ○ ○ ○ ● ● ● ○ ○ ○ 
Mensch-
CPS- 
Interaktion 
● ● ○ ● ○ ○ ○ ○ ○ ● ● ○ ○ ○ ○ 
Instandhaltung / Zustands- und Prozessüberwachung 
Instand-
haltung / 
CMS 
○ ● ○ ● ○ ○ ● ○ ○ ○ ○ ○ ● ● ● 
Maschinel-
les Lernen ○ ○ ○ ○ ○ ○ ● ○ ● ○ ○ ○ ● ● ● 
Produktionstyp 
Diskrete 
Produktion ● ● ● ● ● ● ○ ● ○ ● ● ● ○ ● ● 
Kontinu-
ierliche 
Produktion 
○ ○ ○ ○ ○ ○ ● ○ ● ○ ● ● ● ○ ○ 
○ Geringe Relevanz ○ Mittlere Relevanz ● Hohe Relevanz 
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Dabei wurde der Erfüllungsgrad eines jeden Kriteriums unter Nutzung 
einer dreistufigen Skala von geringer bis hoher Relevanz bewertet. Eine 
Abgrenzung und die Vermittlung eines qualitativen Eindrucks auf Grund-
lage einer Expertenschätzung ohne Gewichtung der Kriterien steht im 
Vordergrund. Vor dem Hintergrund der Ergebnisreflexion wird verständ-
lich, dass eine hohe Anzahl aussichtsreicher Lösungsansätze, Methoden 
und Werkzeuge mit individuellen Voraussetzungen sowie Vor- und Nach-
teilen existiert. Erkennbar sind Potentiale und Hindernisse von modell- 
basierter Zustands- und Prozessüberwachung für die Instandhaltung und 
Betriebsführung mittels Sozio-CPS. Im Kontext der Entwicklung von Smart 
Factories werden vor allem Aspekte ganzheitlicher Referenzarchitekturen, 
semantischer Interoperabilität sowie die Abbildung von Self-X-Fähigkeiten 
substantiell, weshalb in der vorliegenden Forschungsarbeit eine umfängli-
che Betrachtung dieser Aspekte durchgeführt wird. Bisher ist dem Autor 
keine Dissertationsschrift bzw. kein Forschungsprojekt bekannt, welches 
die Aspekte modellbasierte Zustands- und Prozessüberwachung, Sozio-
CPS, semantische Interoperabilität, RAMI4.0-Konformität, zusammen-
führt und umfänglich untersucht. 
2.6 Handlungsbedarf 
In Anlehnung an den Stand der Technik und Forschung wird in diesem 
Kapitel der Handlungsbedarf im Kontext der vorliegenden Dissertations-
schrift aufgezeigt. Bevor ein Lösungsansatz beschrieben wird, fassen die 
unten aufgeführten Thesen A bis C die Inhalte aus Kapitel 2 zusammen. 
Die Thesen spiegeln Erkenntnisse wider, die im Rahmen des begleitenden 
Forschungsprojekt S-CPS erlangt wurden und eine Grundlage für wissen-
schaftliche Veröffentlichungen darstellen [P1–P15][20, 22–24, 59]. 
A. Für die Etablierung von CPS ist die Ausgestaltung von Referenzarchitek-
turen, Informationsmodellen und Integrationsstrategien notwendig. 
Eine wesentliche Herausforderung bei der Realisierung von CPS besteht in 
der Generierung von Systemen, welche die physische und virtuelle Welt 
verbinden und dennoch ein vorhersagbares und adaptives Verhalten bei 
einem hohen Grad an Dynamik aufweisen [12, 17, 110]. Monolithische, his-
torisch gewachsene Systemarchitekturen verhindern jedoch eine flexible 
Dienstkomposition für das Einbinden von Komponenten und damit das 
Ausgestalten von CPS [P6, P7][278]. 
Im Zusammenspiel zwischen Informations-, Automatisierungs- und PLM-
Systemen müssen Referenzarchitekturen sowie Strategien für die Integra-
tion bestehender Systeme erforscht werden [17, 37, 40, 131, 134, 291, 292].  
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VS und I4.0K werden als eine Grundbedingung für die Kommunikation im 
CPPS vorausgesetzt [133, 134, 293]. Handlungsbedarf existiert bei der Ein-
führung und Harmonisierung von Companion Specifications im Bereich 
OPC UA, wie für die Abbildung von selbstkonfigurierenden Systemen der 
Zustands- und Prozessüberwachung [P5, P12][160]. 
B. Für die Umsetzung von resilienten CPPS müssen Systeme der Zustands- 
und Prozessüberwachung unter Nutzung maschineller Lernverfahren 
definiert werden. 
Vielschichtige CPPS stellen gesteigerte Anforderungen an die Zustands- 
und Prozessüberwachung sowie die Identifikation von Ursache-Wirkungs-
beziehungen im Rahmen der technischen Diagnose [P6-P8][13, 129]. 
Proprietäre, wenig automatisierte Entwurfsparadigmen, die ein hohes Maß 
an Expertenwissen bedingen, werden vor dem Hintergrund der erreichten 
Komplexität ineffizient und tragen zu bestehenden Herausforderungen bei 
[P5, P6][12, 20, 87, 294]. Das dynamische Verhalten von CPPS impliziert die 
Forderung nach systemstabilisierenden Steuerungs- und Überwachungs-
funktionalitäten, welche Beherrschbarkeit herstellen und die Komplexität 
dieser Systeme für ihre Benutzer abstrahieren [P6-P8][12, 35, 228]. 
Im Sinne von Kapitel 2.2, 2.3 und 2.4.3 ist die Rückkopplung von Erkennt-
nissen aus dem Maschinenbetrieb bzw. der Instandhaltung zur kontinuier-
lichen Verbesserung nicht in ausreichendem Maß berücksichtigt. Stan-
dards wie ISO 13374 und VDMA 24582 bieten hier Lösungsansätze, verwen-
den Aspekte des maschinellen Lernens zum Ausbau der Diagnosefähigkei-
ten jedoch nur eingeschränkt. Dies gilt ebenfalls für eine Unterstützung 
effizienter Publish/Subscribe-Kommunikationsmechanismen. Um den An-
forderungen der Zustands- und Prozessüberwachung von CPS hinsichtlich 
Wandlungs- und Lernfähigkeit gerecht zu werden, genügt es nicht, die in 
den Standards spezifizierten Funktionalitäten umzusetzen. 
Detaillierte Systemdefinitionen im Lösungsraum von RAMI4.0, eine Wei-
terentwicklung der Systemfähigkeiten durch Erfahrungswissen sowie vali-
dierte Vorgehensmodelle sind nicht verfügbar [160, 295, 296]. Folglich sind 
ganzheitliche Methoden, Architekturen und Standards für die effiziente 
Modellierung, Implementierung und Verteilung notwendig [P6-P8]. 
C. Lösungsansätze zur Gestaltung von Sozio-CPS im Anwendungsfall der 
modellbasierten Zustands- und Prozessüberwachung sind unerforscht. 
Bei der Verwirklichung von Sozio-CPS in Produktionssystemen sind eben-
falls Limitierungen aufzulösen. Im Hinblick auf die Thesen A.) und B.) 
besteht Handlungsbedarf in der Vernetzung von Produktionsressourcen, 
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CPS, Systemen der Zustands- und Prozessüberwachung und Mitarbeitern 
[20–22]. Dies betrifft insbesondere Standards zur Integration von Erfah-
rungswissen des Instandhalters zur Verbesserung von Überwachungs-, 
Diagnose- und Klassifikationsfähigkeiten [P6-P8]. 
Vergleichbar mit der Situation bei Systemen der Zustands- und Prozess-
überwachung, erfolgt die Entwicklung von HMI unter Nutzung proprietä-
rer, herstellerspezifischer Insellösungen mit jeweils unterschiedlicher 
Leistungsfähigkeit, Funktionalität, Datenformaten und Softwarearchitek-
tur [P6, P11][37, 297]. Detaillierte Integrationsstandards werden nicht als 
zentrales Thema berücksichtigt, der Mensch ist nur als Asset Teil von 
RAMI4.0 [51, 131]. 
Folglich ist die Erforschung von RAMI4.0-konformen Konzepten für HMI 
notwendig, welche die Interaktion von einzelnen I4.0K im Gesamtsystem 
mit den Mitarbeitern erlauben. Zusammenfassend fehlen menschzen-
trierte Methoden und Werkzeuge, die eine effiziente und intuitive, modell-
basierte Zustands- und Prozessüberwachung ermöglichen und dabei durch 
Weiterverwendung von referenzarchitekturkonformen Daten, Informatio-
nen und Wissen aus dem Entwicklungsprozess mit geringem Einrichtungs-
aufwand einsetz- und konfigurierbar sind. 
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3 Lösungsweg 
Für die Gestaltung von Systemarchitekturen werden in den untersuchten 
Forschungsarbeiten der vorhergehenden Kapitel vorwiegend proprietäre 
Lösungsansätze gewählt. Eine durchgängige Verwendung übertragbarer 
Referenzarchitekturmodelle für die Lösungsgestaltung unter Beachtung 
von Aspekten einheitlicher Semantik und Interoperabilität sowie maschi-
neller Lernverfahren findet nicht statt. Folglich werden Teilmodelle der 
I4.0K sowie generische Systeme für die modellbasierte Zustands- und  
Prozessüberwachung auf Basis von RAMI4.0 benötigt. Aktuelle Lösungs- 
ansätze im Bereich Industrie 4.0 fokussieren auf die Weiterentwicklung 
technologischer Befähiger und vernachlässigen dabei die Integration des 
Menschen. Der Mensch als Betriebsführer und Instandhalter, der die Ver-
fügbarkeit vernetzter Produktionsressourcen sichert, ist jedoch ein wichti-
ger Faktor [P6, P8][20, 22–24, 37]. Die vorliegende Dissertationsschrift  
erweitert daher die Konzepte von CPS und CPPS um die Interaktion mit 
dem Menschen zu Sozio-CPS. 
Für eine Systemgestaltung lässt die ubiquitäre Verfügbarkeit von informa-
tionstechnischen Diensten zukunftsträchtige Perspektiven entstehen. 
Anwendungslogiken sind auf geeignete Hardwarekomponenten als abs-
trakte Module verteilbar, aus denen CPPS dynamisch unter Nutzung von 
Self-X-Fähigkeiten orchestrierbar sind. Die Definition einer Gesamtsyste-
marchitektur entsprechend RAMI4.0 leistet einen wichtigen Beitrag für die 
Umsetzung von resilienten Smart Factories. Im nachfolgenden Kapitel 
erfolgt die Separation notwendiger Funktionalitäten und Anwendungslogi-
ken auf sechs Systeme. Anschließend wird eine Bewertung der entwickel-
ten Artefakte in drei Validierungsszenarien vorgenommen und damit die 
Anwendbar- und Übertragbarkeit beurteilt. Die Durchführung der Unter-
suchung basiert wesentlich auf etablierten Kommunikationsstandards und 
technologischen Befähigern von CPPS, wie dem IoTS-Kommunikations-
standard OPC UA, webbasierten Technologien wie dem bidirektionalen 
Kommunikationsstandard WebSocket (WS), der Programmiersprache 
JavaScript (JS) und der Node.js-Plattform [160, 298–300]. 
Basierend auf der Anforderungsanalyse des Forschungsprojekts S-CPS und 
des Stands der Technik und Forschung ist eine neunstufige Methode für 
die Erstellung von Sozio-CPS synthetisierbar. Bild 24 fasst das Vorgehen 
zur Einführung von Sozio-CPS für die modellbasierte Zustands- und 
Prozessüberwachung zusammen und ordnet den einzelnen Stufen Systeme 
zu. Eine referenzarchitekturkonforme Definition dieser Lösungsansätze ist 
46 
3    Lösungsweg 
Gegenstand der nachfolgenden Kapitel. In einer ersten Stufe wird eine Stra-
tegie zur Integration von Gegenständen sowie zur Vernetzung einzelner 
Teilsysteme entwickelt. Für die Anbindung von Gegenständen und Quali-
fizierung zu I4.0K ist die Entwicklung domänenspezifischer VS notwendig. 
Wesentlicher Bestandteil sind neben Prozessvariablen und Steuerungs- 
informationen hybride Automatenmodelle für die Abbildung des Verhal-
tens zugehöriger Maschinen und Anlagen. Eine werkzeugunterstützte 
Erstellung von Informationsmodellen, die einer Realisierung von VS dient, 
ist auf Basis von graphischen Modellierungswerkzeugen effizient möglich 
[301]. Hierzu gehört die Festlegung eines Basisinformationsmodells 
(OPC UA Base Information Model), eines FDI-basierten Informations- 
modells (FDI Object Model) sowie anwendungsspezifischer Typklassen 
(Third Party Model) (Stufe 1) [160]. Idealerweise erfolgt die Nutzung von 
Modellierungsumgebungen für eine effiziente Quelltext- und Typklassen-
generierung (Stufe 2) [167, 302, 303]. Nachgelagert findet eine Applikation 
der VS und damit die Realisierung von I4.0K statt (Stufe 3). Die Verbindung 
der VS mit den Datenquellen geschieht unter Nutzung von anwendungs-
fallabhängigen Provider-Konzepten (Stufe 4). 
Aufbauend wird die Modeling Engine entworfen, die eine skalierbare 
Implementierung untersuchter Lernalgorithmen erlaubt und damit die 
Abbildung von maschinellen Lernverfahren ermöglicht (vgl. Kapitel 2.2) 
(Stufe 5). Hierbei müssen explizit Aspekte der Emergenz unterstützt 
werden. Identifizierte Modelle stellen die Datenbasis für dezentrale Moni-
toring Engines dar, die eine generische Anwendung von Verfahren der 
Zustands- und Prozessüberwachung sowie reflektorische Daten-, Informa-
tions- und Wissensverarbeitung zulassen (Stufe 6). Zu den Funktionen 
gehört die Durchführung fortlaufender Zustandsvergleiche, die Weiter-
gabe von Anomalien sowie das Erstellen von Diagnosen und Instandhal-
tungszeitpunkten. Ergänzend wird eine Methode zur dreidimensionalen 
Visualisierung basierend auf den Vorzugsstandards von RAMI4.0 konzi-
piert (3D-CPS) (Stufe 7). 
Die Rückführung menschlichen Wissens zur Verbesserung des Instandhal-
tungsprozesses in Anlehnung an Kapitel 2.3 erweitert das Sozio-CPS 
(Stufe 8). Funktionen eines integrierten Wissensmanagements und Metho-
den zur Fusion von Anomalien, Diagnosen, Steuerungsinformationen, 
Prozessvariablen, System- und Prozessmodellen, Handlungsanweisungen 
und Fehlerbeschreibungen werden auf der Grundlage des Diagnosesystems 
für CPS (D-CPS) berücksichtigt. Schließlich werden Aspekte der Selbst- 
optimierung ebenfalls in einem separaten Teilsystem abgebildet (Opti-
mization Engine). 
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Bild 24: Methode für die Einführung von Sozio-CPS im Bereich der modellbasierten 
Zustands- und Prozessüberwachung 
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4 Modellbasierte Zustands- und 
Prozessüberwachung auf 
Basis sozio-cyber-physischer Systeme 
Die technische Komplexität von Smart Factories wird durch den Einsatz 
von Self-X-Fähigkeiten, Referenzarchitekturmodellen und semantischen 
Interoperabilitätsstandards beherrschbar. Bild 25 führt ein skalierbares 
Gesamtsystem ein, das menschlichen Bedienern eine Interaktion mit 
Sozio-CPS über nutzergerechte Schnittstellen erlaubt. 
In Anlehnung an Kapitel 2 und die Ergebnisse des Forschungsprojekts 
S-CPS erweitern Sozio-CPS das Konzept der CPS von Broy und Geisberger 
sowie Gausemeier et al. (vgl. Tabelle 6). Anschließend wird eine Beschrei-
bung der Verteilung der Funktionalitäten auf einzelne Systeme vorgenom-
men. In den nachfolgenden Kapiteln erfolgt eine detaillierte Beschreibung 
der Systemarchitekturen. Im Vergleich zu den verfügbaren Lösungsansät-
zen im Stand der Technik und Forschung werden Self-X-Fähigkeiten, 
maschinelles Lernen und Emergenz von CPS, semantische Interoperabili-
tätsstandards, SOA, Web-Technologien sowie Aspekte modellbasierter 
Zustands- und Prozessüberwachung, des Wissensmanagements und der 
Selbstoptimierung in einer konsistenten Gesamtsystemarchitektur berück-
sichtigt und damit die in Kapitel 2.6 aufgezeigten Limitierungen aufgelöst.
Ausgewählte Aspekte der Gesamtsystemarchitektur sind bereits veröffent-
licht [P2-P9, P11, P12, P14, P15]. Weiterhin ist eine Validierung ausgewähl-
ter Aspekte im Rahmen von dissertationsbezogenen, studentischen Ar-
beiten erfolgt [S2, S3, S6, S10-S12, S15, S22, S24-26 ,28, S29, S30]. 
4.1 Verwaltungsschalen für die Zustands- und 
Prozessüberwachung 
Für die Implementierung eines Sozio-CPS werden bestehende Informa-
tions-, Automatisierungs- und PLM-Systeme sowie Diagnoseinfrastruktu-
ren integriert und Qualifikationskonzepte ermittelt [P12][21]. Hierfür wird 
eine Modellierung von Produktionsprozessen, -anlagen und -komponen-
ten sowie von informationstechnischen Diensten mittels VS vorgenom-
men. Tabelle 7 fasst die im vorliegenden Anwendungsfall relevanten In-
halte einer VS in Anlehnung an das Projekt S-CPS zusammen und stellt den 
Bezug zu Lösungsansätzen des RAMI4.0 her (vgl. Kapitel 2.1). Wesentliche 
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Inhalte sind als Teilmodell in der VS mit den existierenden Technologien 
OPC UA und AML abbildbar. Gemäß Kapitel 2.1.4 werden geeignete 
OPC UA Companion Specifications um anwendungsspezifische Typklassen 
erweitert. Neuheitscharakter hat der Einsatz von Sprachen der Graphmo-
dellierung (Graph Modeling Language – GraphML), die identifizierte 
SDHA in einem Teilmodell einer VS abbilden können [304]. Inhalte einer 
VS divergieren mit den Anforderungen, eine vollkommene Standardisie-
rung ist nicht vorgesehen. 
Bild 25: Architektur eines Sozio-CPS für die modellbasierte Zustands- und Prozessüberwa-
chung sowie Ein- und Ausgangsdaten der definierten Systeme 
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Tabelle 6: Erweiterung des Konzepts von CPS zu Sozio-CPS im Kontext 
modellbasierter Zustands- und Prozessüberwachung 
Sozio-CPS-Aspekt Beschreibung System 
Ergonomische, rollen-
spezifische HMI 
Einsatz von Benutzerrollenmodellen und mobilen 
Endgeräten zur effektiven Interaktion von Mensch 
und CPS [59, 305] 
Gesamt- 
system 
Erweiterte Mensch-
Maschine- 
Interaktion 
Weiterentwicklung von Funktionalitäten der Daten- 
visualisierung hin zu erweiterter Mensch-Maschine- 
Interaktion sowie Nutzung von Benutzereingaben 
und -klassifikationen zur Ergänzung von Zielwerten 
für maschinelle Lernprozesse 
Modeling 
Engine 
Effiziente 
Generierung von 
Mensch-Maschine- 
Schnittstellen 
Durchgängige Weiterverwendung von PLM-Daten 
zur automatisierten Generierung von HMI unter 
Nutzung der RAMI4.0-Vorzugsstandards 
3D-CPS 
Transparente Selbst-
optimierungsvor-
gänge  
Schaffung von Transparenz bei der Applikation von 
Vorgängen der Selbstoptimierung 
Optimiza-
tion Engine 
Domänenspezifische 
Erweiterungen 
Erweiterung um menschzentrierte, signal- und 
modellgestützte Zustands- und Prozessüberwachung
chchchu-ng sowie sowie vorausschauende Instandhaltung 
Gesamt- 
system 
Plattform- und 
Hersteller- 
unabhängigkeit 
Einsatz von webbasierten, plattformunabhängigen 
Technologien zur Entwicklung kontextsensitiver HMI 
Gesamt- 
system 
Dynamische Modell-
bildung emergenter 
Systeme 
Bildung komplexitätsreduzierter Modelle von Syste-
men und Prozessen 
Modeling 
Engine 
Steuerungskonzepte Steuerung von Self-X-Fähigkeiten durch den Men-schen (Modellgenerierung und -übertragung) 
Gesamt- 
system 
Konfiguration von 
Self-X-Fähigkeiten 
Auswahl von Prozessvariablen und Steuerungs- 
informationen für Lernalgorithmen und Optimie-
rungsfunktionalitäten im Spannungsfeld zwischen 
Selbstkonfiguration und manueller Konfiguration 
Gesamt- 
system 
Wissens- 
management 
Ergänzung von Benutzerwissen und -eingaben als Me-
tadaten an identifizierte System- und Prozessmodelle 
D-CPS 
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Tabelle 7: Inhalte einer Verwaltungsschale zum Zweck der Zustands- und Prozess- 
überwachung, eigene Aufstellung in Anlehnung an [P5, P12][20] 
Aspekt der VS Lösungsansätze / Technologien 
Allgemeine 
Informationsmodellierung 
OPC UA-basiertes FDI-Informationsmodell sowie 
anwendungsfallspezifische Typklassen 
Datenbanken / Logdateien Integration von Datenbanken und Logdateien durch die Implementierung von OPC UA HA bzw. Parserbibliotheken 
PLM-Daten AML-Standards (CAEX, COLLADA, PLCopen XML) 
Systemmodelle OPC UA-Typklassensystem bzw. GraphML 
IT-Sicherheit Verschlüsselungs- und Sicherheitsmechanismen 
Benutzerrollen OPC UA-basierte Benutzerverwaltung 
Bild 26 veranschaulicht den Integrationsaufwand verschiedener Arten von 
Daten und Gegenständen vor dem Hintergrund des VS-Konzepts. IoTS-
Kommunikationsstandards, die idealerweise über eine einheitliche Seman-
tik verfügen, sind verhältnismäßig einfach über entsprechende Kommuni-
kationsimplementierungen in der VS zu berücksichtigen. 
Industrielle Kommunikationsprotokolle, wie etwa ModbusTCP, bieten 
ebenfalls effiziente Möglichkeiten der Kommunikation, verfügen jedoch 
über keine hinreichende semantische Darstellung [P2, P3]. Die Integration 
von Dateien und historischen Daten, wie im Fall von Logdateien oder 
Datenbanken, setzt entsprechende Parserimplementierungen voraus. Ver-
gleichsweise aufwändig sind komponenteninterne Daten, da hier in der 
industriellen Praxis eine Modifikation der Steuerungsprojektierung mittels 
Projektierungswerkzeugen bzw. Middleware-Lösungsansätzen notwendig 
ist. Grundsätzlich wird Aufwandsminimierung angestrebt. Falls benötigte 
Informationen über IoTS-Kommunikationsstandards bereitgestellt wer-
den, ist die Integration aufwändigerer Datenquellen nicht notwendig. Eine 
Implementierung von VS geht daher mit der Notwendigkeit diverser 
Provider-Konzepte einher [160]. Enthalten sind weiterhin Teilmodelle für 
GraphML-Repräsentationen, AML- und OPC UA-basierte Inhalte [P12]. 
Neben den anwendungsspezifischen Informationsmodellen wird für die 
Realisierung einer Selbstkonfiguration von modellbasierten Systemen der 
Zustands- und Prozessüberwachung eine Darstellung von SDHA in den 
zugehörigen VS umgesetzt. Eine Ausgangsgrundlage bietet das Basis-
typklassensystem von OPC UA und die definierten Typklassen von Kohl 
[160, 264]. Prozessvariablen (ProcessVariable) und kontinuierliche Modelle 
(ContinuousBehaviour) sowie zugehörige Warn- und Eingriffsgrenzen sind 
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gemäß Bild 27 modellierbar. Die weitere Abbildung eines SDHA erfolgt auf 
der Basis einer GraphML-Repräsentation sowie eines OPC UA-Typklassen-
systems (vgl. Kapitel 2.1). Bild 28 zeigt ein Typklassensystem, das die 
hybriden Zustände (HybridState), stochastische, zeitbehaftete Transitio-
nen (StochasticTimedTransition, MinTime, MaxTime, Probability), den ak-
tuellen und historischen Zustand (CurrentState, LastTransition) sowie ent-
sprechende Warn- und Eingriffsgrenzen der Prozessvariablen (UpperWar-
ningLimit, LowerWarningLimit, UpperControlLimit, LowerControlLimit) 
berücksichtigt. In Anlehnung an das eingeführte Stufenkonzept dienen VS 
als Anknüpfungspunkt für Modeling Engines und Monitoring Engines 
sowie weitere Teilnehmer im IoTS. 
 
Bild 26: Erweiterung der VS um Aspekte der Datenintegration mittels Provider-Konzepten 
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Bild 27: OPC UA-Informationsmodell für die Abbildung von Prozessvariablen sowie deren 
Warn- und Eingriffsgrenzen 
Bild 28: OPC UA-Informationsmodell für die Abbildung von SDHA 
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4.2 Identifikation von Systemmodellen 
Zur Auflösung der Limitierungen des Stands der Technik und Forschung 
aus Kapitel 2 wird in diesem Abschnitt ein System zur Identifikation von 
Modellen emergenter CPS eingeführt (Modeling Engine). Der Fokus liegt 
auf dem Entwurf einer standardisierten Architektur für die Applikation von 
Lernalgorithmen. Eine Konfiguration und Bedienung sowie die Identifika-
tion von Modellen einer Zustands- und Prozessüberwachung soll nur ein 
minimales Maß an Expertenwissen voraussetzen. 
Bei der Systemgestaltung werden sowohl die Rolle des Anlagenherstellers 
als Domänenexperten sowie die Rolle des Produktionssystembetreibers 
adressiert, die jeweils ein unterschiedliches Maß an Wissen über beteiligte 
Systeme und Prozesse besitzen. Während die horizontale und vertikale 
Integration unter Nutzung von IoTS- Kommunikationsstandards bereits 
im Stand der Technik und Forschung umfassend definiert ist, wird nun 
insbesondere dem Rücktransfer verbesserter Anwendungslogik bzw. iden-
tifizierter Systemmodelle auf Basis einheitlicher Systemarchitekturen 
Aufmerksamkeit gewidmet (vgl. Kapitel 2.1.2). 
Dabei fügt sich die Modeling Engine effizient in verteilte, veränderliche 
Strukturen und Topologien von CPS ein. Das Konzept zur Zustandsüber-
wachung und Fehlererkennung wurde im Rahmen der funktionalen 
Module des Projekts S-CPS entwickelt und ist bereits veröffentlicht 
[P6-P9, P14, P15][S2, S4, S7, S15, S28][24, 37, 266, 268, 306]. 
4.2.1 Lösungsansatz 
Im vorliegenden Fall fungiert die Modeling Engine als Dienst für die Bereit-
stellung identifizierter Modelle und die Verwaltung von Trainingsdaten, 
während eine Monitoring Engine die reflektorische Verarbeitung von 
Informationen dezentral vornimmt. Zudem soll der Benutzer bei dem 
Einsatz von maschinellen Lernverfahren unterstützt werden. Bild 29 ver-
deutlicht das Prinzip eines Lerners, der aus Trainingsdaten von VS bzw. 
Ein- und Ausgabemustern Merkmalsvektoren erstellt und ein Black Box-
Modell identifiziert. 
4.2.2 Architekturkonzept 
Das architektonisch mehrteilige Konzept für maschinelles Lernen im 
Bereich der Zustands- und Prozessüberwachung, welches mit der Entwick-
lung von Modeling Engine und Monitoring Engine angestrebt wird, unter-
scheidet sich grundlegend von existierenden Lösungsansätzen. Während 
Binner eine statische, dezentrale Verteilung der Funktionalitäten des 
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maschinellen Lernens innerhalb einzelner Instanzen vorsieht, konzentrie-
ren Niggemann et al. Lern- wie auch Überwachungsprozesse vollständig auf  
einen zentralen Dienst [57, 191]. Eine Realisierung unabhängiger Teil- 
systeme für die Identifikation und Aktualisierung von Modellen bzw. für 
die konkrete Überwachung von Systemen und Prozessen eröffnet folgende 
Vorteile [P6-P9, P14, P15][S2, S4, S7, S15, S28][24, 37, 266, 268, 306]: 
• Abkehr von monolithischen Systemen der AP hin zu lose gekoppel-
ten SOA, in der Dienste im Produktionssystem synthetisier-, aus-
tausch- und orchestrierbar sind (vgl. Kapitel 2.1.2). 
• Kapselung der Anwendungslogik von Monitoring Engine und 
Modeling Engine unter Verwendung von Virtualisierungstechnolo-
gien, um eine plattformunabhängige Ausführbarkeit zu erreichen. 
• Konzentration der sporadisch benötigten Ressourcen für maschi-
nelle Lernprozesse zugunsten der Skalierbarkeit. 
• Entlastung der echtzeitfähigen Feldbussysteme auf Maschinen-
ebene durch die Begrenzung des Datenaufkommens, da nur aus-
gewählte Informationen wie detektierte Anomalien und Diagnosen 
bedarfsorientiert bzw. ereignisgesteuert an dezentrale Monitoring 
Engines kommuniziert werden. 
• Erhöhung der Effizienz des Gesamtsystems durch Übertragung von 
identifizierten Modellen in eine Vielzahl von Monitoring Engines. 
Die sporadische Modellidentifikation und die kontinuierliche Zu-
stands- und Prozessüberwachung sind somit in zwei unabhängige 
Teilsysteme separiert. 
• Erzielung einer höheren Resilienz gegenüber dem Ausfall zentraler 
Systeme. 
• Trennung von Verantwortlichkeiten: Jede Komponente erfüllt 
einen dedizierten Zweck und ist ohne Modifikationen am Gesamt-
system implementier- bzw. modifizierbar. 
• Verteilung der performanten, reflektorischen und deterministi-
schen Informationsverarbeitung auf dezentrale Monitoring Engi-
nes, neben der Umsetzung der komplexen Funktionalitäten zur 
Modellgenerierung durch eine zentralisierte Modeling Engine. 
Bild 108 fasst die wesentlichen Funktionalitäten und Nutzergruppen der 
Modeling Engine in einem Anwendungsfalldiagramm zusammen. Neben 
der Parametrierung, Steuerung und Überwachung von maschinellen Lern-
prozessen für die Modellidentifikation steht die Auswahl überwachungsre-
levanter Steuerungsinformationen, Prozessvariablen und Lernalgorithmen 
sowie die Ergänzung von Zielwerten für überwachte Lernverfahren durch 
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den Menschen im Vordergrund. Ergänzende Funktionen beinhalten die 
Verwaltung von Modell- und Trainingsdaten und das Setzen von Grenz-
werten für die Überwachung des Produktionsprozesses sowie der Produkt-
qualität. Die identifizierten Modelle werden von Monitoring Engine, I4.0K 
und D-CPS eingesetzt. Initial wird ein Systementwurf auf Grundlage von 
RAMI4.0 durchgeführt. Fokussiert wird anschließend eine Entwicklungs-
sicht, die eine übertragbare Darstellung der Funktionsweise einzelner 
Komponenten des Teilsystems bietet. 
 
Bild 29: Prinzip des überwachten Lernens zur Modellgenerierung im Kontext der I4.0K, 
eigene Erweiterung in Anlehnung an [147] 
4.2.3 Referenzarchitektursicht 
Unter Beachtung der Eigenschaften von Lernalgorithmen in Kapitel 2.2.2 
wird die Gestaltung der Modeling Engine in Anlehnung an den Lösungs-
raum von RAMI4.0 vorgenommen. Hierbei werden für Im- und Export von 
relevanten Daten und Informationen aus dem Produktionssystem die 
Kommunikationsstandards OPC UA, Hyper Text Transfer Protocol (HTTP) 
und WS im Communication Layer genutzt. Neben der Unterstützung 
OPC UA- und GraphML-basierter Informationsmodelle für die Abbildung 
von SDHA, sind anwendungsinterne Informationsmodelle und Trainings-
daten im Information Layer zu berücksichtigen. Im Functional Layer erfolgt 
die Definition von Lernalgorithmen sowie von Funktionalitäten zur Dienst-
komposition, Identifikation, Verwaltung und Visualisierung von Modellen. 
Auf Ebene des Business Layer wird zusammenfassend ein System zur 
Modellidentifikation implementiert. Als Softwaresystem befinden sich die 
Funktionalitäten hinsichtlich der Dimension Hierarchy im Bereich Enter-
prise und Connected World. Bild 30 visualisiert den Entwurf auf Basis von 
RAMI4.0. Im nächsten Kapitel wird aufbauend eine Entwicklungssicht ein-
geführt, die den internen Aufbau und die Funktionalität beschreibt. 
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Bild 30: Modell der Modeling Engine auf Basis von RAMI4.0, eigene Definition in 
Anlehnung an [133] 
4.2.4 Entwicklungssicht 
Primär hat die Modeling Engine die Aufgabe, Modelle von Produktionspro-
zessen und Systemen zu identifizieren. Eine datenflussorientierte Analyse 
unterstützt die effiziente Realisierung verteilter Anwendungen [306]. 
Bild 31 fasst die Entwicklungssicht zusammen, bevor die einzelnen Kompo-
nenten erläutert werden. 
Konkret bedarf es einer Verbindungslogik, um die Teilsysteme I4.0K, 
Modeling Engine und Monitoring Engine zusammenzuführen. Während 
die Übertragung der statischen Inhalte der Browseranwendung (HTML/JS/ 
Graphiken…) per HTTP stattfindet, geschieht die fortlaufende Übertragung 
von Prozessvariablen und Steuerungsinformationen der I4.0K für die 
browserbasierte Visualisierung effizient unter dem Einsatz von WS. Außer-
dem werden Anwender befähigt, den Identifikationsprozess mittels einer 
browserbasierten Orchestrationsplattform zu verwalten. In diesem Fall 
unterstützt die datenflussorientierte Entwicklungsumgebung Node-RED 
die wandlungsfähige Implementierung der Orchestrationsplattform für 
eine Verknüpfung von I4.0K, Modeling Engine und dem Bediener [307]. 
Die Integration der Modeling Engine als Anwendung wird in diesem Fall 
durch eine Kombination aus dem Transmission Control  Protocol/Internet 
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Bild 31: Entwicklungssicht der Modeling Engine (angelehnt an [P6, P8][S28]) 
Protocol (TCP/IP), bidirektionalen TCP/IP-Socketverbindungen, der Java-
Script Object Notation (JSON) sowie der TCP/IP-Verbindungsverwaltung 
erreicht. Der Anspruch, Verbindungen gleichzeitig zu verwalten wird mit 
dem Factory-Entwurfsmuster gelöst [P6, P8][S28]. Ein über die Laufzeit 
erzeugtes Factory-Objekt verwaltet eine dynamische Struktur von Proto-
kollobjekten, welche jeweils eine Verbindung repräsentieren. 
Analog zur Anforderung, dass mehrere Verbindungen zur gleichen Zeit 
unterstützt werden müssen, soll auch das parallele Identifizieren von Sys-
tem- und Prozessmodellen sein. Eine Model Factory instanziiert hier im 
Rahmen einer Strukturvarianz verschiedene Methoden für die Modelliden-
tifikation und stellt durch eine Reihe von Befehlen eine Schnittstelle für die 
Handhabung unterschiedlich ausgeprägter Modelle bereit. In diesem Pro-
zess wird unter Nutzung von Trainingsdaten, wie Prozessvariablen, Steue-
rungsinformationen, Nutzereingaben und Qualitätsdaten ein Modell der 
vorliegenden CPS (Gegenstände) nach dem Konzept des maschinellen 
Lernens erzeugt. Hohe Flexibilität bei der Wahl des Modells sowie Erwei-
terbarkeit werden durch eine objektorientierte Abbildung von Abhängig-
keiten zwischen Modelltypen in einer Klassenstruktur erreicht. GraphML 
eignet sich als Grundlage für die Darstellung unterschiedlicher Arten von 
Zustandsautomaten. Im vorliegenden Fall bieten Frameworks, wie bei-
spielsweise NetworkX, ein modifizierbares Graphenmodell sowie Möglich-
keiten zur Datenanalyse [308]. 
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Bild 32 zeigt exemplarisch die implementierte Variante des OTALA- 
Algorithmus, der um zeitbehaftete, probabilistische Transitionen, Prozess-
variablen und eine GraphML-basierte Repräsentation zur Abbildung von 
SDHA erweitert wurde. Das Modell kann nach Abschluss des Lernvorgangs 
über eine Verwaltungsschale für die Nutzung in Monitoring Engines expor-
tiert werden. Neben den unter Kapitel 2.1.2 eingeführten Automatenmodel-
len sind Hidden Markov Modelle für die Abbildung von CPS im Fall 
nichtverfügbarer Steuerungsinformationen potentiell geeignet [309]. Die 
Steuerung des Modellidentifikationsprozess erfolgt gemäß Tabelle 8. 
Bild 32: Erweiterung des OTALA-Algorithmus zur Identifikation von SDHA 
(angelehnt an [117]) 
Tabelle 8: Aktionen zur Steuerung des Modellidentifikationsprozesses 
Aktion Parameter Beschreibung / Ausgabe 
Initialisieren <name>, <type> Erzeugung eines Modells des Typs <type> mit der Bezeichnung <name>. 
Zurücksetzen <name> Rücksetzung eines Modells auf dessen Ausgangszustand. 
Löschen <name> Löschung eines bestimmten Modells. 
Informieren <name> Rückgabe von Informationen zum übergebenen Modell. 
Lernen <name>, <data> 
Start des Lernalgorithmus in Kombination mit einem Modell 
<name> für einen observierten Datenpunkt <data>. 
Finalisieren <name> Start der Nachverarbeitung eines Modells <name>. 
Exportieren <name> Export eines Modells <name> im Datenformat GraphML. 
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4.3 Modellbasierte Zustands- und Prozessüberwachung 
Im Folgenden wird unter Berücksichtigung der Modularisierung nach Iser-
mann und ISO 13374 ein für Sozio-CPS geeigneter Lösungsansatz für die 
modellbasierte Zustands- und Prozessüberwachung und darauf aufset-
zende Funktionen eingeführt [47–50, 193, 198] (vgl. Bild 33 bzw. Kapitel 2.2). 
Analog zur Identifikation von Systemmodellen wurden wesentliche Grund-
lagen im Projekt S-CPS entwickelt und fließen in die Gestaltung 
eines Ressourcen-Cockpits ein [P8][266, 267]. Ziel der in ISO 13374 vorge-
stellten Aufteilung ist die Modularisierung und die Adaptierbarkeit von 
Systemkomponenten. Isermann grenzt hingegen Funktionalitäten ab und 
hat nicht das Ziel, einen Systementwurf zu entwickeln. Grundsätzlich stellt 
ein Prozess sowohl die Daten- und Informationsquelle als auch das zu 
überwachende Objekt dar (vgl. Kapitel 2.2). Im Anschluss werden Prozess-
variablen und Steuerungsinformationen erfasst, bevor eine Datenverarbei-
tung erfolgt. Spezifische CM-Algorithmen werden eingesetzt, die Isermann 
signal- und modellbasierter Überwachung zuteilt. Im Anschluss finden 
eine erweiterte Analyse des Prozesses und eine Fehlerdiagnose statt. 
Abschließend wird die Bereitstellung von Prognosen und Handlungsanwei-
sungen betrachtet. Eine sukzessive Steigerung des Informations- und Wis-
sensgehaltes geschieht durch Analyse der verfügbaren Informationen, dem 
Vergleich mit Referenzdaten sowie der Integration von a priori-Wissen. 
Bild 34 fasst die Funktionsweise der Prozessüberwachung zusammen. 𝑈𝑈 
sowie 𝑌𝑌 + ∆Y werden hier im Rahmen der Datenerfassung für nachgela-
gerte Funktionalitäten bereitgestellt [49]. Analog zur Zustandserfassung 
erlauben semantische Interoperabilitätsstandards gemäß Kapitel 2.1.4 eine 
kontextbezogene Annotation um Metadaten [131, 160]. Eine anschließende 
Datenvorverarbeitung nutzt Methoden aus der Signalverarbeitung, wie die 
Applikation von Filterfunktionen zur Minimierung von Störgrößen und der 
Extraktion von Merkmalen aus Informationen I, die für eine Bestimmung 
des Prozesszustands relevant sind. Die Ausgabe der Komponenten stellen 
Schätzungen von Prozesszuständen X�, Schätzungen von Prozessparame-
tern θ� und Residuen R von Modell und Prozess dar [49, 193, 198, 201]. Auf 
dieser Basis entscheidet die Analyse über den Zustand eines Prozesses. 
Hierzu gehören Funktionalitäten der Zustandsbewertung sowie die Erken-
nung fehlerhaften Verhaltens. Isermann entwickelt zur Strukturierung  
von Analysemethoden ein Klassifikationsschema [198, 310]. Das Ergebnis 
stellen Symptome S dar, die aus verschiedenen Merkmalen, wie Art, Zeit-
punkt, Frequenz oder Dauer einer Anomalie bestehen und als Eingangsda-
ten für die Fehlerdiagnose dienen [193]. Die Fehlerdiagnose thematisiert die 
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Bewertung von Symptomen und die Bereitstellung von Fehlerbeschreibun-
gen f für den menschlichen Bediener [193, 195]. Zur Implementierung wird 
anwendungsspezifisches a priori-Wissen vorausgesetzt, da potentielle Ein-
flussgrößen und Fehlerquellen identifiziert und verknüpft werden müssen. 
Hierfür sind Lösungsansätze im Stand der Technik und Forschung verfüg-
bar (vgl. Kapitel 2.2). Abschließend werden Prognosen bzw. Handlungsan-
weisungen H bereitgestellt. 
 
Bild 33: Methode für die Zustands- und Prozessüberwachung mit Sozio-CPS, eigene 
Erweiterung in Anlehnung an [47–50, 193] 
 
 
f: Fehlerbeschreibungen  H: Handlungsanweisungen  R: Residuen  I: Informationen 
S: Symptome U: Eingangsvariablen  X�: Prozesszustandsschätzung  Y: Ausgangsvariablen 
∆Y: Abweichung Ausgangsvariablen  θ�: Prozessparameterschätzung 
Bild 34: Lösungsansatz für die Zustands- und Prozessüberwachung mit Sozio-CPS, eigene 
Definition in Anlehnung an [47–50, 193] 
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4.3.1 Lösungsansatz 
Neben den Modellen, die das Normalverhalten einer Anlage repräsentieren 
sind Funktionalitäten notwendig, die eine Zustands- und Prozessüberwa-
chung zur Laufzeit eines Systems erlauben. In diesem Zusammenhang 
dient der Anomaly Detection Algorithm (ANODA) zur Erkennung von 
unbekannten Abfolgen diskreter Zustandsänderungen, nicht spezifizierten 
Ereigniszeitpunkten für Transitionen und ungültigen Werten von Prozess-
variablen auf Basis von hybriden Automatenmodellen [311]. Neben ANODA 
werden für die Überprüfung der kontinuierlichen Prozessvariablen weitere 
Methoden eingeführt. 
Für die Erkennung von Fehlern und Anomalien ist eine Definition, Abgren-
zung und Klassifizierung notwendig. Im vorliegenden Fall werden die 
Definition nach Isermann für die Begriffe Fehler, Anomalie, Ausfall, Fehl-
funktion und Fehlererkennung genutzt [54, 193]. Dies gilt ebenfalls für die 
Differenzierung von Fehlern und Anomalien in Abhängigkeit von Form, 
Zeitverhalten, Ausprägung, Einfluss und Mechanismus [54, 198]. Einen 
wichtigen Schritt der Datenvorverarbeitung stellt die Signalverarbeitung 
dar. Sie wird sowohl zum Entfernen ungewollter Artefakte, bedingt durch 
Störeinflüsse im Rahmen der Datenakquise, als auch zur Berechnung abge-
leiteter Prozessgrößen angewendet [193]. In Tabelle 9 sind ausgewählte 
Methoden, sowie deren Ziel und Anwendung aufgelistet. Im Kontext dieser 
Dissertationsschrift sind etablierte Verfahren, wie die Fourier-Transforma-
tion von Relevanz [194]. Aufbauend werden Funktionen zur Hüllkurven-
generierung und vorausschauenden Instandhaltung eingeführt. 
Tabelle 9: Methoden zur Signalverarbeitung im Konzept der 
Monitoring Engine (angelehnt an [49, 193, 220]) 
Methode Ziel Anwendung 
Statische  
Grenzwertüberprüfung Anomalieerkennung 
Signalbasierte Zustands- 
überwachung (vgl. Kapitel 2.2) 
Dynamische 
Grenzwertüberprüfung Anomalieerkennung 
Modellbasierte Zustands- 
überwachung (vgl. Kapitel 2.2) 
Minima-/Maxima- 
Analyse 
Detektion von lokalen 
Minima und Maxima 
Produktionsprozessüberwachung 
[P9][312, 313] 
Dynamic Time 
Warping Ausrichtung von Zeitreihen 
Ausgleich zeitlicher 
Varianzen [314] 
Integration Akkumulieren und Integrieren Analyse von Energiedaten [P6] 
Fourier- 
Transformation 
Zerlegung eines Signals in 
Frequenzanteile Schwingungsanalyse [194] 
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Die Minima/Maxima-Analyse identifiziert lokale Minima und Maxima in 
Zeitreihen in Anlehnung an die Algorithmen von Billauer und Tournade 
[312, 313]. Die dynamische Grenzwertprüfung und das Dynamic Time War-
ping (DTW) - Verfahren werden nachfolgend detailliert dargelegt. 
Dynamische Grenzwertüberprüfung 
Veränderungen in den Prozessvariablen sind ein Hinweis auf sich abzeich-
nende kritische Zustände innerhalb von Produktionsprozessen (vgl. 
Kapitel 2.2). Für die Zustands- und Prozessüberwachung werden daher 
Warn- und Eingriffsgrenzen unter Berücksichtigung inhärenter Wert-
schwankungen eingesetzt. 
In diesem Fall wird eine Funktionalität entwickelt, die Hüllkurven für  
Prozessvariablen automatisiert erstellt. Zunächst werden Hüllkurven auf 
der Grundlage fehlerfreier Datensätze generiert. Der Verlauf einer Prozess-
variable des Merkmals befindet sich innerhalb eines prozessbedingten 
Toleranzbereichs. Um Wertschwankungen bedingt durch Rauschen und 
Signalstörungen zu kompensieren, werden die Hüllkurven in Abhängigkeit 
der Anwendung in Abszisse bzw. auch in der Ordinate erweitert (X-Hüll-
kurve bzw. XY-Hüllkurve). Zeitreihen, die eine erweiterte Hüllkurve über-
schreiten, werden als Anomalie klassifiziert. Bild 35 verdeutlicht die Me-
thode am Beispiel der modellbasierten Zustands- und Prozessüberwachung 
von Heißcrimpanlagen (vgl. Kapitel 5.3) [P9, P11]. 
 
Bild 35: Erzeugung von Hüllkurven für die modellbasierte Zustands- und Prozess- 
überwachung von Heißcrimpanlagen (angelehnt an [P9, P11][220]) 
Dynamic Time Warping 
Prozessvariablen sind aufgrund von Veränderungen in Produkt, Prozess 
und Ressource nicht deterministischen, zeitlichen Schwankungen unter-
worfen. Beispiele sind veränderliche Bauteilpositionen und variierende 
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Werkzeug-, Werkstoff- und Maschineneigenschaften im Produktionspro-
zess. Diese wirken sich nicht negativ auf die Prozess- und Produktqualität 
aus, müssen jedoch zur Verhinderung von Fehldetektionen korrigiert  
werden. In diesem Zusammenhang dient der Algorithmus DTW zur  
Überprüfung zeitlicher Abweichungen von Prozessvariablen. DTW wird in 
verschiedenen Domänen, wie der Muster- und Spracherkennung, einge-
setzt. Der nachfolgend beschriebene Lösungsansatz basiert auf den Aus-
führungen von Vasquez-Correa et al., Cassisi et al. und Müller [S25, S28, 
S29][314–316]. Für die Detektion der Korrelation wird eine Kostenmatrix 
𝐶𝐶 ∈  ℝ𝑁𝑁×𝑀𝑀 mit (𝑁𝑁, 𝑀𝑀 ∈ ℕ) basierend auf der euklidischen Distanz der 
jeweiligen Wertepaare einer Zeitreihe erstellt. Die Kosten stellen dabei ein 
Maß für den Unterschied zugehöriger Datenpunktpaare der Zeitreihen dar. 
Um einen optimalen Korrelationspfad zu identifizieren, werden die 
akkumlierten Kosten 𝑆𝑆 ∈  ℝ𝑁𝑁×𝑀𝑀 auf Basis der Gleichung (1) errechnet. 
𝑆𝑆𝑚𝑚,𝑛𝑛 =  𝐶𝐶𝑚𝑚,𝑛𝑛 + min  (𝑆𝑆𝑚𝑚−1,𝑛𝑛 , 𝑆𝑆𝑚𝑚,𝑛𝑛−1, 𝑆𝑆𝑚𝑚−1,𝑛𝑛−1), 𝑛𝑛 = 1, … , 𝑁𝑁;  𝑚𝑚 = 1, … , 𝑀𝑀 (1) 
Ein optimaler Pfad 𝑃𝑃∗ wird in rückwärtiger Reihenfolge durch Suchen der 
kleinsten akkumulierten Kosten festgelegt, wobei 𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑛𝑛 die Indizes aus-
giebt (vgl. Gleichung (2)). 
𝑃𝑃∗ = (𝑃𝑃1, … , 𝑃𝑃𝐿𝐿) mit 𝑃𝑃𝐿𝐿 = (𝑁𝑁, 𝑀𝑀) und 𝑃𝑃𝑙𝑙−1 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑛𝑛(𝑆𝑆𝑚𝑚−1,𝑛𝑛 , 𝑆𝑆𝑚𝑚,𝑛𝑛−1, 𝑆𝑆𝑚𝑚−1,𝑛𝑛−1) 
mit (𝑛𝑛, 𝑚𝑚) = 𝑃𝑃𝑙𝑙 , 𝑙𝑙 = 1, … , 𝐿𝐿 (2) 
Die korrekte Zuordnung von Laufzeit- und Modelldaten wird außerdem 
durch differenzierende Zeitstempel mittels des RAMI4.0-Vorzugsstan-
dards OPC UA unterstützt (vgl. Kapitel 2.1.4). 
Vorausschauende Instandhaltung 
Lösungsansätze für die Implementierung vorausschauender Instandhal-
tung sind im Stand der Technik und Forschung verfügbar (vgl. Kapitel 
2.2.2). Ergänzend kann ein Konzept zur Umsetzung im Kontext einer 
modellbasierten Zustands- und Prozessüberwachung entwickelt werden. 
Etablierte Methoden der regressionsbasierten, vorausschauenden Instand-
haltung werden mit einer iterationsbasierten, teilprozessbezogenen Aus-
wertung für eine Berücksichtigung der Produktion in Losgröße 1 kombi-
niert.  Bild 36 verdeutlicht die Methodik in Anlehnung an die RFID-Tech-
nologie [51]. Im Falle sich abzeichnender Trends einzelner Wertverläufe in 
Richtung einer Hüllkurve, kann die Anzahl an Iterationen bis zur Über-
schreitung einer Hüllkurve approximiert werden. Detaillierte Ergebnisse 
wurden bereits veröffentlicht [P6]. 
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Bild 36: Methode für die vorausschauende Instandhaltung auf Basis einer modellbasierten 
Zustands- und Prozessüberwachung (angelehnt an [P6]) 
4.3.2 Systemeigenschaften 
In Anlehnung an den Lösungsansatz gemäß dem Vorgängerkapitel und 
dem bestehenden Handlungsbedarf aus Kapitel 2.6 wird in diesem 
Abschnitt ein Framework entwickelt, das die Implementierung von Syste-
men der modellbasierten Zustands- und Prozessüberwachung standardi-
siert und an verschiedene Einsatzszenarien in emergenten CPS anpassbar 
ist. Auf Basis der Ergebnisse der Anforderungsanalyse des Projekts S-CPS 
können die Systemeigenschaften in die vier Kategorien Kerneigenschaften, 
Interoperabilität, Adaptivität und Anwendbarkeit eingeordnet werden 
[P12, P14][S15][20, 21, 23, 266, 268]. 
Die Kategorien stellen keine trennscharfe Definition dar. Beispielsweise ist 
der Grad der Anwendbarkeit eng mit den Aspekten der Interoperabilität 
verbunden, da sich Inkompatibilitäten erheblich auf den Implementie-
rungsaufwand auswirken. Tabelle 10 fasst die geforderten Systemeigen-
schaften zusammen, bevor diese detailliert eingeführt werden. 
Kerneigenschaften 
Hinsichtlich der Kerneigenschaften bieten die Lösungsansätze von 
Van Tan et al. und Hästbacka et al. notwendige Mittel, um verarbeitete 
Daten aus der Zustandsüberwachung referenzarchitekturkonform mithilfe 
von OPC UA-Servern zu integrieren [222, 252]. Möglichkeiten für die vari-
able Gestaltung der Informationsverarbeitung offerieren Dennert et al. mit 
dem Lösungsansatz, Informationen über einen lose gekoppelten, anwen-
dungsinternen Datenbus ereignisgesteuert auszutauschen [257, 260]. Hier-
durch ist die Möglichkeit der Separation einzelner Monitoring-Funktiona-
litäten auf dedizierte Ausführungsstränge und somit auch eine verbesserte 
Skalierbarkeit gegeben. 
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Tabelle 10: Zusammenfassung geforderter Systemeigenschaften der Monitoring Engine 
Kerneigenschaften Interoperabilität 
• Signal- sowie modellbasierte Zustands- 
und Prozessüberwachung 
• Variabilität der Anwendungsstruktur
o Lose gekoppelte Systemkomponenten 
o Ereignisgesteuerte Daten- und 
Informationsverarbeitung 
o Flexible Orchestration von Monitoring- 
Prozessen und Diensten 
• Zwischenspeicherung von Daten zur
Kompensation von Verbindungsabbrüchen 
• Fähigkeiten zur zeitlichen Synchronisation
über nicht-echtzeitfähige Kommunikations-
standards 
• Skalierbarkeit des Systems zur Laufzeit 
• Unterstützung von Black Box-Modellen 
• Unterstützung von: 
o RAMI4.0 / I4.0K / VS 
o ISO 13374 / VDMA 24582 
o Kommunikationsstandards 
o Standardisierten Datenformaten 
o System- und Prozessmodellen 
o Virtualisierungskonzepten 
o VS für Datenexport 
Adaptivität Anwendbarkeit 
• Fähigkeit zur Selbstkonfiguration 
• Migrationskonzepte zur Anwendbarkeit in
existierenden Produktionssystemen
• Beachtung von Aspekten des Datenaufkom-
mens 
• Berücksichtigung von emergentem Verhalten 
und Plug and Produce-Mechanismen
• Einfachheit bei Entwicklung / 
Verteilung / Konfiguration 
• Erweiterbarkeit 
• Einheitliche Datenrepräsentation 
• Browserbasierte Benutzeroberfläche
• Funktionsblockkonzept 
Ein Initialisieren und Verknüpfen von Funktionsblöcken zur Systemlauf-
zeit ist notwendig, um die freie Konfiguration und Orchestration der infor-
mationsverarbeitenden Struktur zu erlauben. Bezüglich der Flexibilität und 
Emergenz von CPPS ist weiterhin die Chance zu berücksichtigen, Kompo-
nenten, Dienste, Datenpunkte und Modelle dynamisch hinzuzufügen oder 
zu entfernen. Hästbacka et al. fordern eine Lösung für die Zwischenspei-
cherung von Monitoring-Informationen für den effizienten Datenaus-
tausch in Produktionsnetzwerken [222]. Die Etablierung eines Logikblocks 
für die Datenpersistenz stellt hierfür eine Möglichkeit dar [257, 258]. Es 
bleibt allerdings in Abhängigkeit des Anwendungsfalls zu erörtern, ob eine 
dezentrale, in jeden Funktionsblock separat integrierte Persistenzlogik vor-
zuziehen ist. Ein weiterer erforderlicher Aspekt ist die zeitliche Synchroni-
sation von realen Produktions- und Modelldaten. Praktikabel erscheint 
hier die Annotation von Datenpunkten mit Zeitstempeln, welche auch 
Sreenuch et al. zu diesem Zweck nutzen [260]. Für die Zustands- und Pro-
zessüberwachung sollen die identifizierten Black Box-Modelle der 
Modeling Engine nutzbar sein. 
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Interoperabilität 
Bei der Systemgestaltung werden bisher eingeführte Interoperabilitäts-
standards unterstützt (vgl. Kapitel 2). Konzepte für die Zustandserfassung 
sind für eine Realisierung von Zustands- und Prozessüberwachungsfunkti-
onen essentiell. Neben dem Einsatz von Schnittstellenadaptern für Kom-
munikationsstandards ist die Herstellung einheitlicher Semantik eine wei-
tere Aufgabe. Seilonen et al. propagiert den Lösungsansatz einer schema-
basierten Transformation, der ein hohes Maß an a priori-Wissen impliziert 
[256]. Zu berücksichtigen sind insbesondere die Ergebnisse der Plattform 
Industrie 4.0 (vgl. Kapitel 2.1). Das Aufgabenspektrum der Funktionsbau-
steine beinhaltet eine Vielzahl von anwendungsspezifischen Funktionalitä-
ten, wie die Kapselung von Anwendungslogik, Algorithmen und Pro-
grammbibliotheken. Eine Integration von informationstechnischen Diens-
ten nach Ferreira et al. [317] gewinnt im Kontext verteilter CPS ebenfalls an 
Bedeutung. Die Isolierung von Anwendungen erfolgt mit Hilfe von Virtua-
lisierungstechnologien, um Ausführbarkeit und Kompatibilität auf einer 
Vielzahl von Systemplattformen sicherzustellen [318]. 
Die Monitoring Engine soll den Anwender zur strukturierten Gestaltung 
von dezentralen Überwachungsarchitekturen befähigen. Hierfür müssen 
unterschiedliche Blockstrukturen einschließlich ihrer Schnittstellen im 
Sinne des Kombinationskonzepts von VDMA 24582 und ISO 13374 spezifi-
ziert werden (vgl. Kapitel 2.2.4) [46–50]. Ergänzt werden Aspekte der 
Wandlung und Weiterentwicklung von informationsverarbeitenden Struk-
turen zur Abbildung maschineller Lernverfahren (vgl. Kapitel 2.2.3). We-
sentlich ist die Integration einer VS für den Datenexport (vgl. Kapitel 2.1.4). 
Adaptivität 
Neben den Kerneigenschaften und Aspekten der Interoperabilität ist die 
Adaptivität des entwickelten Frameworks von entscheidender Bedeutung. 
Relevant sind Mechanismen zur Selbstkonfiguration in Anlehnung an 
Informationsmodelle zu überwachender Komponenten und die Verfügbar-
keit von Migrationsstrategien zur Berücksichtigung vorhandener Anwen-
dungslogik. Emergentes Verhalten sowie Plug and Produce-Mechanismen 
von CPS implizieren weiterhin ein hohes Maß an Wandlungsfähigkeit der 
Monitoring Engine. Da die Steuerung der Produktionsprozesse in der 
industriellen Praxis über die physisch gleichen Kommunikationsnetzwerke 
wie auch die Ausführung von Systemen der Zustands- und Prozess- 
überwachung erfolgt, wird deren Auslastung berücksichtigt. Monitoring 
Engines werden folglich dezentral instanziiert und für die Vorverarbeitung 
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von Steuerungsinformationen und Prozessvariablen auf Ebene der Kompo-
nenten verwendet. Eine initiale Konfiguration der Monitoring Engine ist 
über die Nutzung eines SDHA in der VS eines zu überwachenden Systems 
möglich (vgl. Kapitel 4.1). In Anlehnung an das Konzept Plug and Produce 
wird hier der Lösungsansatz Plug and Monitor eingeführt. 
Anwendbarkeit 
Ein weiterer Zweck der Monitoring Engine ist es, dem Anwender erweiterte 
Funktionalitäten der Zustands- und Prozessüberwachung komplexitäts- 
reduziert zur Verfügung zu stellen. Standardisierte Methoden für Entwick-
lung, Verteilung und Konfiguration sollen die Implementierung in unter-
schiedlichsten Einsatzszenarien vereinfachen. In dieser Hinsicht bringt das 
von Binner entworfene Framework Restriktionen mit sich [191]. Der 
Lösungsweg von Dennert et al. sowie Sreenuch et al., die Informations- 
verarbeitung in Form einer Struktur verknüpfter Funktionsbaublöcke aus 
Konfigurationsdaten zu beziehen, schafft dagegen einen ungleich größeren 
Gestaltungsspielraum [257, 260]. Anwendungsinterne Modularisierung 
bzw. Kommunikation abseits von Schnittstellenadaptern ist ein Aspekt, der 
in den untersuchten Veröffentlichungen bislang nicht ausreichend defi-
niert ist (vgl. Kapitel 2.4 bis 2.6). Weitere Aspekte der Anwendbarkeit 
umfassen eine einheitliche Datenrepräsentation sowie die Umsetzung 
plattformunabhängiger, browserbasierter Benutzeroberflächen. Bild 109 
fasst die wesentlichen Funktionalitäten und Nutzergruppen der Monito-
ring Engine in einem Anwendungsfalldiagramm zusammen. 
4.3.3 Referenzarchitektursicht 
Aufbauend auf den Systemeigenschaften ist die Definition der Monitoring 
Engine in Anlehnung an den Lösungsraum von RAMI4.0 möglich. Hier 
umfasst das System Inhalte auf der Instanz-Ebene entlang der 
Life Cycle & Value Stream-Dimension. Analog zu Kapitel 4.2 wird der Auf-
bau entlang der Achse Layers beschrieben. Die Integration relevanter 
Assets erfolgt durch die Kommunikationsstandards OPC UA, HTTP und 
WS im Communication Layer. Neben OPC UA-basierten Informations- 
modellen sind teilsysteminterne, objektorientierte Informationsmodelle 
und GraphML-Repräsentationen im Information Layer zu berücksichtigen. 
Auf funktionaler Schicht (Functional) geschieht die Abbildung von Funkti-
onalitäten im Anwendungskontext, wie Zustands- und Prozessüberwa-
chung, Diagnose und Funktionalitäten zur vorausschauenden Instandhal-
tung. In der Ebene des Business Layer wird die Realisierung einer modell-
basierten Zustands- und Prozessüberwachung für CPS abgeschlossen. 
Zusammenfassend visualisiert Bild 37 den Systementwurf. 
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Bild 37: Modell der Monitoring Engine auf Basis von RAMI4.0, eigene Definition in 
Anlehnung an [P7][133] 
4.3.4 Entwicklungssicht 
Vordergründig hat die Monitoring Engine die Aufgabe, Systeme und Pro-
zesse unter Nutzung identifizierter System- und Prozessmodelle zu überwa-
chen. Aus den Systemeigenschaften und der Referenzarchitektursicht wird 
eine Entwicklungssicht abgeleitet (vgl. Bild 38). Nachfolgend werden die 
wesentlichen Komponenten des Systems definiert [P6-P9, P14, P15][S15]. 
Eingangs- und Ausgangsschnittstellen implementieren unterschiedliche 
Kommunikationsstandards und stellen Komponenten der Softwarearchi-
tektur dar, deren Nutzung durch die Konfiguration der Condition Monito-
ring-Funktionsblöcke (CMFB) festgelegt wird. Die Verantwortlichkeit 
beschränkt sich dadurch auf die Methoden zur protokollspezifischen Kom-
munikation. Im Rahmen von Sozio-CPS bilden webbasierte Schnittstellen 
für die Anbindung browserbasierter Anwendungen (HTTP und WS) sowie 
OPC UA als industrieller Kommunikationsstandard eine sinnvolle Teil-
menge aus der Vielzahl verfügbarer Kommunikationsstandards. Ein- und 
Ausgangsblöcke repräsentieren Funktionen für den Im- und Export von 
Daten und Informationen in die Informationsverarbeitung. Hierfür besitzt 
ein Eingangsblock nur eine Komponente zur Datenpublizierung, ein Aus-
gangsblock dagegen lediglich einen Datenkollektor, der Datenobjekte für 
die Nutzung im Datenbus bereitstellt. 
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Bild 38: Entwicklungssicht der Monitoring Engine (links) sowie Detaillierung eines 
CMFB (rechts) (angelehnt an [P6, P8][S15]) 
Adapter stellen die Verbindung von Ein- und Ausgangsschnittstellen zu 
Ein- und Ausgangsblöcken her und werden zur Laufzeit durch die Block-
verwaltung konfiguriert. Datenobjekte, die ein Ausgangsblock exportiert, 
können mehreren Ausgangsschnittstellen zur Verfügung gestellt werden. 
Gleichermaßen kann sich ein importiertes Datenobjekt aus Daten und 
Informationen zusammensetzen, die aus verschiedenen Datenquellen 
stammen und durch einen Eingangsblock zusammengeführt werden. Die 
freie Konfiguration sowohl von Schnittstellen als auch von Ein- und Aus-
gangsblöcken ermöglicht eine variable Einbindung der Monitoring Engine 
in das IoTS. Nachfolgend werden die wichtigsten Bestandteile detailliert. 
Condition Monitoring-Funktionsblock 
Die Abbildung der Anwendungslogik zur Zustands- und Prozessüberwa-
chung erfolgt auf der Grundlage von CMFB, die zur Informationsverarbei-
tung vorgesehene Funktionen in separierte Prozesse kapseln. Eine dynami-
sche Instanziierung dieser Architekturkomponenten erlaubt die Änderung 
der Spezifikation der Informationsverarbeitung der Monitoring Engine zur 
Laufzeit. Hierzu bezieht ein Block relevante Daten unter Nutzung von 
Datenkollektoren aus dem Datenbus, strukturiert diese und übergibt das 
Datenobjekt der eingebundenen Anwendungslogik zur Verarbeitung (vgl. 
Bild 38 rechts). Zurückgegebene Ergebnisse veröffentlicht ein Block über 
eine Datenpublizierung wiederum im Datenbus. Als verwaltendes Element 
eines CMFB gibt die Blockverwaltung vor, welche Informationen ausge-
tauscht werden und wie die Konvertierung zwischen Datenstrukturen zu 
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vollziehen ist. Weiterhin werden Methoden zur Verwaltung der CM-Funk-
tionen sowie zur Konfiguration von Datenkollektoren und Datenpublizie-
rungen durch die Konfigurationsverwaltung bereitgestellt. Im Gegensatz zu 
Datenkollektor und Datenpublizierung realisiert die Blockverwaltung eine 
Schnittstelle nach dem Request/Response-Prinzip, die nicht Teil des kon-
tinuierlichen Informationsflusses ist. Zustände und Eigenschaften eines 
Blocks, welche über die Verwaltungsschnittstelle beeinflussbar sind, stehen 
für Datenkollektoren zur Verfügung. Die Datenpublizierung veröffentlicht 
von der Anwendungslogik zurückgegebene Ergebnisse. Einen Aufruf der 
Anwendungslogik führt ein Datenkollektor aus. Mögliche Auslöser sind das 
Eintreffen neuer Datensätze, eine Änderung zu übergebender Datenobjekte 
oder der Ablauf eines Zeitintervalls. 
Alternativ zur nativen Implementierung der Anwendungslogik können 
Funktionalitäten zur Einbindung externer Dienste in die Informationsver-
arbeitung genutzt werden. Hierfür sind zusätzlich Aspekte der Synchroni-
sation durch die Annotation von Metadaten wie die Vergabe von Zeitstem-
peln oder Aspekte der Nebenläufigkeit zu berücksichtigen. Verantwortlich 
für die Konfiguration der VS zum Datenexport ist die Blockverwaltung, die 
wiederum entsprechende Ausgangsdaten von der Konfigurationsverwal-
tung erhält. Im Rahmen der Initialisierung werden die CMFB instanziiert 
und in einem anwendungsinternen Blockregister gespeichert. Eine Vergabe 
von Bezeichnern erlaubt den Zugriff auf einzelne CMFB über die Konfigu-
rationsverwaltung. 
Datenpersistenz 
Für den Zweck der Daten- und Informationspersistierung ist ein Daten-
bankadapter vorgesehen, der einen Datenkollektor und eine zur Laufzeit 
veränderbare Persistenzlogik umfasst. Die Interaktion mit nachgelagerten 
Datenbanken wird durch eine Datenbankschnittstelle abstrahiert. Bild 39 
verdeutlicht, wie Adapter der Ein- und Ausgangsblöcke unterschiedliche 
Schnittstellen in der Monitoring Engine und Methoden für die Daten-
persistenz bereitstellen. 
Konfiguration 
Als variables Framework für die Zustands- und Prozessüberwachung ist 
die Systemarchitektur der Monitoring Engine lösungsneutral und konfigu-
rierbar zu definieren. Die Verantwortlichkeit dafür, eine Anwender- 
konfiguration der drei dynamischen Komponenten der Informations- 
verarbeitung, also CMFB sowie Ein- und Ausgangsblöcke zur Laufzeit zu 
initialisieren, liegt bei der Konfigurationsverwaltung. In dieser wird eine 
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Organisation der dynamischen Struktur der Monitoring Engine durch das 
Initialisieren, Aktualisieren sowie Entfernen von Blockinstanzen zur Sys-
temlaufzeit realisiert. Eine Änderung der Konfigurationsdaten kann datei-
basiert lokal oder über eine Verwaltungsschnittstelle dienstbasiert erfolgen, 
bevor aktive Blockinstanzen angepasst werden. Den Zugriff auf die weite-
ren Methoden der Konfigurationsverwaltung wie das Pausieren von Block-
aktivitäten stellt ebenfalls die Verwaltungsschnittstelle bereit. Zugriff auf 
Methoden der Konfigurationsverwaltung kontrolliert die VS. Eine Kon-
figurationsverwaltung erlaubt die Modifikation der Systemkonfiguration 
bzw. von Ein- und Ausgangsblöcken (vgl. Bild 40). 
Bild 39: Aufbau von Ein- und Ausgangsblöcken sowie Datenbankadaptern als 
Schnittstellen der Informationsverarbeitung (angelehnt an [P6][S15]) 
Bild 40: Konfigurationsverwaltung der Monitoring Engine (angelehnt an [P6]) 
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Datenbus 
Eine Kopplung der Komponenten der Informationsverarbeitung geschieht 
lose und dynamisch durch einen Datenbus, der das Hinzufügen und 
Entfernen von Bestandteilen der Informationsverarbeitung in der Monito-
ring Engine ermöglicht. Als Bezeichner für die kommunizierten Daten 
dient der Ereignisidentifikator, der in der Blockkonfiguration festgelegt 
wird. Für die Publikation von Daten wird die Methode emit des Datenbus-
objektes genutzt (vgl. Bild 41). Der Datenkollektor abonniert benötigte 
Daten und Informationen, indem sich eine Datenakquisefunktion durch die 
Methode on auf den Ereignisidentifikator anmeldet. Eine Vereinheitlichung 
divergierender Datenstrukturen geschieht mittels der Definition geeigne-
ter Schemata in den beteiligten Datenkollektoren. Sobald ein entsprechen-
des Ereignis ausgelöst wird, ruft ein Datenbus angemeldete Datenakquise-
funktionen mit dem zu veröffentlichenden Datenobjekt als Argument auf. 
Dabei erlaubt eine Datenakquisefunktion, erhaltene Datenobjekte der 
Datenverwaltung des Datenkollektors zu übergeben. In der Konfiguration 
der Eingangsblöcke ist festzulegen, unter welcher Bezeichnung Datenob-
jekte zu veröffentlichen sind.  
Bild 41: Ereignisgesteuerte Funktionsweise des Datenbus (angelehnt an [P6]) 
4.3.5 4+2-Sichtenmodell 
Die Darlegung der Nutzenpotentiale der Monitoring Engine erfolgt in 
einem verdichteten Sichtenmodell. Unterschiedliche Perspektiven beim 
Systementwurf können hierdurch berücksichtigt werden. Spies themati-
siert ebenfalls Sichtenmodelle, welche die Komplexität bei der Entwick-
lung und in der Verwaltung betrieblicher Informationssysteme reduzieren 
[319]. Weitere Sichten wurden im Projekt S-CPS entwickelt [P8][23, 24, 
266, 268]. 
In diesem Zusammenhang wird das 4+1-Sichtenmodell nach Kruchten mit-
hilfe der RAMI4.0-basierten Architektur zum 4+2-Sichtenmodell ergänzt 
[66]. Eine graphische Einordnung der Funktionen der Monitoring Engine 
hinsichtlich des 4+2-Sichtenmodells nimmt Bild 42 vor, bevor die einzel-
nen Sichten eingeführt werden. 
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Bild 42: 4+2-Sichtenmodell für die Definition der Monitoring Engine als Erweiterung des 
4+1-Sichtenmodells nach Kruchten (angelehnt an [P6][66]) 
Die Ansicht des Systementwicklers nimmt die Entwicklungssicht ein. 
Wichtige Kriterien sind die Bewertung von Wiederverwendbarkeit und 
Anpassungsfähigkeit. Aus Entwicklungssicht ist die Monitoring Engine 
insbesondere durch eine modulare Gestaltung gekennzeichnet. Abstra-
hierte Entwicklungsschnittstellen erleichtern es, das System um zusätzli-
che Funktionalitäten zu erweitern. Eine Referenzarchitektursicht fokussiert 
die ganzheitliche Definition im Spannungsfeld zwischen Informations-, 
Automatisierungs- und PLM-Systemen unter Ausnutzung der bereits 
eingeführten Vorteile (vgl. Kapitel 2.1.3). 
Betrachtungsgegenstand der logischen Sicht ist die Interaktion des Auto-
matisierungs- und Domänenexperten mit dem System. Hier stellt die 
Monitoring Engine ein Werkzeug für die flexible Orchestration von Abläu-
fen der Informationsverarbeitung durch Konfigurationsanpassungen dar. 
Dabei spiegelt die Blockstruktur den Ansatz der Standards ISO 13374 und 
VDMA 24582 wieder, erweitert diese jedoch um Funktionalitäten wie eine 
ereignisgesteuerte interne Kommunikation zwischen Funktionsblöcken. 
Als generisch gestaltetes Framework gestattet es Anwendern die freie 
Gestaltung und Konfiguration von CM-Funktionalitäten. 
Die Prozesssicht thematisiert zeitlich veränderliche Eigenschaften eines 
Systems. Prinzipiell erlaubt der Datenbus die Unterstützung nebenläufiger 
Prozesse mittels entsprechender CMFB. Optionen zur Implementierung 
der Anwendungslogik auf mehrere Prozessorkerne bzw. Hardwareplatt-
formen stellen einen Fortschritt im Vergleich zum Stand der Technik und 
Forschung dar. Somit sind auch ressourcenintensive Verfahren realisierbar. 
Eine Kommunikation erfolgt ebenso wie die Steuerung des systeminternen 
Datenflusses ereignisgesteuert. Die ineffiziente Funktionsausführung und 
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Datenabfrage in festen Zeitintervallen ist somit nicht notwendig [320]. 
Erreicht wird eine sinnvolle Ausnutzung von Hardware- und Netzwerkres-
sourcen. Eine physische Sicht stellt den physischen Aufbau der Architek-
turkomponenten dar. Mit grundsätzlicher Kompatibilität zu Virtualisie-
rungstechnologien kann die Nutzung der Monitoring Engine plattformun-
abhängig erfolgen, was eine Anpassung an Topologieveränderungen von 
CPS ermöglicht. Entgegen der VDMA 24582 sieht der verfolgte Ansatz 
keine klare Zuordnung von CMFB zu den Hardwarekomponenten der AP 
vor. Stattdessen werden der Aufbau von SOA und Aspekte der vertikalen 
Integration unterstützt. 
Die Monitoring Engine ist für den Einsatz in unterschiedlichen Szenarien 
konzipiert. Folglich unterstützt sie ein breites Spektrum von der Anwen-
dung bei der Überwachung einzelner Komponenten und Prozesse bis hin 
zur ganzheitlichen Zustandsüberwachung komplexer CPPS. Einfache 
Konfigurierbarkeit und Aktualisierungsfähigkeit erlauben die fortlaufende 
Weiterentwicklung von CM-Anwendungslogik und Modellen. Gemeinsam 
bilden Modeling Engine und Monitoring Engine ein Gesamtsystem, das im 
Vergleich zu bestehenden Lösungsansätzen Vorteile für den Einsatz inner-
halb von emergenten CPS bietet. Das Zusammenspiel in Bezug auf die Life 
Cycle & Value Stream - Dimension bzw. den Lebenszyklus von zu überwa-
chenden Entitäten stellt Bild 43 dar. Im nächsten Kapitel wird aufbauend 
auf Modeling Engine und Monitoring Engine ein Bedienkonzept für Sozio-
CPS entwickelt. 
Bild 43: Definition von Modeling Engine und Monitoring Engine vor dem Hintergrund der 
Dimension Life Cycle & Value Stream in RAMI4.0 (angelehnt an [P6]) 
4.4 Bedienkonzept 
Für die Akzeptanz von Sozio-CPS ist die Gestaltung adaptiver HMI von 
hoher Bedeutung, bleibt jedoch in Normen wie VDMA 24582 und ISO 13374 
unberücksichtigt (vgl. Kapitel 2.6). Göhringer, Michl und Sutanto defi-
nieren dreidimensionale, browserbasierte Anwendungen, vernachlässigen 
jedoch Aspekte der Referenzarchitektur, semantischer Interoperabilität, 
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der Emergenz von zugrundeliegenden Systemen sowie Lösungsansätze für 
die automatisierte Generierung von HMI [195, 261, 321]. Merhof fokussiert 
die semantische Modellierung automatisierter Produktionssysteme zur 
Verbesserung der Integration zwischen Anlagenentwicklung und Steue-
rungsebene. Referenziert werden CAD und OPC UA-Daten zur Reali-
sierung einer animierten, browserbasierten Visualisierung. AML als Refe-
renzarchitekturstandard wird hierbei nicht eingesetzt [322]. Schleipen 
untersucht die Nutzung von AML im MES-Umfeld und stellt eine wichtige 
Grundlage für dieses Kapitel dar [175]. Analytische Informationssysteme 
und das Konzept der Operational Business Intelligence thematisieren 
ebenfalls die Komplexitätsreduzierung für den Menschen im Kontext von 
Industrie 4.0 [323]. Tabelle 11 grenzt das 3D-CPS-Konzept zum Stand der 
Technik und For-schung ab (vgl. Kapitel 2). 
Zur Bewältigung dieser Herausforderungen wird eine Methode für die 
Generierung dreidimensionaler, browserbasierter HMI auf Grundlage von 
Daten, Information und Wissen des Engineering-Prozesses eingeführt. Das 
Bedienkonzept wird im Folgenden als dreidimensionales Visualisierungs-
system zur modellbasierten Zustands- und Prozessüberwachung cyber- 
physischer Systeme (3D-CPS) bezeichnet. 3D-CPS ergänzt die in den Kapi-
teln 4.1 bis 4.3 eingeführten Systeme um eine plattformunabhängige 
graphische HMI und berücksichtigt ebenfalls eine Applikation in bestehen-
den Produktionssystemen. Bild 44 führt den zugrundeliegenden  Entwurf  
Tabelle 11: Abgrenzung des 3D-CPS-Konzepts zum Stand der Technik und Forschung 
Stand der Technik und Forschung 3D-CPS-Konzept 
Eingeschränkte Weiterverwendung von 
Daten aus dem Entwicklungsprozess für die 
Generierung von HMI 
Durchgängige Weiterverwendung von Daten, 
Informationen und Wissen aus dem 
Entwicklungsprozess zur automatisierten 
Generierung von HMI 
Unzureichende Adaptivität von HMI zur 
Laufzeit bei Plug and Produce-Konzepten 
Berücksichtigung von Aspekten der Emergenz, 
Anpassung der Visualisierung gemäß dem 
betrachteten System 
Fehlende Lösungsansätze zur ganzheitlichen 
Vernetzung von Produktionsressourcen, CPS, 
Systemen der Zustands- und Prozessüber- 
wachung und dem Menschen 
Ganzheitliche Betrachtung von instandhaltungs- 
und überwachungsbezogenen Funktionen, 
Prozessen und Daten bei der Gestaltung von HMI 
Uneinheitliche Verteilung von Anwendungs-
logik auf heterogene Visualisierungs- 
komponenten 
Nutzung einer standardisierten, übertragbaren 
Systemarchitektur bei der Entwicklung eines 
einheitlichen, verteilten Systems 
Nichtbeachtung von Aspekten der Referenz- 
architekturkonformität und Vorzugs- 
standards bei der Gestaltung von HMI 
Erforschung von HMI auf Basis der semantischen 
Interoperabilitätsstandards von RAMI4.0 
(OPC UA / AML) für die Gestaltung von 
referenzarchitekturkonformen HMI 
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Bild 44: Bidirektionale Kopplung von 3D-CPS, PLM-Systemen und CPS auf Basis 
gemeinsamer Beschreibung und Kommunikation (angelehnt an [P11]) 
einer Kopplung von CPS, PLM-Systemen und dem Mensch als Bediener 
mittels 3D-CPS ein (vgl. Kapitel 2.1.4). Einleitend werden entsprechend den 
Ergebnissen des Projekts S-CPS und dem motivierten Handlungsbedarf in 
Kapitel 2.6 relevante Funktionen, Lösungsansätze bzw. Technologien defi-
niert. Die Methodik zur Synthese einer RAMI4.0-kompatiblen System- 
architektur wird nachfolgend beschrieben, an die sich eine Spezifikation 
von Teilsystemen anschließt. Aspekte der Konfiguration, Inbetriebnahme, 
Nutzung und Performanz werden im Lösungsansatz fokussiert. Abschlie-
ßend erfolgt die Validierung der eingeführten Methodik anhand aus- 
gewählter CPS als Anwendungsszenarien, bevor Potentiale zur Weiterent-
wicklung aufgezeigt werden. Weitere Details wurden im Rahmen einer 
Veröffentlichung bereits behandelt [P11]. 
4.4.1 Lösungsansatz 
Vordergründig benötigen Anwender für die Betriebsführung Informatio-
nen zum Status von Anlagen, deren Komponenten sowie Produktions- 
prozessen. 3D-Visualisierungen erlauben hier eine präzise Lokalisierung 
von Daten und Informationen in der Systemtopologie. Zusammenfassend 
ergeben sich die in Tabelle 12 aufgeführten Gestaltungsaspekte sowie die 
im Rahmen von 3D-CPS verwendeten Lösungsansätze. 
Entsprechend dem Vorzugsstandard zur Feldgeräteanbindung FDI gemäß 
Kapitel 2.1.4 sind Baugruppen und Modulstrukturen hierarchisch zu 
visualisieren. Zweckgebunden müssen Modelle, Anomalien, Diagnosen, 
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Handlungsanweisungen und weitere Dokumente den Komponenten prä-
zise zuordenbar sein. Eine Unterstützung von Aspekten der Interoperabi-
lität wird durch eine plattform- und systemunabhängige Konzeption von 
3D-CPS angestrebt. Abgeleitet aus dem Systemzweck und den Ergebnissen 
des Projekts S-CPS sind Aspekte der Konfiguration, die Emergenz und 
Adaptivität von CPS Rechnung tragen, entscheidend [P8][20, 21]. Die Inbe-
triebnahme und Adaption an zur Laufzeit veränderliche Systemtopologien 
soll daher allein durch die Manipulation von Konfigurationsdateien und 
nicht durch Änderungen am Quelltext erfolgen. Aus den Gestaltungsaspek-
ten und Lösungsansätzen sowie RAMI4.0 ist eine Systemarchitektur 
synthetisierbar, die im nächsten Kapitel und einem Anwendungsfalldia-
gramm erläutert wird (vgl. Bild 110). 
Tabelle 12: Aspekte und Lösungsansätze zur Gestaltung von 3D-CPS, eigene 
Darstellung in Anlehnung an das Förderprojekt S-CPS [P8][20, 21] 
Gestaltungsaspekt Lösungsansatz 
Plattformunabhängige Implementierung zur 
Nutzung auf variablen Endgeräten 
Einsatz von browserbasierten Technologien 
Dreidimensionale Visualisierung von 
Gegenständen sowie kontextsensitive 
Bereitstellung von Anomalien, Diagnosen 
Verwendung der Vorzugslösungen AML und 
OPC UA unter Nutzung responsiver JS-Frame-
works sowie Integration der Monitoring Engine 
Unterstützung von Wandlungsfähigkeit bzw. 
dynamischer Systemtopologien induziert durch 
Plug and Produce-Mechanismen 
Realisierung von Funktionalitäten zur 
asynchronen, ereignisgesteuerten 
Aktualisierung visualisierter AML- 
Repräsentationen 
Herstellung von RAMI4.0-Konformität Bildung einer VS unter Nutzung von AML und 
OPC UA sowie Architekturgestaltung 
entsprechend RAMI4.0 
Effiziente Einrichtung und Konfiguration mit 
einem minimalen Maß an Expertenwissen 
Parametrisierung unter Verwendung der 
Vorzugslösung AML 
Flexible Einbindung von Datenquellen zur 
Verknüpfung mit Elementen der 3D- 
Visualisierung 
Verwendung der Vorzugslösungen AML und 
OPC UA 
Bidirektionale Kommunikation zwischen 
Browser und vorgelagerten Systemen 
Einsatz des WS-Kommunikationsstandards 
Einfache Portier- und Erweiterbarkeit Nutzung von Virtualisierungstechnologien und 
Verwendung modularer Standardbibliotheken 
Performanz bei der browserseitigen 
Daten- und Informationsverarbeitung 
Implementierung unter Nutzung eines 
parallelisierten Referenzierungskonzepts, das 
die effiziente Verarbeitung verknüpfter 
Geometriedaten erlaubt 
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4.4.2 Referenzarchitektursicht 
Für die Gestaltung von 3D-CPS existiert kein Vorzugsstandard, der die 
integrierte, browserbasierte und dreidimensionale Visualisierung von 
Daten und Informationen einer Zustands- und Prozessüberwachung 
umfassend erlaubt. 3D-CPS basiert daher auf einer Kombination von Vor-
zugsstandards aus dem Bereich der Informations-, Automatisierungs-, und 
PLM-Technologie. Die resultierende Systemarchitektur für die Konfigura-
tion, Gestaltung und Implementierung dreidimensionaler, browserbasier-
ter Visualisierungssysteme ist in Bild 45 modelliert. 
Nachfolgend wird die Zuordnung der Systemkomponenten entlang der 
RAMI4.0-Dimension Layers erläutert. Die Nutzung von AML und OPC UA 
sowohl in der Typerstellung als auch in der Anbindung von Instanzen 
beinhaltet die Life Cycle & Value Stream-Dimension vollständig. In der 
Asset-Schicht erfolgt die Integration des Menschen durch die Nutzung von 
3D-CPS in der Enterprise- bzw. Connected World-Ebene sowie von Maschi-
nen und Anlagen von Field Device bis Work Centers der Dimension 
Hierarchy Levels. Eine Einordnung der konkreten HMI geschieht in der 
Schicht Integration. Diese umfasst hinsichtlich Hierarchy Levels-Achse 
einen identischen Abschnitt zur Asset-Schicht. 
Bild 45: Modell von 3D-CPS auf Basis von RAMI4.0, eigene Definition in 
Anlehnung an [133] 
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Zur Auflösung der Limitierungen einer heterogenen Softwarelandschaft 
und herstellerspezifischen Datenformaten wird eine VS für die Konfigura-
tion des Visualisierungssystems gebildet. In der Schicht Communication 
geschieht die Kommunikation der Instanzen von Field Devices bis Connec-
ted World, während passive Gegenstände nicht fokussiert werden. Refe-
renzarchitekturkonform wird für die Integration emergenter Teilsysteme 
der Vorzugsstandard OPC UA eingesetzt. Durch die Möglichkeit des dyna-
mischen Hinzufügens von weiteren OPC UA-Servern wird ein hohes Maß 
an Skalierbarkeit erreicht. Webbrowser als Anwendungsplattform bedin-
gen, neben den RAMI4.0-Vorzugsstandards, die Nutzung weiterer Kom-
munikationsstandards aus der Domäne der IT. Eine Verbindung von 
Webbrowser und -server für die Bereitstellung und Anbindung der Brow-
seranwendung wird unter Nutzung der W3C-Kommunikationsstandards 
HTTP und WS realisiert. Als Alternative zu OPC UA bieten diese kein 
semantisch einheitliches Informationsmodell zur virtuellen Repräsenta-
tion von I4.0K [299, 324]. Entsprechend Kapitel 2.1.2 fordert die Umsetzung 
flexibler Systeme auf Ebene der Implementierung die Realisierung einzel-
ner Agenten, die eine lose Kopplung auf Basis von Publish/Subscribe- 
Bussystemen unterstützen. 
Bezüglich der Schicht Information sind neben den AML- und OPC UA- 
basierten Informationsmodellen auch anwendungsinterne Datenstruktu-
ren einzuordnen. Hinsichtlich der Dimension Life Cycle & Value Stream 
umfasst dies eine Abbildung von PLM-Daten und OPC UA-basierten 
Typklassensystemen im Type-Bereich sowie die Nutzung und Wartung die-
ser Modelle auf realen Instances. Die Informationsmodelle in OPC UA und 
das konsolidierte Datenformat AML dienen einer effizienten Konfiguration 
von 3D-CPS. Schnittstelle zum durchgängigen Engineering stellen AML-
Repräsentationen dar, auf deren Grundlage neue Elemente aufwandsarm 
in 3D-CPS integrierbar sind. AML ist damit sowohl in der Entwicklung der 
Types als auch in der Instance-Phase über den kompletten Lebenszyklus 
eines CPS von Relevanz. Neben dem Rahmenformat CAEX ist für die Dar-
stellung von dreidimensionalen physischen Gegenständen das Daten- 
format COLLADA essentiell. Herstellung von Interoperabilität zwischen 
Informationsmodellierung in OPC UA und AML erfolgt entsprechend 
Kapitel 2.1.4 gemäß DIN SPEC 16592 [185]. Die Forderung nach flexibler 
Konfiguration bedingt die Notwendigkeit der Entwicklung einer AML- 
basierten Funktionalität, die eine effiziente Systemeinrichtung ohne Quell-
textmodifikation erlaubt. Eröffnet wird die Möglichkeit zur Implementie-
rung von Self-X-Fähigkeiten, die Aspekte von Wandlungsfähigkeit zur 
Laufzeit unterstützen. Veränderte Anlagenbereiche sind damit entlang 
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der Dimension Life Cycle & Value Stream zu berücksichtigen. Die Funktio-
nalität der 3D-Visualisierung wird schließlich in der Schicht Functional 
abgebildet. Aufgrund der ganzheitlichen Adressierung von Systemen der 
Informations- und Automatisierungstechnologie findet die Modellierung 
abgesehen von der Hierarchieebene Product unter der vollständigen Nut-
zung der Dimensionen Layers, Hierarchy Levels sowie Life Cycle & Value 
Stream statt. Schließlich wird die Mensch-CPS-Interaktion auf Business-
Ebene dargestellt. 
4.4.3 Entwicklungssicht 
Aufbauend auf der Referenzarchitektursicht ist eine mehrteilige Architektur 
synthetisierbar (vgl. Bild 46). Entsprechend des eingeführten Migrations- 
sowie I4.0K-Konzepts in Kapitel 4.1 erfolgt eine Datenakquise, die eine 
variable Anzahl an OPC UA-Servern sowie weitere Systeme, wie die Mode-
ling Engine oder die Monitoring Engine beinhaltet. Ein Agent 3D-CPS  
Server dient der Bereitstellung von 3D-CPS Client-Anwendungen für End-
geräte sowie der Weiterleitung von Laufzeitdaten und AML-Repräsentati-
onen an die Instanzen des 3D-CPS Clients. Der Bereich 3D-CPS Client steht 
für eine Applikation, über die der Benutzer mit dem Sozio-CPS interagiert. 
Bild 46: Entwicklungssicht von 3D-CPS (angelehnt an [P11]) 
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Im weiteren Verlauf des Kapitels wird die Systemgestaltung im Rahmen 
einer Dekomposition des Gesamtsystems vorgenommen. Die Einbindung 
des Menschen in das Sozio-CPS durch kontextsensitive Darstellung von 
Systeminformationen erlaubt die Browseranwendung 3D-CPS Client. Um 
Flexibilität und Erweiterbarkeit sicherzustellen, ist die Anwendungslogik 
im 3D-CPS Client in einzelne Module gekapselt. Eine Kommunikation 
zwischen diesen Modulen findet mit Hilfe definierter Nachrichten statt,  
die ereignisgesteuert mittels eines applikationsinternen Datenbus ausge-
tauscht werden. Hieraus resultiert die Möglichkeit, neue Module in den  
3D-CPS Client zu integrieren bzw. auszutauschen, ohne das Anpassungen 
an vorhandenen Modulen erforderlich sind. Ergänzend wird das Teilsystem 
OPC UA Client Bridge Adapter zur Bereitstellung einer übergreifenden 
OPC UA-Kommunikationsmöglichkeit eingesetzt. Die Verbindung von 
AML-Repräsentation, COLLADA-Dateien und OPC UA-Daten findet 
durch Interpretation einer standardisierten, semantisch einheitlichen 
Beschreibung statt. 
Auf Basis der Komponente Steuerung erfolgt eine Initialisierung dieser 
Funktionalität, die serverseitige Komponente AML Loader fordert AML-
Repräsentationen an und übergibt diese an den Agent AML Manager. 
Letztgenannter verwaltet diese Inhalte und stellt Methoden zur Abfrage 
von Objekten und Datenstrukturen zur Verfügung. Komponenten des 
3D-CPS Clients nutzen die Schnittstelle, um die Struktur selektierter AML-
Objekte anzuzeigen. Ergänzend werden an dieser Stelle referenzierte 
COLLADA-Dateien im Rahmen der AML-Verarbeitung identifiziert und 
dem COLLADA Loader zur asynchronen Abfrage der Referenzen überge-
ben. Weiterhin lässt die Verknüpfung der AML-Repräsentation, der COL-
LADA-Dateien und der OPC UA-Daten auf Basis eines Referenzierungs-
konzepts, eine durchgängige und redundanzfreie, dreidimensionale Visua-
lisierung realer Anordnungen und Systemtopologien zu. Eine Ereignis-
verarbeitung erlaubt die Visualisierung von Anomalien und Diagnosen 
sowie die Quittierung durch den Nutzer. Schließlich enthält der Agent 
HMI die Komponenten Kontext- und Menüleiste sowie Hauptansicht zur 
graphischen Visualisierung der Inhalte. 
Bezüglich der Struktur des 3D-CPS Servers sind drei Agenten wesentlich. 
Stammdaten physischer und virtueller Gegenstände verwaltet ein zentraler 
Datenspeicher. Neben den AML-Repräsentationen umfassen diese referen-
zierte Daten, wie COLLADA-Dateien, Dokumentationen, Handlungs- 
anweisungen als auch identifizierte SDHA der Modeling Engines oder 
Referenzen auf weitere Dateien. Der Agent AML Loader ist für eine Vorver-
arbeitung zuständig und kommuniziert entsprechende Daten direkt an den 
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3D-CPS Client. Ereignisgesteuerter Austausch von Anlagenbestandteilen in 
Anlehnung an das Plug and Produce-Paradigma erfordert hierbei das 
Einlesen und Zusammenführen von AML-Repräsentationen zur Laufzeit 
des Systems. Parallel stellt der Bereich Webserver die für den 3D-CPS Client 
notwendigen statischen Daten, wie Webseite (HTML), Formatierung 
(Cascading Style Sheets - CSS), Anwendungslogik (JS) und Inhalte im 
Datenspeicher bereit. Typischerweise erfolgt die Kommunikation unter 
Nutzung von HTTP und WS. Eine Serverkomponente der OPC UA 
Client Bridge ist das Gegenstück zum browserbasierten OPC UA Client 
Bridge Adapter. Als bidirektionaler, WS-basierter Kommunikationskanal 
behandelt dieser den Informationsrückfluss durch Benutzereingaben. Wei-
terhin ist das Modul für die Kommunikation und Akquise von Daten vor-
gelagerter Systeme zuständig. Neben OPC UA ist an dieser Stelle ebenfalls 
die Unterstützung von HTTP und WS mittels einer Implementierung 
möglich. Aus physischer Sicht sind die Hauptkomponenten 3D-CPS Server, 
3D-CPS Client sowie die vorgelagerten Systeme in Anlehnung an existie-
rende Virtualisierungskonzepte unabhängig ausführbar (vgl. Bild 47) [318]. 
Denkbar sind Szenarien, in denen Webserver auf skalierbaren, cloudbasier-
ten Servern installiert sind und der AML Loader aus Gründen der Informa-
tionssicherheit in einem gesicherten, unternehmensinternen Netzbereich 
betrieben wird. Zur Validierung des Konzepts wurden 3D-CPS Server und 
3D-CPS Client auf Basis der Node.js-Plattform bzw. des Google Chrome 
Webbrowsers realisiert [298, 300, 325]. Nachfolgend wird die Visualisie-
rungs- und Kernelementgestaltung des Agenten HMI vertieft. 
Bild 47: Physische Sicht auf 3D-CPS (angelehnt an [P11]) 
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4.4.4 Visualisierungs- und Kernelementgestaltung 
Grundlegend umfasst die Benutzeroberfläche Funktionalitäten zur Modifi-
kation graphischer Elemente verteilt auf Visualisierungsszenen, die jeweils 
Hauptansicht, Menü- und Kontextleiste enthalten. Eine Menüleiste bietet 
anwendungstypische, generische Funktionalitäten wie die Einstellung end-
gerätespezifischer Ansichten. Weiterhin differenziert die Kontextleiste 
zwischen Objektbrowser, AML bzw. OPC UA-basierten Daten und Ereignis-
speicher. Dabei stellt der Objektbrowser AML-basierte, hierarchische Struk-
turen dar. Verschiedene Objekttypen sind durch farbliche Kennzeichnung 
unterscheidbar. Ist ein Objekt in der Visualisierungsszene selektiert, wer-
den Informationen unter Nutzung der OPC UA Client Bridge kontextuell 
abgerufen und angezeigt. Im Fall einer spezifischen Anlagenkomponente 
sind dies in der AML-Repräsentation verknüpfte OPC UA-Daten und deren 
Attribute sowie die Anzeige und Quittierung detektierter Anomalien, 
Ereignisse und Diagnosen. Die browserbasierte Visualisierung objektbezo-
gener Dokumente erfolgt in einer Kontextleiste, die Handlungsanweisun-
gen oder Dokumentationen enthält, welche wiederum in der AML-Reprä-
sentation verknüpft sind. Sofern aktiviert, werden Prozessvariablen und 
Steuerungsinformationen in Overlays angezeigt, die intuitiv positionierbar 
sind. In Bild 48 ist die Benutzeroberfläche von 3D-CPS dargestellt. 
Bild 48: Visualisierung eines Prüfsystems in 3D-CPS (angelehnt an [P11]) 
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Für die Verarbeitung empfangener Ereignisse ist das in Bild 49 skizzierte, 
Modul Ereignisverarbeitung verfügbar. Bei Detektion eines Ereignisses wird 
dieses auf Basis des bereits eingeführten Publish/Subscribe-Entwurfs- 
musters publiziert und löst auf den beziehenden Menüleisten einen Vor-
gang zur Aktualisierung der Visualisierung aus. Wesentlich ist hierbei  
die Unterstützung des RAMI4.0-Standards OPC UA AC entsprechend  
Kapitel 2.1.4. Das Eintreten eines Ereignisses führt zur Einfärbung des  
verknüpften visualisierten Gegenstands und nutzt dabei die Konventionen 
der VDMA 24582 [46]. Mit der Selektion des Elements sind im Meldungs- 
bereich weitere Metadaten zu den Meldungen einsehbar. Ist ein Fehler 
behoben bzw. die Ursache für eine Anomalie identifiziert, kann die Mel-
dung quittiert und somit aus der Liste der Meldungen und dem OPC UA 
Server entfernt werden. Zur Rückführung des Benutzerwissens sind ent-
sprechend dem Sozio-CPS-Konzept Handlungsanweisungen erstellbar, 
deren Persistierung im Datenspeicher des 3D-CPS Server erfolgt. 
Die Forderung nach einer performanten, dreidimensionalen Browser- 
anwendung bedingt die Nutzung der Web Graphics Language (WebGL) als 
technologische Basis für die weitere Spezifikation. WebGL offeriert eine 
JS-basierte Programmierschnittstelle für die dreidimensionale Datenvisua-
lisierung [326]. Eine WebGL-Repräsentation wird grundsätzlich unter 
Angabe von Geometrie, Material und Licht determiniert. Zur Darstellung 
AML-basierter, dreidimensionaler Inhalte ist die Verarbeitung und Anzeige 
des COLLADA-Datenformats notwendig. Existierende WebGL-Bibliothe-
ken verfügen über Parser-Implementierungen, die einen wesentlichen Teil 
der COLLADA-Spezifikation abdecken und damit eine potentielle 
Ausgangsbasis für die Verarbeitung von AML darstellen [327, 328]. 
Die Erweiterung um eine Funktionalität der Dateireferenzierung erlaubt 
eine Verwaltung zusammengesetzter AML-Inhalte. Initial wird eine Haupt-
datei analysiert, welche über Referenzen weitere COLLADA-Inhalte zur 
Reduzierung der Komplexität und Einzeldateigröße einbindet. 
Bild 49: Ereignisverarbeitung in 3D-CPS (angelehnt an [P11]) 
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Eine Interpretation der COLLADA-Inhalte findet im 3D-CPS Client statt. 
Zur Unterstützung dynamischer Topologien von CPS ist ein Mechanismus 
notwendig, mit dem Bestandteile der WebGL-Szene ohne einen Neustart 
der Anwendung veränderbar sind. Hierfür wird eine Programmbibliothek 
zur Interpretation dieses Schemas eingeführt [328]. Aufbauend auf der 
COLLADA-Referenzierung ist eine Verbindung mit vorgelagerten Daten-
quellen möglich. Mit Hilfe der AML-spezifischen InternalLink-Funktio- 
nalität sind Objekte im Datenspeicher bzw. der AML-Repräsentation  
verknüpfbar. Neben der Verwendung von Basiselementen erfolgt die Ver-
bindung durch Annotation von OPCTag-Attributen. Die Herstellung von 
Relationen zwischen beliebigen Elementen ist wesentliche Grundlage zur 
Anzeige von Informationen im Zusammenspiel mit einem dreidimensiona-
len Visualisierungssystem. Bild 50 zeigt einen exemplarischen Ausschnitt 
einer AML-Repräsentation zur Verdeutlichung des Konzepts [P11]. Zusam-
menfassend ist eine Methode zur Implementierung von I4.0K-Visualisie-
rungssystemen synthetisierbar, die den Workflow von der Erstellung einer 
AML-Repräsentation über das Referenzierungskonzept bis zur Erzeugung 
anwendungsinterner Referenzen umfasst (vgl. Bild 51). Da OPC UA als 
RAMI4.0-Vorzugsstandard zur Feldgeräteintegration nicht zur direkten 
Kommunikation von I4.0K und Webbrowsern vorgesehen ist, bedarf es 
eines Verfahrens, das OPC UA-basierte Daten und Informationen zur 
Verarbeitung für browserbasierte Applikationen kapselt. 
 
Bild 50: Verknüpfung von AML-Objekten, COLLADA 3D-Geometrien, zugehöriger Daten 
bzw. Informationen und vorgelagerter OPC UA Server 
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Unter Verzicht auf redundante Konfigurationsmechanismen etabliert das 
Modul OPC UA Client Bridge Verbindungen zu vorgelagerten OPC UA- 
Servern von I4.0K (vgl. Bild 52). Hierzu gehört das Einrichten von Sessions, 
Subscriptions und Monitored Items [160]. Eine Reduzierung der Systemlast 
und des Datenaufkommens, bedingt durch den Zugriff diverser 3D-CPS  
Clients auf identische Ressourcen, wird mittels effizienter Zwischenspei-
cherung und Wiederverwendung einzelner Subscriptions erreicht. Nach 
dem Konzept ferner Prozeduraufrufe wird der OPC UA Server durch den 
3D-CPS Client gesteuert [160]. Für die Umsetzung der Funktionalitäten der 
Verbindungsverwaltung von OPC UA-Verbindungen sowie der WS-basier-
ten Netzwerkkommunikation wird auf die Software-Bibliothek Socket.IO 
zurückgegriffen [329]. Ein hohes Maß an Interoperabilität zwischen der 
Client- und Serverkomponente der OPC UA Client Bridge induziert die 
Nutzung von Mechanismen, die Methodenaufrufe und Parameter seriali-
sieren und mittels WS-Verbindungen an den Server senden (vgl. Bild 53). 
 
 
Bild 51: Entwickelte Methodik zur Generierung von RAMI4.0-konformen Visualisierungs-
systemen (angelehnt an [P11]) 
 
 
Bild 52: Systemarchitektur der OPC UA Client Bridge (angelehnt an [P11]) 
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Bild 53: Interaktion von OPC UA Client Bridge Adapter, OPC UA Client Bridge und OPC 
UA Server (angelehnt an [P11]) 
4.5 Verbesserung von Diagnosefähigkeiten 
Die stetige Verbesserung des Überwachungs- und Instandhaltungsprozes-
ses durch kontextbezogene Annotation von Metadaten erfolgt auf Basis 
eines Diagnosesystems für cyber-physische Systeme (D-CPS). Der Mensch 
zeichnet sich durch sein Problemlösungsvermögen und Flexibilität aus, 
was es ihm ermöglicht auf unvorhersehbare Situationen entsprechend zu 
reagieren (vgl. Kapitel 2.3). Modellbildung, Analyse und Diagnose werden 
in Modeling Engine und Monitoring Engine durchgeführt sowie diagnosti-
zierte Fehler und Handlungsanweisungen an Stakeholder übermittelt. Die 
Rückmeldung ist jedoch ein wichtiger Bestandteil für Bewertung und 
Verbesserung eines lernenden Systems (vgl. Kapitel 2.2.3). In einem ersten 
Schritt werden nicht erkannte Fehler proaktiv in Trainingsdaten zur 
Nutzung in maschinellen Lernprozessen annotiert, was einen wichtigen 
Beitrag zur Verbesserung von Diagnosefähigkeiten und zur Identifikation 
von Ursache-Wirkungsbeziehungen darstellt. Eine Reflektion und Ver-
knüpfung von Anomalien, Diagnosen und Reparaturanweisungen durch 
den menschlichen Bediener ist die Grundlage für eine weitere Verbesse-
rung des Gesamtsystems. Auf Basis der Erzeugung und Modifikation von 
Fehlerbeschreibungen und Handlungsanweisungen kann Wissen formali-
siert werden (vgl. Bild 54). Fokussiert wird die Rolle des Instandhalters. 
Ausgangspunkt hierfür sind Konzepte des Wissensmanagements im Um-
feld der Zustands- und Prozessüberwachung [217]. 
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Bild 54: Rückführung des menschlichen Erfahrungswissens zur fortlaufenden 
Verbesserung von Diagnosefähigkeiten [P8, P9] 
Die Strukturierung und Bezeichnung einzelner Elemente folgt der Ontolo-
gie von Fehler-Ursachenbeziehungen nach Michl [195]. Ein wichtiger 
Schritt umfasst dabei die Transformation von individuellem, implizitem 
Wissen in explizites, kollektiv nutzbares Wissen durch das Konzept der 
Wissensspirale nach Nonaka und Takeuchi [330]. Die Fehlerbehandlung  
in automatisierten Montagesystemen thematisiert Heller [331]. Reidt be-
schreibt die Verknüpfung von herstellerspezifischen und standardisierten 
Fehlerkodierungen [266]. Bild 55 zeigt die Entwicklungssicht des Systems 
und dessen Eingliederung in den Gesamtentwurf. Relevante I4.0K, 3D-CPS, 
Modeling Engine und Monitoring Engine sowie existierende Systeme der 
Zustands- und Prozessüberwachung werden berücksichtigt. D-CPS führt 
erkannte Fehler, Anomalien und Instandhaltungszeitpunkte zusammen 
und integriert Fehlerbeschreibungen, Handlungsanweisungen sowie Mo-
delle mittels Methoden der Datenfusion [P8]. Hierfür sind semantische 
Technologien von Bedeutung (vgl. Kapitel 2.1.4). D-CPS Client steht für den 
browserbasierten Anteil der Anwendungslogik, während D-CPS den server-
seitigen Anteil repräsentiert. Für die konkrete Verbesserung der Klassifika-
tionsfähigkeiten stellen Nutzereingaben eine geeignete Möglichkeit dar 
[P8][S4, S25]. Bild 56 verdeutlicht das Konzept einer Sozio-CPS-basierten 
Zustandsüberwachung, in der ein Sozio-CPS-Klassifikator Fehlerwahr-
scheinlichkeiten berechnet und damit über die Notwendigkeit von  
Instandhaltungsmaßnahmen entscheidet. Die Erzeugung dieses Sozio-
CPS-Klassifikators erfolgt in der Modeling Engine. Bestimmte Kombinati-
onen bzw. zeitliche Abfolgen von Prozessvariablen und Steuerungsinfor-
mationen können um Nutzereingaben als entsprechende Zielwerte für ein 
überwachtes Lernen von Klassifikatoren erweitert werden (vgl. Kapitel 2.2). 
Weiterführende Untersuchungen sowie Details zu Fehlerbeschreibungen 
und Handlungsanweisungen sind im Kontext des Projekts S-CPS bereits 
veröffentlicht [P8, P9][266]. Bild 111 fasst die Anwendungsfälle zusammen. 
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Bild 55: Entwicklungssicht des D-CPS im Kontext der definierten Systeme 
 
 
Bild 56: Konzept für die Abbildung klassifikationsbasierter Fehlerdiagnose im Kontext von 
Sozio-CPS (angelehnt an [P6-P8][266]) 
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4.6 Optimierungskonzept 
Die bisher eingeführten Systeme des Sozio-CPS fokussieren die modell- 
basierte Zustands- und Prozessüberwachung. Die Migrationsstrategie auf 
Basis der VS stellt Kompatibilität mit existierenden und neu zu planenden 
Systemen sicher und impliziert geringe Einführungsaufwände. Für eine 
weitere Effizienzsteigerung ist jedoch ein aktiver Eingriff in die Steuerung 
und Konfiguration der überwachten Systeme im Sinne einer Optimierung 
der klassischen Zielgrößen Zeit, Kosten, Qualität und Energie erforderlich 
[332]. Während der Mensch Zielgrößen und Rahmenbedingungen vorgibt, 
soll eine Parameteroptimierung von CPS durch Self-X-Fähigkeiten unter-
stützt werden (vgl. Kapitel 2.1.2). Für die Selbstoptimierung von intelligen-
ten technischen Systemen sind Lösungsansätze im Stand der Technik und 
Forschung vorhanden [111, 265, 333–339]. Handlungsbedarf besteht im  
Bereich von Lösungsansätzen, die semantische Interoperabilitätsstandards 
und Referenzarchitekturkonformität berücksichtigen. 
Vor dem Hintergrund der definierten Themenstellung soll evaluiert wer-
den, welchen Beitrag die entwickelten Systeme und Teilsysteme leisten 
können. Bild 57 führt ein Konzept ein, das die bisherigen Lösungsansätze 
um Aspekte der Selbstoptimierung erweitert und nachfolgend erläutert 
wird. Ein reflektorischer Operator erlaubt das echtzeitfähige und effiziente 
Verarbeiten von Daten entlang deterministischer Logikpfade in einem 
reflektorischen Kreis. Neben steuernden und regelnden Funktionalitäten 
werden die Anwendungslogiken der Monitoring Engine vordergründig 
diesem Agenten zugeordnet. 
Die Modellidentifikation und die Systemoptimierung erfolgen vordergrün-
dig in einem kognitiven Kreis. Hierfür ist ein kognitiver Operator von 
Bedeutung, der nur weichen Echtzeit anforderungen unterliegt und die 
Auswahl von Steuerungsparametern in Abhängigkeit zu optimierender 
Zielgrößen vornimmt. Maßnahmen zur Optimierung durch kognitive Re-
gulierung setzen die Verfügbarkeit maschinenlesbarer, semantisch einheit-
licher Informationen sowie von Verhaltens- und Systemmodellen voraus. 
Eine konfigurationsspezifische Erhebung von Prozessvariablen, aktiven 
Teilprozessen und Zeitinformationen kann durch VS erfolgen. Die Modeling 
Engine ist Ausgangspunkt für eine Applikation maschineller Lernverfahren 
zur Identifikation von SDHA. Auch in diesem Kontext sind 3D-CPS, D-CPS 
sowie weitere anwendungsspezifische HMI zur Wahl des Optimierungs-
ziels im Rahmen IoTS-basierter Kommunikation einzusetzen. Dies ist die 
Grundlage für die Deklaration von Steuerungsinformationen und Prozess-
variablen, die zu überwachen bzw. zu optimieren sind. 
4.6    Optimierungskonzept 
93 
Bild 57: Architektur für die Selbstoptimierung technischer Systeme, eigene Erweiterung in 
Anlehnung an [111, 265, 333–339]. 
In diesem Kapitel wurde die Architektur eines Sozio-CPS für die modell-
basierte Zustands- und Prozessüberwachung aufbauend auf dem Stand 
der Technik und Forschung sowie dem Handlungsbedarf definiert. Einge-
führte Konzepte werden im folgenden Kapitel in drei unterschiedlichen 
Anwendungsfällen implementiert und der Lösungsansatz anhand der 
Ergebnisse evaluiert.
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5 Validierung 
Um das Konzept der Sozio-CPS in der modellbasierten Zustands- und Pro-
zessüberwachung zu validieren, wurde der Systementwurf aus Kapitel 4 in 
insgesamt drei unterschiedlichen Szenarien anhand des eingeführten 4+2-
Sichtenmodells implementiert. Hierzu gehört ein Prüfsystem für elektro-
mechanische Baugruppen, ein mehrspindliges Bearbeitungszentrum im 
Bereich der spanenden Fertigung sowie eine Heißcrimpanlage als Anwen-
dung im Elektromaschinenbau. Es stehen in Abhängigkeit der produkti-
onstechnischen Anforderungen verschiedene Sichten und Facetten der 
Systemgestaltung im Vordergrund. Entsprechend wurden ausgewählte 
Teilsysteme konkret umgesetzt, andere Aspekte und notwendige graphi-
sche Benutzeroberflächen werden konzeptionell überprüft. 
Tabelle 13 gibt einen Überblick über die Validierungsszenarien. Während 
der Lösungsspezifikation werden, solange es die Rahmenbedingungen zu-
lassen, die Vorzugsstandards von RAMI4.0 eingesetzt. Technologisch 
basiert die konkrete Umsetzung wesentlich auf plattformübergreifenden 
Laufzeitumgebungen für parallelisierte Web- bzw. IoTS-Applikationen. 
Stellvertretend für eine Reihe vergleichbarer Lösungsansätze wurde die 
Plattform Node.js und die Programmiersprache Python ausgewählt, die 
sich auf Basis der Google V8 JS-Laufzeitumgebung, einer hohen Skalierbar-
keit für verteilte Anwendungen sowie durch die Unterstützung von Kom-
munikationsstandards im Bereich der Informations- und Automatisie-
rungstechnologie anbieten [298, 340, 341]. Gemäß der in Kapitel 4 definier-
ten physischen Sicht und der Container-Methodik erfolgt die Verteilung 
der Teilsysteme mittels der Virtualisierungstechnologie Docker [318]. Die 
Anwendbarkeit von 3D-CPS wurde bereits in Kapitel 4.4 evaluiert und wird 
zugunsten der anderen Systeme zurückgestellt. Im Rahmen der Umset-
zung wurde entlang von Refactoring-Zyklen schrittweise Quelltext von 
einer skriptbasierten Funktionssammlung in eine objektorientierte und 
damit wiederverwendbare Programmbibliothek überführt. Es wird eine 
Verteilung der Anwendungslogik vor dem Hintergrund der definierten 
Gesamtsystemarchitektur und des 4+2-Sichtenmodells auf unterschiedli-
che Dienste vorgenommen. Die konsequent browserbasierte Konzeption 
der HMI ist die Grundlage für eine Nutzung der entwickelten Artefakte auf 
einer Vielzahl von Endgeräten. Neben ausgewählten quantitativen Krite-
rien zur Beurteilung sind auch Systemeigenschaften von Bedeutung, die 
qualitativ beschrieben werden. Hierzu gehören Konfigurierbarkeit, Bedien-
barkeit und Zuverlässigkeit. Das zur Nutzung notwendige Expertenwissen 
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zur Modellbildung soll grundsätzlich nach dem Sozio-CPS-Konzept mini-
miert werden. Entwickelte Teilsysteme fügen sich nahtlos in verteilte, ver-
änderliche Topologien und Systemstrukturen ein. 
Tabelle 13: Beschreibung der Validierungsszenarien des Sozio-CPS 
Validierungs-
szenario Kriterien 
Beteiligte 
Systeme 
Über- 
greifend 
Anwendbarkeit von VS für die Datenakquise sowie des Plug 
and Monitor-Konzepts 
VS 
Identifizierbarkeit von System- und Prozessmodellen 
unter Nutzung von Lernalgorithmen 
Modeling 
Engine 
Ergonomie dreidimensionaler, referenzarchitektur- 
konformer Datenvisualisierung 
3D-CPS 
Elektronik- 
produktion 
Modellbasierte Zustands- und Prüfprozessüberwachung eines 
Prüfsystems für elektromechanische Baugruppen im Fall der 
Prozessvariablen elektrische Energie und Druckluft 
Monitoring 
Engine 
Synthese einer Gesamtsystemarchitektur sowie Integration 
der Systeme in das Umfeld einer Smart Factory 
Gesamt- 
system 
Bewertung der Umsetzbarkeit von HMI für Sozio-CPS unter 
Nutzung von Webtechnologien 
D-CPS 
Evaluierung der Verbesserung der Anlagendiagnose durch 
fortlaufende Integration von Benutzerwissen 
D-CPS 
Erweiterbarkeit von Zustands- und Prozessüberwachung um 
Aspekte der modellbasierten Optimierung 
Optimiza-
tion Engine 
Spanende 
Fertigung 
Evaluierung der Eignung von VS zur Konfiguration eines mikro-
elektromechanischen Messsystems zur Schwingungsanalyse 
VS 
Modellbasierte Zustandsüberwachung von Vorschubachsen 
eines Bearbeitungszentrums mittels der Zustandsmerkmale 
bzw. Prozessvariablen Motordrehmoment, Umkehrspiel 
und Beschleunigung 
Monitoring 
Engine 
Bewertung der Fertigungsprozessüberwachung mittels 
Beschleunigungsdaten unter Verzicht auf diskrete 
Steuerungsinformationen 
Monitoring 
Engine 
Elektro- 
maschinen- 
bau 
Modellbasierte Zustandsüberwachung von Verschleiß- 
komponenten einer Heißcrimpanlage durch die Analyse von 
Energiedaten 
Monitoring 
Engine 
Validierung der Fähigkeit zur Prädiktion der Produktqualität 
auf Grundlage von Temperaturdaten im Fügeprozess 
Monitoring 
Engine 
Analyse der Nutzenpotentiale bei der Rückführung menschli-
chen Wissens der Anomalie- und Fehlerklassifikation 
D-CPS 
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5.1 Wandlungsfähige Prüfsysteme für 
elektromechanische Baugruppen 
Ein wichtiges Ziel im Kontext von Industrie 4.0 ist die Herstellung indivi-
dualisierter Produkte bei Losgröße 1 zu Kostenstrukturen einer Großseri-
enproduktion (vgl. Kapitel 1 und Kapitel 2). Im Bereich der Produktion 
elektromechanischer Baugruppen fordert dieses Paradigma Prüfsysteme, 
die effizient an veränderte Prüfaufgaben anpassbar sind. Die Flexibilisie-
rung der Überwachung von Komponenten der Prüfprozesse ist in diesem 
Zusammenhang in gleicher Weise notwendig. Gegenstand des Validie-
rungsszenarios ist daher die Entwicklung eines Sozio-CPS zur modell- 
basierten Komponentenzustands- und Prüfprozessüberwachung in Anleh-
nung an die Förderprojekte S-CPS und Optisches Positions- und Energie-
messsystem (OPEM) [P6][23, 303]. 
Tabelle 14 stellt Ausgangssituation und Innovation des vorliegenden 
Anwendungsfalls gegenüber. Ausgewählte Inhalte, welche die Erprobung 
des Sozio-CPS-Konzepts in diesem Kontext beschreiben, wurden bereits im 
Vorfeld publiziert [P3, P4, P6-P8, P12]. Eine relevante Vorarbeit stellt das 
Konzept zur Abbildung von Pneumatik- und Energiemesssystemen mittels 
OPC UA dar [264, 303]. Weiterhin wurden Aspekte der Validierung in vom 
Autor betreuten studentischen Arbeiten vertieft [S1, S2, S4, S7-S12, S15, S16, 
S19, S22, S24, S25, S28]. 
Tabelle 14: Darstellung der Innovationen im vorliegenden Anwendungsfall 
Ausgangssituation Innovation 
Zeitintensive, manuelle Rüstung von Prüf- 
systemen für die Baugruppenprüfung 
Effiziente Prüfung von variantenreichen Prüf-
aufgaben bzw. Prüfskalen bis zur Prüfung elekt-
romechanischer Baugruppen in Losgröße 1 
Hohe Aufwände bei softwaretechnischer 
Konfiguration des Prüfsystems in Abhängigkeit 
der Prüfaufgaben 
Beschreibung der Teilsysteme auf Basis seman-
tischer Interoperabilitätsstandards als Grund-
lage für Plug and Produce- bzw. Plug and Moni-
tor-Paradigmen 
Manuelle Entwicklung von HMI, keine effizi-
ente Weiternutzung von PLM-Daten 
Automatisierte Erstellung einer dreidimensio-
nalen, webbasierten Visualisierung unter 
Nutzung von RAMI4.0-Vorzugsstandards 
Statische Überwachung von Teilsystemen des 
Prüfsystems 
Überwachung und Optimierung des Prüfsys-
tems anhand zur Laufzeit identifizierter Black 
Box-Modelle 
Keine Verbesserung der Anlagendiagnose zur 
Laufzeit des Systems 
Fortlaufende Rückführung von Benutzerwissen 
zur Verbesserung der Anlagendiagnose 
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5.1.1 Ausgangssituation, Voruntersuchung und 
Lösungsansatz 
Im vorliegenden Prüfsystem ist durch den Austausch universeller Prüf-
adapter (Universal Contacting Modules - UCM) eine Anpassung an Pro-
dukt- und Prüfvarianten für elektromechanische Baugruppen nach dem 
Paradigma Plug and Produce möglich (vgl. Bild 58) [P3, P4][303]. In diesem 
Fall ist ein Prüfadapter UCM 1 mit einem optischen Inspektionstest ausge-
stattet, während ein zweiter Prüfadapter UCM 2 die Durchführung eines 
elektrischen Funktionstests der elektromechanischen Baugruppen erlaubt. 
Zusätzlich ist ein Heißfunktionstest über eine integrierte Temperiereinheit 
anwendbar. Eingesetzte Prüfadapter sind mittels einer prozessflexibel steu-
erbaren Robotereinheit bestückbar. Die Sequenz der Transitionen der Ro-
botereinheit ist von den angeschlossenen Prüfadaptern sowie den Prüfspe-
zifikationen der elektromechanischen Baugruppen abhängig. Energie- und 
Druckluftmesssysteme erlauben die Erfassung des elektrischen Verbrauchs 
sowie der Druckluftaufnahme der Robotereinheit und unterstützen damit 
die Forderung nach einer transparenten und ressourceneffizienten Produk-
tion [P3, P4][264, 303]. Vordergründig bieten Robotereinheiten ein hohes 
Maß an Dynamik und eignen sich als komplexe Demonstrationsobjekte für 
die Evaluation der Funktionsfähigkeit einer Zustands- und Prozessüberwa-
chung. Variable Funktions- und Verbrauchsparameter sowie eine Vielzahl 
an möglichen Zuständen stellen hier eine besondere Herausforderung für 
Systeme der Zustands- und Prozessüberwachung dar [P3, P4]. 
Bild 58: Vorliegendes Plug and Produce-Prüfsystems für elektromechanische Baugruppen 
(angelehnt an [P3][303, 342]) 
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Im Fall des zu untersuchenden Prüfsystems wird die Umsetzung von sechs 
Anwendungsfällen angestrebt (vgl. Tabelle 15). Deren Umsetzung ge-
schieht entlang der entwickelten Methodik für Sozio-CPS in der modellba-
sierten Zustands- und Prozessüberwachung nach Kapitel 4. 
Tabelle 15: Zusammenfassung der Anwendungsfälle und Lösungsansätze im vorliegenden 
Validierungsszenario 
Nr. Anwendungsfall Lösungsansatz Beteiligte Systeme 
I 
Effiziente Konfiguration 
des Gesamtsystems: 
Nutzung von semanti-
schen Interoperabilitäts-
standards 
Applizierung einer VS: Zusam-
menführung von Steuerungs-, 
Druckluft- und Energiemesssyste-
men in eine VS 
VS 
II 
Detektion von Fehlern und 
Anomalien: Erkennen von 
Defekten der Roboter- 
einheit 
Modellbasierte Zustandsüber-
wachung der Verbrauchsgrößen 
als Prozessvariablen: 
Kontinuierlicher Vergleich eines 
identifizierten SDHA mit Beobach-
tungen im Betrieb des Prüfsystems  
VS, 
Modeling 
Engine, 
Monitoring 
Engine 
III 
Nichteinhaltung der defi-
nierten Prüfprozessspezifi-
kationen: Detektion 
ungültiger Bewegungs-
abfolgen der 
Robotereinheit im 
Prüfprozess 
Überwachung des diskreten 
Prüfsystemverhaltens unter 
Nutzung eines SDHA: 
Fortlaufende Überwachung der 
durchgeführten Transitionen, Prüf-
prozessschritte sowie deren Zeit-
vorgaben in Anlehnung an das 
Konzept des SDHA 
VS, 
Monitoring 
Engine 
IV 
Prognose von Verschleiß- 
zuständen: Identifikation 
sich abzeichnender 
Trends in Prozess- 
variablen für eine 
vorausschauende 
Instandhaltung 
Erweiterung eines SDHA um die 
Abbildung von Iterationen 
hybrider Zustände: Permanenter 
Vergleich der Iterationen von Pro-
zessvariablen hybrider Anlagen- 
und Prozesszustände unter 
Verwendung eines SDHA 
Monitoring 
Engine 
V 
Rückführung von Erfah-
rungswissen zur Verbesse-
rung der Prüfsystemdiag-
nose: Verbesserung der 
Diagnosefähigkeiten in 
Anlehnung an das Sozio-
CPS-Konzept 
Ergänzung des Systemmodells 
sowie Annotation von 
Metadaten: Dynamische Erweite-
rung eines Systemmodells durch 
die Annotation von Fehlerbeschrei-
bungen und Handlungsanweisun-
gen 
D-CPS, 
3D-CPS 
VI 
Optimierung der 
Ressourceneffizienz im 
Prüfbetrieb: Fortlaufende 
Optimierung des Prüf-
systems für eine Verbes-
serung der Prozess- 
effizienz 
Realisierung eines 
optimierenden Prüfsystems: 
Variation und Validierung von 
Steuerungsparametern zur Opti-
mierung der Ressourceneffizienz 
auf Grundlage identifizierter SDHA 
Optimization 
Engine 
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5.1.2 Datenakquise und -visualisierung 
Gemäß dem Integrationskonzept erfolgt die Zusammenführung der Steue-
rungsinformationen und der Prozessvariablen des Prüfsystems durch 
Applizierung einer VS. Das in Kapitel 2.5 eingeführte Messsystemkonzept 
nach Kohl trägt zu einer effizienten Implementierung bei [264]. Zwei 
interne Provider, die eine zyklische Datenabfrage über den gerätespezifi-
schen und in diesem Anwendungsfall durch den Hersteller vorgegebenen 
Kommunikationsstandard ModbusTCP durchführen, dienen der Einbin-
dung des Energie- und Flussmesssystems in das Informationsmodell [343]. 
Bewegungen der Robotereinheit zwischen ortsfesten Punkten gelten als 
diskrete Zustände des Roboters, werden über einen Provider mittels einer 
TCP/IP-basierten Socketverbindung akquiriert und stellen zu überwa-
chende Teilprozesse im vorliegenden Anwendungsfall dar. OPC UA DA 
sowie OPC UA HA dienen der referenzarchitekurkonformen Bereitstellung 
von Steuerungsinformationen und Prozessvariablen einer anlageninternen 
SPS (vgl. Bild 59 bzw. Anwendungsfall I). Die Nutzung des FDI-basierten 
Informationsmodells für Zustands- und Prozessüberwachung garantiert 
ein hohes Maß an semantischer Interoperabilität (vgl. Kapitel 4.1). Abgebil-
det sind der physische Anlagenaufbau, die Prüfsystemkonfiguration und 
die Messsysteme (UCM, Conveyor, Module, Temperer, HandlingUnit, 
FlowMeasuringSystem,  ElectricalEnergyMeasuringSystem)  sowie  die   zur 
Bild 59: Aufbau einer VS für die Integration der Messsysteme und Steuerung der 
Robotereinheit (angelehnt an [P3, P6, P12]) 
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Modellierung notwendigen Typklassen (TestDeviceType, ConveyorDevice-
Type, TempererDeviceType, ModuleDeviceType, HandlingDeviceType, Flow-
MeasuringDeviceType, ElectricalEnergyMeasuringDeviceType). Von beson-
derer Relevanz für die Zustands- und Prozessüberwachung sind in diesem 
Fall die Scheinleistung sowie der pneumatische Fluss der Robotereinheit 
(ApparentPower bzw. Flow). Ergänzend sind Seriennummer, Modell- und 
Herstellerbezeichnung enthalten (SerialNumber, Model, Manufacturer). 
Die Informationen über den Zustand der Robotereinheit werden im Knoten 
TransitionState gemäß Damm et al. bzw. Kohl persistiert (vgl. Bild 60) 
[160, 264]. Modelle für die Selbstkonfiguration, die durch die Modeling 
Engine generiert werden, sind zur Umsetzung des Plug and Monitor- 
Konzepts integrierbar (vgl. Bild 28) [P3, P4, P12][S2, S11, S24]. 
Bild 60: FDI-basiertes OPC UA-Informationsmodell für die Abbildung von Prüfsystemen 
im vorliegenden Anwendungsfall (angelehnt an [P3, P4, P12]) 
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5.1.3 Modellidentifikation 
Mit Hilfe einer webbasierten Implementierung der Modeling Engine wird 
die Identifikation eines Prozessmodells entlang eines definierten Referenz-
prüfprozesses adressiert. Das Problem des zustands- bzw. teilprozessbezo-
genen Systemverhaltens wird durch die Prüfung kundenindividueller 
Baugruppen, deren Prüfspezifikation a priori nicht für eine manuelle 
Realisierung von Überwachungslogik bekannt ist, verstärkt. 
Lösungsansatz für diese Aufgabenstellung ist die Interpretation eines 
Produkts als eine Abfolge von generischen Teilprozessen bzw. Transitionen 
auf Maschinenebene. Eine elektromechanische Baugruppe wird hier den 
Prüfadaptern sowie der Temperiereinheit sequentiell durch die Roboter-
einheit zugeführt und gemäß einer individuellen Prüfspezifikation geprüft. 
Transitionen der Robotereinheit zwischen ortsfesten Positionen fungieren 
als hybride Betriebszustände, die unter Normalbedingungen mit einem 
charakteristischem Zeitverhalten der Prozessvariablen einhergehen. Bild 61 
visualisiert die definierten Bewegungen des Roboters innerhalb des 
Prüfsystems, während Bild 62 die Systemarchitektur der implementierten 
Modeling Engine zeigt. 
Bild 61: Mögliche Bewegungen der Robotereinheit zwischen ortsfesten Punkten 
innerhalb des Prüfsystems für elektromechanische Baugruppen 
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Bild 62: Entwicklungssicht der Modeling Engine zur Generierung von SDHA wandlungs- 
fähiger Prüfsysteme (angelehnt an [P6-P8][S28]) 
Wesentlich wird aus Steuerungs-, Energie- und Druckluftdaten ein SDHA 
erzeugt und für die Nutzung in dezentralen Monitoring Engines bereit- 
gestellt. Konkret wird im Agent Modellidentifikation der Modeling Engine 
der OTALA-Algorithmus passend zum selbstlernenden, adaptiven Charak-
ter von CPPS gemäß Kapitel 2.2 zur Laufzeit des Prüfsystems umgesetzt. 
Dieser wird um eine Funktionalität zur Modellierung des kontinuierlichen 
Verhalten auf der Grundlage von VDMA 24582 ergänzt [P6][220]. Im ersten 
Schritt sind die Identifikation von Steuerungssignalvektoren bzw. Betriebs-
zuständen sowie deren minimalen und maximalen Ausführungszeiten zur 
Abbildung des diskreten Prozessverhaltens thematisiert. 
Die durchschnittliche Ausführungszeit eines Teilprozesses 𝑡𝑡𝑝𝑝 sowie deren 
Ober- und Untergrenzen 𝑡𝑡𝑚𝑚𝑖𝑖𝑛𝑛 und 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 werden in Tabelle 16 zusammen-
gefasst. Die Grenzen wurden zur Simulation zeitlicher Fehler und zur Va-
lidierung des Lösungsansatzes eng festgelegt. Zur Vervollständigung des 
SDHA ist die Generierung von Normaldaten zur Abbildung des kontinuier-
lichen Prozessverhaltens notwendig (vgl. Bild 63 bzw. Kapitel 4). Abschlie-
ßend wird der SDHA in einem Teilmodell einer VS der Modeling Engine 
bzw. in der I4.0K des Prüfsystems zur weiteren Nutzung durch die 
Monitoring Engine bereitgestellt (vgl. Kapitel 4.1 sowie Bild 64). Bild 65 
zeigt die HMI für die Modellidentifikation, die auf Grundlage der Node.js-
Plattform sowie dem JS-Framework AngularJS umgesetzt ist [298, 300, 344]. 
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Tabelle 16: Analyse der Testdaten durch Darstellung von Teilprozessen, Durchlaufzeit pro 
Systemzustand sowie abgeleiteter Ober- und Untergrenzen für das zeitliche Verhalten 
(angelehnt an [P6-P8][S2, S25, S28]) 
Teilprozess 𝒕𝒕𝒕𝒕 [𝒔𝒔] 𝒕𝒕𝒎𝒎𝒎𝒎𝒎𝒎[𝒔𝒔] 𝒕𝒕𝒎𝒎𝒎𝒎𝒎𝒎 [𝒔𝒔] 
s0 11,04 11,03 11,06 
s1 6,42 6,34 6,47
s2 7,60 7,53 7,65 
s3 9,58 9,51 9,61 
s4 13,48 13,22 13,66 
s5 7,46 7,37 7,53
s6 12,06 11,90 12,23 
s7 6,20 6,12 6,25 
s8 10,17 10,15 10,19 
s9 11,88 11,79 12,02 
s10 8,02 7,90 8,14 
s11 8,67 8,58 8,81 
s12 13,49 13,41 13,67 
s13 17,45 17,34 17,73 
s14 6,45 6,43 6,47 
s15 11,34 11,31 11,35 
s16 8,66 8,65 8,67 
s17 15,62 15,52 15,72 
s18 9,91 9,81 10,08 
Bild 63: Erzeugung von Warn- und Eingriffsgrenzen für die Überwachung der Prozess- 
variablen am Beispiel eines Lastprofils von Zustand s9 (angelehnt an [P6-P8][S2, S25, S28])
5.1    Wandlungsfähige Prüfsysteme für elektromechanische Baugruppen 
105 
Bild 64: Identifizierter SDHA des Baugruppenprüfprozesses der Robotereinheit 
(angelehnt an [P6-P8][S2, S25, S28]) 
Bild 65: Entwurf einer graphischen Benutzeroberfläche für die Modellidentifikation 
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Die Kommunikation zwischen Modeling Engine und browserbasierter 
Benutzeroberfläche erfolgt mittels WS. Neben Eingabeelementen zur 
Steuerung der Anwendung und Ausgabeelementen zur Anomaliedarstel-
lung ist die Visualisierung des generierten SDHA essentiell. 
Das Konvergenzverhalten ist ebenfalls Teil der Visualisierung. Für die 
Überführung der anwendungsinternen Datenstruktur des SDHA in 
das GraphML-Datenformat wurde eine Programmbibliothek sowie ein 
GraphML-Schema realisiert [304]. 
5.1.4 Komponentenzustands- und Prüfprozessüberwachung 
Basierend auf der Modellidentifikation ist gemäß der Sozio-CPS-Architek-
tur die Realisierung einer konfigurierbaren, modellbasierten Zustands- und 
Prozessüberwachung in Form einer Monitoring Engine angestrebt (vgl. 
Anwendungsfall II/III). Dies schließt insbesondere die Implementierung 
von CMFB ein, welche die Anwendungslogik für die Lösung spezifischer 
Anwendungsfälle II-VI beinhalten. Im Fall eines ungültigen Zustandswech-
sels erfolgt die Annahme einer Anomalie. Mit dem vorgestellten Verfahren 
zur Abstraktion des Prozessverhaltens ist eine Grundlage für nachgelagerte 
Diagnose-, Wartungs- und Optimierungsprozesse gegeben. Eine resultie-
rende Menge unterscheidbarer Zustände dient schließlich zur Identifika-
tion eines hierarchischen Modells, welches das Normalverhalten eines 
Prüfprozesses abstrahiert. Aufbauebenen folgen dem Produkt-Prozess-
Ressource-Modell, während eine Ebene dabei mehrere Zustände umfasst. 
Innerhalb einer Ebene ist jeweils nur ein Zustand pro Ebene aktiv 
(vgl. Bild 66) [P15][S4][179, 345]. 
Bild 66: Darstellung von Prüfsystem, Baugruppe und Prüfprozess in Anlehnung an das 
Produkt-Prozess-Ressource-Modell (angelehnt an [P15][S4][179, 345]) 
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Bild 67 zeigt die Architektur der Monitoring Engine, die nachfolgend 
erläutert wird. Für das Einlesen der Prüfspezifikationen per RFID sowie 
der Akquise von Steuerungsinformationen, Energie- und Druckluftdaten 
der I4.0K bzw. VS (1)(2) stehen entsprechende Eingangsschnittstellen (3) 
bzw. die Eingangsblöcke (4) zur Verfügung. Deren Konfiguration bzw. die 
Erkennung zustandsrelevanter Prozessvariablen und Steuerungsinformati-
onen geschieht nach dem Plug and Monitor-Konzept in Anlehnung an 
Informationsmodell oder Verwaltungsschnittstelle (5) und Konfigurations-
verwaltung bzw. -daten (6)(7). 
In diesem Validierungsszenario wird die Anwendungslogik der Zustands- 
und Prozessüberwachung auf Basis von vier CMFB abgebildet. Eine Über-
wachung der Systemkomponenten bzw. der kontinuierlichen Prozessvari-
ablen gemäß Anwendungsfall II erfolgt mit dem CMFB Zustandsüberwa-
chung (8). CMFB Prozessüberwachung (9) setzt die Funktionalitäten für die 
Überwachung der Korrektheit und Effizienz des Baugruppenprüfprozesses 
gemäß Anwendungsfall III um. In diesem Fall wird die Existenz von Tran-
sitionen zwischen den diskreten Zuständen sowie die Einhaltung zeitlicher 
Unter- und Obergrenzen überwacht. Grundlage sind SDHA, die entweder 
aus dem Informationsmodell auf Maschinenebene oder der Modeling 
Engine entnommen werden. Der CMFB Vorausschauende Instandhaltung 
(10) trägt Anwendungsfall IV Rechnung.
Aus der Analyse durchgeführter Iterationen der Teilprozesse können Pro-
zessvariablen verglichen und das Über- bzw. Unterschreiten von Warn- 
und Eingriffsgrenzen antizipiert werden. Diagnose (11) fasst Komponenten-
zustände und den Status des Prüfprozesses zusammen. Über den Datenbus 
(12) werden detektierte Anomalien der CMFB für weitere CMFB, Ausgangs-
blöcke (13) und Ausgangsschnittstellen (14) modulintern angeboten. Eine 
VS beinhaltet einen OPC UA Server, der detektierte Anomalien, Fehler und 
Instandhaltungszeitpunkte standardkonform über OPC UA bereitstellt. 
Aus Komplexitätsgründen nicht eingezeichnet sind ein Webserver für 
die Bereitstellung der Ressourcen der Browseranwendung sowie ein WS-
Endpunkt, der die zusammengeführten Prozessvariablen, Zustandsinfor-
mationen und SDHA zur Anbindung von Anwendungssystemen offeriert.
Eine umfassende Validierung der Komponentenzustands- und Prüfpro-
zessüberwachung ist im Rahmen von dissertationsbezogenen studenti-
schen Arbeiten erfolgt und ist bereits veröffentlicht [P3, P4, P6-P8] 
[S1, S2, S4, S7, S11, S12, S15, S25, S28]. 
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Bild 67: Entwicklungssicht der Monitoring Engine für die modellbasierte Zustands- und 
Prozessüberwachung wandlungsfähiger Prüfsysteme (angelehnt an [P6]) 
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Bild 68 zeigt den Entwurf einer browserbasierten HMI, die technologisch 
analog zur Modeling Engine umgesetzt wurde. Neben einer Steuerung der 
Anwendung ist unter anderem die Visualisierung und Auswahl von SDHA 
möglich. Das diskrete Verhalten wird im Abschnitt State dargestellt, wäh-
rend ergänzend die zusammenfassende Darstellung der weiteren System-
komponenten erfolgt (UCM 1, UCM 2, Conveyor 1). Weiterhin ist die Visua-
lisierung kontinuierlicher Prozessvariablen möglich, die neben den reinen 
Signalverläufen zusätzlich auch Zustandsübergänge sowie Warn- und Ein-
griffsgrenzen darstellen. Platform Metrics zeigt Informationen über die 
Auslastung von Zentraleinheit und Speicher der Laufzeitumgebung des 
Systems, während Conditions und Notifications Zustände und Benachrich-
tigungen weiterer Systemkomponenten bereitstellen. 
Bild 68: Entwurf einer graphischen Benutzeroberfläche für eine modellbasierte Zustands- 
und Prozessüberwachung des Prüfsystems 
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Für die Datenvisualisierung der Anomalien dient eine ergänzende Listen-
ansicht, die eine Filterung der Ereignisse nach auslösendem System (Sys-
tem), Komponente (Component), diskretem Zustand (State), Prozessvari-
able (Process Variable) und Zeitraum (Time Range) erlaubt (vgl. Bild 69). 
Einträge enthalten weiterhin Identifizierung (ID), Priorität (Severity), Zeit-
punkt (Time/Date), Kategorie (Category), Beschreibung (Description) 
sowie eine Verknüpfung zu kontextrelevanten Informationen (Actions). 
Die Filterung erfolgt durch parametrisierte Aufrufe der Browseranwendung 
nach dem REST-Paradigma [346]. Anomalien werden durch WS-Verbin-
dungen zur HMI weitergegeben. Ein Neuladen zur Aktualisierung der 
Visualisierung ist nicht notwendig. 
Bild 69: Entwurf einer graphischen Benutzeroberfläche für die Visualisierung und Filte-
rung der detektierten Anomalien 
5.1.5 Vorausschauende Instandhaltung 
Gemäß Anwendungsfall IV ist eine Assistenzfunktion zur Detektion sich 
abzeichnender Trends in Prozessvariablen notwendig, die ein rechtzeitiges 
Eingreifen menschlicher Bediener erlauben. Ausgangspunkt hierfür ist 
die Sensorisierung von Komponenten zur kontinuierlichen Erhebung zu-
stands- und prozessrelevanter Daten und Informationen gemäß Kapitel 2.1 
und Kapitel 2.2. Im Fall von Robotereinheiten besteht ein Zusammenhang 
zwischen dem Zustand des Antriebssystems und Veränderungen in den 
teilprozessspezifischen Lastprofilen [P3][S4][303]. 
Die theoretische Grundlage stellt die Methode zur Prognose von Ausfall-
zeitpunkten auf Basis beobachteter Zustands- bzw. Diagnosemerkmale 
sowie Regressionsmethoden dar (vgl. Kapitel 4.3.1). Entlang der Prüfung 
individueller, elektromechanischer Baugruppen in Losgröße 1 werden Teil-
prozessschritte im Prüfprozess kombiniert und in Iterationen wiederholt. 
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Die Analyse der Teilprozessschritte stellt Vergleichbarkeit für das Konzept 
einer vorausschauenden Instandhaltung her. Bild 70 verdeutlicht die ent-
wickelte Methodik im Kontext dieses Validierungsszenarios. Diese Funkti-
onalität wurde im CMFB Vorausschauende Instandhaltung (10) implemen-
tiert. Bild 71 zeigt eine HMI, in der Filteroptionen die Selektion eines Sys-
tems (System), einer Komponente (Component), eines hybriden Zustands 
bzw. Teilprozesses (State) und einer Prozessvariable (Process Variable) für 
einen iterationsbezogenen Vergleich von Prozessvariablen (Iterations) 
erlauben. Entlang der Iterationen ist ein Trend erkennbar, der auf Grund-
lage einer konventionell signalbasierten Analyse für den Menschen als 
Benutzer kaum identifizierbar ist. Die Zeitreihen der Prozessvariablen sind 
damit vom individuellen Prüfprogramm bereinigt. 
Bild 70: Methodik für vorausschauende Instandhaltung auf Basis einer modellbasierten 
Zustands- und Prozessüberwachung (angelehnt an [P3, P4, P6-P8]) 
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Bild 71: Entwurf einer graphischen Benutzeroberfläche für die iterationsbezogene Analyse 
eines Teilprozesses der Robotereinheit sowie Regression zur Ermittlung von Instandhal-
tungszeitpunkten (angelehnt an [P6][S2, S4, S12, S19]) 
5.1.6 Ergonomie des Bedienkonzepts 
Eine rollenspezifische Datenvisualisierung realisiert ein D-CPS (vgl. An-
wendungsfall V) [298]. Bild 72 zeigt eine browserbasierte HMI für das 
Erstellen und Editieren von Handlungsanweisungen. Enthalten sind Anla-
genstandort, System, Komponente, Fehleridentifikation, Fehlerbeschrei-
bung, Austauschzeitpunkt, benötigtes Material, benötigtes Werkzeug, 
Maßnahmen zur Fehlerbehebung sowie ergänzende multimediale Inhalte 
wie Dokumente oder Videos, die durch den menschlichen Benutzer 
gepflegt werden können. Technologisch bilden das clientseitige JS-Frame-
work AngularJS, die JS-Bibliothek Socket.IO und die Node.js-Laufzeitum-
gebung einen Ausgangspunkt für die Implementierung [298, 299, 329, 344]. 
5.1.7 Prüfprozessoptimierung 
Für die vollständige Umsetzung des definierten Konzepts der Sozio-CPS ist 
eine zustandsbezogene Optimierung unter veränderlichen Steuerungs- 
parametern notwendig. Im vorliegenden Anwendungsfall ist die Verbesse-
rung der Ressourceneffizienz des Prüfsystems auf Basis einer dynamischen 
Steuerungsstrategie mit den Systemen VS, Modeling Engine und Optimiza-
tion Engine angestrebt (vgl. Bild 73). Durch die Variation der Geschwindig-
keit als Betriebsparameter entlang eines durch den Nutzer vorgegebenen 
Wertebereichs kann eine Änderung der Prüfgeschwindigkeit und damit 
des Lastgangs erreicht werden. Im vorliegenden Anwendungsfall wurde die 
Verfahrgeschwindigkeit im Zustand s11 variiert. 
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Bild 72: Entwurf einer graphischen Benutzeroberfläche für die Erstellung und Editierung 
von Handlungsanweisungen (angelehnt an [P6]) 
Bild 73: Zusammenwirken von Modeling Engine, Optimization Engine und Prüfsystem 
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Tabelle 17 quantifiziert die Relation von Verfahrgeschwindigkeit, Verfahr-
zeit und elektrischem Energieverbrauch im hybriden Zustand. Ein linearer 
Zusammenhang ist nicht gegeben, da Umsetzzeitpunkte der Roboterein-
heit in diesem Teilprozess zeitlich nicht variierbar sind und damit eine 
konstante Zeitdauer besitzen. Bild 74 zeigt die mit einer Modeling Engine 
aufgezeichnete Veränderung des Lastprofils der Scheinleistung. 
Tabelle 17: Einfluss der Verfahrgeschwindigkeit auf Verfahrzeit und Energieverbrauch 
im Zustand s11 
Verfahrgeschwindigkeit [%] Verfahrzeit [s] Energieverbrauch [Ws] 
100 8,67 3856 
95 9,13 3580 
90 9,68 3418 
Bild 74: Variation der Verfahrgeschwindigkeit zur schrittweisen Optimierung von Prüfzeit 
bzw. Energieeffizienz 
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5.1.8 Synthese einer Gesamtsystemarchitektur 
Zusammenfassend wird eine Gesamtsystemarchitektur synthetisiert. 
Neben den bisher definierten Systemen (I4.0K/VS – Kapitel 4.1, Modeling 
Engine – Kapitel 4.2, Monitoring Engine – Kapitel 4.3, 3D-CPS – Kapitel 4.4, 
D-CPS – Kapitel 4.5, Optimization Engine – Kapitel 4.6) sind auch existie-
rende proprietäre Systeme zur Zustands- und Prozessüberwachung Teil des 
Gesamtkonzepts. Wertschöpfungsübergreifende Vernetzung erfolgt auf 
der Grundlage eines Gateways, das externe Stakeholder wie Dienstleister 
oder Fabrikausrüster einbindet [317]. Hervorzuheben ist in diesem Fall ein 
Redaktions- bzw. Planungsteam, das die Überarbeitung und Analyse der 
im Handlungsfall eingepflegten Inhalte in einer Instandhaltungsplanung 
vornimmt. Im begleitenden Förderprojekt S-CPS wurden neben weiteren 
Funktionalitäten automatisierte Allokationsmechanismen von Instandhal-
tungsaufgaben auf Stakeholder umgesetzt [20, 23]. Übergreifend steht eine 
Schnittstelle zu einem MES sowie ein OPC UA-spezifischer Global Direc-
tory Service zur Verfügung [160]. Bild 75 fasst die Architektur zusammen.
Bild 75: Synthese eines Gesamtsystems im Kontext einer Smart Factory 
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5.1.9 Ergebnisdiskussion 
Die Zielsetzung im vorliegenden Validierungsszenario eines Prüfsystems 
bestand darin, die Einsetzbarkeit eines Sozio-CPS zur effizienten Betriebs-
führung, Zustands- und Prozessüberwachung unter Beachtung von Aspek-
ten der Wandlungsfähigkeit zu bewerten. Nach Analyse der Ausgangs- 
situation werden sechs Anwendungsfälle zusammengefasst und Assistenz-
funktionen entwickelt, um dem Mensch als Instandhalter zielführende 
Einsichten in das Prüfsystem als vielschichtiges CPPS zu bieten. 
Mittels OPC UA werden erfasste Steuerungsinformationen und Prozess- 
variablen bedarfsorientiert in ein gemeinsames standardisiertes Informati-
onsmodell nach dem Konzept der VS integriert. Eine Identifikation von 
hybriden Modellen der integrierten Robotereinheit stützt sich auf die Um-
setzung der Modeling Engine und des OTALA-Algorithmus, der um eine 
Funktionalität zur Bestimmung von Transitionswahrscheinlichkeiten und 
Regressionsmodellen für die Abbildung von kontinuierlichen Prozessvari-
ablen erweitert wurde. Anwendbarkeit auf reale Produktionssysteme ist 
nach den Prinzipien des dienst- bzw. datenflussorientierten Software- 
entwurfs nachgewiesen. Die Monitoring Engine bietet auf Grundlage der 
Iterationsanalyse die Chance des Vergleichs durchgeführter Teilprozesse. 
Hiermit wird eine prospektive Aussagefähigkeit über bevorstehende Fehler 
erreicht und eine vorausschauende Instandhaltungsstrategie ermöglicht. 
Die Einführung von zeitlich erweiterten Hüllkurven erlaubt eine Verbesse-
rung der Klassifikation. Ausgehend von detektierten Anomalien der Moni-
toring Engine wird systematisches Wissensmanagement durch sukzessives 
Annotieren von Metadaten betrieben. Der Mensch als Instandhalter forma-
lisiert durch das Anlegen und Editieren von Fehlerbeschreibungen und 
Handlungsanweisungen sein Wissen und verbessert damit Instandhal-
tungsprozesse und Überwachungsfähigkeiten zugrundeliegender CPS. Mit 
einem browserbasierten Assistenzsystem wird ein wichtiger Beitrag für ein 
praxisgerechtes Sozio-CPS realisiert, das sich nahtlos in das Umfeld einer 
Smart Factory einfügt. 
Zusammenfassend bietet die vorgestellte Implementierung wesentliche 
Kennzeichen eines Sozio-CPS. Eine integrative Vernetzung von System-
komponenten, ein hohes Maß an semantischer Interoperabilität, Selbstor-
ganisationseigenschaften durch die konsequente Nutzung von RAMI4.0-
Technologien, Plug and Produce bzw. Plug and Monitor-Mechanismen, 
Modellbildung von Komponenten und Prozessen zur Selbstüberwachung 
sowie eine Interaktion von Teilsystemen unter Verwendung von SOA,  
die Vorgänge der Rekonfiguration unterstützen, sind nur die wichtigsten  
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Eigenschaften und Fähigkeiten des Gesamtsystems. Abschließend wird ein 
erster Lösungsansatz zur Selbstoptimierung nach dem Prinzip intelligenter 
technischer Systeme evaluiert. Die Variation von Parametern zur Beeinflus-
sung und Optimierung wählbarer Zielgrößen, wie Zeit, Qualität, Energie 
und Kosten sind zur Laufzeit des Systems im Zusammenspiel mit weiteren 
Systemen veränderbar. Damit kann bei der Beplanung des Prüfsystems ent-
schieden werden, ob ein Betrieb in hoher Taktrate oder ein energieeffizi-
enterer Betrieb mit längeren Taktzeiten sinnvoll ist. 
5.2 Mehrspindlige Bearbeitungszentren 
Die Kombination von Fräs- und Drehbearbeitung sowie hohe Verfahr- und 
Bearbeitungsgeschwindigkeiten verknüpft mit gesteigerter Energie- und 
Ressourceneffizienz stellen gehobene Anforderungen an die Verfügbarkeit 
und Ausfallsicherheit von Bearbeitungszentren [190, 347, 348]. Zur Validie-
rung der in Kapitel 4 konzipierten Methodik ist die Implementierung eines 
Gesamtsystems zur Zustandsüberwachung von Kugelgewindetrieben 
(KGT) als wesentliche Verschleißkomponente in Bearbeitungszentren 
Gegenstand dieses Kapitels. Zusätzlich wird in diesem Anwendungsfall 
eine Funktionalität zur Überwachung spanender Fertigungsprozesse ein-
geführt. Teilergebnisse der Untersuchung wurden in vom Autor betreuten, 
dissertationsbezogenen studentischen Arbeiten erprobt. Im Rahmen von 
Veröffentlichungen wurden diese Ergebnisse von der Fachwelt geprüft 
[P3, P6-P8, P12, P14, P15][S2, S4-S8, S10-S12, S15-S18, S20, S22-S26, S28-S30]. 
5.2.1 Ausgangssituation und Voruntersuchung 
KGT sind Maschinenelemente, die zur Erzeugung einer Vorschubbewe-
gung für Transport- und Positionieraufgaben eingesetzt werden und stellen 
ein wesentliches Element in Bearbeitungszentren dar [190, 349, 350]. Auf-
bau, Entwurfsparadigmen, Verschleißmechanismen sowie charakteristi-
sche Schadensformen sind umfassend erforscht [190, 349–386]. Eine Mög-
lichkeit zur Zustands- und Prozessüberwachung basiert auf der Analyse 
von Beschleunigungsdaten [190, 387, 388]. Begleitend untersucht Rudolf 
den Einsatz digitaler Antriebssignale im Bereich der Zustands- und Pro-
zessüberwachung [369]. Von Bedeutung im vorliegenden Anwendungsfall 
ist weiterhin die Überwachung auf Basis einer Umkehrspielmessung, 
die entscheidend für Positionsregelung bzw. Bearbeitungspräzision ist 
[190, 389]. Plapper und Weck definieren eine modulare Architektur für Sys-
teme der Zustandsüberwachung von Vorschubachsen unter Nutzung steu-
erungsinterner Signale [389]. Walther erforscht ebenfalls Lösungsansätze 
für eine Systemarchitektur, bietet eine zusammenfassende Darstellung des 
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Stands der Technik und Wissenschaft im Bereich der antriebsbasierten 
Diagnose von Vorschubachsen mit KGT und führt den Indikator der 
Schwingungsenergie in diesem Zusammenhang ein [388]. 
In diesem Kapitel steht dementgegen die Definition eines ganzheitlichen 
Sozio-CPS im Vordergrund, das Aspekte semantischer Interoperabilität, 
Komplexitätsreduktion sowie Modellidentifikation zur Schaffung von 
Transparenz fokussiert. Im vorliegenden Validierungsszenario beinhalten 
die betrachteten Bearbeitungszentren zwei getrennte Bearbeitungskanäle. 
Ein Bearbeitungskanal verfügt über eine Hauptspindel, die über jeweils 
drei unterschiedliche, orthogonal angeordnete elektromechanische Vor-
schubachsen (X/Y/Z bzw. XX/YY/ZZ) positioniert wird. Jede der Vor-
schubachsen nutzt zur Positionierung KGT, die eine Verschleißkompo-
nente darstellen [190, 347, 348, 384]. Durch Analyse verschlissener KGT 
sind die Verschleißmechanismen Ermüdung bzw. Oberflächenzerrüttung 
nachweisbar [349, 350, 370–372, 378]. Als Folge sind an allen untersuchten 
KGT Beschädigungen in Form von Pittings vorhanden, die eine Einhaltung 
von Toleranzvorgaben erschweren (vgl. Bild 76) [190, 389]. 
Bild 76: Kugelgewindetrieb sowie Schadensform des Pittings (angelehnt an [P14, P15] 
[S18, S23, S26]) 
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5.2.2 Lösungsansatz 
Basierend auf der Voruntersuchung stellen in diesem Anwendungsfall 
Motordrehmoment, Umkehrspiel (US) und Beschleunigung Prozessvariab-
len dar, die als Grundlage für eine Zustandsüberwachung der KGT und der 
Überwachung des Fertigungsprozesses nutzbar sind. Einleitend wird die 
Akquise und Evaluierung der steuerungsinternen Signale Motordrehmo-
ment und Umkehrspiel untersucht. Angestrebt ist die Antizipation von 
Ausfallzeitpunkten unter Nutzung spezieller Steuerungsprogramme. Für 
die Durchführung der Versuchsreihe wird ein Bearbeitungszentrum mit 
verschlissenen sowie unverschlissenen KGT untersucht. Darüber hinaus 
erfolgt die Überwachung des Fertigungsprozesses zur Laufzeit auf Basis der 
Prozessvariable Beschleunigung. Verbaute KGT werden mittels dienstba-
sierter Beschleunigungsmesssysteme sensorisiert und durch die Applika-
tion einer VS zu I4.0K qualifiziert. Da ökonomische Aspekte insbesondere 
bei Nachrüstlösungen von Bedeutung sind, wird die Einsetzbarkeit kosten-
günstiger mikroelektromechanischer Systeme (MEMS) evaluiert. 
Auch wenn Lösungsansätze wie die VS für die Realisierung standardisierter 
Kommunikation und semantischer Interoperabilität im Stand der For-
schung verfügbar sind, stellen proprietäre bzw. fehlende informationstech-
nische Schnittstellen bei Bestandsanlagen ein Hindernis dar (vgl. Kapitel 
2.6). Die Lernalgorithmen gemäß Kapitel 2.2.2 sind, bedingt durch die 
Nutzung eines geschlossenen Informations- und Automatisierungssys-
tems, nicht einsetzbar. Fokussiert wird der Einsatz signal- und modellba-
sierter Überwachung. Die nutzerwahrnehmbare Komplexität wird redu-
ziert und der Mensch als Bediener nach dem Gedanken der Sozio-CPS bei 
der Überwachung, Betriebsführung und Instandhaltung entlastet. Über-
greifend dient ein Systementwurf entsprechend der in Kapitel 4 definierten 
Gesamtsystemarchitektur der Umsetzung und Ergebnisdiskussion [S1, S6, 
S8, S15, S20, S23-S25, S30]. 
5.2.3 Datenakquise und -visualisierung 
Gemeinsam mit den Motorstromsignalen werden die Positionsdaten der 
indirekten und direkten Positionsmesssysteme mittels des industriellen 
Kommunikationsstandards Process Field Bus (PROFIBUS) an Automatisie-
rungssysteme übermittelt. Im Anschluss erfolgt eine Vorverarbeitung  
von elektrischen Energiedaten zu Motordrehmomentwerten in einer SPS. 
Die Realisierung der Testläufe erfordert die Implementierung spezieller 
Steuerungsprogramme bzw. Organisationsbausteine, die in einer rechner- 
gestützten numerischen Steuerung umgesetzt werden. Bild 77 zeigt die  
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Implementierung einer VS für die Erhebung von Energie-, Motordrehmo-
ment- und Positionsdaten in Anlehnung an Kapitel 2.1.4. Hierbei werden 
die abgefragten Messdaten mittels des in Kapitel 4.1 eingeführten Provider-
Konzepts in die zugehörigen Datenpunkte des Informationsmodells eines 
OPC UA-Servers integriert. 
Für die Akquise, Verarbeitung und Validierung der Beschleunigungsdaten 
wurde ein Messsystem auf Basis eines Einplatinencomputers in Anlehnung 
an den Stand der Forschung entwickelt, das parallel zum bestehenden 
Automatisierungssystem der Bearbeitungszentren der Datenakquise dient 
[390, 391]. Wesentlicher Bestandteil ist ein mikroelektromechanisches, 
triaxiales Beschleunigungsmesssystem. 
Im Rahmen der Messkampagne bzw. des Produktionsprozesses wird unter 
Nutzung einer Abtastrate von 1600 Hz die Beschleunigung des KGT erho-
ben und mittels des Kommunikationsstandards Serial Peripheral Bus (SPI) 
in die VS übertragen (vgl. Bild 78). 
Bild 77: Aufbau einer VS für die Bereitstellung von Steuerungsinformationen eines 
Bearbeitungszentrums 
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Bild 78: Montage eines Beschleunigungssensors auf einer Kugelgewindemutter im 
Bearbeitungszentrum (angelehnt an [S6, S24, S26][390, 391]) 
Für die Bereitstellung der Beschleunigungsdaten ist die Umsetzung einer 
weiteren VS notwendig. Ein Messsystem verwaltet jeweils einen Bearbei-
tungskanal mit insgesamt drei KGT bzw. Sensoren, deren Messdaten 
mittels eines OPC UA-Servers in Anlehnung an die Anlagentopologie zur 
Verfügung gestellt werden. In diesem Anwendungsfall findet eine bidirek-
tionale Kommunikation zwischen Sensorik und VS statt, da die Realisie-
rung von Funktionen zur Konfiguration und Kalibrierung der Sensorik 
notwendig ist (vgl. Bild 79) [P14, P15][S6, S20, S24, S26]. Ergänzend visuali-
siert Bild 80 die Implementierung eines FDI-konformen OPC UA-Informa-
tionsmodells für die Unterstützung semantischer Interoperabilität, das 
nachfolgend erläutert wird. Ein Bearbeitungszentrum (MachiningCenter) 
ist eine Instanz des Typs MachiningCenterDeviceType. Erneut erfolgt die 
Beschreibung mit den Attributen Manufacturer, das die Zeichenkette für 
die Herstellerbezeichnung beinhaltet und Model, das die Modellbezeich-
nung einschließt. In Anlehnung an die physische Anlagentopologie der Be-
arbeitungsräume (Channel) und der KGT ist das Informationsmodell weiter 
Bild 79: Aufbau einer VS für die Bereitstellung von Beschleunigungsdaten 
(angelehnt an [S6, S24]) 
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gegliedert. Genutzt werden Instanzen des Typs KGT (BallScrewDrive- 
DeviceType), der vom Typ Gerät (DeviceType) abgeleitet ist. Eine Charak-
terisierung des Beschleunigungssensors (VibrationSensorDeviceType) er-
folgt zum besseren Verständnis in einem separaten Informationsmodell, 
welches in Bild 81 dargestellt ist. Die FDI-spezifischen Attribute Manufac-
turer und Model beinhalten ebenfalls Hersteller- und Modellbezeichnung. 
Ein ParameterSet enthält schließlich die gemessenen Beschleunigungsda-
ten in drei räumlichen Orientierungen (VibrationX, VibrationY und Vibra-
tionZ). Instanziiert wird ein Sensortyp (VibrationSensorDeviceType), 
welcher vom DeviceType abgeleitet ist. Zusätzlich verfügt der Beschleuni-
gungssensor über ein ActionSet, in welchem Methoden für die Parametri-
sierung des Messsystems implementiert sind. Methoden zur Variation von 
Abtastfrequenz (SetSamplingFrequency), Messbereich (SetRange) und Zwi-
schenspeichergröße (SetWatermarkHeight) erleichtern die Rekonfigura-
tion des Messsystems zur Laufzeit. Während die Methode StartLogging 
einen Speichervorgang zu Entwicklungszwecken realisiert, erfolgt eine 
Kalibration der Messsysteme auf Basis der Methode StartCalibration. Der 
natürlich wirkende Anteil der Erdbeschleunigung wird als Korrekturfaktor 
und im Informationsmodell des OPC UA-Servers persistiert (Correction-
FactorVibrationX, CorrectionFactorVibrationY, CorrectionFactorVibrati-
onZ). Zusammenfassend zeigt Bild 82 das an einem KGT detektierte Be-
schleunigungssignal sowie ein Spektrogramm entlang der Fertigung eines 
Produkts, das im Rahmen von betreuten studentischen Arbeiten erstellt 
wurde. Tauglichkeit und Funktion implementierter I4.0K für die Daten- 
akquise im vorliegenden Validierungsszenario können somit bestätigt wer-
den [P14, P15][S5, S6, S20, S24, S26][289, 392–394]. 
Bild 80: FDI-basiertes OPC UA-Informationsmodell für die Abbildung von Bearbeitungs-
zentren im vorliegenden Anwendungsfall 
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Bild 81: FDI-basiertes OPC UA-Informationsmodell für die Abbildung von Beschleuni-
gungssensoren im vorliegenden Anwendungsfall  
Bild 82: Detektierte Beschleunigungen bei der Fertigung einer Produktvariante sowie 
Spektrogramm (angelehnt an [P14, P15][S6, S20, S24, S26][289, 390–394]) 
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5.2.4 Synthese einer Gesamtsystemarchitektur 
Aus den Anforderungen und den Ergebnissen in Kapitel 4 ist die Synthese 
einer standardisierten Gesamtsystemarchitektur und -topologie für die 
modellbasierte Zustands- und Prozessüberwachung möglich. Neben den 
generischen Bestandteilen liegt der Schwerpunkt auf den lose gekoppelten 
Modulen für die Abbildung der spezifischen Anwendungslogik [P6]. 
Bild 83 zeigt die in diesem Anwendungsszenario definierte Monitoring 
Engine, welche der weiteren Beschreibung dient. In den nächsten drei 
Abschnitten wird die Funktionsweise und Methodik der Analyse über die 
Prozessvariablen Motordrehmoment, Umkehrspiel und Beschleunigung 
konzipiert und evaluiert. 
5.2.5 Zustandsüberwachung durch Analyse von 
Motordrehmoment 
Bild 84 skizziert die Methodik der Überwachung einer Vorschubachse mit-
tels einer Motorstrom- bzw. Motordrehmomentanalyse in Anlehnung an 
Imiela, Klein, Maier, Rudolf, Schopp und Stockinger [369, 370, 372, 373, 378, 
380]. Für die Datenakquise ist eine Nutzung definierter Referenzläufe not-
wendig, welche unabhängig von den Fertigungsprogrammen ohne Belas-
tung durch den Produktionsprozess durchgeführt werden. Eingesetzte 
Vorschubachsen werden auf Basis eines Steuerungsprogramms sequentiell 
über deren Gesamtlänge verfahren. 
In der Datenanalyse werden positionsbezogene Residuen zwischen nomi-
nalen Referenzwerten und fortlaufend erhobenen Motordrehmomentwer-
ten betrachtet. Relevante Metadaten, wie Einbau- und Instandhaltungs-
zeitpunkte, werden zu einem Referenzdatensatz annotiert. Eine im Ver-
gleich zum Fertigungsprozess langsame Ausführung des Referenzlaufs 
unterstützt die Erkennung verschleißspezifischer Muster und Anomalien. 
Eine Datenvorverarbeitung im Automatisierungssystem umfasst die Appli-
kation eines gleitenden Mittelwertfilters, eine zeitliche Datensynchronisa-
tion, eine Filterung ruckartiger Anfahrt- und Bremskräfte und schließlich 
die Speicherung beobachteter Residuen. Für die Datenvisualisierung wurde 
ein Generator dreidimensionaler Oberflächengraphen implementiert, der 
Positionsdaten, Testläufe sowie Residuen des Motordrehmoments über-
sichtlich visualisiert. Die Verspannung eines KGT aufgrund eines Fluch-
tungsfehlers konnte durch eine lokale Überhöhung des Drehmoments 
nach 200 Testläufen im Positionsbereich zwischen 0 und 200 mm erfolg-
reich detektiert werden (vgl. Bild 85) [P6-P8, P14, P15][S18, S20, S23, S26]. 
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Bild 83: Entwicklungssicht der Monitoring Engine für die modellbasierte Zustands- und 
Prozessüberwachung von Bearbeitungszentren (angelehnt an [P6, P14, P15])  
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Bild 84: Zustandsüberwachung von Bearbeitungszentren auf der Grundlage von Motor-
drehmomentdaten (angelehnt an [S18, S23, S26]) 
Bild 85: Visualisierung eines Fluchtungsfehlers unter Nutzung der erhobenen 
Motordrehmomentdaten (angelehnt an [S18, S23, S26]) 
5.2.6 Zustandsüberwachung durch Messung des 
Umkehrspiels 
Als weitere Kenngröße für die Charakterisierung des Verschleißzustandes 
eines KGT wird das Umkehrspiel aus der Differenz der Positionsmesssys-
teme evaluiert (vgl. CMFB Umkehrspielberechnung Bild 83) [372, 377, 389, 
395]. Ein indirektes Positionsmesssystem über den Drehgeber des An-
triebsmotors wird durch ein direktes Positionsmesssystem auf Basis eines 
Glasmaßstabs zur Positionsregelung ergänzt [190]. Für die Quantifizierung 
dieser Kenngröße ist, analog zur Erfassung der Motordrehmomentwerte, 
ein separates Steuerungsprogramm notwendig. Hierfür werden die Werte 
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der Positionsmesssysteme während des Richtungswechsels einer Vor-
schubachse in einem definierten Bereich vorgenommen, bevor eine Kom-
pensation der unterschiedlichen Positionsinformationen durch einen Posi-
tionsregler erfolgt. Eine Regeldifferenz der Positionsmesssysteme kann 
bestimmt werden. Diese Kenngröße ist ein Maß für die erreichbare Bear-
beitungspräzision bzw. den Verschleißzustand eines KGT und korreliert 
positiv mit zunehmenden Verschleiß [190, 388]. 
Bild 86 visualisiert das Konzept der Umkehrspielmessung für eine Vor-
schubachse. In der graphischen Darstellung sind zwei näherungsweise 
konstante Bereiche erkennbar (Hinweg, Rückweg), welche mit der 
Vorwärts- bzw. Rückwärtsbewegung einer Vorschubachse korrespondie-
ren. Ausschläge im zeitlichen Verlauf sind auf das Anfahr- und Bremsver-
halten zurückzuführen. Für die Berechnung werden nur die konstanten 
Bereiche des Hin- und Rückwegs verwendet. Eine Streuung der Messwerte, 
bedingt durch Anfahr-, Brems- oder Federeffekte ist durch Mittelwert- 
bildung nivellierbar. Aus der Existenz positionsbezogener Verschleißzu-
stände ist ein divergierendes Umkehrspiel und damit auch eine variierende 
Bearbeitungspräzision entlang des Verfahrweges einer Vorschubachse 
beobachtbar. In Anlehnung an die Toleranzen der zu fertigenden Pro-
dukte gelten divergierende Umkehrspielgrenzwerte für die Prognose von 
validen Instandhaltungszeitpunkten. 
Voruntersuchungen verschlissener KGT bestätigen eine Position in Höhe 
der Bearbeitungsposition als verschleißkritischen Bereich. Für die Reduzie-
rung des Zeitaufwands einer Umkehrspielmessung ist die Messung daher 
ausschließlich an dieser Position  implementiert. Unter Verwendung von 
Expertenwissen wurde ein Grenzwert von 0,01 mm für den Austausch eines 
KGT festgelegt. Der beschriebene Lösungsansatz zur Bestimmung des 
Umkehrspiels gemäß dem Regeldifferenzverlauf kann nur für KGT in den 
horizontalen Einbaupositionen verwendet werden. Bei den vertikal ange-
ordneten KGT liegen die Kugeln aufgrund der Schwerkraft an der tiefer 
befindlichen Kugelgewindespindelflanke an, so dass durch wechselndes 
Verfahren der Vorschubachse kein valides Umkehrspiel bestimmt werden 
kann. Auf Grundlage einer Regressionsfunktion und des Umkehrspiel-
grenzwertes können im Sinne einer vorausschauenden Instandhaltung die 
Zeitpunkte kritischer Verschleißzustände unter Nutzung des CMFB KGT-
Überwachung antizipiert werden [207]. Bild 87 zeigt eine derartige lineare 
Regressionsfunktion, abgeleitete Warngrenzen und die Antizipation eines 
Austauschzeitpunkts für einen KGT in Einbauposition X des Bearbeitungs-
zentrums [S18, S23, S26]. 
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Bild 86: Bestimmung des Umkehrspiels aus der Differenz der Positionsmesssysteme (ange-
lehnt an [S18, S23, S26]) 
Bild 87: Prognose des Austauschzeitpunkts eines KGT auf Basis der Umkehrspielmessung 
sowie abgeleitete Warngrenzen (angelehnt an [S23]) 
5.2.7 Zustandsüberwachung durch Analyse der 
Beschleunigung 
Komplementär zur Auswertung von Motordrehmoment und Umkehrspiel 
wird ein Lösungsansatz mit den Prinzipien der Schwingungsanalyse imple-
mentiert und evaluiert [P6, P14, P15][S6, S20, S24, S26, S28][190, 275, 370, 
373, 375, 380, 382–388, 396]. Gemäß Kapitel 5.2.1 soll anhand der Intensität 
der wirkenden Vibrationen bzw. durch Auswertung des zustandsspezifi-
schen, effektiven quadratischen Mittelwerts (Root Mean Square - RMS), 
der ein Maß für die im Signal enthaltene Energie darstellt, eine Aussage 
über die Existenz von Pittings geschlossen werden [355, 358, 382, 387]. In 
einem diskreten Zustand maximaler Vorschubgeschwindigkeit (Eilgang) 
genügt die Analyse der Standardabweichung eines Beschleunigungssignals 
5.2    Mehrspindlige Bearbeitungszentren 
129 
zur Erhebung des RMS [194, 358, 382, 388]. Für die Bildung dieses zustands-
bezogenen Schlüsselindikators sind mehrere Prozessschritte notwendig, 
die in der Monitoring Engine definiert sind (vgl. Bild 83). Eine Abbildung 
des Normalverhaltens einer Vorschubachse erfolgt in diesem Anwendungs-
fall durch einen Zustandsautomaten, der über die Betrachtung der Prozess-
variable Beschleunigung identifiziert wird. Für eine Beschreibung der 
Funktionsweise im vorliegenden Anwendungsfall sind Stillstand/Produk-
tion (ss/p), Beschleunigen/Abbremsen (sb/a) und Eilgang (se) als diskrete Zu-
stände interpretierbar (vgl. Bild 88). Die Implementierung dieser Funktio-
nalität erfolgt durch CMFB in Monitoring Engine und Modeling Engine. 
Eine Identifikation diskreter Zustände eines KGT erfolgt durch die Nut-
zung von komponentenspezifischen Konventionen. Vordergründig kann 
an der Betrachtung des gleitenden Mittelwerts eines RMS erkannt werden, 
ob grundsätzlich ein Bearbeitungsvorgang bzw. ein Ruhezustand vorliegt 
(Zustand sb/a). Ein Wechsel der Zustände ss/p auf se wird durch den Zustand 
sb/a begleitet. Der Zustand ss/p wird damit im vorliegenden Produktions-
prozess von zwei Zuständen sb/a eingefasst. Sobald die Übergänge zwischen 
den KGT-Aktivitätszuständen bestimmt sind, werden die akquirierten 
Beschleunigungsdaten den diskreten Zuständen für die Bestimmung des 
RMS zugeordnet. Folglich wird der Automat um kontinuierliche Daten zu 
einem hybriden Automaten erweitert. Für die Erhebung des RMS sind 
lediglich die Abschnitte des Signals im hybriden Zustand des Eilgangs se 
berücksichtigt. Bild 89 demonstriert die Segmentierung des Beschleuni-
gungssignals anhand eines Automatenmodells. Auf Grundlage der einge-
führten Methode sind zustandsbezogene Datenmuster in ausreichender 
Präzision erkennbar. Ergänzend wird die Methodik an unverschlissenen 
und verschlissenen KGT ceteris paribus validiert. Ein verschlissener KGT 
wies bereits die für einen Verschleißzustand typischen Pittings auf. Im Zu- 
stand se konnte ein RMS für einen unverschlissenen KGT mit etwa 
10,1 m/s2 ermittelt werden, während der RMS für einen verschlissenen KGT 
mit etwa 21,5 m/s2 quantifiziert wurde. Bild 90 vergleicht zwei charakte-
ristische Beschleunigungssignalanteile bei identischer Bearbeitungsope-
ration. Qualitativ sind Varianz, Standardabweichung und Spitze-Spitze-
Werte des Beschleunigungssignals im Fall des verschlissenen KGT bei 
einem zustandsbezogenen Vergleich stärker ausgeprägt. Bild 91 zeigt die 
Transformation von Beschleunigungssignalen im Zustand se in die Fre-
quenzdomäne auf Basis einer Fourier-Transformation [393]. Das Ergebnis ist 
wegen der Vielzahl überlagerter Schwingungen in diesem Anwendungsfall 
eingeschränkt aussagekräftig und offeriert gegenüber der RMS-Analyse 
keine weiteren signifikanten Erkenntnisse [S6, S20, S24, S26][370]. 
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Bild 88: Zustandsautomat zur Abbildung des Verhaltens eines KGT (angelehnt an Kapitel 
2.2.3 sowie [S6, S20, S24, S26]) 
 
Bild 89: Segmentierung eines Beschleunigungssignals in Abhängigkeit des diskreten 
Zustands eines KGT (angelehnt an [S6, S20, S24, S26]) 
 
Bild 90: Vergleich identischer Bearbeitungsoperationen bei verschlissenem und 
unverschlissenem KGT (angelehnt an [S6, S20, S24, S26]) 
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Bild 91: Frequenzbasierte Darstellung von Beschleunigungsdaten von KGT im Zustand 
Eilgang (angelehnt an [S6, S20, S24, S26][370, 380, 390, 391]) 
Abschließend erfolgt die Bereitstellung der Ergebnisse für weitere Systeme 
im IoTS über eine VS der Monitoring Engine. Neben dem Standard FDI 
wird hier ein ConditionMonitoringBlockType gemäß VDMA 24582 einge-
setzt. Bild 92 zeigt einen relevanten Ausschnitt des OPC UA-Informations-
modells, der die berechneten Indikatoren zur Charakterisierung des KGT 
(BallScrewDrive), wie Umkehrspiel (Backlash), Motordrehmomentverläufe 
(EngineTorque), RMS (RMS), Spektrogramm der Schwingungsdaten 
(SpectrogramImage bzw. SpectrogramValueArray), Aktivierungszustand 
(ActivityState), Abnutzungsvorrat (DeviceHealth) sowie errechnete Aus-
tauschzeitpunkte (DateOfSubstituition) in Abhängigkeit von Einbauzeit-
punkt (AssemblyInformation), Einbauposition (Position), Bearbeitungska-
nal (Channel) und Seriennummer (SerialNumber) bereitstellt [S6, S24]. 
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Bild 92: FDI-basiertes OPC UA-Informationsmodell für die Abbildung von berechneten 
Kenngrößen im vorliegenden Anwendungsfall 
5.2.8 Fertigungsprozessüberwachung 
Neben den Aspekten der Komponentenüberwachung ist die Evaluierung 
des Beschleunigungsmesssystems im Kontext der Überwachung des 
Produktionsprozesses Gegenstand der Untersuchung. Bild 93 gibt einen 
Überblick über die eingesetzte Methodik zur Modellidentifikation spanen-
der Fertigungsprozesse in der Modeling Engine. Der Entwurf wurde im 
Rahmen von dissertationsbezogenen, studentischen Arbeiten validiert und 
ist bereits veröffentlicht [P14, P15][S6, S24, S26]. 
Einleitend erfolgt die Akquise der Beschleunigungsdaten eines KGT in 
Anlehnung an das I4.0K-Konzept (vgl. Bild 83). Die Vorverarbeitung um-
fasst die Transformation des Beschleunigungssignals in die Frequenz- 
domäne [194, 393, 394]. Ergebnis ist ein Spektrogramm, welches den zeitli-
chen Verlauf der Frequenzkomponenten des Beschleunigungssignals 
repräsentiert. Anschließend wird das Spektrogramm 𝑋𝑋 mittels Non-nega-
tive Matrix Factorization (NMF) unter Anwendung eines Gradienten- 
abstiegsverfahrens in Merkmale 𝑊𝑊 und zugehörige Aktivierungskoeffizien-
ten 𝑆𝑆 dekodiert (vgl. Gleichung (6)) [397–400]. 
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Angestrebt ist die Identifikation von Matrizen 𝑊𝑊 und 𝑆𝑆, deren Produkt 𝑋𝑋′ 
das ursprüngliche Spektrogramm 𝑋𝑋 möglichst optimal wiedergibt. Einer 
Optimierung liegt hierbei eine Minimierung nach Gleichung (7) zugrunde. 
𝑋𝑋 ≈ 𝑊𝑊𝑆𝑆 (6) 
arg 𝑚𝑚𝑎𝑎𝑛𝑛𝑊𝑊,𝐻𝐻 12 ||𝑋𝑋 − 𝑊𝑊𝑆𝑆||2 = 12 �(𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑊𝑊𝑆𝑆𝑖𝑖𝑖𝑖)2
𝑖𝑖,𝑖𝑖  
𝑋𝑋 ∶  𝑆𝑆𝑝𝑝𝑆𝑆𝑆𝑆𝑡𝑡𝑎𝑎𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 𝑊𝑊: 𝑀𝑀𝑆𝑆𝑎𝑎𝑆𝑆𝑚𝑚𝑎𝑎𝑙𝑙𝑆𝑆 𝑆𝑆 ∶  𝑆𝑆𝑆𝑆𝑡𝑡𝑎𝑎𝑣𝑣𝑎𝑎𝑆𝑆𝑎𝑎𝑢𝑢𝑛𝑛𝑎𝑎𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝑎𝑎𝐴𝐴𝑎𝑎𝑆𝑆𝑛𝑛𝑡𝑡𝑆𝑆𝑛𝑛 (7) 
Als Resultat der NMF zeichnet sich jeder Maschinenzustand durch die 
Aktivierung eines dominanten Merkmals aus. Bei einem Wechsel der 
dominanten Aktivierung kann folglich ein Zustandswechsel angenommen 
werden. Innerhalb jedes Zustands wird die Verteilung der korrespondie-
renden NMF-Aktivierungskoeffizienten durch ein Gaussian Mixture Model 
(GMM) beschrieben. Dieses repräsentiert gemäß Gleichung 8 eine Vertei-
lung durch eine Überlagerung von 𝐾𝐾 Normalverteilungen [401–405]. 
𝑝𝑝(𝑥𝑥) = � 𝜋𝜋𝑘𝑘𝒩𝒩(𝑥𝑥|𝜇𝜇𝑘𝑘 , 𝛴𝛴𝑘𝑘)𝐾𝐾
𝑘𝑘=1
 
𝜋𝜋𝑘𝑘: 𝐺𝐺𝑆𝑆𝐺𝐺𝑎𝑎𝐺𝐺ℎ𝑡𝑡𝑢𝑢𝑛𝑛𝑎𝑎  𝜇𝜇𝑘𝑘: 𝑀𝑀𝑎𝑎𝑡𝑡𝑡𝑡𝑆𝑆𝑙𝑙𝐺𝐺𝑆𝑆𝑎𝑎𝑡𝑡𝑣𝑣𝑆𝑆𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎 𝛴𝛴𝑘𝑘: 𝐾𝐾𝑆𝑆𝑣𝑣𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝐴𝐴𝑚𝑚𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎𝑥𝑥 (8) 
Bild 93: Modellgenerierung spanender Fertigungsprozesse mittels NMF-Dekodierung 
(angelehnt an [P14, P15][S20, S24, S26]) 
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In diesem Anwendungsszenario konnten stellvertretend für weitere Anla-
genaktivitäten das Fräsen zweier Sechskantmuster erfolgreich detektiert 
werden. Die erzeugten GMM sind potentiell für die Anomalieerkennung 
nutzbar. Bild 94 visualisiert die Methodik der Modellidentifikation der Mo-
deling Engine, die eine Modellierung des KGT sowie des Fertigungsprozes-
ses gleichermaßen berücksichtigt. 
 
Bild 94: Identifikation eines Modells des KGT und des Fertigungsprozesses (angelehnt an 
[P6-P8, P14, P15][S20, S24, S26]) 
5.2.9 Ergebnisdiskussion 
Gegenstand dieses Validierungsszenarios ist die Bewertung der Anwend-
barkeit des Konzepts der Sozio-CPS zur modellbasierten Zustands- und 
Prozessüberwachung im Zusammenspiel mit Bearbeitungszentren. Die 
Applizierung der in Kapitel 4 eingeführten Gesamtsystemarchitektur 
sichert Übertragbarkeit und standardisiert die Implementierung. Hinsicht-
lich der Datenakquise entsteht durch die Definition von VS semantische 
Interoperabilität. Im Rahmen der Umsetzung konnte die Wiederverwend-
barkeit einzelner Bestandteile, wie 3D-CPS für die Umsetzung einer ergo-
nomischen, plattformunabhängigen, dreidimensionalen Visualisierung 
nachgewiesen werden. 
Die Analyse der Motordrehmomentdaten erfolgt mit Hilfe von Referenz-
läufen. Eine wesentliche Erkenntnis ist, dass trotz unveränderter System-
komponenten divergierende, achspositionsbezogene Motordrehmomente 
beobachtbar sind. Dennoch konnten im Rahmen der Validierung Verspan-
nungen und Fluchtungsfehler von KGT erfolgreich erkannt werden. Die 
bisherige Umsetzung ist die erste Ergebnisgrundlage für die Ableitung 
eines übertragbaren Referenzdatensatzes, der wiederum eine Grundlage 
für die Erzeugung von Hüllkurven und Verschleißmodellen darstellt. 
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Mit der Umkehrspielmessung kann ein Verfahren implementiert werden, 
das ebenfalls einen separaten Testlauf benötigt, jedoch die Umsetzung 
einer Funktionalität zur vorausschauenden Instandhaltung erlaubt. Nach-
teilig ist allerdings die Tatsache, dass für die Identifikation von Grenzwer-
ten ein hohes Maß an Expertenwissen bzw. Versuchen notwendig ist. Die 
Überwachung des Fertigungsprozesses zur Laufzeit ist aufgrund der Not-
wendigkeit von Prüfläufen weder mit der Prozessvariable Motordreh- 
moment noch mit der Umkehrspielmessung möglich. Ergänzend wird die 
Integrierbarkeit eines externen Systems zur Schwingungsanalyse in ein 
Sozio-CPS evaluiert. Beschleunigungssignale im Zustand Eilgang werden 
als Prozessvariablen erfolgreich zur Berechnung des RMS eingesetzt, der 
als Schlüsselindikator für die Charakterisierung des Abnutzungsvorrats 
eines KGT dient. 
Ausblickend wird ein Konzept zur Überwachung spanender Fertigungspro-
zesse entwickelt. Mehrere Ziele zur Schaffung von Transparenz im Ferti-
gungsprozess werden dabei erreicht. Potentiell ist eine Beurteilung der 
Produktqualität bereits während der Fertigung möglich, so dass Intensität 
und damit Kosten nachgelagerter Kontrollen reduzierbar werden. Zudem 
ist die Identifikation von Ereignissen wie Fertigungsanomalien, Werkzeug-
schäden und Kollisionen im Bearbeitungsraum möglich. Zusammenfas-
send konnte ein Sozio-CPS implementiert werden, das den Menschen 
bei Zustands- und Prozessüberwachung, Instandhaltung und Betrieb von 
Bearbeitungszentren unterstützt. 
5.3 Fügeverfahren im Elektromaschinenbau 
Im Fokus dieses Anwendungsfalls steht die Umsetzung einer modellbasier-
ten Zustands- und Prozessüberwachung für Fügeverfahren am Beispiel 
einer Heißcrimpanlage auf Grundlage der definierten Gesamtsystemarchi-
tektur. Ziel ist die Evaluation von Prozess- und Produktqualität unter 
Verzicht von zeit- und kostenintensiven Qualitätskontrollen. Ausgewählte 
Ergebnisse wurden im Rahmen von studentischen Arbeiten unter der fach-
lichen Anleitung des Autors erprobt und in Form von dissertationsbezoge-
nen Publikationen der internationalen Fachwelt zugänglich gemacht 
[P9, P11][S2, S9-S12, S22, S24-S26, S29]. 
5.3.1 Ausgangssituation und Voruntersuchung 
Das Heißcrimpen stellt ein Widerstandsschweißverfahren dar, das mecha-
nische Crimptechnik mit einem thermischen Abisolationsvorgang ver-
knüpft [406, 407]. Lösungsansätze und Methoden zur Überwachung 
von Fügeprozessen sind im Stand der Technik und Forschung verfügbar 
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[408–411]. Spreng et al. bieten eine umfassende Untersuchung und Model-
lierung der Grundlagen des Heißcrimpprozesses [412–414]. Die Nichtver-
fügbarkeit von Referenzarchitekturen für die Entwicklung von Hard- und 
Softwaresystemen zur modellbasierten Zustands- und Prozessüberwa-
chung stellt jedoch eine Herausforderung dar. Methoden für die effiziente 
Realisierung unter Beachtung von Aspekten der Sozio-CPS und semanti-
scher Interoperabilität sind weitestgehend unerforscht. 
Während des Fügeprozesses entstehen Prozesstemperaturen bis etwa 
610 °C und mechanische Spannungen, was zu variierenden, material- und 
geometrieabhängigen Elektrodenstandzeiten führt und damit einen Nach-
teil dieses Verfahrens darstellt [P9][412]. Hinsichtlich der Beurteilung der 
Verbindungsqualität ist das Verfahren der Widerstandsmessung geeignet 
[P9]. Bild 95 zeigt wesentliche Komponenten der untersuchten Heißcrim-
panlage, Elektrodenpaare sowie ein gefügtes Kabel. 
Bild 95: Heißcrimpanlage für die Realisierung von Fügeverfahren im Elektromaschinen-
bau, Elektroden sowie Kabel
5.3.2 Lösungsansatz 
Für die Lösung der eingeführten Problemstellung wird ein Sozio-CPS ent-
wickelt, das die Bewertung des Zustands von Elektroden als Verschleiß-
komponenten einer Heißcrimpanlage sowie die Prognose der Produkt- 
bzw. Verbindungsqualität zur Laufzeit des Produktionsprozesses erlaubt. 
Hierbei werden der Stand der Technik und Forschung sowie die Einsetz-
barkeit der Prozessvariablen Elektrodentemperatur, elektrische Scheinleis-
tung und elektrische Energie untersucht [264, 413, 414]. Die Elektrodentem-
peratur ist als Prozessvariable geeignet, um die Qualität der Verbindung 
während eines Fügeprozesses zu überprüfen und wird mittels eines Infra-
rotthermometers erhoben [P9]. 
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Ergänzend ist die Überwachung und Antizipation von Austauschzeitpunk-
ten der Elektroden mittels elektrischer Energiedaten als wesentliche Ver-
schleißelemente angestrebt. Eine Oxidationsschicht auf den Elektroden 
nimmt mit steigender Anzahl an durchgeführten Fügezyklen zu, worauf die 
in das Werkstück eingebrachte Energie zur Verdampfung der Isolation der 
Leiter sinkt. Weiterhin steigt die Auftrittswahrscheinlichkeit fehlerhafter 
Fügeverbindungen aufgrund unzureichender Wärmeeinbringung und 
Rückständen des Isolationsmaterials der Kupferleiter. Messbar ist ein 
erhöhter elektrischer Widerstand gefügter, jedoch nichtfunktionaler Kabel 
[P9][414]. Mit der eingeführten Referenzarchitektur kann ein Gesamtsys-
tem umgesetzt werden, das die wesentlichen Komponenten zur Datenak-
quise (I4.0K), Modellidentifikation (Modeling Engine), Zustands- und 
Prozessüberwachung (Monitoring Engine) und zur Integration des Nutzers 
(3D-CPS und D-CPS) enthält. Analog zum Anwendungsfall der mehrspind-
ligen Bearbeitungszentren, stehen auch hier keine Steuerungsinformatio-
nen für die Modellidentifikation zur Verfügung. 
5.3.3 Datenakquise und -visualisierung 
Die Umsetzung einer VS für die Bereitstellung der Prozessvariablen erfolgt 
auf der Grundlage von OPC UA DA bzw. OPC UA HA sowie einem Einpla-
tinencomputer (vgl. Bild 96). In diesem Fall wurden Provider-Konzepte 
für die Kommunikationsstandards ModbusTCP und RS-485 umgesetzt 
[343]. Ein externes Messystem dient der Erhebung von Temperaturdaten, 
während die Energiedaten der Heißcrimpanlage mit dem in Kapitel 2.5 ein-
geführten Messsystem bereitgestellt werden [264]. Analog zu den vorheri-
gen Anwendungsfällen wurde ein Informationsmodell definiert, das einen 
Beitrag zur semantischen Interoperabilität im vorliegenden Validierungs-
szenario leistet (vgl. Bild 97). 
Typen der Heißcrimpanlage (ThermoCrimpMachineDeviceType) sowie der 
Messsysteme (TemperatureMeasuringDeviceType, ElectricalEnergyMeasu-
ringDeviceType, ResistanceMeasuringDeviceType) werden mit Identifikati-
onsnummer (SerialNumber), Hersteller- und Modellbezeichnung (Manu-
facturer/Model) weiter beschrieben. Die Prozessvariablen Elektrodentem-
peratur, Schein- und Wirkleistung sowie Widerstand sind optional in 
eigenen Knoten abbildbar (Temperature, ApparentPower, ActivePower, Re-
sistance) [S24]. Weiterhin ist eine dreidimensionale Browservisualisierung 
gemäß dem 3D-CPS-Konzept realisierbar, die durch Aspekte semantischer 
Interoperabilität nur eines geringen Konfigurationsaufwands bedarf (vgl. 
Kapitel 4.4). Entsprechend der eingeführten Referenzarchitektur wird in 
den nachfolgenden Kapiteln ein Gesamtsystem synthetisiert und evaluiert. 
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Bild 96: Aufbau einer VS für die Bereitstellung von Energie- und Temperaturdaten 
Bild 97: FDI-basiertes OPC UA-Informationsmodell für die Abbildung von Heißcrimp- 
anlagen im vorliegenden Anwendungsfall 
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5.3.4 Modellidentifikation 
Ein wesentlicher Bestandteil des Gesamtsystems ist die Realisierung einer 
modellbasierten Zustands- und Prozessüberwachung. Neben Elektroden-
temperatur und Scheinleistung stellen Metriken der Prozessvariablen 
(Temperaturintegral bzw. elektrische Energie) Kenngrößen für die Modell-
bildung dar (vgl. Kapitel 2.2.1). Während die Überwachung des Fügepro-
zesses auf Basis der Elektrodentemperatur zur Laufzeit erfolgt, werden 
Elektrodenaustauschzeitpunkte über die beobachtete elektrische Energie 
entlang einer Reihe gefügter Kabel antizipiert. 
Die simulative Berechnung der elektrischen und thermischen Energie mit 
Hilfe eines White-Box-Modells und der implementierten Messsysteme ist 
ein möglicher Lösungsansatz für die definierte Problemstellung. Voraus-
setzung ist die Bestimmung einer Vielzahl von Modellparametern, wie 
spezifische Wärmekapazitäten, Geometrien, Volumen und Massen des 
Elektrodenmaterials, Kabelschuhen und Einzelleitern sowie die Erstellung 
einer präzisen Wärmebilanz. Zusammenfassend ist die Modellierung von 
Produkt (Kabel), Prozess (Fügeprozess) und Ressource (Heißcrimpanlage) 
zur Prognose der Schein- bzw. Wirkleistung und Elektrodentemperatur 
mit Expertenwissen verbunden [412–414] (vgl. Kapitel 2.6). In diesem 
Validierungsszenario wird dementgegen ein Lösungsansatz auf Grundlage 
der automatisierten, datengetriebenen Erstellung eines Black Box-Modells 
entwickelt. Ein identifiziertes Fügeprozessmodell abstrahiert unterschied-
liche Prozessparameter, variierende Elektrodenmaterialien und -geomet-
rien. Das Überschreiten eines statischen Schwellwerts wird für die Detek-
tion von Beginn und Ende eines Fügezyklus im Rahmen der Modell- 
generierung eingesetzt. Identifizierte Automaten besitzen folglich drei  
Zustände (Aus / Warten / Fügen), welche die Prozessvariablen Elektroden-
temperatur, Schein- und Wirkleistung beinhalten. Bild 98 visualisiert den 
zeitlichen Verlauf der Prozessvariablen Scheinleistung und Elektrodentem-
peratur sowie den diskreten Anlagenzustand. 
Basierend auf der VS wird eine Methode zur Zustands- und Prozessüber-
wachung der Elektroden bzw. des Produktionsprozesses entwickelt. Die 
Prognose von Elektrodenaustauschzeitpunkten stellt einen entscheiden-
den Beitrag für die Etablierung vorausschauender Instandhaltung dar. 
Gemäß der Voruntersuchung wird hierfür das eingeführte Messsystem zur 
Erhebung der Scheinleistung der Heißcrimpanlage eingesetzt (vgl. Kapitel 
2.5). Nach der Erhebung der Prozessvariable wird die aufgenommene elekt-
rische Energie einer Fügeoperation errechnet, einem Elektrodenlebens-
dauermodell zugeführt und die Wahrscheinlichkeit eines fehlerhaften 
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Produkts prognostiziert. Weiterhin wird die Einordnung gefügter Kabel in 
die Klassen funktional oder fehlerhaft mit der Prozessvariable Elektroden-
temperatur sowie eines Fügeprozessmodells angestrebt. Ist eine charakte-
ristische Differenz im zeitlichen Verlauf der Energiewerte zwischen zwei 
aufeinanderfolgenden Fügeoperationen erkennbar, so wird die Durch- 
führung eines Elektrodenaustausches antizipiert. Anschließend wird der 
Fügezyklenspeicher mit dem gespeicherten Energieverbrauch der vorheri-
gen aktiven Elektrode an eine Modeling Engine übertragen und der 
Fügezyklenspeicher der Monitoring Engine erneut initialisiert. Mit dieser 
erweiterten Datengrundlage erfolgt die Identifikation eines neuen Elektro-
denlebensdauer- und Fügeprozessmodells, das an die Monitoring Engine 
unter Nutzung der Konfigurationsschnittstellen übertragbar ist. Die Aus-
führung der Monitoring Engine erfolgt damit unabhängig vom Identifika-
tionsvorgang. Die Möglichkeiten der Interaktion zwischen Anwender und 
CPS im vorliegenden Anwendungsszenario umfassen die Kontrolle über 
den Erstellungsprozess von Modellen und Klassifikatoren, die Steuerung 
des Modelltransfers, die Korrektur von Fügeergebnissen bzw. Wider-
standsmessungen sowie das Setzen einer Widerstandsgrenze für die Füge-
ergebnisklassifikation. Bild 99 zeigt das Zusammenspiel von physischem 
System, Messsystemen, VS, CPS, Modeling Engine, Monitoring Engine,  
3D-CPS und D-CPS in einem Sozio-CPS. Fokussiert wird nachfolgend die 
Umsetzung der Monitoring Engine [P6-P9][S24, S26, S29]. 
Bild 98: Verlauf der Prozessvariablen Scheinleistung und Elektrodentemperatur während 
eines Fügevorgangs 
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Bild 99: Synthese einer Gesamtsystemarchitektur sowie Definition der Interaktions- 
mechanismen des konzipierten Sozio-CPS (angelehnt an [P8, P9][S26, 29]) 
5.3.5 Synthese einer Gesamtsystemarchitektur 
In der Monitoring Engine erfolgt die reflektorische Informationsverarbei-
tung zur Prognose der Elektrodenaustauschzeitpunkte sowie zur Bewer-
tung der Verbindungsqualität der Fügeprodukte auf Grundlage der gene-
rierten Modelle (vgl. Bild 100). Eingangs wird die Akquise von Prozessvari-
ablen (Elektrische Energie und Elektrodentemperatur) unter Nutzung von 
Eingangsschnittstellen und -blöcken von VS vorgenommen (1)(2)(3). Auf 
Basis der Problemstellung und des Lösungsansatzes ergeben sich zwei 
Agenten für die Realisierung der Anwendungslogik. Der CMFB Zustands-
überwachung (4) realisiert Funktionalitäten zur Prognose der Elektroden-
ausfallwahrscheinlichkeit. Ein CMFB Prozessüberwachung (5) stellt Funkti-
onalitäten zur Überwachung des Fügeprozesses bereit. Eingangsdaten stel-
len Elektrodenverschleiß- bzw. Fügeprozessmodell sowie elektrische Energie 
und Elektrodentemperatur dar. Im Rahmen der Merkmalsextraktion wer-
den elektrische Energie pro Fügeoperation (Zustandsmerkmal) sowie Ände-
rungsraten der Elektrodentemperatur und Temperaturintegral (Prozess-
merkmal) generiert. Für die Prognose von Elektrodenzustand bzw. Ausfall-
wahrscheinlichkeit und Fügeergebnis wurden ebenfalls zugehörige Agenten 
implementiert. Ausgangsdaten stellen Informationen über Fügeergebnisse, 
Anomalien und Ausfallwahrscheinlichkeiten dar. 
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Bild 100: Entwicklungssicht der Monitoring Engine für die modellbasierte Zustands- und 
Prozessüberwachung von Heißcrimpanlagen (angelehnt an [P6, P9]) 
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Die Modelle für die Monitoring Engine werden mittels der Konfigurations-
verwaltung sowie der Verwaltungsschnittstelle bereitgestellt (6)(7)(8). 
Ergebnisse des Systems werden in einem Fügezyklenspeicher persistiert. 
Teilsysteminterne Kommunikation wird über einen Datenbus realisiert (9). 
Fügeergebnisinformationen, Ausfallwahrscheinlichkeit sowie Anomalien der 
Prozessvariablen im Fügeprozess werden über Ausgangsblöcke, Ausgangs-
schnittstelle bzw. eine VS exportiert (10)(11) [P9]. Die Struktur der VS für 
den Export der Ergebnisse der Monitoring Engine ist in Bild 101 dargestellt 
[P11]. Analog zu den Vorgängerkapiteln sind die FDI-spezifischen Elemente 
wie Hersteller- und Modellbezeichnung sowie die Seriennummer (Manu-
facturer/Model/SerialNumber), Elektrodenbezeichnung (CustomName), 
Elektrodenpaar (ElectrodeSet) und eine Erweiterung der VDMA 24582 
Blockdefinition enthalten (ConditionMonitoringBlockType). 
Neben diesen Elementen sind der Abnutzungsvorrat des Elektrodenpaares 
(DeviceHealth), der prognostizierte Austauschzeitpunkt (DateOfSubstitu-
tion), die Anzahl durchgeführter Fügeoperationen (JoiningCycles), der 
Aktivitätszustand der Heißcrimpanlage (ActivityState) sowie eine fügeope-
rationsspezifische Temperatur (CrimpTemperature) bzw. die elektrische 
Energie aufgeführt (ElectricalEnergy). 
Bild 101: FDI-basiertes OPC UA-Informationsmodell für die Abbildung von berechneten 
Kenngrößen im vorliegenden Anwendungsfall 
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5.3.6 Vorausschauende Instandhaltung 
Zur Validierung des Systems wurden Fügeoperationen mit einem Elektro-
denpaar entlang vom Neu- bis in den Verschleißzustand durchgeführt. Bild 
102 visualisiert die mit der Monitoring Engine quantifizierten elektrischen 
Energiemengen der Fügeoperationen. Auf Basis von Expertenwissen wird 
eine hergestellte Verbindung als fehlerhaft klassifiziert, wenn der gemes-
sene Widerstand eines Kabels 0,01 Ω bei einer Probenlänge von 30 cm 
übersteigt. Mit sinkenden thermischen Energieeintrag erhöht sich die 
Wahrscheinlichkeit, dass Isolationsmaterial nicht vollständig verdampft 
und folglich die Fügeverbindung nichtfunktional ist. In Abhängigkeit der 
Anwendung kann eine Grenze für den Austausch des Elektrodenpaares 
festgelegt werden. Das Verhältnis zwischen Gut- und Schlechtteilen 
(Fehlerwahrscheinlichkeit) geht mit der Notwendigkeit des Elektrodenaus-
tausch einher und wird mit einem Sliding Window unter Zuhilfenahme der 
Widerstandswerte der Fügeverbindungen erhoben [P9][S26, S29][415]. 
Bild 102: Visualisierung der ermittelten konsumierten elektrischen Energie pro Füge- 
operation sowie Fehlerwahrscheinlichkeit einer nichtfunktionalen Fügeverbindung 
(angelehnt an [P9][S26, S29]) 
5.3.7 Fügeprozessüberwachung 
Ergänzend zur Elektrodenüberwachung ist die Evaluation des Fügeprozes-
ses Teil dieses Validierungsszenarios. Bild 103 zeigt eine grundsätzliche 
Korrelation zwischen elektrischem Widerstand einer Probe und der Füge-
temperatur. Vertiefend repräsentiert Diagramm I eine charakteristische 
Temperaturkurve für ein funktionales Kabel (vgl. Bild 104). Dementgegen 
zeigt Diagramm II den Fehlerfall eines zu geringen Wärmeeintrags. Ergän-
zend konnte mit der Funktion zur Detektion von lokalen Minima und 
Maxima (Minima/Maxima-Analyse gemäß Kapitel 4.3.1) sowie einer darauf 
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aufbauenden linearen Regression der lokalen Maxima eine charakteristi-
sche Steigung ermittelt werden, die einen Rückschluss auf die Funktionali-
tät einer Fügeverbindung zulässt. Die zugrundeliegende Prozessqualitäts-
bewertung wurde bereits detailliert veröffentlicht [P9]. 
 
Bild 103: Visualisierung des Zusammenhangs von Temperaturintegral und dem resultieren-
den elektrischen Widerstand einer Probe (angelehnt an [P9][S29]) 
 
 
 
Bild 104: Wertverläufe eines fehlerfreien Fügeprozesses (I) und fehlerhafter Fügeprozesse 
(II und III a und III b) (angelehnt an [P9][S26, S29]) 
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Bild 105 verdeutlicht das Konzept zur Integration des Menschen im Heiß-
crimpprozess. Neben der Auswahl von zugrundeliegendem System (Sys-
tem), Zustand (State) und Analysezeitraum (Time Range) sind eine 
Identifikation für die Fügeprodukte (Product ID), ein Zeitstempel (Time), 
die Dauer der Fügeoperation (Duration), eingebrachte elektrische Energie 
(Energy), Elektrodentemperatur (Temperature) sowie gemessener und 
antizipierter Widerstandswert (Resistance Prediction / Resistance Retro-
diction) sowie eine benutzermodifizierbare Gewichtung der Ergebnisse 
(Weight) verfügbar. 
Bild 105: Entwurf der graphischen Benutzeroberfläche eines Assistenzsystems für die Rück-
führung von Benutzerwissen im Kontext von Fügeverfahren im Elektromaschinenbau 
5.3.8 Ergebnisdiskussion
In diesem Validierungskapitel wird ein Sozio-CPS für Heißcrimpanlagen 
umgesetzt. Die Implementierung folgt der eingeführten Gesamtsystem- 
architektur in Kapitel 4 und ist Ausgangspunkt für die Realisierung einer 
vorausschauenden Instandhaltungsstrategie. Für einen vollständigen Ver-
zicht auf nachgelagerte Qualitätsprüfungen ist die Verbesserung der Füge-
prozessklassifikation und die quantitative Validierung der Ergebnisse 
erforderlich. Eine differenzierte Berücksichtigung von spontanen Tempe-
raturverlaufsänderungen im Abkühlzustand kann zudem die Fügeergeb-
nisklassifikation präzisieren. 
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Die fortschreitende Verbreitung des Internets der Dinge und Dienste eröff-
net neue Chancen und Herausforderungen für die Industrieproduktion. 
Neben der Möglichkeit zur Effizienzsteigerung durch cyber-physische Sys-
teme impliziert der Einsatz vielschichtiger Informations- und Automatisie-
rungstechnologie eine steigende technische Komplexität, die im Rahmen 
der Betriebsführung und Instandhaltung mit Hilfe von Systemen der Zu-
stands- und Prozessüberwachung kontrolliert werden muss. Deren Umset-
zung erfolgt mit Hilfe von geschlossenen Informationssystemen mit jeweils 
unterschiedlicher Leistungsfähigkeit, Funktionalität und Softwarearchitek-
tur, verteilt auf heterogene Systemkomponenten. Folglich entsteht ein 
geringes Maß an Wiederverwendbarkeit realisierter Anwendungslogik 
sowie eine zeitintensive und fehleranfällige Verteilung von Systemen. 
Referenzarchitekturmodelle eröffnen die Chance zur standardisierten For-
mulierung von wartbaren, lernenden und skalierbaren cyber-physischen 
Systemen unter Beachtung von Aspekten der Emergenz, Orchestrierbar-
keit, semantischer Interoperabilität sowie der Einbindung des Menschen. 
Aufbauend auf den Ergebnissen des Forschungsprojekts Ressourcen-Cock-
pit für sozio-cyber-physische Systeme hat die vorliegende Dissertations-
schrift den Anspruch, ein sozio-cyber-physisches System für die modell-
basierte Zustands- und Prozessüberwachung von Smart Factories zu ent-
wickeln. Durch die Umsetzung sozio-cyber-physischer Systeme soll für den 
menschlichen Bediener nutzerwahrnehmbare Komplexität reduziert und 
Transparenz hergestellt werden. Insgesamt können sechs unterschiedliche 
Teilsysteme synthetisiert werden, die in Kombination ein konsistentes 
Gesamtsystem ergeben, das die Limitierungen des Stands der Technik und 
Forschung reduziert. Dies umfasst die Entwicklung von Verwaltungsscha-
len zur Qualifizierung von Gegenständen zu Industrie 4.0-Komponenten. 
Der Entwurf der Modeling Engine erlaubt die standardisierte Applikation 
von Lernalgorithmen zur automatisierten Erzeugung von Black Box-Mo-
dellen in einer Vielzahl von Anwendungsbereichen. Identifizierte Modelle 
bilden die Grundlage für die modellbasierte Zustands- und Prozessüberwa-
chung sowie die Selbstoptimierung. Die Monitoring Engine stellt eine Teil-
systemarchitektur dar, die eine prozessnahe Analyse von Steuerungsinfor-
mationen und Prozessvariablen zulässt. Der hohe Grad an Modularität im 
Framework liefert signifikante Beiträge zur fortlaufenden Gestaltung und 
architektonischen Entwicklung des Internet der Dinge und Dienste. Im De-
tail gestatten Funktionsblockkonzept, lose Kopplung, ereignisgesteuerte 
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Informationsverarbeitung und erweiterte Konfigurationsmöglichkeiten 
eine deutliche Effizienzsteigerung im Systementwurf. Das eingeführte  
4+2-Sichtenmodell lässt eine Beurteilung des Softwaresystems aus der  
Perspektive unterschiedlicher Interessengruppen zu und verdeutlicht die 
Vorteile gegenüber bestehenden Lösungen. Die integrierte Untersuchung 
von Informations-, Automatisierungs- und Product-Lifecycle-Manage-
ment-Systemen zusammen mit Aspekten der Integration menschlicher  
Bediener stellt einen weiteren Schwerpunkt dieser Forschungsarbeit dar. 
Das 3D-CPS-Konzept bietet die Möglichkeit zur Entwicklung dreidimen- 
sionaler, browserbasierter Mensch-Maschine-Schnittstellen. Eine konse-
quente Nutzung der Vorzugsstandards Automation Markup Language und 
Open Platform Communications Unified Architecture befähigt zur effi-
zienten Konfiguration und Einrichtung des Systems, trägt der Emergenz 
von cyber-physischen Systemen Rechnung und bildet die Grundlage für 
eine komponentengenaue Visualisierung von Anomalien, Fehlerbeschrei-
bungen sowie Handlungsanweisungen. D-CPS beschreibt abschließend  
die Einbindung des Nutzers. Instandhalter und Betriebsführer können ihr 
Wissen durch die Anlage von Fehlerbeschreibungen und Handlungsanwei-
sungen formalisieren. Benutzereingaben dienen als weitere Datengrund-
lage maschineller Lernverfahren. Lösungsansätze der modellbasierten  
Zustands- und Prozessüberwachung und des Wissensmanagements wer-
den zusammengeführt, woraus wertvolle Einblicke für die Verbesserung 
von Instandhaltungsprozessen gewonnen werden. 
Validiert wird das Gesamtsystem in drei Szenarien. Hierbei stehen jeweils 
anwendungsspezifische Aspekte im Vordergrund. Die Entwicklung am Bei-
spiel von wandlungsfähigen Prüfsystemen thematisiert die Prozessvariab-
len elektrischer Energie und Druckluftverbrauch. Während der Implemen-
tierung werden die Chancen von Webtechnologien in diesem Kontext eva-
luiert. Eingeführte Konzepte der Optimierung stellen eine Ausgangsbasis 
für eine Effizienzsteigerung in der industriellen Produktion dar. Im Anwen-
dungsfall der mehrspindligen Bearbeitungszentren erfolgt die Zustands-
überwachung von Kugelgewindetrieben und die Überwachung spanender 
Produktionsprozesse auf Basis der eingeführten Gesamtsystemarchitektur. 
Hierfür werden die Prozessvariablen Motordrehmoment, Umkehrspiel und 
Beschleunigungsdaten analysiert. Kostengünstige mikroelektromechani-
sche Systeme und Sensoren erlauben die Skalierung auf eine Vielzahl 
weiterer Anwendungsfälle. Anschließend wird eine Methode für die Über-
wachung spanender Produktionsprozesse eingeführt, die keinen Zugriff 
auf diskrete Steuerungsinformationen erfordert. Die Antizipation von 
Grenzwerten bzw. die Entwicklung einer universellen Kenngröße für die 
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vollständige Charakterisierung des Verschleißverhaltens von Kugelgewin-
detrieben, die Identifikation und Parametrisierung von Hidden Markov 
Modellen mit identifizierten Gaussian Mixture Models sowie die statis- 
tische Absicherung der Ergebnisse sind Ausgangspunkt weiterer For-
schungsarbeiten [P14, P15]. Das Validierungsszenario der Heißcrimpanlage 
adressiert einen Anwendungsfall im Bereich der Kabelproduktion. Eine 
Modellbildung ohne den Zugriff auf diskrete Steuerungsinformationen ist 
möglich. Neben der Zustandsüberwachung von Verschleißkomponenten 
konnte eine Klassifikation der Fügeergebnisse erreicht werden. Elektrische 
Energie- und Elektrodentemperaturdaten eröffnen die Aussicht zur Steige-
rung der Ressourcen- und Energieeffizienz und stellen die Grundlage zur 
Reduzierung des Prüfaufwands für hergestellte Produkte dar. 
Entlang der Systemkonzeption und Validierung werden unterschiedliche 
Self-X-Aspekte wie Selbstkonfiguration, Selbstmodellierung, Selbstdiag-
nose und Selbstoptimierung im industriellen Anwendungskontext entwi-
ckelt und praktisch umgesetzt. Die durchgängige Nutzung des Modellie-
rungsstandards Fundamental Modeling Concepts sichert Übertragbarkeit 
über die Anwendungsbereiche dieser Dissertationsschrift hinaus. Techno-
logisch werden die Vorzugsstandards des Referenzarchitekturmodells 
Industrie 4.0 für die übertragbare Entwicklung eingesetzt. Eine erfolgreiche 
Instanziierung in drei heterogenen Validierungsszenarien beweist die 
Korrektheit und Anwendbarkeit der Lösungsansätze. Die konsequente 
Nutzung semantischer Interoperabilitätsstandards und serviceorientierter 
Architekturen stellt Kompatibilität der entwickelten Ergebnisse mit einer 
Vielzahl weiterer Anwendungsszenarien her. 
Die Ergebnisse implizieren weiterführenden Forschungsbedarf. Mit den 
eingeführten Artefakten wird ein Beitrag für die Gestaltung von Plattform-
Ökosystemen im Kontext technischer Dienstleistungssysteme im Förder-
projekt PRODISYS geleistet [290]. Teilsysteme sind im Kontext der Alloka-
tion von Instandhaltungsaufgaben unter Berücksichtigung von Produkti-
onsplänen und beteiligten Stakeholdern einsetzbar. Hier werden Systeme 
der Zustands- und Prozessüberwachung Teil eines ganzheitlichen, service-
orientierten Geschäftsmodells, sodass eine starke Bindung von Komponen-
ten- und Anlagenherstellern sowie Endanwendern erzeugt wird. Für die 
Realisierung dieses Entwurfs ist die Definition von Methoden zur Model-
lierung und Implementierung der Interaktion von Entitäten, die in kom-
plexen Wertschöpfungsnetzwerken miteinander verbunden sind, notwen-
dig [109, 416].
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7 Summary and outlook 
The progressive expansion of the internet has created new opportunities 
and challenges for industrial companies. As well as the potential to 
rise efficiency through cyber-physical systems, the use of multilayered 
information and automation systems promotes growing technical com-
plexity. This must be mastered within the scope of operational manage-
ment and maintenance through the use of monitoring systems. They are 
implemented with the aid of closed information systems, which have vary-
ing performance, functionality, and software architecture, distributed over 
heterogeneous system components. Consequently, the reusability of imple-
mented application logic is limited. Additionally, the distribution of  
systems is time-consuming and error-prone. 
Reference architecture models allow the standardized formulation of main-
tainable learning and scalable cyber-physical systems, which account for 
aspects of emergence, orchestration, semantic interoperability and human 
integration. Founded on the results of the research project “resource cock-
pit for socio-cyber-physical systems” this thesis aims to develop a socio-
cyber-physical system for the model-based condition and process monitor-
ing of smart factories. The operation of socio-cyber-physical systems is 
intended to reduce user-perceptible complexity and create transparency 
for human operators. A total of six different systems can be synthesized, 
which results in a consistent system that reduces the limitations of the 
state-of-the-art technology and research. This includes the development  
of Asset Administration Shells for the upgrading of objects to Industry 4.0 
Components. 
When applying the concept of the modeling engine, the standardized 
application of learning algorithms for the automated generation of black 
box models is possible in a variety of application areas. Identified models 
form the foundation for model-based condition and process monitoring as 
well as self-optimization. The monitoring engine introduces a subsystem 
architecture that permits the decentralized analysis of control information 
and process variables. High modularity within the framework provides  
significant contributions to the ongoing design and architectural develop-
ment of the internet of things and services. Specifically, the function block 
concept, loose coupling, event-driven information processing, and 
extended configuration options allow significantly improved efficiency in 
system design relative to the state-of-the-art research. An assessment of 
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this software system from the perspectives of different interest groups il-
lustrates advantages over other existing solutions. This research also 
examines information, automation, and product lifecycle management 
systems in addition to aspects of the integration of human operators. The 
3D-CPS concept offers the potential to develop three-dimensional, 
browser-based human-machine interfaces. Consistent use of the Automa-
tion Markup Language and Open Platform Communications Unified 
Architecture standards allows efficient configuration and setup of the 
system, accounts for the emergence of cyber-physical systems, and allows 
the component-specific visualization of anomalies, error descriptions, and 
instructions. The integration of the user is described through D-CPS. 
Maintenance personnel and plant operators can formalize their knowledge 
by creating instructions and fault descriptions. Solutions for model-based 
condition and process monitoring as well as knowledge management are 
combined. This yields valuable insights regarding the improvement of 
maintenance processes. 
This entire approach is validated in three scenarios, which each examine 
application-specific aspects. Using the case of versatile test systems, devel-
opment addresses the variables of electrical energy and compressed air 
consumption. During implementation, web technologies are evaluated in 
this context. The concepts of self-optimization represent the potential for 
increased efficiency in industrial production. In the case of multi-spindle 
machining centers, the condition monitoring of ball screw drives and the 
monitoring of production processes are conducted founded on the overall 
system architecture. The variables motor torque, backlash, and structure-
borne sound are analyzed for this purpose. Cost-effective microelectrome-
chanical systems and sensors allow scaling to a variety of other applica-
tions. A procedure for monitoring production processes that does not 
require access to discrete control signals is then introduced. The anticipa-
tion of limit values and the development of a universal parameter for the 
complete characterization of the wear behavior of ball screw drives, the 
identification and parameterization of Hidden Markov Models with identi-
fied Gaussian Mixture Models and the statistical validation of the results 
must be addressed by further research work [P14, P15]. The validation 
scenario of the hot crimping system addresses an application case concern-
ing cable production. Modeling without access to discrete control 
signals is also possible in this case. In addition to the condition 
monitoring of wear components, a classification of the corresponding 
results could be achieved. Electrical energy and electrode temperature data 
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allow enlarged resource as well as energy efficiency and form the basis for 
reducing the testing workload for manufactured products. 
Together with the system concept and validation, different self-x capabili-
ties, such as self-configuration, self-modeling, self-diagnosis, and self-opti-
mization, are developed and implemented in the industrial application 
context. Through the consistent use of the modeling standard Fundamen-
tal Modeling Concepts, the results are applicable beyond the scope of this 
dissertation. Technologically, the preferred standards of the Reference 
Architectural Model Industry 4.0 are used for targeted and transferable 
development. Successful instantiation in three heterogeneous validation 
scenarios proves the accuracy and applicability of the developed concepts. 
Consistent use of semantic interoperability standards, service-oriented 
architectures and reference architecture conformity ensures compatibility 
of the developed results with a variety of other application scenarios. 
The results of this research indicate directions for further research. The 
developed system concepts contribute to the progress of platform ecosys-
tems within the framework of the development of technical service systems 
in the PRODISYS funding project. Established systems can be applied 
in the situation of allocating maintenance tasks while accounting for pro-
duction plans and stakeholders involved [290]. Condition and process 
monitoring systems could become part of a holistic, service-oriented busi-
ness model that establishes a strong bond between component and plant 
manufacturers and end users. For the actualization of this concept, it 
is necessary to develop methods for modeling and implementing the inter-
action of entities that are connected in complex value-creation networks. 
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8 Anhang 
Open Platform Communications Unified Architecture 
Bild 106: Notationselemente Open Platform Communications Unified Architecture 
(angelehnt an [160]) 
Bild 107: Ausschnitt FDI-spezifischer Notationselemente (angelehnt an [167]) 
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Fundamental Modeling Concepts 
In dieser Dissertationsschrift werden die Fundamental Modeling Concepts 
für die Beschreibung des Gesamtsystems eingesetzt. Die enthaltenen Kom-
positionsstrukturen beschreiben das Zusammenspiel kollaborierender 
Systemkomponenten [250, 251]. 
Tabelle 18: Notationselemente der Fundamental Modeling Concepts 
(angelehnt an [250, 251]) 
Notationselement Beschreibung 
A
Aktive Systemkomponente 
Agent (A) / menschlicher Agent 
S
Passive Systemkomponente 
Speicher (S) / Kanal 
Gerichtete / ungerichtete Kanten 
A S Lesezugriff 
SA Schreibzugriff 
A S Lese- und Schreibzugriff 
A A Unidirektionaler Kommunikationskanal 
A A Bidirektionaler Kommunikationskanal 
A A
R
Request-/Response Kommunikationskanal 
A A
Strukturvarianz 
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Anwendungsfalldiagramme 
Die folgenden Abbildungen fassen die Anwendungsfälle der definierten 
Systeme im Kontext der vorliegenden Dissertationsschrift zusammen und 
sind entsprechend der UML 2.5 modelliert [417, 418]. 
Bild 108: Anwendungsfalldiagramm der Modeling Engine 
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Bild 109: Anwendungsfalldiagramm der Monitoring Engine 
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Bild 110: Anwendungsfalldiagramm von 3D-CPS 
 
Bild 111: Anwendungsfalldiagramm von D-CPS 
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Technologieentwicklung beim Abtragen 
mit CO2-Laserstrahlung 
LFT, 133 Seiten, 57 Bilder, 13 Tab. 1999. 
ISBN 3-87525-122-9. 
 
Band 93: Adrianus L. P. Coremans 
Laserstrahlsintern von Metallpulver -  
Prozeßmodellierung, Systemtechnik,  
Eigenschaften laserstrahlgesinterter  
Metallkörper  
LFT, 184 Seiten, 108 Bilder, 12 Tab. 1999. 
ISBN 3-87525-124-5. 
 
Band 94: Hans-Martin Biehler 
Optimierungskonzepte für  
Qualitätsdatenverarbeitung und  
Informationsbereitstellung in der  
Elektronikfertigung  
FAPS, 194 Seiten, 105 Bilder. 1999. 
ISBN 3-87525-126-1. 
 
Band 95: Wolfgang Becker 
Oberflächenausbildung und tribologische 
Eigenschaften excimerlaserstrahlbearbei-
teter Hochleistungskeramiken  
LFT, 175 Seiten, 71 Bilder, 3 Tab. 1999. 
ISBN 3-87525-127-X. 
 
Band 96: Philipp Hein 
Innenhochdruck-Umformen von  
Blechpaaren: Modellierung,  
Prozeßauslegung und Prozeßführung  
LFT, 129 Seiten, 57 Bilder, 7 Tab. 1999. 
ISBN 3-87525-128-8. 
Band 97: Gunter Beitinger 
Herstellungs- und Prüfverfahren für  
thermoplastische Schaltungsträger 
FAPS, 169 Seiten, 92 Bilder, 20 Tab. 1999. 
ISBN 3-87525-129-6. 
 
 
Band 98: Jürgen Knoblach 
Beitrag zur rechnerunterstützten  
verursachungsgerechten  
Angebotskalkulation von Blechteilen 
mit Hilfe wissensbasierter Methoden 
LFT, 155 Seiten, 53 Bilder, 26 Tab. 1999. 
ISBN 3-87525-130-X. 
 
Band 99: Frank Breitenbach 
Bildverarbeitungssystem zur Erfassung 
der Anschlußgeometrie elektronischer 
SMT-Bauelemente 
LFT, 147 Seiten, 92 Bilder, 12 Tab. 2000. 
ISBN 3-87525-131-8. 
 
Band 100: Bernd Falk 
Simulationsbasierte  
Lebensdauervorhersage für Werkzeuge 
der Kaltmassivumformung  
LFT, 134 Seiten, 44 Bilder, 15 Tab. 2000. 
ISBN 3-87525-136-9. 
 
Band 101: Wolfgang Schlögl 
Integriertes Simulationsdaten-Manage-
ment für Maschinenentwicklung und  
Anlagenplanung 
FAPS, 169 Seiten, 101 Bilder, 20 Tab. 2000. 
ISBN 3-87525-137-7. 
 
 
Band 102: Christian Hinsel  
Ermüdungsbruchversagen  
hartstoffbeschichteter Werkzeugstähle  
in der Kaltmassivumformung  
LFT, 130 Seiten, 80 Bilder, 14 Tab. 2000. 
ISBN 3-87525-138-5. 
Band 103: Stefan Bobbert 
Simulationsgestützte Prozessauslegung 
für das Innenhochdruck-Umformen  
von Blechpaaren 
LFT, 123 Seiten, 77 Bilder. 2000. 
ISBN 3-87525-145-8. 
 
Band 104: Harald Rottbauer 
Modulares Planungswerkzeug zum  
Produktionsmanagement in der  
Elektronikproduktion 
FAPS, 166 Seiten, 106 Bilder. 2001. 
ISBN 3-87525-139-3. 
Band 111: Jürgen Göhringer 
Integrierte Telediagnose via Internet  
zum effizienten Service von  
Produktionssystemen 
FAPS, 178 Seiten, 98 Bilder, 5 Tab. 2001. 
ISBN 3-87525-147-4. 
 
 
Band 105: Thomas Hennige 
Flexible Formgebung von Blechen 
durch Laserstrahlumformen  
LFT, 119 Seiten, 50 Bilder. 2001. 
ISBN 3-87525-140-7. 
 
 
Band 106: Thomas Menzel 
Wissensbasierte Methoden für die  
rechnergestützte Charakterisierung  
und Bewertung innovativer  
Fertigungsprozesse 
LFT, 152 Seiten, 71 Bilder. 2001. 
ISBN 3-87525-142-3. 
 
Band 107: Thomas Stöckel 
Kommunikationstechnische Integration 
der Prozeßebene in Produktionssysteme 
durch Middleware-Frameworks  
FAPS, 147 Seiten, 65 Bilder, 5 Tab. 2001. 
ISBN 3-87525-143-1. 
Band 108: Frank Pitter 
Verfügbarkeitssteigerung von  
Werkzeugmaschinen durch Einsatz 
mechatronischer Sensorlösungen  
FAPS, 158 Seiten, 131 Bilder, 8 Tab. 2001. 
ISBN 3-87525-144-X. 
 
Band 109: Markus Korneli 
Integration lokaler CAP-Systeme in  
einen globalen Fertigungsdatenverbund 
FAPS, 121 Seiten, 53 Bilder, 11 Tab. 2001. 
ISBN 3-87525-146-6. 
 
Band 110: Burkhard Müller 
Laserstrahljustieren mit Excimer-Lasern - 
Prozeßparameter und Modelle zur  
Aktorkonstruktion 
LFT, 128 Seiten, 36 Bilder, 9 Tab. 2001. 
ISBN 3-87525-159-8. 
 
 
Band 111: Jürgen Göhringer 
Integrierte Telediagnose via Internet  
zum effizienten Service von  
Produktionssystemen 
FAPS, 178 Seiten, 98 Bilder, 5 Tab. 2001. 
ISBN 3-87525-147-4. 
 
Band 112: Robert Feuerstein 
Qualitäts- und kosteneffiziente Integra-
tion neuer Bauelementetechnologien in 
die Flachbaugruppenfertigung 
FAPS, 161 Seiten, 99 Bilder, 10 Tab. 2001. 
ISBN 3-87525-151-2. 
 
 
Band 113: Marcus Reichenberger  
Eigenschaften und Einsatzmöglichkeiten 
alternativer Elektroniklote in der  
Oberflächenmontage (SMT) 
FAPS, 165 Seiten, 97 Bilder, 18 Tab. 2001. 
ISBN 3-87525-152-0. 
 
Band 114: Alexander Huber 
Justieren vormontierter Systeme mit dem 
Nd:YAG-Laser unter Einsatz von Aktoren 
LFT, 122 Seiten, 58 Bilder, 5 Tab. 2001. 
ISBN 3-87525-153-9. 
 
 
Band 115: Sami Krimi 
Analyse und Optimierung von Montage-
systemen in der Elektronikproduktion 
FAPS, 155 Seiten, 88 Bilder, 3 Tab. 2001. 
ISBN 3-87525-157-1. 
 
Band 116: Marion Merklein 
Laserstrahlumformen von  
Aluminiumwerkstoffen - Beeinflussung 
der Mikrostruktur und  
der mechanischen Eigenschaften 
LFT, 122 Seiten, 65 Bilder, 15 Tab. 2001. 
ISBN 3-87525-156-3. 
 
Band 117: Thomas Collisi 
Ein informationslogistisches  
Architekturkonzept zur Akquisition 
simulationsrelevanter Daten  
FAPS, 181 Seiten, 105 Bilder, 7 Tab. 2002. 
ISBN 3-87525-164-4. 
 
Band 118: Markus Koch 
Rationalisierung und ergonomische  
Optimierung im Innenausbau durch  
den Einsatz moderner  
Automatisierungstechnik 
FAPS, 176 Seiten, 98 Bilder, 9 Tab. 2002. 
ISBN 3-87525-165-2. 
 
Band 119: Michael Schmidt 
Prozeßregelung für das Laserstrahl-
Punktschweißen in der Elektronikpro-
duktion 
LFT, 152 Seiten, 71 Bilder, 3 Tab. 2002. 
ISBN 3-87525-166-0. 
 
Band 120: Nicolas Tiesler 
Grundlegende Untersuchungen zum 
Fließpressen metallischer Kleinstteile 
LFT, 126 Seiten, 78 Bilder, 12 Tab. 2002. 
ISBN 3-87525-175-X. 
 
 
Band 121: Lars Pursche 
Methoden zur technologieorientierten 
Programmierung für  
die 3D-Lasermikrobearbeitung 
LFT, 111 Seiten, 39 Bilder, 0 Tab. 2002. 
ISBN 3-87525-183-0. 
 
Band 122: Jan-Oliver Brassel 
Prozeßkontrolle beim  
Laserstrahl-Mikroschweißen 
LFT, 148 Seiten, 72 Bilder, 12 Tab. 2002. 
ISBN 3-87525-181-4. 
 
 
 
Band 123: Mark Geisel 
Prozeßkontrolle und -steuerung beim  
Laserstrahlschweißen mit den Methoden 
der nichtlinearen Dynamik 
LFT, 135 Seiten, 46 Bilder, 2 Tab. 2002. 
ISBN 3-87525-180-6. 
 
Band 124: Gerd Eßer 
Laserstrahlunterstützte Erzeugung  
metallischer Leiterstrukturen auf  
Thermoplastsubstraten für die  
MID-Technik 
LFT, 148 Seiten, 60 Bilder, 6 Tab. 2002. 
ISBN 3-87525-171-7. 
 
Band 125: Marc Fleckenstein 
Qualität laserstrahl-gefügter  
Mikroverbindungen elektronischer  
Kontakte 
LFT, 159 Seiten, 77 Bilder, 7 Tab. 2002. 
ISBN 3-87525-170-9. 
Band 126: Stefan Kaufmann 
Grundlegende Untersuchungen zum 
Nd:YAG- Laserstrahlfügen von Silizium 
für Komponenten der Optoelektronik 
LFT, 159 Seiten, 100 Bilder, 6 Tab. 2002. 
ISBN 3-87525-172-5. 
 
Band 127: Thomas Fröhlich 
Simultanes Löten von Anschlußkontak-
ten elektronischer Bauelemente mit  
Diodenlaserstrahlung 
LFT, 143 Seiten, 75 Bilder, 6 Tab. 2002. 
ISBN 3-87525-186-5. 
 
Band 128: Achim Hofmann 
Erweiterung der Formgebungsgrenzen 
beim Umformen von  
Aluminiumwerkstoffen durch den Ein-
satz prozessangepasster Platinen  
LFT, 113 Seiten, 58 Bilder, 4 Tab. 2002. 
ISBN 3-87525-182-2. 
 
Band 129: Ingo Kriebitzsch 
3 - D MID Technologie in der  
Automobilelektronik 
FAPS, 129 Seiten, 102 Bilder, 10 Tab. 2002. 
ISBN 3-87525-169-5. 
 
 
Band 130: Thomas Pohl 
Fertigungsqualität und Umformbarkeit  
laserstrahlgeschweißter Formplatinen  
aus Aluminiumlegierungen 
LFT, 133 Seiten, 93 Bilder, 12 Tab. 2002. 
ISBN 3-87525-173-3. 
 
 
Band 131: Matthias Wenk 
Entwicklung eines konfigurierbaren  
Steuerungssystems für die flexible  
Sensorführung von Industrierobotern 
FAPS, 167 Seiten, 85 Bilder, 1 Tab. 2002. 
ISBN 3-87525-174-1. 
Band 132: Matthias Negendanck 
Neue Sensorik und Aktorik für  
Bearbeitungsköpfe zum  
Laserstrahlschweißen 
LFT, 116 Seiten, 60 Bilder, 14 Tab. 2002. 
ISBN 3-87525-184-9. 
Band 133: Oliver Kreis 
Integrierte Fertigung - Verfahrensin-
tegration durch Innenhochdruck-Umfor-
men, Trennen und Laserstrahlschweißen 
in einem Werkzeug sowie ihre tele- und 
multimediale Präsentation  
LFT, 167 Seiten, 90 Bilder, 43 Tab. 2002. 
ISBN 3-87525-176-8. 
Band 134: Stefan Trautner 
Technische Umsetzung produktbezoge-
ner Instrumente der Umweltpolitik bei 
Elektro- und Elektronikgeräten 
FAPS, 179 Seiten, 92 Bilder, 11 Tab. 2002. 
ISBN 3-87525-177-6. 
Band 135: Roland Meier 
Strategien für einen produktorientierten 
Einsatz räumlicher spritzgegossener 
Schaltungsträger (3-D MID) 
FAPS, 155 Seiten, 88 Bilder, 14 Tab. 2002. 
ISBN 3-87525-178-4. 
Band 136: Jürgen Wunderlich 
Kostensimulation - Simulationsbasierte 
Wirtschaftlichkeitsregelung komplexer 
Produktionssysteme 
FAPS, 202 Seiten, 119 Bilder, 17 Tab. 2002. 
ISBN 3-87525-179-2. 
Band 137: Stefan Novotny 
Innenhochdruck-Umformen von Blechen 
aus Aluminium- und Magnesiumlegie-
rungen bei erhöhter Temperatur 
LFT, 132 Seiten, 82 Bilder, 6 Tab. 2002. 
ISBN 3-87525-185-7. 
Band 138: Andreas Licha 
Flexible Montageautomatisierung zur 
Komplettmontage flächenhafter Produkt-
strukturen durch kooperierende  
Industrieroboter 
FAPS, 158 Seiten, 87 Bilder, 8 Tab. 2003. 
ISBN 3-87525-189-X. 
Band 139: Michael Eisenbarth 
Beitrag zur Optimierung der Aufbau- und 
Verbindungstechnik für mechatronische 
Baugruppen 
FAPS, 207 Seiten, 141 Bilder, 9 Tab. 2003. 
ISBN 3-87525-190-3. 
Band 140: Frank Christoph 
Durchgängige simulationsgestützte  
Planung von Fertigungseinrichtungen der 
Elektronikproduktion  
FAPS, 187 Seiten, 107 Bilder, 9 Tab. 2003. 
ISBN 3-87525-191-1. 
Band 141: Hinnerk Hagenah 
Simulationsbasierte Bestimmung der  
zu erwartenden Maßhaltigkeit für das 
Blechbiegen 
LFT, 131 Seiten, 36 Bilder, 26 Tab. 2003. 
ISBN 3-87525-192-X. 
Band 142: Ralf Eckstein 
Scherschneiden und Biegen metallischer 
Kleinstteile - Materialeinfluss und  
Materialverhalten 
LFT, 148 Seiten, 71 Bilder, 19 Tab. 2003. 
ISBN 3-87525-193-8. 
Band 143: Frank H. Meyer-Pittroff  
Excimerlaserstrahlbiegen dünner  
metallischer Folien mit homogener  
Lichtlinie 
LFT, 138 Seiten, 60 Bilder, 16 Tab. 2003. 
ISBN 3-87525-196-2. 
Band 144: Andreas Kach 
Rechnergestützte Anpassung von  
Laserstrahlschneidbahnen  
an Bauteilabweichungen 
LFT, 139 Seiten, 69 Bilder, 11 Tab. 2004. 
ISBN 3-87525-197-0. 
 
Band 145: Stefan Hierl 
System- und Prozeßtechnik für das  
simultane Löten mit Diodenlaserstrah-
lung von elektronischen Bauelementen  
LFT, 124 Seiten, 66 Bilder, 4 Tab. 2004. 
ISBN 3-87525-198-9. 
 
Band 146: Thomas Neudecker 
Tribologische Eigenschaften keramischer 
Blechumformwerkzeuge- Einfluss einer 
Oberflächenendbearbeitung mittels  
Excimerlaserstrahlung  
LFT, 166 Seiten, 75 Bilder, 26 Tab. 2004. 
ISBN 3-87525-200-4. 
 
Band 147: Ulrich Wenger 
Prozessoptimierung in der Wickeltechnik 
durch innovative maschinenbauliche und 
regelungstechnische Ansätze  
FAPS, 132 Seiten, 88 Bilder, 0 Tab. 2004. 
ISBN 3-87525-203-9. 
 
Band 148: Stefan Slama 
Effizienzsteigerung in der Montage durch 
marktorientierte Montagestrukturen und 
erweiterte Mitarbeiterkompetenz  
FAPS, 188 Seiten, 125 Bilder, 0 Tab. 2004. 
ISBN 3-87525-204-7. 
 
Band 149: Thomas Wurm 
Laserstrahljustieren mittels Aktoren-Ent-
wicklung von Konzepten und Methoden 
für die rechnerunterstützte Modellierung 
und Optimierung von komplexen  
Aktorsystemen in der Mikrotechnik 
LFT, 122 Seiten, 51 Bilder, 9 Tab. 2004. 
ISBN 3-87525-206-3. 
Band 150: Martino Celeghini 
Wirkmedienbasierte Blechumformung: 
Grundlagenuntersuchungen zum Einfluss 
von Werkstoff und Bauteilgeometrie 
LFT, 146 Seiten, 77 Bilder, 6 Tab. 2004. 
ISBN 3-87525-207-1. 
 
Band 151: Ralph Hohenstein 
Entwurf hochdynamischer Sensor- und 
Regelsysteme für die adaptive 
Laserbearbeitung 
LFT, 282 Seiten, 63 Bilder, 16 Tab. 2004. 
ISBN 3-87525-210-1. 
 
Band 152: Angelika Hutterer 
Entwicklung prozessüberwachender  
Regelkreise für flexible 
Formgebungsprozesse 
LFT, 149 Seiten, 57 Bilder, 2 Tab. 2005. 
ISBN 3-87525-212-8. 
 
Band 153: Emil Egerer 
Massivumformen metallischer Kleinst-
teile bei erhöhter Prozesstemperatur 
LFT, 158 Seiten, 87 Bilder, 10 Tab. 2005. 
ISBN 3-87525-213-6. 
 
Band 154: Rüdiger Holzmann 
Strategien zur nachhaltigen Optimierung 
von Qualität und Zuverlässigkeit in  
der Fertigung hochintegrierter 
Flachbaugruppen 
FAPS, 186 Seiten, 99 Bilder, 19 Tab. 2005. 
ISBN 3-87525-217-9. 
 
Band 155: Marco Nock 
Biegeumformen mit  
Elastomerwerkzeugen Modellierung,  
Prozessauslegung und Abgrenzung des 
Verfahrens am Beispiel des Rohrbiegens 
LFT, 164 Seiten, 85 Bilder, 13 Tab. 2005. 
ISBN 3-87525-218-7. 
Band 156: Frank Niebling 
Qualifizierung einer Prozesskette zum  
Laserstrahlsintern metallischer Bauteile  
LFT, 148 Seiten, 89 Bilder, 3 Tab. 2005. 
ISBN 3-87525-219-5. 
 
 
Band 157: Markus Meiler  
Großserientauglichkeit trockenschmier-
stoffbeschichteter Aluminiumbleche im 
Presswerk Grundlegende Untersuchun-
gen zur Tribologie, zum Umformverhal-
ten und Bauteilversuche  
LFT, 104 Seiten, 57 Bilder, 21 Tab. 2005. 
ISBN 3-87525-221-7. 
 
Band 158: Agus Sutanto 
Solution Approaches for Planning of 
Assembly Systems in Three-Dimensional 
Virtual Environments 
FAPS, 169 Seiten, 98 Bilder, 3 Tab. 2005. 
ISBN 3-87525-220-9. 
 
Band 159: Matthias Boiger 
Hochleistungssysteme für die Fertigung 
elektronischer Baugruppen auf der Basis 
flexibler Schaltungsträger 
FAPS, 175 Seiten, 111 Bilder, 8 Tab. 2005. 
ISBN 3-87525-222-5. 
 
Band 160: Matthias Pitz 
Laserunterstütztes Biegen höchstfester 
Mehrphasenstähle 
LFT, 120 Seiten, 73 Bilder, 11 Tab. 2005. 
ISBN 3-87525-223-3. 
 
Band 161: Meik Vahl 
Beitrag zur gezielten Beeinflussung des 
Werkstoffflusses beim Innenhochdruck-
Umformen von Blechen 
LFT, 165 Seiten, 94 Bilder, 15 Tab. 2005. 
ISBN 3-87525-224-1. 
 
 
Band 162: Peter K. Kraus 
Plattformstrategien - Realisierung  
einer varianz- und kostenoptimierten 
Wertschöpfung 
FAPS, 181 Seiten, 95 Bilder, 0 Tab. 2005. 
ISBN 3-87525-226-8. 
 
Band 163: Adrienn Cser 
Laserstrahlschmelzabtrag - Prozessana-
lyse und -modellierung 
LFT, 146 Seiten, 79 Bilder, 3 Tab. 2005. 
ISBN 3-87525-227-6. 
 
 
 
 
Band 164: Markus C. Hahn 
Grundlegende Untersuchungen zur  
Herstellung von Leichtbauverbundstruk-
turen mit Aluminiumschaumkern  
LFT, 143 Seiten, 60 Bilder, 16 Tab. 2005. 
ISBN 3-87525-228-4. 
 
Band 165: Gordana Michos 
Mechatronische Ansätze zur Optimie-
rung von Vorschubachsen 
FAPS, 146 Seiten, 87 Bilder, 17 Tab. 2005. 
ISBN 3-87525-230-6. 
 
Band 166: Markus Stark 
Auslegung und Fertigung hochpräziser 
Faser-Kollimator-Arrays 
LFT, 158 Seiten, 115 Bilder, 11 Tab. 2005. 
ISBN 3-87525-231-4. 
 
Band 167: Yurong Zhou 
Kollaboratives Engineering Management 
in der integrierten virtuellen Entwicklung 
der Anlagen für die Elektronikproduktion 
FAPS, 156 Seiten, 84 Bilder, 6 Tab. 2005. 
ISBN 3-87525-232-2. 
 
 
Band 168: Werner Enser 
Neue Formen permanenter und lösbarer 
elektrischer Kontaktierungen für  
mechatronische Baugruppen  
FAPS, 190 Seiten, 112 Bilder, 5 Tab. 2005. 
ISBN 3-87525-233-0. 
 
Band 169: Katrin Melzer 
Integrierte Produktpolitik bei elektri-
schen und elektronischen Geräten zur  
Optimierung des Product-Life-Cycle 
FAPS, 155 Seiten, 91 Bilder, 17 Tab. 2005. 
ISBN 3-87525-234-9. 
 
Band 170: Alexander Putz 
Grundlegende Untersuchungen zur 
Erfassung der realen Vorspannung von  
armierten Kaltfließpresswerkzeugen  
mittels Ultraschall 
LFT, 137 Seiten, 71 Bilder, 15 Tab. 2006. 
ISBN 3-87525-237-3. 
 
Band 171: Martin Prechtl 
Automatisiertes Schichtverfahren für  
metallische Folien - System- und  
Prozesstechnik 
LFT, 154 Seiten, 45 Bilder, 7 Tab. 2006. 
ISBN 3-87525-238-1. 
 
Band 172: Markus Meidert 
Beitrag zur deterministischen  
Lebensdauerabschätzung von  
Werkzeugen der Kaltmassivumformung 
LFT, 131 Seiten, 78 Bilder, 9 Tab. 2006. 
ISBN 3-87525-239-X. 
 
Band 173: Bernd Müller 
Robuste, automatisierte Montagesysteme 
durch adaptive Prozessführung und  
montageübergreifende Fehlerprävention 
am Beispiel flächiger Leichtbauteile 
FAPS, 147 Seiten, 77 Bilder, 0 Tab. 2006. 
ISBN 3-87525-240-3. 
Band 174: Alexander Hofmann 
Hybrides Laserdurchstrahlschweißen  
von Kunststoffen 
LFT, 136 Seiten, 72 Bilder, 4 Tab. 2006. 
ISBN 978-3-87525-243-9. 
 
 
Band 175: Peter Wölflick 
Innovative Substrate und Prozesse  
mit feinsten Strukturen für bleifreie  
Mechatronik-Anwendungen 
FAPS, 177 Seiten, 148 Bilder, 24 Tab. 2006. 
ISBN 978-3-87525-246-0. 
 
Band 176: Attila Komlodi 
Detection and Prevention of Hot Cracks 
during Laser Welding of Aluminium Al-
loys Using Advanced Simulation Methods  
LFT, 155 Seiten, 89 Bilder, 14 Tab. 2006. 
ISBN 978-3-87525-248-4. 
 
 
Band 177: Uwe Popp 
Grundlegende Untersuchungen zum  
Laserstrahlstrukturieren von Kaltmassiv-
umformwerkzeugen 
LFT, 140 Seiten, 67 Bilder, 16 Tab. 2006. 
ISBN 978-3-87525-249-1. 
 
Band 178: Veit Rückel 
Rechnergestützte Ablaufplanung und 
Bahngenerierung Für kooperierende  
Industrieroboter 
FAPS, 148 Seiten, 75 Bilder, 7 Tab. 2006. 
ISBN 978-3-87525-250-7. 
 
Band 179: Manfred Dirscherl 
Nicht-thermische Mikrojustiertechnik 
mittels ultrakurzer Laserpulse 
LFT, 154 Seiten, 69 Bilder, 10 Tab. 2007. 
ISBN 978-3-87525-251-4. 
 
 
Band 180: Yong Zhuo 
Entwurf eines rechnergestützten  
integrierten Systems für Konstruktion  
und Fertigungsplanung räumlicher 
spritzgegossener Schaltungsträger (3D-
MID)  
FAPS, 181 Seiten, 95 Bilder, 5 Tab. 2007. 
ISBN 978-3-87525-253-8. 
 
 
Band 181: Stefan Lang 
Durchgängige Mitarbeiterinformation  
zur Steigerung von Effizienz und  
Prozesssicherheit in der Produktion 
FAPS, 172 Seiten, 93 Bilder. 2007. 
ISBN 978-3-87525-257-6. 
 
 
Band 182: Hans-Joachim Krauß 
Laserstrahlinduzierte Pyrolyse  
präkeramischer Polymere 
LFT, 171 Seiten, 100 Bilder. 2007. 
ISBN 978-3-87525-258-3. 
 
 
 
Band 183: Stefan Junker 
Technologien und Systemlösungen für  
die flexibel automatisierte Bestückung 
permanent erregter Läufer mit  
oberflächenmontierten Dauermagneten 
FAPS, 173 Seiten, 75 Bilder. 2007. 
ISBN 978-3-87525-259-0. 
 
 
Band 184: Rainer Kohlbauer 
Wissensbasierte Methoden für die  
simulationsgestützte Auslegung wirk-
medienbasierter Blechumformprozesse 
LFT, 135 Seiten, 50 Bilder. 2007. 
ISBN 978-3-87525-260-6. 
 
 
Band 185: Klaus Lamprecht 
Wirkmedienbasierte Umformung 
tiefgezogener Vorformen unter  
besonderer Berücksichtigung  
maßgeschneiderter Halbzeuge 
LFT, 137 Seiten, 81 Bilder. 2007. 
ISBN 978-3-87525-265-1. 
 
 
 
Band 186: Bernd Zolleiß 
Optimierte Prozesse und Systeme für die 
Bestückung mechatronischer Baugrup-
pen 
FAPS, 180 Seiten, 117 Bilder. 2007. 
ISBN 978-3-87525-266-8. 
 
 
Band 187: Michael Kerausch 
Simulationsgestützte Prozessauslegung 
für das Umformen lokal  
wärmebehandelter Aluminiumplatinen 
LFT, 146 Seiten, 76 Bilder, 7 Tab. 2007. 
ISBN 978-3-87525-267-5. 
 
 
Band 188: Matthias Weber 
Unterstützung der Wandlungsfähigkeit 
von Produktionsanlagen durch innova-
tive Softwaresysteme 
FAPS, 183 Seiten, 122 Bilder, 3 Tab. 2007. 
ISBN 978-3-87525-269-9. 
 
 
 
Band 189: Thomas Frick 
Untersuchung der prozessbestimmenden 
Strahl-Stoff-Wechselwirkungen beim  
Laserstrahlschweißen von Kunststoffen 
LFT, 104 Seiten, 62 Bilder, 8 Tab. 2007. 
ISBN 978-3-87525-268-2. 
 
 
Band 190: Joachim Hecht 
Werkstoffcharakterisierung und 
Prozessauslegung für die wirkmedienba-
sierte Doppelblech-Umformung von  
Magnesiumlegierungen 
LFT, 107 Seiten, 91 Bilder, 2 Tab. 2007. 
ISBN 978-3-87525-270-5. 
 
Band 191: Ralf Völkl 
Stochastische Simulation zur Werkzeug-
lebensdaueroptimierung und Präzisions-
fertigung in der Kaltmassivumformung 
LFT, 178 Seiten, 75 Bilder, 12 Tab. 2008. 
ISBN 978-3-87525-272-9. 
 
 
Band 192: Massimo Tolazzi 
Innenhochdruck-Umformen verstärkter 
Blech-Rahmenstrukturen 
LFT, 164 Seiten, 85 Bilder, 7 Tab. 2008. 
ISBN 978-3-87525-273-6. 
 
 
Band 193: Cornelia Hoff 
Untersuchung der Prozesseinflussgrößen 
beim Presshärten des höchstfesten  
Vergütungsstahls 22MnB5  
LFT, 133 Seiten, 92 Bilder, 5 Tab. 2008. 
ISBN 978-3-87525-275-0. 
 
Band 194: Christian Alvarez 
Simulationsgestützte Methoden zur  
effizienten Gestaltung von Lötprozessen 
in der Elektronikproduktion 
FAPS, 149 Seiten, 86 Bilder, 8 Tab. 2008. 
ISBN 978-3-87525-277-4. 
 
Band 195: Andreas Kunze 
Automatisierte Montage von makrome-
chatronischen Modulen zur flexiblen  
Integration in hybride  
Pkw-Bordnetzsysteme 
FAPS, 160 Seiten, 90 Bilder, 14 Tab. 2008. 
ISBN 978-3-87525-278-1. 
Band 196: Wolfgang Hußnätter 
Grundlegende Untersuchungen zur  
experimentellen Ermittlung und zur  
Modellierung von Fließortkurven bei  
erhöhten Temperaturen  
LFT, 152 Seiten, 73 Bilder, 21 Tab. 2008. 
ISBN 978-3-87525-279-8. 
 
Band 197: Thomas Bigl 
Entwicklung, angepasste Herstellungs-
verfahren und erweiterte Qualitätssiche-
rung von einsatzgerechten elektroni-
schen Baugruppen 
FAPS, 175 Seiten, 107 Bilder, 14 Tab. 2008. 
ISBN 978-3-87525-280-4. 
 
Band 198: Stephan Roth 
Grundlegende Untersuchungen zum  
Excimerlaserstrahl-Abtragen unter  
Flüssigkeitsfilmen 
LFT, 113 Seiten, 47 Bilder, 14 Tab. 2008. 
ISBN 978-3-87525-281-1. 
 
Band 199: Artur Giera 
Prozesstechnische Untersuchungen  
zum Rührreibschweißen metallischer 
Werkstoffe 
LFT, 179 Seiten, 104 Bilder, 36 Tab. 2008. 
ISBN 978-3-87525-282-8. 
 
Band 200: Jürgen Lechler 
Beschreibung und Modellierung  
des Werkstoffverhaltens von  
presshärtbaren Bor-Manganstählen 
LFT, 154 Seiten, 75 Bilder, 12 Tab. 2009. 
ISBN 978-3-87525-286-6. 
 
Band 201: Andreas Blankl 
Untersuchungen zur Erhöhung der  
Prozessrobustheit bei der Innenhoch-
druck-Umformung von flächigen Halb-
zeugen mit vor- bzw. nachgeschalteten 
Laserstrahlfügeoperationen 
LFT, 120 Seiten, 68 Bilder, 9 Tab. 2009. 
ISBN 978-3-87525-287-3. 
Band 202: Andreas Schaller 
Modellierung eines nachfrageorientierten 
Produktionskonzeptes für mobile  
Telekommunikationsgeräte 
FAPS, 120 Seiten, 79 Bilder, 0 Tab. 2009. 
ISBN 978-3-87525-289-7. 
 
Band 203: Claudius Schimpf 
Optimierung von Zuverlässigkeitsunter-
suchungen, Prüfabläufen und Nachar-
beitsprozessen in der Elektronikproduk-
tion 
FAPS, 162 Seiten, 90 Bilder, 14 Tab. 2009. 
ISBN 978-3-87525-290-3. 
 
Band 204: Simon Dietrich 
Sensoriken zur Schwerpunktslagebestim-
mung der optischen Prozessemissionen 
beim Laserstrahltiefschweißen 
LFT, 138 Seiten, 70 Bilder, 5 Tab. 2009. 
ISBN 978-3-87525-292-7. 
 
Band 205: Wolfgang Wolf 
Entwicklung eines agentenbasierten  
Steuerungssystems zur  
Materialflussorganisation im  
wandelbaren Produktionsumfeld 
FAPS, 167 Seiten, 98 Bilder. 2009. 
ISBN 978-3-87525-293-4. 
 
Band 206: Steffen Polster  
Laserdurchstrahlschweißen  
transparenter Polymerbauteile 
LFT, 160 Seiten, 92 Bilder, 13 Tab. 2009. 
ISBN 978-3-87525-294-1. 
 
Band 207: Stephan Manuel Dörfler 
Rührreibschweißen von walzplattiertem 
Halbzeug und Aluminiumblech zur  
Herstellung flächiger Aluminiumschaum-
Sandwich-Verbundstrukturen  
LFT, 190 Seiten, 98 Bilder, 5 Tab. 2009. 
ISBN 978-3-87525-295-8. 
 
Band 208: Uwe Vogt 
Seriennahe Auslegung von Aluminium 
Tailored Heat Treated Blanks 
LFT, 151 Seiten, 68 Bilder, 26 Tab. 2009. 
ISBN 978-3-87525-296-5. 
 
 
Band 209: Till Laumann 
Qualitative und quantitative Bewertung 
der Crashtauglichkeit von höchstfesten 
Stählen 
LFT, 117 Seiten, 69 Bilder, 7 Tab. 2009. 
ISBN 978-3-87525-299-6. 
 
 
Band 210: Alexander Diehl 
Größeneffekte bei Biegeprozessen-  
Entwicklung einer Methodik zur  
Identifikation und Quantifizierung  
LFT, 180 Seiten, 92 Bilder, 12 Tab. 2010. 
ISBN 978-3-87525-302-3. 
 
Band 211: Detlev Staud 
Effiziente Prozesskettenauslegung für das 
Umformen lokal wärmebehandelter und 
geschweißter Aluminiumbleche 
LFT, 164 Seiten, 72 Bilder, 12 Tab. 2010. 
ISBN 978-3-87525-303-0. 
 
 
Band 212: Jens Ackermann 
Prozesssicherung beim Laserdurchstrahl-
schweißen thermoplastischer Kunststoffe 
LPT, 129 Seiten, 74 Bilder, 13 Tab. 2010. 
ISBN 978-3-87525-305-4. 
 
Band 213: Stephan Weidel 
Grundlegende Untersuchungen zum  
Kontaktzustand zwischen Werkstück  
und Werkzeug bei umformtechnischen 
Prozessen unter tribologischen  
Gesichtspunkten  
LFT, 144 Seiten, 67 Bilder, 11 Tab. 2010. 
ISBN 978-3-87525-307-8. 
Band 214: Stefan Geißdörfer 
Entwicklung eines mesoskopischen  
Modells zur Abbildung von Größeneffek-
ten in der Kaltmassivumformung mit  
Methoden der FE-Simulation 
LFT, 133 Seiten, 83 Bilder, 11 Tab. 2010. 
ISBN 978-3-87525-308-5. 
 
 
Band 215: Christian Matzner 
Konzeption produktspezifischer Lösun-
gen zur Robustheitssteigerung elektroni-
scher Systeme gegen die Einwirkung von  
Betauung im Automobil 
FAPS, 165 Seiten, 93 Bilder, 14 Tab. 2010. 
ISBN 978-3-87525-309-2. 
 
 
Band 216: Florian Schüßler 
Verbindungs- und Systemtechnik für 
thermisch hochbeanspruchte und  
miniaturisierte elektronische Baugruppen 
FAPS, 184 Seiten, 93 Bilder, 18 Tab. 2010. 
ISBN 978-3-87525-310-8. 
 
 
Band 217: Massimo Cojutti 
Strategien zur Erweiterung der Prozess-
grenzen bei der Innhochdruck-Umfor-
mung von Rohren und Blechpaaren 
LFT, 125 Seiten, 56 Bilder, 9 Tab. 2010. 
ISBN 978-3-87525-312-2. 
 
 
 
Band 218: Raoul Plettke 
Mehrkriterielle Optimierung komplexer 
Aktorsysteme für das Laserstrahljustieren 
LFT, 152 Seiten, 25 Bilder, 3 Tab. 2010. 
ISBN 978-3-87525-315-3. 
 
 
Band 219: Andreas Dobroschke 
Flexible Automatisierungslösungen für  
die Fertigung wickeltechnischer Produkte 
FAPS, 184 Seiten, 109 Bilder, 18 Tab. 2011. 
ISBN 978-3-87525-317-7. 
 
 
 
 
Band 220: Azhar Zam 
Optical Tissue Differentiation for  
Sensor-Controlled Tissue-Specific  
Laser Surgery 
LPT, 99 Seiten, 45 Bilder, 8 Tab. 2011. 
ISBN 978-3-87525-318-4. 
 
 
 
Band 221: Michael Rösch 
Potenziale und Strategien zur Optimie-
rung des Schablonendruckprozesses in 
der Elektronikproduktion  
FAPS, 192 Seiten, 127 Bilder, 19 Tab. 2011. 
ISBN 978-3-87525-319-1. 
 
 
 
Band 222: Thomas Rechtenwald 
Quasi-isothermes Laserstrahlsintern von 
Hochtemperatur-Thermoplasten - Eine 
Betrachtung werkstoff-prozessspezifi-
scher Aspekte am Beispiel PEEK  
LPT, 150 Seiten, 62 Bilder, 8 Tab. 2011. 
ISBN 978-3-87525-320-7. 
 
 
Band 223: Daniel Craiovan 
Prozesse und Systemlösungen für die 
SMT-Montage optischer Bauelemente auf 
Substrate mit integrierten Lichtwellenlei-
tern 
FAPS, 165 Seiten, 85 Bilder, 8 Tab. 2011. 
ISBN 978-3-87525-324-5. 
 
Band 224: Kay Wagner 
Beanspruchungsangepasste  
Kaltmassivumformwerkzeuge durch  
lokal optimierte Werkzeugoberflächen 
LFT, 147 Seiten, 103 Bilder, 17 Tab. 2011. 
ISBN 978-3-87525-325-2. 
Band 225: Martin Brandhuber 
Verbesserung der Prognosegüte des Ver-
sagens von Punktschweißverbindungen 
bei höchstfesten Stahlgüten 
LFT, 155 Seiten, 91 Bilder, 19 Tab. 2011. 
ISBN 978-3-87525-327-6. 
Band 226: Peter Sebastian Feuser 
Ein Ansatz zur Herstellung von  
pressgehärteten Karosseriekomponenten 
mit maßgeschneiderten mechanischen  
Eigenschaften: Temperierte Umform-
werkzeuge. Prozessfenster, Prozesssimu-
lation und funktionale Untersuchung 
LFT, 195 Seiten, 97 Bilder, 60 Tab. 2012. 
ISBN 978-3-87525-328-3. 
Band 227: Murat Arbak 
Material Adapted Design of Cold Forging 
Tools Exemplified by Powder  
Metallurgical Tool Steels and Ceramics 
LFT, 109 Seiten, 56 Bilder, 8 Tab. 2012. 
ISBN 978-3-87525-330-6. 
Band 228: Indra Pitz 
Beschleunigte Simulation des  
Laserstrahlumformens von  
Aluminiumblechen 
LPT, 137 Seiten, 45 Bilder, 27 Tab. 2012. 
ISBN 978-3-87525-333-7. 
Band 229: Alexander Grimm 
Prozessanalyse und -überwachung des  
Laserstrahlhartlötens mittels optischer 
Sensorik 
LPT, 125 Seiten, 61 Bilder, 5 Tab. 2012. 
ISBN 978-3-87525-334-4. 
Band 230: Markus Kaupper 
Biegen von höhenfesten Stahlblechwerk-
stoffen - Umformverhalten und Grenzen 
der Biegbarkeit 
LFT, 160 Seiten, 57 Bilder, 10 Tab. 2012. 
ISBN 978-3-87525-339-9. 
Band 231: Thomas Kroiß 
Modellbasierte Prozessauslegung für  
die Kaltmassivumformung unter  
Brücksichtigung der Werkzeug- und  
Pressenauffederung 
LFT, 169 Seiten, 50 Bilder, 19 Tab. 2012. 
ISBN 978-3-87525-341-2. 
Band 232: Christian Goth 
Analyse und Optimierung der Entwick-
lung und Zuverlässigkeit räumlicher 
Schaltungsträger (3D-MID) 
FAPS, 176 Seiten, 102 Bilder, 22 Tab. 2012. 
ISBN 978-3-87525-340-5. 
Band 233: Christian Ziegler 
Ganzheitliche Automatisierung  
mechatronischer Systeme in der Medizin 
am Beispiel Strahlentherapie 
FAPS, 170 Seiten, 71 Bilder, 19 Tab. 2012. 
ISBN 978-3-87525-342-9. 
Band 234: Florian Albert 
Automatisiertes Laserstrahllöten  
und -reparaturlöten elektronischer  
Baugruppen 
LPT, 127 Seiten, 78 Bilder, 11 Tab. 2012. 
ISBN 978-3-87525-344-3. 
 
 
 
Band 235: Thomas Stöhr 
Analyse und Beschreibung des  
mechanischen Werkstoffverhaltens  
von presshärtbaren Bor-Manganstählen 
LFT, 118 Seiten, 74 Bilder, 18 Tab. 2013. 
ISBN 978-3-87525-346-7. 
 
 
Band 236: Christian Kägeler 
Prozessdynamik beim  
Laserstrahlschweißen verzinkter  
Stahlbleche im Überlappstoß 
LPT, 145 Seiten, 80 Bilder, 3 Tab. 2013. 
ISBN 978-3-87525-347-4. 
 
 
Band 237: Andreas Sulzberger 
Seriennahe Auslegung der Prozesskette 
zur wärmeunterstützten Umformung 
von Aluminiumblechwerkstoffen 
LFT, 153 Seiten, 87 Bilder, 17 Tab. 2013. 
ISBN 978-3-87525-349-8. 
 
 
Band 238: Simon Opel 
Herstellung prozessangepasster  
Halbzeuge mit variabler Blechdicke  
durch die Anwendung von Verfahren 
der Blechmassivumformung 
LFT, 165 Seiten, 108 Bilder, 27 Tab. 2013. 
ISBN 978-3-87525-350-4. 
 
 
 
Band 239: Rajesh Kanawade 
In-vivo Monitoring of Epithelium  
Vessel and Capillary Density for the  
Application of Detection of Clinical 
Shock and Early Signs of Cancer Develop-
ment 
LPT, 124 Seiten, 58 Bilder, 15 Tab. 2013. 
ISBN 978-3-87525-351-1. 
 
Band 240: Stephan Busse 
Entwicklung und Qualifizierung eines 
Schneidclinchverfahrens 
LFT, 119 Seiten, 86 Bilder, 20 Tab. 2013. 
ISBN 978-3-87525-352-8. 
 
 
 
Band 241: Karl-Heinz Leitz 
Mikro- und Nanostrukturierung mit kurz 
und ultrakurz gepulster Laserstrahlung 
LPT, 154 Seiten, 71 Bilder, 9 Tab. 2013. 
ISBN 978-3-87525-355-9. 
 
 
 
Band 242: Markus Michl 
Webbasierte Ansätze zur ganzheitlichen 
technischen Diagnose 
FAPS, 182 Seiten, 62 Bilder, 20 Tab. 2013. 
ISBN 978-3-87525-356-6. 
 
 
 
Band 243: Vera Sturm 
Einfluss von Chargenschwankungen  
auf die Verarbeitungsgrenzen von  
Stahlwerkstoffen 
LFT, 113 Seiten, 58 Bilder, 9 Tab. 2013. 
ISBN 978-3-87525-357-3. 
 
 
 
 
Band 244: Christian Neudel 
Mikrostrukturelle und mechanisch-tech-
nologische Eigenschaften  
widerstandspunktgeschweißter  
Aluminium-Stahl-Verbindungen für  
den Fahrzeugbau 
LFT, 178 Seiten, 171 Bilder, 31 Tab. 2014. 
ISBN 978-3-87525-358-0. 
Band 245: Anja Neumann 
Konzept zur Beherrschung der  
Prozessschwankungen im Presswerk 
LFT, 162 Seiten, 68 Bilder, 15 Tab. 2014. 
ISBN 978-3-87525-360-3. 
Band 246: Ulf-Hermann Quentin 
Laserbasierte Nanostrukturierung mit 
optisch positionierten Mikrolinsen 
LPT, 137 Seiten, 89 Bilder, 6 Tab. 2014. 
ISBN 978-3-87525-361-0. 
Band 247: Erik Lamprecht 
Der Einfluss der Fertigungsverfahren  
auf die Wirbelstromverluste von  
Stator-Einzelzahnblechpaketen für den 
Einsatz in Hybrid- und Elektrofahrzeu-
gen 
FAPS, 148 Seiten, 138 Bilder, 4 Tab. 2014. 
ISBN 978-3-87525-362-7. 
Band 248: Sebastian Rösel 
Wirkmedienbasierte Umformung von 
Blechhalbzeugen unter Anwendung  
magnetorheologischer Flüssigkeiten als 
kombiniertes Wirk- und Dichtmedium 
LFT, 148 Seiten, 61 Bilder, 12 Tab. 2014. 
ISBN 978-3-87525-363-4. 
Band 249: Paul Hippchen 
Simulative Prognose der Geometrie 
indirekt pressgehärteter Karosseriebau-
teile für die industrielle Anwendung 
LFT, 163 Seiten, 89 Bilder, 12 Tab. 2014. 
ISBN 978-3-87525-364-1. 
Band 250: Martin Zubeil 
Versagensprognose bei der Prozesssimu-
lation von Biegeumform- und Falzverfah-
ren 
LFT, 171 Seiten, 90 Bilder, 5 Tab. 2014. 
ISBN 978-3-87525-365-8. 
Band 251: Alexander Kühl 
Flexible Automatisierung der  
Statorenmontage mit Hilfe einer  
universellen ambidexteren Kinematik 
FAPS, 142 Seiten, 60 Bilder, 26 Tab. 2014. 
ISBN 978-3-87525-367-2. 
Band 252: Thomas Albrecht 
Optimierte Fertigungstechnologien  
für Rotoren getriebeintegrierter  
PM-Synchronmotoren von  
Hybridfahrzeugen 
FAPS, 198 Seiten, 130 Bilder, 38 Tab. 2014. 
ISBN 978-3-87525-368-9. 
Band 253: Florian Risch 
Planning and Production Concepts for 
Contactless Power Transfer Systems for 
Electric Vehicles 
FAPS, 185 Seiten, 125 Bilder, 13 Tab. 2014. 
ISBN 978-3-87525-369-6. 
Band 254: Markus Weigl 
Laserstrahlschweißen von Mischverbin-
dungen aus austenitischen und 
ferritischen korrosionsbeständigen  
Stahlwerkstoffen 
LPT, 184 Seiten, 110 Bilder, 6 Tab. 2014. 
ISBN 978-3-87525-370-2. 
 
 
Band 255: Johannes Noneder 
Beanspruchungserfassung für die Validie-
rung von FE-Modellen zur Auslegung von 
Massivumformwerkzeugen 
LFT, 161 Seiten, 65 Bilder, 14 Tab. 2014. 
ISBN 978-3-87525-371-9. 
 
 
Band 256: Andreas Reinhardt 
Ressourceneffiziente Prozess- und  
Produktionstechnologie für flexible 
Schaltungsträger 
FAPS, 123 Seiten, 69 Bilder, 19 Tab. 2014. 
ISBN 978-3-87525-373-3. 
 
 
Band 257: Tobias Schmuck 
Ein Beitrag zur effizienten Gestaltung  
globaler Produktions- und  
Logistiknetzwerke mittels Simulation 
FAPS, 151 Seiten, 74 Bilder. 2014. 
ISBN 978-3-87525-374-0. 
 
 
Band 258: Bernd Eichenhüller 
Untersuchungen der Effekte und  
Wechselwirkungen charakteristischer  
Einflussgrößen auf das Umformverhalten 
bei Mikroumformprozessen 
LFT, 127 Seiten, 29 Bilder, 9 Tab. 2014. 
ISBN 978-3-87525-375-7. 
 
 
 
Band 259: Felix Lütteke 
Vielseitiges autonomes Transportsystem 
basierend auf Weltmodellerstellung  
mittels Datenfusion von Deckenkameras 
und Fahrzeugsensoren 
FAPS, 152 Seiten, 54 Bilder, 20 Tab. 2014. 
ISBN 978-3-87525-376-4. 
 
 
Band 260: Martin Grüner 
Hochdruck-Blechumformung mit 
formlos festen Stoffen als Wirkmedium 
LFT, 144 Seiten, 66 Bilder, 29 Tab. 2014. 
ISBN 978-3-87525-379-5. 
 
 
 
Band 261: Christian Brock 
Analyse und Regelung des  
Laserstrahltiefschweißprozesses durch 
Detektion der Metalldampffackelposition 
LPT, 126 Seiten, 65 Bilder, 3 Tab. 2015. 
ISBN 978-3-87525-380-1. 
 
 
Band 262: Peter Vatter 
Sensitivitätsanalyse des  
3-Rollen-Schubbiegens auf Basis der 
Finite Elemente Methode 
LFT, 145 Seiten, 57 Bilder, 26 Tab. 2015. 
ISBN 978-3-87525-381-8. 
 
 
Band 263: Florian Klämpfl 
Planung von Laserbestrahlungen durch 
simulationsbasierte Optimierung 
LPT, 169 Seiten, 78 Bilder, 32 Tab. 2015. 
ISBN 978-3-87525-384-9. 
 
 
 
 
 
Band 264: Matthias Domke 
Transiente physikalische Mechanismen 
bei der Laserablation von dünnen  
Metallschichten 
LPT, 133 Seiten, 43 Bilder,  3 Tab. 2015. 
ISBN 978-3-87525-385-6. 
 
 
Band 265: Johannes Götz 
Community-basierte Optimierung des 
Anlagenengineerings 
FAPS, 177 Seiten, 80 Bilder, 30 Tab. 2015. 
ISBN 978-3-87525-386-3. 
 
 
Band 266: Hung Nguyen 
Qualifizierung des Potentials von  
Verfestigungseffekten zur Erweiterung  
des Umformvermögens aushärtbarer  
Aluminiumlegierungen 
LFT, 137 Seiten, 57 Bilder, 16 Tab. 2015. 
ISBN 978-3-87525-387-0. 
 
 
Band 267: Andreas Kuppert 
Erweiterung und Verbesserung von Ver-
suchs- und Auswertetechniken für die 
Bestimmung von Grenzformänderungs-
kurven 
LFT, 138 Seiten, 82 Bilder, 2 Tab. 2015. 
ISBN 978-3-87525-388-7. 
 
 
Band 268: Kathleen Klaus 
Erstellung eines Werkstofforientierten 
Fertigungsprozessfensters zur Steigerung 
des Formgebungsvermögens von Alumi-
niumlegierungen unter Anwendung einer 
zwischengeschalteten Wärmebehandlung 
LFT, 154 Seiten, 70 Bilder, 8 Tab. 2015. 
ISBN 978-3-87525-391-7. 
 
 
 
Band 269: Thomas Svec 
Untersuchungen zur Herstellung von 
funktionsoptimierten Bauteilen im  
partiellen Presshärtprozess mittels lokal 
unterschiedlich temperierter Werkzeuge 
LFT, 166 Seiten, 87 Bilder, 15 Tab. 2015. 
ISBN 978-3-87525-392-4. 
 
Band 270: Tobias Schrader 
Grundlegende Untersuchungen zur  
Verschleißcharakterisierung beschichte-
ter Kaltmassivumformwerkzeuge 
LFT, 164 Seiten, 55 Bilder, 11 Tab. 2015. 
ISBN 978-3-87525-393-1. 
 
Band 271: Matthäus Brela 
Untersuchung von Magnetfeld-Messme-
thoden zur ganzheitlichen Wertschöp-
fungsoptimierung und Fehlerdetektion 
an magnetischen Aktoren 
FAPS, 170 Seiten, 97 Bilder, 4 Tab. 2015. 
ISBN 978-3-87525-394-8. 
 
 
Band 272: Michael Wieland 
Entwicklung einer Methode zur Prognose 
adhäsiven Verschleißes an Werkzeugen 
für das direkte Presshärten 
LFT, 156 Seiten, 84 Bilder, 9 Tab. 2015. 
ISBN 978-3-87525-395-5. 
 
 
 
Band 273: René Schramm 
Strukturierte additive Metallisierung 
durch kaltaktives  
Atmosphärendruckplasma 
FAPS, 136 Seiten, 62 Bilder, 15 Tab. 2015. 
ISBN 978-3-87525-396-2. 
 
 
 
 
Band 274: Michael Lechner 
Herstellung beanspruchungsangepasster 
Aluminiumblechhalbzeuge durch  
eine maßgeschneiderte Variation der  
Abkühlgeschwindigkeit nach  
Lösungsglühen 
LFT, 136 Seiten, 62 Bilder, 15 Tab. 2015. 
ISBN 978-3-87525-397-9. 
 
 
Band 275: Kolja Andreas 
Einfluss der Oberflächenbeschaffenheit 
auf das Werkzeugeinsatzverhalten beim 
Kaltfließpressen 
LFT, 169 Seiten, 76 Bilder, 4 Tab. 2015. 
ISBN 978-3-87525-398-6. 
 
 
Band 276: Marcus Baum 
Laser Consolidation of ITO Nanoparticles 
for the Generation of Thin Conductive 
Layers on Transparent Substrates 
LPT, 158 Seiten, 75 Bilder, 3 Tab. 2015. 
ISBN 978-3-87525-399-3. 
 
 
Band 277: Thomas Schneider 
Umformtechnische Herstellung  
dünnwandiger Funktionsbauteile  
aus Feinblech durch Verfahren der  
Blechmassivumformung 
LFT, 188 Seiten, 95 Bilder, 7 Tab. 2015. 
ISBN 978-3-87525-401-3. 
 
 
Band 278: Jochen Merhof 
Sematische Modellierung automatisierter 
Produktionssysteme zur Verbesserung  
der IT-Integration zwischen Anlagen- 
Engineering und Steuerungsebene 
FAPS, 157 Seiten, 88 Bilder, 8 Tab. 2015. 
ISBN 978-3-87525-402-0. 
 
Band 279: Fabian Zöller 
Erarbeitung von Grundlagen zur  
Abbildung des tribologischen Systems  
in der Umformsimulation 
LFT, 126 Seiten, 51 Bilder, 3 Tab. 2016. 
ISBN 978-3-87525-403-7. 
 
 
 
 
Band 280: Christian Hezler 
Einsatz technologischer Versuche zur 
Erweiterung der Versagensvorhersage  
bei Karosseriebauteilen aus höchstfesten 
Stählen 
LFT, 147 Seiten, 63 Bilder, 44 Tab. 2016. 
ISBN 978-3-87525-404-4. 
 
Band 281: Jochen Bönig 
Integration des Systemverhaltens von  
Automobil-Hochvoltleitungen in die  
virtuelle Absicherung durch  
strukturmechanische Simulation 
FAPS, 177 Seiten, 107 Bilder, 17 Tab. 2016. 
ISBN 978-3-87525-405-1. 
 
Band 282: Johannes Kohl 
Automatisierte Datenerfassung für disk-
ret ereignisorientierte Simulationen in 
der energieflexibelen Fabrik 
FAPS, 160 Seiten, 80 Bilder, 27 Tab. 2016. 
ISBN 978-3-87525-406-8. 
 
 
 
Band 283: Peter Bechtold 
Mikroschockwellenumformung mittels 
ultrakurzer Laserpulse 
LPT, 155 Seiten, 59 Bilder, 10 Tab. 2016. 
ISBN 978-3-87525-407-5. 
 
 
 
Band 284: Stefan Berger 
Laserstrahlschweißen thermoplastischer 
Kohlenstofffaserverbundwerkstoffe mit 
spezifischem Zusatzdraht 
LPT, 118 Seiten, 68 Bilder, 9 Tab. 2016. 
ISBN 978-3-87525-408-2. 
 
 
Band 285: Martin Bornschlegl 
Methods-Energy Measurement - Eine  
Methode zur Energieplanung für  
Fügeverfahren im Karosseriebau 
FAPS, 136 Seiten, 72 Bilder, 46 Tab. 2016. 
ISBN 978-3-87525-409-9. 
 
 
Band 286: Tobias Rackow 
Erweiterung des Unternehmenscontrol-
lings um die Dimension Energie 
FAPS, 164 Seiten, 82 Bilder, 29 Tab. 2016. 
ISBN 978-3-87525-410-5. 
 
 
Band 287: Johannes Koch 
Grundlegende Untersuchungen zur  
Herstellung zyklisch-symmetrischer  
Bauteile mit Nebenformelementen durch 
Blechmassivumformung 
LFT, 125 Seiten, 49 Bilder, 17 Tab. 2016. 
ISBN 978-3-87525-411-2. 
 
 
Band 288: Hans Ulrich Vierzigmann 
Beitrag zur Untersuchung der 
tribologischen Bedingungen in der  
Blechmassivumformung - Bereitstellung 
von tribologischen Modellversuchen und 
Realisierung von Tailored Surfaces  
LFT, 174 Seiten, 102 Bilder, 34 Tab. 2016. 
ISBN 978-3-87525-412-9. 
 
 
 
Band 289: Thomas Senner 
Methodik zur virtuellen Absicherung  
der formgebenden Operation des  
Nasspressprozesses von  
Gelege-Mehrschichtverbunden 
LFT, 156 Seiten, 96 Bilder, 21 Tab. 2016. 
ISBN 978-3-87525-414-3. 
 
Band 290: Sven Kreitlein 
Der grundoperationsspezifische  
Mindestenergiebedarf als Referenzwert 
zur Bewertung der Energieeffizienz in  
der Produktion 
FAPS, 185 Seiten, 64 Bilder, 30 Tab. 2016. 
ISBN 978-3-87525-415-0. 
 
Band 291: Christian Roos 
Remote-Laserstrahlschweißen verzinkter 
Stahlbleche in Kehlnahtgeometrie 
LPT, 123 Seiten, 52 Bilder, 0 Tab. 2016. 
ISBN 978-3-87525-416-7. 
 
 
Band 292: Alexander Kahrimanidis 
Thermisch unterstützte Umformung von 
Aluminiumblechen 
LFT, 165 Seiten, 103 Bilder, 18 Tab. 2016. 
ISBN 978-3-87525-417-4. 
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Abstract 
Within the scope of the fourth industrial revolution, Industry 4.0, the 
manufacturing industry is trying to optimize the traditional target 
figures of quality, costs and time as well as resource efficiency, 
flexibility, adaptability and resilience in volatile global markets. The 
focus  is on the development of smart factories, in which relevant 
objects and humans are interconnected. Cyber-physical systems (CPS) 
are used as sensorized and actuatorized, resilient and intelligent overall 
systems to control production processes, machines and product quality. 
The technical complexity of production systems and their associated 
maintenance processes are rising due to the demands on their adapt-
ability and the increasing automation. Challenges in the development 
and implementation of CPS include the lack of interoperability and 
reference architecture concepts as well as the insufficiently defined 
interaction of people and CPS. 
Socio-cyber-physical systems (Socio-CPS) focus on bidirectional inter-
action of humans and CPS to address this problem. The scope and 
objective of this dissertation is to define Socio-CPS in the condition  
and process monitoring of smart factories. This dissertation utilizes 
scenarios of Socio-CPS, holistically defines system architectures and 
validates the solutions developed in industrial applications. The success-
ful implementation of Socio-CPS in three heterogeneous validation 
scenarios  proves the correctness and applicability of the solutions.
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Die produzierende Industrie strebt im Rahmen der vierten industriellen Revolution, 
Industrie 4.0, die Optimierung der klassischen Zielgrößen Qualität, Kosten und Zeit 
sowie Ressourceneffizienz, Flexibilität, Wandlungsfähigkeit und Resilienz in globalen, 
volatilen Märkten an. Im Mittelpunkt steht die Entwicklung von Smart Factories, in 
denen sich relevante Objekte, Produktions-, Logistik- und Informationssysteme sowie 
der Mensch vernetzen. Cyber-physische Systeme (CPS) tragen als sensorisierte und 
aktorisierte, resiliente und intelligente Gesamtsysteme dazu bei, Produktionsprozesse 
und -maschinen sowie die Produktqualität zu kontrollieren. Vordergründig wird 
die technische Komplexität von Produktionssystemen und damit auch zugehöriger 
Instandhaltungsprozesse durch die Anforderungen an deren Wandlungsfähigkeit 
und den zunehmenden Automatisierungsgrad ansteigen. Herausforderungen bei der 
Entwicklung und Implementierung von CPS liegen in fehlenden Interoperabilitäts- 
und Referenzarchitekturkonzepten sowie der unzureichend definierten Interaktion von 
Mensch und CPS begründet.
Sozio-cyber-physische Systeme (Sozio-CPS) fokussieren die bidirektionale Interaktion 
von Mensch und CPS und adressieren diese Problemstellung. Gegenstand und Ziel-
stellung dieser Dissertationsschrift ist die Definition von Sozio-CPS in der Domäne 
der Zustands- und Prozessüberwachung von Smart Factories. Untersucht werden 
dabei Nutzungsszenarien von Sozio-CPS, die ganzheitliche Formulierung von System-
architekturen sowie die Validierung der entwickelten Lösungsansätze in industriellen 
Anwendungsszenarien. Eine erfolgreiche Umsetzung von Sozio-CPS in drei heterogenen 
Validierungsszenarien beweist die Korrektheit und Anwendbarkeit der Lösungsansätze.
