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The dipole blockade of multiple Rydberg excitations in mesoscopic atomic ensembles allows the
implementation of various quantum information tasks using collective states of cold, trapped atoms.
Precise coherent manipulations of the collective ground and single Rydberg excitation states of an
atomic ensemble requires the knowledge of the number of atoms with small uncertainty. We present
an efficient method to acquire such information by interrogating the atomic ensemble with resonant
pulses while monitoring the resulting Rydberg excitations. We show that after several such steps
accompanied by feedback the number of atoms in an ensemble can be assessed with high accuracy.
This will facilitate the realization of high fidelity quantum gates, long term storage of quantum
information and deterministic sources of single photons with Rydberg-blockaded atomic ensembles.
PACS numbers: 32.80.Ee, 03.67.Lx, 42.50.Lc, 32.80.Rm
Atoms in high-lying Rydberg states strongly interact
with each other via the dipole-dipole or van der Waals
potential [1, 2]. This long-range interaction is the ba-
sis for many quantum information processing schemes [2]
including quantum gates between individual atoms [3–5]
and photons [6–9]. The interaction-induced level shifts
can suppress resonant optical excitation of more than
one Rydberg atom within a certain blockade volume con-
taining tens or hundreds of atoms [2, 10]. In a seminal
paper Lukin et al. [11] proposed to employ the transition
between the collective ground and single Rydberg exci-
tation states of an atomic ensemble to perform various
quantum information tasks: Collection of atoms confined
in a blockade volume can behave as a two-level quantum
system—a qubit—and can be used for controlled manip-
ulation of collective spin excitations as well as on-demand
generation of single or few photon pulses [12, 13]. Several
related schemes for scalable quantum information pro-
cessing with Rydberg-blockaded atomic ensembles were
proposed [2] while recent experiments have demonstrated
(partially) coherent oscillations of a single Rydberg exci-
tation [14] and the generation of entanglement between
a single photon and an atomic ensemble [15].
When N atoms are symmetrically (uniformly) excited
by a coherent laser field, the transition amplitude be-
tween the collective ground and single-excitation states
of the ensemble is enhanced by a factor of
√
N relative to
the transition amplitude Ω (Rabi frequency) for a single
atom. Hence, an uncertainty ∆N in the atom number
translates into an uncertainty in the collective Rabi fre-
quency which would result in uncontrolled errors during
the ensemble manipulations, as detailed below. Further-
more, collective Rydberg excitations are typically stored
by mapping onto long-lived spin excitations of trapped
atoms. During the storage, the short-range interactions
between the atoms in different internal states lead to
accumulation of a relative phase between the collective
states which is proportional to the number of atoms N
and the storage time τ . Hence, again, the atom number
uncertainty ∆N leads to a random relative phase which
would reduce the storage fidelity or limit its time.
The above arguments attest to the necessity of de-
termining the actual number of atoms N (a) with suffi-
cient precision in order to achieve high-fidelity quantum
gates, storage of quantum information and single pho-
ton generation with a Rydberg-blockaded atomic ensem-
ble. Here we present an efficient method to assess N (a)
with small uncertainty. The method is based on inter-
rogating the atomic ensemble by a sequence of resonant
pulses of proper area, each pulse followed by a (projec-
tive) measurement of Rydberg excitation and a feedback
to adjust the area of the next pulse. We show that af-
ter only a few such steps, we gain enough information
on the actual number of atoms so as to perform quan-
tum gate operations with improved fidelity, while after
several tens of pulses—and only a few detection events—
the resulting gate infidelity drops below the threshold for
fault-tolerant quantum computation [16]. Moreover, our
algorithm performs well even for imperfect detection of
Rydberg atoms.
Before describing the method, let us reexamine reso-
nant laser excitation of a collection of N atoms to the
strongly interacting Rydberg state. We denote by |g〉
and |r〉 the ground and Rydberg states of individual
atoms and assume a spatially uniform laser field. The
corresponding atom-field interaction Hamiltonian reads
Vaf = h¯
∑N
j
1
2Ω( |rj〉〈gj | + |gj〉〈rj | ). The laser field cou-
ples the collective ground state |G〉 = |g1, g2, . . . , gN 〉
to the symmetric single Rydberg excitation state |R〉 =
1√
N
∑N
j |g1, . . . , rj , . . . , gN〉 with the collective Rabi fre-
quency 2h¯〈R| Vaf |G〉 =
√
NΩ. Applying a laser pulse
with the single-atom pulse area θ =
∫
Ω dt transforms
the initial state |G〉 as
|G〉 → cos ( 12√Nθ) |G〉+ i sin ( 12√Nθ) |R〉, (1)
and similarly for the initial |R〉 (with the replacement
2|G〉 ↔ |R〉). Throughout this paper, we assume that
multiple Rydberg excitations are strongly suppressed by
the dipole blockade [2, 10, 11, 14].
We can estimate the average fidelity of performing
quantum gates with Rydberg-blockaded atomic ensem-
bles in a realistic experiment. Usually, upon preparing
an ensemble of atoms in a trap, the experimentalist does
not know their actual number, but he can assign to it
a random variable N with a certain probability distri-
bution P (N) and a mean 〈N〉. It is then natural to
take as the most probable number of atoms N (p) = 〈N〉.
Consider, e.g., the not (or swap) gate which swaps the
states |G〉 and |R〉. To within a trivial (pi2 ) phase shift
of the final state, the swap is realized by applying a col-
lective pi-pulse
√
N (p)θ = pi. If the actual number of
atoms N (a) = 〈N〉, then |G〉 → i |R〉 and |R〉 → i |G〉
[cf. Eq. (1)]. But in general the number of atoms is un-
certain with the standard deviation ∆N . Defining the
fidelity as F ≡ |〈Ψ(t)|Ψ(a)〉|, where |Ψ(t)〉 is the ideal
target state and |Ψ(a)〉 is the actually obtained one, we
have
F =
∣∣∣∣∣sin
(
pi
2
√
N (a)
N (p)
)∣∣∣∣∣ . (2)
To estimate the average fidelity, we may replace N (a) →
〈N〉 ± ∆N assuming ∆N ≪ 〈N〉, which leads to F¯ ≈
cos
(
pi∆N
4〈N〉
)
. Then the average infidelity, i.e., deviation of
F¯ from unity, scales as 1 − F¯ ≈ pi232
(
∆N
〈N〉
)2
. It is easy
to verify that the infidelity for any single-qubit rotation
gate scales quadratically with the uncertainty ∆N . Typ-
ically, the probability distribution of the atom number is
Poissonian P (N) = PPoisson(N) ≡ 〈N〉Ne−〈N〉/N ! with
the variance (∆N)2 = 〈N2〉 − 〈N〉2 = 〈N〉. Then the
average infidelity reduces to 1 − F¯ ≈ pi232〈N〉 and to have
a small error of, e.g., 1 − F¯ <∼ 10−4 requires 〈N〉 >∼ 3000
atoms, which is an impractically large number for few
µm sized trap (to guarantee the blockade).
Next, once a Rydberg excitation |r〉 is created, it is
transferred to a lower spin-flip state |s〉, which maps
the collective state |R〉 onto the metastable state |S〉 =
1√
N
∑
j |g, . . . , sj, . . . , g〉. Cold atoms in a tight trap in-
teract with each other, albeit weakly, with the strength
Uµν (µ, ν = g, s) determined by the (state-dependent)
s-wave scattering length and trap geometry [17]. The in-
teraction energies of states |G〉 and |S〉 are then given
by EG =
1
2UggN(N−1) and ES = 12Ugg(N−1)(N−2)+
Ugs(N−1), and their difference is EG−ES = δU(N−1),
where δU ≡ Ugg − Ugs.
We now estimate the average fidelity of storage of a
quantum state in a coherent superposition of |G〉 and
|S〉. Unless Ugg = Ugs (δU = 0), the uncertainly ∆N in
the total atom number results in the accumulation dur-
ing time τ of a random relative phase ∆φ = ∆NδUτ be-
tween states |G〉 and |S〉. Upon averaging over all qubit
states, the storage fidelity is F¯ =
√
[1 + cos(∆φ)]/2, and
for ∆φ ≪ 1 the infidelity 1 − F¯ ≈ (∆φ)2/8 scales again
quadratically with the uncertainty ∆N . For the Pois-
sonian distribution of the atom number, we then have
1− F¯ ≈ 〈N〉(δUτ)2/8, i.e., small error for longer storage
times requires now a smaller mean number of atoms 〈N〉.
As an example, with 〈N〉 ≃ 200 and δU/2pi = 1− 10 Hz,
the infidelity 1 − F¯ <∼ 10−4 limits the storage time to
τ <∼ 0.1 ms.
Having discussed the detrimental effects of the atom
number uncertainty, we now turn to the description of
a protocol to determine with high accuracy the actual
number of atoms N (a). This is done in a finite number
of steps, each step consisting of (i) deducing the most
probable number of atoms N (p) from the probability dis-
tribution P (N), (ii) applying to the atomic ensemble
in state |G〉 a collective pulse of area
√
N (p)θ = 2pim
(m ∈ Z), (iii) measuring the Rydberg excitation and up-
dating P (N) using the Bayes’ rule. Specifically, before
each step i, there is a probability distribution Pi−1(N)
of the atom number which reflects our current state of
knowledge—or ignorance, for that matter—about the
actual number of atoms. As the most probable atom
number, we take N
(p)
i−1 which maximizes Pi−1(N). We
then set the collective pulse area
√
N
(p)
i−1θi to be a mul-
tiple (m) of 2pi, i.e., θi = 2mpi/
√
N
(p)
i−1. After the
pulse, we perform projective measurement of the Ryd-
berg excitation of the ensemble, which may be accom-
panied by either discarding the atom in state |r〉 or re-
cycling it back to state |g〉. If the result of the mea-
surement is negative, the updated probability distribu-
tion becomes Pi(N) = σ˜i(N)Pi−1(N)/Si ∀ N , where
σ˜i(N) = cos
2(12
√
Nθi) is the probability of no Ryd-
berg excitation [cf. Eq. (1)]; if the measurement does
yield a Rydberg excitation, then the updated probability
distribution is Pi(N) = σi(N)Pi−1(N)/Si ∀ N (if the
Rydberg atom is transferred back to state |g〉 [14]) or
Pi(N) = σi(N + 1)Pi−1(N + 1)/Si ∀ N (if the Rydberg
atom is removed [18]), where σi(N) = sin
2
(
1
2
√
Nθi
)
is
the probability of Rydberg excitation [Eq. (1)] and Si
renormalizes Pi(N). In turn, in the (numerical or lab-
oratory) experiment, the outcome of the measurement
is determined by the actual—but unknown—number of
atoms N (a) through the actual probability of Rydberg
excitation
σ
(a)
i = sin
2
(
mpi
√
N (a)
N
(p)
i−1
)
. (3)
To commence the procedure, we assume a certain mean
number of atoms 〈N〉 and a widthW of the atom number
distribution P0(N). For definiteness, we take as a seed
the Poissonian distribution P0(N) = PPoisson(N) (with
FWHM W = 2
√
2 ln(2)〈N〉), but any other distribution
with a well-defined range (and no long wings) will do as
3well. For the first step, the most probable atom number
is N
(p)
0 = 〈N〉. The positive integer constant m is then
chosen so as to maximize the detection probability σ(N)
at the edges of the initial distribution, e.g., at N ≃ 〈N〉±
3
2W , which leads to m = ⌊2〈N〉/3W ⌋ = ⌊
√
〈N〉/3.53⌋,
where ⌊. . .⌋ denotes the floor function.
In the adaptive (feedback) scheme described above, no
Rydberg excitation at a given step i narrows the prob-
ability distribution Pi(N) around the perceived atom
number N
(p)
i−1, while a detection of Rydberg excitation
drastically reshapes Pi(N) by opening a hole around
N
(p)
i−1 which leads to a new N
(p)
i for the following step.
Observe now that the actual probability of Rydberg exci-
tation in Eq. (3) is appreciable when the perceived N (p)
and actual N (a) atom numbers differ significantly, while
σ(a) is small when N (p) ≃ N (a), and σ(a) = 0 and re-
mains so if our guess is correct, N (p) = N (a). Hence, if
the initial difference N
(p)
0 −N (a) is large, N (p) will rapidly
change during the first several steps, but once it is close
to N (a), its further approach to N (a) will slow down. One
may optimize the search of the atom number by readjust-
ing m at each step, but for simplicity we fix m from the
beginning, which still leads to a rapid improvement of
fidelity, as attested below.
To demonstrate the algorithm, in Fig. 1(a) we show the
results of a single trajectory simulation for several steps
of the stochastic process. In the numerical experiment,
the occurrence of Rydberg excitations and their detection
is determined via Monte Carlo procedure. Namely, at
every step we draw a uniform random number qσ ∈ [0, 1]
and compare it with the current probability σ(a): if qσ <
σ(a) the ensemble is in the excited state |R〉, otherwise it
is in the ground state |G〉. Assuming for now a perfect
detector, whenever a Rydberg atom is produced, it is
detected and removed from the ensemble, which ends up
in state |G〉 but with one atom less, N (a) → N (a)−1. The
algorithm works equally well if the Rydberg atom |r〉 is
recycled back to the ground state |g〉, which leaves N (a)
unchanged. But since we deal with N (a) ≫ 1 and create
only a few excitations, the difference between the two
approaches is inconsequential. In practice, detecting the
Rydberg atom via state-selective ionization accompanied
by its removal is perhaps experimentally easier [18] and
it does not heat the atomic ensemble.
Our benchmark is the infidelity 1−F of the swap gate
on the transition |G〉 → |R〉 executed with the perceived
atom number N (p) [cf. Eq. (2)]. This is shown in the
inset of Fig. 1(a). Clearly, once N (p) is close to the actual
atom number N (a), the infidelity is very small.
In Fig. 1(b) we show the mean difference 〈N (a)−N (p)〉
between the actual N (a) and deduced N (p) number of
atoms after i steps, as obtained from many independent
realizations of the algorithm. With increasing i, this dif-
ference and its statistical dispersion are decreasing, while
on average less than three Rydberg excitation events oc-
 0
 0.02
 0.04
 0.06
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 130
 140
 150
 160
 170
 180
 190
 200
 210
 220
0 10 20 30 40
0
10
20
30
40
0 10 20 30 40
10−4
10−3
10−2
−
(a)
(p)
(a)
(p)
0 1 2 3 4 5 6 7 8 910
10−5
10−4
10−3
10−2
iP 
(N
)
N
N
N
N
i
Steps
F
1−
i
1−
F
N
i
Steps i
(a)
(b)
FIG. 1. (a) Single realization of the algorithm for the initial
mean 〈N〉 = 175 and actual N (a) = 200 number of atoms:
Main graph shows the probability distribution Pi(N) and the
deduced atom number N
(p)
i after i steps (N
(a) decreases by 1
after each Rydberg detection event—steps i = 1, 2), and the
inset shows the corresponding infidelity 1 − F of the swap
gate [cf. Eq. (2)]. (b) Many (103) independent realizations
of the algorithm for the same initial conditions: Main graph
shows the mean value 〈N (a)−N (p)〉 of the difference between
the actual and deduced atom numbers after i steps, and the
inset shows the corresponding mean infidelity 1 − 〈F 〉 (error
bars are one standard deviation).
cur by i = 40, mainly during the first several steps. The
corresponding mean infidelity 1 − 〈F 〉 of the swap gate
drops from the initial 1 − 〈F 〉 >∼ 10−2 to 2 × 10−4 with
the uncertainly ∆F ≃ 3× 10−4.
In a laboratory experiment, the detector measuring the
Rydberg excitations is never perfect—the best detection
efficiency of individual Rydberg atoms achieved so far is
η ≃ 0.75 [19]. In our numerical simulations, we can ac-
count for finite detection efficiency η ≤ 1 by reducing the
probability of detecting the Rydberg excitation by the
corresponding factor; at each step, however, the prob-
ability of producing a Rydberg excitation is still given
by σ
(a)
i . More precisely, once a Rydberg excitation is
produced (qσ < σ
(a)), we draw another random number
qη ∈ [0, 1] and compare it to η: if qη < η the Rydberg
atom is detected; otherwise it is not and we proceed as
if it were not created, but still assume that any Rydberg
atom is removed from the ensemble after each step.
In Fig. 2 we show the mean difference 〈N (a) − N (p)〉
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FIG. 2. Many independent realizations of the algorithm for
the initial mean number of atoms 〈N〉 = 250 after (a) i = 20
and (b) i = 30 steps, with the Rydberg excitation detection
efficiency η = 1 (black, solid symbols) and η = 0.7 (blue,
open symbols). The mean values 〈N (a) −N (p)〉 of the differ-
ence between the actual N (a) and deduced N (p) atom num-
bers (bottom) and the corresponding infidelity 1−〈F 〉 of the
swap gate (top) are plotted versus the initial N (a) (error bars
are one standard deviation). Red dashed line is the initial
infidelity [cf. Eq. (2) with N (p) = 〈N〉].
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FIG. 3. Average infidelity 1− F¯ of the swap gate versus the
detector efficiency η and the number of steps. The isolines at
(1.5; 3; 6) × 10−4 are approximated by function f(η) = a
η+b
with a, b = (17.45,−0.378; 8.056,−0.341; 3.84;−0.295), re-
spectively (blue dotted; dashed; dot-dashed lines).
and the corresponding infidelity 1 − 〈F 〉 of the swap
gate, versus the initial actual atom number N (a), re-
sulting after i = 20 and i = 30 steps. Apparently,
η < 1 does not invalidate our approach, since increas-
ing the number of steps can compensate for the loss of
information effected by imperfect measurements. To ver-
ify this point, in Fig. 3 we show the average infidelity
1−F¯ ≡∑N(a) PPoisson(N (a)) (1−〈F 〉) as a function of the
detector efficiency η and the number of steps i. Attain-
ing larger fidelity using a detector with smaller efficiency
requires increasing the number of steps i ∝ 1/η.
Before closing, let us briefly survey the practical side
of our work. In the current experiments [14, 15], the
uncertainty in the atom number ∆N is perhaps a lesser
evil than an imperfect blockade of multiple Rydberg ex-
citations. The latter problem can be overcome by us-
ing higher-lying (stronger interacting) Rydberg states
and tighter confinement of the atoms. Single Rydberg
excitations transferred to a lower metastable state can
then be used for on-demand generation of single pho-
tons, which is accomplished by stimulated Raman emis-
sion requiring sizable optical depth (OD) of the ensemble
[20]. In a blockade volume of several µm size, 〈N〉 >∼ 200
atoms are needed for OD >∼ 5. Larger 〈N〉 is better,
both for attaining larger OD and smaller relative un-
certainty ∆N〈N〉 = 〈N〉−1/2, but too high atom densities
ρat >∼ 1013−14 cm−3 usually lead to excessive collisional
decoherence and losses due to the three-body recombi-
nation. Hence, we are constrained to deal with the en-
sembles of a few hundred atoms 〈N〉 and large associated
uncertainty ∆N .
Our method to accurately assess the number of atoms
is quite efficient, requiring i = 20−30 resonant pulses and
measurements of Rydberg excitations. With the typical
single-atom Rabi frequency Ω in the MHz range, each
pulse duration is tp <∼ 1 µs, while the Rydberg atom de-
tection through ionization would take td ∼ 10 µs. The
complete protocol can then be accomplished in less than
a ms, yielding the actual number of atoms N (a) with a
small uncertainty ∆N <
√
N (a). We note that small vari-
ations in the single-atom pulse area ∆θ < ∆N
2N(a)
, due to
uncertainty in Ω or tp, do not significantly affect the per-
formance of our algorithm and the fidelity of subsequent
quantum gates.
The algorithm we have used to deduce the actual num-
ber of atoms is not unique—we have explored other,
somewhat less efficient methods too. Yet, the general
concept of interrogating the atomic ensemble by appro-
priate pulses in order to extract the atom number with
reduced uncertainty applies to other approaches as well.
To summarize, we have exposed the detrimental effects
of the atom number uncertainty on the fidelity of quan-
tum gates with the Rydberg-blockaded atomic ensem-
bles. We have proposed and analyzed an experimentally
realistic method to reduce this uncertainty and thereby
increase the fidelity of collective gate operations and stor-
age of quantum information in mesoscopic atomic en-
sembles. Accurate determination of the atom number
will also facilitate deterministic generation of single pho-
tons [12, 13] and extraction of single Rydberg atoms or
ions [21] from mesoscopic atomic ensembles. We note
the recent proposals [22, 23] employing adiabatic passage
to reliably accomplish the above tasks in few-atom sys-
tems. Preparing number-squeezed clouds of cold atoms
[24] may find further applications in precision metrology
and studies of Bose-Einstein condensation.
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