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GROUP-VALUED EQUIVARIANT LOCALIZATION
A. ALEKSEEV, E. MEINRENKEN, AND C.WOODWARD
Abstract. We prove a localization formula for group-valued equivariant de Rham
cohomology of a compact G-manifold. This formula is a non-trivial generalization of
the localization formula of Berline-Vergne and Atiyah-Bott for the usual equivariant de
Rham cohomology. As an application, we obtain a version of the Duistermaat-Heckman
formula for Hamiltonian spaces with group-valued moment maps.
1. Introduction
The main result of this paper is a localization theorem for G-manifolds M which
we view as the group valued analogue of the localization formula (Berline-Vergne [6],
Atiyah-Bott [4]) in equivariant de Rham theory.
Recall that the equivariant cohomology of M (over C) is the cohomology of Cartan’s
[9] complex CG(M) = (Sg
∗
C
⊗ Ω(M))G of equivariant differential forms, equipped with
a certain differential dG. The complex CG(M) embeds into the larger complex complex
ĈG(M) = (E ′(g∗) ⊗ Ω(M))G where E ′(g∗) is the convolution algebra of compactly sup-
ported distributions, and Sg∗ is viewed as distributions supported at 0. If M is compact
and oriented, integration over M defines a chain map∫
M
: ĈG(M)→ ĈG(pt) = E
′(g∗)G.
For any cocycle β ∈ ĈG(M), the localization formula expresses the value of the Fourier
transform 〈
∫
M
β, e2πi〈·,ξ〉〉 in terms of integrals over the connected components F of the
zero set of the vector field ξM generated by ξ:
〈
∫
M
β, e2πi〈·,ξ〉〉 =
∑
F∈F(ξ)
∫
F
ι∗F 〈β, e
2πi〈·,ξ〉〉
Eul(νF , 2πiξ)
.(1)
Here Eul(νF , 2πiξ) denotes the equivariant Euler form of the normal bundle. A special
case of the localization theorem is the Duistermaat-Heckman “exact stationary phase”
formula from symplectic geometry, in which β is the equivariant Liouville form.
In [2] we introduced a new version of the equivariant de Rham complex where the
dual of the Lie algebra g∗ is replaced by the Lie group G. That is, the chain complex is
the space ĈG(M) = (E ′(G)⊗ Ω(M))G, with a suitable differential dG depending on the
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choice of an invariant inner product on g. Integration is a chain map∫
M
: ĈG(M)→ ĈG(pt) = E
′(G)G.
Our localization formula describes the Fourier coefficients of the integral
∫
M
β of any
equivariant cocycle, that is, its pairings with irreducible characters of G. Let T be a
maximal torus of G, with Lie algebra t, and let λ ∈ t∗ be a dominant weight for some
choice of positive Weyl chamber. It parametrizes an irreducible representation Vλ, with
character χλ. Let ρ ∈ t∗ be the half-sum of positive roots and use the inner product to
identify t∗ ∼= t. Our main result expresses the Fourier coefficient 〈
∫
M
β, χλ〉 in terms of
integrals over connected components F of the zero set of the vector field (λ + ρ)M , as
follows.
〈
∫
M
β, χλ〉 = dimVλ
∑
F∈F(λ+ρ)
∫
F
ι∗F
(
e
1
2
ι(rM )〈β,∆λ〉
)
Eul(νF , 2πi(λ+ ρ))
.(2)
It involves the bi-vector field rM defined by the classical r-matrix, and certain “spherical
harmonics” ∆λ ∈ C∞(G) determined by λ.
There are several conceptual differences between the localization formulas (1) and (2).
In (1) the equivariant parameter ξ varies continuously, and for an open dense set of
ξ ∈ t the fixed point set is just the fixed point set for the maximal torus. It follows
by continuity that if the maximal torus has no fixed points then the integral of an
equivariant cocycle vanishes. The situation in (2) is different because λ only varies in a
discrete set. Hence the continuity argument does not apply, and integrals of equivariant
cocycles may be non-zero even if the maximal torus has no fixed points. Next, for ξ = 0
the localization formula (1) becomes tautological, whereas (2) gives a non-trivial result
even for the λ = 0 Fourier coefficient, which localizes to the set of zeroes of ρM .
We use the new localization theorem to obtain Duistermaat-Heckman type formulas for
the theory of group-valued moment maps [1, 3]. In this case the localization contributions
simplify and lead to formulas for intersection pairings on reduced spaces.
This result applies in particular to intersection pairings on moduli spaces of flat G-
connections on surfaces. According to [1, 3] these spaces are reductions of group valued
Hamiltonian G-spaces. In this example, our localization formula produces the formulas
conjectured by Witten in [19] and confirmed (for G = SU(n)) by Jeffrey-Kirwan [14].
Details of the application to moduli spaces will be presented in a forthcoming paper.
The paper is organized as follows. Section 2 is a review of equivariant de Rham theory.
In particular, we describe the “group valued” version introduced in [2]. In Section
3 we construct a suitable “restriction map” from G-valued equivariant cohomology to
T -valued equivariant cohomology, and in Section 4 we discuss some of its properties.
This “abelianization” procedure is the key step in our proof of the G-valued localization
formula in Section 5. In Section 6 we use the localization formula to prove a Duistermaat-
Heckman principle for group valued moment maps.
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2. Equivariant de Rham theory
In this Section we recall the Cartan and Weil models of equivariant de Rham theory,
and their non-commutative versions introduced in [2]. For a more detailed account of
equivariant de Rham theory see e.g. the forthcoming book of Guillemin-Sternberg [12].
Throughout this paper, G will denote a compact, connected Lie group with Lie algebra
g. (Occasionally we will make some additional assumptions on G.)
For any manifold M we denote by Ω⋆(M) the de Rham complex of complex-valued
differential forms. Given a G-action on M , let
ξM =
d
dt
∣∣
t=0
exp(−tξ)∗
denote the fundamental vector field corresponding to ξ ∈ g. Let
Lξ : Ω
⋆(M)→ Ω⋆(M), ιξ : Ω
⋆(M)→ Ω⋆−1(M)
be the Lie derivative (resp. contraction) by ξM . Given a basis {ea} ⊂ g we also use the
notation La = Lea and ιa = ιea .
2.1. Cartan models.
2.1.1. Equivariant cohomology. Let E ′(g∗) be the convolution algebra of compactly sup-
ported complex-valued distributions on g∗. The subalgebra of distributions supported
at 0 is identified with the symmetric algebra Sg∗
C
, which is generated by the elements
va =
d
dt
δtea
∣∣∣
t=0
= −
∂
∂µa
δ0
corresponding to the dual basis vectors ea. Let
CG(M) = (Sg
∗
C ⊗ Ω(M))
G, ĈG(M) = (E
′(g∗)⊗ Ω(M))G
be the space of equivariant differential forms (resp. with distributional coefficients.) The
derivation
dG = 1⊗ d− v
a ⊗ ιa
(using summation convention) of CG(M), ĈG(M) squares to 0, and defines the equivari-
ant cohomologies HG(M), ĤG(M). Both HG and ĤG are functorial with respect to maps
between G-manifolds. In particular, the map M → pt makes HG(M) into a module over
the ring HG(pt) = (Sg
∗
C
)G of invariant polynomials and ĤG(M) into a module over the
ring ĤG(pt) = E ′(g∗)G of invariant compactly supported distributions.
2.1.2. G-valued equivariant cohomology. In [2] the following non-commutative Cartan
complexes CG(M) and ĈG(M) were introduced. Let E ′(G) be the convolution algebra of
complex-valued distributions on the group G. The subalgebra of distributions supported
at the group unit is isomorphic to the universal enveloping algebra U(g)C, with
ua =
d
dt
δexp(tea)
∣∣∣
t=0
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representing the generator corresponding to the basis ea. Let
CG(M) = (U(g)C ⊗ Ω(M))
G, ĈG(M) = (E
′(G)⊗ Ω(M))G.
To define a differential on CG(M), ĈG(M) we assume that g comes equipped with an
invariant inner product, and take the basis ea to be orthonormal. One finds that
dG = 1⊗ d−
uLa + u
R
a
2
⊗ ιa +
1
24
fabc1⊗ ιaιbιc
(using summation convention) is a differential, i.e. dG◦dG = 0. Here fabc = [ea, eb]·ec are
the structure constants for the given basis and uLa , u
R
a denote the operators of left-/right
multiplication (that is, convolution) by ua. We denote the corresponding cohomologies
by HG(M), ĤG(M). Notice that dG is not a derivation with respect to the obvious ring
structure on ĈG(M). However, one can modify the ring structure as follows: Let Ω(M)
be equipped with the non-(super-)commutative ring structure defined by
β1 ⊙ β2 = diag
∗
M ◦ exp(−
1
2
ι1aι
2
a)(β1 × β2)
where diag∗M is pull-back by the diagonal embedding, and ι
j
a are contractions acting on
the jth factor. Together with the natural ring structure on U(g), E ′(G), it defines a ring
structure ⊙ on CG(M), ĈG(M) for which dG is a derivation. In this way the cohomologies
HG(M) and ĤG(M) become Z2-graded algebras. Both HG and ĤG are functorial with
respect to maps of G-manifolds. In particular the map M → pt makes HG(M) into a
module over the ring HG(pt) = (U(g)C)
G of Casimir elements and ĤG(M) into a module
over the ring ĤG(pt) = E ′(G)G of invariant distributions on the group.
2.2. Weil models. Below we will need not only the Cartan models of equivariant co-
homology but also the equivalent Weil models.
2.2.1. G-differential algebras. The concept of a G-differential algebra, introduced by
Cartan [2], generalizes the relations between contractions ιa, Lie derivatives La, and
exterior differential d on the super-algebra Ω⋆(M) of differential forms on a G-manifold.
Define a graded vector-space gˆ =
⊕
i∈Z gˆ
i where gˆ1 = R, gˆ−1 = gˆ0 = g and gˆj = {0}
for j 6= −1, 0, 1. Given ξ ∈ g let Lξ ∈ gˆ0 and ιξ ∈ gˆ−1 be the corresponding elements,
and let d ∈ gˆ1 be the generator corresponding to 1 ∈ R. Then gˆ is a graded Lie algebra
with brackets
[ιξ, d] = Lξ, [Lξ, ιη] = ι[ξ,η], [Lξ, Lη] = L[ξ,η]
[ιξ, ιη] = 0, [Lξ, d] = 0, [d, d] = 0
for all ξ, η ∈ g. Notice that gˆ0 ∼= g and gˆ−1 ⊕ gˆ0 ∼= g ⋊ g are Lie subalgebras both of
which are stable under d.
A G-differential space is a super-vector space B, together with a representation of gˆ on
B. The subspace BG annihilated by gˆ0 is called the invariant subspace, the subspace Bhor
annihilated by gˆ−1 is called the horizontal subspace, and the subspace Bbasic annihilated
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by gˆ−1⊕gˆ0 is called the basic subspace. Note that Bbasic is preserved under the differential
d.
If B carries in addition the structure of a super-algebra 1, and if gˆ is represented by
derivations, then B is called a G-differential algebra. If B1, B2 are G-differential spaces
then so is their (Z2-graded) tensor product B1⊗B2. A homomorphism of G-differential
spaces is a homomorphism of super-spaces intertwining the gˆ-representations. Similar
definitions hold for G-differential algebras.
2.2.2. The Weil algebras WG and ŴG. The super-commutative Weil algebras WG and
ŴG are defined as tensor products
WG = Sg
∗
C ⊗ ∧g
∗
C, ŴG = E
′(g∗)⊗ ∧g∗C,
with Z2-grading inherited from the Z2-grading on the exterior algebra. They carry
the structure of G-differential algebras, as follows. Let ya ∈ ∧g∗ be the generators
corresponding to the basis ea of g∗. Let
La = La ⊗ 1 + 1⊗ La
be the generators for the action on the Weil algebrasWG, ŴG coming from the coadjoint
action of G on g∗. The natural contraction operation on ∧g∗ extends to operators
ιa = 1⊗ ιa. Let the Weil differential d
W be given by the formula
dW = ya(La ⊗ 1) + (v
a −
1
2
fabcy
byc)ιa.
Given a G-manifold M , the horizontal projection Phor : ŴG → E ′(g∗) induces isomor-
phisms between the basic subcomplexes and the Cartan algebras
PWhor := Phor ⊗ 1 : (ŴG ⊗ Ω(M))basic → ĈG(M).
As shown in [2] this isomorphism takes d = dW⊗1+1⊗d to the Cartan differential dG, and
it restricts to an ring isomorphism PWhor : (WG⊗Ω(M))basic
∼= CG(M). Therefore, HG(M)
and ĤG(M) are equivalently the cohomologies of (WG⊗Ω(M))basic and (ŴG⊗Ω(M))basic,
respectively.
2.2.3. Non-commutative Weil algebras. Let the Lie algebra g be equipped with an in-
variant inner product, used to identify g ∼= g∗, and suppose that the basis ea ∈ g is
orthonormal.
Let Cl(g) be the Clifford algebra of g, defined as the quotient of the tensor algebra by
the ideal generated by elements of the form 2ξ⊗ξ−ξ ·ξ with ξ ∈ g. The generators xa of
Cl(g) satisfy the super-bracket relations [xa, xb] = δab. The element γ := −
1
6
fabcxaxbxc
has the beautiful property [17] that its square is a scalar: γ2 = − 1
48
fabcfabc. Hence
dCl = ad(−
1
6
fabcxaxbxc) : Cl(g)C → Cl(g)C
1In this paper, (super)algebra always means (super)algebra with unit, and a homomorphism between
(super)algebras is required to take the unit element to the unit element.
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is a differential. Together with contractions ιa = ad(xa) and the Lie derivatives La =
ad(−1
2
fabcxbxc) for the adjoint action this makes Cl(g)C into a G-differential algebra.
In terms of the identification σ : Cl(g) → ∧g by the symbol map, σ(xa1 . . . xak) =
ya1 . . . yak for a1 < · · · < ak, the differential d
Cl is given by the formula
dCl = −
1
2
fabcybycιa −
1
24
fabcιaιbιc.(3)
The Weil algebras WG and ŴG are the non-commutative G-differential algebras
WG = U(g)C ⊗ Cl(g)C , ŴG = E
′(G)⊗ Cl(g)C
with
ιa = ad(xa)
La = ad(ua −
1
2
fabcxbxc)
dW = ad(uaxa −
1
6
fabcxaxbxc).
The operators La generate the representation of g on the Weil algebra induced from the
adjoint action on g.
By [2], Proposition 3.7 we describe the Weil differential in terms of the vector space
isomorphism ŴG ∼= E
′(G)⊗ ∧g given by the symbol map:
dW = ya(La ⊗ 1) +
(
uLa + u
R
a
2
−
1
2
fabcybyc
)
ιa −
1
24
fabcιaιbιc.(4)
Given a G-manifold M , the horizontal projection Phor : ŴG → E ′(G) induces isomor-
phisms of differential algebras,
PWhor = Phor ⊗ 1 : (ŴG ⊗ Ω(M))basic
∼= ĈG(M), (WG ⊗ Ω(M))basic ∼= CG(M)
so that the equivariant cohomologies HG(M) and ĤG(M) are equivalently the cohomolo-
gies of (WG ⊗ Ω(M))basic and (ŴG ⊗ Ω(M))basic.
2.2.4. The quantization map. Let J
1
2 ∈ C∞(g)G be the unique smooth square root of
the determinant of the Jacobian of the exponential map such that J
1
2 (0) = 1. The Duflo
map [10] is the linear map
Duf : E ′(g)→ E ′(G), v 7→ exp∗(J
1
2v).(5)
It takes distributions supported at the origin to distributions supported at the group
unit, hence defines a vector space isomorphism Duf : S(g) → U(g). The important
property of the Duflo map is that it becomes a ring homomorphism if restricted to
invariant elements.
In [2] we define an explicit homomorphism of G-differential spaces, called the quanti-
zation map,
Q : ŴG → ŴG
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which on WG restricts to an isomorphism, WG →WG. On 1⊗∧g∗C the map Q coincides
with the symbol map, and on E ′(g)⊗ 1 it is equal to the Duflo map. Moreover, we show
that the induced homomorphisms in cohomology preserve the ring structures, i.e. the
map ĤG(M) → ĤG(M) is an algebra homomorphism and the map HG(M) → HG(M)
is an algebra isomorphism.
3. Abelianization
The equivariant cohomology groups HG(M) and ĤG(M) are functorial not only with
respect to maps of G-manifolds but also with respect to group homomorphisms. In
particular, the inclusion of the maximal torus T induces maps RTG : HG(M) → HT (M)
and RTG : ĤG(M) → ĤT (M). Both of these maps are injective, and their image is the
subalgebra of Weyl invariants.
This functoriality property does not carry over to group-valued equivariant cohomology
ĤG(M), because a group homomorphism φ : K → G does not give rise to K-equivariant
maps WG →WK or ŴG → ŴK in any natural way.
It is the goal of this section to obtain a suitable replacement for the restriction map
RTG. The main steps are as follows.
a. First, we define a new Weil algebra Ŵ−T = E
′(T )− ⊗ Cl(t)C, involving the negative
Hardy space E ′(T )−.
b. We construct a map rTG : E
′(G)→ E ′(T )− with nice properties.
c. We define a map pTG ◦ T : Cl(g)C → Cl(t)C, where p
T
G is orthogonal projection
and the “twist” operator T involves the classical r-matrix. We show that this map
intertwines the Clifford differentials “up to a ρ-shift”.
d. The restriction map RTG : ŴG → Ŵ
−
T will be defined as a product of the two maps,
rTG and p
T
G ◦ T . The main result of this Section is Theorem 3.7, stating that R
T
G is
a homomorphism of T -differential spaces. It therefore defines a map in equivariant
cohomology.
Throughout this section we will assume that G is a product of a simply connected
group and a torus (although only the simply connected part will play a role). A given
invariant inner product on g will be used to identify g ∼= g∗.
We let T be a maximal torus of G, with Lie algebra t, and denote by t+ some choice
of a fundamental Weyl chamber. Let Λ ⊂ t be the integral lattice, its dual Λ∗ ⊂ t the
weight lattice, and Λ∗+ = Λ
∗ ∩ t+ the set of dominant weights.
Given t ∈ T and λ ∈ Λ∗ we denote by tλ ∈ S1 ⊂ C the image of t under the T -character
T → S1 defined by λ, that is (exp ξ)λ = e2πi〈λ,ξ〉. Abusing notation we sometimes denote
the map itself by tλ.
Let R ⊂ Λ∗ be the set of roots of G and R+ the subset of positive roots. Our
assumption that G be a product of a connected, simply connected Lie group and a
8 A. ALEKSEEV, E. MEINRENKEN, AND C.WOODWARD
torus, implies that the half-sum of positive roots
ρ =
1
2
∑
α∈R+
α
is a weight ρ ∈ Λ∗+. It is alternatively characterized as the sum of fundamental weights
for the semi-simple part of G.
For every positive root α ∈ R+ let eα ∈ gC be a root vector, with property [ξ, eα] =
2πi〈α, ξ〉eα for ξ ∈ t, and set e−α = eα. Normalize the length of eα so that eα · e−α = 1.
Then
[eα, e−α] = 2πiα.(6)
Every weight λ ∈ Λ∗+ parametrizes a unique irreducible G-representation Vλ, contain-
ing a highest weight vector vλ 6= 0, with
eα · vλ = 0,(7)
for every positive root α ∈ R+. and
t · vλ = t
λvλ(8)
for every t ∈ T . We denote by χλ the character of the representation Vλ.
3.1. The Hardy-Weil algebra Ŵ−T . Recall (cf. [11], Chapter 8.5) that for any distri-
bution u ∈ E ′(T ), the Fourier coefficients 〈u, tλ〉 are polynomially bounded:
|〈u, tλ〉 | ≤ C(1 + |λ|)N
for some C > 0, N ∈ Z. Conversely every sequence of complex numbers satisfying
such an estimate defines a distribution on T . We can therefore identify E ′(T ) with the
space of polynomially bounded sequences Λ∗ → C. Similarly, if φ ∈ C∞(T ) has Fourier
decomposition φ =
∑
ν∈Λ∗ aνt
ν then the coefficients aν are rapidly decreasing, that is for
all k > 0 there exists Ck with
|aν | ≤ Ck(1 + |ν|)
−k.
Conversely, every rapidly decreasing sequence aν defines a smooth function on the torus.
Let the negative Hardy space E ′(T )− ⊂ E ′(T ) consist of all distributions on T for
which only strictly negative Fourier coefficients are non-vanishing,
E ′(T )− := {u ∈ E ′(T )|〈u, tν〉 = 0 if ν 6∈ (ρ+ Λ∗+)},
and let π− be the Szego¨ projector onto this space,
〈π−(u), tλ+ρ〉 =
{
〈u, tν〉 if λ ∈ Λ∗+,
0 otherwise .
Convolution of distributions makes the Hardy space into an algebra with unit element
δ−e := π
−(δe). The Szego¨ projector is an algebra homomorphism. (The inclusion of
E ′(T )− into E ′(T ) is not an algebra homomorphism since the unit elements are different.)
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The Hardy-Weil algebra is defined as the tensor product
Ŵ−T := E
′(T )− ⊗ Cl(t)C.
It is a T -differential algebra, with differential d− :=
∑r
k=1 u
−
k ιk where u
−
k = π
−(uk). The
projection π− := π− ⊗ 1 : ŴT → Ŵ
−
T is a homomorphism of T -differential algebras and
the inclusion Ŵ−T →֒ ŴT is a homomorphism of T -differential spaces (not algebras).
Given a T -manifoldM , let Ĥ−T (M) be the cohomology of the basic subcomplex (Ŵ
−
T ⊗
Ω(M))basic. Equivalently, it is the cohomology for the Cartan model,
Ĉ−T (M) = E
′(T )− ⊗ Ω(M)T , d−T := 1⊗ d−
r∑
k=1
u−k ⊗ ιk.
The projection ŴT → Ŵ
−
T gives rise to a ring homomorphism ĤT (M) → Ĥ
−
T (M), and
the inclusion Ŵ−T →֒ ŴT defines a linear map Ĥ
−
T (M)→ ĤT (M).
3.2. The restriction map rTG : E
′(G)→ E ′(T )−. Below we will often find it convenient
to work with a Cartan-Weyl basis in gC, given by the collection of eα, e−α supplemented
by a basis ek (k = 1, . . . , r) for t.
For all λ ∈ Λ∗+ let vλ be a highest weight vector of unit length, and define a function
∆λ ∈ C∞(G) as the matrix element
∆λ(g) = (vλ, g · vλ),(9)
using the inner product (·, ·) on Vλ. It has the properties
∆λ(e) = 1,(10)
∆λ(tg) = ∆λ(gt) = t
λ∆λ(g), (t ∈ T, g ∈ G),(11)
eLα∆λ = e
R
−α∆λ = 0.(12)
for α ∈ R+, where for any ξ ∈ gC we denote by ξ
L, ξR the left-and right invariant vector
fields equal to ξ at the group unit. In fact, because of the decomposition
L2(G) =
⊕
λ∈Λ∗+
Vλ ⊗ V
∗
λ =
⊕
λ∈Λ∗+
End(Vλ)
as a G × G representation, the function ∆λ is uniquely characterized by these three
properties. The functions ∆λ have the property
∆λ+ν = ∆λ∆ν(13)
for all λ, ν ∈ Λ∗+.
Example 3.1. Let G = SU(2). All dominant weights are multiples λ = kρ with k =
0, 1, . . . , and
∆kρ
(
a b
c d
)
= ak.
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Proposition 3.2. The map rTG : E
′(G)→ E ′(T )−,
〈rTG(u), t
λ+ρ〉 = 〈u,∆λ〉
is well-defined and continuous.
Proof. To show that 〈u,∆λ〉 are Fourier coefficients for a well-defined distribution rTG(u) ∈
E ′(T )−, we have to show that they are polynomially bounded as a function of λ. Clearly,
this only involves the semi-simple part of G (indeed, if G is abelian, there is nothing to
prove since E ′(T )− = E ′(G) in that case and the map rTG is the identity map).
Assume therefore that G is simply connected. Then Λ∗+ is spanned by fundamental
weights w1, . . . , wr of G. Let
∆ := (∆w1, . . . ,∆wr) : G→ C
r.
By (13), ∆λ = ∆
∗zλ using multi-index notation zλ =
∏
j z
λj
j , hence 〈u,∆λ〉 = 〈∆∗u, z
λ〉.
The image of ∆ is contained in the unit polydisk D = {(z1, . . . , zr) ∈ Cr| |zk| ≤ 1} ⊂ Cr.
For any distribution v ∈ E ′(Cr) supported on the polydisk D, there exist constants
C > 0 and k ∈ N such that the value of v on any test function φ is bounded by derivatives
of φ up to order k (cf. Ho¨rmander [13], Theorem 2.3.10)
|(v, φ)| ≤ C
∑
|J |≤k
supx∈D
∣∣∣∂|J |φ
∂xJ
∣∣∣.
Applying this to v = ∆∗u and φ = z
λ immediately gives the required estimates.
To show that rTG is continuous, consider the semi-norms 〈r
T
G(u), φ〉 for φ ∈ C
∞(T ).
Since the coefficients aν in the Fourier decomposition
φ =
∑
ν∈Λ∗
aνt
ν ∈ C∞(T )
are rapidly decreasing, and since |∆λ| ≤ 1, the function
ψ :=
∑
λ∈Λ∗
+
aλ+ρ∆λ
on G is well-defined and continuous. Let B be the Laplace operator on G. On Vλ⊗V ∗λ ⊂
L2(G) it acts as a scalar 4π2(|λ+ ρ|2 − |ρ|2). Hence
Bkψ =
∑
λ∈Λ∗
+
(4π2(|λ+ ρ|2 − |ρ|2))kaλ+ρ∆λ
is still continuous. By the Sobolev Lemma, this shows that ψ is smooth. Since 〈rTG(u), φ〉 =
〈u, ψ〉 it follows that rTG is continuous.
Example 3.3. Given h ∈ T , let δ−h ∈ E
′(T )− be the distribution
δ−h = π
−(δTh ),
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where δTh is the delta-distribution on T . Note that
δ−h1δ
−
h2
= δ−h1 h2
for h1, h2 ∈ T . The distribution δ
−
h on T is related to the delta-distribution δh on G by
hρrTG(δh) = δ
−
h ,
by the calculation 〈rTG(δh), t
λ+ρ〉 = ∆λ(h) = hλ.
Proposition 3.4 (Properties of the map rTG). Let u−α , uk , uα be the generators of U(g)C
in the Cartan-Weyl basis. Then
rTG ◦ (uk)
R = rTG ◦ (uk)
L = (u−k − 2πiρk) ◦ r
T
G(14)
rTG ◦ (u−α)
L = rTG ◦ (uα)
R = 0(15)
for k = 1, . . . , r and all α ∈ R+. Here the superscripts L/R denote multiplication from
the left/right.
Proof. Let u ∈ E ′(G) and λ ∈ Λ∗+ be given. Then
〈u−k ◦ r
T
G(u), t
λ+ρ〉 = 2πi(λk + ρk)〈r
T
G(u), t
λ+ρ〉
while on the other hand
〈rTG(uku), t
λ+ρ〉 = 〈(uku),∆λ〉 = 〈u, e
R
k∆λ〉 = 2πiλk〈u,∆λ〉 = 2πiλk〈r
T
G(u), t
λ+ρ〉.
Hence, rTG ◦ (uk)
L = (u−k − 2πiρk) ◦ r
T
G. Similarly, r
T
G ◦ (uk)
R = (u−k − 2πiρk) ◦ r
T
G, proving
(14). The equations (15) are obtained from (12) as follows:
〈rTG(u−αu), t
λ+ρ〉 = 〈u−αu,∆λ〉 = −〈u, e
R
−α∆λ〉 = 0,
〈rTG(uuα), t
λ+ρ〉 = 〈uuα,∆λ〉 = 〈u, e
L
α∆λ〉 = 0.
The function ∆λ is Ad(T )-invariant but not Ad(G)-invariant. Let P
G : C∞(G) →
C∞(G)G be projection to the Ad(G)-invariant part (given by averaging over the group).
We claim that
PG(∆λ) = (dimVλ)
−1χλ.(16)
To see this let τλ : G → Aut(Vλ) be the representation labeled by λ. For any weight
ν ∈ Λ∗+, the operator
∫
G
τλ(g)χν(g)dg commutes with all τλ(h) and is therefore a multiple
of the identity: ∫
G
τλ(g)χν(g)dg = δν,λ
VolG
dimVλ
IdVλ ,
where the constant is verified by taking the trace of both sides. As a consequence,∫
G
∆λ(g)χν(g)dg =
∫
G
(vλ, g · vλ)χν(g)dg = δν,λ
VolG
dimVλ
which implies (16).
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3.3. Restriction for Cl(g)C. As our next ingredient in the definition of the map RTG :
ŴG → Ŵ
−
T we need a suitable projection from Cl(g)C → Cl(t)C. Let Cl(g)C = Cl(t)C ⊗
Cl(t⊥)C be the decomposition of the Clifford algebra, and p
T
G : Cl(g)C → Cl(t)C the
orthogonal projection defined by it. We will pre-compose this projection with a “twist”
T = exp(
1
2
rabιaιb)
where r = rabeaeb ∈ ∧
2gC is the classical r-matrix,
r =
∑
α
eα ∧ e−α =
1
2
∑
α
(eα ⊗ e−α − e−α ⊗ eα),
Recall the following properties of the r-matrix:
Proposition 3.5 (Properties of the classical r-matrix). The r-matrix r ∈ ∧2gC satisfies
the equations
a. (Classical Yang-Baxter Equation)
Cyclabc
(
rasfsbtrtc
)
=
1
4
fabc(17)
where Cyclabc is the sum over cyclic permutations.
b.
fabcrbc = 4πiρa.(18)
c. For any µ ∈ t,
µa(fabsrsc − fascrbs) = 0.(19)
We include the proof of Proposition 3.5, since many different normalizations of the
r-matrix appear in the literature.
Proof. Using the Cartan-Weyl basis for gC, the only non-vanishing entries in rab are
r−α,α = −rα,−α = 1/2. Up to permutation of indices, the only non-vanishing structure
constants are of the form f−α,α,i , f−α−β,α,β. One verifies:
r−α,α f−α,i,α r−α,α =
1
4
f−α,i,α,
r−α,α f−α,−β,α+β r−α−β,α+β + r−β,β f−β,α+β,−α rα,−α
+rα+β,−α−β fα+β,−α,−β rβ,−β =
1
4
f−α,−β,α+β.
Equation (18) follows from the calculation, using (6),
rabfabcec =
∑
α∈R+
[eα, e−α] = 2πi
∑
α∈R+
α = 4πiρ.
The last Equation (19) is just the infinitesimal version of the T -invariance of r.
The main property of the composition pTG◦T is that it intertwines the Clifford differential
on Cl(g)C with a very simple differential on Cl(t)C:
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Proposition 3.6. The composition pTG ◦ T intertwines the Clifford differential d
Cl on
Cl(g)C and the differential 2πi
∑r
k=1 ρkιk on Cl(t)C:
(pTG ◦ T ) ◦ d
Cl = (2πi
r∑
k=1
ρkιk) ◦ (p
T
G ◦ T ).
Proof. We use the symbol map σ : Cl(g) → ∧g to identify dCl with the differential (3)
on ∧gC. Since Ad(T )ya = ya − rabιb, we find
Ad(T )dCl =
(
−
1
2
fabc(yb − rblιl)(yc − rcmιm)
)
ιa −
1
24
fabcιaιbιc.
In this expression, the terms cubic in contractions ιa cancel thanks to the Yang-Baxter
equation (17) for r. The remaining terms combine, using (18), to
Ad(T )dCl = −
1
2
fabcybycιa +
1
2
fabc(rcmybιmιa + rblιlycιa)
= −
1
2
fabcybycιa + fabc(rcmybιmιa +
1
2
rbcιa)
= −
1
2
fabcybycιa + fabdrdcyaιbιc + 2πiρaιa.
Composing this operator with pTG kills the first term, and also the second since
pTG ◦ (yafabdrdcιbιc) =
r∑
k=1
yk ◦ p
T
G ◦ fkbdrdcιbιc = 0
where we have used Equation (19). We conclude
pTG ◦ Ad(T )d
Cl = 2πipTG ◦
r∑
k=1
ρkιk = 2πi
r∑
k=1
ρkιk ◦ p
T
G.
3.4. Restriction for ŴG. Taking the product of the restriction maps rTG : E
′(G) →
E ′(T )− and (pTG ◦ T ) : Cl(g)C → Cl(t)C we obtain a map between Weil algebras,
RTG := r
T
G ⊗ (p
T
G ◦ T ) : ŴG → Ŵ
−
T .
The main result of this Section reads:
Theorem 3.7. The map RTG : ŴG → Ŵ
−
T is a homomorphism of T -differential spaces.
That is, it is a chain map which moreover intertwines the contractions and Lie derivatives
for the T -action.
Proof. It is clear thatRTG commutes with Lie derivatives Lξ and contractions ιξ for all ξ ∈
t. To show thatRTG is a chain map we show that (r
T
G⊗p
T
G)◦Ad(T )d
W = dW◦(rTG⊗p
T
G). By
definition, the Weil differential splits into two pieces dW = d′ + dCl, with d′ = ad(uaxa).
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Again we identify Cl(g) ∼= ∧g by the symbol map. Since xLa = ya−
1
2
ιa and x
R
a = ya+
1
2
ιa,
we have:
d′ = ya(u
L
a − u
R
a ) +
1
2
(uLa + u
R
a )ιa.
Conjugating by T , and using Ad(T )ya = ya − rabιb,
Ad(T )d′ = (ya − rabιb)(u
L
a − u
R
a ) +
1
2
(uLa + u
R
a )ιa.
In the Cartan-Weyl basis,
rabιb(u
L
a − u
R
a ) =
1
2
∑
α∈R+
(
(uLα − u
R
α )ι−α − (u
L
−α − u
R
−α)ια
)
while
1
2
(uLa + u
R
a )ιa =
1
2
r∑
k=1
(uLk + u
R
k )ιk +
1
2
∑
α∈R+
(
(uLα + u
R
α )ι−α + (u
L
−α + u
R
−α)ια
)
.
Hence,
Ad(T )d′ = La ⊗ ya +
∑
α∈R+
(uL−αια + u
R
α ι−α) +
r∑
k=1
(
uLk + u
R
k
2
)
ιk.
Next, apply rTG ⊗ p
T
G to this expression. This kills the first term since
(rTG ⊗ p
T
G)(La ⊗ ya) =
r∑
k=1
(rTG ◦ Lk)⊗ yk = 0,
(by Ad(T )-invariance of rTG). Since r
T
G ◦ u
L
−α = r
T
G ◦ u
R
α = 0, the second term is killed as
well. Only the last term survives and using (14) we find
(rTG ⊗ p
T
G) ◦ Ad(T )d
′ = (rTG ⊗ p
T
G)
r∑
k=1
(
uLk + u
R
k
2
)
ιk
=
r∑
k=1
(u−k − 2πiρk)ιk ◦ (r
T
G ⊗ p
T
G).
Together with Proposition 3.6 this shows
(rTG ⊗ p
T
G) ◦ Ad(T )(d
′ + dCl) =
r∑
k=1
u−k ιk ◦ (r
T
G ⊗ p
T
G)
which completes the proof.
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3.5. Restriction RTG in cohomology. For every G-manifold M , the homomorphism
of T -differential algebras RTG : ŴG → Ŵ
−
T studied in the previous section induces a
chain map between the basic subcomplexes
RTG = R
T
G ⊗ 1 : (ŴG ⊗ Ω(M))basic → (Ŵ
−
T ⊗ Ω(M))basic,
hence in cohomology,
RTG : ĤG(M)→ Ĥ
−
T (M).
Using the horizontal projection PWhor to identify Weil and Cartan models, the restriction
map gives rise to a map ĈG(M) → Ĉ
−
T (M). This map is described in the following
Proposition:
Proposition 3.8. The map between Cartan models induced by the restriction RTG is the
map
rTG ⊗ exp(
1
2
ι(rM)) : ĈG(M)→ Ĉ
−
T (M).
Here rM = rab(ea)M ∧ (eb)M is the bi-vector field on M corresponding to the classical
r-matrix.
Proof. We have to compute the composition
PWhor ◦ (r
T
Gp
T
G ⊗ 1) ◦ exp(
1
2
rabιaιb ⊗ 1) : (ŴG ⊗ Ω(M))basic → ĈG(M).
Since ιa ⊗ 1 = −1⊗ ιa on basic elements, the operator exp(
1
2
rabιaιb ⊗ 1) can be replaced
with exp(1
2
rab(1⊗ ιaιb)) = exp(
1
2
ι(rM )). The latter commutes with P
W
hor ◦ (r
T
Gp
T
G⊗1), and
since PWhor ◦ r
T
Gp
T
G = r
T
G ◦ P
W
hor it follows that the above composition equals(
rTG ⊗ exp(
1
2
ι(rM ))
)
◦ PWhor
as claimed.
4. Properties of the restriction map
Having defined the restriction map in cohomology, some natural questions arise: Does
restriction commute with quantization? Is restriction a ring map? In this Section we
will give an affirmative answer to the first question and a partial answer to the second.
The strategy for approaching these problems is to describe the relevant maps in terms
of their integral kernels. Section 4.1 and 4.2 review material from [2].
4.1. Duality for ŴG. The Weil differential simplifies under the isomorphism of ŴG
given by multiplication with the function τ0 ∈ C∞(g∗)⊗ ∧g∗,
τ0(µ) = exp
(
−
1
2
f caby
aybµc
)
.
Indeed,
Ad(τ−10 )d
W = vaιa, Ad(τ
−1
0 )ιa = ιa − f
c
abµcy
b.(20)
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These equations exhibit the Weil differential and the contraction as dual to certain oper-
ators on the space Ω(g∗) of differential forms on g∗. Indeed let 〈〈 ·, · 〉〉 denote the natural
pairing between ŴG = E
′(g∗) ⊗ ∧g∗ and the space Ω(g∗) = C∞(g∗) ⊗ ∧g, and define a
new pairing by 〈A, β〉 := 〈〈 τ−10 A, β 〉〉 . We denote by d
Rh the de Rham differential on
Ω(g∗) and by ιRha the contractions with respect to the conjugation action.
Let (·)t denote the transpose with respect to the pairing 〈·, ·〉. Then Equations (20)
become
dW = −(dRh)t, ιa = −(ι
Rh
a + dµa)
t(21)
where the differential dµa acts by multiplication on Ω(g
∗).
The integral kernel of the identity map ŴG → ŴG with respect to the pairing 〈·, ·〉 is
the element
Λ0 := e
−yadµaτ0(µ)δµ ∈ (ŴG ⊗ Ω(g
∗))G.(22)
That is, 〈A,Λ0〉 = A for any A ∈ ŴG. It follows directly from (21) that
(dW ⊗ 1 + 1⊗ dRh)Λ0 = 0, (ιa ⊗ 1 + 1⊗ ι
Rh
a )Λ0 = −dµaΛ0.(23)
Using Λ0, various linear maps ŴG → B can be described in terms of their integral
kernels: For instance, the kernel to the quantization map Q : ŴG → ŴG is the element
Q(Λ0) ∈ ŴG ⊗ Ω(g∗) and the kernel of the restriction map RTG : ŴG → ŴT is the
element RTG(Λ0).
4.2. Duality for ŴG. Just as for the commutative Weil algebra, the non-commutative
Weil differential can be interpreted in terms of a duality.
Let θ = θaea be the left invariant and θ = θaea the right invariant Maurer-Cartan
forms on G. Denote by
η =
1
12
fabcθaθbθc
the canonical 3-form on G. It is closed, bi-invariant, and satisfies ιaη = −
1
2
d(θa + θa).
Suppose the group G is a direct product of a connected, simply connected Lie group
and a torus. Then the canonical embedding g → so(g) ⊂ Cl(g) given by the adjoint
action exponentiates to a map τ : G → Spin(g) ⊂ Cl(g). Explicitly, the map τ ∈
C∞(G)⊗ Cl(g) is given by the formula (cf. [2])
τ(exp µ) = exp
(
−
1
2
fabcµaxbxc
)
.
The function τ defines an isomorphism of ŴG by multiplication from the left. Using the
symbol map, identify
ŴG ∼= E
′(G)⊗ ∧g.
Using the forms θa we trivialize T
∗G ∼= G× g∗ and identify
Ω(G) ∼= C∞(G)⊗ ∧g∗.
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Let 〈〈A, β 〉〉 be the natural pairing given by these identifications, and let 〈A, β〉 :=
〈〈 τ−1A, β 〉〉 be the modified pairing. One finds (cf. [2], Proposition 5.6):
dW = −(dRh + η)t, ιa = −(ι
Rh
a +
1
2
(θa + θa))
t(24)
where dRh, ιRha are de Rham differentials and contractions on the space Ω(G).
The kernel of the identity map reads
Λ := e−xaθ¯aτ(g)δg ∈ ŴG ⊗ Ω(G),(25)
and because of (24) it has the properties,
(dW ⊗ 1 + 1⊗ dRh)Λ = ηΛ, (ιa ⊗ 1 + 1⊗ ι
Rh
a )Λ =
1
2
(θa + θ¯a)Λ.(26)
As shown in Section 5 of [2], the product structure in ŴG can be expressed in terms of
the following property of the form Λ:
Λ1Λ2 = e−
1
2
θ1aθ
2
a Mult∗G(Λ).(27)
Here Λj ∈ ŴG⊗Ω(G×G) are the pull-backs of Λ to the jth G-factor, and MultG : G×
G → G is group multiplication. The quantization map Q has a very simple description
in terms of a dual map Ω(G)→ Ω(g): In fact, by Section 7 in [2],
Q = (e̟ ◦ exp∗)t
where ̟ ∈ Ω2(g)G is the image of η under the de Rham homotopy operator Ωk(g) →
Ωk−1(g).
4.3. Duality for Ŵ−T . View δ
−
t as a function of t with values in E
′(T )−. As such it is
the integral kernel of the identity map E ′(T )− → E ′(T )−. The pairing between ŴT and
Ω(T ) restricts to a pairing between Ŵ−T and Ω(T ). If we denote by θ
T
k the Maurer-Cartan
forms for T , the kernel of the identity map Ŵ−T → Ŵ
−
T with respect to this pairing is
Λ−T := e
−xkθ
T
k δ−t
One has the identity
(Λ−T )
1(Λ−T )
2 = e−
1
2
θ
T,1
k
θ
T,2
k Mult∗T Λ
−
T
where (Λ−T )
j ∈ Ŵ−T ⊗ Ω(T × T ) are the pull-backs of Λ
−
T to the jth factor, and MultT :
T × T → T is the multiplication map.
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4.4. The integral kernel of the restriction map. The statement of Theorem 3.7
that RTG is a homomorphism of T -differential spaces can be rephrased in terms of the
kernel
RTG(Λ) ∈ (Ŵ
−
T ⊗ Ω(G))
T .
of the restriction map:
(d + η)RTG(Λ) = 0, (ιk +
1
2
(θk + θk))R
T
G(Λ) = 0.
Here we write d = dW ⊗ 1 + 1⊗ dRh etc. The pull-back of RTG(Λ) to the maximal torus
has the following decription.
Proposition 4.1. Let ιT : T →֒ G be the inclusion of the maximal torus. Then
ι∗TR
T
G(Λ) = Λ
−
T .
Proof. We want to apply the operator RTG = r
T
G ⊗ p
T
G ◦ T to
ι∗TΛ = e
−
∑r
k=1 xkθ
T
k τ(t) δt.
The term exp(−
∑r
k=1 xkθ
T
k ) lives in Cl(t)C ⊗ Ω(T ) and hence commutes with both the
operator T = exp(1
2
rabιaιb) on Cl(g)C and with the operator p
T
G : Cl(g)C → Cl(t)C.
Therefore,
ι∗TR
T
G(Λ) = e
−
∑r
k=1 xkθ
T
k
(
pTG ◦ T
)
τ(t)rTG(δt).
To compute
(
pTG ◦ T
)
τ(t), choose µ ∈ t with t = exp(µ), and express τ(t) in the Cartan-
Weyl basis ek, eα, e−α. Note that since x
2
α = x
2
−α = 0 and [xα, x−α] = 1, the element
xαx−α − x−αxα squares to 1. Together with 〈µ, [eα, e−α]〉 = 2πi〈µ, α〉, this shows that
τ(exp µ) = exp
(
iπ
∑
α∈R+
〈µ, α〉(xαx−α − x−αxα)
)
=
∏
α∈R+
(
cos(π〈µ, α〉) + i sin(π〈µ, α〉)(xαx−α − x−αxα)
)
.
Applying the operator pTG ◦ T = p
T
G ◦
∏
α∈R+
(1 + 1
2
ιαι−α), we obtain
pTG ◦ T (τ(exp µ)) =
∏
α∈R+
exp(iπ〈µ, α〉) = exp(2πi〈µ, ρ〉) = tρ.
Finally, tρ and rTG(δt) combine by Example 3.3, and we find
ι∗TR
T
G(Λ) = e
−
∑r
k=1 xkθ
T
k δ−t = Λ
−
T .
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4.5. Quantization commutes with restriction. The following result is a very useful
computational tool, since it replaces the complicated restriction map RTG and the non-
abelian quantization map QG by the much simpler restriction map RTG and the abelian
quantization map QT .
Theorem 4.2. The diagram
ĤG(M)
RT
G

QG
// ĤG(M)
RT
G

ĤT (M)
π−◦QT
// Ĥ−T (M)
(28)
commutes.
Proof. The proof is similar to the proof in [2], Section 7, that Q induces a ring homo-
morphism in cohomology. Consider the following two homomorphisms of T -differential
spaces, φj : ŴG → Ŵ
−
T ,
φ1 = π
− ◦ QT ◦R
T
G, φ2 = R
T
G ◦ QG.
It suffices to show that φ1, φ2 are T -chain homotopic, that is, there exists a T -equivariant,
odd linear map ψ : ŴG → Ŵ
−
T such that ψ commutes with Lie derivatives and contrac-
tions and such that dW ◦ ψ + ψ ◦ dW = φ1 − φ2. To construct ψ we describe all maps in
terms of their kernels. The kernels of the maps φj are
Kj = (φj ⊗ 1)(Λ0) ∈ (Ŵ
−
T ⊗ Ω(g
∗))T .
Since φj are homomorphisms of T -differential spaces, they have the property
dKj = 0, ιkKj = −(dµk)Kj .
The kernel K1 is invertible in the algebra Ŵ
−
T ⊗ Ω(g
∗), because its form degree 0 part
(K1)[0]|µ = φ1(Λ0)[0]|µ = δ
−
exp(prt∗(µ))
is invertible at all points µ ∈ g∗. The element K−11 K2 then has properties
ιk(K
−1
1 K2) = 0, d(K
−1
1 K2) = 0
so that K−11 K2 is a closed element in (Ŵ
−
T ⊗ Ω(g
∗))basic. Since g
∗ is equivariantly con-
tractible, the pull-back under the inclusion ι : {0} → g∗ induces an isomorphism in
cohomology. Since both φj map the identity to the identity, ι
∗Kj = 1 and therefore
ι∗(K−11 K2) = 1. Hence, there exists N
′ ∈ (Ŵ−T ⊗ Ω(g
∗))basic with
K−11 K2 = 1− dN
′.
and letting N = K1N ′ and using that K1 is closed we find
K2 = K1 − dN .
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Consequently, the linear map ψ with kernel N is T -equivariant and satisfies dW ◦ ψ +
ψ ◦ dW = φ1 − φ2. Since
(ιk + dµk)N = 0
the map ψ commutes with T -contractions.
Taking M = pt, one recovers the fact from Lie group theory that the diagram
E ′(g)G
Duf
//
rT
G

E ′(G)G
rT
G

E ′(t)
π−◦exp∗
// E ′(T )−
.(29)
commutes.
4.6. Ring structure. It is known that all arrows in the diagram (29) are in fact ring
maps: For the horizontal arrows this is the Duflo theorem, while for the vertical arrows it
follows easily from the formula for the convolution of irreducible characters. This raises
the question whether the arrows in the diagram (28) are ring maps as well? The left
vertical arrow RTG : ĤG(M)→ ĤT (M) is a ring map, and the horizontal arrows are ring
maps by Theorem 8.1 in [2].
To address the problem whether the right vertical arrow RTG : ĤG(M) → Ĥ
−
T (M) is
a ring map, let us consider the two maps φj : ŴG ⊗ ŴG → Ŵ
−
T defined respectively
by restriction after multiplication and multiplication after restriction. The kernels Kj ∈
Ŵ−T ⊗ Ω(G×G) for these two maps are
K1 = R
T
G(Λ
1Λ2), K2 = R
T
G(Λ
1)RTG(Λ
2)
where the superscripts denote the pull-backs to the respective G-factor. Since φj are
T -equivariant chain maps commuting with T -contractions, these kernels satisfy
(d + η1 + η2)Kj = 0, (ιk +
1
2
(θ1k + θ
1
k) +
1
2
(θ2k + θ
2
k))Kj = 0
(k = 1, . . . , r). To show that φ1, φ2 induce the same map in cohomology, it would be
enough to show that there exists N ∈ (Ŵ−T ⊗ Ω(G×G))
T with
K2 = K1 − (d + η
1 + η2)N(30)
and
(ιk +
1
2
(θ1k + θ
1
k) +
1
2
(θ2k + θ
2
k))N = 0.(31)
We do not know whether N with these properties exists in general, however, for our
applications the following weaker statement will suffice:
Proposition 4.3. There exists a T -invariant tubular neighborhood V of T in G, and
N ∈ (Ŵ−T ⊗ Ω(V × V ))
T such that equations (30) and (31) hold over V × V .
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Proof. We begin by showing that the pull-backs of K1 and K2 under the inclusion ιT×T :
T × T → G×G coincide. We compute ι∗T×TK2 using Proposition 4.1:
ι∗T×TK2 = (Λ
−
T )
1(Λ−T )
2 = e−
1
2
∑r
k=1 θ
1,T
k
θ
2,T
k Mult∗T Λ
−
T
By another application of Proposition 4.1 we find
ι∗T×TK1 = ι
∗
T×T e
− 1
2
θ1aθ
2
a Mult∗GR
T
G(Λ) = e
− 1
2
∑r
k=1 θ
1,T
k
θ
2,T
k Mult∗T Λ
−
T
Since ι∗T×TK1 has non-vanishing form degree 0 part, there exists a T -invariant neigh-
borhood V of T such that K1 has non-vanishing form degree 0 part, and is therefore
invertible, on V × V . We then have, over V × V ,
d(K−11 K2) = 0, ιk(K
−1
1 K2) = 0
while ι∗T×T (K
−1
1 K2) = 1. Since V retracts T -equivariantly onto T , the de Rham homotopy
operator for the retraction V ×V → T×T defines an element N ′ ∈ (Ŵ−T ⊗Ω(V ×V ))basic
such that
K−11 K2 = 1− dN
′.
Letting N = K1N ′ this gives (30). Equation (31) follows from the equation for K2,K1.
We will apply this result in the following way. Suppose β1, β2 ∈ (ŴG ⊗ Ω(M))basic
are two equivariant cocycles for a given G-manifold M . Suppose moreover that for some
T -invariant open subset U ⊂ M , the restrictions βj |U take values in (E ′(V ) ⊗ Cl(g) ⊗
Ω(U)) where V is the tubular neighborhood of T as in the proposition. Then the two
cocycles RTG(β1β2) and R
T
G(β1)R
T
G(β2) in the space (Ŵ
−
T ⊗Ω(M))basic are cohomologous
if restricted to U .
5. Localization formulas for ĤG(M).
In this Section we derive a new nonabelian localization formula which applies to equi-
variant cohomology ĤG(M).
5.1. Localization formulas. The localization formulas discussed in this paper are de-
rived from a common principle, Theorem 5.1 below. Let M be an oriented manifold,
acted upon by a compact Lie group G. For any ξ ∈ g the derivation
dξ = d− 2πiιξ : Ω(M)→ Ω(M)
is a differential on the kernel of Lξ:
Cξ(M) = {β ∈ Ω(M), Lξβ = 0}.
There is a natural ring homomorphism
Jξ : CG(M)→ Cξ(M), β 7→ β(2πiξ).
Here we view elements of CG(M) as polynomials on gC with values in differential forms,
and β(2πiξ) is the evaluation of that polynomial. The localization formula expresses
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the integral of dξ-cocycles in terms of integrals over the zeroes of the vector field ξM .
Since G is compact, ξ−1M (0) is a union of compact, smooth, orientable submanifolds. Let
F(ξ) denote the set of connected components of ξ−1M (0), and for any F ∈ F(ξ) choose an
orientation on F . Let the normal bundle νF be equipped with the orientation obtained
from the orientation on M and on F .
Let T be a maximal torus of G with ξ ∈ t. Then every F is a T -invariant submanifold;
let Eul(νF ) ∈ CT (F ) be the T -equivariant Euler form of νF , for some choice of invariant
metric and connection. We claim that
Jξ(Eul(νF )) = Eul(νF , 2πiξ) ∈ Cξ(F )
is invertible in Cξ(F ). For this it suffices to note that its form degree 0 part is invertible.
Up to a constant, the form degree 0 part is the Pfaffian of the endomorphism of the fibers
of νF defined by ξ. Since ξνF vanishes precisely on F , this endomorphism is invertible,
and therefore the Pfaffian is non-zero.
The following integration formula (32) was proved by Berline-Vergne [6] in the Cartan
model of equivariant cohomology and by Atiyah-Bott [4] using the topological definition.
It generalizes earlier work of Bott [8, 7] on the zeroes of holomorphic vector fields on
complex manifolds and of Baum-Cheeger [5] (see also [16], Chapter II.6) on zeroes of
Killing vector fields on Riemannian manifolds.
We include the proof, since the result in [6] or [4] is stated in less generality than what
is needed here, although their argument extends.
Theorem 5.1 (Localization formula). Let M be an oriented G-manifold, and ξ ∈ g.
For any compactly supported dξ-cocycle γ ∈ Cξ(M), the integral of γ over M is given by
the localization formula, ∫
M
γ =
∑
F∈F(ξ)
∫
F
ι∗Fγ
Eul(νF , 2πiξ)
.(32)
Proof. Our proof is a simple adaptation of the proof given in Guillemin-Sternberg [12],
which in turn is based on the original proofs of Berline-Vergne and Atiyah-Bott. We
may assume that G = T is abelian.
For each F , let UF ∼= νF be a T -invariant tubular neighborhood of F . Let f ∈
C∞(M,R) be a function such that f vanishes in a neighborhood of the fixed point
set and f = 1 in a neighborhood of M\
⋃
F UF . Choose an invariant metric g on M
and let ψ be a T -invariant 1-form, defined on the complement of the fixed point set,
ψ := g(ξM , ·)/g(ξM , ξM). Then dξψ is invertible. Write
γ = γ′ + dξ
(
f
ψ
dξψ
γ
)
.
Then
∫
M
γ =
∫
M
γ′. The form γ′ is supported on
⋃
F UF and agrees with γ near
⋃
F F .
This reduces the proof to the case where γ is compactly supported in M = νF for
some F . Let Th(νF ) ∈ CT (νF ) be the Mathai-Quillen form [18] representing the T-
equivariant Thom class of F . It has compact support in fiber direction and its pull-back
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to F represents the equivariant Euler form, Eul(νF ). Let Th(νF , 2πiξ) = Jξ Th(νF ).
Then the pull-back of Eul(νF , 2πiξ) to πF : νF → F is dξ-cohomologous to Th(νF , 2πiξ).
Consequently the quotient Th(νF , 2πiξ)/π
∗
F Eul(νF , 2πiξ) is dξ-cohomologous to 1. Using
the main property of the Thom form that its fiber integral is 1, and replacing γ by the
dξ-cohomologous form π
∗
F ι
∗
Fγ we find:∫
νF
γ =
∫
νF
γ
π∗F Eul(νF , 2πiξ)
Th(νF , 2πiξ)
=
∫
νF
π∗F
( ι∗Fγ
Eul(νF , 2πiξ)
)
Th(νF , 2πiξ) =
∫
F
ι∗Fγ
Eul(νF , 2πiξ)
.
Remark 5.2. Later we need the following observation about the right hand side of the in-
tegration formula. Suppose β ∈ Cξ(F ) is a compactly supported T -invariant dξ-cocycle,
and ζ ∈ t. Then ιζβ is a dξ-cocycle: dξιζβ = −ιζdξβ + Lζβ = 0. We claim that∫
F
ιζβ
Eul(νF , 2πiξ)
= 0.
As in the proof, π∗Fβ ∈ Cξ(νF ) can be replaced with a compactly supported, T -invariant,
dξ-cohomologous form γ, which agrees with π
∗
Fβ near F . By the localization formula,
used in reverse, the above integral equals
∫
νF
ιζγ, which is 0 since ιζγ has vanishing top
degree.
The localization formula is usually stated as an integration formula for cocycles in
CG(M), taking γ of the form β(2πiξ) for some β ∈ CG(M). However, not every dξ-
cocycle arises in this way, so (32) is a more general statement. Indeed, the complexes
ĈG(M) and ĈG(M) produce other examples:
5.1.1. The map Jξ : ĈG(M)→ Cξ(M). For any ξ ∈ g, the map
Jξ : ĈG(M)→ Cξ(M), β 7→ 〈β, e
2πi〈µ,ξ〉〉
is a chain map since
(dM − 2πiι(ξM))〈β, e
2πi〈µ,ξ〉〉 = 〈(va − 2πiξa)ιaβ, e
2πi〈µ,ξ〉〉
= 〈ιaβ, (
∂
∂µa
− 2πiξa)e2πi〈µ,ξ〉〉 = 0.
The localization formula describes the Fourier components of the integration map∫
M
: ĤG(M)→ ĤG(pt) = E
′(g∗)G.
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5.1.2. The map Jλ : ĈT (M) → Cλ(M). Suppose G = T is a torus, and that its Lie
algebra t is equipped with an inner product. For any weight λ ∈ Λ∗ ⊂ t the map
Jλ : ĈT (M)→ Cλ(M), β 7→ 〈β, t
λ〉
is a chain map, by a calculation similar to that for ĈG(M):
(dM − 2πiι(λM ))〈β, t
λ〉 = 〈(va − 2πiλa)ιaβ, t
λ〉
= 〈ιaβ, (e
L
a − 2πiλa)t
λ〉 = 0.
We hence obtain a map Jλ : ĈT (M) → Cλ(M). In this case, the localization formula
describes the Fourier coefficients 〈
∫
M
β, tλ〉 of the integration map∫
M
: ĈT (M)→ ĈT (pt) = E
′(T ).
5.1.3. The map Jλ : ĈG(M) → Cλ+ρ(M). The map from 5.1.2 generalizes to the
non-abelian case as follows. We assume that G is a product of a simply connected
group and a torus. The main result of Section 3 was the construction of a chain
map, ĈG(M) → Ĉ
−
T (M). Composing with the inclusion Ĉ
−
T (M) → ĈT (M) and the map
ĈT (M)→ Cλ+ρ(M) we obtain a chain map,
Jλ : ĈG(M)→ Cλ+ρ(M), β 7→ e
1
2
ι(rM )〈β,∆λ〉.(33)
Since the contraction operator e
1
2
ι(rM ) does not change the top form degree part,∫
M
Jλ(β) = 〈
∫
M
β,∆λ〉 = (dimVλ)
−1〈
∫
M
β, χλ〉
showing that the localization formula describes the Fourier coefficients of the map∫
M
: ĤG(M)→ ĤG(pt) = E
′(G)G.
Applying Theorem 5.1 to this situation we have proved the main result of this paper:
Theorem 5.3. Let β ∈ ĈG(M) be an equivariant cocycle. Then
〈
∫
M
β, χλ〉 = dimVλ
∑
F∈F(λ+ρ)
∫
F
ι∗F (e
1
2
ι(rM )〈β,∆λ〉)
Eul(νF , 2πi(λ+ ρ))
.
for all λ ∈ Λ∗+.
For the subcomplex CG(M) = (U(g)C ⊗ Ω(M))G, the integration map takes values
in the space of Casimir elements U(g)G
C
. Any Casimir element P is determined by its
eigenvalues in all irreducible representations, or equivalently by its traces TrVλ(P ).
Below we will need the following additional facts about the map Jλ. First, suppose
β0 ∈ ĈG(M) is a cocycle and that β = Q(β0) is its quantization. Then then Jλ(β) and
Jλ+ρ(β0) are cohomologous in Cλ+ρ. This follows from the “quantization commutes with
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restriction” Theorem, 4.2 and the definition of the maps Jλ+ρ and Jλ. Theorem 5.3 does
not yield anything new for such classes.
Next, suppose β ∈ ĈG(M) is a product of two cocycles, β = β1 ⊙ β2. Suppose that
both β1 and β2 have the property that if the support of the test function φ ∈ C∞(G)
does not meet T , then 〈βj , φ〉 vanish near all F ∈ F(λ+ρ). (For example, this is trivially
the case for any βj contained in CG(M) ⊂ ĈG(M). According to the remarks at the end
of Section 4.6, this means that
(rTG ⊗ e
1
2
ι(rM ))(β1 ⊙ β2) and (r
T
G ⊗ e
1
2
ι(rM ))(β1)⊙ (r
T
G ⊗ e
1
2
ι(rM ))(β2)
are cohomologous near the fixed point set. Here we are using the product ⊙ on ĈT (M)−
the product induced by the multiplication
diag∗M ◦ exp(−
1
2
r∑
k=1
ι1kι
2
k)
on Ω(M)T . It follows that in the localization formula, one can replace Jλ(β1 ⊙ β2) by
Jλ(β1)⊙Jλ(β2). According to Remark 5.2, in the integral over F we may replace ⊙ by
simply the wedge product. Hence we have shown:
Lemma 5.4. Let M be a compact oriented G-manifold, and λ ∈ Λ∗+. Suppose the
cocycles β1, β2 ∈ ĈG(M) have the property that if the support of φ ∈ C∞(G) does not
meet T , then the support of 〈βj , φ〉 does not meet the fixed point sets F ∈ F(λ+ρ). Then
〈
∫
M
(β1 ⊙ β2), χλ〉 = dimVλ
∑
F∈F(λ+ρ)
∫
F
Jλ(β1)Jλ(β2)
Eul(νF , 2πi(λ+ ρ))
.
6. Applications to moment maps
In this Section we discuss applications of our localization formula to moment map
theory. The main result is a Duistermaat-Heckman formula for group-valued moment
maps.
6.1. Duistermaat-Heckman formula for g∗-valued moment maps. We recall the
definition of a Hamiltonian G-space.
Definition 6.1. A Hamiltonian G-space is a triple (M,ω0,Φ0) consisting of a G-space
M , a 2-form ω0, and an equivariant map Φ0 ∈ C∞(M, g∗)G satisfying
dω0 = 0 Cocycle condition
ι(ξM)ω0 = d〈Φ0, ξ〉 Moment map condition
ker((ω0)x) = {0} Non-degeneracy
(34)
The first two conditions imply that the form ω0 is G-invariant. Basic examples of
Hamiltonian G-spaces are coadjoint orbits O = G · µ for µ ∈ g∗, with moment map the
embedding Φ0 : O → g
∗.
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Given a Hamiltonian G-space (M,ω0,Φ0) and a coadjoint orbit O = G ·µ such that µ
is a regular value of the moment map the reduced space MO := Φ
−1(O)/G is an orbifold
with a naturally induced symplectic form (ω0)O.
For any Hamiltonian G-space M let the equivariant Liouville form be the element of
ŴG ⊗ Ω(M) defined as
L0 = e
ω0Φ∗0Λ0,(35)
where Λ0 ∈ ŴG ⊗ Ω(g∗) is the integral kernel introduced in (22). Equations (34) and
(23) show that L0 is a cocycle contained in the basic subcomplex (ŴG⊗Ω(M))basic. The
corresponding form LCar0 = P
W
hor(L0) in the Cartan model is
LCar0 = e
ω0δΦ0 ∈ ĈG(M).
The top degree component of its integral over g∗,
Γ0 := 〈L
Car
0 , 1〉[top] = (e
ω0)[top]
is a volume form on M , defining in particular a natural orientation. For a compact ori-
ented HamiltonianG-space (M,ω0,Φ0) with Liouville form L0 one defines the Duistermaat-
Heckman measure (DH distribution) as the integral,
m0 :=
∫
M
LCar0 ∈ E
′(g∗)G.(36)
The support of the distribution m0 is contained in the image of Φ0 and its singular
support in the set of singular values. These two properties extend to more general
DH-distributions constructed from equivariant cocycles β0 ∈ CG(M)
m
β0
0 :=
∫
M
β0L
Car
0 ∈ E
′(g∗)G.(37)
The main motivation for studying the twisted DH distributions mβ00 is that they encode
intersection pairings on reduced spaces. More precisely, Let Volg∗ be the Riemannian
volume volume on g∗ for a given invariant inner product on g, and let VolG be the
corresponding Riemannian volume of the group G.
For any coadjoint orbitO in the set of regular values of Φ0, the value of this distribution
at O is given by the formula
m
β0
0
dVol∗g
∣∣∣
O
=
VolG
kVolO
∫
MO
κO(β0)e
(ω0)O .(38)
Here k is the cardinality of a generic stabilizer for the G-action on M , VolO is the
Liouville volume of the coadjoint orbit and κO : CG(M) → C(MO) is the chain map
given as a composition of the pull-back map CG(M) → CG(Φ
−1
0 (O)) and the Cartan
map CG(Φ
−1
0 (O)) → Ω(MO). By a theorem of Kirwan [15], the map κO induces a
surjective map in cohomology.
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Applying the localization formula to β0LCar0 , and using
Jξ(β0L
Car
0 ) = Jξ(β0)Jξ(L
Car
0 ) = β0(2πiξ)e
ω0+2πi〈Φ0,ξ〉
one obtains the following formula for the Fourier coefficients of mβ0 :
Proposition 6.2 (Duistermaat-Heckman formula). Let G be a compact, connected Lie
group, (M,ω0,Φ0) a compact Hamiltonian G-manifold, and let β0 ∈ CG(M) be a cocycle.
Then the Fourier components of the twisted DH distribution mβ00 are given by the formula,
〈mβ00 , e
2πi〈µ,ξ〉〉 =
∑
F∈F(ξ)
e2πi〈Φ0,F ,ξ〉
∫
F
i∗Fβ0(2πiξ)e
ω0,F
Eul(νF , 2πiξ)
.(39)
Here ω0,F = ι
∗
Fω0 and Φ0,F = ι
∗
FΦ0.
6.2. Group valued moment maps. In this section we prove an analogue of the
Duistermaat-Heckman formula for group valued moment maps.
Definition 6.3. [1] A G-valued Hamiltonian G-space is a triple (M,ω,Φ) consisting of
a G-space M , an invariant 2-form ω, and an equivariant map Φ ∈ C∞(M,G)G satisfying
the following conditions,
dω = Φ∗η Φ− relative cocycle condition
ιaω =
1
2
Φ∗(θa + θ¯a) Moment map condition
ker((ω0)x) = {ξM(x)|AdΦ(x) ξ = −ξ} Minimal degeneracy condition
(40)
For the motivation of this definition we refer to [1]. Basic examples of Hamiltonian
G-spaces are conjugacy classes C := G · g for g ∈ G, with moment map the embedding
Φ : C → G .
Many concepts from the theory of Hamiltonian G-spaces have analogues in the group-
valued setting. In particular, if C ⊂ G is a conjugacy class contained in the set of regular
values of Φ, the reduced space MC := Φ
−1(C)/G, is an orbifold with a naturally induced
symplectic form ωC. Our aim is to extract information about intersection pairings on
reduced spaces from localization formulas on M .
We assume that the group G is a direct product of a connected, simply connected
Lie group and a torus (this assumption will be lifted in Section 6.4). The equivariant
Liouville form associated to a G-valued Hamiltonian G-space (M,ω,Φ) is defined by
L := eωΦ∗Λ ∈ ŴG ⊗ Ω(M),(41)
with Λ as in (25). The properties (26) of Λ imply that L is an equivariant cocycle in
the basic subcomplex. The Liouville form in the Cartan model, LCar = PWhor(L), is given
by a fairly complicated expression worked out in [3]. It is also shown in [3] that, similar
to the g∗-valued setting, the top degree part Γ = 〈LCar, 1〉[top] is a volume form on M ,
giving rise to a natural orientation.
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Again, one can define the DH distribution m as an integral over M of the equivariant
Liouville form
m :=
∫
M
LCar ∈ E ′(G)G.
For any cocycle β ∈ CG(M), define more general twisted DH-distributions
mβ :=
∫
M
β ⊙ LCar ∈ E ′(G)G.
By Proposition 5.7 of [3] mβ is supported on the image of Φ, and its singular support
is contained in the set of singular values of Φ. The relationship between intersection
pairings on the reduced space MC, for C contained in the set of regular values, and
twisted DH distributions mβ is as follows, (cf. [3]):
mβ
dVolG
∣∣∣
C
=
VolG
kVol C
∫
MC
κC(β)e
ωC .(42)
Here dVolG is the Haar measure on G defined by the inner product on g, Vol C is the
Liouville volume of the conjugacy class C with respect to the volume form ΓC, and k
the number of elements in a generic stabilizer. The map κC : CG(M) → Ω(MC) is the
composition of pull-back to Φ−1(C), the isomorphism CG(Φ−1(C)) ∼= CG(Φ−1(C)) given
by the inverse of the quantization map, and the Cartan map CG(Φ
−1(C))→MC .
6.3. DH formula for group valued moment maps. Similar to the case of Hamil-
tonian G-spaces, the Fourier decomposition of the DH-distributions mβ can be obtained
from a localization formula. To state the result, note first that for any λ ∈ Λ∗+, all
F ∈ F(λ + ρ) are contained in the pre-image of the maximal torus Φ−1(T ), since Φ is
equivariant and since the vector field for the conjugation action (λ+ρ)G vanishes exactly
on T . Let ωF = ι
∗
Fω and ΦF = ι
∗
FΦ. Since ΦF takes values in T , we can compose with
the map T → S1, t 7→ tλ+ρ and this composition is denoted (ΦF )λ+ρ. Indeed, F is a
group valued Hamiltonian T -space with ωF as 2-form and ΦF as moment map. From
the fact that (λ+ ρ)M vanishes on F , one deduces that (ΦF )
λ+ρ is constant along F .
Theorem 6.4 (DH formula for group-valued moment maps). Let G be a direct product
of a connected, simply-connected Lie group and a torus, (M,ω,Φ) a compact G-valued
Hamiltonian G-space, and β = Q(β0) ∈ CG(M) be an equivariant cocycle. The Fourier
coefficients of the twisted DH distribution mβ are given by the formula,
〈mβ , χλ〉 = dimVλ
∑
F∈F(λ+ρ)
(ΦF )
λ+ρ
∫
F
ι∗Fβ0(2πi(λ+ ρ))
Eul(νF , 2πi(λ+ ρ))
eωF .(43)
Proof. We apply the localization formula to the class β ⊙ LCar. Note that the cocycles
β and LCar satisfy the condition from Lemma 5.4, which therefore gives
〈mβ , χλ〉 = dimVλ
∑
F∈F(λ+ρ)
∫
F
Jλ(β)Jλ(L
Car)
Eul(νF , 2πi(λ+ ρ))
.
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By the discussion preceding Lemma 5.4, Jλ(β) may be replaced with
Jλ+ρ(β0) = β0(2πi(λ+ ρ)).
It remains to compute ι∗FJλ(L
Car). For this we we use the description of the Liouville
form in the Weil model. By Proposition 4.1 we have
ι∗FR
T
G(L) = e
ωF (ιT ◦ ΦF )
∗RTG(Λ) = e
ωFΦ∗FΛ
−
T .
Therefore, the image of LCar under the map ĈG(M) → ĈT (M)− is given by eωF δ
−
ΦF
and
we obtain
ι∗FJλ(L
Car) = (ΦF )
λ+ρ eωF .
Now we combine the localization formula (43) and formula (42) and use the inverse
Fourier transform on the group G to obtain a formula for intersection pairings on reduced
spaces,∫
MC
κC(β)e
ωC
= kVol C
∑
λ
χλ(C−1) dimVλ
(VolG)2
∑
F∈F(λ+ρ)
(ΦF )
λ+ρ
∫
F
ι∗Fβ0(2πi(λ+ ρ))
Eul(νF , 2πi(λ+ ρ))
eωF ,
where χλ(C−1) is the value of the character χλ on the conjugacy class C−1.
6.4. Generalization to arbitrary compact G. Up to this point we made the assump-
tion that the compact, connected group G be a direct product of a simply connected
group and a torus. We will now remove this assumption and show that if appropriately
interpreted, the Duistermaat-Heckman formula (43) holds in the general case.
Without this assumption the definition of the Liouville form breaks down, since the
form Λ is no longer a well-defined element of ŴG ⊗ Ω∗(G). Indeed, in general a Hamil-
tonian G-manifold with group-valued moment map need not be orientable. The simplest
counter-example is the conjugacy class in the rotation group SO(3) consisting of rotations
by an angle π, which is isomorphic to RP 2.
Choose a finite covering cG : G
′ → G such that G′ is a direct product of a compact,
connected, simply-connected group and a torus. The kernel R := c−1G (e) is a subgroup
of the center of G′. Given a group-valued Hamiltonian G-space (M,ω,Φ), consider the
fiber product,
M ′
cM

Φ′
// G′
cG

M
Φ
// G
that is M ′ = {(x, g′) ∈ M × G′| Φ(x) = cG(g′)}. The diagonal action of G′ on M × G′
(which in fact is a G-action since R acts trivially) leaves M ′ invariant, and commutes
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with the action of R by deck transformations. Let ω′ = c∗Mω. Then (M
′, ω′,Φ′) is
a group-valued Hamiltonian G′-space. The form ω′ is invariant with respect to deck
transformations, while the moment map Φ′ satisfies c∗Φ′ = cΦ for c ∈ R. Given a
regular value g′ ∈ G′ of Φ′, the image g = cG(g′) ∈ G is a regular value for Φ and there
is a canonical isomorphism M ′g′ =Mg.
Suppose β ∈ CG(M) is an equivariant cocycle, and β ′ = c∗Mβ ∈ CG′(M
′). The form β ′
defines a twisted DH-distribution (m′)β
′
∈ E ′(G′)G
′
, invariant under the action of R. Let
a twisted DH-distribution for M be defined by
mβ :=
1
#R
(cM)∗(m
′)β
′
∈ E ′(G)G.
It is shown in [3] that formula (42), relating the values of mβ and intersection pairings
on reduced spaces, carries over to this more general situation.
The Fourier coefficients of mβ can be read off from those for (m′)β
′
. Given a dominant
weight λ ∈ Λ∗+, the corresponding irreducible character χ
′
λ for G
′ is the pull-back c∗Gχλ,
hence
〈mβ, χλ〉 =
1
#R
〈(m′)β
′
, χ′λ〉,
The pairing on the right hand side is given by the localization formula (43). For any
fixed point manifold F ∈ F(λ + ρ) let F ′ = c−1M (F ) be its pre-image in M
′. The union
of all F ′ is the fixed point set for (λ+ ρ)M ′ . Therefore, (43) shows that
〈mβ , χλ〉 =
dimVλ
#R
∑
F∈F(λ+ρ)
(Φ′)λ+ρ
∫
F ′
ι∗F ′(β
′(2πi(λ+ ρ))eω
′
Eul(νF ′ , 2πi(λ+ ρ))
.
We want to replace integrals over F ′ by integrals over F . Note first that (Φ′F ′)
λ is just
the pull-back of ΦλF , and that ι
∗
F ′ω is the pull-back of ι
∗
Fω. On the other hand, the locally
constant function (Φ′F ′)
ρ : F ′ → S1 does not descend to F since for c ∈ R,
c∗(Φ′F ′)
ρ = cρ(Φ′F ′)
ρ.
Since 2ρ ∈ Λ∗ is a weight for G, c2ρ = 1 so that cρ = ±1 is just a sign. As shown in
Section 8 of [3], this sign also gives the change in orientation of M ′ under the action of
c. It follows that the quotient
(Φ′)ρF ′
Eul(νF ′, 2πi(λ+ ρ))
is invariant under R, and therefore descends to a form on F . If we denote this form by
ΦρF
Eul(νF , 2πi(λ+ ρ))
,
then (43) holds for any compact, connected Lie group. (Put differently, while νF need
not be orientable, the Euler form makes sense as a form with values in the orientation
bundle of νF , and Φ
ρ
F descends to a section of the orientation bundle. Their quotient is
a form in the usual sense.)
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