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1. Introduction
Robotics has been a paradigm for science in the last few decades. At first, scientists’ efforts
were devoted to the solution of the problem of planning and control of themotion of robot ma-
nipulators. However, the motion control of robot manipulators in unstructured environments
is today an attractive scientific problem. An interesting solution for motion control is the
use of sensor information, such as computer vision, in the system’s feedback. Several works
and tools have been developed in recent years in this field (Corke; 2005), (Chaumette and
Hutchinson; 2006). The more typical approaches consider visual perception for servoing and
for the so called look and move (Hutchinson et al.; 1996). Visual servoing (Kelly et al.; 2000) can
be classified into two approaches: camera-in-hand or camera-to-hand (Flandin et al.; 2000).
In camera-to-hand robotic systems, multiple cameras or a single camera fixed in the world-
coordinate frame capture images of both, the robot and its environment. The tracking of the
object with visual feedback can be made in 2D or 3D. An interesting solution for the visual
servoing of camera-in hand robot manipulators in 2D can be found in e. g. (Bonfe et al.; 2002)
and (Hernández et al.; 2008) where stability demonstration of a decoupled controller have
been presented. For 3D tracking some solutions reported are look and move controller, with
one camera (Sim et al.; 2002) or more than one camera (Xie et al.; 2005). A 3D visual servoing
with stability analysis in continuous time is presented by (Hernández et al.; 2008a) and (Kelly
et al.; 2006) present a direct visual servoing with transpose Jacobian control technique for reg-
ulation of robot manipulators in the 3D Cartesian space. In a similar vein (Enescu et al.; 2006)
present mobile robot navigation for person tracking using a stereo head-camera.
In this chapter, we consider the control problem of camera-in-hand robot manipulators in 2D
and 3D. In both cases only one camera is mounted on the robot’s arm, which supplies visual
information of the environment, with the aim of moving the manipulator by maintaining the
image of the tracked object (a sphere) in the centre of the image plane, despite the possible
movements of the object. In the 3D control the constant radius is used as a feature too. In this
work, the proposed control system considers two loops in cascade, an internal loop solving
the robots’ joint control, and an external loop implementing a dynamic look and move visual
controller. A stability analysis in discrete time is developed under the conditions that it is
possible to approximate the dynamic effect of the internal loop as an external loop time delay
(Corke; 1996) and (Bonfe et al.; 2002). The more classic presentations of servovisual control
are velocity controllers, based in the term feature Jacobian,(Chaumette and Hutchinson; 2006)
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Fig. 1. Camera-in-hand robotic system
(Chaumette and Hutchinson; 2007), but we present the robotic and vision systems modeled
for small variations about the operating point for position control and in these conditions the
stability of the whole system are balanced.
A particular study is made using an ASEA IRB6 robot manipulator which has mechanically
decoupled wrist. This allows keeping the orientation of the camera’s optical axis while the
arm is moving.
In order to validate the proposed control system, a general stability analysis is presented and
an analysis of the step response in a regulator type system is made. The disturbance is inter-
preted as initial conditions. To illustrate the proposed controller, the control system stability
and its performance, both simulation results as well as experimental results using the ASEA
IRB6 robot manipulator are presented. Our experimental results confirm the expected step
response in the image plane, with good time performance and zero steady-state error.
2. Robotic System Model
As shown in Fig. 1, the robotic system considered has a robot manipulator with a camera in its
hand. The basic mathematical description of this system consists of the robot and the camera
model.
2.1 Robot Kinematics Model
The kinematics of a manipulator gives the relationship between the joint positions q and the
corresponding tool translational (x, y, z) and angular position (α, β,γ). For an n-axis rigid
link manipulator, the forward kinematic solution, T, could be computed for any manipulator,
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irrespective of the number of joints or kinematic structure (Barrientos et al.; 1997). A generic
mathematical representation could be:
[
x y z α β γ
]T
= f (q1, q2, . . . , qn) = T (1)
For manipulator path planning, the inverse kinematic solution T−1 gives the joint angles q re-
quired to reach the specified tool’s position. In general this solution is non-unique (Barrientos
et al.; 1997). A generic mathematical representation could be:
q =
[
q1 q2 . . . qn
]T
= g(x, y, z, α, β,γ) = T−1 (2)
2.2 Robot Dynamics Model
In the absence of friction or other disturbances, the dynamics of a serial n-link rigid robot
manipulator can be written as (Kelly and Santibáñez; 2003)
M(q)q¨ + C(q, q˙)q˙ + g(q) = τ (3)
where:
M(q) n× n symmetric positive definite manipulator inertia matrix
q n× 1 vector of joint displacements
C(q) n× 1 vector of centripetal and Coriolis torques
g(q) n× 1 vector of gravitational torques
τ n× 1 vector of applied joint torques
2.3 Camera Model
According to Fig. 1 we consider a vision system mounted on the robot tool, with coordinate
frame, ΣC, which moves in the space < X
R,YR, ZR > of the robot coordinate frame ΣR. The
origin of the camera coordinate frame (tool frame) with respect to the robot coordinate frame
is represented by the vector PRCorg with coordinates
[
pRxc p
R
yc p
R
zc
]T
∈ ℜ3.
Points of interest in the workspace are identified as pCo with coordinates[
pCxo p
C
yo p
C
zo
]T
∈ ℜ3 in the camera reference system ΣC, and p
R
o =[
pRxo p
R
yo p
R
zo
]T
∈ ℜ3 in the robot reference system ΣR.
2.3.1 Camera Model for Visual-Based 2D Control
The image acquired by the camera supplies a two-dimensional (2D) array of brightness values
from a three-dimensional (3D) scene. This image may undergo various types of computer
processing to enhance image properties and extract image features. In this paper we work
with a known spherical object with radius ro. The centre of gravity is used as object features
(state) for the 2D control. We assume that the image features are the projection into the 2D
image plane of the 3D characteristics of the scene.
The object moves in a plane parallel to the plane < YC, ZC > of the camera coordinate frame
ΣC. The camera’s optical axis coincides with X
C axis.
A perspective projection with a focal λ is assumed. The point pCo with coordinates[
pCxo p
C
yo p
C
zo
]T
in the camera frame projects onto a point (u, v) (pixel) on the image
plane.
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Let pCo be the position of the object’s centre of gravity. According to the perspective projection
(Hutchinson et al.; 1996), we have
ξ =
[
u
v
]
= −α
λ
pCxo
[
pCyo
pCzo
]
(4)
where α is the scaling factor in pixels per meter due to the camera sampling, λ is the focal
length of the camera lens. This model is also called the imaging model (Kelly et al.; 2000).
The object distance pCxo along the camera’s optical axis X
C is constant.
The orientation of the camera frame with respect to the robot frame in the plane < YR, ZR >
of ΣR is denoted by R
C
R = R
C
R(ψ) ∈ SO(2)
where
RCR(ψ) =
[
Cψ −Sψ
Sψ Cψ
]
(5)
Where Si is sin(i) and Ci is cos(i), with ψ being the mechanical angle between ΣC and ΣR.
Note that RCR(ψ) is an orthogonal matrix.
Following the configuration of Fig. 1, and taking into account equation (5), it is possible to
obtain the y and z components of vector pCo as:
[
pCyo
pCzo
]
= RCR(ψ)
T
([
pRyo
pRzo
]
−
[
pRyc
pRzc
])
and finally, according to (4) and (5)we obtain:
ξ =
[
u
v
]
= −h
[
Cψ Sψ
−Sψ Cψ
] ([
pRyo
pRzo
]
−
[
pRyc
pRzc
])
(6)
Where h = α λ
pCxo
.
2.3.2 Camera Model for Visual-Based 3D Control
In the 3D control the object moves in the space < XR,YR, ZR > of the robot coordinate frame
ΣR; and the camera’s optical axis coincide with the Z
C axis of the camera’s coordinate frame
ΣC. We continue work with a known spherical object with radius ro; and in this case the object
features (state) are the centre of gravity and image radio.
According to this consideration Equation (4) becomes:
ξ =
[
u
v
]
= −α
λ
pCzo
[
pCxo
pCyo
]
(7)
In order to estimate the object’s distance pCzo along the camera’s optical axis Z
C it is possible to
use a well-known object size and the corresponding apparent size in the image plane (Corke;
1996). Our object is a sphere with radius ro and the apparent image radius is r. Following
Equation (7), pCzo, ro and r can be related by,
r = −
αλro
pCzo
(8)
Finally combining Equations (7) and (8) we define the object state (feature) vector:
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ξ ′ =


u
v
r

 = −α λ
pCzo


pCxo
pCyo
ro

 (9)
The orientation of the camera frame, ΣC, with respect to the robot frame, ΣR is denoted by
R′
R
C = R
′R
C(φ, θ,ψ) ∈ SO(3) where R
R
C can be described by Euler angles (Barrientos et al.;
1997).
Let (φ, θ,ψ) being the given set of Euler angles, the following rotations: Frame rotation by the
angle φ about axis Z, frame rotation by the angle θ about axis Y′ and frame rotation by the
angle ψ about axis Z′′.
In this case the rotation matrix is:
R′
R
C(φ, θ,ψ) =


CφCθCψ− SφSψ −CφCθSψ− SφCψ CφSθ
SφCθCψ + CφSψ −SφCθSψ + CφCψ SφSθ
−SθCψ SθSψ Cθ

 (10)
Following the configuration of Fig. 1, and taking into account Equation (10), it is possible to
obtain the components of vector pCo as:


pCxo
pCyo
pCzo

 = R′RC(φ, θ,ψ)T




pRxo
pRyo
pRzo

−


pRxc
pRyc
pRzc



 (11)
2.3.3 Linear Camera Model
According to Fig. 1, the axes ZR and ZC are parallel and, for simplicity in the analysis, they
are taken with the same direction. In this case, the Euler’s angles are φ = 0, θ = 0 and ψ varies
according the rotation of the robot’s base. In these conditions Equation (10) becomes:
R′
R
C(ψ) =


Cψ −Sψ 0
Sψ Cψ 0
0 0 1

 (12)
According to the assumption A2.1, only a small variation about the operating point will be
taken into account. If we set ψ0 = 0 as operating point and take the linear approximation of
(12), the variations of Equation (11) can be written as:


δpCxo
δpCyo
δpCzo

 =


1 0 0
0 1 0
0 0 1






δpRxo
δpRyo
δpRzo

−


δpRxc
δpRyc
δpRzc



 (13)
We can express their perturbation using Taylor series expansion. Since we look for a linear
dependency on the variables, we only use the first order terms of the series. With this analysis
Equation (9) becomes:
δξ ′ =


δu
δv
δr

 = −α λ
pCzo


δpCxo
δpCyo
−
roδp
C
zo
pCzo

 (14)
and finally, according to (13) and (14) we obtain:
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δξ ′ = −α
λ
pCzo


1 0 0
0 1 0
0 0 − ro
pCzo






δpRxo
δpRyo
δpRzo

−


δpRxc
δpRyc
δpRzc



 (15)
In the case of ψ = 0 Equation (15) becomes:
δξ ′ = −h′


Cψ Sψ 0
−Sψ Cψ 0
0 0 − ro
pCzo






δpRxo
δpRyo
δpRzo

−


δpRxc
δpRyc
δpRzc



 (16)
Where h′ = α λ
pCzo
.
3. Control Problem
Recall that, our aim is moving the manipulator maintaining the image of the tracked object
(its centre of gravity) coincident to the centre of the image plane, for the 2D control; and the
image of the tracked object (its centre of gravity) coincident to the centre of the image plane
with a given image radius, for the 3D control.
The control problem is formulated as the design of a controller which computes a control
signal ∆ corresponding to the movement of the robot’s arm in such a way that the actual
image object state reaches the desired state.
3.1 2D Control Problem Formulation
For 2D control the desired state,
[
ud vd
]T
, is the centre of gravity of the object’s image.
The state error being defined as:
ξ˜ = ξd − ξ =
[
u˜
v˜
]
=
[
ud
vd
]
−
[
u
v
]
which could be calculated at every measurement time and used to move the robot in a direc-
tion allowing its decrease. Therefore, the control aims at ensuring that
lim
t→∞
ξ˜ = lim
t→∞
[
u˜(t) v˜(t)
]T
= 0 ∈ ℜ2
provided that the initial feature error ξ˜(0) is sufficiently small.
We make the following assumptions for the 2D control problem:
A1.0 The object is static.
A1.1 There exists a robot joint configuration qd for which ξd = ξ(qd).
A1.2 ψ is the mechanical angle between ΣC and ΣR, and can take different values but will be
constant in each experiment.
A1.3 The axes XR and XC, Fig. 1, are parallels.
A1.4 The distance pCxo from the camera to the object is constant.
Assumption A1.0, ensures that only the control problem is evaluated. Assumption A1.1, en-
sures that the control problem is solvable. Assumption A1.2, stability condition, will be dif-
ferent for each value of ψ. Assumption A1.3 maintains the condition of equation (5).
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Fig. 2. Control scheme with visual feedback
3.2 3D Control Problem Formulation
In the case of 3D control the desired state object’s image centre of gravity and radius is repre-
sented by
[
ud vd rd
]T
. The state error is defined as
ξ˜ ′ = ξ ′
d
− ξ ′ =


u˜
v˜
r˜

 =


ud
vd
rd

−


u
v
r


The control aims at ensuring that
lim
t→∞
ξ˜ ′ = lim
t→∞
[
u˜(t) v˜(t) r˜(t)
]T
= 0 ∈ ℜ3
provided that the initial feature error ξ˜ ′(0) is sufficiently small.
We make the following assumptions the 3D control problem:
A2.0 The object is static for position regulation.
A2.1 There exists a robot joint configuration qd for which ξ
′
d
= ξ ′(qd).
A2.2 The axes ZR and ZC, Fig. 1, are parallel.
A2.3 The initial feature error ξ˜ ′(0) is sufficiently small.
A2.4 The object moves with low velocity in following a simple trajectory.
Assumption A2.0, ensures that the regulation problem is evaluated. Assumption A2.1, en-
sures that the control problem is solvable. Assumption A2.2, conditions for Euler angles.
Assumption A2.3 makes possible the linear analysis about the operating point. Assumption
A2.4 conditions of trajectory following.
3.3 Controller With Visual Feedback
For our control problem formulation, the state vector of the object can only be measured
through the camera, as such, a direct knowledge of the desired joint position qd is not avail-
able. Nevertheless, the desired joints position can be obtained as a result of the estimated
control signal ∆ and the solution of the kinematics problems.
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The implemented closed-loop block diagram can be described as shown in Fig. 2. The control
system has two loops in cascade, the internal loop solving the robotsŠ joint control, and the
external loop implementing a dynamic look and move visual controller.
The inner control loop has an open control architecture; in this architecture it is possible to
implement any type of controller. One possibility is to use a non-linear controller in the state
variables, called torque-calculated (Kelly and Santibáñez; 2003)having the following control
equation:
τ = M(q)[q¨d + Kvi ˙˜q + Kpiq˜] + C(q, q˙)q˙ + g(q)
Where Kpi ∈ ℜn×n and Kvi ∈ ℜn×n are the symmetric positive-definite matrices and q˜ =
q − qd. Kelly (Kelly and Santibáñez; 2003) demonstrated that with this configuration the
system behaves in a closed loop as a linear multivariable system, decoupled for each robot’s
joint, suggesting that the matrices could be specified as:
Kpi = diag{ω
2
1 , . . . ,ω
2
n}
Kvi = diag{ω1, . . . ,ωn}
In this way each joint behaves as a critically damping second order linear system with band-
width ωi. The bandwidth ωi determines the speed of response of each joint. In such way
the dynamic effect of the internal loop could be independent with regard to the external loop,
being, according to (Hernández et al.; 2008), under the conditions that:
q(t) = qd(t) ∀t > 0 (17)
Nevertheless, the vision-based control systems are fully sampled data systems. The feed-
back sensor has some dynamic characteristics such as: transport delay of pixel camera, image
processing algorithms, communication between the vision system and control computer, etc.
Åström (Astrom and Wittenmark; 1990) established that the sampling rate of digital control
systems should be between 10 and 30 time the desired closed loop bandwidth. For the case of
a 20Hz vision system the close loop bandwidth should be between 0.66 to 2 Hz.
With these conditions for the internal and external loop it is possible to make a design in order
to avoid the dynamic effect of the internal loop in relation with the dynamics of the external
loop (Lange andHirzinger; 2003), a complete analysis of this topic can be found in (Hernández
et al.; 2008).
But, if we analyze the control problem in the field of digital control systems, other dynamic
representation of the set robot vision system could be as one or two delay units for the vision
set (Corke; 1996) or for the robot (Bonfe et al.; 2002). Using this consideration we modify
Equation (17) as,
q(k) = qd(k − 1) ∀k > 0 (18)
In this chapter, we consider a simpler approach, which consists of directly using the image
feature vectors ξ˜ for 2D control or ξ˜ ′ for 3D control, being the difference between the centre
of the image plane ξd or ξ ′d and the centre of gravity of the object in the image space ξ or ξ
′;
and for 3D control the difference between the desired radius in the image plane rd and the
actual radius of the object in the image plane r (image coordinate frame). This error depends on
the object’s absolute position, in the task space pRo , and the camera’s centre position, pRCorg,
according to Equations (6) 2D or (16) 3D.
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Fig. 3. 2D Vision-based simplified control scheme
4. 2D Vision-based Control. Stability Analysis
A very simple I controller can be used in this control scheme (Hernández et al.; 2008), for that
case the control law can be given by:
∆ = KI
∫
ξ˜ (19)
Where KI ∈ ℜ
2×2 is the symmetric integral matrix:
KI =
[
−KI1 0
0 −KI2
]
(20)
As in Sim’s work (Sim et al.; 2002), ∆ can be interpreted as the coordinates increment in the
world space as a result of the image feature error ξ˜. Solving the inverse kinematics problem
T−1 it is possible to obtain qd. The proposed system works as a regulator system, because ξd
is constant and can be set = 0.
Taking into account Fig. 2, obtaining the discrete equivalence of the controller of Equation
(19) and according to Equations (6) and (18); a simplified diagram can be obtained as shown
in Fig. 3.
Making
K = −α λ
pCxo
[
Cψ Sψ
−Sψ Cψ
]
= −h
[
Cψ Sψ
−Sψ Cψ
]
and KI =
[
−KI1 0
0 −KI2
]
according to Fig. 3 and if we consider the disturbance
[
δpRxc δp
R
yc
]T
as the system’s initial
conditions, the closed loop transfer function, taking a sampling period of 50ms, can be written
as:
0.05KIK
(z2 − z)
[U(z)− Y(z)] = Y(z) (21)
where
Y(z) = ξ(z)
Solving and taking the inverse Z transform we obtain:
y(k + 2)− y(k + 1) = −0.05KIKy(k) + 0.05KIKu(k) (22)
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Fig. 4. Root-locus of axis model for: a) I controller with closed poles for gain hKIi = 10. b) PI
controller with Closed poles for gain hKIi = 30
Taking into account that the aim is moving the manipulator maintaining the image of the
tracked object (its centre of gravity) coincident to the centre of the image plane, we can make
u=0 and v=0, then u=0 and (22) becomes
y(k + 2) = y(k + 1)− 0.15KIKy(k) (23)
The Equations (23) can be represented in the state space as
[
y(k + 1)
y(k + 2)
]
=
[
0 I
−0.15KIK I
] [
y(k)
y(k + 1)
]
(24)
where
Φ =
[
0 I
−0.15KIK I
]
=


0 0 1 0
0 0 0 1
−0.05hCψKI1 −0.05hSψKI2 1 0
0.05hSψKI1 −0.05hCψKI2 0 1


In this work a robot manipulator ASEA IRB6 with camera in hand is used as case study. This
type of robot has the wrist mechanically decoupled from the arm’s movements, this allows to
maintain the orientation of the camera. It is possible to establish ψ constant and for simplicity
we set ψ = 0.
With this consideration and according to Equation (4) Equation (24) can be transformed into
two decoupled control systems, one in each axis. The representation of these systems in the
space state is:
[
v(k + 1)
v(k + 2)
]
=
[
0 1
−0.05hKI1 1
] [
v(k)
v(k + 1)
]
(25)
[
u(k + 1)
u(k + 2)
]
=
[
0 1
−0.05hKI2 1
] [
u(k)
u(k + 1)
]
(26)
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The system’s stability is determined by the roots of the characteristic polynomial of matrix Φ.
In these conditions it is easy to design the regulator for each axis.
A better illustration is shown by the root-locus diagram of the systems (25) or (26), given
in Fig. 4 a), where instability is clearly indicated as the loop gain increases. If we use a PI
controller, including a zero in z = −0.2, the diagram of Fig. 4 a) is modified as is shown in
Fig. 4 b). In this case the stability condition of the system has been increased.
With the PI controller Equations (25) and (26) are modifed as:[
v(k + 1)
v(k + 2)
]
=
[
0 1
−0.01hKI1 1− 0.05hKI1
] [
v(k)
v(k + 1)
]
(27)
[
u(k + 1)
u(k + 2)
]
=
[
0 1
−0.01hKI2 1− 0.05hKI2
] [
u(k)
u(k + 1)
]
(28)
5. 3D Vision-based Control. Stability Analysis
Similar to the 2D vision-based control analysis, we use a very simple I controller in the control
scheme, for that case the control law is given by:
∆
′ = K′I
∫
ξ˜ ′ (29)
Where K′I ∈ ℜ
3×3 is the symmetrical integral matrix:
K′I =

 −K
′
I1
0 0
0 −K′I2 0
0 0 K′I3

 (30)
In this case too, ∆′ can be interpreted as the coordinates increment in the world space as a
result of the image feature error ξ˜ ′. Solving the inverse kinematics problem T−1 it is possible to
obtain qd. An analysis of this control scheme in continuous time can be found in (Hernández
et al.; 2008a), where also the control performance in following simple trajectories in 3D is
presented.
The system works as regulator, because ξ ′d is constant and can be set = 0. In these condi-
tions, following the analysis of Section 4, using Equations (15) and (29) the system’s output[
u(k) v(k) r(k)
]T
, can be obtained as decoupled equations by axis, as:[
v(k + 1)
v(k + 2)
]
=
[
0 1
−0.05h′K′I1 1
] [
v(k)
v(k + 1)
]
(31)
[
u(k + 1)
u(k + 2)
]
=
[
0 1
−0.05h′K′I2 1
] [
u(k)
u(k + 1)
]
(32)
[
r(k + 1)
r(k + 2)
]
=
[
0 1
−0.05 h
′ro
pCzo
K′I3 1
] [
r(k)
r(k + 1)
]
(33)
We considered the disturbance
[
δpRxo δp
R
yo δp
R
zo
]T
as system initial conditions.
With ψ = 0 as operating point, for the three previous Equations, according Equation (16),
only (33) is enabled. Its stability analysis can be done in a Root-locus similar to Fig. 4. For the
analysis along the axes v and u Equation (16) can be simplified as:
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Fig. 5. 3D Vision-based simplified control scheme
δξ ′′ = −α
λ
pCzo
[
Cψ Sψ
−Sψ Cψ
]([
δpRxo
δpRyo
]
−
[
δpRxc
δpRyc
])
(34)
For simplicity the δ has been avoided in Equations.
Taking into account Fig. 2 and according to Equation (17) a simplified diagram can be obtained
as shown in Fig. 5.
Making
K′ = −α λ
pCzo
[
Cψ Sψ
−Sψ Cψ
]
= −h′
[
Cψ Sψ
−Sψ Cψ
]
and
K′
IR
=
[
−K′
I1
0
0 −K′
I2
]
according to Fig. 5 and if we consider the disturbance
[
δpRxo δp
R
yo
]T
as the system’s initial
conditions, the closed loop transfer function, taking a sampling period of 50ms, can be written
as:
0.05K′
IR
K′
(z2 − z)
[U(z)− Y(z)] = Y(z) (35)
where
Y(z) = ξ ′′(z) (36)
solving and taking the inverse Z transform we obtain:
y(k + 2)− y(k + 1) = −0.15K′IR K
′y(k) + 0.15K′IR K
′u(k) (37)
In the same way as in Section 4, we can make u=0 and v=0, then u=0 and (37) becomes
y(k + 2) = y(k + 1)− 0.15K′IR K
′y(k) (38)
The Equations (38) can be represented in the state space as
[
y(k + 1)
y(k + 2)
]
=
[
0 I
−0.05K′
IR
K′ I
] [
y(k)
y(k + 1)
]
and
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Fig. 6. a) Module of the two complex conjugated roots of the characteristic equation of I
controller for K′
I1,2
= 1, in relation with ψ. b) Module of the angle limit for the stability of I
controller in dependence of KI1,2
Φ =


0 0 1 0
0 0 0 1
−0.05hCψK′
I1
−0.05hSψK′
I2
1 0
0.05hSψK′
I1
−0.05hCψK′
I2
0 1


The system’s stability is determined by the roots of the characteristic polynomial of matrix
Φ. If the module of any root is bigger than 1, out of unit circle, the system is not stable. An
analytical solution for the roots of characteristic equation of matrix Φ is very difficult in this
case, but a graphic solution to illustrate the tendency of stability in relation with K′
IR
and ψ
can be found. With K′
I1
= K′
I2
= K′
I1,2
= 1, in Fig. 6 a) the module of the two complex
conjugated roots of the characteristic equation is plotted, in relation to ψ. It is clear that for
−77.4o < ψ < 77.4o the system is stable, these angle limits define the control system work
space, while in Fig. 6 b) the module of the angle limit for the stability for differences values of
K′
I1,2
is shown.
If we use a PI controller, including a zero in z = −0.2 in each axis, Equation (35) is modified
as:
0.05K′
IR
K′(z + 0.2)
(z2 − z)
[U(z)− Y(z)] = Y(z) (39)
and Equation (22) becomes:
y(k + 2)− (I− 0.05K′IR K
′)y(k + 1) =
− 0.01K′IR K
′y(k) + 0.05K′IR K
′u(k + 1) + 0.03K′IR K
′u(k) (40)
The representation of Equation (40) in the state space,with u=0, is:[
y(k + 1)
y(k + 2)
]
=
[
0 I
−0.03K′
IR
K′ I− 0.15K′
IR
K′
] [
y(k)
y(k + 1)
]
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Fig. 7. Module of the two complex conjugated roots of the characteristic equation of PI con-
troller for K′I1,2 = 10, in relation with ψ
and
Φ =


0 0 1 0
0 0 0 1
−0.01h′CψK′
I1
−0.01h′SψK′
I2
1− 0.05h′CψK′
I1
0.05h′SψK′
I2
0.01h′SψK′
I1
−0.01h′CψK′
I2
−0.05h′SψK′
I1
1− 0.05h′CψK′
I2


With the inclusion of PI controller in each axis the stability system condition of the system
is increased, as is shown in Fig. 7, where K′
I1,2
= 10, 10 times the gain of Fig. 6 the stability
performance is similar.
6. Experimental Study
A robot manipulator ASEA IRB6 with open computer control architecture designed and built
at the Departamento de Automática de la Universidad Central de Las Villas, Santa Clara,
Cuba, is used as a study case. The control scheme described in Section 4, 2D vision-based
control, has been implemented in the links two and three of the robot and the control scheme
described in Section 5, 3D vision-based control, has been implemented in the links one, two
and three of the robot. The inner loops are implemented in a PC Intel Pentium III 500 MHz
connected to the robot through a Humusoft MF624 board which reads the encoder’s joint
position, executes the control algorithm and gives the control signal to the power unit with a
sampling period of 1ms. The video signal is acquired via a frame grabber EZ-Capture with
chipset BT878 mounted on a second Intel Celeron at 2.0 GHz computer which processes the
images, extracts the object’s centre of gravity and radius and solves the inverse kinematic
problem. Data are sent back to the main host computer during robot operation through a
RS232 serial communication link, the sampling period of the external loop is 50ms.
6.1 Practical Design Consideration
As shown in Fig. 2 the control system has two loops. The external loop calculates the image
feature error at everymeasurement time. This control system allows the possibility of tracking
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Fig. 8. Geometric description of the robotic system
Link ai αi di qi
1 0 pi/2 d1 q1
2 a2 0 0 q2
3 a3 0 0 q3
Table 1. Denavit-Hartenberg parameters
objects in the environment and hence using more complex vision tasks as e.g. in (Enescu et al.;
2006), for this reason a sampling period of 50ms has been taken for the external loop.
Åström (Astrom and Wittenmark; 1990) established that for a correct representation of time
response of a continuous system, a sreasonable sampling rate is 4 to 10 samples during the
rise time. With this consideration 1.5s of settling time is adequate for our external loop.
The internal loop does not need the same sampling period, in this case we implemented a P-
PI (Sciavicco and Sciciliano; 1996) decoupled controller with ϕ = 0.9 and ωn = 40 as design
characteristics and 1ms as sampling period for each robot joint.
With these conditions for the internal and external loop it is possible to avoid the dynamic ef-
fect of the internal loop in relationwith the dynamic of the external loop (Lange andHirzinger;
2003), (Hernández et al.; 2008), or make the approximation that the dynamic or the internal
loop is equivalent to a time delay of the external loop, (Corke; 1996).
6.2 Simulation
Following the scheme of Fig. 2 a simulation process has been developed using MAT-
LAB/Simulink. The Denavit-Hartenberg parameters of the robot’s geometric configuration
(Fig. 8) are specified in Table 1.
According to Fig. 8 the forward and inverse kinematic (1) and (2) are obtained.
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For the forward kinematic:
pRxc = C1(a2C2 + a3C23)
pRyc = S1(a2C2 + a3C23)
pRzc = a2S2 + a3S23 + d1
Where S23 is sin(q2 + q3) and, C23 is cos(q2 + q3).
And for the inverse kinematic:
q1 = arctan
(
pRyc
pRxc
)
q2 = arctan

 pRzc − d1
±
√
pRxc
2
+ pRyc
2

+ arctan( a3 sin(q3)
a2 + a3 cos(q3)
)
q3 = arctan
(
±
√
1− cos2(q3)
cos(q3)
)
where
cos(q3) =
pRxc
2
+ pRyc
2
+ (pRzc − d1)
2
− a2
2 − a3
2
2a2a3
and: d1 = 0.8m, a2 = 0.4m and a3 = 0.67m
For our simulation the transfer function of the DC motors of each joint is:
G(s)motor =
Km
s(Tms + 1)
=
1550
s(0.024s + 1)
In the simulation, the robot dynamic model is avoided, taking into account the slow robot
velocity and that the gear reducer is 1150 .
The simulation of the 3D vision-based control is presented, in this case we used the vision
system model as given by Equation (16) with a sampling period of 50ms.
We make the simulation over small variation about the operating point: ud = 0, vd = 0 and
rd = 40pixels; corresponding to object position in reference to the camera: p
C
xo = 0, p
C
yo = 0
and pCzo = 1.10m.
In the simulation, after guaranteeing the correct position of the camera, in the second 2, a
step displacement of 0.2m in the object position is produced in all the axes, as the following
mathematical representation shows.
pRxo =
{
0.67m, i f t < 2sec
0.87m, i f t ≥ 2sec
pRyo =
{
0.00, i f t < 2sec
0.20m, i f t ≥ 2sec
pRzo =
{
2.30m, i f t < 2sec
2.50m, i f t ≥ 2sec
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Fig. 9. Simulation of the step disturbance response in image coordinates: a) u (green) and v
(blue); and b) radius
Fig. 10. Simulation of control to follow a desired trajectory
The result of the simulation for the image coordinates ξ =
[
u v
]T
is shown in Fig. 9
a) where it is clear that the condition ξ˜ =
[
u˜ v˜
]T
=
[
ud vd
]T
−
[
u v
]T
= 0 is
achieved near 1.5s after the disturbance and in Fig. 9 b)the same process for the image radius
is shown.
As an additional test we simulated the movement of the object in a desired trajectory as an
inclined ellipse in the space, as is shown in blue in Fig. 10. In green in the figure is shown the
movement of the center of camera coordinate frame. The following is made with a permanent
error.
6.3 Experimental Results
The control scheme proposed was implemented on the platform developed for a robot
ASEA IRB6. The control algorithm of the inner loop has been implemented using MAT-
LAB/Simulink with the Real Time Workshop Toolbox and Real Time Windows Target. For the
vision loop a monochromatic camera JAI CV-252 has been used. A software component has
been developed in Borland Delphi to capture the visual information and the Matrox Image
Library is used to process the acquired images in real time. For our experiments, focal length
λ = 8mm and scaling factor α = 129
pixels
m .
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Fig. 11. 2D Vision-based control, experimental set-up
Fig. 12. Time response of image centre of gravity position in axis u a) and axis v b).
6.3.1 2D Vision-based Control.
Fig. 11 shows a view of the experimental set-up for the 2D vision-based control.
For the experiment the wanted image values changes in step for ud between 250pixels to
90pixels; and for vd between 200pixels to 90pixels.
The time responses to the steps are showed in Fig. 12 for the parameters: Fig. 12 a) shows
the time response of centre of gravity image u and Fig. 12 b) shows time response of centre
of gravity image v. In all the cases the final values are obtained with a good settling time and
without steady state error.
Also the control to follow a desired trajectory such as a circle has been implemented. In Fig. 13
the desired trajectory and the actual trajectory are shown, in the image plane. The trajectory
control has a permanent error.
6.3.2 3D Vision-based Control.
For the 3D vision-based control, Fig. 14 shows a view of the experimental set-up. For easier
physical implementation, the camera axis ZC is parallel to ZR axis, according to assumption
A2.2, but with different direction. For that reason for the rotation matrix (10), φ = 0 and θ = pi
and Equation (12) becomes:
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Fig. 13. Trajectory control in the image plane
Fig. 14. 3D Vision-based control, experimental set-up
R′
R
C(ψ) =


−Cψ Sψ 0
Sψ Cψ 0
0 0 −1

 (41)
The only consequence of this modification is the change in the theoretical sign in the regulator
of axis u and z.
For the experiment the wanted image values are ud = 120pixels, vd = 100pixels and rd =
30pixels. In t = 0 the actual object image features, initial conditions, are u0 = 30pixels,
v0 = 240pixels and r0 = 13pixels. The control system moves the robot camera (Tool Centre
Point) as is presented in Fig. 15.
The time responses to the step in the initial conditions are shown in Fig. 16 for the three
parameters: Fig. 16 a) and b) show respectively time response of centre of gravity image, u
and v; and c) show the time response of image radius. In all the cases the final values are
obtained with a good settling time (around 1.5sec) and without steady state error.
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Fig. 15. Movement of the robot Tool Centre Point from the initial position to the wanted space
position
Fig. 16. Time response of image centre of gravity position in axis u a) and axis v b); and time
response of image radius r c).
7. Conclusion
In this chapter we presented an image-based visual controller 2D and 3D control of camera-
in-hand Robot Manipulators.
The controllers are structured in two loops, the internal loop solves the robot’s joint control
and in the external loop is implemented a visual controller. The dynamic effect of the internal
loop is approximated as an external loop time delay. The robotic and vision systems are mod-
eled for small variation around the operating point for position control. In these conditions
the stability of the whole system in discrete time is balanced for I and PI controllers in the
external loop in both cases. A particular study is made using an ASEA IRB6 robot manipu-
lator which has its wrist mechanically decoupled. This allows maintaining the orientation of
camera axis while the arm is moving. The experimental results presented illustrate the control
system’s stability and performance.
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